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a b s t r a c t
Two methods for ranking of solutions of multi objective optimization problems are proposed in this paper.
The methods can be used, e.g. by metaheuristics to select good solutions from a set of non dominated
solutions. They are suitable for population based metaheuristics to limit the size of the population. It is
shown theoretically that the ranking methods possess some interesting properties for such applications.
In particular, it is shown that both methods form a total preorder and are both reﬁnements of the Pareto
dominance relation. An experimental investigation for a multi objective ﬂow shop problem shows that the
use of the new ranking methods in a Population-based Ant Colony Optimization algorithm and in a genetic
algorithm leads to good results when compared to other methods.
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b1. Introduction
Optimization problems with several objectives are common in
industrial, engineering, or scientiﬁc contexts. Abstractly formulated, a
multi objective optimization problem asks for solutions from a solution
space X (also called search space) that are optimal with respect to
d > 1 objectives. Typically, the objectives are conﬂicting and it is only
possible to optimize a (small) subset of the objectives simultaneously.
This is reﬂected in the concept of the Pareto dominance relation. A
solution dominates another if it is better in at least one objective and
not worse in all other objectives. Based on this relation a solution
is called Pareto optimal if it is not dominated by any other solution
from X. The goal in multi objective optimization is to ﬁnd the set of
Pareto optimal solutions, called Pareto set, or at least a subset of it.
Unfortunately, many discrete multi objective optimization problems
are NP-hard, i.e. it is not possible to solve them in polynomial time
(if P = NP). For continuous multi objective optimization problems
the optimization function is often a black box or algebraically too
complicated, i.e. it is impossible to solve them analytically. In these
cases, usually the goal is to ﬁnd a set of non dominated solutions that
are close to the Pareto optimal solutions. Another common selective
feature is the diversity of the chosen set of solutions.
To explore the solution space the use of algorithms maintaining
a population of solutions seems beneﬁcial. Therefore, multi objective∗ Corresponding author. Tel.: +49 341 9732275.
E-mail addresses: rmoritz@informatik.uni-leipzig.de (R. L. V. Moritz),
enrico.reich@gmx.de (E. Reich), bernt@informatik.uni-leipzig.de (M. Bernt),
middendorf@informatik.uni-leipzig.de (M. Middendorf).
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0377-2217ariants of various population-based metaheuristics have been de-
eloped in recent years. Among the earliest multi objective variants
f genetic algorithms is, e.g. the Vector Evaluation Genetic Algorithm
VEGA) from Schaffer (1984) (see overviews in Coello Coello, 2009;
oello Coello, Pulido, & Montes, 2005; Fonseca & Fleming, 1995).
lso the ant colony optimization metaheuristic (ACO) was extended
o solve multi objective optimization problems, e.g. by Iredi, Merkle,
nd Middendorf (2001) and Doerner, Hartl, and Reimann (2001)
for an overview see Angus & Woodward, 2009 or Leguizamón
Coello Coello, 2011, Chapter 3). For problems on continuous
olution spaces extended particle swarm approaches (PSO) have
een proposed, e.g. by Coello Coello and Salazar Lechuga (2002)
nd Hu and Eberhart (2002) (for an overview see Reyes-Sierra &
oello Coello, 2006).
The Pareto dominance relation is often used in population-based
etaheuristics to rank the elements of a set of solutions. But for
set of non dominated solutions this relation is insuﬃcient to
uide heuristics into favourable regions of the search space. This is
articularly relevant, when the number of objectives is large since the
umber of non dominated solutions increases alongwith the number
f objectives. This effect has been called a “curse of dimensionality”
y Kukkonen and Lampinen (2007). Therefore, several methods to
ompare and rank elements of sets of (non dominated) solutions have
een discussed in the literature. Some of these ranking methods are
sed for post-Pareto optimality, i.e. to select solutions from the ﬁnal
et of non dominated solutions computed by some metaheuristic.
Aside from ranking the found solutions, there are other methods
o prune a set of (non dominated) solutions. One possibility is to
pply clustering methods to the set of solutions in order to select a
epresentative solution from each cluster. One potential aim of using
R.L.V. Moritz et al. / European Journal of Operational Research 243 (2015) 454–464 455
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∀lustering methods is to obtain a large diversity in the set of selected
olutions (Kukkonen & Deb, 2006).
In this paperwe are interested in using rankingmethods formeta-
euristics by applying them in each iteration to select only a few
olutions from the set of already found (non dominated) solutions.
ence, the ranking methods are used to prune a potentially large set
f solutions to a small subset of good solutions. This small set forms
he population which is then used in the next iteration to create new
nd hopefully better solutions. Maintaining a small population has
dvantages with respect to the memory and time requirements of an
lgorithm. This is particularly important in restrictive computational
nvironments, e.g. when solutions need to be delivered in real time or
he algorithm runs on speciﬁc hardware, e.g. as part of an embedded
ystem. Another important reason for the use of small populations is
bjective functions that are expensive to evaluate. Clearly, the choice
f which solutions are to be kept in the population is particularly
mportant for small population sizes.
The simplest kind of ranking schemes is aggregation methods.
hey use, for instance, an aggregation function calculating aweighted
um of the objectives (Jakob, Gorges-Schleuter, & Blume, 1992) or the
istance to a target vector of objective values (Wienke, Lucasius, &
ateman, 1992). Furthermore, there are also objective based ranking
ethods. One such method is to use given priorities for a lexico-
raphic sorting of the objectives or performing a separate optimiza-
ion of the single objectives in an order that is compliant with the
riorities (Cvetkovic & Parmee, 2002). Weights, target vectors, and
riorities should be given by the user. But for many applications this
ight be diﬃcult or impossible for the user because, for instance, no
easonable weights are known.
In contrast to the above rankingmethods that need different kinds
f user input, several methods have been developed based on the no-
ion of dominance. To rank a solution a within a set of solutions X
ne could use the number of solutions in X that are dominated by
(dominance rank) or the number of solutions in X dominating a
dominance count) (see also Fonseca & Fleming, 1993; Zitzler & Thiele,
999). An alternative is to use the number of times the current set
f non dominated solutions has to be removed from the remaining
et of solutions until the solution itself becomes non dominated. This
easure has been called dominance depth by Srinivas and Deb (1994).
dditionally to the comparison of single objective vectors also sets of
on dominated solutions can be compared. This is commonly done in
he indicator function framework, which assigns a real value to a set
r sets of non dominated solutions. One example is the binary hyper-
olume indicator that is deﬁned as the hypervolume of the objective
pace (i.e. the space of vectors of potential values of the different ob-
ectives) dominated by one set of solutions but not by another (we
efer the interested reader to Zitzler, Thiele, Laumanns, Fonseca, &
a Fonseca, 2003).
Some ranking methods consider how much two solutions differ
ith respect to the different objectives. Garza-Fabre, Toscano Pulido,
nd Coello Coello (2009) have proposed three such methods. An ex-
mple is the Global Detriment method which computes for each so-
ution the sum of the differences to other solutions over all those
bjectives where the solution is worse than the corresponding other
olution. A potential disadvantage of these methods is that they
ypically need some normalization between the different objec-
ives. Therefore, these methods are not considered further in this
aper. However, we use one representative of these methods as
comparison method. This method uses the same measure as
he Global Detriment method, but only for pairwise compari-
on, and random weights for the normalization (for details see
ection 3.2).
By regarding only the information whether two objective values
iffer and thereby disregarding themagnitude of the difference of the
bjective values the decision process can be greatly simpliﬁed. The
umber of objectives for which one solution is better or worse thanheother canbehelpful for a decisionbetween alternative solutions. A
imilar reasoning simpliﬁes everyday decisions when comparing dif-
erent choices by the number of advantages and disadvantages. This
asic idea was formally captured by the relation favour that prefers a
olution over another if it wins, i.e. is better, in more objectives than
he other (Drechsler, Drechsler, & Becker, 2001). Several extensions
r similar relations have been proposed in the literature. They mod-
fy the decision if an objective is counted as won or lost (Laumanns,
hiele, Deb, & Zitzler, 2002; Sülﬂow, Drechsler, & Drechsler, 2007)
r how many won objectives are required for preference (Farina &
mato, 2004; Zou, Chen, Liu, & Kang, 2008). Approaches based on the
umber of won objectives can also be used to rate a solution with
espect to a set of solutions e.g. (Bentley &Wakeﬁeld, 1998; Maneer-
tana, Boonlong, &Chaiyaratana, 2006;Mostaghim&Schmeck, 2008).
detailed description of these methods is given in Section 3.
In this paper we propose two new ranking relations which are
ased on the relation favour (Section 4). We prove that both rela-
ions are reﬁnements of the Pareto dominance relation and are to-
al preorders. The ranking relations can be used in multi objective
opulation based meta-heuristics for selecting the solutions that are
ncluded into the population and thus guide the search for better so-
utions. We compare the different ranking schemes when used in a
opulation-based Ant Colony Optimization algorithm (P-ACO) and in
genetic algorithm (GA). As test problem a multi objective ﬂow shop
cheduling problem is used. The results show that the new ranking
chemes are advantageous to select the solutions for the population
f the P-ACO and the GA.
The paper starts with the introduction of basic deﬁnitions in
ection 2. A detailed review of related ranking relations from the
iterature and a few corresponding theoretical results are presented
n Section 3. The new ranking relations are introduced in Section 4.
hemetaheuristics P-ACO andGAwhich are used for the experiments
re described in Section 5. The test problem and the experiments are
escribed in Section 6. The experimental results are presented in
ection 7. A short conclusion is given in Section 8. Note, that this pa-
er is an extension of Moritz, Reich, Schwarz, Bernt, and Middendorf
2013).
. Basic deﬁnitions
Consider a multi objective optimization problem with a set of so-
utions X and a vector of objective functions f (a)= ( f1(a), . . . , fd(a)),
here a ∈ X and fi : X → R. The solutions in X can, for example, be
ectors of real values in case of continuous optimization problems or
ectors of elements from a ﬁnite set in case of combinatorial opti-
ization problems. The aim is to ﬁnd solutions from X that minimize
he objectives, i.e.
in
a∈X
f (a) = min
a∈X
(f1(a), . . . , fd(a)). (1)
ote, that by using −fi(a)maximization is also possible.
In order to ﬁnd a minimum in a two or higher dimensional space
he Pareto dominance relation (≺) is used. Let a, b ∈ X, then
≺ b ⇐⇒ ∀i ∈ [1 : d] : fi(a)≤ fi(b)∧ f (a) = f (b). (2)
olution a dominates b if a ≺ b. Note that, if a ≺ b then there is at
east one i ∈ [1 : d] with fi(a) < fi(b). Two solutions a, b ∈ X are called
ncomparable if a ⊀ b ∧ b ⊀ a or indifferent in case of f (a) = f (b). A
olution a ∈ X is called Pareto optimal if b ∈ X : b ≺ a. A solution a ∈ X
s called non dominated solution with respect to a subset X′ ⊆ X if
b ∈ X′ : b ≺ a. The set of all Pareto optimal solutions from X is called
he Pareto set and the corresponding set of objective vectors in Rd is
alled the Pareto front of X.
The different properties of relations are summarized in Table 1.
et R and S be two relations on a set X. Then S is a reﬁnement of R if
a, b ∈ X : (a, b) ∈ R ∧ (b, a) ∈ R ⇒ (a, b) ∈ S ∧ (b, a) ∈ S.
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Table 1
Properties of a relation R on a set X.
Reﬂexive ∀a ∈ X: (a, a) ∈ R
Irreﬂexive ∀a ∈ X: (a, a) ∈ R
Transitive ∀a, b, c ∈ X: (a, b), (b, c) ∈ R ⇒ (a, c) ∈ R
Symmetric ∀a, b ∈ X: (a, b) ∈ R ⇒ (b, a) ∈ R
Asymmetric ∀a, b ∈ X: (a, b) ∈ R ⇒ (b, a) ∈ R
Antisymmetric ∀a, b ∈ X: (a, b), (b, a) ∈ R ⇒ a = b
Total ∀a, b ∈ X: (a, b) ∈ R ∨ (b, a) ∈ R
Preorder on X R reﬂexive and transitive
Total preorder on X R is a preorder on X and total
Partial order on X R is reﬂexive, transitive, and antisymmetric
Total order on X R is a partial order on X and total
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HIn terms of the domination relation a reﬁnement is useful as it pre-
serves the original order and elements that are incomparable with
the domination relation could be comparable with respect to the
reﬁnement.
Given an irreﬂexive and asymmetric relation R over a set W , two
vectors u, v ∈ Wd are compared by:
• BR(u, v)= |{i : (ui, vi) ∈ R, i ∈ [1 : d]}|
• ER(u, v)= |{i : (ui, vi) ∈ R, (vi, ui) ∈ R, i ∈ [1 : d]}|
• WR(u, v)= |{i : (vi, ui) ∈ R, i ∈ [1 : d]}|
Note that due to the asymmetry and irreﬂexivity each element
i ∈ [1 : d] is included in exactly one of the three sets used to compute
BR(u, v), ER(u, v), andWR(u, v). Thus, the sum of the sizes of the three
sets is d, i.e. BR(u, v)+ ER(u, v)+ WR(u, v)= d. This notion is used to
compare elements of the solution space of multi objective optimiza-
tion problems with respect to their values in the objective space Rd
using the < relation. In the following we write BR(a, b) instead of
BR(f (a), f (b))whenever we compare two solutions a, b ∈ X. We han-
dle ER(a, b) and WR(a, b) analogously. In that case B<(a, b), E<(a, b),
and W<(a, b), respectively, counts the number of objectives where
a solution a is better (respectively equal, worse) than a solution b
(Drechsler et al., 2001; Farina & Amato, 2004; Sülﬂow et al., 2007;
Zou et al., 2008).
For a solution u ∈ X, a set X′ ⊆ X of solutions and an irreﬂexive and
asymmetric relation R ⊆ X × X a similar notion is introduced:
• BR(u,X′) = |{x : (u, x) ∈ R, x ∈ X′}|
• ER(u,X′) = |{x : (u, x) ∈ R, (x,u) ∈ R, x ∈ X′}|
• WR(u,X′)= |{x : (x,u) ∈ R, x ∈ X′}|
Note, that BR(u, v) and BR(u, {v}) have a different meaning. For
X′′,X′ ⊆ X deﬁne BR(X′′,X′)=∑u∈X′′ BR(u,X′). Analogously ER(X′′,X′)
andWR(X′′,X′) are deﬁned.
3. Related ranking relations
In this section we review different approaches that have been
proposed in the literature to compare non dominated solutions based
on certain relations between their objective values.
3.1. Relation favour
The relation favour (Drechsler et al., 2001) compares two solutions
with respect to the number of objectives in which one solution is
better than the other solution. This is capturedby the following formal
deﬁnition.
a ≺f b ⇐⇒ B<(a, b) > B<(b, a) (3)
Obviously, ≺f is an irreﬂexive and asymmetric relation.
But relation favour is not transitive (Drechsler et al., 2001). Since
ties in the number of objectives where one solution is better than the
other and vice versa are possible relation favour is not total.Moreover,
for d ≤ 2, i.e. for two or one objective, the favour relation and theareto dominance relation are equivalent (Drechsler et al., 2001).
elation favour is a reﬁnement of the Pareto dominance relation.
ince this has not been noticed in the literature so far (to the best of
ur knowledge) we provide proof in the following.
heorem 3.1. The favour relation is a reﬁnement of the Pareto dom-
nance relation on X, i.e. for a, b ∈ X: a ≺ b ∧ b ⊀ a ⇒ a ≺f b ∧ b ⊀f a.
roof. It suﬃces to show that a ≺ b implies a ≺f b as the second part
f premise and conclusion are a direct consequence of the asymmetry
f≺ and≺f . Bydeﬁnitionof theParetodominance relation it holds that
i ∈ [1 : d] : fi(b) < fi(a), i.e.B<(b, a) = 0, and ∃i ∈ [1 : d] : fi(a) < fi(b),
.e. B<(a, b) > 0. This implies a ≺f b.
In addition, we show some properties on the combination of the
areto dominance relation and the favour relation used in the next
ection.
roposition 3.1. Let a, b, c ∈ X with a ≺ b. Then:
(i) b ≺f c ⇒ a ≺f c,
(ii) c ⊀f b ⇒ c ⊀f a,
(iii) c ≺f a ⇒ c ≺f b
(iv) a ⊀f c ⇒ b ⊀f c.
roof. Because a ≺ b, with a, b ∈ X, for any c ∈ X it holds that
1) B<(b, c)≤ B<(a, c), because ∀k ∈ {i : fi(b) < fi(c)} : fk(a)≤ fk(b),
and
2) B<(c, b)≥ B<(c, a), because ∀k ∈ {i : fi(c) < fi(a)} : fk(a)≤ fk(b).
These inequalities together with the corresponding premise of the
mplication give the result.
(i) Due to b ≺f c we have B<(b, c) > B<(c, b) yielding: B<(a, c)≥
B<(b, c) > B<(c, b)≥ B<(c, a). By deﬁnition (Eq. (3)) this is equiv-
alent to a ≺f c.
(ii) From c ⊀f bwe know B<(c, b) ≤ B<(b, c) and therefore B<(c, a)≤
B<(c, b)≤ B<(b, c)≤ B<(a, c), i.e. c ⊀f a.
(iii) Similarly c ≺f a givesB<(c, b)≥ B<(c, a) > B<(a, c)≥ B<(b, c), i.e.
c ≺f b.
(iv) Finally a ⊀f c gives B<(b, c)≤ B<(a, c)≤ B<(c, a)≤ B<(c, b), i.e.
b ⊀f c.
The favour relation on a set X can be represented by a directed
raph G = (V, E)with node set V = X and an edge set deﬁned by the
avour relation, i.e. (b, a) ∈ E iff a ≺f b. G is called the favour graph of X
nd vector f of objective functions. The following lemma shows that
very directed graph can be the favour graph of V and some f .
emma 3.1. For every directed graph G = (V, E) that is loop-free (i.e.
a ∈ V : (a, a) ∈ E) and has at most one edge between two nodes there
xists a vector of objective functions f on the set X = V such that the
avour graph of V and f is isomorphic to G.
roof. Let G = (V, E) be given with V = {v1, . . . , vn} and E =
e1, . . . , em}. For the construction let f = {f1, . . . , f3m} be 3m-
imensional vector of objective functions. For each v ∈ V let v(h),
ith h ∈ [1 : m], be the three dimensional subvector of f (v) which
eﬁnes the positions 3h− 2, 3h− 1, and 3h in f (v). Deﬁne the objec-
ive functions such that for each edge eh = (vi, vj) ∈ E it holds that
(h)
j
= (1,1,2), v(h)
i
= (2,2,1), and for all other vectors v(h)
l
= (1,3,1),
= l = j. By the construction, it follows that if there exist an edge
h = (vi, vj) ∈ E then v(h)j ≺f v
(h)
i
and v(k)
j
⊀f v
(k)
i
∧ v(k)
i
⊀f v
(k)
j
for k ∈ [1 :
], k = h. If two nodes vi, vj ∈ V are not connected by an edge in G
hen v(h)
j
⊀f v
(h)
i
∧ v(h)
i
⊀f v
(h)
j
for allh ∈ [1 : m]. Altogether it follows for
ectors vi, vj ∈ V that the favour relation vi ≺f vj holds iff (vj, vi) ∈ E.
ence, the favour graph of V and f is isomorphic to G.
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theorem.It should be mentioned that several variations of the favour re-
ation have been proposed. For example the -preference rates an
bjective fi, i ∈ [1 : d], of a solution as won only if its value is larger
y a constant value i than the corresponding value of the competitor
olution (Sülﬂow et al., 2007). This is analogous to a corresponding
ariation of the dominance relation that was called -dominance by
aumanns et al. (2002). Other modiﬁcations consider an additive or
ultiplicative tolerance for the number of won objectives, e.g. by
emanding L+ B<(a, b) > W<(a, b) or k · B<(a, b) > W<(a, b)where L
nd k are constants. For values L > 0 and k > 1 a stricter form of dom-
nance can be enforced, and for values L < 0 and k < 1 weaker forms
re enforced. With small modiﬁcations this has been implemented in
he notion of L-dominance by Zou et al. (2008) and (1− k)-dominance
y Farina and Amato (2004), respectively. A solution a is said to
1− k)-dominate solution b (denoted by a ≺1−k b) iff E<(a, b) < d
nd B<(a, b) ≥ (d− E<(a, b))/(k + 1), with k ∈ [0 : 1]. The latter in-
quality can be transformed to k · B<(a, b) ≥ W<(a, b). L-dominance
or solutions a and b is deﬁned by B<(a, b)−W<(a, b)= L > 0, i.e.
<(a, b)− L = W<(a, b). Zou et al. (2008) demanded in addition that
is better than b with respect to some norm, e.g. the sum of the
bjective values.
.2. Other ranking methods
Instead of comparing two solutions directly it is also interesting to
ompare them by checking which one performs better with respect
o a reference set of solutions. This has been done for instance in
he domination rank, domination count, and domination depth based
anking methods. Two other such methods are the winning score by
aneeratana et al. (2006) and the average ranking by Bentley and
akeﬁeld (1998). For a set of solutions X the winning score of a
olution a ∈ A ⊆ X is deﬁned as S(a) =∑b∈A(B<(a, b)− W<(a, b)). The
verage rank is given by rank(a) =∑di=1 ri(a)where ri(a) is the rank of
with respect to objective i. Corne and Knowles (2007) have shown
hat winning score and average rank are equivalent, i.e. they induce
he same order on the elements of A.
We use thewinning score for a comparisonwith our newmethods
n the experimental analysis. The corresponding relation is abbrevi-
ted as Win. In addition, we propose a comparison method—called
ethod W—that uses a similar measure as the Global Detriment
ethod of Garza-Fabre et al. (2009) (see also Section 1), however
nly pairwise and it uses weights for normalization. Method W uses
he weighted sum of the objectives for the ranking, i.e. a ≺W b iff
d
i=1 wifi(a) ≤
∑d
i=1 wifi(b).
Note, that the winning score and the relation used in method
are both reﬁnements of the Pareto dominance relation. For the
ormer this is because a ≺ b implies that the average rank of a is
maller than the average rank of b. For the latter this is because, a ≺ b
mplies that the weighted sum of a is smaller than the weighted sum
f b. Furthermore, both relations are total preorders, since ≤ is used
s comparison operator in both relations which implies reﬂexivity,
ransitivity, and totality. By using < instead of ≤ reﬂexivity can be
emoved.
A good overview and experimental comparison over different
ankingmethods can be found in Garza-Fabre et al. (2009) and Garza-
abre, Toscano Pulido, and Coello Coello (2010).
. New reﬁned ranking relations
In this section we introduce the following new comparison oper-
tions: relationWL and relation Points. Both relations are based on the
elation favour. They are used to compare (non dominated) solutions.
For a solution a ∈ X the comparisons are based on the number of
olutions inA ⊂ X compared towhich awins, is incomparable, or loses
ccording to the favour relation, i.e.B≺f(a,A), E≺f(a,A), orW≺f(a,A)re-pectively. The following theorem relates Pareto dominance to these
umbers.
heorem 4.1. Let A ⊆ X and a, b ∈ X. It holds that a ≺ b ⇒ B≺f(a,A)≥
≺f(b,A)∧W≺f(a,A)≤ W≺f(b,A). If a, b ∈ A both inequalities are strict.
roof. Assume a ≺ b. By Proposition 3.1 for every x it holds that (i) if
≺f x then a ≺f x and (ii) if x ≺f a then x ≺f b. Hence, the ﬁrst sentence
f the theorem holds. Furthermore, by Theorem 3.1 we have a ≺f
. Thus, it follows that B≺f(a,A)≥ B≺f(b,A)+ 1 and W≺f(a,A)− 1 ≤
≺f(b,A)when a, b ∈ A.
Note that relation favourmay distinguish between non dominated
olutions only for multi objective optimization problems with more
han twoobjectives. This is because for twoobjectives the comparison
etween two non dominated solutions is always tied. Consequently,
he relations introduced in the following have no reﬁning effect in
ase of two or less objectives as they rely on relation favour.
.1. Relation WL
Let A ⊆ X, a, b ∈ X, and ≺WLA be a relation on X deﬁned as follows.
≺WLA b ⇔ B≺f(a,A) > B≺f(b,A)∨ (4)(B≺f(a,A) = B≺f(b,A)∧W≺f(a,A) ≤ W≺f(b,A))
elation≺WLA is calledWL relation. If the context is clear wemay omit
in the notation. Some favourable properties of relationWL are given
n the following.
heorem 4.2. For A ⊆ X the WL relation ≺WLA is a total preorder on X.
roof. We show that the WL relation ≺WLA is (i) transitive and (ii)
otal (which implies it is reﬂexive).
(i) Let a, b, c ∈ X with a ≺WLA b and b ≺WLA c then a ≺WLA c follows
from the transitivity of >, =, and ≤.
(ii) Assume a ⊀WL
A b, with a, b ∈ X. Consider the two possible cases:
(a)B≺f(a,A) < B≺f(b,A)and (b)B≺f(a,A)= B≺f(b,A)∧W≺f(a,A) >
W≺f(b,A). In each case the deﬁnition of the WL relation implies
b ≺WLA a.
The theorem ensures the possibility of sorting a set of solutions
ccording to the WL relation with sorting algorithms that are based
n pairwise comparisons, e.g. mergesort. Note, that the WL relation
s not a partial order since antisymmetry does not hold, i.e. a ≺WL b
nd b ≺WL a does not imply a = b.
Using W≺f(a,A) < W≺f(b,A) instead of W≺f(a,A)≤ W≺f(b,A) in
q. (4) would result in an irreﬂexive relation. But this would have
he negative side effect that the relation is not total anymore and
herefore two different solutions with the same objective values are
ot comparable.
xample 4.1. Let X = {a, b, c} with f (a)= (1,2,3), f (b)= (3,1,2),
nd f (c)= (2,3,1), i.e. a ≺f c, c ≺f b, and b ≺f a. Then B≺f(a,X)=≺f(b,X) = B≺f(c,X)= 1 and W≺f(a,X)= W≺f(b,X)= W≺f(a,X)= 1.
ence, a ≺WL b ≺WL c ≺WL a. Since, a, b, c are pairwise different re-
ation ≺WL is not antisymmetric.
The following proposition is needed to show that the WL relation
s a reﬁnement of the Pareto dominance relation.
roposition 4.1. Let A ⊆ X and a, b ∈ A. Then a ≺ b ⇒ b ⊀WLA a.
roof. Due to Theorem 4.1 a ≺ b implies B≺f(a,A) > B≺f(b,A). Thus,
y deﬁnition (see Eq. (4)) b ⊀WL
A a holds.
A consequence of the previous proposition is the following
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wTheorem 4.3. The WL relation ≺WLA is a reﬁnement of the Pareto dom-
inance relation on A ⊆ X, i.e. for a, b ∈ A:
a ≺ b ∧ b ≺ a ⇒ a ≺WLA b ∧ b ⊀WLA a.
Proof. By Proposition 4.1 a ≺ b implies b ⊀WLA a. Because the ≺WLA
relation is total (Theorem 4.2) a ≺WLA b holds.
Note, that the statement of the theorem without the second part
of the premise is also correct. In contrast to the Pareto dominance
relation it does not hold in general that a ≺WL b implies a ≺f b or vice
versa. The deﬁnition of theWL relation implies that the order created
on A by the WL relation is equal to the lexicographical order induced
by the pairs (B≺f(a,A),−W≺f(a,A)).
We extend relation WL in the following such that for sets
A,B,C,D ⊆ X
A ≺WLC,D B ⇔ B≺f(A,C) > B≺f(B,D)
∨(B≺f(A,C)= B≺f(B,D)∧W≺f(A,C)≤ W≺f(B,D)) (5)
If C = Dwe simply write A ≺WLC B.
Assume that A is a set of solutions and that B is the subset of size
k from A that is best ranked with respect to the WL relation. Then
a desirable property would be that B ranks best (when compared
analogously to other subsets of size k) with respect to its complement
in A, i.e. A− B. Formally, we say property (∗) holds, iff for all subsets
B,C ⊆ Awith |B| = |C|: B ≺WLA C ⇒ B ≺WLA−B,A−C C.
To see why property (∗) is desirable consider an example from
sports. Let B be a subset of the set A of all teams in a league and let
S(B,A) be the sum of the total score of all teams in B for all games
against the teams in A. Let games be a relation that compares sets
of teams with respect to the sum of total scores, i.e. B ≺gamesA C iff
S(B,A) > S(C,A). If (∗) holds for relation games the teams in B cannot
proﬁt from (illegal) agreements about the outcome of the internal
games in B, i.e. the games between teams of B. To see this, assume
that for a set of teams C ⊂ A with |C| = |B| it holds that B ≺gamesA C.
Property (∗) implies B ≺gamesA−B,A−C C. Thus S(B,A− B) > S(C,A− C).
Therefore, team B ≺gamesA C because team B was better than C in the
games against the respective other teams of A but not because of the
outcome of the internal games with B respectively C.
The following example shows that property (∗) does not hold
in general for the WL relation. Consider a directed graph G = (V, E)
with V = {v1, . . . , v11}. Let A = {v1, . . . , v5}, B = {v6, . . . , v10}, and C =
{v11}. For every node v ∈ A edge (v11, v) ∈ E. All other edges in E are
only between nodes of B such that every node in B has two ingo-
ing edges from other nodes in B (for details see Fig. 1). As shown in
Lemma3.1 there exists anobjective function f such thatG is the favour
graphofX = V . ThenB≺f(b,X) = 2 for eachnode b ∈ B,B≺f(a,X)= 1 for
each node a ∈ A, andB≺f(v11,X)= 0. Thus, set B contains the ﬁve high-
est ranked nodeswith respect to theWL relation. Set A contains nodes
which are lower ranked than every node in B but higher ranked than
v11 and node v11 is lower ranked than any node in A ∪ B. Therefore,
B ≺WLX C. But A ≺WLX−A,X−B B since B≺f(b,X − B)= 0 for each b ∈ B
and B≺f(a,X − A)= 1 for each a ∈ A.
The relation that is introduced in the next section satisﬁes
property (∗)..2. Relation Points –scoring with ties
A potential problem of relationWL is that it ignores ties. Therefore
t is proposed here to use a generalization of the scoring scheme
hich is also used in many sport leagues and tournaments where a
eam gets 2 (or 3) points for each won game and 1 point for each
ied game. Inspired by this scheme we introduce the point score of a
olution a ∈ X with respect to a set of solutions A ⊆ X.
(a,A)= w · B≺f(a,A)+ 1 · E≺f(a,A) (6)
herew ≥ 1 is a constant specifying howmany points are attributed
o a won comparison. For sets A,B ⊆ X deﬁne
(B,A)=
∑
a∈B
S(a,A) (7)
ased on this performancemeasure the Points relation is deﬁned. For
, b ∈ X and A ⊂ X deﬁne
≺PtA b ⇐⇒ S(a,A)≥ S(b,A) (8)
he Points relation can be extended naturally (in the sense that b ≺PtA
⇔ {b} ≺PtA {c}) to the set of subsets of X such that for sets A,B,C ⊆ X
≺PtA C ⇐⇒ S(B,A)≥ S(C,A) (9)
f it is clear from the context which set is the reference set A, we omit
he reference set in the notation.
heorem4.4. For A ⊆ X the Points relation≺PtA is a total preorder on X.
roof. Transitivity and totality are a consequence from≥ being tran-
itive and total. Reﬂexivity is a consequence of totality.
The theorem ensures that it is possible to use the Points relation
or sorting a set of solutions with a generic sorting algorithm, e.g.
ergesort. Note, that the Points relation is not a partial order since
ntisymmetry does not hold, i.e. a ≺Pt b and b ≺Pt a does not imply
= b.
xample 4.2. Consider Example 4.1. Since there are no ties it follows
hat a ≺Pt b ≺Pt c ≺Pt a. Since, a, b, c are pairwise different ≺Pt is not
ntisymmetric.
roposition 4.2. Let A ⊆ X and a, b ∈ A then a ≺ b ⇒ b ⊀PtA a.
roof. Assume a ≺ b. By Theorem 4.1 we have B≺f(a,A) > B≺f(b,A).
ny x ∈ A which contributes to E≺f(b,A) contributes one point to
(b,A) and it holds that b ⊀f x ∧ x ⊀f b. Since x ⊀f b we have by
roposition 3.1 that x ⊀f a. Hence, x ≺f a does not hold. Thus, x con-
ributes at least one point to S(a,A) (one point in case of a ⊀f x and
points in case of a ≺f x). Altogether, it follows that S(a,A) > S(b,A)
nd the theorem holds.
heorem 4.5. The Points relation ≺PtA is a reﬁnement of ≺ on A, i.e. for
, b ∈ A:
≺ b ∧ b ⊀ a ⇒ a ≺PtA b ∧ b ⊀PtA a.
roof. The premise a ≺ b implies by Proposition 4.2 b ⊀PtA a. Since
he Points relation is total (Theorem 4.4) a ≺PtA b follows.
Note, that the statement of the theorem without the second part
f the premise is also correct. Note also that, for w > 1 the Points
elation might prefer dominated solutions over non dominated ones.
s an example consider a set X = {a, b, c} ∪ D, with |D| ≥ 2, a ≺ c and
d ∈ D : a ≺ d ∧ c ≺ d (and all other pairs are incomparable). Hence,
(b,X)= |X| = |D| + 3, S(a,X)= 2+w(|D| + 1), S(c,X)= 2+w(|D|).
hus, c is ranked better than b if w > 1.
In sports w = 2 is often used for games where ties occur only
arely or never. However, in cases where ties are very likely to occur
ften a higherw-value is used. An example is the soccer leaguewhere
= 3 should encourage the teams to avoid ties and play for a win. In
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Table 2
Summary of the characteristics of the relations.
Relation Reﬁnement of ≺ Characteristics
Favour Yes (Theorem 3.1) Irreﬂexive, asymmetric, not transitive,
not total (Drechsler et al., 2001)
WL Yes (Theorem 4.3) Total preorder (Theorem 4.2)
Points Yes (Theorem 4.5) Total preorder (Theorem 4.4)
W Yes (Section 3.2) Total preorder (Section 3.2)
Win Yes (Section 3.2) Total preorder (Section 3.2)
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oolleyball there is nowadays a distinction between clearlywon games
hat yield 3 points and close gameswhich give 2 points. An analogous
xtension of relation Points is left as future work.
For the Points relationwithw = 2 an interesting property holds as
hown in the following. For A ⊆ X it holds that S(A,A)= |A|2 + (w−
) · B≺f(A,A). Thus,w = 2 is theonlyvalue forwwhere the score S(A,A)
f a set A depends in general only on the size of the set and not on
arameterw. In the following we explain why this property is advan-
ageous when the Points relation is used for the selection of a subset
f k ≥ 1 good solutions from a set of non dominated solutions. For this
e extend thePoints relation such that for setsA,B,C,D ⊆ Xwedeﬁne
≺PtC,D B iff S(A,C)≤ S(B,D). Assume that A is a set of non dominated
olutions and B,C ⊂ A with |B| = |C| = k and S(B,A)≥ S(C,A). Then,
t holds that S(B,A− B)= S(B,A)− S(B,B) = S(B,A)− k2 ≥ S(C,A)−
2 = S(C,A)− S(C,C) = S(C,A− C). This proves that forw = 2 and sets
,B,C ⊂ Xwith |B| = |C|property (∗) holds: B ≺PtA C −→ B ≺PtA−B,A−C
.
For values of w = 2 property (∗) does not necessarily hold. In that
ase the reason for a high score S(B,A)might be that the comparison
f elements of B with each other leads to a high (small) number of
ins with respect to ≺f for w > 2 (respectively 1 ≤ w < 2). Then a
ubset C ⊆ A with |C| = k and S(C,A) < S(B,A)might exist that has a
etter score than Bwith respect to its corresponding complement, i.e.
(C,A− C) > S(B,A− B).
In the following we give two examples which show that prop-
rty (∗) does not hold in general for the Points relation when
= 2. Consider a directed graphG′ = (V, E)withV = {v1, . . . , v12}. Let
= {v1, . . . , v5}, B = {v6, . . . , v10}, and C = {v11, v12}. For every node
∈ A edge (v12, v) ∈ E. For every node v ∈ B edges (v11, v), (v12, v) ∈ E.
ll other edges in E are only between nodes of B such that every
ode in B has two ingoing edges from other nodes in B (same as for
he nodes of B in graph G as shown in Fig. 1). As we have shown
n Lemma 3.1 there exists an objective function f such that G′ is
he favour graph of X = V . First consider the case w = 1.5 < 2. Then
ach node a ∈ A has score S(a,X) = 12.5, each node b ∈ B has score
(b,X)= 12, node v11 has score S(v11,X)= 7, and node v12 has score
(v12,X)= 2.Hence, S(A,X) > S(B,X). But S(A,X − A)= 37.5 is smaller
han the score S(B,X − B)= 40. Now consider the casew = 4 > 2 and
graph G′′ that is similar to G′ with the difference that each edge
v11, v) for v ∈ B is removed and edge (v11, v′) is added for each node
′ ∈ A. Then each node a ∈ A has score S(a,X)= 18, each node b ∈ B
as score S(b,X)= 19, node v11 has score S(v11,X)= 7, and node v12
as score S(v12,X)= 2. Hence, S(B,X) > S(A,X), but S(B,X − B)= 50
s smaller than the score S(A,X − A)= 65.
A summary of the properties of the ranking relations that have
een studied in this paper is given in Table 2. Note, that by requiring
instead of ≤ in the deﬁnition of the WL relation (last in equation
f Eq. (4)) one would obtain the corresponding strict weak ordering
elation, i.e. a relation which is irreﬂexive, asymmetric, transitive,
nd where incomparability is transitive. Analogously, this holds for
he Points relation when requiring > instead of ≥ in Eq. (8).
. The metaheuristics
In this section we describe the two metaheuristic algorithms that
re used to test the new ranking relations. As test problem we usemulti objective scheduling problem with the aim to ﬁnd a permu-
ation of n given jobs that is optimal for given set of cost functions
details are described in Section 6).
.1. P-ACO
In contrast to the traditional ACO algorithms (for an overview
ee Dorigo & Stützle, 2004) the population-based ACO (P-ACO) as
roposed by Guntsch and Middendorf (2002) uses a population P
f p solutions that is transferred from one iteration to the next
see Algorithm 1). The population is then employed to compute the
heromone information that is used by the ants to compute a set
of l new solutions. The pheromone information for the schedul-
ng problem is stored in a pheromone matrix [τij], i, j ∈ [1 : n] where
ij is the pheromone value for placing job j at place i in the sched-
le. Each pheromone value τij is deﬁned by τij = τinit +  · k using
= (τmax − τinit)/p, where τinit and τmax are parameters of the algo-
ithm giving the minimum and maximum pheromone values and k
s the number of permutations in the current population that have
ob j at position i. As in traditional ACO algorithms an ant constructs
solution iteratively such that the probability pij to select job j for
osition i in the permutation is pij = τij/
∑
k∈S τik where S is the set
f jobs that are still selectable, i.e. the set of jobs that have not already
een placed on positions 1 to i− 1 in the permutation. This way of us-
ng the pheromone information is particularly suitable for scheduling
roblems (see also Merkle & Middendorf, 2014).
In the original P-ACO algorithm in every iteration the best solution
rom the set of new solutions L is added to P and the oldest solution
s removed from P. Alternative strategies for the removal of solutions
rom P have also been proposed in Guntsch and Middendorf (2002),
.g. to remove the worst solution. In this paper we use a different
opulation update method that is based on the ranking relations: the
olutions in P ∪ L are sorted with one of the ranking methods and the
est p solution form the new population P for the next iteration. A
table sorting algorithm enforces that solutions of the population are
ot replaced by solutions that are not better.
Algorithm 1:Multi objective P-ACO with ranking.
1 P ← {};
2 Initialize pheromone matrix [τij] ← τinit;
3 repeat
4 L ← {};
5 foreach of the l ants do
6 Construct a solution S using pheromone matrix [τij];
7 L ← L ∪ {S};
8 Sort the solutions in P ∪ Lwith a ranking method;
9 Let P be the set of p best solutions from L ∪ P;
10 Compute a pheromone matrix [τij] from P;
11 until t iterations done;
12 return non dominated solutions in P ∪ L
.2. GA
We use a standard GA to investigate the inﬂuence of the different
ankingmethodswhen the algorithm is applied to themulti objective
cheduling problem (for an introduction to genetic algorithms see,
.g. Mitchell, 1996). The GA uses a population P of p solutions that
re transferred from one iteration to the next. In every iteration a
et L of l new solutions is computed. The new solutions are obtained
y two types of operations from solutions in P: (i) crossover of two
olutions (called parents) from P and (ii) mutation of a solution in
. As crossover operation a two point crossover is used, where the
nterval between two random points of a permutation is taken from
ne parent and the other positions are ﬁlled by the remaining jobs in
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Table 3
Used data sets and their properties.
Name From n m
car1 Carlier (1978) 11 5
car8 Carlier (1978) 8 8
hel1 Heller (1960) 100 10
reC37,39,41 Reeves (1995) 75 20
ta101-ta105 Taillard (1993) 200 20
ta111-ta115 Taillard (1993) 500 20
Table 4
Pearson correlation (all p-values <0.01) for the Pareto set and a random set of
solutions (502 solutions each) for the car1 instance. Total time (Ttotal), ﬂow time
(Tﬂow), total idle time jobs (Ti.j.), and total idle time machines (Ti.m.)
Tﬂow Ti.m. Ti.j.
Pareto Random Pareto Random Pareto Random
Ttotal 0.512 0.675 −0.404 0.382 0.179 0.289
Tﬂow −0.813 −0.128 0.676 0.771
Ti.m. −0.846 −0.325
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1 Taken from the OR-Library: people.brunel.ac.uk/~mastjjb/jeb/info.html.the order of occurrence in the other parent. As mutation operator a
switch operation is used to exchange the order of two neighboured
jobs in a permutation.
To create the l new solutions from the parent population each pos-
sible pair of solutions is taken to create one new solution by crossover.
Moreover, each solution from P is taken to create one new solution
by mutation. Hence, altogether l = p · (p− 1)+ p = p2 new solutions
are created per iteration. The p old solutions from P together with
the p2 new solutions are ranked with one of the ranking methods.
Then the best p solutions are selected to form the new population P
for the next iteration. A stable sorting algorithm is applied to ensure
that solutions in the population are not removed from the population
in favour of an equally ranked solution, that was generated in the
respective iteration.
5.3. Algorithm variants
The different P-ACO and GA algorithms are denoted by X–P-ACO,
respectively X–GA,whereX ∈ {Pt,WL,W,Win} is the respective rank-
ing method that is used in the algorithm.When the type of algorithm
is clear from the context X is used as abbreviation of X–P-ACO or
X–GA.
The P-ACO with the new ranking methods was also compared
to two multi objective P-ACO algorithms from the literature: (i) the
crowding P-ACO (Cr–P-ACO) introduced in Angus (2007) and (ii) a
P-ACO which is called standard P-ACO (Std–P-ACO) here and is moti-
vated by Guntsch and Middendorf (2003). In the crowding P-ACO the
amount of updated pheromone is inversely proportional to the dom-
inance depth of the corresponding solution (Deb, Agrawal, Pratap,
& Meyarivan, 2000). The population update is done by a crowding
scheme. In each iteration for each newly generated solution a random
subset of the population is chosen. If the new solution dominates the
solution of this subset, that has the highest similarity with the new
solution, the new solution replaces that solution. Otherwise the new
solution is discarded. Similarity is measured in the solution space
as the number of common adjacent jobs. Note, that this is different
from the crowding measure that was used in Deb et al. (2000), where
similarity was analysed with respect to the objective space. The stan-
dard P-ACO computes the non dominated front from the solution in
P ∪ L in every iteration. The new population for the next iteration is
determined by selecting a randomly chosen solution s from the non
dominated front and then choosing the p− 1 solutions closest to s
in the objective space. Note that the Cr– and Std–P-ACO make no
use of the new ranking methods, but are based solely on the Pareto
dominance relation.
6. Experiments
In this section we present the scheduling problem used for the
empirical evaluation of the metaheuristics presented in Section 5
using the rankingmethods described in Sections 3 and 4. Furthermore
the parameters used in the algorithms are described.
6.1. Multi objective ﬂow shop scheduling
For the empirical evaluationwe consider amulti objective version
of the ﬂow shop scheduling problem that was shown to be NP-hard
(Garey, Johnson, & Sethi, 1976). The problem is to ﬁnd a processing
sequence, i.e. a permutation, of n given jobs that have to be processed
bymmachines in a given order. Every job has to be processed by every
machine for a time that is speciﬁc for each combination of job and
machine. Each job starts at the ﬁrstmachine.When a job is ﬁnished at
the ithmachine it is passed to the (i+ 1)thmachine. The last machine
of each job is the mth machine. A machine can only process one job
at a time and a job can only be processed by one machine at a time.
It is assumed here that all jobs are available at time 0. The consideredulti objective version of the ﬂow shop scheduling problem has four
bjectives that are to be minimized:
(i) Total time, Ttotal, i.e. the completion time of the last job on the
last machine,
(ii) Flow time, Tﬂow, i.e. the sum of the processing and idle times of
the jobs,
(iii) Total idle time of jobs, Ti.j., i.e. the sum of all waiting times of
all jobs after the job was ﬁnished on a machine and before it is
processed on the next machine,
(iv) Total idle time of machines, Ti.m., i.e. the sum of all idle times
of all machines where a machine has an idle time when it is
unoccupied between the processing of two jobs.
The P-ACO and the GA algorithm have each been applied to 16 test
nstances shown in Table 3.1 From the available data sets the largest
nstances were chosen plus car1 because it is possible to compute the
areto front for this small instance. In order to characterize multi ob-
ective ﬂow shop scheduling inmore detail we present the correlation
etween the objectives for car1 in the next subsection.
.2. Correlation of the objectives
As typical for many multi objective optimization problems the
ifferent objectives are not independent from each other. Table 4
hows the correlations between the objectives for the Pareto set and
or a random set of solutions for the car1 problem instance. For the
areto set the strongest absolute correlation value is the (negative)
orrelation between the total idle times of the machines Ti.m. and of
he jobs Ti.j.. The second strongest absolute correlation value is the
lso negative correlation between the ﬂow time Tﬂow and Ti.m.. The
wo strongest positive correlations are between Tﬂow and Ti.m. and
etween Ttotal and Tﬂow.
The value of all correlations for the random set of solutions is
arger than for the Pareto set. However, the signs of the corresponding
orrelations are identical with the single exception of the correlation
etween Ttotal and Ti.m. which is negative in the Pareto set, but positive
n the random set. In the random set the strongest correlations are
he two positive correlations between Tﬂow and Ti.j. and between Ttotal
nd Tﬂow. Both of these correlations are stronger than in the Pareto
et. The two negative correlations between Ti.m. and Ti.j. and between
ﬂow and Ti.m. are much weaker for the random set of solutions than
or the Pareto set.
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Table 5
Parameters used in experiments.
Parameter Values for experiments to infer
solution quality and convergence
Iterations 50,000 100,000
Runs 25 10
Population 5 5
Number of ants 25 25
τinit 1/n 1/n
τmax 25 25
Mutation probability 1/(n− 1) 1/(n− 1)
No. of solution evaluations 1,250,000 2,500,000
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Table 6
Average size of the non dominated fronts.
P-ACO GA
{Pt WL W Win Cr Std} {Pt WL W Win}
car1 4.8 4.7 4.2 4.4 9.4 8.2 4.6 4.3 4.4 4.1
car8 2.8 3.0 1.5 2.3 6.0 6.5 3.4 3.6 1.6 2.2
hel1 4.9 4.6 5.0 4.7 5.9 5.6 1.8 1.9 1.8 2.0
reC37 4.8 4.6 5.0 4.9 5.6 6.2 2.4 2.3 2.8 2.2
reC39 4.9 4.9 5.5 4.9 6.3 7.4 2.0 2.4 2.1 2.4
reC41 4.4 4.4 4.5 4.7 7.0 6.2 2.3 2.0 1.7 2.0
ta101 5.1 5.0 5.4 4.9 6.7 6.2 2.0 2.0 2.1 2.0
ta102 4.7 4.6 5.8 4.9 6.1 6.2 1.8 2.0 2.1 2.0
ta103 5.0 4.5 5.1 5.0 6.7 6.0 1.9 1.8 2.0 1.9
ta104 4.8 4.6 5.0 4.9 6.1 5.3 1.8 2.0 1.8 1.7
ta105 5.0 4.7 5.5 5.0 6.0 7.0 1.8 2.5 2.4 1.8
ta111 4.8 4.5 6.0 4.8 6.5 6.2 1.7 1.8 2.0 2.2
ta112 5.0 4.9 6.2 4.9 7.5 6.4 1.8 1.8 2.3 1.9
ta113 4.8 4.5 4.8 4.8 5.8 5.6 1.6 2.2 1.7 1.8
ta114 4.8 4.6 4.6 5.1 5.6 5.7 1.7 1.7 2.2 1.7
ta115 4.9 4.6 6.0 5.1 5.4 6.7 1.7 1.9 1.8 1.7
∅ 4.7 4.5 5.0 4.7 6.4 6.3 2.1 2.3 2.2 2.1
Table 7
Percentage of solutions in the combined non dominated front (upper row):with Pt (left
side) or withWL (right side); absolute average size of the front with standard deviation
(lower row); values are averages over all problem instances. The grey values in each
group are the values that are not dominated signiﬁcantly by any other value in the
group (Mann–Whitney signiﬁcance test, p-value < 0.01).
Combined front of
{Pt W Win Cr Std} {WL W Win Cr Std}
PACO 39.6 26.1 33.5 1.3 5.0 37.6 26.9 34.2 1.3 4.8
72.1± 17.0 65.6± 15.9
GA 35.3 34.2 41.1 – – 36.2 36.0 41.5 – –
31.3± 14.4 31.4± 15.5
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oAs typical for many application problems these more or less strik-
ng differences in the correlations between objectives are a result of
he special characteristics of the problem. They show also that so-
utions in the Pareto set have different characteristics than random
olutions. The mixture of strong and weak as well as positive and
egative correlations highlights the diﬃculty of the provided multi
bjective optimization problem.
.3. Parameters
For the sake of comparability no heuristic is used in any of the
lgorithms. In Pt–P-ACO and Pt–GA relation Pt is used with w = 2.
or W–P-ACO and W–GA randomly with uniform probability chosen
eights wi ≥ 0 for i ∈ [1 : d] and
∑d
i=1 wi = 1 are used. The weights
re chosen in every iteration anew and are averagedwith those of the
revious iteration. By taking the averages the weights change only
radually.
For the GA and the P-ACO every experiment consists of 25 runs
or each algorithm. Each algorithmwas run for t = 50,000 iterations.
he P-ACO and the GA population size is p = 5. In each iteration l =
5 new solutions are created. The proposed ranking methods are
pplied to choose the ﬁve best solutions out of the p solutions in the
opulation and the l new solutions. To improve the comparability of
he crowding P-ACO the population size and the number of ants is set
o 25, i.e. l = p = 25, and the size of the random subsets is set to 5.
opulations of this size have been shown to perform well (Guntsch
Middendorf, 2002, 2003; Oliveira, Hussin, Stützle, Roli, & Dorigo,
011). For the pheromone update of the P-ACO parameter values
init = 1/n and τmax = 25 were used as suggested by the results of
untsch and Middendorf (2003). For the GA the mutation operator
ad amutation probability of 1/(n− 1) for each position. Table 5 gives
n overview over the parameters and their values.
. Results
Theexperimental comparisonof algorithms that solvemulti objec-
ive optimization problems is not trivial. One reason is that, typically,
here is not a single best solution for each algorithm but a set of dif-
erent (non dominated) solutions. Here we concentrate our analysis
n the distribution of the solutions found by the different algorithms
nd how much they dominate the solutions of the respective other
lgorithms. Additionally we infer which algorithm scored best con-
erning each of the four objectives separately. As the true Pareto front
s not known in all but one of the instances (namely car1) it is unclear
ow many of the found solutions are actually Pareto optimal.
.1. Analysis of the non dominated front
Table 6 shows the average size of the non dominated front ob-
ained by the P-ACO and GA algorithms for the different problem
nstances. The non dominated front at the end of a run is computed
rom the set L of the l = 25 new solutions of the ﬁnal iteration and the
= 5 solutions in the population P. For algorithms Pt–P-ACO, WL–P-
CO, and Win–P-ACO the non dominated front is on average smallerhan 5 (and for each instance smaller than 6). Most – if not all – so-
utions generated by the ants in the ﬁnal iteration are dominated by
he solutions that are in the population. This may indicate the high
uality of the solutions in the population.
In contrast, the non dominated fronts of Cr–P-ACO and the stan-
ard P-ACO contain on average more than six solutions. Hence, in
hese cases, some of the new solutions from the last iteration are not
ominated by the solutions in the population.
The nondominated fronts of theGAs are far smaller. GAs need a set
f heterogeneous solutions to construct new solutions by crossover
hat are different enough from the parental generation. The popula-
ions of ﬁve solutions that are generated by the algorithms, however,
eem to be too small to provide suﬃcient heterogeneity. The newly
enerated solutions differ only slightly from each other, resulting
uite likely in a small non dominated front.
To compare the impact of the ranking relations ≺Pt and ≺WL the
ombined non dominated front of the union of the solutions of the
t–P-ACO (WL–P-ACO) with the competitor algorithms (i.e. W–P-
CO, Cr–P-ACO, Win–P-ACO, and Std–P-ACO) has been computed.
he combined non dominated front is obtained by merging all solu-
ions of the ﬁnal iterations of all runs of the considered algorithms.
he non dominated front of this set of solutions is denoted as the
ombined non dominated front or just combined front of the set of
onsidered algorithms. Analogously this has been done for the GA al-
orithms. The fraction of solutions of each algorithm in the combined
on dominated front of its class of algorithms (P-ACO respectively
A) is shown in Table 7. The table also shows the absolute size of the
ombinedPareto front. Note, that some solutions in the combinednon
ominated front were detected by several of the algorithms, i.e. the
um of percentages within each class can be larger than 100 percent.
The table shows for the P-ACOs that Pt–P-ACO and WL–P-ACO
btained the largest fraction. Win–P-ACO obtained a slightly smaller
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Table 8
Fraction of solutions that rank in the top 10 percent of all solutions from the respective class of algorithms (P-ACO respectively
GA) concerning one of the criteria with standard deviation; total time (Ttotal), ﬂow time (Tﬂow), total idle time jobs (Ti.j.), total idle
time machines (Ti.m.); values are averages over all problem instances; best values are shown in grey.
Combined front of { Pt W Win Cr Std } {WL W Win Cr Std}
PACO Ttotal 58.4 6.1 34.5 1.0 0.0 53.1 6.5 39.5 0.9 0.0
Tﬂow 42.5 25.1 26.2 0.0 6.2 43.4 28.9 23.0 0.0 4.7
Ti.m. 53.3 3.7 34.4 2.8 5.9 55.0 3.6 32.8 2.8 5.9
Ti.j. 5.0 87.3 2.7 2.5 2.5 3.8 88.4 1.5 3.1 3.1
GA Ttotal 40.6 5.3 50.9 51.30 5.1 40.0
Tﬂow 30.1 39.8 28.0 27.3 30.1 41.0
Ti.m. 35.1 1.0 61.9 44.5 1.2 53.0
Ti.j. 2.1 92.9 2.1 7.0 89.80 1.6
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solution of the non dominated front. The solutions of Pt–P-ACO andfraction. However, the difference between Pt–P-ACO andWin–P-ACO
(respectively WL–P-ACO and Win–P-ACO) is not statistically signif-
icant (with p-values < 0.01). The solutions found by Cr–P-ACO, and
Std–P-ACOaremostlydominatedby solutionsof theother algorithms.
Both algorithms detected on average less than 5 percent of the solu-
tions in the combined non dominated front. The difference between
their respective values are statistically insigniﬁcant. For the GAs each
of the three algorithms Pt–GA, W–GA, and Win–GA (respectively,
WL–GA, W–GA, and Win–GA) obtained a large part of the front. The
differences between the three algorithms are statistically not signiﬁ-
cant (all p-values > 0.01).
7.2. Objective oriented analysis
In the followingweconsider thequality of the found solutionswith
respect to thedifferent objectives. Table8 lists the fractionof solutions
that the algorithms found within the best 10 percent solutions of all
compared algorithms with respect to each single objective.
For the P-ACOs the algorithms Pt–P-ACO andWL–P-ACO rank ﬁrst
in the three criteria total time, ﬂow time, and total idle timemachines.P-ACO
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Fig. 2. Histogram of the number of B<(a, b) values of all solutions a in the combined non d
other algorithms; for the group of algorithms with Pt–P-ACO (left) and the group of algorithmin–P-ACO ranks second for these three criteria. For the total idle
ime jobs criterion algorithmW–P-ACO ranks ﬁrst with a large differ-
nce to all other algorithms. However, W–P-ACO ﬁnds only few good
olutions with respect to Total Time and total idle time machines.
r–P-ACO and Std–P-ACO fail to produce competitive solutions.
The results for the GA algorithms show some similarities. Namely,
hat for the two criteria total time and total idle time machines al-
orithms Pt–GA and Win–GA (respectively WL–P-ACO and Win–GA)
re the two best algorithms. However, different from the P-ACO re-
ults, Win–GA ranks mostly ﬁrst. Similar as for the P-ACO results,
lgorithms Pt-GA, W–GA, and Win–GA (respectively WL–GA, W–GA,
nd Win–GA) are good for Flow Time. Also similar as for the P-ACO
esults, algorithmW–GA is clearly the best for total idle time Jobs.
We consider the ability of a multi objective algorithm to detect
olutions with good values in all or most objectives as a desirable
roperty. Therefore we analyse the solutions in the combined non
ominated front with the previously introduced measure B<(a, b)
see Fig. 2). Recall, that with four criteria the values range from 0
o 3 as no solution can be worse in all criteria compared to any other0
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Fig. 3. Average hypervolume indicator during 10 test runs with 100,000 iterations measured every 10 iterations on four different instances: car1 (top, left), hel1 (top, right), reC37
(bottom, left), ta111 (bottom, right); reference point is the combination of all maximal values for each objective measured in the experimental runs; green (upper) and red (lower)
horizontal lines for car1 give the average hypervolume indicator for 1000 samples with 5 respectively 30 randomly chosen solutions from the true Pareto front.
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cL–P-ACO clearly obtain the largest number of comparisons where
hey are better in three objectives. This hold also for the number of
omparisons where they are better in two or more objectives. The
esults obtained with the GA algorithms are similar. However, a dif-
erence is that Win-GA has a slightly larger number of comparisons
here it is better in three objectives than Pt-GA.
.3. Convergence behaviour
In the following we analyse the convergence behaviour of the dif-
erent P-ACO algorithms for one instance from each of the four classes
f test problems: car1, hel1, reC37, and ta111. For this we use the hy-
ervolume indicator which measures the volume, that is dominated
y the non dominated front and dominates a ﬁxed reference point.
ur reference point is a combination of the largest (worst) values
f all objectives of all algorithms encountered during all experimen-
al runs. The larger the absolute value of hypervolume indicator, the
etter is the set of solutions provided by the tested algorithm. The
ypervolume indicator of the non dominated front of solutions in
he population plus the solutions generated by the ants in the respec-
ive iteration has been measured every 10 iterations. The results are
hown in Fig. 3.
The ﬁgure shows that with the exception of Cr– and Std–P-ACO all
lgorithms converge during the ﬁrst 75,000 iterations to a low level
nd show onlyminor improvement subsequently. In all four cases Pt–
-ACO obtains the best values. However, WL–P-ACO andWin–P-ACO
btain similarly good values and are second and third best. W–P-ACO
s for all four instances better than Cr– and Std–P-ACO, but clearly
orse than Pt–P-ACO, WL–P-ACO and Win–P-ACO. For car1 the so-
utions that are generated by Pt–P-ACO, WL–P-ACO, and Win–P-ACO
ominate nearly as much hypervolume as 5 solutions of the Pareto
ront do on average, see Fig. 3. Cr– and Std–P-ACO show an appar-
ntly randombehaviourwith respect to the dominated hypervolume.
td–P-ACO has been stripped of its archive and therefore uses much
ess information than the original algorithm by Guntsch andMidden-
orf (2002) and thus fails to drive its ants towards better solutions.
he sparse pheromonematrix, built solely by the few solutions in the
opulation, appears to be insuﬃcient for algorithms that rank solu-
ions solely by Pareto dominance. The Cr–P-ACO is also an algorithmf that type, picking solutions for its population at random from the
on dominated front of solutions.
. Conclusions
Two new methods for ranking the solutions of multi objective
ptimization problems have been proposed. The new methods are
alled WL relation and Points relation, respectively and are based on
he favour relation that was studied in Drechsler et al. (2001). The
anking methods can be used by iterative metaheuristics to select
ood solutions that are to be used in the next iteration from a set
f solutions that have been found in the current iteration. It was
hown theoretically that the new ranking methods have desirable
roperties that are useful for such an application. In particular, the
anking methods were related to the notion of Pareto dominance. It
as shown, e.g. that both ranking methods form a total preorder and
oth are reﬁnements of the Pareto dominance relation.
In an experimental study the ranking methods were used in a
-ACO algorithm and in a GA to select the solutions that are allowed
o enter the population. The P-ACO algorithms with the new rank-
ng methods were compared with four other P-ACO algorithms, e.g.
-ACOs using other ranking methods and the Crowding P-ACO from
ngus (2007). TheGA algorithmswith the new rankingmethodswere
ompared to two GAs that use other ranking methods. In particular,
e studied a situationwhere the population size is kept small and the
lgorithms are applied to a four objective ﬂowshop problem.We used
o additional heuristic information. The results show that bothmeta-
euristics proﬁt from the new ranking methods and perform well on
he ﬂowshop problem.
For futurework it is interesting to study the combination of several
anking methods within one algorithm. Our results indicate that a
ombination of one or both of Pt and WL ranking together with the
in ranking might perform very well. This could be good also for
etaheuristics with a large population where the aspect of diversity
s important.
Other values for the w parameter of the WL ranking could also
e of further interest. How the different ranking methods perform in
ther evolutionary multi objective algorithms and on other problems
an be investigated.
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