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INTRODUCTION 
For pulse/echo ultrasonic inspections of metal components, mathemati-
cal models have been developed which can be be used to assess the likeli-
hood of flaw detection. For example, for various classes of simple de-
fects (e.g., flat cracks, spheroidal inclusions), measurement models [1] 
based on Auld's reciprocity relationship can predict the RF echo seen on 
an oscilloscope when the defect is present at some given location in the 
component. Other models can predict the average level of backscattered 
microstructural noise that is seen when no defect is present [2]. To-
gether, the models can be used to estimate signal-to-noise ratios for 
defects of various types, sizes, and locations [3]. Even when all model 
assumptions are satisfied, accurate predictions require accurate knowledge 
of transducer characteristics and pertinent properties of the metal speci-
men. For the prediction of grain noise levels using the Independent-
Scatterer Noise Model [2], for example, the required material properties 
are the density, wave speed, attenuation coefficient, and Figure-of-Merit 
(FOM) describing the contribution of the metal microstructure to the 
backscattered noise. In addition to the above metal properties, the geo-
metrical focal length and effective diameter of the transducer must also 
be be known. All of these model inputs must be deduced by auxilary mea-
surements. 
In titanium billets and forgings the ultrasonic attenuation and FOM 
for noise can depend strongly on the direction of beam propagation. In 
addition, in large-grained specimens, wave-front distortions make it dif-
ficult to accurately assess the attenuation. In this paper we describe 
the measurement techniques we use to gather the model inputs that are 
required for predictions of absolute backscattered grain noise levels, and 
we report results for several titanium specimens. We also compare mea-
sured and predicted noise levels, and discuss how uncertainties in the 
metal attenuation and probe characteristics affect the noise predictions. 
THE INDEPENDENT-SCATTERER NOISE MODEL AND ITS INPUTS 
The Independent-Scatterer Noise Model (ISNM) [2] assumes that the 
observed ultrasonic noise is an incoherent superposition of the singly-
scattered echoes from the individual crystallites (grains) in the metal 
specimen. The model expresses the root-mean-squared (rrns) level of the 
backscattered grain noise in terms of a factor which describes the metal 
microstructure, and other factors which describe the ultrasonic measure-
ment system. The microstructural factor is referred to as the Figure-of-
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Figure 1. Sound paths for probe characterization (a), measurement of at-
tenuation (b), and measurement of backscattered grain noise (c). 
Merit (FOM) for inherent noise severity, and is frequency dependent. In 
principle, it is possible to calculate the FOM from knowledge of the mi-
crostructure and the elastic constants of the metal crystallites. This 
was demonstrated in Refs. [4-5] for single-phase equiaxed microstructures. 
In practice, however, detailed microstructure data is usually not avail-
able for a specimen under study, and the FOM is deduced by analyzing 
backscattered noise data. In addition to the FOM, the practical use of 
the ISNM to predict grain noise levels for longitudinal wave (L-wave) 
inspections requires the density (p), speed of sound (v), and attenuation 
coefficient (a) in the metal. Once these specimen quantities have been 
determined, the model can predict the absolute rms noise voltage level as 
a function of metal depth for a variety of inspection scenarios, e.g., for 
different transducers, waterpaths, pulsing methods, etc. For FOM and (in 
some cases) attenuation measurements, the focussing characteristics of the 
transducer must be known. planar and spherically-focussed transducers 
with circular piezoelectric elements can be characterized by two lengths: 
the element diameter (D); and the ray-limit focal length in water (F). 
ThUS, before noise level predictions can be made, ultrasonic experi-
ments must be performed to gather the needed model inputs: v, a and FOM 
for the specimen; D and F for each transducer used. The methods we have 
used to gather these inputs are illustrated in Fig.1, and they will be 
demonstrated in the following section. Note that there is a logical order 
for the measurements, namely {a,F}, v, a, FOM. This ordering is adopted 
because the determination of quantities later in the list may require 
knowledge of the earlier entries. In the present report we must, of ne-
cessity, be brief. Our general methods for property measurements and 
noise level predictions are described more fully in Refs. [2] and [4]. 
MEASUREMENT METHODS DESCRIBED AND DEMONSTRATED 
All of the ultrasonic measurements described in this paper were made 
with an inspection system consisting of: a Panametrics 5052PR pulser/ 
receiver; a LeCroy 9400A digitizing oscilloscope; a Testech immersion tank 
with automatic C-scan capability; and an AST personal computer which con-
trolled the other elements. The scope digitization rate was 100 MHz. 
The titanium specimens on which all measurements were made were rect-
angular blocks cut from cylindrical billets or disk-shaped forgings. The 
blocks were cut and labeled in such a manner that the inward normals to 
faces 1, 2, 3 and 4 pointed in the "radially-inward", "axial", "circumfer-
ential" (or "hoop"), and "radially-outward" directions of the original 
billet or forging, respectively. The alloys studied (Ti-64 and Ti-17) are 
commonly used in rotating jet engine components. Etching and polishing 
generally reveal structure on at least two distance scales. On a coarse 
scale, irregularly shaped regions with dimensions of a several millimeters 
can be seen which may have been single grains at an early stage in the 
processing. On a fine scale, elementary alpha (hexagonal) and beta (cu-
bic) grains can be seen with dimensions usually smaller than 100 microns. 
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Figure 2. Results of characterizing a Panametrics 5-MHz transducer with a 
nominal diameter of 0.75" and focal length of 6". (a) Measured and pre-
dicted responses at 5.08 MHz. (b) Deduced D and F values versus frequency. 
We begin our discussion of measurement procedures by briefly describ-
ing our method of characterizing a circular, spherically-focussed (or 
planar) transducer. The object of the characterization is to obtain two 
parameters, D and F, which specify an ideal focussed piston transducer 
that has a similar radiation pattern to the commercial transducer under 
study. D is the diameter of the piezoelectic element of the ideal probe, 
and the geometric focal length F is the radius of curvature of the 
wavefronts in water immediately in front of the transducer. For the ideal 
transducer, the pressure in water at a distance z from the transducer 
along the symmetry axis of the beam is approximately [6] 
e (1) 
where f is the harmonic oscillation frequency, va and u a are the velocity 
and attenuation of water, and c is a scaling constant. The on-axis pres-
sure field of the commercial transducer is surveyed by observing the 
broadband echo from a small spherical target (Fig. 1a) while the trans-
ducer is scanned away from the target. The FFT of each echo is then cal-
culated to obtain single-frequency plots of reflected amplitude versus 
waterpath. The measured amplitude is assumed to be proportional to the 
square of the pressure field at the target, as specified by Eq. (1), and 
the D and F parameters are adjusted to optimize the agreement between 
theory and experiment. This fitting procedure is carried out at each of 
several frequencies in the bandwidth of the transducer, generally result-
ing in slightly different {D,F} pairs at each frequency. Results are 
shown in Fig. 2 for one transducer used in our grain noise studies. The 
deduced {D,F} values at 5.08 MHz were subsequently used for pressure field 
computations at all frequencies in model treatments of this transducer. 
Sound velocities were determined by using the LeCroy oscilloscope to 
accurately measure the time delays between specific features of front-
surface (FS) and/or back-surface (BS) echoes. Typically we used the zero-
crossing between the dominant positive and negative peaks of a broadband 
waveform. For longitudinal wave (L-wave) measurements, the specimen was 
fully immersed in water and the beam was normally incident on one face; 
for transverse (T-wave) measurements a contact transducer was used with a 
thin layer of honey serving as a couplant. Several successive BS echoes 
were generally used, and the measured time delays were averaged. For the 
titanium specimens studied, velocity measurements were generally reproduc-
ible to within one tenth of one percent; i.e., different measurement 
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Figure 3. (a) Measured L-wave speed for three Ti-64 forging specimens, 
using as-MHz, 0.2S"-diameter, planar, immersion transducer. (b) Measured 
T-wave speeds for one of the specimens, using a 2.2S-MHz, O.SO"-diameter 
contact transducer. Results are shown for the two pure-mode polarizations. 
trials using the same entry point on a given specimen would yield veloci-
ties agreeing within that margin. 
In titanium billets and forgings it is common to observe - 1 % varia-
tions in sound speed depending on the propagation direction. For example, 
Fig. 3a displays measured L-wave speeds in three specimens cut from a 
large Ti-64 disk-shape forging. Each specimen measured approximately 
6"x6"x6", and the letters D, E, and F have been used to distinguish the 
specimens from one another. For each specimen the velocities for propaga-
tion in the radial and hoop directions were about equal, and both were 
about 1% higher than the velocity for axial propagation. A similar depen-
dence on propagation direction was found for the shear wave velocities 
(Fig. 3b). Specimens D, E, and F had very similar ultrasonic properties 
(i.e., size and directionality of velocity, attenuation, and grain noise). 
The ultrasonic attenuation for L-wave propagation was deduced using 
variations on a method developed by Robert Gilmore [7], i.e., by comparing 
the Fourier spectrum of the back-surface echo from the metal block with 
that of the back-surface echo from a fused-quartz (FQ) block. All mea-
surements are made at normal incidence with the blocks submerged, and the 
attenuation of the FQ "reference" block is assumed to be zero. Two varia-
tions of the measurement method are used. In the first, the same water 
path is used for both blocks, and models are used to account for the ef-
fects of beam diffraction (e.g., using Lommel's corrections) and transmis-
sion/reflection (using plane-wave coefficients). In the second variation, 
the waterpaths for the fused quartz and metal blocks are adjusted so that 
ZOR + (V,R/VO) Z,R = ZOM + (vlM/vo) Z,M holds. Here subscripts 0 and 1 refer to 
water and solid; subscripts Rand M refer to the reference and metal 
blocks; and Z denotes the thickness of a water or solid layer. This con-
dition assures that the effects of beam diffraction are nearly identical 
for the two specimens. Thus diffraction corrections, which require knowl-
edge of transducer focal characteristics, are not needed in the second 
variation. However, the waterpaths are generally different for the FQ and 
metal specimens, and one must account for the attenuation of water. Char-
acterized planar transducers are generally used with the first variation; 
uncharacterized planar or focussed probes can be used with the second. 
It engine titanium specimens, it is common to observe large varia-
tions in the back-surface echo when the transducer is moved laterally 
across the specimen. Thus it is our practice to acquire BS echoes at SO 
or more positions, and to deduce an attenuation-versus-frequency curve at 
each. As an example, Fig. 4a displays the mean and standard deviation of 
the deduced attenuation for 77 measurements through side 1 of Ti-64 speci-
men E. Here a 0.2S" diameter, 10-MHz planar transducer was used, with a 
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Figure 4. (a) Deduced L-wave attenuation for Ti-64 specimen E for propa-
gation along a radius of the forging. The error bars extend one standard 
deviation on either side of the mean. (b) Mean values of the deduced L-
wave attenuation for each of the three propagation directions. 
14 
fixed 5.0 cm waterpath for both the metal specimen and the 5"-thick FQ 
reference block. The dependence of the deduced attenuation on propagation 
direction in the same specimen is addressed in Fig.4b. The ordering of 
the attenuation values with propagation direction is similar to that found 
for the velocities (Fig.3a). 
For specimens with coarse structure, two separate effects contribute 
to the measured value of the attenuation when a phase sensitive detector 
such as a transducer is used: (1) the removal of energy from the forwardly 
propagating sound beam due to absorption and grain scattering in non-
forward directions; and (2) the distortion of sonic wavefronts in the 
forward beam due to nearby regions of the metal having different sound 
speeds. The term "beam steering" is sometimes used to describe the second 
effect. Wavefront distortion effects usually act to decrease the size of 
surface echoes: when the distorted wavefront arrives at the phase-sensi-
tive detector (transducer) the output electrical response is lowered com-
pared to a non-distorted wavefront with the same pressure amplitude. This 
leads to an overestimation of (1., making the "measured attenuation" appear 
larger than the "effective" (or "true") attenuation associated with effect 
(1) alone. In titanium jet-engine alloys, there is accumulting evidence 
that the attenuation measured in the manner described above significantly 
overstates the true attenuation. For example, in thinner titanium speci-
mens where it is possible to focus an ultrasonic beam on the back surface, 
we have noticed that the measured attenuation (and its varience as the 
transducer is scanned) can drop by a factor of two or more when a focussed 
transducer is used in place of a planar one. Such a dependence of mea-
sured attenuation on the choice of transducer is not seen in fine-grained 
metals. Moreover, C-scan images, made by displaying the amplitude of the 
back-surface echo versus the two transducer scan coordinates, contain 
features having the same general shape and scale as the large-scale micro-
structure, suggesting the presence of wavefront distortion caused by that 
microstructure. We thus expect that the measured attenuations shown in 
Fig. 4 are upper bounds on the true attenuations. Indeed, it is not in-
conceivable that for such engine alloys the true attenuation is closer to 
zero than to the values obtained from planar-probe measurements. 
In an ultrasonic inspection of a metal component, the absolute volt-
age level of the backscattered grain noise will depend on both the micro-
structure of the specimen and details of the measurement system being 
used. In the ISNM model, the microstructural contribution is contained in 
a frequency-dependent factor referred to as the FOM. The larger the FOM, 
the greater the noise level. Because the microstructure in jet engine 
titanium alloys is neither uniform nor isotropic, the FOM generally de-
pends on the propagation direction, and also varies somewhat from region 
2133 
0.00a..------------T-i_6- 4-'-or-g-in-g--. 0.035 Tr=======;--------, 
--0- Fitted 0 and F, (b) I 
(jj 0.006 
~ 
.m 
~ 0.004 
en 
::iE 
a: 
~ 0.002 
~ 
( a) Specimen F. 
5 MHz 0.75" F=6" 
transducer at 
1.2" waterpath 
measured a 
0.030 
:::::e -- FittedDandF 
a=O 
o 
~ 0.025 
cr 
~ 
'0 0.020 
~ 
_ Nominal 0 and F 
measured a 
Specimen F side 2 
O.OOO+-~----,r------r-~...,-~--r---l 0.005 +--r-----r-......--r----.--r-......---! 
o 5 10 15 20 25 2 4 6 a 10 
Time (microseconds) Frequency (MHz) 
Figure 5. (a) Measured rms grain-noise levels in forging specimen F for 
L-wave propagation through each of three entry surfaces, using the trans-
ducer of Fig. 2. (b) Deduced FOM in the high noise direction; results are 
shown for three analyses of the measured noise data using different model-
ing assumptions. 
to region in the specimen. We perform noise measurements aimed at deduc-
ing the average value of the FOM within a sizeable portion of the speci-
men. 
The setup for FOM determination is shown in Fig. lc. We begin by 
storing a back-surface reference echo from a FQ block, which carries in-
formation about the duration and spectral content of the ultrasonic pulse. 
The transducer is then scanned in a rectangular grid above the metal 
specimen to gather several hundred grain noise echoes from the interior. 
The procedure by which the FOM is deduced from the noise echoes is fully 
described in Refs. [2] and [4]. Briefly, we calculate the frequency spec-
trum of each noise echo over some truncated time interval [t.,th ]. At each 
frequency, we then calculate the root-mean-square (rms) value of the mag-
nitude of the noise spectrum averaged over transducer positions, r=s(f). 
The FOM at frequency f is then calculated from r=s(f) using an ISNM model 
expression which relates these two quantities to the reference signal and 
the incident pressure field in the metal (which in turn depends on D, F, 
v, and a). In theory, the choice of the FFT time interval [t.,th ] is arbi-
trary, but we generally choose an interval enclosing the noise scattered 
from the focal zone, where the noise level is highest. 
Although not required for FOM determination, it is useful to measure 
and display the rms average noise voltage [2,4] as a function of time (or 
depth). This is done in Fig. Sa for one of the Ti-64 forging specimens, 
using a time scale in which the FS echo would appear at t=O. Notice that 
the ordering of noise levels with propagation direction is the opposite of 
the ordering of the deduced attenuations (Fig. 4b). The backscattered 
noise level is one measure of the amount of energy lost by the beam during 
propagation. Thus one might expect the attenuation to be largest for the 
propagation direction having the largest observed noise level. That this 
is not the case for the forging specimens increases our suspicion that the 
measured attenuation arises, in large part, from beam steering effects 
which have different severities in the different propagation directions. 
The deduced FOM value for axial propagation in specimen F is shown in Fig. 
5b as a function of frequency. Results are shown for each of three as-
sumptions (fitted D & F, measured a; fitted D & F, a=O; nominal D & F, 
measured a) to illustrate the sizeable dependence of the measured FOM on 
transducer characteristics and material attenuation. The dependence on 
the transducer focal properties is particularly striking, especially at 
the higher frequencies where the beam is more sharply focussed and the 
difference between the two model radiation patterns is most severe. Also 
note that wavefront distortions caused by the large-scale microstructure 
are expected to have little effect on the averaged back-scattered noise 
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Figure 6. (a) Measured FOM values of forging specimens D,E, and F for four 
choices of the entry surface. (The metal regions surveyed in the "OD" and 
"ID" measurements did not overlap.) (b) Measured and predicted noise lev-
els for axial insonification of specimen D using the transducer of Fig. 2. 
because the phases of the single-grain echoes are already randomized. 
However, wavefront distortions will affect the measured attenuation, and 
hence influence the FOM analysis through the value of a. 
The degree to which the deduced FOM depends on propagation direction 
is illustrated in Fig. 6a for the Ti-64 forging specimens. Titanium bil-
lets specimens typically exhibit a more severe directional dependence, 
with the FOM for sound propagation along the billet axis many times lower 
than for propagation in the orthogonal directions. 
EFFECT OF UNCERTAINTIES ON PREDICTED NOISE LEVELS 
Once the specimen properties (p,v,a,FOM) have been determined, the 
ISNM model can be used to predict the absolute level of backscattered 
grain noise that would be observed in an ultrasonic inspection. In each 
application of the model, a "reference echo" acquired with the given 
transducer and given settings of the inspection system equipment is input 
to the model, and the model then predicts the noise level that would be 
seen with that transducer and those equipment settings [2]. The reference 
echo is usually a front or back surface echo from a slab of known mate-
rial. Examples of such predictions are shown in Fig. 6b for beam propaga-
tion in the high-noise (axial) direction of forging specimen D using the 
5-MHz focussed transducer of Fig. 2. Results of three models calculations 
are compared with experiment. Two of the calculations use the fitted 
transducer parameters. Of these, one assumes the measured attenuation-vs-
frequency function, and the other assumes a=O. The third calculation uses 
the nominal transducer parameters and the measured a{f). The assumed 
FOM{f) function is different for each case, and, for consistency, is the 
function that resulted from the analysis of noise echoes using the corre-
sponding D, F, and a assumptions (as in Fig.5b). FOM values were deduced 
using noise data on the interval [ta,tb]=[7.4~s,12.5~s], so the predictions 
at other times are most relevant when comparing the competing model treat-
ments. We see that the prediction using fitted {D,F} and a=O does best at 
reproducing the measured noise-versus-time data, again suggesting that the 
actual attenuation is closer to zero than to the measured value. 
Another comparison of measured and predicted backscattered noise 
levels is shown in Fig. 7. There the specimen is from a Ti-17 billet, and 
beam propagation is in the billet's radial direction. Predictions have 
been made for three 5-MHz transducers whose nominal diameters and focal 
lengths are indicated. In each prediction we have assumed fitted D and F 
values, a=O, and the FOM-vs-f function deduced using the transducer of 
Fig. 2. The predictions are seen to reproduce the absolute magnitudes and 
depth dependances of the noise-vs-time curves with reasonable accuracy. 
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Figure 7. Measured (a) and predicted (b) average grain-noise levels seen 
in planar and focussed-transducer inspections of a Ti-17 billet specimen. 
SUMMARY 
12 
The broadband version of the Independent-Scatterer Noise Model [2], 
originally developed for fine-grained metals, appears to work well in 
titanium jet engine alloys which h3ve both small and large-scale micro-
structure. Accurate measurements of the microstructural noise factor 
(FOM) and accurate predictions of absolute noise levels require accurate 
knowledge of transducer characteristics and material propel:ties. The 
former can be determined by using echoes from a small target in water to 
map out the pressure field along the beam axis. The accurate measurement 
of material attenuation (a) is more problematical. When traditional meth-
ods relying on back-surface echoes are used, the deduced attenuation is 
significantly higher tban the value required to best reproduce measured 
plots of noise-versus-depth. We suspect that "beam-steering" effects, 
associated with the large-scale microstructure, act to distort sonic 
wavefronts in the attenuation measurement procedure, leading to an overes-
timation of CJ.. Further study of this phenomenon is needed to develop more 
accurate methods for assessing the attenuation of titanium engine alloys. 
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