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Kapitel 1
Einfu¨hrung
Die in der Festko¨rperphysik betrachteten Systeme zeichnen sich durch eine Gemeinsam-
keit aus, ihre Vielzahl an Freiheitsgraden, die bei makroskopischen Proben die Zahl der
Teilchen pro Mol von der Gro¨ßenordnung 1023 meist noch u¨bersteigt. Im Gegensatz zu
Flu¨ssigkeiten und Gasen liegt dem Festko¨rper eine mehr oder weniger starre Struktur
zugrunde, die amorph, ohne erkennbare langreichweitige Ordnung (etwa bei Glasen oder
organischen Stoffen), oder gitterartig, also periodisch sein kann. Viele physikalische Eigen-
schaften kristalliner Festko¨rper lassen sich durch die effektive Beschreibung fast freier
Elektronen in einem streng periodischen Potential bestehend aus den Ionenru¨mpfen er-
kla¨ren. Das Blochsche Theorem fu¨hrt auf das Bild der durch Zonen verbotener Energien
getrennten Energieba¨nder, die gema¨ß dem Pauliprinzip im Grundzustand bis zu einem
bestimmten Niveau gefu¨llt sind. Beim Mottschen Metall-Isolator-U¨bergang handelt es
sich jedoch um einen Effekt, der aufgrund starker Elektron-Elektron-Wechselwirkung auf-
tritt und daher nur in unbefriedigender Weise als Ein-Teilchen-Problem in einem u¨ber
alle anderen Freiheitsgrade gemittelten Feld beschrieben werden kann. Erste Erkla¨rungs-
ansa¨tze des korrelationsgetriebenen Metall-Isolator-U¨bergangs gehen auf Mott [1] zuru¨ck.
Er untersuchte die abschirmende Wirkung der Leitungsbandelektronen auf die Existenz
gebundener Zusta¨nde der Donatoren in einem dotierten Halbleiter. Slater [2] erga¨nzte
den Aspekt der Energieba¨nder und zeigte, daß ein Metall-Isolator-U¨bergang als Folge
von antiferromagnetischer Symmetriebrechung auftreten kann. Hubbard [3] betrachtete
den Metall-Isolator-U¨bergang in der paramagnetischen Phase anhand des nach ihm be-
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nannten Modells, indem er Approximationen zu seiner Lo¨sung entwickelte. Die Lo¨sung
des Hubbard-Modells im Rahmen der dynamischen Mean-Field-Theorie (einen ausfu¨hr-
lichen Review der DMFT liefern Georges et al. [4]) bietet die Mo¨glichkeit, den Metall-
Isolator-U¨bergang mit und ohne begleitende antiferromagnetische Ordnung zu beschrei-
ben. In der paramagnetischen Phase wurde unterhalb eines Crossover-Bereichs ein U¨ber-
gang erster Ordnung gefunden, wobei die antiferromagnetische Phase in Gittermodellen
durch Frustration unterdru¨ckt werden muß. Von Frustration in Spinsystemen spricht man,
wenn Kopplungen zwischen Gitterpla¨tzen bestehen, die den U¨bergang in einen geordne-
ten Grundzustand erschweren. Im Fall des Hubbard-Modells auf einem bipartiten Gitter
erreicht man Frustration durch Amplituden zwischen na¨chsten und u¨berna¨chsten Nach-
barn, die in dieser Arbeit mit t und t′ bezeichnet werden. Außer den Untersuchungen des
Metall-Isolator-U¨bergangs in der paramagnetischen Phase, bei denen es unter anderem
um die Frage ging, ob eine auf einen diskontinuierlichen U¨bergang deutende Hysterese ge-
funden werden kann oder nicht [5, 6, 7, 8, 9, 10, 11], wurde der Metall-Isolator-U¨bergang
von Chitra und Kotliar am Bethegitter auch in der antiferromagnetischen Phase unter-
sucht [12]. Eine antiferromagnetische metallische Phase wird nur im frustrierten Hubbard-
Modell gefunden, doch die in der Literatur angegebenen Selbstkonsistenzgleichungen fu¨r
das Bethegitter mit Na¨chst- und U¨berna¨chst-Nachbar-Amplitude fu¨hren in bestimmten
Fa¨llen zu unphysikalischen Ergebnissen (etwa zu negativen Suszeptibilita¨ten bereits bei
mittlerer Frustration), da in ihnen mo¨gliche Hu¨pf-Pfade nicht vollsta¨ndig beru¨cksich-
tigt werden. In dieser Arbeit wurde eine Verallgemeinerung der Selbstkonsistenzgleichun-
gen fu¨r das Bethegitter unendlicher Konnektivita¨t abgeleitet, die diese Ma¨ngel nicht
aufweist und auch mit einer U¨berna¨chst-Nachbar-Amplitude die erforderliche Transla-
tionsinvarianz besitzt. Im Mittelpunkt der vorliegenden Arbeit stehen die magnetischen
U¨berga¨nge im Hubbard-Modell mit Frustration. Das Hauptinteresse galt dem perturba-
tiv nicht zuga¨nglichen Bereich mittlerer Kopplung. Die Selbstkonsistenzgleichungen wur-
den mit dem Quanten-Monte-Carlo-Algorithmus (QMC-) nach Hirsch und Fye [13] im
Rahmen der dynamischen Mean-Field-Theorie exakt gelo¨st und physikalische Gro¨ßen zu
t′/t = 0, 0.5 und 0.75 bei verschiedener On-Site-Wechselwirkung U in Abha¨ngigkeit von
der Temperatur berechnet. Das System ging bei einer antiferromagnetischen Instabilita¨t in
die geordnete Phase u¨ber, wobei sich der U¨bergang bei einigen Gro¨ßen als Knick, Sprung
9oder Divergenz bemerkbar machte. Das Verhalten der Lo¨sung auf der metallischen Sei-
te vom Mott-U¨bergang unterscheidet sich oft signifikant von dem auf der Isolator-Seite.
Ferner wurde der Frage nachgegangen, wie sich die Frustrationssta¨rke auf die Ordnung
der magnetischen U¨berga¨nge auswirkt. Bekannt war, daß im Nesting-Fall alle U¨berga¨nge
zweiter Ordnung sind und die Ne´el-Temperatur mit zunehmender Frustration sinkt bzw.
bei kleinen bis mittleren U -Werten ganz verschwindet. Aus den vorliegenden DMFT-
Ergebnissen kann der Schluß gezogen werden, daß t′/t = 0.5 zu einem diskontinuierlichen
U¨bergang bei mittlerer Kopplung fu¨hrt, bei t′/t = 0.75 konnte auch bei ho¨heren On-
Site-Wechselwirkungungen keine antiferromagnetische Ordnung gefunden werden, da in
diesem Bereich hinreichend tiefe Temperaturen mit QMC nur schwer zuga¨nglich sind.
Durch analytische U¨berlegungen im Stark-Kopplungslimes gelangt man zu der Aussa-
ge, daß erst ein t′/t = 1 zu vollsta¨ndiger Frustration, also TN = 0 fu¨r alle U fu¨hrt.
Die magnetischen U¨berga¨nge bei geringerer Frustration sind in diesem Grenzfall zweiter
Ordnung. Der U -Wert, an dem der diskontinuierliche U¨bergang zu t′/t = 0.5 kontinu-
ierlich wird, muß demnach außerhalb des betrachteten Bereichs liegen. Ferner wurden
bei kleinen Kopplungen außer auf dem Bethegitter auch auf dem hyperkubischen Gitter
Rechnungen in Hartree-Fock-Approximation durchgefu¨hrt, wobei auf dem Quadrat- bzw.
dem kubischen Gitter in zwei und drei Dimensionen in weitestgehender U¨bereinstimmung
mit den Ergebnissen von Hofstetter und Vollhardt [14], sowie Duffy und Moreo [15], die
die Grundzustandseigenschaften der jeweiligen Systeme untersucht haben, eine Vielfalt an
U¨berga¨ngen erster und zweiter Ordnung gefunden wurden, die sowohl von der Temperatur
und der Hubbard-On-Site-Wechselwirkung abha¨ngen als auch von der Frustrationssta¨rke,
dem Gittertyp und der Dimension.
Die Arbeit ist wie folgt gegliedert. In Kapitel 2 wird der Mottsche Metall-Isolator-
U¨bergang beschrieben, wobei in Abschnitt 2.1 zuna¨chst definiert wird, was unter einem
Isolator und was unter einemMetall zu verstehen ist. Abschnitt 2.2 stellt den Effekt pha¨no-
menologisch und theoretisch in einen physikalischen Gesamtzusammenhang. Nach einem
geschichtlichen U¨berblick, in dem die wichtigsten Arbeiten auf diesem Gebiet vorgestellt
werden, wird erkla¨rt, wie es zu einem Metall-Isolator-U¨bergang kommen kann und wel-
che Rolle hierbei elektronische Korrelationen spielen. Ferner werden Phasenu¨berga¨nge, die
speziell in elektronischen Systemen auftreten ko¨nnen, zu denen außer dem Metall-Isolator-
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U¨bergang auch magnetische U¨berga¨nge za¨hlen, vorgestellt und diskutiert. Kapitel 3 befaßt
sich mit dem zugrundeliegenden Modell, dem Hubbard-Modell mit Hu¨pfamplituden zwi-
schen na¨chsten und u¨berna¨chsten Nachbarn, welches in Abschnitt 3.1 zuna¨chst vorgestellt
wird, die Abschnitte 3.2 und 3.3 erkla¨ren dann detailliert, welchen Einfluß eine Amplitude
zwischen u¨berna¨chsten Nachbarn auf die antiferromagnetische Ordnung bzw. das Phasen-
diagramm des Modells hat. Die darauffolgenden Kapitel sind der Lo¨sung des Problems
gewidmet, der Schwach-Kopplungslimes wird in Hartree-Fock-Approximation auf dem
Quadrat- bzw. dem kubischen Gitter behandelt (4.1 – 4.3) und auf dem Bethegitter (4.4).
Kapitel 5 stellt den Stark-Kopplungslimes mit der Abbildung auf das Heisenberg-Modell
lokalisierter wechselwirkender Spins vor. In Kapitel 6 wird das Hubbard-Modell in dem fu¨r
die Beschreibung des Mottschen Metall-Isolator-U¨bergangs eigentlich relevanten Bereich
mittlerer Kopplung im Rahmen der dynamischen Mean-Field-Theorie auf dem Bethegit-
ter unendlicher Konnektivita¨t gelo¨st, wobei in Abschnitt 6.1 erla¨utert wird, inwieweit man
sich dem Metall-Isolator-U¨bergang noch perturbativ na¨hern kann, in Abschnitt 6.2 werden
geschichtliche Entwicklung (6.2.1), die ihr zugrunde liegende Idee (6.2.2) und technische
Details der DMFT (6.2.3 – 6.2.5) beschrieben, in Abschnitt 6.3 die Ergebnisse vorge-
stellt und mit den entsprechenden Resultaten der Hartree-Fock-Berechnungen verglichen.
Es folgen einige Schlußbemerkungen (Kapitel 7) und ein ausfu¨hrlicher Anhang, in dem
verwendete Formeln, Methoden und detaillierte Rechnungen zusammengestellt sind.
Kapitel 2
Der Mottsche
Metall-Isolator-U¨bergang
2.1 Unterscheidung von Metallen und Isolatoren im
Ba¨ndermodell
Blochzusta¨nde der Elektronwellenfunktionen fu¨hren in Festko¨rpern mit periodischer Gitter-
struktur zu Energieba¨ndern. Im Grundzustand sind aufgrund des Pauliprinzips alle Zusta¨n-
de mit Energien  < F besetzt. Bei einem Metall liegt die Fermienergie F innerhalb eines
Energiebandes. Das hat zur Folge, daß an der Fermifla¨che liegende Zusta¨nde im Rahmen
von linearem Response zum Ladungstransport beitragen ko¨nnen. Im Fall eines Isolators
hingegen ist der letztgefu¨llte Zustand vom na¨chstho¨heren Anregungszustand durch das
Gap, eine Lu¨cke verbotener Energien, getrennt, und das chemische Potential befindet
sich innerhalb des Gaps. Das Gap-Kriterium liefert somit eine eindeutige Unterscheidung
zwischen einem Metall und einem Isolator.
2.1.1 Halbleiter
Die Klassifikation Metall – Isolator ist freilich etwas vereinfacht. Bei Materialien, de-
ren Abstand zwischen Valenz- und Leitungsband nur etwa 1eV betra¨gt, spricht man
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von Halbleitern. Bekannte Beispiele sind Silizium (∆Si = 1.17eV ) und Galliumarsenid
(∆GaAs = 1.52eV ). Zwar ist reines Silizium bei Zimmertemperatur ein sehr schlechter
Leiter (σ ∼ 10−5S/cm), ein verunreinigter Kristall kann jedoch eine um Gro¨ßenordnungen
ho¨here Leitfa¨higkeit erreichen, da zusa¨tzliche Energieniveaus sogenannter Akzeptor- und
Donatorzusta¨nde an Valenz- bzw. Leitungsbandkante die jeweilige Landungstra¨gerdich-
te, Lo¨cher und Elektronen, schon bei vergleichsweise niedrigen Temperaturen erheblich
erho¨hen. Die Unterscheidung zwischen Halbleitern und wirklichen Isolatoren wird insbe-
sondere dann bedeutsam, wenn es um technische Anwendungen geht, da hier entscheidend
ist, ob die Energielu¨cke durch Ladungsanregungen u¨berwunden werden kann und somit
Ladungstra¨ger fu¨r den Transport zur Verfu¨gung stehen. Durch geschickte Schichtung ver-
schieden dotierter Halbleiter (z.B. GaAs - AlxGa1−xAs in Heterojunction-MESFETs) ist
es mo¨glich, an den Grenzfla¨chen das Leitungsband unter die Fermienergie zu ziehen. Durch
zusa¨tzlich angelegte Spannung kann die Ladungstra¨gerdichte des zweidimensionalen Elek-
tronengases in der Inversionsschicht vera¨ndert werden. Dabei wird entsprechend des Vor-
zeichens der Spannung das Potential der Schichtstruktur dahingehend modifiziert, daß
entweder das Leitungsband noch weiter unter die Fermienergie abtaucht oder umgekehrt
ab einem bestimmten Spannungswert das chemische Potential innerhalb der Energielu¨cke
liegt. Das zweidimensionale Elektronengas mit metallischem Charakter wird somit zum
Verschwinden gebracht, da aufgrund der vera¨nderten Potentialstruktur die Leitungsband-
elektronen von der Grenzfla¨che abgezogen werden. (Eine ausfu¨hrliche Einfu¨hrung in die
Physik und Technologie von Halbleitern ist in [16] zu finden.)
Obwohl die Gro¨ßenordnung des Gaps gerade in Hinblick auf isolierende Eigenschaften
des Materials eine wesentliche Rolle spielt, werden in den folgenden Kapiteln auch Halb-
leiter zu den Isolatoren geza¨hlt, da es bei dem Effekt des Metall-Isolator-U¨bergangs nur
auf die qualitative Unterscheidung zwischen einem metallischen und einem isolatorischen
Zustand ankommt.
2.1.2 Semimetalle
A¨hnliches wie fu¨r die Unterscheidung zwischen Isolatoren und Halbleitern gilt fu¨r die Dif-
ferenzierung Metall – Semimetall. Ein Semimetall ist ebenfalls ein vergleichsweise schlech-
ter Leiter. Obwohl keine wirkliche Energielu¨cke vorhanden ist, ko¨nnen nur wenige La-
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dungstra¨ger zum Transport beitragen, da sich die Fermifla¨che bzw. ihre Zusammenhangs-
komponenten nur u¨ber kleine Gebiete der ersten Brillouinzone erstrecken. Im Ba¨nder-
modell entspricht dies dem Fall zweier sich nur in bestimmten Bereichen des k-Raums
indirekt u¨berlappender Ba¨nder. Im Extremfall beschra¨nkt sich der U¨berlapp auf einzelne
Kurven oder Punkte. Typische Semimetalle sind As, Sb und Bi. Diese Elemente besitzen
eine gerade Anzahl von Elektronen pro Einheitszelle. Dabei ist ein Band fast vollsta¨ndig
gefu¨llt, in dem daru¨berliegen sind hingegen nur wenige Zusta¨nde besetzt. Wie bei einem
Halbleiter sind zwei Energieba¨nder am Ladungstransport beteiligt, ein Valenzband mit
einer endlichen Lochdichte und ein Leitungsband mit Elektronen als Ladungstra¨gern. Da
jedoch beide Ba¨nder die Fermienergie schneiden, stehen selbst im Grundzustand mobi-
le Ladungstra¨ger zur Verfu¨gung und man findet auch bei sehr tiefen Temperaturen eine
endliche Leitfa¨higkeit. Ferner zeigt sich, daß Bi und Y b, ein weiteres Semimetall, unter
hohem Druck (pc ≈ 10kbar) zu Halbleitern werden, sich auf Grund von Hybridisierung
der 4f und 5d Niveaus ein Gap o¨ffnet, sich also ein Metall-Isolator-U¨bergang vollzieht
(vgl. [17], S.15 ff. und Referenzen darin).
2.2 MI-U¨berga¨nge in korrelierten Elektronensystemen
Der U¨bergang zwischen einer metallischen und einer isolatorischen Phase kann verschie-
dene Ursachen haben. Im vorangegangenen Abschnitt wurden zwei Beispiele vorgestellt,
die mit dem Wilsonschen Konzept von teilweise und vollsta¨ndig gefu¨llten Ba¨ndern in
einem Festko¨rper verstanden werden ko¨nnen. Einige Materialien jedoch, die nach Voraus-
sage von Bandstrukturrechnungen metallisch sein mu¨ßten, sind bei genauerer Betrachtung
Isolatoren und/oder erfahren bei hinreichend tiefen Temperaturen einen Metall-Isolator-
U¨bergang.
2.2.1 Geschichtlicher U¨berblick
Sir Nevill Mott [18] bemerkte angesichts eines Artikels von Bethe aus dem Jahre 1933: “It
surprises me, looking back, how easily we were satisfied with a model of a metal in which
electrons occupy states up to a limiting energy, or in k space (wavevector space) up to a
limiting surface without taking into account the very large interaction between them.” In
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seiner beru¨hmten Arbeit von 1949 [1] ging er davon aus, daß die positive Ladung eines
Donators in einem dotierten Halbleiter von den negativen Ladungen des Elektronengases
abgeschirmt wird, ein einzelnes Elektron statt der nackten Coulomb-Wechselwirkung ein
Potential der Gestalt
V (r) ∼ e
−qr
r
spu¨rt. Abha¨ngig von der Abschirmkonstante q, die von der Elektronendichte abha¨ngt,
existieren auch gebundene Zusta¨nde. Mott berechnete den Wert der Dichte n, ab dem das
modifizierte Potential keinen gebundenen Zustand mehr erlaubt, und kam auf das Mott-
Verha¨ltnis n1/3c aB = 0.25, mit welchem das System diskontinuierlich in einen metallischen
Zustand u¨bergeht. Aufgrund dieser Arbeit wurde der Effekt ”Mott-U¨bergang” genannt
und Materialien, deren besondere elektronische Eigenschaften auf Korrelationen zuru¨ck-
zufu¨hren sind, ”Mott-Isolatoren”. Bereits 1937 (de Boer & Verwey [19], Peierls [20]) wurde
auf einer Konferenz in Bristol die Frage aufgeworfen, ob die Wilsonsche Band-Theorie zur
Unterscheidung von Metallen und Isolatoren auf gewisse kristalline Materialien wie die
Nickeloxide uneingeschra¨nkt anwendbar sei. Selbst wenn man die Kristallfeld-Aufspaltung
der 3d-Ba¨nder in ein zweifach entartetes eg und ein dreifach entartetes t2g-Band mit in Be-
tracht zo¨ge, mu¨ßte der transparente IsolatorNiO mit acht Valenzelektronen zumindest ein
unvollsta¨ndig gefu¨lltes Band haben. Einen ersten Erkla¨rungsversuch lieferte Peierls. Der
nach ihm benannte Peierls-Effekt beruht auf einer durch die Elektron-Ion-Wechselwirkung
hervorgerufenen statischen Gitterdeformation. Die vera¨nderte Periodizita¨t des Gitters be-
einflußt wiederum den Ladungstransport. Mean-Field-Rechnungen zufolge bildet sich un-
terhalb einer bestimmten Temperatur eine Ladungsdichtewelle und in Folge davon o¨ffnet
sich ein Gap fu¨r Ladungsanregungen. Slater [2] griff die Idee der gesto¨rten Gitterperiodi-
zita¨t auf und lo¨ste das Gitterproblem in Hartree-Fock-Approximation, wobei sich Elektro-
nen entgegengesetzten Spins in unterschiedlichen Potentialen bewegen. In diesem Fall ist
die Ursache des Metall-Isolator-U¨bergangs die sich unterhalb der Ne´el-Temperatur aus-
bildende Spindichtewelle. Der Ordungsparameter ist statt der periodischen Ladungsdich-
teverschiebung die Untergittermagnetisierung. In der Tat sind die magnetischen Momente
der Nickelionen bei tiefen Temperaturen antiferromagnetisch geordnet, NiO bleibt jedoch
auch oberhalb der Ne´el-Temperatur ein Isolator. Es muß also Mechanismen geben, die un-
abha¨ngig von magnetischer Ordnung zu vera¨nderten Transporteigenschaften fu¨hren, auch
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wenn sich etwa bei gewissen Vanadiumoxiden der magnetische und der Metall-Isolator-
U¨bergang in einem vollzieht. Ein wichtiger Schritt zu einem besseren Versta¨ndnis des
korrelationsgetriebenen Metall-Isolator-U¨bergangs waren die Arbeiten von Hubbard [3].
Anhand des von ihm eingefu¨hrten Modells zeigte er, wie sich durch die elektronische
On-Site-Wechselwirkung pro Gitterplatz zwei Energieniveaus ausbilden, deren Abstand
genau der Wechselwirkungssta¨rke entspricht. Durch die Dynamik der von Gitterplatz
zu Gitterplatz hu¨pfenden Elektronen verbreitern sich die scharfen Energieeigenwerte iso-
lierter Atome in die sogenannten Hubbard-Ba¨nder. Seitdem werden Korrelationspha¨no-
me in Elektronensystemen, zu denen außer dem Mott-U¨bergang auch Hochtemperatur-
Supraleitung za¨hlt, in besonderem Maße an dem sich fu¨r diese Problemstellungen als
sehr geeignet erwiesenen Hubbard-Modell untersucht. Obwohl es sich in seiner urspru¨ng-
lichen Version um ein sehr vereinfachtes Modell handelt, ist es nur in Grenzfa¨llen exakt
lo¨sbar. Im atomaren Limes besteht die Spektralfunktion aus zwei δ-Peaks, im nichtwechsel-
wirkenden Grenzfall aus einem einzigen Tight-Binding-Band. Bei einer Besetzungsdichte
von je einem Elektron pro Gitterplatz, was einem gefu¨llten und einem leeren Hubbard-
Band entspricht, muß sich bei einem mittleren Verha¨ltnis von Hu¨pfamplitude zu Wech-
selwirkungssta¨rke der U¨bergang von einem isolatorischen in einen metallischen Zustand
vollziehen. Hubbard selbst entwickelte bereits Na¨herungsmethoden, welche die exakten
Lo¨sungen der Grenzfa¨lle wiedergeben und ein Szenarium des Metall-Isolator-U¨bergangs
als Verschmelzen der beiden Hubbard-Ba¨nder zu einem einzigen nun halbgefu¨llten Band
beschreiben. Ein weiterer Meilenstein auf diesem Gebiet war die Arbeit von Brinkman und
Rice [21]. Sie na¨herten sich dem Mott-U¨bergang von der paramagnetischen metallischen
Seite, indem sie einen von Gutzwiller [22] eingefu¨hrten Variationsansatz fu¨r die Lo¨sung
des Modells verwendeten. Es zeigte sich, daß ab einer kritischen Wechselwirkung das
Fermiflu¨ssigkeitsverhalten zusammenbricht und bestimmte Gro¨ßen wie die renormierte
Masse m∗ divergieren, was gleichbedeutend ist mit dem Verschwinden des Z-Faktors und
mit ihm des Quasiteilchen-Peaks am Metall-Isolator-U¨bergang. Im Rahmen der dynami-
schen Mean-Field-Theorie (DMFT) kann der Mott-U¨bergang im Hubbard-Modell sowohl
mit seinen metallischen als auch seinen isolatorischen Aspekten nahezu vollsta¨ndig wie-
dergegeben werden [4]; d.h. in den Lo¨sungen der DMFT sind Fermiflu¨ssigkeitsverhalten
und Niederenergie-Anregungsspektrum in Form eines Quasiteilchen-Peaks zu beobachten,
16 KAPITEL 2. DER MOTTSCHE METALL-ISOLATOR-U¨BERGANG
sowie die weiter von der Fermienergie entfernt liegenden Hubbard-Ba¨nder (siehe Kap. 6).
2.2.2 Anderson-Lokalisierung
Der Vollsta¨ndigkeit halber sei auf einen weiteren Effekt hingewiesen, der zu einem Metall-
Isolator-U¨bergang fu¨hren kann. Ein Unordnungspotential fu¨hrt in einem System zu ver-
sta¨rkter Ru¨ckstreuung und ab einem bestimmten Grad an Zufa¨lligkeit kommt es zur soge-
nannten Anderson-Lokalisierung [23]. Eine genauere Analyse der elektronischen Zusta¨nde
zeigt, daß sich mit zunehmender Unordnung das Leitungsband verbreitert und sich von
den Bandkanten aus lokalisierte Zusta¨nde ausbreiten. Wenn die sogenannten Beweglich-
keitskanten die Fermienergie erreicht haben, geht ein metallischer Zustand in einen isola-
torischen u¨ber.
2.2.3 Ursache und Bedeutung elektronischer Korrelationen
Der Effekt des korrelationsgetriebenen Metall-Isolator-U¨bergangs tritt insbesondere bei
U¨bergangsmetalloxiden auf. Spezielle Eigenschaften von U¨bergangsmetallen und ihren
Verbindungen sind auf nicht vollsta¨ndig gefu¨llte d-Ba¨nder zuru¨ckzufu¨hren. d-Elektronen
sind im Gegensatz zu s-Elektronen im Ortsraum stark lokalisiert. Daher werden solche
Systeme sehr gerne in Tight-Binding-Approximation betrachtet [24]. Die Elektronen sind
in Orbitalen atomaren Charakters an den Gitterpla¨tzen der Ionenru¨mpfe lokalisiert. Ihr
U¨berlapp im Ortsraum fu¨hrt im k-Raum zu Ba¨ndern endlicher Breite. Diese sind jedoch
im Gegensatz zu den Leitungsba¨ndern der Alkali- oder Edelmetalle schmal, die kinetische
Energie entsprechend kleiner. Wa¨hrend in den s-Bandsystemen die Theorie unabha¨ngiger
Elektronen eine sehr gute Na¨herung darstellt, kann in d-Bandsystemen die Vernachla¨ssi-
gung der Elektron-Elektron-Wechselwirkung zu falschen Voraussagen fu¨hren, z.B. ob ein
Metall oder ein Isolator vorliegt. Viele Effekte bei U¨bergangsmetalloxiden ko¨nnen daher
nur erkla¨rt werden, wenn elektronische Korrelationen beru¨cksichtigt werden.
2.2.4 Phasenu¨berga¨nge in elektronischen Systemen
Prinzipiell kann zwischen Phasenu¨berga¨ngen unterschieden werden, die sich im Grund-
zustand vollziehen (Quanten-Phasenu¨berga¨nge) und solchen, die sich bei einer kritischen
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Temperatur Tkrit ereignen (thermodynamische Phasenu¨berga¨nge). Letztere sind auf den
mit steigender Temperatur bedeutsam werdenden Beitrag S, der Entropie, in F , der freien
Energie, zuru¨ckzufu¨hren. Das Minimum dieses thermodynamischen Potentials bestimmt
die Gleichgewichtslage des Systems, das bei hohen Temperaturen einen Zustand gro¨ßerer
Entropie bevorzugt, denn es gilt F = E − ST , wobei mit E die innere Energie bezeich-
net wird. Mit sinkender Temperatur nimmt die Entropie ab. Dies kann unter spontaner
Symmetriebrechung erfolgen, wobei das System bei Tkrit in einen beispielsweise antiferro-
magnetisch geordneten Zustand u¨bergeht. Im speziellen Fall des Antiferromagneten spielt
die Untergittermagnetisierung mst die Rolle des Ordnungsparameters, der in der ungeord-
neten Phase verschwindet. Die U¨bergangstemperatur wird hier Ne´el-Temperatur TN ge-
nannt. Springt die Magnetisierung bei TN von 0 auf einen endlichen Wert, so spricht man
von einem diskontinuierlichen oder einem Phasenu¨bergang erster Ordnung, andernfalls
von einem kontinuierlichen oder einem Phasenu¨bergang zweiter Ordnung. Bei T = 0 ist
die freie gleich der inneren Energie. Quanten-Phasenu¨berga¨nge resultieren demnach nicht
aus der Konkurrenz von innerer Energie und Entropie sondern vielmehr aus dem Wechsel-
spiel kinetischer und potentieller Energie. Anhand des Hubbard-Modells la¨ßt sich gut
veranschaulichen, wie die kinetische Energie elektronischer Systeme itinerante Zusta¨nde
favorisiert, wa¨hrend die potentielle Energie dazu tendiert, die Teilchen zu lokalisieren. Als
Kontrollparameter fungiert im Fall des Hubbard-Modells die Kopplungssta¨rke zweier Elek-
tronen unterschiedlichen Spins auf einem Gitterplatz, d.h. bei einem relativen Wert dieser
Gro¨ße zur kinetischen Energie wird das System von einem metallischen in einen Isolator-
Zustand u¨bergehen. Auch bei endlichen Temperaturen fu¨hren vera¨nderte Parameterwerte
zu einem Wechsel von einer metallischen in eine isolatorische Phase. Man spricht auch in
diesem Fall von einem diskontinuierlichen oder einem U¨bergang erster Ordnung, wenn die
Entropie als erste Ableitung der freien Energie ein unstetiges Verhalten zeigt. Bei einem
Crossover zwischen einer Metall- und einer Isolator-Phase handelt es sich nicht mehr um
einen Phasenu¨bergang im eigentlichen Sinn. Der Wechsel vollzieht sich kontinuierlich und
es existiert somit keine Phasengrenze, an der Singularita¨ten auftreten ko¨nnten.
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2.2.5 Das Phasendiagramm von V2O3
Seit einigen Jahrzehnten werden metallische und isolatorische Phasen bestimmter Vana-
diumoxide untersucht, wobei Vanadiumsesquioxid V2O3 als Paradebeispiel eines korrela-
tionsgetriebenen Metall-Isolator-U¨bergangs gelten kann. Anfang der Siebziger Jahre des
vergangenen Jahrhunderts stellte eine Gruppe der Bell Telephone Laboratories in New
Jersey [25, 26] erstmals ein generalisiertes Phasendiagramm von V2O3 vor (Abb. 2.1). Rei-
nes Vanadiumsesquioxid geht bei einer Temperatur von etwa 150K mit einem deutlichen
Sprung in der Entropie von einer antiferromagnetisch geordneten Isolator-Phase in eine
magnetisch nicht geordnete metallische Phase u¨ber, um mit weiter steigender Temperatur
(zwischen 500 und 550K) kontinuierlich in einen Isolator-Zustand zuru¨ckzukehren. Fer-
ner ist mit dem diskontinuierlichen magnetischen U¨bergang ein struktureller Phasenu¨ber-
gang verbunden. Metallisches V2O3 besitzt Korundium-Struktur, wa¨hrend man in der
antiferromagnetischen Isolator-Phase einen monoklinen Gittertyp antrifft. Erho¨hen des
Drucks und Dotieren mit Chrom und Titan beeinflussen in a¨hnlicher Weise den Wert der
Ne´el-Temperatur. Bereits geringe Variation der Gitterkonstanten fu¨hrt zu vera¨ndertem
U¨berlapp der Orbitale im Ortsraum und zieht entsprechend im k-Raum eine Vera¨nde-
rung der Bandstruktur nach sich. Mit geeigneter Skalierung der Parameter, sei es der
Druck oder x in (V1−xMx)2O3 (M = Ti, Cr), wurden die Systeme durch ein einziges Pha-
sendiagramm beschrieben. Betra¨gt der Titan-Anteil mehr als 5%, ist die antiferromagne-
tische Isolator-Phase sogar vollsta¨ndig unterdru¨ckt. Spa¨tere Untersuchungen an V2−yO3
wiesen die zusa¨tzliche Existenz einer antiferromagnetischen metallischen Phase bei sehr
tiefen Temperaturen nach, wobei die vollsta¨ndige A¨quivalenz von Druck und Sto¨chio-
metrie modifiziert werden mußte [27, 28]. Die Seite negativen Drucks, was dem Dotieren
mit Chrom gleichkommt, zeigt eine weitere Besonderheit. Hier vollzieht sich der Metall-
Isolator-U¨bergang in der paramagnetischen Phase diskontinuierlich. Die Phasengrenze er-
ster Ordnung endet bei einer Temperatur von etwa 400K und leichter Chrom-Dotierung
(x ≈ 0.006) in einem kritischen Punkt.
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Abbildung 2.1: (p,T )-Phasendiagramm von mit Cr oder Ti dotiertem V2O3 nach McWhan et al. [26].
Unterschiedliche Symbole entsprechen u.a. verschiedenen Dotierungen. Der Nullpunkt der p-Achse wurde
in Abha¨ngigkeit von der Dotierung so verschoben, daß die Phasenu¨berga¨nge fu¨r alle Proben in der Na¨he
der durchgezogenen Linie stattfinden. Der Abstand zweier Teilstriche auf der p-Achse entspricht einer
Druckzunahme von ca. 4kbar.
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Kapitel 3
Das Hubbard-Modell
Hubbard fu¨hrte das nach ihm benannte Modell ein, um Korrelationseffekte in d-Band-
systemen zu beschreiben [3]. Motiviert wurde es durch die Abscha¨tzung gewisser Matrix-
elemente des elektronischen Hamilton-Operators. Wie in seiner urspru¨nglichen Version
wird auch hier nur die On-Site-Elektron-Elektron-Wechselwirkung betrachtet, d.h. zwei
Elektronen unterschiedlichen Spins auf demselben Gitterplatz erho¨hen die potentielle
Energie des Systems. Hubbard sprach auf Grund des Entartungsgrades auch von einem
s-Band-Modell. Um die Physik der d-Elektronensysteme vollsta¨ndig zu erfassen, wurde
es generalisiert und mit der Mo¨glichkeit ausgestattet, auch Elektronen gleichen Spins
zu koppeln. Jedoch bereits das Ein-Band-Hubbard-Modell entha¨lt den wesentlichen Teil
der Physik eines korrelationsgetriebenen Metall-Isolator-U¨bergangs, weswegen in dieser
Arbeit auf die Betrachtung von Systemen mehrer Ba¨nder verzichtet wird.
3.1 Das zugrundeliegende Modell
Bei quantentheoretischen Vielteilchenproblemen ist es u¨blich, auf den Formalismus der
zweiten Quantisierung zuru¨ckzugreifen. Die fermionische Statistik der Vielteilchenwellen-
funktion, die der Beschreibung des Elektronensystems dient, ist in der Algebra der Ver-
nichter cˆkσ und Erzeuger cˆ
†
kσ eines Elektrons mit Kristallimpuls k und Spin σ enthalten.
Es gelten die bekannten Antikommutator-Relationen fu¨r fermionische Operatoren. Hier-
bei sind cˆkσ und cˆ
†
kσ die Fouriertransformierten der Vernichter und Erzeuger sogenannter
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Wannier-Elektronen:
cˆiσ =
1√
L
∑
k
eiRikcˆkσ (3.1)
cˆ†iσ =
1√
L
∑
k
e−iRikcˆ†kσ (3.2)
L ist die Anzahl der Gitterpla¨tze. Die Impuls-Summation erstreckt sich u¨ber die erste Bril-
louinzone. Im Fall schmaler Ba¨nder, die einem geringen U¨berlapp der Ortswellenfunktio-
nen entsprechen, ist der atomare Charakter der Orbitale im Gegensatz zu delokalisierten
Blochzusta¨nden fast freier Elektronen noch gut zu erkennen. Die Wannier-Elektronen sind
in erster Linie an den Gitterpla¨tzen lokalisiert, weswegen man auch von Tight-Binding
spricht. Die Fouriertransformierten der Energiedispersion
tij =
1
L
∑
k
ei(Ri−Rj)k(k) (3.3)
werden als Hu¨pfamplituden zwischen den Gitterpla¨tzen interpretiert. Hubbard nahm an,
daß in d-Elektronensystemen interelektronische gegenu¨ber intraelektronischen Korrela-
tionen vernachla¨ssigt werden ko¨nnen. Er begru¨ndete dies, indem er die Matrixelemen-
te der nackten elektronischen Wechselwirkung mit Wannier-Funktionen stark lokalisier-
ter 3d-Zusta¨nde abscha¨tzte. Bei der Na¨chst-Nachbar-Wechselwirkung muß zusa¨tzlich die
abschirmende Wirkung der u¨brigen Bandelektronen beru¨cksichtigt werden. Mit einem
Screening-Faktor e−κR ∼ 1
3
− 1
2
ergab sich, daß in 3d-Systemen bereits die Na¨chst-Nachbar-
Wechselwirkung um eine Gro¨ßenordnung kleiner als die On-Site-Wechselwirkung ist. Mit
diesen Annahmen rechtfertigte er einen Modell-Hamilton-Operator, der im Ortsraum in
der Form
Hˆ = −∑
i,j,σ
tij cˆ
†
iσ cˆjσ +
U
2
∑
i,σ
nˆiσnˆi−σ − µ
∑
i,σ
cˆ†iσ cˆiσ (3.4)
vorliegt. Die zentrale Gro¨ße des Modells ist das sogenannte Hubbard-U , die Kopplungs-
sta¨rke zwischen zwei Elektronen entgegengesetzten Spins auf einem Gitterplatz. Ihr Ver-
ha¨ltnis zu den Amplituden tij wirkt sich drastisch auf die itineranten und magnetischen
Eigenschaften des Systems aus, dessen Dynamik durch den ersten Term beschrieben wird.
Ein Elektron mit Spin σ auf Gitterplatz j kann mit Amplitude tij auf Gitterplatz i
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springen, wobei tij durch (3.3) gegeben ist. Betrachtet man nur den U¨berlapp tij = t
zwischen benachbarten Gitterpla¨tzen und vernachla¨ssigt alle tij’s, fu¨r die i und j nicht
na¨chste Nachbarn sind, fu¨hrt dies im Fall des hyperkubischen Gitters der Dimension d
mit Gitterkonstante a = 1 auf die Energiedispersion
(k) = −2t
d∑
i=1
cos(ki). (3.5)
Die nichtwechselwirkende Zustandsdichte (DOS)
D() =
1
L
∑
k
δ((k)− ) (3.6)
ist abha¨ngig von der Dimension [29]. In einer und in zwei Dimensionen zeigt sie an gewis-
sen k-Punkten divergentes Verhalten, in drei Dimensionen, dem physikalisch eigentlich
relevanten Fall, besitzt sie scharf definierte Bandkanten, u¨berall einen endlichen Wert
und bis auf sogenannte van-Hove-Singularita¨ten, k-Punkte, an denen der Gradient ∇(k)
verschwindet, einen glatten Verlauf. Die DOS des Bethegitters unendlicher Konnektivita¨t
K = Z − 1 (Z bezeichnet die Anzahl na¨chster Nachbarn) der Form einer Halbellip-
se verschwindet an den Bandkanten ebenso scharf wie die Zustandsdichten der meisten
dreidimensionalen Gitter. Der Fall Z → ∞ ist insofern von Interesse, als daß in diesem
Grenzfall die Lo¨sung des Hubbard-Modells in dynamischer Mean-Field-Theorie (Kap. 6)
exakt wird [4]. Aufgrund der gro¨ßeren A¨hnlichkeit der Halbellipse mit Zustandsdichten
realer dreidimensionaler Gitter ist dem Bethegitter gegenu¨ber dem hyperkubischen Gitter,
dessen DOS der Form einer Gauß-Kurve an den Bandkanten unphysikalisch zerfließt, der
Vorzug zu geben. Ein weiterer Vorteil des Bethegitters besteht darin, daß es aufgrund sei-
ner speziellen Topologie die Lo¨sung des Hubbard-Modells via Selbstkonsistenzgleichungen
erlaubt, die in geschlossener Form vorliegen (Anh. C).
3.2 Antiferromagnetische Ordnung und Frustration
Sowohl das Bethegitter beliebiger Konnektivita¨t K als auch das einfach kubische Gitter in
jeder Dimension sind bipartit, sie setzten sich aus zwei a¨quivalenten Untergittern zusam-
men, wobei na¨chste Nachbarn stets aus beiden Untergittern stammen. Der Grundzustand
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des repulsiven Hubbard-Modells mit Hu¨pfamplituden nur zwischen den zwei Untergittern
ist fu¨r jeden endlichen Wert U > 0, sofern die Besetzungszahl ein Elektron pro Gitter-
platz betra¨gt (bei halber Bandfu¨llung), antiferromagnetisch geordnet, d.h. benachbarte
Spins richten sich bevorzugt antiparallel aus. Warum dem so ist, sieht man im Grenzfall
U/t→ 0 aus der Lo¨sung in Hartree-Fock-Approximation (Kap. 4). Gilt na¨mlich
(k) = −(k+Q) (3.7)
fu¨r den Nesting-Vektor Q = (pi, . . . , pi), so bildet sich im Grundzustand bereits bei infi-
nitesimal kleiner Wechselwirkung U langreichweitige antiferromagnetische Ordnung, die
unmittelbar ein Gap fu¨r Ladungsanregungen nach sich zieht. Fu¨r den Limes U/t → ∞
existiert eine Abbildung des Problems auf das Heisenberg-Modell wechselwirkender Spins
(Kap. 5). Aus der Sto¨rungsentwicklung um den atomaren Limes, bei dem im Fall halber
Bandfu¨llung jeder Gitterplatz einfach besetzt ist, ergibt sich unter der Annahme virtueller
Spru¨nge zu na¨chsten Nachbarn eine effektive antiferromagnetische Kopplung J ∼ t2/U .
Die Hinzunahme eines tij = t
′ fu¨r i und j u¨berna¨chste Nachbarn fu¨hrt auf eine antiferro-
magnetische Kopplung J ′ ∼ t′2/U zwischen Gitterpla¨tzen desselben Untergitters. Die
Spins werden zu einem gewissen Grad frustriert, was zur Folge hat, daß sich antiferro-
magnetische Ordnung, wenn u¨berhaupt, dann erst ab einer tieferen Temperatur einstellt.
Bei Hartree-Fock wird durch ein endliches t′ die Perfect-Nesting-Instabilita¨t vermieden,
da mit einer Energiedispersion fu¨r d ≥ 2
(k) = −2t
d∑
i=1
cos(ki)− 4t′
d∑
i<j=2
cos(ki) cos(kj) (3.8)
(3.7) nicht mehr gilt.
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Abbildung 3.1: Das Ein-Band-Hubbard-Modell mit Hu¨pfamplitude t zwischen na¨chsten Nachbarn, t′
zwischen u¨berna¨chsten Nachbarn und der On-Site-Wechselwirkung U , d.h. zwei Elektronen unterschied-
lichen Spins auf dem selben Gitterplatz erho¨hen die potentielle Energie des Systems.
3.3 Das U-T -Phasendiagramm des Hubbard-Modells
Fu¨r die Beschreibung des Mott-U¨bergangs hat sich das repulsive Hubbard-Modell als sehr
geeignet erwiesen, da es trotz seiner Einfachheit das Phasendiagramm von V2O3 zumindest
qualitativ wiedergeben kann. Variation der Gitterkonstanten, sei es durch Druck oder
vera¨nderte Sto¨chiometrie wirkt sich auf den U¨berlapp der Orbitale, die tij’s aus und somit
auf ihr Verha¨ltnis zur On-Site-Wechselwirkung U . In diesem Sinn entspricht abnehmender
(sto¨chiometrischer) Druck einem gro¨ßer werdendem U/t.
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Abbildung 3.2: Das U -T -Phasendiagramm des Hubbard-Modells bei halber Bandfu¨llung ohne Frustra-
tion. Der Grundzustand im Fall eines bipartiten Gitters ist fu¨r U > 0 ein antiferromagnetisch geordneter
Isolator. Im Grenzfall U → 0 verschwindet TN exponentiell. Mit zunehmendem U geht das paramagneti-
sche Metall in eine Isolator-Phase u¨ber, wobei der Crossover-Bereich etwa bei maximaler Ne´el-Temperatur
liegt. Fu¨r große U -Werte gilt TN ∼ J ∼ 1/U .
3.3.1 Der Fall t′ = 0
Zuna¨chst betrachte man das Hubbard-Modell bei halber Bandfu¨llung mit Amplitude t
nur zwischen benachbarten Gitterpla¨tzen, die als fest angenommen und geeignet normiert
sei. Sofern es sich um ein bipartites Gitter handelt, sind die Spins der Elektronen im
Grundzustand fu¨r jeden endlichen Wert U > 0 antiferromagnetisch geordnet. Ferner be-
findet sich das System unterhalb der Ne´el-Temperatur TN stets in der Isolator-Phase. Im
Grenzfall U → 0 verschwindet TN exponentiell. Der Metall-Isolator-U¨bergang vollzieht
sich hier nach Slaters Versta¨ndnis in Folge von Symmetriebrechung. Die Lo¨sung des Pro-
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blems in Hartree-Fock-Approximation zeigt, daß durch sich einstellende langreichweitige
Ordnung an der Grenze der magnetischen Brillouinzone ein Gap entsteht. Verantwortlich
dafu¨r ist die Perfect-Nesting-Instabilita¨t. Mit zunehmendem U geht das paramagnetische
Metall bei endlichen Temperaturen in eine Isolator-Phase u¨ber. Bei mittlerer Kopplung
etwa im Bereich maximaler Ne´el-Temperatur vollzieht sich der U¨bergang in der para-
magnetischen Phase kontinuierlich als Crossover. Mit noch gro¨ßeren U -Werten sinkt die
Ne´el-Temperatur wieder und im Limes U/t → ∞ liefert die Abbildung auf wechselwir-
kende Heisenberg-Spins TN ∼ J ∼ 1/U .
3.3.2 Der Fall t′ 6= 0
Der Einfluß von Frustration im oben beschriebenen Modell fu¨hrt auf ein weit differenzier-
teres Phasendiagramm. Wie bereits erla¨utert werden die Spins entsprechend dem Verha¨lt-
nis t′/t frustriert, zu einem gewissen Grad oder vollsta¨ndig in ihrer antiferromagnetischen
Ordnung gesto¨rt, was sich in einem allgemeinen Absinken oder Verschwinden der Ne´el-
Temperatur a¨ußert. Abha¨ngig von t′, der Dimension und dem Gittertyp setzt der geord-
nete Grundzustand erst mit einer kritischen Wechselwirkung Uc > 0 ein. Ferner ist es
mo¨glich, eine antiferromagnetische metallische Lo¨sung zu finden, bevor die Elektronen
mit weiter zunehmendem U durch gro¨ßere gegenseitige Abstoßung daran gehindert wer-
den, sich im Gitter frei zu bewegen. Hartree-Fock-Approximation auf dem hyperkubischen
Gitter liefert ein sehr anschauliches Bild fu¨r mo¨gliche U¨berga¨nge zum einen vom para-
magnetischen zum antiferromagnetisch geordneten Metall, zum anderen von der metalli-
schen zur isolatorischen antiferromagnetischen Phase. Wegen eines endlichen U¨berlapps
der Quasiteilchen-Ba¨nder kann sich unter bestimmten Bedingungen bei einer Kopplung Uc
bereits eine endliche Untergittermagnetisierung ausbilden ohne daß gleichzeitig ein Gap
fu¨r Ladungsanregungen entsteht. Die indirekte Energielu¨cke o¨ffnet sich erst ab UGap > Uc
(vgl. Kap. 4). Durch Frustration kann Antiferromagnetismus unterdru¨ckt werden, wobei
das Senken von TN in der paramagnetischen Phase unterhalb des Crossovers die Linie
eines scharfen U¨bergangs zwischen Metall und Isolator erscheinen la¨ßt. Dieser war in den
vergangenen Jahren Gegenstand intensiver Forschungen [5, 6, 7, 8, 9, 10, 11]. Hierbei ging
es insbesondere um die Frage, ob ein so einfaches Modell wie das frustrierte Hubbard-
Modell dazu in der Lage ist, die im Experiment gefundene Phasengrenze erster Ordnung
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in V2O3 wiederzugeben, oder ob weitere Freiheitsgrade wie Gitter-, Orbital- und mo¨gliche
ho¨here Spin-Effekte mitberu¨cksichtigt werden mu¨ssen. Inzwischen ist das in [4] beschrie-
bene U¨bergangsszenarium allgemein akzeptiert.
Na¨hert man sich bei genu¨gend tiefen Temperaturen dem U¨bergang von der metalli-
schen Seite, so beobachtet man, daß die metallische Lo¨sung mit dem Quasiteilchen-Peak
bei einer kritischen Wechselwirkungssta¨rke von Uc2 verschwindet. Na¨hert man sich hinge-
gen von der Isolator-Seite, so stellt man fest, daß die isolatorische Lo¨sung erst ab einer kri-
tischen Wechselwirkungssta¨rke von Uc1 < Uc2 aufho¨rt zu existieren, und zwar dann, wenn
das Gap sich schließt. Von der Ne´el-Temperatur aufwa¨rts lassen sich somit zwei Linien
Uc1(T ) und Uc2(T ) verfolgen, die ein Gebiet von Koexistenz beider Lo¨sungen einschließen
und sich in einem kritischen Punkt treffen. Vergleich der freien Energien gibt Aufschluß
daru¨ber, welche der beiden Phasen die stabilere ist und legt die tatsa¨chliche Phasengrenze
fest. Die Linie erster Ordnung zwischen Metall und Isolator endet zusammen mit Uc1(T )
und Uc2(T ) in einem kritischen Punkt. Oberhalb dieses Punktes ko¨nnen zwei Crossover-
Bereiche identifiziert werden. Der erste von beiden ist die natu¨rliche Fortsetzung von
Uc2(T ), wo das System durch Verlust der Niederenergie-Resonanz in der Spektralfunk-
tion einen zu¨gigen Widerstandszuwachs erfa¨hrt. Jedoch erst ab ho¨heren U -Werten wird
das sich ausbildende Pseudo-Gap die Gro¨ße thermischer Anregungen annehmen, also ein
wirklicher Isolator vorliegen. Dieser breitere Bereich kann entsprechend als die natu¨rliche
Fortsetzung von Uc1(T ) angesehen werden. Oberhalb des kritischen Punktes findet man
somit nicht mehr Koexistenz sondern vielmehr die Zwischenphase eines Pseudo-Metalls,
wo zwar noch kein wirkliches Gap vorliegt, jedoch auch kein Peak in der Spektralfunktion
fu¨r Niederenergie-Anregungen.
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Abbildung 3.3: Das U -T -Phasendiagramm des Hubbard-Modells bei halber Bandfu¨llung mit Frustra-
tion. Ausgehend von der metallischen Seite verschwindet der Quasiteilchen-Peak bei einer Wechselwir-
kungssta¨rke Uc2, ausgehend von der Isolator-Seite schließt sich das Gap bei Uc1 < Uc2. Oberhalb des
Gebietes von Koexistenz beider Lo¨sungen ko¨nnen zwei Crossover-Bereiche identifiziert werden. Die Fort-
setzung von Uc2(T ) entspricht dem Verlust der Niederenergie-Resonanz in der Spektralfunktion. Jedoch
erst ab ho¨heren U -Werten wird das sich ausbildende Pseudo-Gap die Gro¨ße thermischer Anregungen
annehmen und ein wirklicher Isolator vorliegen. Der schraffierte Bereich entspricht somit der Fortsetzung
von Uc1(T ).
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Kapitel 4
Der Schwach-Kopplungslimes
Wie das Wort Schwach-Kopplungslimes nahelegt, handelt es sich hierbei um den Grenzfall
U/t << 1. In diesem Parameterbereich ist es sinnvoll, die Lo¨sung des Hubbard-Modells
in Hartree-Fock-Na¨herung zu betrachten. Der Hamilton-Operator wird linearisiert, indem
Fluktuationen in quadratischer Ordnung vernachla¨ssigt werden. Im von der Wechselwir-
kung U abha¨ngigen Term wird folgende Umformung vorgenommen:
nˆiσnˆi−σ → nˆiσnˆi−σ − (nˆiσ − 〈nˆiσ〉)(nˆi−σ − 〈nˆi−σ〉)
= nˆiσ〈nˆi−σ〉 + nˆi−σ〈nˆiσ〉 − 〈nˆiσ〉〈nˆi−σ〉 (4.1)
Die Gu¨ltigkeit von Hartree-Fock beschra¨nkt sich auf Systeme, in denen der Einfluß von
elektronischen Korrelationen 〈nˆiσnˆi−σ〉 − 〈nˆiσ〉〈nˆi−σ〉 das physikalische Verhalten nicht
dominiert. Dies ist nur dann der Fall, wenn die On-Site-Wechselwirkung U im Vergleich
zu den Hu¨pfamplituden klein ist.
4.1 Diagonalisierung des HF-Hamilton-Operators
Bei der Diagonalisierung des Hartree-Fock-Hamilton-Operators handelt es sich um ein
Standardverfahren, welches von Holstein und Primakoff [30] 1940 zur Untersuchung magne-
tischer Systeme eingefu¨hrt wurde (siehe auch [31], Seite 316, bzw. [32]). Fu¨r die U¨ber-
tragung auf das Hubbard-Modell im vorliegenden Fall vergleiche z.B. [17]. Einsetzen von
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(4.1) in (3.4) liefert den Hartree-Fock-Hamilton-Operator
HˆHF = −
∑
i,j,σ
tij cˆ
†
iσ cˆjσ + U
∑
i,σ
(nˆiσ〈nˆi−σ〉 − 1
2
〈nˆiσ〉〈nˆi−σ〉) − µ
∑
i,σ
nˆiσ. (4.2)
Die Erwartungswerte der Teilchenzahl-Operatoren werden durch die Dichte pro Gitter-
platz n = 〈nˆi↑〉 + 〈nˆi↓〉 und m = |〈nˆi↑〉 − 〈nˆi↓〉|, die Untergittermagnetisierung, ersetzt.
Jedes einfach hyperkubische Gitter ist bipartit, es gibt also zwei a¨quivalente Untergitter A
und B, wobei ein Gitterplatz i ∈ A nur na¨chste Nachbarn j ∈ B besitzt und umgekehrt.
Eine kleine Umformung ergibt
〈nˆiσ〉 = 1
2
(
n+m(−1)iλ↑σ
)
(4.3)
mit λσσ = 1, λσ−σ = −1 und (−1)i = ±1, je nachdem, ob i ∈ A oder B. Zur Lo¨sung des
Problems im Fall eines kubischen Gitters ist es zweckma¨ßig, den Hamilton-Operator im
Impulsraum zu betrachten. Um der Symmetriebrechung bei langreichweitiger antiferro-
magnetischer Ordnung bezu¨glich diskreter Translation um jeden Gittervektor Ri im Orts-
raum Rechnung zu tragen, wird im k-Raum durchQ = (pi, . . . , pi) der sogenannte Nesting-
Vektor definiert. Die magnetische BrillouinzoneMBZ kann als die erste Brillouinzone BZ
eines der beiden Untergitter A oder B verstanden werden, d.h. ein Vektor k +Q ∈ BZ
wird mit k ∈ BZ identifiziert, wobei BZ die erste Brillouinzone des Gesamtgitters A∪B
ist. Mit der Definition 2∆ = Um erha¨lt man nach entsprechender Fouriertransformation
den Hartree-Fock-Hamilton-Operator in Impulsdarstellung
HˆHF =
UL
4
(
n2 +m2
)
+
∑
k∈MBZ,σ
[
(k)nˆkσ + (k+Q)nˆk+Qσ
− ∆λ↑σ
(
cˆ†k+Qσ cˆkσ + cˆ
†
kσ cˆk+Qσ
) ]
, (4.4)
der sich in dieser Form mittels einer Bogoliubov-Transformation diagonalisieren la¨ßt, wo-
bei Vernichter und Erzeuger von Quasiteilchen definiert werden:
aˆkσ = cos (φkσ) cˆkσ + sin (φkσ) cˆk+Qσ (4.5)
bˆkσ = − sin (φkσ) cˆkσ + cos (φkσ) cˆk+Qσ (4.6)
Eine einfache jedoch la¨ngere Rechnung zeigt, daß die Nicht-Diagonal-Elemente in HˆHF
genau dann verschwinden, wenn die Bedingung
tan (2φkσ) =
2∆λ↑σ
(k)− (k+Q) (4.7)
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erfu¨llt ist. Mittels dieser und weiterer elementarer trigonometrischer Relationen kann HˆHF
auf die Form
HˆHF =
UL
4
(
n2 +m2
)
+
∑
k∈MBZ
[
E−(k)
(
aˆ†k↑aˆk↑ + bˆ
†
k↓bˆk↓
)
+ E+(k)
(
aˆ†k↓aˆk↓ + bˆ
†
k↑bˆk↑
)]
(4.8)
gebracht werden. Auf diese Weise findet man statt eines einzigen Energiebandes der
nichtwechselwirkenden Elektronen mit Dispersionsrelation (k), k ∈ BZ zwei Quasiteil-
chenba¨nder mit den Energiedispersionen
E±(k) =
1
2
{
(k) + (k+Q)±
√
((k)− (k+Q))2 + (2∆)2
}
, (4.9)
wobei k ∈ MBZ. Die Erwartungswerte der Quasiteilchenzahl-Operatoren bei endlichen
Temperaturen sind mit der Fermi-Dirac-Verteilung fFD(x) = 1/(e
x + 1) durch die Aus-
dru¨cke
〈nˆak↑〉 = 〈nˆbk↓〉 = fFD (E−(k)− µHF ) (4.10)
〈nˆbk↑〉 = 〈nˆak↓〉 = fFD (E+(k)− µHF ) (4.11)
gegeben. Ru¨cktransformation in den Ortsraum liefert zwei Selbstkonsistenzgleichungen:
n = 〈nˆi↑〉+ 〈nˆi↓〉 = 2
L
∑
k∈MBZ
[
fFD(E
−(k)− µHF ) + fFD(E+(k)− µHF )
]
(4.12)
m = |〈nˆi↑〉 − 〈nˆi↓〉| = 2
L
∑
k∈MBZ
2∆√
((k)− (k+Q))2 + (2∆)2[
fFD(E
−(k)− µHF )− fFD(E+(k)− µHF )
]
(4.13)
Ein Metall-Isolator-U¨bergang ist bei halber Bandfu¨llung (n = 1) zu erwarten. Setzt man
in die zweite Gleichung fu¨r m den Ausdruck 2∆/U und ku¨rzt die triviale Lo¨sung ∆ = 0,
so ergibt sich:
1 =
2
L
∑
k∈MBZ
[
fFD(E
−(k)− µHF ) + fFD(E+(k)− µHF )
]
(4.14)
1
U
=
2
L
∑
k∈MBZ
[ fFD(E
−(k)− µHF )− fFD(E+(k)− µHF ) ]√
((k)− (k+Q))2 + (2∆)2
(4.15)
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Das Problem wird iterativ gelo¨st, indem bei festgehaltenem U und T bis zur Konvergenz
immer wieder ∆(µ) und µ(∆) unter der Nebenbedingung n = 1 zu bestimmen sind. Im
speziellen Fall (k) = −(k+Q) vereinfacht sich die Energiedispersion zu
E±(k) = ±
√
(k)2 +∆2. (4.16)
Ein Blick auf die Fouriertransformation zeigt, daß dies a¨quivalent ist mit tij 6= 0 nur falls
i ∈ A und j ∈ B oder umgekehrt (z.B. i, j na¨chste Nachbarn) und tij = 0 sonst, also ein
Hu¨pfen zwischen Gitterpla¨tzen desselben Untergitters nicht stattfindet. Eine unmittelbare
Konsequenz hiervon ist µHF = 0 ∀ U, T und ∆, denn fFD(x) + fFD(−x) = 1 ∀ x. Diese
Besonderheit hat zur Folge, daß sich bereits bei einer infinitesimal kleinen Untergitter-
magnetisierung m ein Gap fu¨r Ladungsanregungen der Gro¨ße 2∆ zwischen E+(k) und
E−(k) an der Zonengrenze (k) = 0 = (k+Q) o¨ffnet. Bei halber Bandfu¨llung (n = 1)
ist E−(k) im Grundzustand vollsta¨ndig gefu¨llt und E+(k) leer, der magnetische U¨ber-
gang, in diesem Fall von der paramagnetischen in die antiferromagnetisch geordnete Pha-
se, und der Metall-Isolator-U¨bergang vollziehen sich in einem. Daru¨ber hinaus folgt aus
dem divergenten Verhalten der k-Summe in (4.15) bei T = 0, daß jedes endliche U eine
Untergittermagnetisierung nach sich zieht. Der Grundzustand des Hubbard-Modells mit
reinem Na¨chst-Nachbar-Hu¨pfen ist bei halber Bandfu¨llung aufgrund der Perfect-Nesting-
Instabilita¨t somit fu¨r alle U > 0 ein antiferromagnetisch geordneter Isolator. Man spricht
von Perfect-Nesting, wenn die Fermifla¨che, die in diesem Fall aus einer einzigen Zusam-
menhangskomponente besteht und die erste Brillouinzone in zwei gleiche Teile teilt, im
erweiterten Zonenschema vom Nesting-Vektor stets auf sich selber abgebildet wird. Die
Perfect-Nesting-Instabilita¨t tritt bei einem bipartiten Gitter auch dann auf, wenn wie im
Fall des Bethegitters keine Impulsraum-Darstellung existiert und kein Nesting-Vektors in
obiger Form angegeben werden kann.
4.2 Die freie Energie
Die freie Energie F (n,m) ist dasjenige thermodynamische Potential, welches fu¨r ein
System im Gleichgewicht bei vorgegebener Teilchenzahl und festgehaltener Temperatur
sein Minimum annimmt. Ihre Berechnung im Fall des Hubbard-Modells in Hartree-Fock-
Approximation erfolgt u¨ber das großkanonische Potential, wobei im Nicht-Nesting-Fall die
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Bedingung konstanter Dichte durch Einstellen des chemischen Potentials beru¨cksichtigt
werden muß. Aus der großkanonischen Zustandssumme
ZGK = Tr
[
e−β(HˆHF−NˆµHF )
]
= Tr
[
exp
{
− β
{ UL
4
(
n2 +m2
)
+
∑
k∈MBZ
[
(E−(k)− µHF )
(
aˆ†k↑aˆk↑ + bˆ
†
k↓bˆk↓
)
+ (E+(k)− µHF )
(
aˆ†k↓aˆk↓ + bˆ
†
k↑bˆk↑
)] }}]
= e−
βUL
4 (n2+m2)
∏
k∈MBZ
(
1 + e−β(E
−(k)−µHF )
)2 (
1 + e−β(E
+(k)−µHF )
)2
(4.17)
la¨ßt sich unmittelbar das großkanonische Potential ablesen:
Ω(m,µHF ) = −kBT lnZGK = UL
4
(
n2 +m2
)
−2kBT
∑
k∈MBZ
[
ln
(
1 + e−β(E
−(k)−µHF )
)
+ ln
(
1 + e−β(E
+(k)−µHF )
)]
(4.18)
Die Ableitung nach µHF ist die Dichte (4.14) und die Variation bezu¨glichm liefert die Gap-
Gleichung (4.15). Die freie Energie pro Gitterplatz ist lediglich die Legendretransformierte
f(m,n) = F (m,n)/L = Ω(m,µHF (m,n))/L + µHF (m,n)n. Sie kann leicht numerisch
berechnet werden, und die Struktur ihrer Minima gibt Aufschluß daru¨ber, ob sich ein
Phasenu¨bergang kontinuierlich oder diskontinuierlich vollzieht.
4.3 Ergebnisse
4.3.1 d=1
Einfu¨hrend wird der eindimensionale Fall vorgestellt, jedoch nur kurz und exemplarisch.
Wegen starker Fluktuationen ist selbst im Grundzustand eigentlich keine langreichweitige
Ordnung anzutreffen. Ferner ist es nicht no¨tig, auf Na¨herungsmethoden zuru¨ckzugreifen,
da die exakte Lo¨sung des Hubbard-Modells in einer Dimension u¨ber den Betheansatz
bekannt ist [33]. Auch wenn die Vorhersagen in Hartree-Fock-Approximation offensicht-
lich unrichtig sind, ist der eindimensionale Fall insofern interessant, als hier auf einfache
Art und Weise das Bild der Quasiteilchenba¨nder veranschaulicht werden kann. Mit der
nichtwechselwirkenden Dispersion
(k) = −2t cos(k) − 2t′ cos(2k), (4.19)
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wobei t die Amplitude zwischen na¨chsten und t′ zwischen u¨berna¨chsten Nachbarn be-
zeichnet (Gitterkonstante a=1), findet man fu¨r (4.9) den Ausdruck
E±(k) = −2t′ cos(2k) ±
√
(2t cos(k))2 +∆2
= −2t′(2 cos2(k)− 1) ±
√
(2t cos(k))2 +∆2. (4.20)
Die Fermienergie
Wie sich aus den Bandstrukturen von E+(k) und E−(k) ersehen la¨ßt, findet man fu¨r
2t′ < t keinen energetischen U¨berlapp der Ba¨nder (o.B.d.A. seien t und t′ > 0). Die
Fermifla¨che besteht in einer Dimension nur aus zwei Punkten, fa¨llt also mit der Grenze
der magnetischen Brillouinzone bei k = ±pi
2
zusammen. Die Fermienergie µHF liegt in der
Mitte des Gaps:
µHF = 2t
′ (2t′ < t) (4.21)
Erst wenn 2t′ > t existieren vier Fermipunkte, an denen µHF sowohl E+(k) als auch
E−(k) schneidet. Fu¨hrt man die eindimensionale k-Raum-Integration in (4.14) aus, wobei
die Fermiverteilungsfunktionen durch θ-Funktionen bzw. variierende Integrationsgrenzen
ersetzt werden, liefert eine elementare Rechnung µHF auch fu¨r diesen Fall, in welchem die
Fermipunkte nicht auf der magnetischen Brillouinzonengrenze liegen:
µHF =
t2
2t′
(2t′ > t) (4.22)
Lo¨sung der Gap-Gleichung
Ersetzt man in (4.20) den Kosinus durch die Variable  = 2t cos(k), so erha¨lt man
E±() = − t′
((

t
)2
− 2
)
±
√
2 +∆2 (4.23)
bzw.
E±() − µHF = −t′ γ() ±
√
2 +∆2, (4.24)
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wobei die Abku¨rzungen
γ() =
(

t
)2
+ µ˜ (4.25)
µ˜ =
1
t′
(µHF − 2t′) (4.26)
eingefu¨hrt werden. Somit la¨ßt sich die Gap-Gleichung (4.15) mit der nichtwechselwirken-
den Zustandsdichte fu¨r reines Na¨chst-Nachbar-Hu¨pfen
D() =
1
pi
1√
(2t)2 − 2
(4.27)
folgendermaßen schreiben:
4
U
=
∫ 2t
−2t
D() d√
2 +∆2
[
fFD(E
−()− µHF ) − fFD(E+()− µHF )
]
(4.28)
Typisch fu¨r den eindimensionalen Fall ist die Divergenz der Zustandsdichte an den Band-
kanten bei  = ±2t. Bei der Berechnung des Gaps wird die DOS na¨herungsweise durch
D(0) ersetzt, da die Flanken der inversen Wurzel fu¨r verschwindendes ∆ sehr schnell ab-
fallen (vgl. [17]). Wegen µ˜ = 0 fu¨r 2t′ < t findet man fu¨r die Lo¨sung der Gap-Gleichung
∆ ∼ e−1/(D(0)U) wie im nicht frustrierten Fall. Erst fu¨r 2t′ > t u¨berlappen die Quasiteil-
chenba¨nder. Die Fermipunkte fallen nicht mehr mit der Brillouinzonengrenze zusammen,
und das Gap springt bei einem Uc > 0 diskontinuierlich auf einen endlichen Wert.
4.3.2 d=2
Zu interessanteren und vo¨llig anderen Ergebnissen fu¨hrt die Hartree-Fock-Rechnung in
zwei Dimensionen. Die nichtwechselwirkende Dispersion mit den Amplituden t zwischen
na¨chsten und t′ zwischen u¨berna¨chsten Nachbarn (Gitterkonstante a=1) ist durch den
Ausdruck
(k) = −2t (cos(kx) + cos(ky)) − 4t′ cos(kx) cos(ky) (4.29)
gegeben. Die magnetische Brillouinzone wird durch |kx| + |ky| = pi begrenzt. Folgende
Variablentransformation vereinfacht die k-Raum-Integration:
k1 =
1
2
(kx + ky) (4.30)
k2 =
1
2
(kx − ky) (4.31)
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Man erha¨lt also:
1
2
[ (k) − (k+Q) ] = −4t cos(k1) cos(k2) = :  (4.32)
1
2
[ (k) + (k+Q) ] = −4t′ (cos2(k1) + cos2(k2) − 1) (4.33)
Die Zustandsdichte la¨ßt sich direkt berechnen, indem eine der beiden Impulsvariablen
durch  und den zweiten Impuls ausgedru¨ckt wird, wobei sich die Substitution
sin(k1) =
√
1−
(

4t
)2
z (4.34)
als geschickt erweist:
1
pi2
∫ pi
0
∫ pi
0
dk1dk2 =
1
2tpi2
∫ 4t
0
d
∫ arccos( 
4t
)
0
dk1√
cos2(k1)− ( 4t)2
=
1
2tpi2
∫ 4t
0
d
∫ 1
0
dz√
1− (1− ( 
4t
)2)z2
√
1− z2
=
1
2tpi2
∫ 4t
0
d K
√1− ( 
4t
)2  = 1
2tpi2
∫ 4t
0
d K ′
(

4t
)
(4.35)
K(κ) und K ′(κ′) mit
κ =
√
1−
(

4t
)2
(4.36)
κ′ =

4t
(4.37)
sind vollsta¨ndige elliptische Integrale erster Art. Das logarithmisch divergente Verhal-
ten der zweidimensionalen Zustandsdichte bei  = 0 wird deutlich, wenn man K(κ())
entsprechend entwickelt (siehe Anh. A):
D() =
1
2pi2t
{
− ln
(

16t
)
+
(
1
2
)2 [
− ln
(

16t
)
− 1
] (

4t
)2
+ . . .
}
(4.38)
Wie im eindimensionalen Fall ko¨nnen die Quasiteilchenenergien
E±() − µHF = − t′ γ(, z) ±
√
2 +∆2, (4.39)
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wobei
γ(, z) = 4
{
1 − κ2z2 + κ′2 1
1 − κ2z2
}
+ µ˜
= 4
{
dn2(u) + κ′2nd2(u)
}
+ µ˜ (4.40)
µ˜ =
1
t′
(µHF − 4t′) (4.41)
durch die neuen Variablen ausgedru¨ckt werden. (Erla¨uterungen zu den elliptischen Funk-
tionen dn2(u) und nd2(u) sind ebenfalls in Anhang A zu finden.) Ihre Abha¨ngigkeit von
 wird der U¨bersichtlichkeit halber nicht explizit angegeben. Offensichtlich besitzen die
Fermiverteilungsfunktionen in Hartree-Fock-Na¨herung mit
x = β t′ γ(, z) (4.42)
y = β
√
2 +∆2 (4.43)
die Form
fFD(E
± − µHF ) = 1
e−x±y + 1
. (4.44)
Entwicklung fu¨r x << 1 liefert fu¨r die Summe und Differenz der Fermiverteilungsfunk-
tionen die folgenden Ausdru¨cke:
1
e−x−y + 1
+
1
e−x+y + 1
= 1 +
(
x
2
)
cosh2
(
y
2
) + O(x3) (4.45)
1
e−x−y + 1
− 1
e−x+y + 1
= tanh
(
y
2
){
1−
(
x
2
)2
cosh2
(
y
2
) + O(x4)} (4.46)
Der erste Term entspricht jeweils der Perfect-Nesting-Lo¨sung, also dem Fall t′ = 0. Ho¨here
Potenzen in t′ lassen sich bis in beliebige Ordnung berechnen, da die Integration von
γn(κ, z), n = 1, 2, . . . Linearkombinationen vollsta¨ndiger elliptischer Integrale erster und
zweiter Art liefert. Die ersten beiden Ordnungen ergeben∫ 1
0
dz√
1− κ2z2√1− z2 γ(κ, z) =
∫ K
0
du γ(κ, u) = 8 E(κ) + µ˜ K(κ), (4.47)∫ 1
0
dz√
1− κ2z2√1− z2 γ
2(κ, z) =
∫ K
0
du γ2(κ, u)
=
64
3
[
(1 + κ′2)E(κ) + κ′2K(κ)
]
+ 16µ˜ E(κ) + µ˜2K(κ). (4.48)
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Nach dem Theorem von Mermin und Wagner ist in zwei Dimensionen langreichweitige
magnetische Ordnung im Fall isotroper Spin-Systeme nur bei T = 0 mo¨glich [34]. In der
Natur wird jedoch auch an quasizweidimensionalen Strukturen Symmetriebrechung be-
obachtet, z.B. an den Kupferoxid-Schichten in Hochtemperatur-Supraleitern. Zu Mermin-
Wagner besteht aber nur ein scheinbarer Widerspruch. Bei dem Beweis des Theorems
kommt d = 2 na¨mlich die Rolle einer Grenz-Dimension zu, d.h. fu¨r d > 2 kann langreich-
weitige Ordnung auch bei endlichen Temperaturen nicht mehr ausgeschlossen werden. Die
CuO-Schichten sind in eine dreidimensionale Struktur eingebettet. Die Kopplungen senk-
recht zu den CuO-Gitterebenen sind zwar relativ schwach, verbinden jedoch Freiheitsgrade
in die dritte Raum-Dimension. Das erkla¨rt in Einklang mit dem strikten Beweis des Theo-
rems von Mermin und Wagner, warum in quasizweidimensionalen Strukturen langreich-
weitige Ordnung schon bei vergleichsweise hohen Temperaturen gefunden werden kann.
Die Hartree-Fock-Approximation liefert bei t′ = 0 aufgrund der Nesting-Instabilita¨t fu¨r
alle U > 0 auch in d = 2 ein TN > 0. Verantwortlich fu¨r diese unrichtige Vorhersage ist die
Vernachla¨ssigung von den gerade in niedrigen Dimensionen bedeutsamen Fluktuationen.
Bestimmung von µHF
Im Fall t′ 6= 0 muß das chemische Potential µHF erst entsprechend eingestellt werden, um
n = 1 zu gewa¨hrleisten. Unter Verwendung von (4.45) ergibt sich fu¨r (4.14)
0 =
1
2pi2t
∫ 4t
0
d
∫ K(√1−( 
4t
)2)
0
du sinh(βt′γ(, u))
cosh(βt′γ(, u)) + cosh(β
√
2 +∆2)
, (4.49)
wobei die erste Integration des Terms proportional zu t′ auf
0 =
∫ 4t
0
d
8 E
(√
1−
(

4t
)2 )
+ µ˜ K
(√
1−
(

4t
)2 )
cosh2
(
β
2
√
2 +∆2
) + O(t′2) (4.50)
fu¨hrt. Unter der Annahme tiefer Temperaturen (β >> 1) und eines relativ kleinen ∆
liefert der Integrand fu¨r  ≈ 0 den gro¨ßten Beitrag, weswegen der Integrand durch die
Entwicklung der elliptischen Integrale um  = 0 ersetzt wird:
8 E
(√
1−
(

4t
)2 )
+ µ˜ K
(√
1−
(

4t
)2 )
' 8 − µ˜ ln
(

16t
)
(4.51)
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In erster Ordnung erha¨lt man somit den approximativen Ausdruck
µ˜ ' 8
∫ 4t
0
d
cosh2
(
β
2
√
2 +∆2
){ ∫ 4t
0
d
ln
(

16t
)
cosh2
(
β
2
√
2 +∆2
)}−1. (4.52)
Die numerischen Ergebnisse zeigen, daß magnetische U¨berga¨nge sowohl erster Ordnung
als auch zweiter Ordnung auftreten ko¨nnen (siehe Abb. 4.2 und 4.3). Durch analytische
U¨berlegungen kann dies im Kern verstanden werden.
(i) U¨bergang zweiter Ordnung:
Fu¨r t′ → 0 wird die Lo¨sung des Nesting-Falls erwartet. In diesem verschwindet ∆ konti-
nuierlich. Das chemische Potential an der Ne´el-Temperatur wird in diesem Limes in guter
Na¨herung durch
µHF (TN) ' 4t′ − 8t′ tanh
(
2t
TN
){
ln
(
32teC
TNpi
)}−1
(4.53)
wiedergegeben.
(ii) U¨bergang erster Ordnung:
Bei der Untersuchung des Grundzustandes fu¨r das Hubbard-Modell auf dem zweidimen-
sionalen Quadratgitter mit einer Amplitude t′ u¨ber die Diagonalen bemerkten Hofstetter
und Vollhardt [14], daß ∆ abrupt auf den Wert 2t′ springt, sobald das Hubbard-U die kri-
tische Kopplungssta¨rke Uc erreicht hat (vgl. auch [15]). Auf einen analytischen Ausdruck
fu¨r µHF kommt man u¨ber den Umweg endlicher Temperatur, wobei ∆ = 2t
′ gesetzt wird:
µ˜ ' 8 lim
β→∞
∫ 4t
0
d
cosh2
(
β
2
√
2 + (2t′)2
){ ∫ 4t
0
d ln
(

16t
)
cosh2
(
β
2
√
2 + (2t′)2
) }−1 (4.54)
Der inverse Cosinus Hyperbolicus la¨ßt sich in die Reihe
1
cosh2(x)
=
(
2e−x
1 + e−2x
)2
= − 4
∞∑
k=1
(−1)k k e−2kx (4.55)
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entwickeln und man erha¨lt
µ˜ ' 8 lim
β→∞
∫ 4t
0
d
∞∑
k=1
(−1)kk e−kβ
√
2+(2t′)2
{∫ 4t
0
d
∞∑
k=1
(−1)kk e−kβ
√
2+(2t′)2 ln
(

16t
)}−1
.(4.56)
Mit der Variablentransformation  = 2t′ sinh (ζ), also
µ˜' 8 lim
β→∞
∫ arsinh( 2tt′ )
0
dζ e−2βt
′ cosh(ζ) cosh(ζ)
{ ∫ arsinh( 2tt′ )
0
dζ e−2βt
′ cosh(ζ) cosh(ζ) ln(sinh(ζ))
− ln
(
8t
t′
) ∫ arsinh( 2tt′ )
0
dζ e−2βt
′ cosh(ζ) cosh(ζ)
}−1
(4.57)
ko¨nnen beide Integrale u¨ber Besselfunktionen ausgefu¨hrt werden (siehe Anh. B.5). Das
chemische Potential des Grundzustandes im Nicht-Nesting-Fall la¨ßt sich somit durch
µHF = 4t
′ − 8t
′
ln
(
8t
t′
) (4.58)
approximieren.
Lo¨sung der Gap-Gleichung
Unter Verwendung von (4.46) wird die Gap-Gleichung (4.15) zu
2pi2t
U
=
∫ 4t
0
d
∫ K(√1−( 
4t
)2)
0
du√
2 +∆2
tanh
(
β
2
√
2 +∆2
){
1 +
sinh2(βt
′
2
γ(, u))
cosh2
(
β
2
√
2 +∆2
)}−1.(4.59)
Die erste Integration der Terme einschließlich der Ordnung t′2 liefert
2pi2t
U
=
∫ 4t
0
d√
2 +∆2
tanh
(
β
2
√
2 +∆2
){
K
(√
1−
(

4t
)2 )
− t
′2
(
β
2
)2
cosh2
(
β
2
√
2 +∆2
)
[
64
3
(
1 +
(

4t
)2 )
E
(√
1−
(

4t
)2 )
+
64
3
(

4t
)2
K
(√
1−
(

4t
)2 )
+ 16µ˜ E
(√
1−
(

4t
)2 )
+ µ˜2K
(√
1−
(

4t
)2 )]}
+ O
(
t′4
)
. (4.60)
Wieder werden die beiden Grenzfa¨lle t′ → 0 (kontinuierlicher U¨bergang) und T → 0
(diskontinuierlicher U¨bergang) unterschieden, wobei die entsprechenden Werte fu¨r µ˜ ein-
gesetzt werden.
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(i) U¨bergang zweiter Ordnung:
Im Limes t′ → 0 erha¨lt man fu¨r die Gap-Gleichung bei T = TN den Ausdruck
2pi2t
U
=
∫ 4t
0
d

tanh
(
βN
2
) {
K
(√
1−
(

4t
)2 )
− t′2
(
βN
2
)2
cosh2
(
βN 
2
)
[
64
3
(
1 +
(

4t
)2 )
E
(√
1−
(

4t
)2 )
+
64
3
(

4t
)2
K
(√
1−
(

4t
)2 )
+ 16µ˜ E
(√
1−
(

4t
)2 )
+ µ˜2K
(√
1−
(

4t
)2 ) ]
+ O
(
t′4
) }
. (4.61)
Die elliptischen Integrale werden wie bei der Berechnung von µ˜ um  = 0 entwickelt, und
man kommt auf
2pi2t
U
'
∫ 4t
0
d

tanh
(
βN
2
) {
− ln
(

16t
)
− t′2
(
βN
2
)2
cosh2
(
βN 
2
)
[
64
3
+ 16µ˜ − µ˜2 ln
(

16t
) ] }
. (4.62)
Mit der Substitution ζ = βN/2 ergibt sich
2pi2t
U
'
∫ 2βN t
0
dζ
ζ
tanh(ζ)
{
− ln
(
ζ
8βN t
)
− t′2
(
βN
2
)2
cosh2 (ζ)[
64
3
+ 16µ˜ − µ˜2 ln
(
ζ
8βN t
) ] }
, (4.63)
und nach partieller Integration erha¨lt man
2pi2t
U
' − 1
2
ln2
(
2t
TN
)
tanh
(
2t
TN
)
+
1
2
∫ 2βN t
0
dζ
ln2 (ζ)
cosh2 (ζ)
+ ln
(
8t
TN
) [
ln
(
2t
TN
)
tanh
(
2t
TN
)
−
∫ 2βN t
0
dζ
ln (ζ)
cosh2 (ζ)
]
−
(
t′
2TN
)2 {
64
3
[
ln
(
2t
TN
) tanh ( 2t
TN
)
cosh2
(
2t
TN
) − ∫ 2βN t
0
dζ
ln(ζ)
cosh2(ζ)
+ 3
∫ 2βN t
0
dζ ln(ζ)
tanh2(ζ)
cosh2(ζ)
]
− 32 tanh
(
2t
TN
)(
ln
(
32teC
TNpi
))−1
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[
ln
(
2t
TN
) tanh ( 2t
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)
cosh2
(
2t
TN
) − ∫ 2βN t
0
dζ
ln (ζ)
cosh2 (ζ)
+ 3
∫ 2βN t
0
dζ ln (ζ)
tanh2 (ζ)
cosh2 (ζ)
]
+ 64 tanh2
(
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. (4.64)
Im Falle eines Phasenu¨bergangs zweiter Ordnung ergibt sich unter der Annahme relativ
kleiner Temperaturen (T << 1) fu¨r die kritische Wechselwirkung der Ausdruck
Uc(T, t
′) ' 2pi2t
{
1
2
ln2
(
2t
T
)
+ ln
(
2t
T
) [
2 ln(4) + C − ln(pi)
]
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]
+
1
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2
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1
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+
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2 · 4
)2 1
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[
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(
2
1 · 2 +
2
3 · 4 −
1
2 · 2
) ]
+
(
1 · 3 · 5
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)2 1
2 · 3 ·
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2
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− ln
(
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T
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(
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T
) tanh (2t
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)
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) + ln(4eC
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, (4.65)
der sich fu¨r t′ = 0 folgendermaßen vereinfacht:
Uc(T ) ' 2pi2t
{
1
2
ln2
(
2t
T
)
+ ln
(
2t
T
) [
2 ln(4) + C − ln(pi)
]
+ const
}−1
(4.66)
(ii) U¨bergang erster Ordnung:
Wie bereits erwa¨hnt springt die Gro¨ße ∆ im Fall T = 0 bei einer kritischen Kopp-
lungssta¨rke Uc, die nun bestimmt werden soll, von Null auf den Wert 2t
′. Auch bei der
Lo¨sung der Gap-Gleichung erha¨lt man einen analytischen Ausdruck u¨ber den Umweg
endlicher Temperatur:
2pi2t
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β→∞
∫ 4t
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(4.67)
Mit der Reihenentwicklung der hyperbolischen Funktionen (x > 0)
tanh(x) = 1 + 2
∞∑
k=1
(−1)k e−2kx (4.68)
tanh(x)
cosh2(x)
= − 4
∞∑
k=1
(−1)k k2 e−2kx (4.69)
erha¨lt man
2pi2t
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β→∞
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Variablentransformation  = 2t′ sinh (ζ) und Entwicklung der elliptischen Integrale liefert
na¨herungsweise
2pi2t
U
' lim
β→∞
∫ arsinh( 2tt′ )
0
dζ
{[
− 1− 2
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, (4.71)
wobei sich auch diese Integrale u¨ber Besselfunktionen lo¨sen lassen (siehe Anh. B.5). Fu¨r
die kritische Wechselwirkung ergibt sich also
Uc(t
′) ' lim
β→∞
2pi2t
{
1
2
ln2
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4t
t′
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+ ln
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. (4.72)
Aus diesem Ausdruck la¨ßt sich entnehmen, daß die Temperaturabha¨ngigkeit der kritischen
Wechselwirkung fu¨r βt′ → ∞ exponentiell verschwindet. Fu¨r T = 0 und t′ nicht zu groß
ergibt sich
Uc(t
′) ' 2pi2t
{
1
2
ln2
(
4t
t′
)
+ ln
(
4t
t′
)
ln (4) + const
}−1
. (4.73)
Wie in Abbildung 4.1 zu sehen liefert diese Approximation ab einem Frustrationsgrad von
t′/t ≈ 0.1 auch fu¨r endliche Temperaturen noch eine recht gute Na¨herung. Im Bereich klei-
ner Frustration findet man jedoch, wie die analytischen Ergebnisse erwarten lassen, ein
abweichendes Verhalten. Uc(t
′ = 0) wird bei Temperaturen bis zu T ≈ 0.1 sehr gut durch
(4.66) wiedergegeben, wobei die Konstante u¨ber eine konvergente Reihe und bestimmte
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Abbildung 4.1: Hartree-Fock-Phasendiagramm des Hubbard-Modells auf dem Quadratgitter wobei Uc
gegen die Amplitude t′ aufgetragen ist (t = 1). Die durchgezogene Linie, die bei T = 0 die paramagnetische
metallische von der antiferromagnetischen Isolator-Phase trennt, wurde analytisch berechnet. Die Kurven
bei endlichen Temperaturen wurden numerisch ermittelt, wobei die Werte bei t′ = 0 mit denWerten Uc(T )
in (4.66) sehr gut u¨bereinstimmen.
Integrale berechnet werden kann. Die Annahme eines kontinuierlichen U¨bergangs wird
von der Ein-Minimum-Struktur der freien Energie besta¨tigt. Ab welchem Frustrations-
grad ein U¨bergang erster Ordnung gefunden wird, ha¨ngt von der Temperatur ab (siehe
Abb. 4.3). Fu¨r T > 0.1 und/oder t′ > 0.4 werden nur Phasenu¨berga¨nge zweiter Ordnung
beobachtet (vgl. auch [14]). Bei gewissen Parametersa¨tzen verschwindet der Ordnungspa-
rameter extrem schnell, jedoch ohne tatsa¨chlichen Sprung. In diesen Fa¨llen ist die freie
Energie sehr flach, besitzt aber noch eine Ein-Minimum-Struktur (vgl. Abb. 4.2).
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Abbildung 4.2: Freie Energie – links: Zwei-Minima-Struktur bei einem diskontinuierlichen U¨bergang
(dicke Linien: T = 5 · 10−3, du¨nne Linien: T = 1 · 10−2, t′ = 0.2). Auf dieser sehr feinen Skala ist deutlich
zu erkennen, wie sich der magnetische U¨bergang bei einer Kopplung U ≈ 2 vollzieht. rechts: Bei gro¨ßerer
Frustration wird ihr Verhalten flach und es ist, abha¨ngig von der Temperatur, auch bei feinster Auflo¨sung
kein diskontinuierlicher U¨bergang mehr zu finden (T = 1 · 10−2, t′ = 0.35 und U ≈ 2.75).
Die antiferromagnetische metallische Phase
Wie bereits erwa¨hnt zeigte sich bei Untersuchungen der Grundzustandseigenschaften des
U -t-t′-Hubbard-Modells [14, 15], daß bei einer kritischen Wechselwirkung Uc(t′) die Gro¨ße
∆ diskontinuierlich von Null auf den Wert 2|t′| springt. Da die Energieba¨nder der Quasi-
teilchen E+(k) und E−(k) an gewissen k-Raum-Punkten am magnetischen Brillouinzo-
nenrand (z.B. bei (pi
2
, pi
2
) und (pi, 0)) die maximalen Werte ±∆ und 4t′ ± ∆ annehmen,
besteht fu¨r ∆ > 2|t′| kein U¨berlapp der beiden Ba¨nder. Vielmehr ist ∆ = 2|t′| genau
der Wert, bei dem sich die indirekte Bandlu¨cke o¨ffnet bzw. schließt, woraus folgt, daß
eine antiferromagnetische metallische Phase im Grundzustand nicht stabil ist. Numeri-
sche Rechnungen bei endlichen Temperaturen zeigen jedoch, daß mit wachsendem T die
U¨berga¨nge erster Ordnung weicher, also weniger ausgepra¨gt sind und ∆ generell auf einen
Wert kleiner als 2|t′| springt. Ab einer Temperatur Tc(t′) vollzieht sich der U¨bergang bei
dem entsprechenden Uc(t
′, T ) sogar kontinuierlich. Daher wird in einem schmalen Bereich
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oberhalb von Uc eine antiferromagnetische metallische Phase gefunden (siehe Abb. 4.3),
da sich die Energielu¨cke erst bei UGap > Uc o¨ffnet. Duffy und Moreo [15] nahmen an, daß
die Beru¨cksichtigung von Fluktuationen die Phase eines antiferromagnetischen Metalls
bereits im Grundzustand stabilisieren ko¨nnte. Im Fall von Hartree-Fock schlugen sie vor,
dies durch ein t′′ zwischen u¨berna¨chsten Nachbarn zu simulieren. Mit der nichtwechsel-
wirkenden Dispersion
(k) = −2t(cos(kx) + cos(ky))− 4t′ cos(kx) cos(ky)− 2t′′(cos(2kx) + cos(2ky))
(4.74)
liegt ein antiferromagnetisches Metall dann vor, wenn 0 < ∆ < 2|t′| + 4|t′′|. Die Para-
meterwahl wurde mit der Anpassung an gewisse Materialien begru¨ndet, weswegen im
Phasendiagramm des U -t-t′-t′′-Hubbard-Modells Uc(t′′) und UGap(t′′) fu¨r t = 1, t′ = −0.2
untersucht wurde. Das entsprechende Diagramm bei verschiedenen endlichen Temperatu-
ren unterscheidet sich hiervon außer bei t′′ = 0 nicht wesentlich. Ein Blick auf die freie
Energie zeigt, daß zunehmendes t′′, a¨hnlich wie steigende Temperatur, die diskontinuierli-
chen Phasenu¨berga¨nge langsam in kontinuierliche u¨berfu¨hrt, und der Bereich, in dem ein
antiferromagnetisches Metall gefunden wird, mit t′′ zunimmt.
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Abbildung 4.3: Bei endlichen Temperaturen findet man in einem schmalen Bereich oberhalb von Uc eine
antiferromagnetische metallische Phase. Der U¨bergang erster Ordnung ist mit Symbolen gekennzeichnet
(links oben: T = 5 · 10−3 und rechts oben: T = 1 · 10−2). Darunter wird ein Ausschnitt aus dem Hartree-
Fock-Phasendiagramm bei T = 1·10−3 gezeigt. In diesem Parameterbereich werden nur U¨berga¨nge zweiter
Ordnung beobachtet. Bereits bei dieser tiefen Temperatur findet man eine schmale antiferromagnetische
metallische Phase.
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4.3.3 d=3
Eine wieder andere Situation findet man in drei Raumdimensionen. Die nichtwechsel-
wirkende Zustandsdichte nimmt innerhalb der scharfen Bandkanten, insbesondere jedoch
bei  = 0, im Gegensatz zu d = 2 nur endliche Werte an (der Fall t′ = 0 wird beispielsweise
in [29] diskutiert). Bei der Lo¨sung der Gap-Gleichung im Nesting-Fall kann sie daher wie
in d = 1 durch D(0) ersetzt werden, und es ergibt sich im Grundzustand ∆ ∼ e−1/(D(0)U)
(vgl. [17]). Kein Perfect-Nesting liegt vor, wenn eine Amplitude t′ > 0 zu u¨berna¨chsten
Nachbarn hinzugenommen wird. Die nichtwechselwirkende Dispersion
(k) = −2t(cos(kx) + cos(ky) + cos(kz))
−4t′(cos(kx) cos(ky) + cos(ky) cos(kz) + cos(kz) cos(kx)) (4.75)
fu¨hrt auf die Quasiteilchendispersion
E±(k) = −4t′(cos(kx) cos(ky) + cos(ky) cos(kz) + cos(kz) cos(kx))
±
√
4t2(cos(kx) + cos(ky) + cos(kz))2 +∆2. (4.76)
Selbst bei T = 0 setzt langreichweitige antiferromagnetische Ordnung erst ab einer kriti-
schen Kopplung
Uc(t
′) '
{
−D(0) ln (t′) + 1
4
}−1
(4.77)
ein, D(0) ist die DOS an der Fermikante fu¨r t′ = 0 [14]. Dieser asymptotische Aus-
druck stimmt mit numerischen Lo¨sungen des Problems bis zu einem Frustrationsgrad von
t′/t ' 0.4 u¨berein. Die plo¨tzlich sehr großen Abweichungen fu¨r gro¨ßere t′-Werte lassen sich
wie folgt erkla¨ren. Solange ∆ = 0 ist, gilt E+(Γ) = −12t′ + 6t und E+(L) = 0, wobei auf
die u¨bliche Bezeichnung spezieller k-Punkte der Brillouinzone des fcc-Gitters (vgl [24] Sei-
te 161) zuru¨ckgegriffen wird: Γ ≡ (0, 0, 0), L ≡ (±pi
2
,±pi
2
,±pi
2
) und W ≡ (0,±pi
2
,±pi) mit
entsprechenden Permutationen. Ferner gilt E+(Γ) = E+(L) genau dann, wenn t′/t = 1/2.
Generell sinkt E+(Γ) mit zunehmendem t′ ab und wird bei einem bestimmten t′-Wert,
der von ∆ abha¨ngt, unter die Fermienergie tauchen mit der Folge, daß die Fermifla¨che
eine weitere Zusammenhangskomponente um den Γ-Punkt erha¨lt. In Abbildung 4.4 ist
die Bandstruktur der Quasiteilchen fu¨r t′/t =
√
3/4 und ∆ = 2t′ gezeigt. Hierbei handelt
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es sich um den speziellen Fall, bei dem sowohl E+(Γ) als auch E+(L) genau den Wert
von E−(W ) annehmen und somit fu¨r n = 1 mit der Fermienergie zusammenfallen. Das
Verha¨ltnis t′/t =
√
3/4 ist auch insofern bemerkenswert, als sich fu¨r t′/t <
√
3/4 die
indirekte Bandlu¨cke zwischen E+(L) und E−(W ) o¨ffnet und fu¨r t′/t >
√
3/4 zwischen
E+(Γ) und E−(W ). Im Fall t′/t ≥ √3/4 werden sich die Zusammenhangskomponenten
der Fermifla¨che mit steigendem ∆ schließlich auf die Punkte L und W zusammenziehen.
Fu¨r t′/t >
√
3/4 schneidet E+(k) vor dem Sich-O¨ffnen der indirekten Energielu¨cke die
Fermienergie in einer einzigen Spha¨re um den Γ-Punkt. Diese strukturelle A¨nderung der
Fermifla¨che ist in Abbildung 4.5, dem Phasendiagramm bei der Temperatur T = 10−2,
an einem Abbiegen von Uc(t
′), der kritischen Kopplung, bei der sich langreichweitige
antiferromagnetische Ordnung einstellt, und einem deutlichen Knick von UGap(t
′) zu er-
kennen. In Einklang mit [14] kann besta¨tigt werden, daß sich magnetische U¨berga¨nge fu¨r
t′/t < 0.5 bei allen Temperaturen kontinuierlich vollziehen. Fu¨r gro¨ßere Frustration findet
man abha¨ngig von der Temperatur auch diskontinuierliches Verhalten, wobei man wie in
d = 2 allgemein sagen kann, daß steigende Temperatur die U¨berga¨nge weicher werden
la¨ßt. Warum die freie Energie fu¨r t′/t > 0.5 eine Zwei-Minima-Struktur besitzen kann,
ha¨ngt damit zusammen, daß sich die Zusta¨nde um die L-Punkte unter dem Zwang kon-
stanter Dichte n = 1 mit wachsendem ∆ auf eine Spha¨re um den Γ-Punkt zuru¨ckziehen
mu¨ssen. Abha¨ngig vom Wert der Wechselwirkung U wird sich das System entweder in
der Gleichgewichtslage bei ∆ = 0 befinden oder diskontinuierlich in das andere Minimum
bei einem endlichen ∆ u¨bergehen. Ferner zeigte der Vergleich der freien Energien fu¨r sehr
große Frustration (t′/t ≈ 1), daß der Nesting-VektorQ = (0, pi, pi) gegenu¨berQ = (pi, pi, pi)
bevorzugt wird. Bei der Ermittlung von UGap(t
′) ist außerdem zu beachten, daß sich fu¨r
t′/t <
√
3/4 die indirekte Bandlu¨cke o¨ffnet, wenn ∆ = 2t′ und fu¨r t′/t >
√
3/4, wenn
∆ =
[
(8t′)2 − (3t)2
]
/ (8t′).
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Abbildung 4.4: Bandstruktur der Quasiteilchenba¨nder bei t′/t =
√
3/4 und ∆ = 2t′. Die Punkte
Γ = (0, 0, 0) und L = (pi2 ,
pi
2 ,
pi
2 ) liegen auf einem Energieniveau mit W = (0,
pi
2 , pi). An diesen Punkten
fa¨llt E+ bzw. E− bei halber Bandfu¨llung mit F zusammen. Fu¨r t′/t >
√
3/4 liegt E+(Γ) bei sich
o¨ffnendem Gap tiefer als E+(L).
54 KAPITEL 4. DER SCHWACH-KOPPLUNGSLIMES
0 0.2 0.4 0.6
t’
0
2
4
6
8
10
Uc(t’) AFI AFM
PM
Abbildung 4.5: Hartree-Fock-Phasendiagramm des Hubbard-Modells auf dem kubischen Gitter bei der
Temperatur T = 10−2, wobei Uc und UGap gegen die Amplitude t′ zu u¨berna¨chsten Nachbarn aufgetragen
sind (t = 1). Die Punkte bezeichnen die berechnetenWerte von UGap(t′), bei dieser Kopplungssta¨rke o¨ffnet
sich die indirekte Bandlu¨cke. Die Dreiecke kennzeichnen den diskontinuierlichen magnetischen U¨bergang
ab dem Frustrationsgrad t′/t > 0.5.
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Abbildung 4.6: Bethegitter mit Amplitude t zwischen na¨chsten und t′ zwischen u¨berna¨chsten Nachbarn,
wobei der U¨bersichtlichkeit halber nicht alle t′-Verbindungen eingezeichnet sind. Der Cayley-Baum ist
ein bipartites Gitter, d.h. er setzt sich aus zwei Untergittern, bezeichnet mit A und B, zusammen.
4.4 Hartree-Fock auf dem Bethegitter
Um die Ergebnisse der Berechnungen in dynamischer Mean-Field-Theorie, die aus bereits
erwa¨hnten Gru¨nden am unendlichdimensionalen Bethegitter durchgefu¨hrt werden, mit
den Ergebnissen der Schwach-Kopplungsapproximation direkt vergleichen zu ko¨nnen, wer-
den einige physikalische Gro¨ßen zuna¨chst in entsprechender Hartree-Fock-Na¨herung be-
rechnet. Im Fall des Bethegitters muß jedoch eine andere Vorgehensweise als beim hyper-
kubischen Gitter gewa¨hlt werden, da es hier keine Fouriertransformation in den k-Raum
gibt. Eine Vereinfachung durch Diagonalisierung des Hartree-Fock-Hamilton-Operators
ist nicht mo¨glich.
4.4.1 Das Bethegitter in d =∞
Das Bethegitter, ein anderer Name hierfu¨r ist Cayley-Baum, wird durch seine Konnek-
tivita¨t K = Z − 1 charakterisiert, wobei Z die Anzahl na¨chster Nachbarn eines Gitter-
platzes bezeichnet, und die topologische Eigenschaft, daß auf ihm keine geschlossenen
Schleifen existieren, vorausgesetzt man betrachtet nur Verbindungen zwischen na¨chsten
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Nachbarn. Als Folge davon zerfa¨llt es bei Entfernen eines einzigen Gitterplatzes in Z
nichtzusammenha¨ngende Komponenten. Dies ist jedoch nicht der Fall, wenn man Verbin-
dungen zwischen u¨berna¨chsten Nachbarn hinzunimmt (siehe Abb. 4.6). Eine Mo¨glichkeit,
das Hubbard-Modell mit t und t′ 6= 0 auf dem Bethegitter unendlicher Konnektivita¨t
zu lo¨sen, wird in Anhang C vorgestellt. Damit die kinetische Energie auch fu¨r den Fall
Z →∞ endlich bleibt, mu¨ssen die Hu¨pfamplituden folgendermaßen reskaliert werden:
t =
t∗√
Z
, t′ =
t′∗
Z
(4.78)
Meist wird t∗, die effektive Na¨chst-Nachbar-Amplitude, gleich 1 gesetzt. Die Anzahl u¨ber-
na¨chster Nachbarn ist Z(Z−1), also von der Ordnung Z2. Um den Einfluß von Frustration
zu untersuchen, werden die Rechnungen zu unterschiedlichen Werten von 0 ≤ t′∗ ≤ 1
ausgefu¨hrt.
4.4.2 Der Hartree-Fock-Propagator
Vor dem diagrammatischen Hintergrund der perturbativen Lo¨sung des Problems lassen
sich physikalische Gro¨ßen u¨ber Propagatoren berechnen. Der nichtwechselwirkende loka-
le Propagator des Hubbard-Modells auf dem Bethegitter unendlicher Konnektivita¨t in
Ortsdarstellung ist durch Selbstkonsistenzgleichungen in impliziter Form gegeben:
G−10Aσ(iωn) = iωn + µ−
t′2G0Aσ(iωn)
1− t′G0Aσ(iωn) −
t2G0Bσ(iωn)(1− t′G0Bσ(iωn))
(1− t′G0Aσ(iωn)− t′G0Bσ(iωn))2
G−10Bσ(iωn) = iωn + µ−
t′2G0Bσ(iωn)
1− t′G0Bσ(iωn) −
t2G0Aσ(iωn)(1− t′G0Aσ(iωn))
(1− t′G0Aσ(iωn)− t′G0Bσ(iωn))2
(4.79)
In diesen Gleichungen kommen nur noch reskalierte Amplituden vor, weswegen im Folgen-
den auf eine Kennzeichnung durch “∗” verzichtet wird. Die Relationen (4.79) lassen sich
u¨ber die sogenannte Cavity-Methode herleiten [4]. Eine weitere Mo¨glichkeit besteht dar-
in, ausgehend von der lokalen Lo¨sung des Problems alle Hu¨pf-Pfade in geeigneter Weise
aufzusummieren; eine ausfu¨hrliche Darstellung dieser sogenannten renormierten Sto¨rungs-
entwicklung (RPE) fu¨r t′ = 0 ist in [29] zu finden, wa¨hrend die Erweiterung auf den Fall
t′ 6= 0, die vollsta¨ndige Translationsinvarianz bei Verschiebung um einzelne Gitterpla¨tze
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garantiert, in Anhang C beschrieben wird. Da fu¨r den Grenzfall Z →∞ die Sto¨rungstheo-
rie hinsichtlich der On-Site-Wechselwirkung im Hubbard-Modell rein lokaler Natur ist [35],
gelten die Selbstkonsistenzgleichungen (4.79) auch fu¨r den vollen Propagator Giσ(iωn),
wobei µ → µ − Σiσ(iωn) und G0iσ(iωn) → Giσ(iωn) zu ersetzen ist. Die Selbstenergie
Σ = G−10 −G−1 ist die Summe aller irreduziblen Feynman-Diagramme mit zwei Valenzen
(unter irreduziblen Feynman-Diagrammen versteht man alle zusammenha¨ngenden Gra-
phen der Sto¨rungstheorie, die nicht durch das Wegnehmen eines einzigen nichtwechselwir-
kenden Propagators in mehrere Komponenten zerfallen). In den seltensten Fa¨llen ist es
mo¨glich, die Selbstenergie direkt zu berechnen, weswegen man fast immer auf Na¨herungs-
methoden angewiesen ist. Abha¨ngig vom Problem oder der Fragestellung wa¨hlt man eine
mehr oder weniger geeignete Methode um die physikalischen Pha¨nomene zu beschreiben.
In Hartree-Fock-Approximation werden nur die Selbstenergie-Diagramme erster Ordnung
beru¨cksichtigt, was dazu fu¨hrt, daß die Hartree-Fock-Selbstenergie frequenzunabha¨ngig
ist. Anstatt des nichtwechselwirkenden wird jedoch der selbstkonsistent zu bestimmen-
de wechselwirkende Propagator in die Diagramme eingefu¨gt. Aufgrund der Lokalita¨t der
Hubbard-Wechselwirkung fa¨llt in diesem Modell der sogenannte Fock- oder Austausch-
Term weg, und die Hartree-Fock-Theorie reduziert sich auf die Hartree-Theorie. Die lokale
Selbstenergie besteht aus einem einzigen Diagramm und wird in jedem Konvergenzschritt
erneut berechnet, indem man den vollen Propagator kontrahiert (Abb. 4.7). Die Kontrak-
tion liefert die wechselwirkende Dichte
〈niσ〉 = 〈cˆ†iσ cˆiσ〉 = lim
η→0+
Giσ(−η) = lim
η→0+
T
∑
n
eiωnηGiσ(iωn). (4.80)
Die Hartree-Fock-Selbstenergie und das sich daraus ergebende effektive Potential ent-
spricht also der mit der Kopplungssta¨rke U gewichteten mittleren Dichte der Elektronen
der jeweils anderen Spinsorte am gleichen Gitterplatz:
Σiσ = U〈ni−σ〉 (4.81)
Bei der Berechnung von (4.80) ist aufgrund der Unstetigkeit von Giσ(τ) bei τ = 0 der
Faktor eiωnη in der Frequenzsumme notwendig, damit die Summe gegen den richtigen
Grenzwert konvergiert. Eine Mo¨glichkeit, die Dichte trotz der 1/ωn-Abha¨ngigkeit von
Giσ(iωn) fu¨r ωn → ∞ ohne Konvergenzfaktor zu berechnen, besteht darin, die Summe
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= +
Abbildung 4.7: Selbstenergie-Einschub in Hartree-Na¨herung (links) und die entsprechende Dyson-
gleichung (rechts). Die fetten Pfeile bezeichnen den selbstkonsistent zu bestimmenden vollen Hartree-
Propagator, wa¨hrend die du¨nnen Linien fu¨r den nichtwechselwirkenden Propagator stehen.
folgendermaßen umzuschreiben:
〈niσ〉 = T
∑
n
[ Giσ(iωn)−G0iσ(iωn) ] + 〈n0iσ〉 (4.82)
Die Summe u¨ber die Differenz der beiden Propagatoren ist absolut konvergent und kann
daher bei numerischen Berechnungen bei einem endlichen nmax, das man in Abha¨ngig-
keit von der Temperatur geeignet wa¨hlt, abgebrochen werden. Die nichtwechselwirkende
Dichte 〈n0iσ〉 la¨ßt sich durch geschicktes Anwenden des Residuensatzes, welches auf das
bekannte Integral u¨ber die DOS und die Fermiverteilung fu¨hrt, berechnen [31]:
〈n0iσ〉 = lim
η→0+
T
∑
n
eiωnηG0iσ(iωn) = lim
η→0+
T
∑
n
∫ eiωnηD()d
iωn + µ−  =
∫ D()d
1 + eβ(−µ)
(4.83)
Die Gesamtdichte pro Gitterplatz n = 〈ni↑〉+ 〈ni↓〉, sowie die Untergittermagnetisierung
m = |〈ni↑〉 − 〈ni↓〉| und die Doppelbesetzung 〈ni↑ni↓〉 = 〈ni↑〉〈ni↓〉 ergeben sich unmit-
telbar aus den Dichten der einzelnen Spinsorten. Gerade bei der Doppelbesetzung wird
die fehlende Beru¨cksichtigung der Korrelationen am deutlichsten sichtbar, denn sie ist
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im Fall ungebrochener Symmetrie stets konstant. Bei n = 1 und m = 0 ergibt sich in
Hartree-Fock-Approximation 〈ni↑ni↓〉 = 0.25. Um die Bedingung konstanter Dichte auch
abseits von Perfect-Nesting zu erfu¨llen, muß das chemische Potential µHF in Abha¨ngigkeit
von U , T und t′ entsprechend eingestellt werden (Abb. 4.8). Bei sehr tiefen Temperaturen
und großen U -Werten hat sich bereits ein deutliches Gap ausgebildet, das chemische Po-
tential reagiert daher empfindlich auf kleinste Abweichungen der Dichte vom Wert n = 1
und weist z.B. bei U = 2.5, t′ = 0.5 und T ≤ 0.03 gro¨ßere Schwankungen auf. Ande-
rerseits zeigt sich, daß bei weniger hohen U -Werten in der symmetriegebrochenen Phase
Dichtefluktuationen von Konvergenzschritt zu Konvergenzschritt eine exakte Einstellung
des chemischen Potentials ab einer bestimmten Temperatur nicht mehr mo¨glich machen.
Ein reales System wu¨rde unter Umsta¨nden auf eine derartige Instabilita¨t mit Phasense-
paration reagieren, d.h. man fa¨nde gleichzeitig Bereiche mit n < 1 und mit n > 1. Da
man jedoch im vorliegenden Fall nur an Ergebnissen zu n = 1 interessiert ist, wurden die
bei hohen Temperaturen beginnenden numerischen Rechnungen abgebrochen, sobald die
Bedingung konstanter Dichte nicht mehr erfu¨llt werden konnte. In Abbildung 4.9 ist die
Untergittermagnetisierung gegen die Temperatur zu U = 1 und U = 2 fu¨r unterschiedlich
stark frustrierte Systeme 0 ≤ t′ ≤ 1 angetragen. Bei kleiner bis mittlerer Frustration
findet man den fu¨r einen kontinuierlichen U¨bergang typischen wurzelfo¨rmigen Anstieg, zu
tieferen Temperaturen hin sa¨ttigt die Magnetisierung, wobei dieser Wert stark von U und
kaum von t′ abha¨ngt. Erst bei mittlerer bis starker Frustration findet man abweichendes
Verhalten. Solange die Spins so stark frustriert sind, daß auch bei sehr tiefen Temperatu-
ren keine Magnetisierung auftritt, konnte µHF bis T = 0.005 berechnet werden, im Fall
U = 1 bei t′ ≥ 0.75, im Fall U = 2 jedoch erst bei t′ = 1. Die Instabilita¨t hinsichtlich
konstanter Dichte ku¨ndigt sich bei U = 1 und t′ = 0.25 bzw. U = 2 und t′ = 0.75 von
ho¨heren Temperaturen kommend bereits dadurch an, daß auch bei den entsprechenden
Kurven der Untergittermagnetisierung bei vorgegebener Dichte n = 1, plo¨tzlich die zu
den tiefsten Temperaturen geho¨renden Punkte deutlich vom ansonsten stetigen Verlauf
der Magnetisierung abweichen.
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Abbildung 4.8: Das chemische Potential zu t′ = 0.5 und 0.75. Da sich bei tiefen Temperaturen und
großen U -Werten ein deutliches Gap ausbildet, reagiert das chemische Potential empfindlich auf kleinste
Abweichungen der Dichte vom Wert n = 1, wie etwa bei U = 2.5, t′ = 0.5 und T ≤ 0.03 deutlich zu
erkennen. Bei weniger hohen U -Werten kann aufgrund von Phasenseparation das chemischen Potentials
zu n = 1 ab einer bestimmten Temperatur nicht mehr exakt eingestellt werden (U ≤ 2.0 und t′ = 0.5).
4.4.3 Thermodynamische Gro¨ßen
Wie in Anhang D gezeigt wird, kann die kinetische Energie u¨ber eine Propagatorrelation
berechnet werden:
Ekin = T
∑
nσ
{ 1
2
(
iωn + µ− ΣA
)
GAσ +
1
2
(
iωn + µ− ΣB
)
GBσ − 1
}
In Abbildung 4.10 ist die innere Energie E = Ekin+Epot mit Epot = U〈n↑n↓〉 in Abha¨ngig-
keit von der Temperatur fu¨r verschiedene U - und t′-Werte gezeigt (t = 1). Weitere thermo-
dynamische Gro¨ßen wie die spezifische Wa¨rme (Abb. 4.11), die Entropie (Abb. 4.12) und
die freie Energie (Abb. 4.13) wurden durch numerische Differenziation und Integration
berechnet (vgl. mit den DMFT-Ergebnissen in Kap. 6). Die entsprechenden Kurven sind
fu¨r verschiedene U - und t′-Werte gegen die Temperatur angetragen. Bei ho¨heren effektiven
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Abbildung 4.9: Die Magnetisierung bei U = 1 und 2. Bei kleinem bis mittlerem t′ findet man den fu¨r
einen kontinuierlichen U¨bergang typischen wurzelfo¨rmigen Anstieg, zu tieferen Temperaturen hin sa¨ttigt
die Magnetisierung, wobei dieser Wert stark von U und kaum von t′ abha¨ngt. Fu¨r U = 1 tritt schon bei
t′ = 0.75 keine Magnetisierung mehr auf, fu¨r U = 2 erst bei t′ = 1. Auffa¨llig sind die zu den tiefsten
Temperaturen geho¨renden Punkte bei U = 1, t′ = 0.25 bzw. U = 2, t′ = 0.75, die deutlich vom ansonsten
stetigen Verlauf der Kurven abweichen. Darunter gelang es nicht mehr n = 1 einzustellen.
Kopplungssta¨rken, ein gro¨ßeres t′ erho¨ht die kinetische Energie, la¨ßt sich sowohl an der
inneren Energie als auch an den von ihr abgeleiteten Gro¨ßen eine starke U¨berscha¨tzung
der magnetischen Ordnung bzw. eine zu hohe Ne´el-Temperatur feststellen. Bei der spe-
zifischen Wa¨rme ist sehr deutlich zu erkennen, daß die innere Energie in Hartree-Fock-
Approximation, solange man sich in der nichtsymmetriegebrochenen Phase befindet, nur
um den konstanten Faktor U/4 verschoben ist. Fu¨r tiefe Temperaturen ergibt sich der typi-
sche lineare Anstieg, gefolgt von einem breiten Aktivierungspeak. Bei Symmetriebrechung
springt die spezifische Wa¨rme, die in der antiferromagnetischen Phase nach U¨berwindung
der Energielu¨cke steil ansteigt, auf die paramagnetische Einheitskurve zuru¨ck. A¨hnlich
verha¨lt es sich mit der Entropie, wobei sich Symmetriebrechung in einem Knick a¨ußert.
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Abbildung 4.10: Die innere Energie zu t′ = 0.5 und 0.75.
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Abbildung 4.11: Die spezifische Wa¨rme zu t′ = 0.5 und 0.75.
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Abbildung 4.12: Die Entropie zu t′ = 0.5 und 0.75.
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Abbildung 4.13: Die freie Energie zu t′ = 0.5 und 0.75.
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Kapitel 5
Der Stark-Kopplungslimes
Im Grenzfall U/t → ∞ ist bei halber Bandfu¨llung (n = 1) jeder Gitterplatz einfach
besetzt. Sto¨rungstheorie zweiter Ordnung, bei der virtuelle Spru¨nge eines spintragenden
Elektrons auf einen benachbarten Gitterplatz, auf dem ein Elektron mit entgegengesetz-
tem Spin sitzt, und wieder zum Ausgangspunkt zuru¨ck erlaubt sind, liefert eine Abbil-
dung des Hubbard-Modells auf das Heisenberg-Modell wechselwirkender Spins mit dem
Hamilton-Operator
HˆHeis = − 1
2
∑
i,j
JijSˆiSˆj. (5.1)
Die lokalisierten Spins werden durch die Operatoren Sˆi =
1
2
cˆ†iστσσ′ cˆiσ′ mit den Pauli-
matrizen τσσ′ =
{(
0
1
1
0
)
,
(
0
i
−i
0
)
,
(
1
0
0
−1
)}
dargestellt. Der Spin auf Gitterplatz i koppelt
mit dem Spin auf Gitterplatz j antiferromagnetisch, da die Grundzustandsenergie durch
virtuelle Ausflu¨ge zu benachbarten Gitterpla¨tzen nur dann abgesenkt werden kann, wenn
sich auf diesen Spins mit entgegengesetztem Vorzeichen befinden. Fu¨r die Kopplung ergibt
sich Jij = −4t2ij/U , wobei tij die entsprechende Hu¨pfamplitude ist. Auf einem bipartiten
Gitter sind die Spins zu einem gewissen Grad frustriert, wenn antiferromagnetische Kopp-
lungen zwischen na¨chsten und u¨berna¨chsten Nachbarn bestehen. Ein solches System wird
durch den Hamilton-Operator
HˆHeis = − J
∑
<i,j>
SˆiSˆj − J ′
∑
<<i,j>>
SˆiSˆj (5.2)
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beschrieben, wobei die erste Summe u¨ber alle Verbindungen (=Bonds) zwischen na¨chsten
und die zweite Summe u¨ber alle Verbindungen zwischen u¨berna¨chsten Nachbarn aus-
gefu¨hrt wird (J = −4t2/U , J ′ = −4t′2/U). Am einfachsten lo¨st man dieses Problem
mittels klassischer Mean-Field-Theorie. Die ihr zugrundeliegende Idee besteht darin, daß
das Verhalten eines Spin durch ein effektives Feld aller benachbarten Spins bestimmt wird.
Der Hamilton-Operator wird linearisiert, indem Fluktuationen in quadratischer Ordnung
vernachla¨ssigt werden:
SˆiSˆj → SˆiSˆj − ( Sˆi− < Sˆi > ) ( Sˆj− < Sˆj > )
= Sˆi < Sˆj > + Sˆj < Sˆi > − < Sˆi >< Sˆj > (5.3)
Die Erwartungswerte < Sˆi > werden durch mi/2 ersetzt, wobei mi, i ∈ A, B die ent-
sprechende Untergittermagnetisierung ist. Setzt man (5.3) in (5.2) ein und fu¨hrt die Sum-
mation u¨ber alle na¨chsten bzw. alle u¨berna¨chsten Gitterpla¨tze aus, so kommt man auf
folgenden effektiven Hamilton-Operator:
Hˆeff = − 1
2
∑
i∈A
(JZmB + J
′Z ′mA) Sˆzi −
1
2
∑
i∈B
(JZmA + J
′Z ′mB) Sˆzi
+
1
8
JZNmAmB +
1
16
J ′Z ′N
(
m2A +m
2
B
)
(5.4)
Z und Z ′ stehen fu¨r die Anzahl na¨chster bzw. u¨berna¨chster Nachbarn. Die kanonische
Zustandssumme bezu¨glich Hˆeff ist die Spur u¨ber alle mo¨glichen Spineinstellungen
ZK = Tr
[
e−βHˆeff
]
=
[
cosh
(
β
4
(
JZmB + J
′Z ′mA
))]N2[
cosh
(
β
4
(
JZmA + J
′Z ′mB
))]N2
·2N exp
{
βN
16
[
2JZmAmB + J
′Z ′
(
m2A +m
2
B
)]}
. (5.5)
Die freie Energie
F (mA,mB) = −kBT ln (ZK) = −NkBT
2
[
ln
(
2 cosh
(
β
4
(
JZmB + J
′Z ′mA
)))
+ ln
(
2 cosh
(
β
4
(
JZmA + J
′Z ′mB
))) ]
− N
16
[
2JZmAmB + J
′Z ′
(
m2A +m
2
B
)]
(5.6)
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kann unter der Annahme antiferromagnetischer Ordnung, also mA = −mB ≡ m noch
folgendermaßen vereinfacht werden:
F (m) = −NkBT ln
(
2 cosh
(
βm
4
(
JZ − J ′Z ′
)))
+
Nm2
8
(
JZ − J ′Z ′
)
(5.7)
Die Gleichgewichtslage des Systems erha¨lt man, indem man die freie Energie bezu¨glich m
variiert. ∂F/∂m = 0 liefert
m = tanh
(
βm
4
(
JZ − J ′Z ′
))
(5.8)
mit der Ne´el-Temperatur TN = (JZ−J ′Z ′)/4. Fu¨r T > TN besitzt die Gleichung na¨mlich
nur die triviale Lo¨sung m = 0, fu¨r T < TN existieren zwei weitere Lo¨sungen m 6= 0, wo-
bei m = 0 instabil ist. Wie erwartet reduziert Frustration die Tendenz, langreichweitige
Ordnung auszubilden. Im Fall JZ = J ′Z ′ wird Antiferromagnetismus sogar vollkommen
unterdru¨ckt, wobei fu¨r das hyperkubische Gitter (d > 1) Z = 2d und Z ′ =
(
d
2
)
22 gilt, im
Fall des Bethegitters der Konnektivita¨t K ist Z = K+1 und Z ′ = Z(Z− 1). Im Rahmen
der Ginzburg-Landau-Theorie wird die freie Energie in der Na¨he des Phasenu¨bergangs fu¨r
kleine Parameter in Potenzreihen entwickelt und man kommt auf die sogenannte Landau-
Funktion. Die Struktur ihrer Minima gibt Aufschluß daru¨ber, ob sich U¨berga¨nge konti-
nuierlich oder diskontinuierlich vollziehen (siehe z.B. [36]). Im vorliegenden Fall ko¨nnen
diskontinuierliche U¨bergange prinzipiell ausgeschlossen werden.
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Kapitel 6
Der Bereich mittlerer Kopplung
Kapitel 4 behandelte das Hubbard-Modell bei schwacher Kopplung, die approximative
Lo¨sung des Problems erfolgte durch Diagonalisieren des Hartree-Fock-Hamilton-Operators.
In Kapitel 5 wurde der Fall starker Wechselwirkung diskutiert. Die Tatsache, daß die
magnetischen Momente weitgehend lokalisiert sind, erlaubte die Abbildung auf das Heisen-
berg-Modell antiferromagnetisch gekoppelter Spins und eine Lo¨sung mittels klassischer
Mean-Field-Theorie. Ausgehend von den bekannten Ergebnissen des Problems ohne Wech-
selwirkung (U/t→ 0) bzw. des atomaren Limes (U/t→∞) gelangte man in den jeweiligen
Parameterbereichen durch Sto¨rungsentwicklungen auf relativ einfachem Weg zumindest
zu qualitativen Aussagen u¨ber das System.
6.1 Der nichtperturbative Charakter des Problems
Im Gegensatz zu den Grenzfa¨llen im Hubbard-Modell entzieht sich der Bereich mitt-
lerer Kopplung weitgehend der Lo¨sung durch sto¨rungstheoretische Ansa¨tze. Ein Grund
dafu¨r ist das Wechselspiel zwischen kinetischer und potentieller Energie von vergleich-
barer Gro¨ßenordnung. Die Tendenz der wechselwirkenden Elektronen sich zu lokalisieren
konkurriert mit ihrer Eigenschaft, sich in gegebenenfalls u¨ber das gesamte Gitter ausge-
dehnten Zusta¨nden zu bewegen. Wie bereits in Absatz 2.2.1 erwa¨hnt suchte man zuna¨chst
nach verbesserten Methoden, sich dem Mott-U¨bergang ausgehend von den Grenzfa¨llen zu
na¨hern. So diskutierte Hubbard [3] die Effekte in d- und f -Bandsystemen in Hinblick auf
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die Heitler-London-Theorie, wobei er darauf hinwies, daß die Elektronensysteme seltener
Erden aufgrund u¨beraus großer Korrelationen durch diese atomare Theorie relativ gut
wiedergegeben werden, in U¨bergangsmetallen, ihren Verbindungen und Salzen jedoch zu-
dem der Aspekt der Delokalisierung von entscheidender Bedeutung ist, auch wenn die am
Ladungstransport beteiligten Energieba¨nder vergleichsweise schmal sind. Zur Beschrei-
bung korrelierter d-Bandsysteme bedu¨rfe es seiner Meinung nach einer Theorie, die eine
“Bru¨cke zwischen Bandtheorie und Heitler-London-Theorie” bildete. Als Ansatz einer
solchen schlug er das nach ihm benannte Modell vor, welches sich wie in den vorangegan-
genen Kapiteln ausfu¨hrlich erla¨utert fu¨r die Problemstellung in mehrerlei Hinsicht als sehr
geeignet erweisen sollte, es zu lo¨sen stellte jedoch eine weitere Herausforderung dar. Hub-
bard selbst wa¨hlte als Lo¨sungsverfahren Greenfunktion-Entkopplungsapproximationen
und es gelang ihm in der weniger drastischen Hubbard-III-Na¨herung einige unbefriedi-
gende Eigenschaften der Hubbard-I-Na¨herung zu beseitigen. So lieferte die modifizierte
Hubbard-III-Version die korrekte Anzahl von Pseudoteilchen-Zusta¨nden pro Hubbard-
Band und eine nicht mehr unendliche Lebensdauer der Pseudoteilchen-Anregungen. Die
wesentliche Erweiterung der approximativen Lo¨sung bestand darin, daß das effektive Feld,
in dem sich die Elektronen mit Spin σ bewegen und das sich aus den statistisch u¨ber
das Gitter verteilten Elektronen mit Spin −σ konstituiert, nicht mehr als statisch ange-
nommen wurde, vielmehr wurde die Dynamik der Elektronen der anderen Spinsorte mit-
beru¨cksichtigt. Eine weitere Verbesserung lag mit Sicherheit auch in der Tatsache, daß sich
die spektrale Dichte nun erst bei einer endlichen kritischen Wechselwirkung in die beiden
Hubbard-Ba¨nder teilt. In dieser Na¨herung gelangte Hubbard zu einem richtigen Versta¨nd-
nis des Mott-Isolators. Das von ihm proklamierte Szenarium des Metall-Isolator-U¨ber-
gangs allein als Verschmelzen der beiden Hubbard-Ba¨nder zu einem einzigen Band zeig-
te jedoch auf der metallischen Seite Inkonsistenzen mit Landaus Fermiflu¨ssigkeitstheorie.
Brinkman und Rice [21] wiesen auf die Unstimmigkeit hin und konzentrierten sich auf die-
sen Aspekt, indem sie das paramagnetische Metall unter Verwendung des Gutzwillerschen
Variationsansatzes [22] als stark renormierte Fermiflu¨ssigkeit beschrieben. Dabei konnten
sie zeigten, daß mit einer kritischen Wechselwirkung UBR das Quasiteilchen-Residuum, der
sogenannte Z-Faktor, der die Diskontinuita¨t der Besetzungszahl an der Fermikante bei
T = 0 vermindert, wie 1− (U/UBR)2 gegen Null strebt und mit ihm die Doppelbesetzung
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wie (1 − U/UBR)/4. Mit dem Verschwinden der Fermifla¨che lokalisieren sich die Quasi-
teilchen und die mit dem Z-Faktor in einfachem funktionalen Zusammenhang stehende
renormierte Masse m∗ divergiert. In der Brinkman-Rice-Beschreibung setzt der Metall-
Isolator-U¨bergang also ein, wenn das Fermiflu¨ssigkeitsverhalten auf der paramagnetischen
metallischen Seite zusammenbricht. Die von Landau entwickelte pha¨nomenologische Be-
schreibung von stark wechselwirkenden Systemen als sogenannte Fermiflu¨ssigkeit vermag
physikalische Effekte, die in Zusammenhang mit dem Anregungsspektrum in unmittelba-
rer Na¨he der Fermifla¨che stehen, sehr effizient wiederzugeben, in dieser Theorie jedoch
nicht enthalten sind inkoha¨rente Teilchen-Loch-Anregungen, die von F weiter entfernt
liegen und von geringerer Lebensdauer sind. Aus diesem Grund ist sie mit Sicherheit
nicht dazu geeignet, das System auf der Isolatorseite wiederzugeben.
Trotz ihrer Ma¨ngel ko¨nnen beide Ansa¨tze, Hubbard-III-Na¨herung und Brinkman-Rice,
als die wesentlichen Versatzstu¨cke angesehen werden, die zu einem wenn auch nur groben
Versta¨ndnis des stark korrelierten Systems in der Na¨he des U¨bergangs beitragen. Zu einer
vollsta¨ndigen Beschreibung bedarf es hingegen einer Theorie, die beide Aspekte von vorn-
herein beinhaltet. In den folgenden Abschnitten wird die dynamische Mean-Field-Theorie
vorgestellt, bei der wie in der klassischen Weissschen Theorie alle nichtlokalen Freiheits-
grade durch ein effektives Weisssches Feld wiedergegeben werden und die Lo¨sung durch
Selbstkonsistenz erlangt wird. Zuna¨chst jedoch soll der Zugang zu dem Problem von der
pha¨nomenologischen Seite her motiviert und physikalisch in einen gro¨ßeren Zusammen-
hang gestellt werden.
Die schematische Darstellung 6.1 zeigt die Spektralfunktion des Hubbard-Modells
zu einem Parametersatz in der Na¨he des Mottschen U¨bergangs. Der schmale Peak bei
ω = 0 von halber Breite ∗F = ZD, D bezeichnet an dieser Stelle die halbe Bandbrei-
te der nichtwechselwirkenden Zustandsdichte, repra¨sentiert das Anregungsspektrum der
Quasiteilchen und weist das System als Metall aus. Mit dem Z-Faktor, dem spektralen
Gewicht der Quasiteilchen-Anregungen, verschwindet die reduzierte Niederenergieskala
gema¨ß Brinkman-Rice am U¨bergang zum isolatorischen Zustand. Mu¨ller-Hartmann [37]
wies in diesem Zusammenhang auf eine Besonderheit hin, die aus dem Luttinger-Theorem
fu¨r eine impulsunabha¨ngige Selbstenergie folgt, das sogenannte Pinning. Unabha¨ngig vom
Quasiteilchen-Gewicht nimmt die Spektralfunktion ρ(ω) bei ω = 0 den Wert der nicht-
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U/2−U/2 0
Abbildung 6.1: Schematische Darstellung der Spektralfunktion fu¨r das Hubbard-Modell in der Na¨he des
Mott-U¨bergangs. Der schmale Peak bei ω = 0 von halber Breite ∗F = ZD, D bezeichnet an dieser Stelle
die halbe Bandbreite der nichtwechselwirkenden Zustandsdichte, repra¨sentiert das Anregungsspektrum
der Quasiteilchen und weist das System als Metall aus. Die inkoha¨renten Ladungsanregungen im Bereich
±U/2, wobei das ho¨herliegende Hubbard-Band den Doppelbesetzungen, das tieferliegende den Lochanre-
gungen entspricht, sind von den kollektiven Spinanregungen in der Na¨he der Fermikante energetisch klar
unterschieden.
wechselwirkenden DOS an, der zentrale Peak nimmt ab, indem er bei gleichbleibender
maximaler Ho¨he schma¨ler wird. Die inkoha¨renten Ladungsanregungen im Bereich ±U/2,
wobei das ho¨herliegende Hubbard-Band den Doppelbesetzungen, das tieferliegende den
Lochanregungen aus dem halbgefu¨llten Grundzustand entspricht, sind von den kollektiven
Spinanregungen in der Na¨he der Fermikante energetisch klar unterschieden. Im Isolator
sind die beiden Hubbard-Ba¨nder durch eine Energielu¨cke der Gro¨ßenordnung U − 2D
getrennt, D bezeichnet hier die halbe Bandbreite eines Hubbard-Bandes, im Metall hin-
gegen muß die Spektralfunktion zwischen den ausgepra¨gten Strukturen abha¨ngig von
Temperatur und Kopplung nicht zwingend den Wert Null annehmen, wie in Abbildung
6.1 schematisch und etwas vereinfacht dargestellt.
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Entgegen der U¨berschrift dieses Abschnitts wird nun einigen sto¨rungstheoretischen U¨ber-
legungen nachgegangen, wobei man sehen wird, daß bereits in niedrigen Ordnungen quali-
tativ wertvolle Einsichten gewonnen werden ko¨nnen. Wie in Kapitel 3 erla¨utert, gibt
die Selbstenergie in Hartree-Fock-Approximation nur eine instantane Wechselwirkung
mit dem effektiven Medium wieder, sie besitzt keine Frequenzabha¨ngigkeit, in d → ∞
nicht einmal Impulsabha¨ngigkeit, sondern sie entspricht nur einer konstanten Verschie-
bung der Grundzustandsenergie, die die nichtwechselwirkende DOS nicht wesentlich zu
modifizieren vermag. Eine Struktur wie in Abbildung 6.1 wird sich vielmehr erst ergeben,
wenn die Frequenzabha¨ngigkeit der Selbstenergie beru¨cksichtigt wird. Bemerkenswerter-
weise genu¨gt bereits die na¨chstho¨here Ordnung [38], um die sich aus Retardierungseffekten
ergebenden essentiellen Vielteilchen-Charakteristika in Form einer entsprechend gearte-
ten Spektralfunktion wiederzugeben. Die Selbstkonsistenzgleichungen der oben erwa¨hnten
dynamischen Mean-Field-Theorie wurden von Georges und Kotliar fu¨r die nichtsymmetrie-
gebrochene Phase zuna¨chst in sogenannter iterierter Sto¨rungstheorie gelo¨st [39]. In dieser
wird das auf eine Single-Site-Dynamik reduzierte Problem in zweiter Ordnung Sto¨rungs-
theorie selbstkonsistent gelo¨st, indem in die entsprechenden irreduziblen Diagramme der
Selbstenergie der Hartree-Fock-Propagator oder das als “nackter” Propagator verstan-
dene dynamische Weisssche Feld eingesetzt wird (vgl. auch [4]). Die Theorie beinhaltet
somit Streuprozesse u¨ber virtuelle Zwischenzusta¨nde, an denen bis zu drei Quasiteilchen-
Anregungen mit endlicher Lebensdauer beteiligt sind. Die iterativ gewonnene Lo¨sung
zeigt qualitativ bereits die wesentlichen Merkmale des Mott-U¨bergangs in der paramagne-
tischen Phase, will man jedoch zu quantitativ verla¨ßlicheren Ergebnissen gelangen oder
symmetriegebrochene Phasen untersuchen, muß man eine andere Lo¨sungsmethode wa¨hlen.
Abschließend sei auf die Analogie des stark korrelierten metallischen Zustands in der
Na¨he des Mott-U¨bergangs zu einem weiteren Vielteilchen-Effekt verwiesen, dem Kondo-
Problem. Ein lokalisierter Spin befindet sich in Wechselwirkung mit den Spins der Band-
elektronen, der Grundzustand des Systems ist ein “kompensierender Vielteilchen-Singlett-
zustand” [40]. Die erste exakte Lo¨sung des nichtperturbativen Kondo-Problems erfolgte
1975 durch die numerische Renormierungsgruppen-Rechnung Wilsons [41]. Die Analogie
zum Mott-U¨bergang la¨ßt sich unter anderem dadurch erkla¨ren, daß sich die durch den
Hamilton-Operator des Hubbard-Modells beschriebene Physik bei halber Bandfu¨llung
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und genu¨gend hoher Coulomb-Abstoßung auf ein effektives Problem reduzieren la¨ßt, bei
dem wie im Kondo-Modell [42] nur noch zeitlich fluktuierende Spin-Freiheitsgrade auf
einer Niederenergieskala eine Rolle spielen. Daher wird der zentrale Peak der Spektral-
funktion in Abbildung 6.1 auch Kondo-Resonanz genannt. (Die Existenz einer Reduk-
tion des Single-Impurity-Anderson-Modell-Hamilton-Operators [43] auf einen effektiven
Kondo-Hamiltonian wurde bereits 1966 von Schrieffer undWolff [44] gezeigt. Einen breiten
U¨berblick u¨ber neuere Untersuchungen und Ergebnisse im Zusammenhang mit Quanten-
Impurity-Systemen, bei dem das Kondo-Problem auch im Rahmen der dynamischen
Mean-Field-Theorie behandelt wird, gibt Hofstetter [45].)
In stark korrelierten Systemen treten also generell lokale Quantenfluktuationen auf,
wobei im Hubbard-Modell außer den Spin-Freiheitsgraden, die auch beim Kondo-Screening
eine Rolle spielen, die Besetzung der einzelnen Gitterpla¨tze zeitlich variieren kann. Diese
zeitlichen Fluktuationen werden in der dynamischen Mean-Field-Theorie, die im folgenden
Abschnitt vorgestellt wird, von vornherein beru¨cksichtigt.
6.2 Dynamische Mean-Field-Theorie
Im allgemeinen beruht die Mean-Field-Beschreibung von Systemen mit vielen Freiheits-
graden auf der Na¨herung durch ein effektives Feld. Im Fall eines wechselwirkenden Fermi-
systems beispielsweise besteht die Hartree-Fock-Approximation darin, daß die Teilchen-
Teilchen-Wechselwirkung durch ein effektives Potential ersetzt wird, in dem sich das ein-
zelne Fermion bewegt. Die Gesamtheit aller in dieser Form wechselwirkenden Teilchen
generiert wiederum das effektive Feld, welches selbstkonsistent bestimmt werden kann.
A¨hnlich ist es bei der klassischen Weissschen Theorie in Anwendung auf das Heisenberg-
Modell. Hier ist es die mittlere Magnetisierung der Gitternachbarn, die die Ausrichtung
jedes einzelnen Spins beeinflußt. Selbstkonsistenz ergibt sich, da das Mittel u¨ber alle Spin-
Einstellungen gegebenenfalls zusammen mit dem zusa¨tzlich angelegten a¨ußeren Magnet-
feld das effektive Weisssche Feld liefert, an das der einzelne Spin koppelt. Wie im vor-
angegangenen Abschnitt erla¨utert lassen sich die klassischen Mean-Field-Theorien wegen
lokaler Quantenfluktuationen nicht einfach auf das Hubbard-Modell u¨bertragen. Als Ver-
allgemeinerung der Weissschen Theorie wurde zur Lo¨sung des Hubbard-Modells die dyna-
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mische Mean-Field-Theorie (DMFT), die wie die klassische Theorie im Grenzfall Z →∞
exakt wird (Z bezeichnet die Anzahl benachbarter Gitterpla¨tze.) in einer Reihe von Ar-
beiten [35, 46, 47, 48, 49, 50, 51, 52] entwickelt. Auch bei dieser Mean-Field-Beschreibung
besteht die essentielle Idee darin, das Problem aller Gitterfreiheitsgrade durch eine lokale
Theorie zu ersetzen. Der betrachtete Gitterplatz befindet sich in Austausch mit einem
effektiven Medium, beschrieben durch die Wirkung
Seff (ci, c
∗
i ) = −
∫
dτ
∫
dτ ′
∑
σ
c∗iσ(τ)G−1iσ (τ, τ ′)ciσ(τ ′) + U
∫
dτ ni↑(τ)ni↓(τ). (6.1)
In G−1iσ (τ, τ ′) = G−1iσ (τ − τ ′), dem dynamischen Weissschen Feld, sind alle nichtlokalen
Freiheitsgrade enthalten. Es beschreibt die Kopplung des betrachteten Gitterplatzes an
das Elektronenbad des gesamten Gitters, weswegen G auch als Badpropagator bezeichnet
wird. Hierbei handelt es sich um ein lokales, jedoch nicht um ein Einteilchenproblem,
da der betrachtete Gitterplatz im Laufe seiner Propagation in der imagina¨ren Zeit alle
vier ihm zur Verfu¨gung stehenden Zusta¨nde annimmt, also mit keinem, je einem oder
zwei Teilchen entgegengesetzten Spins besetzt wird. In gewissem Sinn spielt G auch die
Rolle eines nackten Propagators, da in Gleichung (6.1) durch den ersten Term eine von
der On-Site-Wechselwirkung U abgekoppelte effektive Dynamik beschrieben wird und
G = G0 im nichtwechselwirkenden Fall gilt. Wie in den klassischen Mean-Field-Theorien
ist G mitG durch Selbstkonsistenzgleichungen verbunden. Fu¨r das Bethegitter unendlicher
Konnektivita¨t mit Unterscheidung zweier Untergitter und t′ 6= 0 besitzen sie die folgende
Form:
G−1Aσ(iωn) = iωn + µ−
t′2GAσ(iωn)
1− t′GAσ(iωn) −
t2GBσ(iωn)(1− t′GBσ(iωn))
(1− t′GAσ(iωn)− t′GBσ(iωn))2
G−1Bσ(iωn) = iωn + µ−
t′2GBσ(iωn)
1− t′GBσ(iωn) −
t2GAσ(iωn)(1− t′GAσ(iωn))
(1− t′GAσ(iωn)− t′GBσ(iωn))2 (6.2)
Eine Herleitung dieser Gleichungen ist in Anh. C zu finden, wobei an dieser Stelle auf fol-
gende Entsprechung von dynamischer Mean-Field-Theorie und der in Abschnitt 4.4 vor-
gestellten Hartree-Fock-Approximation des vorliegenden Problems hingewiesen sei. Zwi-
schen dem dynamischen Weissschen Feld und dem vollen Propagator besteht die Relation
G−1iσ (iωn) = G−1iσ (iωn) + Σiσ(iωn). Eliminiert man G, ergeben sich die gleichen Selbst-
konsistenzgleichungen wie in Hartree-Fock, mit dem Unterschied, daß die lokale DMFT-
Selbstenergie noch immer ihre vollsta¨ndige Frequenzabha¨ngigkeit besitzt. Diese Tatsache
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ist ausschlaggebend dafu¨r, daß in dieser Theorie lokale Quantenfluktuationen von vorn-
herein beru¨cksichtigt werden. Die Lo¨sung des Problems erfolgt durch Selbstkonsistenz,
wobei der lokale Propagator
Giσ(τ, τ
′) = − < T cˆiσ(τ)cˆ†iσ(τ ′) >Seff (6.3)
u¨ber einen effektiven Pfadintegralformalismus bestimmt wird, der in Abschnitt 6.2.2 dar-
gestellt wird.
6.2.1 Geschichtlicher U¨berblick
Entscheidend bei der Entwicklung der dynamischen Mean-Field-Theorie war die Erkennt-
nis von Metzner und Vollhardt [35], daß bei geeigneter Skalierung der Hu¨pfamplituden in
Gittermodellen korrelierter Fermionen auch der Grenzfall Z →∞ zu nichttrivialen Resul-
taten fu¨hrt und jede Sto¨rungsentwicklung rein lokaler Natur ist. Es la¨ßt sich na¨mlich zei-
gen, daß in der Skelett-Diagramm-Entwicklung, einer diagrammatischen Sto¨rungsreihe, in
welcher alle Feynmandiagramme mit Selbstenergie-Einschu¨ben dadurch eliminiert werden,
daß in den verbleibenden Skelett-Diagrammen statt des freien der wechselwirkende Propa-
gator eingefu¨gt wird, alle nichtlokalen Beitra¨ge in Z →∞ kollabieren. Mu¨ller-Hartmann
[46] bewies ebenfalls die Lokalita¨t der Sto¨rungstheorie von Vielteilchen-Greenfunktionen
in hohen Dimensionen und leitete aus dem generell unbekannten Luttinger-Ward-Funk-
tional, welches er im Limes schwacher Kopplung entwickelte, Selbstkonsistenzgleichun-
gen fu¨r die Selbstenergie ab. Diese wiederum wurden als erstes von Brandt und Mielsch
[47] fu¨r das Falicov-Kimball-Modell gelo¨st. Van Dongen und Vollhardt [48] lieferten eine
Mean-Field-Interpretation der Selbstkonsistenzgleichungen. Janiˇs [49] leitete Funktional-
gleichungen der Greenfunktion und Selbstenergie fu¨r das Hubbard-Modell ab, wobei er der
dynamischen Coherent-Potential-Approximation folgte. Georges und Kotliar [39] wiesen
eine Korrespondenz der Funktionalgleichungen mit dem Single-Impurity-Anderson-Modell
(SIAM) nach, welches durch den Hamilton-Operator
HˆSIAM =
∑
j,σ
˜j cˆ
†
jσ cˆjσ +
∑
j,σ
Vj(cˆ
†
0σ cˆjσ + cˆ
†
jσ cˆ0σ)− µ
∑
σ
cˆ†0σ cˆ0σ +
U
2
∑
σ
nˆ0σnˆ0−σ, (6.4)
beschrieben wird [43], wobei die Badelektronen, erzeugt und vernichtet durch cˆ†jσ bzw. cˆjσ,
zu einem selbstkonsistent zu bestimmenden dynamischen Weissschen Feld ausintegriert
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werden und lo¨sten das Gleichungssystem der dynamischen Mean-Field-Theorie zuna¨chst
in iterierter Sto¨rungstheorie. Jarrell [50], Georges et al. [51] und Kotliar et al. [52] fanden
unabha¨ngig voneinander numerische Lo¨sungen der dynamischen Mean-Field-Gleichungen,
indem sie auf den Monte-Carlo-Algorithmus von Hirsch und Fye [13] zuru¨ckgriffen. Eine
weitere Mo¨glichkeit, das Problem im Rahmen der dynamischen Mean-Field-Theorie exakt
zu lo¨sen, besteht in einem Diagonalisierungsalgorithmus, der von Caffarel und Krauth [53]
entwickelt wurde.
6.2.2 Der effektive Pfadintegralformalismus
Propagatoren im Formalismus endlicher Temperaturen werden als thermische Erwartungs-
werte zeitgeordneter Produkte von Feldoperatoren im Heisenbergbild definiert, im vorlie-
genden Fall des Hubbard-Modells von cˆiσ(τ), dem Vernichter eines Elektrons mit Spin σ
auf dem Gitterplatz i zu imagina¨rer Zeit τ , und cˆ†jσ(τ
′), dem Erzeuger eines Elektrons mit
gleichem Spin auf dem Gitterplatz j zu imagina¨rer Zeit τ ′:
Gijσ(τ, τ
′) = − < T cˆiσ(τ)cˆ†jσ(τ ′) > = −
1
Z Tr
[
e−β(Hˆ−µNˆ) T cˆiσ(τ)cˆ
†
jσ(τ
′)
]
(6.5)
Die großkanonische Zustandssumme
Z = Tr
[
e−β(Hˆ−µNˆ)
]
(6.6)
dient der Normierung. In zweiter Quantisierung ist es zweckma¨ßig, die Spur mit koha¨ren-
ten Zusta¨nden |ciσ >, den Eigenzusta¨nden der Vernichter cˆiσ zu bilden (ein U¨berblick
u¨ber die Theorie der im Folgenden zur Anwendung kommenden Technik ist in [38] zu
finden). Bezu¨glich dieser nichtorthonormalen Basis des Fockraumes findet man
Tr
[
e−β(Hˆ−µNˆ)
]
=
∫ ∏
iσ
dciσdc
∗
iσe
−
∑
iσ
c∗iσciσ < −ciσ|e−β(Hˆ−µNˆ)|ciσ > . (6.7)
Die entsprechenden Eigenwerte ciσ sind gema¨ß der Fermistatistik Grassmannvariablen,
die sogenannte Berezin-Integration
∫ ∏
iσ dciσdc
∗
iσ entspricht der Differenziation nach den
Grassmannvariablen. Das Minuszeichen im Erwartungswert in Ausdruck (6.7) la¨ßt sich
aus der Tatsache erkla¨ren, daß beim U¨bergang zur Spur bezu¨glich koha¨renter Zusta¨nde
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eine Eins der Form
1 =
∫ ∏
iσ
dciσdc
∗
iσe
−
∑
iσ
c∗iσciσ |ciσ >< ciσ| (6.8)
eingeschoben wird und aufgrund von Antivertauschungsrelationen in der Grassmannalge-
bra < n|ciσ >< ciσ|n > = < −ciσ|n >< n|ciσ > gilt. Auf die fu¨r die feldtheoretische Be-
schreibung von Vielteilchensystemen besonders effiziente Pfadintegraldarstellung kommt
man u¨ber den Einschub von M Eins-Operatoren, M → ∞ liefert das Pfadintegral in
bekannter Form:
Gijσ(τ, τ
′) = − 1Z
∫
D(c, c∗)ciσ(τ)c∗jσ(τ ′)e−S(c,c
∗) (6.9)
Z =
∫
D(c, c∗)e−S(c,c∗) (6.10)
S(c, c∗) =
∫
dτ
∑
iσ
c∗iσ(τ)[∂τ − µ]ciσ(τ) +
∫
dτH(c, c∗) (6.11)
Hierbei ist
∫ D(c, c∗) = limM→∞ ∫ ∏iσl dciσldc∗iσl, l = 1, . . . ,M indiziert das diskretisierte
Zeitintervall, die Berezin-Integration u¨ber alle Feldkonfigurationen. Die Zeitordnung er-
gibt sich in dieser Form automatisch. Ferner gilt wegen antizyklischer Invarianz bei der
Spurbildung u¨ber fermionische Operatoren im Heisenbergbild
Gijσ(τ, τ
′) = Gijσ(τ − τ ′) = − Gijσ(τ − τ ′ + β). (6.12)
Die Berechnung des lokalen PropagatorsGiiσ(τ) = Giσ(τ) kann u¨ber einen effektiven Pfad-
integralformalismus erfolgen, wobei alle nichtlokalen Freiheitsgrade durch eine effektive
Wirkung beschrieben werden:
Giσ(τ, τ
′) = − 1Zeff
∫
D(ci, c∗i )ciσ(τ)c∗iσ(τ ′)e−Seff (ci,c
∗
i ) (6.13)
Zeff =
∫
D(ci, c∗i )e−Seff (ci,c
∗
i ) (6.14)
Seff (ci, c
∗
i ) = −
∫
dτ
∫
dτ ′
∑
σ
c∗iσ(τ)G−1iσ (τ, τ ′)ciσ(τ ′) + U
∫
dτ ni↑(τ)ni↓(τ) (6.15)
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Im Gegensatz zur urspru¨nglichen Wirkung S(c, c∗) in (6.9 – 6.11) wird bei Seff (ci, c∗i )
nicht mehr u¨ber alle Gitterpla¨tze summiert. Vielmehr wird das effektive Pfadintegral nur
noch u¨ber lokale Variablen, die sich auf den somit ausgezeichneten Gitterplatz i beziehen,
ausgefu¨hrt. In Anh. E befindet sich eine ausfu¨hrliche Herleitung und Interpretation des
effektiven Formalismus. Eine Hamiltonische Darstellung von (6.13 – 6.15) ist durch
Hˆeff = −
∑
j 6=i,σ
µj cˆ
†
jσ cˆjσ −
∑
j 6=i,σ
tij(cˆ
†
iσ cˆjσ + cˆ
†
jσ cˆiσ)− µ
∑
σ
nˆiσ +
U
2
∑
σ
nˆiσnˆi−σ, (6.16)
gegeben. In Z → ∞ sind sie und das Single-Impurity-Anderson-Modell (6.4) identisch,
wobei die Erzeuger und Vernichter cˆ†iσ und cˆiσ eines Elektrons auf dem ausgezeichneten
Gitterplatz i denen der mit “0” gekennzeichneten Sto¨rstelle entsprechen, die Freiheitsgra-
de aller u¨brigen Gitterpla¨tze j 6= i generieren das Elektronenbad. Die µj’s in (6.16) bzw.
die ˜j in (6.4) sind effektive Hilfsparameter, die nichts mit den Einteilchenenergien des
urspru¨nglichen Gitterproblems zu tun haben. Die Amplituden tij geben nun wie die Vj in
(6.4) ein Maß fu¨r die Hybridisierung der Sto¨rstelle mit den Badelektronen an. Ausinte-
gration der Badfreiheitsgrade fu¨hrt auf den effektiven Pfadintegralformalismus, wobei die
Fouriertransformierte des Weissschen Feldes
G−1iσ (iωn) = iωn + µ −
∫ +∞
−∞
dω
∆(ω)
iωn − ω (6.17)
mit
∆(ω) =
∑
j,σ
t2ijδ(ω + µj) (6.18)
noch immer die effektiven Parameter entha¨lt, anders als in den klassischen Mean-Field-
Theorien ist sie frequenzabha¨ngig. An dieser Stelle sei nochmals betont, daß die Abbil-
dung des Gittermodells auf das SIAM erst in d → ∞ exakt ist. In der Methode exakter
Diagonalisierung [53] werden endliche Anzahlen von Badfreiheitsgraden gewa¨hlt und ei-
ne Extrapolation d → ∞ durchgefu¨hrt, wobei schon bei relativ kleinen Parameterzahlen
Konvergenz zu beobachten ist. Eine weitere Mo¨glichkeit besteht in der ebenfalls bereits
erwa¨hnten Lo¨sung des Pfadintegrals mit dem Monte-Carlo-Algorithmus nach Hirsch und
Fye [13], der im folgenden Abschnitt vorgestellt und erla¨utert wird.
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6.2.3 Die Lo¨sung des Pfadintegrals
Das Pfadintegral wird mittels der Matrizenmethode fu¨r fermionische Feldoperatoren be-
rechnet, wozu das Wirkungsintegral u¨ber das Intervall [0, β] zuna¨chst zeitdiskretisiert
wird, der Integrand wird an einer endlichen Anzahl Stu¨tzstellen τl = l∆τ , l = 0, . . . , L−1
genommen und mit ∆τ = β/L gewichtet aufsummiert:
Seff (ci, c
∗
i ) = −∆τ 2
∑
σ,l,l′
c∗iσ(τl)G−1iσ (τl, τl′)ciσ(τl′) + U∆τ
∑
l
ni↑(τl)ni↓(τl) +O(∆τ 2)
(6.19)
Da ∆τ nun nicht mehr als infinitesimal angenommen werden kann, ist bei allen Ergeb-
nissen zu beru¨cksichtigen, daß sie sowohl durch die Summation in (6.19) als auch durch
die Trotterzerlegung der exponenzierten Wirkung in einen kinetischen (G−1iσ -) und einen
potentiellen (U -) Term mit einem Fehler der Ordnung ∆τ 2 pro Zeitintervall behaftet
sind [54]. Insgesamt folgt daraus ein systematischer Fehler der Ordnung ∆τ . Um den in
den Feldoperatoren quartischen Term bequem durch eine diskrete Hubbard-Stratonovich-
Transformation entkoppeln zu ko¨nnen wird zuna¨chst das chemische Potential um U/2
verschoben:
µ → µ˜ = µ− U
2
(6.20)
U n↑n↓ → U
(
n↑ − 1
2
)(
n↓ − 1
2
)
(6.21)
Wegen der Identita¨t(
n↑ − 1
2
)(
n↓ − 1
2
)
= − 1
2
(
n↑ − n↓
)2
+
1
4
(6.22)
gilt
e−∆τU(n↑(τl)−
1
2
)(n↓(τl)− 12 ) = e−
∆τU
4 e
∆τU
2
(n↑(τl)−n↓(τl))
=
1
2
e−
∆τU
4
∑
sl=±1
eλsl(n↑(τl)−n↓(τl)) (6.23)
mit
cosh(λ) = e
∆τU
2 . (6.24)
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Hierbei wurde zu jedem imagina¨ren Zeitpunkt τl ein Hilfsfeld sl = ±1 eingefu¨hrt, ein
diskreter Hubbard-Stratonovich-Spin. Sei s = (s1, . . . , sL) eine Hilfsspin-Konfiguration.
Die Wirkung zu dieser Konfiguration ist dann entsprechend
Seff (ci, c
∗
i ; s) =
∑
σ,l,l′
c∗iσ(τl)[−∆τ 2G−1iσ (τl, τl′) + λσslδll′ ]ciσ(τl′)
=
∑
σ,l,l′
c∗iσ(τl)Mll′σ(s)ciσ(τl′), (6.25)
womit das Pfadintegral folgendermaßen umgeschrieben werden kann:
Giσ(τl, τl′) = − 1Zeff
∫
D(ci, c∗i ; s)ciσ(τl)c∗iσ(τl′)e−Seff (ci,c
∗
i ;s) (6.26)
Zeff =
∫
D(ci, c∗i ; s)e−Seff (ci,c
∗
i ;s) (6.27)
Da nun der Boltzmannfaktor proportional zur gewichtenden Wahrscheinlichkeit in der
Form
e
∑
σ,l,l′ c
∗
iσ(τl)M
i
ll′σ(s)ciσ(τl′ )+
∑
σ,l
[J∗iσ(τl)ciσ(τl)+c
∗
iσ(τl)Jiσ(τl)]|J∗i =Ji=0 (6.28)
vorliegt, und ∫
D(ci, c∗i )e
∑
σ,l,l′ c
∗
iσ(τl)M
i
ll′σ(s)ciσ(τl′ )+
∑
σ,l
[J∗iσ(τl)ciσ(τl)+c
∗
iσ(τl)Jiσ(τl)]
= detM i↑(s) detM
i
↓(s)e
∑
σ,l,l′ J
∗
iσ(τl)[M
i
ll′σ ]
−1Jiσ(τl′ ) (6.29)
gilt, findet man
Giσ(τl, τl′) = − 1Zeff
∫
D(s) detM i↑(s) detM i↓(s)M i −1ll′σ (s) (6.30)
Zeff =
∫
D(s) detM i↑(s) detM i↓(s) (6.31)
mit der Matrix
M ill′σ(s
′) = − ∆τ 2G−1iσ (τl, τl′) + λσslδll′
= − ∆τ 2(eV (s))ll′′σG−1iσ (τl′′ , τl′) + (eV (s))ll′σ − δll′ + O(∆τ 2). (6.32)
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Die Differenz von erster und zweiter Schreibweise ist O(∆τ 2), also von der Ordnung wie
der Diskretisierungsfehler. (eV (s))ll′σ ist eine Diagonalmatrix mit den Eintra¨gen e
λslσ, wo-
bei sl = ±1 fu¨r den l-ten Hubbard-Stratonovich-Spin steht. Die eigentliche Auswertung
des Pfadintegrals besteht nun in der Aufsummation der Hilfsspin-Konfigurationen. Bei
der exakten Summation werden alle 2L Konfigurationen der Hubbard-Stratonovich-Spins
systematisch durchlaufen und aufsummiert, wobei zu beachten ist, daß Konfigurations-
raum und somit Rechenaufwand exponentiell mit der Systemgro¨ße anwachsen. Bei der
QMC-Summation werden die Konfigurationen in einer Markovkette entsprechend ihrer
Wahrscheinlichkeit erzeugt und aufsummiert, auch ihr sind Grenzen gesetzt wie im fol-
genden Abschnitt erla¨utert wird.
6.2.4 Monte-Carlo-Simulation
Theoretisch erlaubt die Auswertung von Pfadintegralen mittels Monte-Carlo-Simulation
eine Berechnung physikalischer Observablen, die bis auf systematische und stochastische
Fehler exakt ist. Inwiefern diese Fehler auch kontrollierbar sind, ha¨ngt stark vom ein-
zelnen Problem ab, wobei gerade in der Na¨he von kritischen Punkten, speziell bei Pha-
senu¨berga¨ngen, versta¨rkte Fluktuationen der einzelnen Meßwerte die Fehlerbalken sehr
groß werden lassen ko¨nnen. Die Grundidee von Monte-Carlo besteht darin, den Raum der
Feldkonfigurationen statistisch abzutasten. Dies beinhaltet zweierlei:
(i) In diesem Zusammenhang meint “statistisch”, daß die Konfigurationen gema¨ß ih-
rer Wahrscheinlichkeit erzeugt und aufsummiert werden, was auch mit “Importance-
Sampling” bezeichnet wird. Im vorliegenden Problem entspricht
P(s) = 1Zeff detM↑(s) detM↓(s) (6.33)
der Wahrscheinlichkeit, daß die Hilfsspin-Konfiguration s angenommen wird. Mit dieser
Wahrscheinlichkeitsverteilung sind Erwartungswerte wie folgt definiert
< X >P =
∑
s
P(s) X(s), (6.34)
wobei u¨ber alle 2L Hilfsspin-Konfigurationen zu summieren ist. Da der Konfigurations-
raum und mit ihm der Rechenaufwand exponentiell mit der Systemgro¨ße anwachsen, ist
6.2. DYNAMISCHE MEAN-FIELD-THEORIE 83
die exakte Summation in einer angemessenen Zeit nur durchfu¨hrbar, solange L < 24. Eine
weitere Mo¨glichkeit besteht darin, die Summation statistisch durchzufu¨hren
X˜P =
1
N
N∑
i=1
X(si), si ∈ P(s), (6.35)
wobei die Hilfsspin-Konfigurationen si gema¨ß iher Wahrscheinlichkeit P(si) ausgewa¨hlt
wurden. Nach dem zentralen Grenzwertsatz ergibt sich fu¨r die Wahrscheinlichkeitsver-
teilung der Meßwerte X˜P |N→∞ eine Gausssche Normalverteilung mit Schwerpunkt bei
< X >P und Varianz < X2 >P − < X >2P .
(ii) Vom Rechenaufwand her ist es wenig sinnvoll, jede Hilfsspin-Konfiguration erneut
und unabha¨ngig von der vorangegangenen auszuwa¨hlen. Stattdessen wird der Raum der
Feldkonfigurationen mittels einer Markovkette abgetastet.
Definition:
Eine Markovkette der Variablen {s1, s2, s3, . . .} wird aus einer U¨bergangsregel generiert,
wobei die Wahrscheinlichkeitsverteilung fu¨r das (n+ 1)-te Element sn+1 allein durch das
n-te Element sn bestimmt wird. Man definiert hierzu die U¨bergangswahrscheinlichkeit
P(s→ s′) von der Hilfsspin-Konfiguration s zu Konfiguration s′. Es la¨ßt sich zeigen, daß
wenn die sogenannte Mikroreversibilita¨tsbedingung (“detaillierte Billanz”)
P(s)P(s→ s′) = P(s′)P(s′ → s) (6.36)
erfu¨llt ist, das Aufsummieren (Sampeln) von N → ∞ so gewonnenen Proben gegen die
urspru¨ngliche Wahrscheinlichkeitsverteilung konvergiert, vorausgesetzt alle Bereiche des
Konfigurationsraumes sind durch die Markovkette erreichbar. Die Wahl der U¨bergangs-
wahrscheinlichkeiten ist nicht eindeutig festgelegt. Neben der sogenannten Wa¨rmebadme-
thode ist die Metropolis-Methode gebra¨uchlich (Metropolis et al. [55]). In ihr werden die
U¨bergangswahrscheinlichkeiten folgendermaßen definiert:
P(s→ s′) =
 1 falls P(s
′) > P(s)
P(s′)
P(s) falls P(s′) < P(s)
(6.37)
Wie man sofort sieht, ist die Bedingung (6.36) erfu¨llt. Realisiert wird die Markovket-
te wie folgt. Ausgehend von einer zufa¨llig gewa¨hlten Startkonfiguration unternimmt man
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den Versuch, der Reihe nach alle L Hubbard-Stratonovich-Spins zu flippen, wobei die neue
Mikrokonfiguration s′, die sich von s, der alten Konfiguration, nur durch einen einzigen
Freiheitsgrad unterscheidet, mit P(s→ s′) akzeptiert oder verworfen wird. Die praktische
Durchfu¨hrung erfolgt mittels eines Zufallszahlengenerators. Falls das in Anh. G berechne-
te Verha¨ltnis der Determinanten kleiner 1 ist, wird die neue Konfiguration nur akzeptiert,
wenn eine eigens dazu befragte Zufallszahl, die Werte zwischen 0 und 1 annimmt, kleiner
als dieses Verha¨ltnis ist. L solcher Flipp-Versuche gelten als ein Monte-Carlo-Sweep. Um
das System ins thermische Gleichgewicht zu relaxieren werden zu Beginn jeder Messung
8000-10.000 sogenannter Warm-Up-Sweeps durchgefu¨hrt, danach wird mit der eigentlichen
Summation begonnen. In der Annahme, daß ein Monte-Carlo-Sweep mehr oder weniger
unkorrelierte Konfigurationen liefert, werden 60.000-300.000 Punkte im Konfigurations-
raum aufgesucht und summiert [56]. Die Anzahl der Sweeps ha¨ngt davon ab, wie sehr die
einzelnen Meßwerte fluktuieren. Große Onsite-Wechselwirkung bewirkt zusa¨tzlich, daß
sich die Markovkette aus relativ tiefen Konfigurationsta¨lern nur schwer herauswindet und
Teile des Konfigurationsraumes unerreicht bleiben. QMC-Ergebnisse werden also ungenau
oder schlecht, wenn man sich im Bereich von Phasenu¨berga¨ngen befindet, oder aber bei
starker Kopplung.
6.2.5 Der Algorithmus
Der Algorithmus besteht im wesentlichen aus einer Schleife, in der die Selbstkonsistenz-
gleichungen solange durchlaufen werden, bis sich Konvergenz einstellt. Zuna¨chst werden
Startwerte fu¨r G−1iσ (iωn), i = A, B gewa¨hlt, wobei eine Mo¨glichkeit darin besteht, die Rela-
tionen (6.2) mit nichtwechselwirkenden G0’s zu verwenden und (A, σ) = (B,−σ) generell
als Symmetrie anzunehmen. Es folgen die Fouriertransformationen Giσ(iωn) → Giσ(τ).
Man beno¨tigt Giσ(τ) nur an den L + 1 Stu¨tzstellen auf dem Intervall [0, β] mit Diskre-
tisierung ∆τ = β/L, wobei Giσ(l) = Giσ(l∆τ) mit l = 0, . . . , L definiert wird. Aufgrund
der 1/ωn-Abha¨ngigkeit der Giσ(iωn)’s fu¨r n → ∞ kommt es wie bei den Propagatoren
zu Unstetigkeiten der β-antiperiodischen Giσ(τ)’s bei 0, β, . . .. Der Sprung betra¨gt auch
hier bei jeweils ±1. Aus der Theorie der Fourier-Transformationen ist bekannt, daß eine
Fourierzerlegung stets den Mittelwert f(x) = 1
2
(f(x+) + f(x−)) liefert. Somit findet man
Giσ(0+) = ∑n Giσ(iωn) − 1/2 = Giσ(0) und Giσ(β) = −∑n Giσ(iωn) − 1/2 = Giσ(L) =
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−Giσ(0) − 1. Durch Giσ(l, l′) = Giσ((l − l′)∆τ) wird eine Matrix definiert, G−1iσ (l, l′) ist
entsprechend ihre Inverse, die bei der Berechnung des Pfadintegrals mittels der Matrizen-
methode fu¨r fermionische Feldkonfigurationen beno¨tigt wird, welches entweder exakt oder
mit QMC ausgefu¨hrt wird. Den Propagator Giσ(τ, τ
′) erha¨lt man ebenfalls in Form einer
Matrix Giσ(l, l
′). Giσ(l− l′) = Giσ(l, l′) wird durch Mitteln der entsprechenden Diagonalen
unter Verwendung von Giσ(l− l′) = −Giσ(L+ l− l′) berechnet. Die Fourierru¨cktransfor-
mation wird mit Spline-Interpolation durchgefu¨hrt (Anh. H) und die Giσ(iωn) werden als
neue Startwerte fu¨r die Selbstkonsistenzgleichungen (6.2) eingesetzt.
6.3 Ergebnisse
Die QMC-Werte mit Standardabweichung jeder Gro¨ße außer der spezifischen Wa¨rme und
der Entropie werden aus vier unabha¨ngigen Messungen ermittelt, die differenzierten bzw.
integrierten Gro¨ßen hingegen erst aus dem Mittelwert der inneren Energie und ihre Feh-
ler nach dem Fehlerfortpflanzungsgesetz aus den entsprechenden Standardabweichungen.
Wie in der Hartree-Fock-Approximation muß das chemische Potential µ fu¨r den Nicht-
Nesting-Fall in Abha¨ngigkeit von der Temperatur, der Kopplung U , der Amplitude t′ und
der Diskretisierung ∆τ so eingestellt werden, daß sich die Dichte konstant zu n = 1 er-
gibt. Bei der Nullstellensuche hat sich eine Art Newton-Verfahren bewa¨hrt, in welchem
die Ableitung ∂n
∂µ
durch den Differenzenquotienten ∆n
∆µ
ersetzt wird. Bei geschickter Wahl
der Startgrenzen von µ erreicht man meist schon in der dritten oder vierten Iteration eine
Dichte n = 1±10−4. Wie die Daten in Abbildung 6.2 zeigen kann die Dichte wegen auftre-
tender Fluktuationen trotz bis zu 300.000 QMC-Sweeps nicht zu allen Parameterwerten
mit gleicher Pra¨zession eingestellt werden. Ein Vergleich von t′ = 0.5 mit t′ = 0.75 legt den
Schluß nahe, daß sta¨rkere Frustration das System hinsichtlich Fluktuationen stabilisiert.
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Abbildung 6.2: Die Dichte und ihre Fluktuationen in Abha¨ngigkeit von T bei U = 3, 4, 5 und 6, die im
Nicht-Nesting-Fall durch die geeignete Wahl eines µ auf n = 1 justiert werden muß (∆τ = 0.25). Trotz
bis zu 300.000 QMC-Sweeps kann sie wegen auftretender Fluktuationen nicht zu allen Parameterwerten
mit gleicher Pra¨zession eingestellt werden. Der Vergleich der Daten zu t′ = 0.5 (l) und t′ = 0.75 (r) legt
den Schluß nahe, daß sta¨rkere Frustration das System hinsichtlich Fluktuationen stabilisiert.
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Abbildung 6.3: Das chemische Potential bei halber Bandfu¨llung (n = 1) in Abha¨ngigkeit von T zu
t′ = 0.5 (l) und t′ = 0.75 (r) bei verschiedener Kopplung. Die vollen Symbole entsprechen ∆τ = 0.25. Um
die ∆τ -Abha¨ngigkeit dieser Gro¨ße, die mit steigendem U erheblich zunimmt, zu dokumentieren, sind die
mit ∆τ = 0.125 und ∆τ = 0.5 berechneten Werte mit nichtgefu¨llten Symbolen in der linken Abbildung
gezeigt (Die Kurve zu ∆τ = 0.125 liegt u¨ber der zu ∆τ = 0.25, die zu ∆τ = 0.5 darunter).
Wie in Hartree-Fock-Approximation lassen sich in DMFT die Gro¨ßen Dichte, Magneti-
sierung und kinetische Energie direkt aus den Propagatoren berechnen. Durch Differen-
ziation der inneren Energie bzw. durch Differenziation und entsprechender Integration
erha¨lt man die spezifische Wa¨rme und die Entropie. Daru¨ber hinaus ko¨nnen u¨ber das
Pfadintegral im Zuge der exakten oder der Monte-Carlo-Summation nach dem Erreichen
von Konvergenz Zwei-Teilchen- bzw. Korrelationsfunktionen berechnet werden. Beson-
dere Aufmerksamkeit gilt der Doppelbesetzung, die wegen der Beru¨cksichtigung elek-
tronischer Korrelationen ein von Hartree-Fock stark abweichendes Verhalten aufweist.
Fu¨r die Responsefunktionen beno¨tigt man daru¨ber hinaus kontrahierte Zwei-Teilchen-
Korrelationsfunktionen, die nicht diagonal in den Zeitindizes sind. In Abschnitt 6.3.1
bzw. in Anhang F wird die auf den Fall t′ 6= 0 erweiterte Methode zur Berechnung von
Responsefunktionen nach Held, Ulmke et al. [56, 57] vorgestellt und speziell die statische
ferro- und antiferromagnetische Suszeptibilita¨t χFM und χAF diskutiert.
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Abbildung 6.4: Die Untergittermagnetisierung in Abha¨ngigkeit von T bei U = 3, 4, 5 und 6 zu ver-
schiedenem t′ (∆τ = 0.25). Bei t′ = 0.75 bleibt das System fu¨r alle erreichten Temperaturen parama-
gnetisch. Eine interessante Beobachtung la¨ßt sich machen, wenn man die Kurven mit den Werten der
∆τ -extrapolierten Ne´el-Temperaturen zu t′ = 0 und t′ = 0.5, die mit einem × gekennzeichnet sind, ver-
gleicht. Der Widerspruch bei t′ = 0 und U = 6 lo¨st sich, wenn man die ∆τ -Abha¨ngigkeit beru¨cksichtigt.
Fu¨r t′ = 0.5, U = 6 und ∆τ = 0.25 divergiert χAF bei T = 0.115. Da jedoch bereits bei T = 0.125 ein
endliches mst nachgewiesen werden kann, muß sich der antiferromagnetische U¨bergang diskontinuierlich
vollzogen haben.
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Abbildung 6.5: Das Phasendiagramm des Hubbard-Modells auf dem Bethegitter unendlicher Kon-
nektivita¨t (Z → ∞) zu t′ = 0 und 0.5. Im Fall t′ = 0.5 wurde ein U¨bergang erster Ordnung von der
paramagnetischen in die antiferromagnetisch geordnete Phase gefunden. Die Unsicherheit von TN , die sich
aus den endlichen Temperaturabsta¨nden bei der Magnetisierung und ihrer eventuellen ∆τ -Abha¨ngigkeit
ergibt, ist durch Fehlerbalken markiert. Die darunterliegende Kurve kennzeichnet den Temperaturwert,
an dem χAF divergiert.
Am Stetigkeitsverhalten bestimmter Gro¨ßen bzw. dem Verlauf der entsprechenden Kurven
la¨ßt sich ablesen, in welcher Phase sich das System befindet. Die Untergittermagnetisierung
erha¨lt man direkt aus den Dichten der einzelnen Spinsorten. In Abbildung 6.4 ist sie in
Abha¨ngigkeit von der Temperatur bei U = 3, 4, 5 und 6 zu verschiedenem t′ gezeigt.
Unter dem Einfluß von Frustration setzt der magnetische U¨bergang bei t′ = 0.5 erwar-
tungsgema¨ß spa¨ter ein, wobei der Sa¨ttigungswert wie in Hartree-Fock weniger stark von
t′ als von U abzuha¨ngen scheint. Es ist jedoch schwierig, aus den vorliegenden Kurven
die genaue Ne´el-Temperatur zu bestimmen. Die endliche Zeitdiskretisierung erlaubt die
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Berechnung jeder Gro¨ße nur an bestimmten Temperaturwerten, im Fall eines U¨bergangs
zweiter Ordnung wird ein anna¨hernd wurzelfo¨rmiger Anstieg des Ordnungsparameters er-
wartet, die in der Na¨he eines magnetischen U¨bergangs typischen Fluktuationen verhindern
aber eine eindeutige Zuordnung des Scheitelpunktes. Ferner wa¨re die ∆τ -Abha¨ngigkeit der
Meßpunkte zu beru¨cksichtigen, eine ∆τ -Extrapolation ist bei der Qualita¨t der Daten je-
doch zumindest fragwu¨rdig. Eine weitere Mo¨glichkeit, die Ne´el-Temperatur zu bestimmen,
besteht darin, die inverse antiferromagnetische Suszeptibilita¨t χ−1AF gegen die Temperatur
anzutragen. Da χAF an einem magnetischen U¨bergang zweiter Ordnung anna¨hernd wie
1/(T − TN) divergiert, erha¨lt man die Ne´el-Temperatur als Schnittpunkt der Geraden
χ−1AF mit der Abszisse. Den physikalischen Wert der Ne´el-Temperatur liefert eine ∆τ -
Extrapolation (siehe Anh. I). Da bei t′ = 0 diskontinuierliche U¨berga¨nge grundsa¨tzlich
ausgeschlossen sind, ist dieses Verfahren im Nesting-Fall eindeutig und ziemlich genau. Im
frustrierten Fall divergiert χAF erwartungsgema¨ß erst bei einer tieferen Temperatur oder
u¨berhaupt nicht. Bei t′ = 0.75 kann u¨bereinstimmend mit den Magnetisierungen festge-
stellt werden, daß das System fu¨r alle erreichten Temperaturen paramagnetisch bleibt, wie
aus den Graphen in Abbildung 6.8 und 6.9 zu entnehmen divergiert χAF bei keinem der
betrachteten U -Werte fu¨r T > 0. Ein diskontinuierlicher U¨bergang bei sehr tiefen Tempe-
raturen kann dennoch nicht ausgeschlossen werden. Eine interessante Beobachtung la¨ßt
sich machen, wenn man die Magnetisierungskurven mit den Werten der ∆τ -extrapolierten
Ne´el-Temperaturen zu t′ = 0 und 0.5, die mit einem × gekennzeichnet sind, vergleicht.
Der scheinbare Widerspruch bei t′ = 0 und U = 6 lo¨st sich, wenn man die nicht unerheb-
liche ∆τ -Abha¨ngigkeit bei großem U beru¨cksichtigt, die Ne´el-Temperatur zu ∆τ = 0.25,
mit dem die Magnetisierung berechnet wurde, liegt na¨mlich bei 0.188 (vgl. Anh. I). Fu¨r
t′ = 0.5, U = 6 und ∆τ = 0.25 divergiert χAF bei T = 0.115. Da jedoch bereits bei
T = 0.125 eine endliche Untergittermagnetisierung nachgewiesen werden kann, muß sich
der antiferromagnetische U¨bergang diskontinuierlich vollzogen haben, d.h. der U¨bergang
tritt ein bevor χAF divergiert. Der damit verbundene Sprung der Magnetisierung, der
aus dem Wechsel des Systems von dem Minimum der freien Energie bei m = 0 in das
Minimum endlicher Magnetisierung resultiert, kann aus den Daten in Abbildung 6.4 nicht
genau lokalisiert werden. Die Unsicherheit der Ne´el-Temperatur zu t′ = 0.5, die sich aus
den endlichen Temperaturabsta¨nden und der ∆τ -Abha¨ngigkeit ergibt, wurde im Phasen-
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diagramm (Abb. 6.5), in dem TN gegen die On-Site-Wechselwirkung U angetragen ist,
durch Fehlerbalken markiert. Die darunterliegende Kurve kennzeichnet den Temperatur-
wert, an dem χAF divergiert. Die Kurve zu t
′ = 0 zeigt das in Abschnitt 3.3.1 beschriebene
Verhalten. Der Wert der Ne´el-Temperatur zu U = 1 ist sehr niedrig und konnte aus diesem
Grund nur als “etwas gro¨ßer als Null” identifiziert werden, da in den QMC-Rechnungen
noch nicht der Temperaturbereich erreicht wurde, in dem sich χ−1AF linear verha¨lt. Die
Werte zu U = 2− 6 ließen sich hingegen im Rahmen der Methode mit ∆τ -Extrapolation
sehr genau bestimmen, die maximale Ne´el-Temperatur liegt demnach etwa bei U = 4.
Die Kopplung U = 8 ist fu¨r die Quanten-Monte-Carlo-Methode eigentlich schon zu stark.
Da die entsprechende Ne´el-Temperatur jedoch einen vergleichsweise hohen Wert besitzt,
kann dieser mit einer gewissen Unsicherheit noch u¨ber exakte Summation ermittelt wer-
den. Die maximale Ne´el-Temperatur in der Kurve zu t′ = 0.5 ist zu einem ho¨heren Wert
4.5 < U(TNmax) < 5 verschoben, was sich mit der durch das t
′ effektiv erho¨hten kine-
tischen Energie bzw. dem entsprechend verbreiterten Energieband erkla¨ren la¨ßt. Da die
ermittelten Punkte einfach mit geraden Linien verbunden wurden, kann fa¨lschlicher Wei-
se der Eindruck entstehen, jedes U > 2 besa¨ße ein TN > 0, was die Ergebnisse nicht
zwingend implizieren. Ferner ist der Bereich 2 < U < 3 und entsprechend tiefe Tempera-
turen fu¨r genauere Analysen aus dem Grund interessant, da hier die antiferromagnetische
metallische Phase zu erwarten wa¨re.
6.3.1 Responsefunktionen
Unter linearem Response versteht man generell die Reaktion eines Systems auf eine kleine
Sto¨rung. Hierzu betrachtet man den Einfluß eines infinitesimalen a¨ußeren Feldes, welches
an eine Dichte des Systems koppelt. Der Begriff Dichte ist hier sehr allgemein gefaßt, als
Beispiele seien ein Magnetfeld, welches an die Spindichte bzw. Magnetisierung koppelt,
und ein Coulombfeld, welches an die Ladungsdichte koppelt, genannt. Berechnet man
perturbativ die A¨nderung der Dichte unter dem Einfluß der jeweiligen Sto¨rung, so erha¨lt
man in linearer Ordnung stets die entsprechende Dichte-Dichte-Korrelationsfunktion, die
oft auch als verallgemeinerte Suszeptibilita¨t definiert wird. In DMFT ist die Situation
insofern delikat, als daß die Sto¨rungstheorie zum einen lokal und somit unabha¨ngig vom
Wellenvektor ist, die k-Abha¨ngigkeit aber sehr wohl in die Berechnung der Response-
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funktionen miteinfließt, wenn es sich um außerordentliche k-Vektoren wie (0, . . . , 0) im
Fall der ferromagnetischen oder den Nesting-Vektor (pi, . . . , pi) bei der antiferromagneti-
schen Suszeptibilita¨t handelt (siehe z.B. [4]). Die nichtlokalen Freiheitsgrade, die durch
das effektive Medium beschrieben werden, treten in den Responsefunktionen in Form einer
dynamischen Antwortfunktion auf, die an die lokalen Korrelationsfunktionen multipliziert
wird. Man definiert die verallgemeinerte Suszeptibilita¨t zuna¨chst als
χx =
∂〈nx〉
∂x
(6.38)
(vgl. [56, 57]), wobei x fu¨r ein zeitlich konstantes Feld steht, welches an die Dichte 〈nx〉
koppelt:
x =

h
hst
∆µ
∆µcdw
 und 〈nx〉 =

m
mst
n
ncdw

Hierbei bezeichnet h ein homogenes Magnetfeld, hst ein gestaggertes, also ein auf den
Untergittern in jeweils entgegengesetzter Richtung angelegtes Magnetfeld, ∆µ eine Va-
riation des chemischen Potentials und ∆µcdw eine auf Untergitter A positive und auf B
negative A¨nderung von µ. Die jeweiligen Dichten sind:m = 1
2
|〈nA↑〉−〈nA↓〉+〈nB↑〉−〈nB↓〉|,
die Gesamtmagnetisierung,mst =
1
2
|〈nA↑〉−〈nA↓〉−〈nB↑〉+〈nB↓〉|, die Untergittermagneti-
sierung, n = 1
2
|〈nA↑〉 + 〈nA↓〉 + 〈nB↑〉 + 〈nB↓〉|, die Gesamtladungsdichte und schließlich
ncdw =
1
2
|〈nA↑〉 + 〈nA↓〉 − 〈nB↑〉 − 〈nB↓〉|, die relative Dichte einer Ladungsdichtewelle.
Letztere ist von Bedeutung, wenn aufgrund von Na¨chst-Nachbar-Wechselwirkung eine
alternierende Ladungsdichteschwankung auftreten kann wie es im erweiterten Hubbard-
Modell der Fall ist. Die Berechnung der Responsefunktionen erfolgt u¨ber die Ableitung
der Propagatoren nach dem entsprechenden Feld
χx =
1
2
∑
i,σ
fxiσ
∂
∂x
Giσ(0
−), (6.39)
wobei fxiσ = (σ, σ(−1)i, 1, (−1)i) mit (−1)i = 1 falls i ∈ A, (−1)i = −1 falls i ∈ B fu¨r die
korrekte Definition der jeweiligen Dichte sorgt. Die Lo¨sung von (6.39) wird in Anhang F
ausfu¨hrlich beschrieben.
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Die ferromagnetische Suszeptibilita¨t
Die ferromagnetische Suszeptibilita¨t wird als Ableitung der Gesamtmagnetisierung nach
einem homogenen Magnetfeld wie folgt definiert:
χFM =
∂m
∂h
∣∣∣∣∣
h=0
(6.40)
In Abbildung 6.6 ist sie bei U = 0, 1, 2 und 3 zu verschiedenem t′ gezeigt. Die vollen Sym-
bole bezeichnen die mit ∆τ = 0.25 berechneten Werte. Um die ∆τ -Abha¨ngigkeit dieser
Gro¨ße zu dokumentieren wurden die mit ∆τ = 0.125 und ∆τ = 0.5 ermittelten Werte mit
den entsprechenden nichtgefu¨llten Symbolen ebenfalls eingezeichnet, wobei erstere u¨ber
denen zu ∆τ = 0.25 liegen, zweitere darunter. Im metallischen Bereich zeigt die ferroma-
gnetische Suszeptibilita¨t das fu¨r den Paulischen Paramagnetismus typische Verhalten, sie
strebt im Limes T → 0 gegen einen konstanten Wert, der der gegebenenfalls renormierten
Zustandsdichte an der Fermikante entspricht. Bemerkenswerter Weise liegt der Wert zu
t′ = 0.75 zwischen denen zu t′ = 0 und t′ = 0.5. Bei hohen Temperaturen beeinflußt
weder Kopplung noch Frustration die Ausrichtung der Spins, vielmehr gehorchen die in
diesem Limes voneinander unabha¨ngigen magnetischen Momente dem Curieschen Gesetz
der paramagnetischen Suszeptibilita¨t
χPM(T →∞) ∼ 1/T (6.41)
Deutlich zu erkennen ist das Abknicken der Kurven ho¨herer U -Werte (Abb. 6.7) ab
einer bestimmten Temperatur. Vergleich mit der antiferromagnetischen Suszeptibilita¨t
bzw. der Untergittermagnetisierung zeigt, daß diese der Ne´el-Temperatur des Systems
entspricht. Es ist einleuchtend, daß die Spins aufgrund der sich einstellenden antiferro-
magnetischen Ordnung von ihrer Empfindlichkeit gegenu¨ber einem homogenen parallel
zu dieser Ordnung angelegten Feld einbu¨ßen (vgl. [58], Seite 333). Da an magnetischen
Phasenu¨berga¨ngen stets versta¨rkt Fluktuationen auftreten, sind die einzelnen Meßpunkte
hier mit einer gro¨ßeren Unsicherheit behaftet.
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Abbildung 6.6: Die ferromagnetische Suszeptibilita¨t in Abha¨ngigkeit von T bei U = 0, 1, 2 und 3
zu verschiedenem t′. Die vollen Symbole entsprechen den mit ∆τ = 0.25 berechneten Werten. Um die
∆τ -Abha¨ngigkeit zu dokumentieren wurden die mit ∆τ = 0.125 (daru¨berliegend) und ∆τ = 0.5 (dar-
unterliegend) ermittelten Werte mit nichtgefu¨llten Symbolen ebenfalls eingezeichnet. Im metallischen
Bereich zeigt die ferromagnetische Suszeptibilita¨t das fu¨r den Paulischen Paramagnetismus typische Ver-
halten, sie strebt im Limes T → 0 gegen einen konstanten Wert, der der gegebenenfalls renormierten
Zustandsdichte an der Fermikante entspricht.
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Abbildung 6.7: Die ferromagnetische Suszeptibilita¨t in Abha¨ngigkeit von T bei U = 4, 5, 6 und
8 zu verschiedenem t′. Deutlich zu erkennen ist das Abknicken gewisser Kurven ab einer bestimmten
Temperatur. Vergleich mit der antiferromagnetischen Suszeptibilita¨t bzw. der Untergittermagnetisierung
zeigt, daß diese der Ne´el-Temperatur des Systems entspricht. Es ist einleuchtend, daß die Spins aufgrund
der sich einstellenden antiferromagnetischen Ordnung von ihrer Empfindlichkeit gegenu¨ber einem homo-
genen parallel zu dieser Ordnung angelegten Feld einbu¨ßen. Da an magnetischen Phasenu¨berga¨ngen stets
versta¨rkt Fluktuationen auftreten, sind die einzelnen Meßpunkte hier mit einer gro¨ßeren Unsicherheit
behaftet.
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Die antiferromagnetische Suszeptibilita¨t
Im Fall eines bipartiten Gitters kann die antiferromagnetische Suszeptibilita¨t als Ableitung
der Untergittermagnetisierung nach einem gestaggerten (auf beiden Untergittern in jeweils
entgegengesetzter Richtung angelegten) Magnetfeld wie folgt definiert werden:
χAF =
∂mst
∂hst
∣∣∣∣∣
hst=0
(6.42)
Da bei halber Bandfu¨llung kein Ferromagnetismus auftritt und daher wenn von “der
Magnetisierung” die Rede ist keine Zweideutigkeit besteht, wird bei mst das Subskript
an den meisten Stellen in dieser Arbeit weggelassen. Der antiferromagnetischen Suszep-
tibilita¨t gilt ein besonderes Interesse, da sie bereits in der paramagnetischen Phase die
antiferromagnetische Instabilita¨t des Systems anzuku¨ndigen vermag und eine sehr genaue
Bestimmung der Ne´el-Temperatur erlaubt. Wegen
χ−1AF =
∂hst
∂mst
∣∣∣∣∣
mst=0
=
∂2F
∂m2st
∣∣∣∣∣
mst=0
(6.43)
divergiert die Suszeptibilita¨t bei einem U¨bergang zweiter Ordnung von der paramagne-
tischen Phase (mst = 0) in die antiferromagnetisch geordnete (mst 6= 0), da hier die
Kru¨mmung am Extremum der freien Energie verschwindet. In Abbildung 6.8 ist die
antiferromagnetische Suszeptibilita¨t bei U = 0, 1, 2 und 3 zu verschiedenem t′ gezeigt. Die
vollen Symbole bezeichnen die mit ∆τ = 0.25 berechneten Werte. Die Kurve zu U = t′ = 0
kann auch analytisch berechnet werden, wobei die, die sich in ∆τ = 0.25 ergibt, anstatt
logarithmisch zu divergieren, abzubiegen scheint. Dies ist ganz offensichtlich ein sich aus
der Zeitdiskretisierung ergebendes Artifakt, da bei der darunterliegenden Kurve, die mit
∆τ = 0.5 berechnet wurde, dieses Verhalten bereits bei ho¨heren Temperaturen einsetzt,
die mit ∆τ = 0.125 berechnete daru¨berliegende Kurve hingegen bis zu tieferen Tempera-
turen vom theoretischen Verlauf nicht merklich abweicht. Bei mittlerem U und nicht zu
großer Frustration divergiert χAF wie 1/(T−TN) bei vergleichsweise hohen Temperaturen
(Abb. 6.9).
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Abbildung 6.8: Die antiferromagnetische Suszeptibilita¨t in Abha¨ngigkeit von T bei U = 0, 1, 2 und
3 zu verschiedenem t′. Die vollen Symbole entsprechen den mit ∆τ = 0.25 berechneten Werten. Das
Abbiegen der Kurve zu U = t′ = 0, die theoretisch logarithmisch divergiert, ist offensichtlich ein sich
aus der Zeitdisketisierung ergebendes Artifakt. (Die daru¨berliegende Kurve entspricht ∆τ = 0.125, die
darunterliegende ∆τ = 0.5.) Unverkennbar ist der die Ne´el-Temperatur senkende Einfluß von Frustration.
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Abbildung 6.9: Die antiferromagnetische Suszeptibilita¨t in Abha¨ngigkeit von T bei U = 4, 5, 6 und 8 zu
verschiedenem t′. Im Bereich mittlerer Kopplung stellt sich die 1/(T −TN )-Divergenz schon bei vergleich-
bar hohen Temperaturen ein. Der genaue Wert der Ne´el-Temperatur wird u¨ber den ∆τ -extrapolierten
Schnittpunkt der inversen Suszeptibilita¨t mit der T -Achse gewonnen (siehe Anh. I).
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Abbildung 6.10: Die Doppelbesetzung in Abha¨ngigkeit von T bei U = 2 und 3 zu verschiedenem t′. In
der paramagnetischen metallischen Phase ergibt sich bei einer bestimmten Temperatur ein Minimum als
Folge des Wechselspiels zwischen kinetischer und potentieller Energie. Mit sinkender Temperatur erlangt
na¨mlich zuna¨chst zweitere mehr Bedeutung gegenu¨ber thermischer Gleichverteilung aller elektronischer
Konfigurationen. Offensichtlich macht sich erst bei noch tieferen Temperaturen der Effekt des die Dop-
pelbesetzung relativierenden Hu¨pfens bemerkbar indem sie wieder zunimmt. Man beachte den Verlauf
der sich in unterschiedlicher Weise kreuzenden Kurven zu verschiedenem t′ (Erkla¨rung im Text).
6.3.2 Die Doppelbesetzung
Die Doppelbesetzung 〈ni↑ni↓〉 eines Gitterplatzes im Hubbard-Modell ist eine der physika-
lischen Gro¨ßen, an der der Einfluß elektronischer Korrelationen in besonderem Maß signi-
fikant wird. Wa¨hrend in der Hartree-Fock-Approximation alle elektronischen Konfigura-
tionen statistisch gleich gewichtet sind, wurde der bei repulsivem U energetisch ungu¨nsti-
geren Doppelbesetzung im Gutzwillerschen Variationsansatz bereits dadurch Rechnung
getragen, daß ein Variationsparameter zu ihrer Vermeidung eingefu¨hrt wurde. In gleicher
Weise sind bei den Ergebnissen in DMFT schon bei kleinen U -Werten starke Abweichun-
gen von der Hartree-Fock-Lo¨sung zu beobachten, die außer in der symmetriegebrochenen
Phase bei halber Bandfu¨llung 〈ni↑ni↓〉 = 〈ni↑〉〈ni↓〉 = 0.25 liefert. Die in DMFT beru¨ck-
sichtigten elektronischen Korrelationen fu¨hren generell dazu, daß die Doppelbesetzung
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mit steigender Kopplung in zunehmendem Maß unterdru¨ckt wird, wie aus den Graphen
in Abbildung 6.10 und 6.11 zu entnehmen ist (fu¨r den Fall t′ = 0 vergleiche auch [4, 51]).
Der Einfluß eines t′ in der paramagnetischen Phase hat hierbei zum einen den Effekt, daß
die kinetische Energie relativ zur potentiellen Energie erho¨ht ist, bei hohen Temperaturen
fu¨hrt das gro¨ßte t′ auch immer zur gro¨ßten Doppelbesetzung. In der paramagnetischen me-
tallischen Phase ergibt sich bei einer bestimmten Temperatur ein Minimum als Folge des
Wechselspiels zwischen kinetischer und potentieller Energie. Mit sinkender Temperatur
erlangt na¨mlich zuna¨chst zweitere mehr Bedeutung gegenu¨ber thermischer Gleichvertei-
lung aller elektronischer Konfigurationen. Erst bei noch tieferen Temperaturen macht sich
der Effekt des die Doppelbesetzung relativierenden Hu¨pfens bemerkbar indem sie wieder
zunimmt. Da in die “Beweglichkeit” der Elektronen auch die Zustandsdichte an der Fer-
mikante miteinfließt, ha¨ngt die genaue Lage des Minimums empfindlich von U und t′ ab.
Ferner kann man bei U = 3 an einem deutlichen Abknicken der Kurven zu t′ = 0 und
0.5 den U¨bergang in die antiferromagnetische Phase erkennen, da die Doppelbesetzung
aufgrund der Spinordnung unterdru¨ckt wird. In der paramagnetischen Phase des Isola-
tors nimmt die Doppelbesetzung mit sinkender Temperatur monoton ab. Wieder ist an
der Ne´el-Temperatur ein interessanter Effekt zu beobachten. Im Gegensatz zum Metall
steigt hier die Doppelbesetzung abrupt wieder an. Die Erkla¨rung ist einfach und plausi-
bel. Die lokalisierten Elektronen in der paramagnetischen Phase sehen sich von na¨chsten
Nachbarn mit einer statistischen Spin-Up-Spin-Down-Verteilung umgeben. Nach Symme-
triebrechung besitzt jedoch mehr als die Ha¨lfte entgegengesetzte Spin-Ausrichtung und die
Wahrscheinlichkeit virtueller Spru¨nge nimmt wieder zu und mit ihr die Doppelbesetzung.
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Abbildung 6.11: Die Doppelbesetzung in Abha¨ngigkeit von T bei U = 4, 5, 6 und 8 zu verschiedenem
t′. Bemerkenswert ist das unterschiedliche Verhalten bei Symmetriebrechung. In der metallischen Phase
nimmt die Doppelbesetzung nach dem Wiederansteigen beim magnetischen U¨bergang abrupt ab, da die
Spins in der antiferromagnetisch geordneten Phase eher lokalisiert sind. Die lokalisierten Elektronen in
der paramagnetischen isolatorischen Phase sehen sich von na¨chsten Nachbarn mit einer statistischen
Spin-Up-Spin-Down-Verteilung umgeben, nach Symmetriebrechung hingegen hat mehr als die Ha¨lfte die
entgegengesetzte Spin-Ausrichtung. Die Wahrscheinlichkeit virtueller Spru¨nge nimmt wieder zu und mit
ihr die Doppelbesetzung.
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6.3.3 Die spezifische Wa¨rme
Die spezifische Wa¨rme pro Gitterplatz gewinnt man durch numerische Differenziation der
inneren Energie, die sich aus einer Propagatorrelation ermitteln la¨ßt, wie folgt
c =
∂E
∂T
≈ ∆E
∆T
, (6.44)
wobei der Genauigkeit bei hohen Temperaturwerten wegen der großen ∆T -Intervalle Gren-
zen gesetzt sind. Diese Gro¨ße zeigt generell kaum eine ∆τ -Abha¨ngigkeit, was sich dadurch
erkla¨ren la¨ßt, daß ein endliches ∆τ die direkt aus Green-Funktionen berechneten Gro¨ßen
lediglich um eine Konstante verschiebt, ihre Ableitung ist somit die gleiche. In Abbildung
6.12 ist die spezifische Wa¨rme in Abha¨ngigkeit von der Temperatur bei U = 0, 1, 2 und 3
zu verschiedenem t′ angetragen, wobei die vollen Symbole fu¨r die mit ∆τ = 0.25 ermittel-
ten Werte stehen, die leeren Symbole fu¨r die mit ∆τ = 0.125 und ∆τ = 0.5 berechneten
Werte. In der Fermiflu¨ssigkeitsphase zeigt die spezifische Wa¨rme fu¨r kleine Temperaturen
ein lineares Verhalten
c = γ∗T, (6.45)
mit renormiertem Koeffizient γ∗. An der spezifischen Wa¨rme lassen sich die Strukturen
des Anregungsspektrums bzw. der Spektralfunktion beobachten, die sich mit steigender
Kopplung immer deutlicher herausbilden. Im stark korrelierten Metall (U = 3− 4) findet
man die Separation der beiden Energie-Skalen, der Quasiteilchen-Peak fu¨r niederenerge-
tische Spinanregungen, die bei tiefen Temperaturen dominieren, und der stets pra¨sente
thermische Aktivierungspeak, der inkoha¨renten Ladungsanregungen entspricht, bei ho¨her-
en Temperaturen (vgl. [4, 52]). Mit weiter zunehmendem U schiebt sich der breite Peak zu
immer ho¨heren Temperaturen, sowie sich auch die Hubbard-Ba¨nder weiter voneinander
entfernen und es bildet sich allma¨hlich das isolatortypische Gap aus (Abb. 6.13). Un-
abha¨ngig von dem Niederenergie-Peak, der auch in der paramagnetischen Phase beobach-
tet wird, treten an der Ne´el-Temperatur starke Fluktuationen auf. Die spezifische Wa¨rme
besitzt hier entweder einen weiteren Peak wie schon in den Hartree-Fock-Ergebnissen zu
beobachten war, oder sie divergiert sogar. Ob ersteres oder zweiteres der Fall ist, der ma-
gnetische U¨bergang zweiter oder erster Ordnung ist, la¨ßt sich aus den Daten nicht ablesen
und kann nur aus dem Phasendiagramm (Abb. 6.5) entnommen werden.
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Abbildung 6.12: Die spezifische Wa¨rme in Abha¨ngigkeit von T bei U = 0, 1, 2 und 3 zu verschiedenem
t′. In der Fermiflu¨ssigkeitsphase zeigt sie fu¨r kleine Temperaturen ein lineares Verhalten c = γ∗T mit
renormiertem Koeffizient γ∗. An der spezifischen Wa¨rme lassen sich die Strukturen des Anregungsspek-
trums beobachten, die sich mit steigender Kopplung immer deutlicher herausbilden. Im stark korrelierten
Metall (U = 3) findet man die Separation der beiden Energie-Skalen, der Quasiteilchen-Peak fu¨r nieder-
energetische Spinanregungen, die bei tiefen Temperaturen dominieren, und der stets pra¨sente thermische
Aktivierungspeak bei ho¨heren Temperaturen.
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Abbildung 6.13: Die spezifische Wa¨rme in Abha¨ngigkeit von T bei U = 4, 5, 6 und 8 zu verschiedenem
t′. Mit weiter zunehmendem U schiebt sich der breite Peak zu immer ho¨heren Temperaturen und es bildet
sich allma¨hlich das isolatortypische Gap aus. Die Fluktuationen an der Ne´el-Temperatur entsprechen dem
in Hartree-Fock gefundenen Peak, bei U = 5 sind sie noch vollsta¨ndig gezeigt, bei U = 6 und 8 wurden
sie jedoch der U¨bersichtlichkeit halber weggelassen.
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6.3.4 Die Entropie
Die Entropie pro Gitterplatz wird durch numerische Integration berechnet
S(T ) = S∞ −
∫ ∞
T
C
T
dT ≈ ln(4)−∑
k
∆Ek
Tk
− t
2 + t′2
(2Tmax)2
. (6.46)
S∞ = ln(4) ≈ 1.386 folgt aus der statistischen Gleichverteilung der vier Zusta¨nde pro
Gitterplatz im Grenzfall T → ∞. Aufgrund der endlichen Zeitdiskretisierung ko¨nnen
physikalischen Gro¨ßen in diesem Limes nicht numerisch u¨ber das Pfadintegral ermittelt
werden, denn aus βmin = 2∆τ ergibt sich beispielsweise fu¨r ∆τ = 0.25 ein maximaler
Temperaturwert Tmax von 2. Die das Integral ersetzende Summe vermag also nur die
Integration von T bis Tmax zu liefern, wobei Ek die innere Energie an einem der Diskreti-
sierung entsprechenden Temperaturwert Tk, k = 0, 1, . . . , kmax, T0 = T und Tkmax = Tmax
sei und ∆Ek = Ek −Ek−1, k = 1, . . . , kmax. Der Fehler fa¨llt geringer aus, wenn man nicht
durch den k-ten Temperaturwert teilt, sondern durch das Mittel von Tk−1 und Tk. Der
letzte Term entspricht der erforderlichen Korrektur, also der analytischen Integration∫ ∞
Tmax
C∞
T
dT =
∫ ∞
Tmax
∂E∞
∂T
dT
T
, (6.47)
wobei E∞ durch den asymptotischen Ausdruck der inneren bzw. kinetischen Energie fu¨r
T → ∞ (siehe Anh. D) gegeben ist. Abbildung 6.14 zeigt die Entropie bei U = 0, 1, 2
und 3 zu verschiedenem t′. Fu¨r U = 0 erha¨lt man die fu¨r das Fermigas typische Form,
wobei kaum eine ∆τ -Abha¨ngigkeit festzustellen ist und nur leichte Abweichungen bei
variierendem t′. Ein kleines U modifiziert die Entropie dahingehend, daß der lineare An-
stieg in der Fermiflu¨ssigkeitsphase bei tiefen Temperaturen wie schon bei der spezifischen
Wa¨rme steiler ausfa¨llt. Kleine Schwankungen der Meßwerte ko¨nnen als Hinweis auf sich
anku¨ndigende Symmetriebrechung verstanden werden. Ab U = 3 a¨ndert sich das Stetig-
keitsverhalten der Entropie, wobei aus den vorliegenden Daten nicht abgelesen werden
kann, ob sie einen Sprung macht, also ein diskontinuierlicher Phasenu¨bergang vorliegt,
oder ob sie lediglich abknickt und sich der magnetische U¨bergang kontinuierlich voll-
zieht. Fu¨r starke Kopplungen ist jeder Spin mehr oder weniger lokalisiert, er besitzt zwei
Spin-Einstellungen woraus sich eine Grundzustandsentropie S˜(T → 0) = ln(2) ≈ 0.69
pro Gitterplatz erga¨be. Den scheinbaren Widerspruch zum Nernstschen Theorem lo¨st das
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System durch spontane Symmetriebrechung in den antiferromagnetischen Zustand, der
sich in einem abrupten Entropieverlust a¨ußert. Beru¨cksichtigt man die ∆τ -Abha¨ngigkeit
der Meßwerte, die mit zunehmendem U sta¨rker ausgepra¨gt ist, und setzt die Kurven der
paramagnetischen Phase u¨ber die Ne´el-Temperatur hinaus stetig differenzierbar fort, so
scheint die Entropie tatsa¨chlich gegen einen Wert ≈ 0.7 zu streben. Bemerkenswert ist,
daß die Entropie fu¨r große U in der nichtsymmetriegebrochenen Phase kaum noch von t′
abzuha¨ngen scheint, bei U = 8 liegen die Werte praktisch aufeinander. Die Meßwerte am
antiferromagnetischen U¨bergang sind starken Schwankungen unterworfen, die Tendenzen
sind jedoch trotz der nicht allzuguten Statistik bei 4 Meßwerten deutlich erkennbar.
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Abbildung 6.14: Die Entropie in Abha¨ngigkeit von T bei U = 0, 1, 2 und 3 zu verschiedenem t′. Im Fall
kleiner U fa¨llt der anfa¨nglich lineare Anstieg in der Fermiflu¨ssigkeitsphase wie erwartet steiler aus, wobei
kleine Schwankungen der Meßwerte als Hinweis auf sich anku¨ndigende Symmetriebrechung verstanden
werden ko¨nnen. Ab U = 3 a¨ndert sich das Stetigkeitsverhalten der Entropie, wobei aus den vorliegenden
Daten nicht abgelesen werden kann, ob sie einen Sprung macht oder lediglich abknickt.
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Abbildung 6.15: Die Entropie in Abha¨ngigkeit von T bei U = 4, 5, 6 und 8 zu verschiedenem t′. Jeder
bei starker Kopplung lokalisierte Spin besitzt zwei Einstellungen woraus sich eine Grundzustandsentropie
S˜(T → 0) = ln(2) ≈ 0.69 erga¨be. Den Widerspruch zum Nernstschen Theorem lo¨st das System durch
spontane Symmetriebrechung, die von starken Fluktuationen begleitet wird. Setzt man die Kurven in der
paramagnetischen Phase u¨ber die Ne´el-Temperatur hinaus stetig differenzierbar fort und beru¨cksichtigt
ihre ∆τ -Abha¨ngigkeit, so scheint die Entropie tatsa¨chlich fu¨r T → 0 gegen einen Wert ≈ 0.7 zu streben.
Kapitel 7
Schlußbemerkungen
Abschließend sollen die wichtigsten Ergebnisse dieser Arbeit noch einmal in ihrer Ge-
samtheit betrachtet und bewertet werden, woran sich die U¨berlegung anschließen wird,
was noch gemacht und genauer untersucht werden ko¨nnte. Im Mittelpunkt der Arbeit
standen die magnetischen U¨berga¨nge im frustrierten Hubbard-Modell, welches im per-
turbativ nicht zuga¨nglichen Bereich mittlerer Kopplung im Rahmen der dynamischen
Mean-Field-Theorie gelo¨st wurde. Hierzu wurden die Selbstkonsistenzgleichungen der Pro-
pagatoren, die auf dem Bethegitter unendlicher Konnektivita¨t in geschlossener Form vor-
liegen, auf den Fall einer U¨berna¨chst-Nachbar-Amplitude verallgemeinert und die Green-
funktionen mittels eines effektiven Pfadintegralformalismus mit exakter Summation oder
einem Quanten-Monte-Carlo-Algorithmus ausgewertet. Aus den Propagatoren und Kor-
relationsfunktionen konnten physikalische Gro¨ßen wie die Dichte, die Magnetisierung, die
Doppelbesetzung und innere Energie, sowie Responsefunktionen in Abha¨ngigkeit von der
Temperatur bei verschiedener On-Site-Wechselwirkung und Frustration, gegebenenfalls
im Rahmen bestimmter Fehlergrenzen berechnet werden. Numerische Differenziation bzw.
Integration lieferte die spezifische Wa¨rme und Entropie. Da man im Zusammenhang mit
dem Mottschen Metall-Isolator-U¨bergang insbesondere am Fall halber Bandfu¨llung, der
Dichte, die einem Elektron pro Gitterplatz entspricht, interessiert ist, wurde das chemi-
sche Potential zuerst entsprechend eingestellt. Ziel war es, ein mo¨glichst vollsta¨ndiges
Phasendiagramm des Modells zu erstellen, in welchem die Ne´el-Temperatur TN gegen die
Hubbard-On-Site-Wechselwirkung U zu verschiedener Frustration t′/t angetragen ist, wo-
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bei mit t und t′ die effektiven Na¨chst- und U¨berna¨chst-Nachbar-Amplituden bezeichnet
sind. Zur genauen Bestimmung von TN wurden zwei Kriterien herangezogen, zum einen
eine nichtverschwindende Untergittermagnetisierung, zum anderen die Divergenz der anti-
ferromagnetischen Suszeptibilita¨t. Die zweite Bestimmungsmethode erlaubt eine sehr ge-
naue Berechnung von TN , wenn es sich um einen magnetischen U¨bergang zweiter Ordnung
handelt. Im Fall eines diskontinuierlichen U¨bergangs konnte die Ne´el-Temperatur jedoch
nur grob aus den entsprechenden Magnetisierungskurven angegeben werden. Ferner wur-
de die ferromagnetische Suszeptibilita¨t untersucht. In der metallischen Phase findet man
erwartungsgema¨ß einen Pauli-Paramagnetismus, die Kurven sa¨ttigen fu¨r T → 0 bei einem
endlichen Wert. Symmetriebrechung beeintra¨chtigt den Response der Spins auf ein homo-
genes Magnetfeld, und die ferromagnetische Suszeptibilita¨t nimmt mit sinkender Tempe-
ratur wieder ab. Die Doppelbesetzung wurde ebenfalls bei verschiedenen Kopplungs- und
Frustrationssta¨rken berechnet. Dabei zeigte sich, daß das typische Korrelationsminimum
auf der metallischen Seite empfindlich von U und t′ abha¨ngt. Da die Doppelbesetzung
bei antiferromagnetischer Ordnung unterdru¨ckt wird, knickt sie an der Ne´el-Temperatur
deutlich ab. Ein gegensa¨tzliches Verhalten bei Symmetriebrechung weist sie hingegen auf
der isolatorischen Seite auf. Wa¨hrend sie in der paramagnetischen Phase mit sinkender
Temperatur monoton abnimmt, steigt sie am magnetischen U¨bergang wieder steil an,
da die nahezu lokalisierten Elektronen in der geordneten Phase mehr Mo¨glichkeiten zu
virtuellem Austausch via Na¨chst-Nachbar-Hu¨pfen haben. Außerdem wurden spezifische
Wa¨rme und Entropie berechnet. Erwartungsgema¨ß modifiziert ein kleines U diese Gro¨ßen
dahingehend, daß der lineare Anstieg in der Fermiflu¨ssigkeitsphase bei tiefen Tempera-
turen steiler als bei U = 0 ausfa¨llt. In der Entropie a¨ußert sich Symmetriebrechung in
einem Knick oder einem Sprung, falls der U¨bergang zweiter bzw. erster Ordnung ist, wo-
bei sich das System in der isolatorischen Phase der “Restentropie” von S˜(T → 0) = ln(2),
die es ohne Symmetriebrechung behalten wu¨rde, bei Unterschreiten der Ne´el-Temperatur
mehr oder weniger abrupt entledigt und den Entropiewert S(T → 0) = 0 anstrebt. Die
Wa¨rmekapazita¨t zeigt am antiferromagnetischen Phasenu¨bergang einen scharfen Peak.
Außer dem breiten Aktivierungspeak bei mittleren bis ho¨heren Temperaturen findet man
im stark korrelierten Metall eine weitere Struktur bei tiefen Temperaturen, die den Spin-
anregungen entspricht und unabha¨ngig von Symmetriebrechung beobachtet werden kann.
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Ferner wurden die analytisch oder perturbativ zuga¨nglichen Grenzfa¨lle in konventionellen
Mean-Field-Theorien untersucht. Der Stark-Kopplungslimes, in welchem die magnetischen
Momente weitgehend lokalisiert sind, erlaubt die Abbildung auf das Heisenberg-Modell
antiferromagnetisch gekoppelter Spins. Die Weisssche Theorie lieferte das Ergebnis, daß
sich magnetische U¨berga¨nge bis zu einem Frustrationsgrad von t′/t = 1 bei einer endlichen
Ne´el-Temperatur kontinuierlich vollziehen. In dynamischer Mean-Field-Theorie wurde bei
t′/t = 0.5 und mittleren Kopplungen ein magnetischer U¨bergang erster Ordnung gefunden,
bei t′/t = 0.75 hingegen konnte weder bei dem ho¨chsten betrachteten U -Wert noch bei der
tiefsten erreichten Temperatur eine endliche Untergittermagnetisierung nachgewiesen wer-
den. Der Schwach-Kopplungslimes wurde am Bethegitter unendlicher Konnektivita¨t und
auf dem Quadrat- bzw. kubischen Gitter in zwei und drei Dimensionen in Hartree-Fock-
Approximation untersucht. Hier wurde in Abha¨ngigkeit sowohl von der Temperatur und
der Hubbard-On-Site-Wechselwirkung als auch vom Gittertyp, der Art der Frustration
und der Dimension eine Vielfalt von U¨berga¨ngen erster und zweiter Ordnung gefunden.
Nachdem das Phasendiagramm zu t′ 6= 0 erstellt ist, wa¨re es interessant, den Parameter-
raum in der Na¨he des Metall-U¨bergangs, der sich zu t′/t = 0.5 zwischen U = 4 und 5
vollziehen muß, mit einem feineren Raster abzutasten. Da die thermodynamischen Gro¨ßen
wegen der numerischen T -Integration in Abha¨ngigkeit von der Temperatur berechnet wer-
den mußten, wurde bei Koexistenz in der Na¨he eines U¨bergangs erster Ordnung stets die
metallische bzw. die paramagnetische Lo¨sung gefunden. Aufgrund von Hystereseeffek-
ten ist na¨mlich zu erwarten, daß man auf der Suche nach einer auskonvergierten Lo¨sung
diesen Fixpunkt erreicht, wenn als Ausgangspunkt der paramagnetische nichtwechselwir-
kende Fall (Σ = 0 und m = 0) gewa¨hlt wurde. Um die koexistente isolatorische Lo¨sung
zu finden, ko¨nnte man etwa mit der Selbstenergie des ebenfalls exakt lo¨sbaren atomaren
Limes starten. Durch Berechnungen bei einem endlichen gestaggerten Magnetfeld wa¨re
es mo¨glich, die nichttriviale Minima-Struktur der freien Energie zu untersuchen. Ferner
ga¨be die genauere Kenntnis des Bereichs schwacher bis mittlerer Kopplung bei tiefe-
ren Temperaturen Aufschluß u¨ber die antiferromagnetische metallische Phase sowie den
Metall-Isolator-U¨bergang im symmetriegebrochenen Fall.
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Anhang A
Elliptische Integrale und Funktionen
Die vollsta¨ndigen elliptischen Integrale erster und zweiter Art werden folgendermaßen
definiert ([68] 8.111, 8.112):
K(κ) = F
(
pi
2
, κ
)
= K ′(κ′) =
∫ pi
2
0
dφ√
1− κ2 sin2(φ)
=
∫ 1
0
dz√
1− κ2z2√1− z2 =
∫ K(κ)
0
du
E(κ) = E
(
pi
2
, κ
)
= E ′(κ′) =
∫ pi
2
0
dφ
√
1− κ2 sin2(φ)
=
∫ 1
0
dz
√
1− κ2z2√
1− z2 =
∫ K(κ)
0
dn2u du (A.1)
Der Parameter κ wird der Modulus dieser Integrale genannt und κ′ =
√
1− κ2 entspre-
chend der inverse Modulus. Fu¨r κ in der Na¨he der Eins (κ′ << 1) existieren folgende
asymptotische Entwicklungen ([68] 8.113, 8.114):
K(κ) = K ′(κ′) = ln
(
4
κ′
)
+
(
1
2
)2 (
ln
(
4
κ′
)
− 2
1 · 2
)
κ′2
+
(
1 · 3
2 · 4
)2 (
ln
(
4
κ′
)
− 2
1 · 2 −
2
3 · 4
)
κ′4 + . . . (A.2)
E(κ) = E ′(κ′) = 1 +
1
2
(
ln
(
4
κ′
)
− 1
1 · 2
)
κ′2
+
12 · 3
22 · 4
(
ln
(
4
κ′
)
− 2
1 · 2 −
1
3 · 4
)
κ′4 + . . . (A.3)
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Die elliptischen Funktionen werden u¨ber das Inverse des elliptischen Integrals erster Art
definiert ([69] 120.01, 120.02, 121.00):
F (φ, κ) =
∫ φ
0
dφ′√
1− κ2 sin2(φ′)
=
∫ y=sin(φ)
0
dz√
1− κ2z2√1− z2 = u = sn
−1(y, κ)
↔ sn(u) = y
cn(u) =
√
1− y2
dn(u) =
√
1− κ2y2
nd(u) =
1√
1− κ2y2 (A.4)
Unter Verwendung elliptischer Funktionen lassen sich die elliptische Integrale systematisch
lo¨sen, d.h. auf elliptische Integrale erster und zweiter Art zuru¨ckfu¨hren ([69] 314.00 ff.,
315.00 ff.), wobei K(κ) ≡ K, E(κ) ≡ E:∫ K
0
du = K∫ K
0
dn2(u) du = E∫ K
0
dn4(u) du = −1
3
κ′2K +
2
3
(
1 + κ′2
)
E∫ K
0
nd2(u) du =
E
κ′2∫ K
0
nd4(u) du = −1
3
K
κ′2
+
2
3
(
1 + κ′2
) E
κ′4
(A.5)
Anhang B
Weitere spezielle Funktionen
B.1 Die Riemannsche Zeta-Funktion
Die Riemannsche Zeta-Funktion wird u¨ber eine unendliche Reihe definiert:
ζ(n) =
∞∑
k=1
1
kn
(B.1)
Es la¨ßt sich zeigen, daß dies a¨quivalent ist zu ([70] 13.3):
∞∑
k=1
1
kn
=
∏
p=Primz.
1
1− p−n (B.2)
Hieraus lassen sich folgende Relationen ableiten:
ln (ζ(n)) =
∑
p
ln
(
1
1− p−n
)
=
∑
p
∞∑
k=1
1
k
1
pnk
(B.3)
d ln (ζ(n))
dn
= −∑
p
∞∑
k=1
ln(p)
pnk
=
ζ ′(n)
ζ(n)
(B.4)
d2 ln (ζ(n))
dn2
=
∑
p
∞∑
k=1
k ln2(p)
pnk
=
ζ ′′(n)
ζ(n)
−
(
ζ ′(n)
ζ(n)
)2
(B.5)
Speziell gilt ([70] 13.21):
ζ ′(0) = −1
2
ln (2pi) (B.6)
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B.2 Die Gamma-Funktion
Euler definierte die Gamma-Funktion u¨ber ein bestimmtes Integral:
Γ(n) =
∞∫
0
dx xn−1 e−x ( Re (n) > 0 ) (B.7)
Es gilt:
Γ(n+ 1) = n Γ(n)
Γ(n+ 1) = n! ( n ∈ IN )
Γ
(
1
2
)
=
√
pi (B.8)
Ferner findet man (siehe auch Appendix in [31]):
∞∫
0
dx xn−1
cosh2(x)
= 22−n
(
1− 22−n
)
Γ(n)ζ(n− 1) ( n > 0, n 6= 2 ) (B.9)
∞∫
0
dx xn−1 ln(x)
cosh2(x)
=
∂
∂n
∞∫
0
dx xn−1
cosh2(x)
= 22−n
{
− ln(2)
(
1− 2 · 22−n
)
+
(
1− 22−n
) [
ψ(n) +
ζ ′(n− 1)
ζ(n− 1)
] }
·Γ(n)ζ(n− 1)
( n > 0, n 6= 2 ) (B.10)
∞∫
0
dx xn−1 ln2(x)
cosh2(x)
=
∂2
∂n2
∞∫
0
dx xn−1
cosh2(x)
= 22−n
{
ln2(2)
(
1− 4 · 22−n
)
− 2 ln(2)
(
1− 2 · 22−n
)
·
[
ψ(n) +
ζ ′(n− 1)
ζ(n− 1)
]
+
(
1− 22−n
) [
ψ′(n) + ψ2(n)
+ 2ψ(n)
(
ζ ′(n− 1)
ζ(n− 1)
)2
+
ζ ′′(n− 1)
ζ(n− 1)
] }
Γ(n)ζ(n− 1)
( n > 0, n 6= 2 ) (B.11)
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B.3 Die Digamma-Funktion
Die Digamma-Funktion ist folgendermaßen definiert:
ψ(n) =
d ln
(
Γ(n)
)
dn
(B.12)
Speziell gilt ([68] 8.365, 8.366):
ψ(1) = − C
ψ(n+ 1) = ψ(n) +
1
n
ψ
(
1
2
)
= − C − 2 ln(2)
ψ
(
n± 1
2
)
= − C + 2
[ n∑
k=1
1
2k − 1 − ln(2)
]
ψ′(n) =
pi2
6
−
n−1∑
k=1
1
k2
(B.13)
Die Eulersche Konstante C wird aus folgender Relation gewonnen:
C = lim
a→∞
(
a∑
m=1
1
m
− ln(a)
)
= 0.577215 (B.14)
Ferner definiert man γ = eC = 1.781072.
B.4 Die Exponential-Integral-Funktion
Die Exponential-Integral-Funktion ist folgendermaßen definiert ([68] 8.211):
Ei(x) = −
∞∫
−x
e−t
t
dt =
x∫
−∞
et
t
dt ( x < 0 ) (B.15)
Weiterhin gilt ([68] 8.212, 8.215):
Ei(−x) = C + e−x ln(x) +
x∫
0
e−t ln(t) dt ( x > 0 ) (B.16)
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Ei(−x) = e−x
n∑
k=1
(−1)k (k − 1)!
xk
+ Rn
wobei |Rn| < n!|x|n+1 cos φ
2
, ( x = |x|eiφ φ2 < pi2 ).
(B.17)
B.5 Bessel-Funktionen
Die Bessel-Funktionen Kν (z) haben die Integraldarstellung ([68] 8.432):
Kν (z) =
∞∫
0
e−z cosh(t) cosh (νt) dt
( ∣∣∣ arg (z)∣∣∣ < pi
2
)
od. ( Re (z) = 0, ν = 0 ) (B.18)
Kν (z) =
( z
2
)νΓ(1
2
)
Γ(ν + 1
2
)
∞∫
0
e−z cosh(t) sinh2ν(t) dt
(
Re (ν) > − 1
2
, Re (z) > 0
)
od.
(
Re (z) = 0, − 1
2
< Re (ν) < − 1
2
)
(B.19)
Fu¨r z → 0 existieren die asymptotischen Entwicklungen ([71] 9.6.8, 9.6.9):
K0 (z) ' − ln(z)
Kν (z) ' 1
2
Γ(ν)
(
1
2
z
)−ν
( Re (ν) > 0 ) (B.20)
Sowie fu¨r z >> 1 und µ = 4ν2 ([71] 9.7.2):
Kν (z) =
√
pi
2z
e−z
{
1 +
µ− 1
8z
+
(µ− 1)(µ− 9)
2!(8z)2
+
(µ− 1)(µ− 9)(µ− 25)
3!(8z)3
+ . . .
}
=
√
pi
2z
e−z
∞∑
k=0
∏k
l=1(µ− (2l − 1)2)
k!((8z)k)
( ∣∣∣ arg (z)∣∣∣ < 3pi
2
)
(B.21)
Es gelten die folgenden Relationen ([68] 8.486):
− ∂
∂z
Kν (z) =
1
2
[
Kν−1 (z) + Kν+1 (z)
]
− ∂
∂z
K0 (z) = K1 (z) (B.22)
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Man definiert die Ableitungen nach der Ordnung ([71] 9.6.45, 9.6.46):[
∂
∂ν
Kν (z)
]
ν=n
=
n!
2
(
z
2
)−n n−1∑
k=0
(
z
2
)k Kk (z)
(n− k)k![
∂
∂ν
Kν (z)
]
ν=0
= 0 (B.23)
Ferner gilt:
∞∫
0
e−z cosh(t) ln(sinh(t)) sinh2ν(t) dt =
1
2
∂
∂ν
∞∫
0
e−z cosh(t) sinh2ν(t) dt
=
1
2
√
pi
(
z
2
)−ν
Γ
(
ν +
1
2
){ ∂
∂ν
Kν (z) + Kν (z)
[
ψ
(
ν +
1
2
)
− ν
z
] }
(B.24)
∞∫
0
e−z cosh(t) cosh(t) sinh2ν(t) dt = − ∂
∂z
∞∫
0
e−z cosh(t) sinh2ν(t) dt
(B.25)
∞∫
0
e−z cosh(t) cosh(t) ln(sinh(t)) sinh2ν(t) dt =
1
2
∂
∂ν
∞∫
0
e−z cosh(t) cosh(t) sinh2ν(t) dt
(B.26)
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Anhang C
Die Selbstkonsistenzgleichungen
Bethegitter bzw. Cayley-Ba¨ume sind Gitter, welche, wenn nur Verbindungen zwischen
na¨chsten Nachbarn in Betracht gezogen werden, keine geschlossenen Schleifen aufweisen
und allein durch eine Zahl K = Z − 1, ihre Konnektivita¨t, charakterisiert werden ko¨nnen
(Z bezeichnet die Anzahl na¨chster Nachbarn eines Gitterplatzes). Im Folgenden wird die
in [29] beschriebene Technik der renormierten Sto¨rungsentwicklung vorgestellt und auf
den Fall einer Verbindung zwischen u¨berna¨chsten Nachbarn erweitert, wobei nur der Fall
unendlicher Konnektivita¨t K → ∞ betrachtet wird. Ein alternativer Zugang u¨ber die
sogenannte Cavity-Methode wird in [4] beschritten. Beide Methoden fu¨hren erwartungs-
gema¨ß im Fall des Hubbard-Modells mit Na¨chst- und U¨berna¨chst-Nachbar-Hu¨pfamplitude
zu gleichen Ergebnissen. Im Fall t und t′ 6= 0 ist jedoch zu beachten, daß das Bethegitter
bei Entfernen eines Gitterplatzes nun nicht mehr in unzusammenha¨ngende Komponenten
zerfa¨llt. Das hat wiederum zur Folge, daß sich die Summe aller sich-selbst-vermeidenden
Pfade nicht nur auf Ausflu¨ge zu benachbarten Gitterpla¨tzen beschra¨nkt wie im Fall t′ = 0.
Vielmehr werden durch das t′ Verbindungen hergestellt, welche auf nichttriviale, unendlich
weit in das Gitter hineinreichende, jedoch klassifizierbare Pfade fu¨hren. Die Aufsumma-
tion dieser Beitra¨ge modifiziert das einfache Ergebnis ohne t′.
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C.1 Die renormierte Sto¨rungsentwicklung (RPE)
Man betrachte den Hamilton-Operator Hˆ = Hˆ0 + Hˆ1, wobei Hˆ0 alle lokalen Beitra¨ge
beinhalte und durch Hˆ1 die in Hu¨pfprozessen bestehende Dynamik beschrieben werde.
Um die bei der Entwicklung um den atomaren Limes auftretenden Besonderheiten fu¨r
den Fall t′ 6= 0 aufzuzeigen genu¨gt es, den nichtwechselwirkenden Fall zu behandeln mit
Hˆ0 = −µ
∑
i,σ
cˆ†iσ cˆiσ
Hˆ1 = −
∑
i,j,σ
tij cˆ
†
iσ cˆjσ.
tij = t falls i, j na¨chste Nachbarn, tij = t
′ falls i, j u¨berna¨chste Nachbarn und tij = 0
sonst. Der Propagator Gijσ(τ) = − < T cˆiσ(τ)cˆ†jσ(0) >, wobei die Vernichter cˆiσ(τ) =
eHˆτ cˆiσe
−Hˆτ (wie auch die Erzeuger) im Heisenbergbild gegeben sind, wird folgendermaßen
berechnet. Zuna¨chst lo¨st man die Bewegungsgleichung des lokalen Problems mit Hˆ = Hˆ0
und erha¨lt in Frequenzdarstellung G0iσ(iωn) = (iωn + µ)
−1. Die Reihenentwicklung mit
Hˆ1 als Sto¨rung liefert die Lo¨sung des vollsta¨ndigen Problems, wobei der Spinindex im
Folgenden unterdru¨ckt wird:
Gij(iωn) = δijG
0
i (iωn) +G
0
i (iωn)tijG
0
j(iωn)
+
∑
k
G0i (iωn)tikG
0
k(iωn)tkjG
0
j(iωn) + . . .
Hierbei mu¨ssen alle sich durch sukzessives Hu¨pfen mit Amplitude t oder t′ ergebenden
Pfade aufsummiert werden. Wie in [29] erla¨utert, gibt es eine A¨quivalenz zwischen dieser
Summe und der Aufsummation aller sich-selbst-vermeidenden Pfade. Bei solchen darf au-
ßer dem Ausgangspunkt ein Gitterplatz nur ein einziges Mal behu¨pft werden. Sogenannten
Dekorationen, Wegen, die Anfang und Ende an ein und dem selben Gitterplatz nehmen,
wird dadurch Rechnung getragen, daß G0i (iωn) nun durch den vollen lokalen Propagator
Gi(iωn) ersetzt wird. Fu¨r den lokalen Propagator ergibt sich also:
Gi(iωn) = G
0
i (iωn) +
∑
k
Gi(iωn)tikGk|i(iωn)tkiG0i (iωn)
+
∑
kl
Gi(iωn)tikGk|i(iωn)tklGl|i|k(iωn)tliG0i (iωn) + . . .
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Die Summe
∑
k wird u¨ber alle na¨chten und u¨berna¨chten Nachbarn mit entsprechendem tik
ausgefu¨hrt, Gk|i ist der volle lokale Propagator fu¨r den Gitterplatz k in Anwesenheit der
Cavity an Gitterplatz i. Die na¨chstho¨here Summe
∑
kl umfaßt drei Hu¨pfprozesse, wobei
zumindest einer zwischen u¨berna¨chsten Nachbarn stattfindet. Allgemein unterscheiden
sich die Gk|...’s von den Gk’s dadurch, daß in Gk alle Dekorationen enthalten sind, in Gk|i
alle bis auf die, welche Gitterplatz i besuchen, und in Gk|i|j mu¨ssen die zu i und j geho¨rigen
ausgeschlossen werden und so fort. Im Fall unendlicher Konnektivita¨t Z → ∞ werden
diese Unterscheidungen hinfa¨llig und es gilt Gk|i, Gk|i|j, Gk|... → Gk. Setzt man t′ = 0, sind
die einzigen sich-selbst-vermeidenden Pfade Spru¨nge zu benachbarten Gitterpla¨tzen und
man erha¨lt das bekannte Ergebnis:
Gi(iωn) = G
0
i (iωn) + t
2
Z∑
j=1
Gi(iωn)Gj(iωn)G
0
i (iωn) (C.1)
Damit die Beitra¨ge auch fu¨r Z → ∞ endlich bleiben, muß t → t/√Z < ∞ reskaliert
werden. Bei Translationsinvarianz ergibt sich folgende Selbstkonsistenzgleichung:
G−1(iωn) = iωn + µ− t2G(iωn) (C.2)
Im Falle t′ 6= 0 findet man hingegen eine unendliche Anzahl sich-selbst-vermeidender
Pfade. Mit der Skalierung t′ → t′/Z liefern auch diese endliche Beitra¨ge. Eine Mo¨glichkeit,
sie systematisch zu erfassen, wird im folgenden Abschnitt vorgestellt.
C.2 Modifikation im Fall von endlichem t′
Das Bethegitter ist bipartit, d.h. es besteht aus zwei Untergittern A und B, wobei i ∈ A
nur na¨chste Nachbarn j ∈ B hat und umgekehrt. Im Folgenden sei Gi = GA wenn i ∈ A
und Gi = GB wenn i ∈ B. Sei nun o.E.d.A der Ursprung 0 ∈ A. Um die oben erwa¨hnten
Beitra¨ge systematisch aufzusummieren ziehe man um 0 konzentrische Kreise, welche alle
na¨chsten, u¨berna¨chsten, etc. Gitterpla¨tze einschließen, also um je einen Gitterplatz wei-
ter in den Cayley-Baum hineinreichen. Die Beitra¨ge der Pfade, die u¨ber den ersten (I),
zweiten (II), etc. Kreis nicht hinausreichen, lassen sich folgendermaßen auflisten, wobei
sich
Ĝi = Gi +Git
′Gi +Git′Git′Git+ . . . =
Gi
1− t′Gi
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als zweckma¨ßige Abku¨rzung erweist (vgl. auch Abbildung ??):
(I) tĜBt = tGBt+ tGBt
′GBt+ tGBt′GBt′GBt+ . . . =
t2GB
1− t′GB
(II) t′ĜAt′ = t′GAt′ + t′GAt′GAt′ + t′GAt′GAt′GAt′ + . . . =
t′2GA
1− t′GA
2t′ĜAtĜBt
t′ĜAtĜBtĜAt′
(III) 2t′ĜAtĜBt′ĜBt
2t′ĜAtĜBt′ĜBtĜAt′
t′ĜAtĜBt′ĜBt′ĜBtĜAt′
(IV ) 2t′ĜAt′ĜAtĜBt′ĜBt
2t′ĜAt′ĜAtĜBt′ĜBtĜAt′
2t′ĜAt′ĜAtĜBt′ĜBt′ĜBtĜAt′
t′ĜAt′ĜAtĜBt′ĜBt′ĜBtĜAt′ĜAt′
(V ) 2t′ĜAt′ĜAtĜBt′ĜBt′ĜBt
2t′ĜAt′ĜAtĜBt′ĜBt′ĜBtĜAt′
2t′ĜAt′ĜAtĜBt′ĜBt′ĜBt′ĜBtĜAt′
2t′ĜAt′ĜAtĜBt′ĜBt′ĜBt′ĜBtĜAt′ĜAt′
t′ĜAt′ĜAtĜBt′ĜBt′ĜBt′ĜBt′ĜBtĜAt′ĜAt′
Der Faktor 2 resultiert aus der Tatsache, daß die ersten m−1 Pfade zu einem Kreis m-ter
Ordnung in zwei Richtungen durchlaufen werden ko¨nnen (z.B. Sprung mit t′ auf einen
u¨berna¨chsten Gitterplatz, zweimal mit t zuru¨ck, erst auf den entsprechenden Gitterplatz
des ersten Kreises, dann zum Ausgangspunkt). Denselben Beitrag liefert das Gleiche in
umgekehrter Reihenfolge. Jeder symmetrische Pfad, das ist jeweils der letzte Beitrag einer
Ordnung, wird jedoch nur einmal geza¨hlt, da der umgekehrte Weg bereits in der Summa-
tion u¨ber alle benachbarten Gitterpla¨tze enthalten ist. Fu¨r eine systematiche Auflistung
muß zwischen geraden und ungeraden Ordnungen unterschieden werden. Die Pfade bis zu
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einem Kreis (2m+ 1)-ter Ordnung (m = 0, 1, 2, . . .) liefern Folgendes:
2t2(t′)2m(ĜA)m(ĜB)m+1
2t2(t′)2m+1(ĜA)m+1(ĜB)m+1
2t2(t′)2m+2(ĜA)m+1(ĜB)m+2
. . .
2t2(t′)4m−2(ĜA)2m−1(ĜB)2m
2t2(t′)4m−1(ĜA)2m(ĜB)2m
2t2(t′)4m(ĜA)2m(ĜB)2m+1
Wa¨hrenddessen findet man in einem Kreis 2m-ter Ordnung (m = 1, 2, 3, . . .):
2t2(t′)2m−1(ĜA)m(ĜB)m
2t2(t′)2m(ĜA)m+1(ĜB)m
2t2(t′)2m+1(ĜA)m+1(ĜB)m+1
. . .
2t2(t′)4m−4(ĜA)2m−1(ĜB)2m−2
2t2(t′)4m−3(ĜA)2m−1(ĜB)2m−1
2t2(t′)4m−2(ĜA)2m(ĜB)2m−1
Dabei oft kommt die Kombination 2t2(t′)2k−1(ĜA)k(ĜB)k insgesamt k-mal (i), die Kombi-
nation t2(t′)2k(ĜA)k+1(ĜB)k ebenfalls k-mal (ii) und die Kombination t2(t′)2k(ĜA)k(ĜB)k+1
sogar (k + 1)-mal (iii) vor. Summation liefert also:
(i) 2t2
∞∑
k=1
(t′)2k−1(ĜA)k(ĜB)k k = 2t′ĜAtĜBt
∞∑
k=1
k(t′ĜA)k−1(t′ĜB)k−1
= 2t′ĜAtĜBt
∂
∂x
∞∑
k=1
xk|
x=(t′ĜAt′ĜB)
= 2t′ĜAtĜBt
∂
∂x
1
(1− x) |x=(t′ĜAt′ĜB)
=
2t′ĜAtĜBt
(1− t′ĜAt′ĜB)2
=
2t′GAtGBt(1− t′GA)(1− t′GB)
(1− t′GA − t′GB)2
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(ii) t2
∞∑
k=1
(t′)2k(ĜA)k+1(ĜB)k k = t′ĜAtĜBtĜAt′
∞∑
k=1
k(t′ĜA)k−1(t′ĜB)k−1
= t′ĜAtĜBtĜAt′
∂
∂x
∞∑
k=1
xk|
x=(t′ĜAt′ĜB)
= t′ĜAtĜBtĜAt′
∂
∂x
1
(1− x) |x=(t′ĜAt′ĜB)
=
t′ĜAtĜBtĜAt′
(1− t′ĜAt′ĜB)2
=
t′GAtGBtGAt′(1− t′GB)
(1− t′GA − t′GB)2
(iii) t2
∞∑
k=0
(t′)2k(ĜA)k(ĜB)k+1 (k + 1) = tĜBt
∞∑
k=1
k(t′ĜA)k−1(t′ĜB)k−1
= tĜBt
∂
∂x
∞∑
k=1
xk|
x=(t′ĜAt′ĜB)
= tĜBt
∂
∂x
1
(1− x) |x=(t′ĜAt′ĜB)
=
tĜBt
(1− t′ĜAt′ĜB)2
=
tGBt(1− t′GA)2(1− t′GB)
(1− t′GA − t′GB)2
Diese drei Beitra¨ge lassen sich bei den Selbstkonsistenzgleichungen noch sehr scho¨n zu-
sammenfassen. Es darf jedoch nicht vergessen werden, das auf dem Kreis zweiter Ordnung
eine weitere Klasse von Pfaden auftritt, bei der nur mit t′ gesprungen wird. Fu¨r die Pro-
pagatoren beider Untergitter ergeben sich folgende Selbstkonsistenzgleichungen:
G−1A (iωn) = iωn + µ−
t′2GA(iωn)
1− t′GA(iωn) −
t2GB(iωn)(1− t′GB(iωn))
(1− t′GA(iωn)− t′GB(iωn))2
G−1B (iωn) = iωn + µ−
t′2GB(iωn)
1− t′GB(iωn) −
t2GA(iωn)(1− t′GA(iωn))
(1− t′GA(iωn)− t′GB(iωn))2
In der dynamischen Mean-Field-Theorie wird fu¨r den wechselwirkenden Fall das frequenz-
abha¨ngige Weisssche Feld u¨ber die Gleichung G−1i (iωn) = G−1i (iωn)−Σi(iωn), i ∈ A oder
B definiert, wobei Σi(iωn) die lokale Selbstenergie ist, und man erha¨lt:
G−1A (iωn) = iωn + µ−
t′2GA(iωn)
1− t′GA(iωn) −
t2GB(iωn)(1− t′GB(iωn))
(1− t′GA(iωn)− t′GB(iωn))2
G−1B (iωn) = iωn + µ−
t′2GB(iωn)
1− t′GB(iωn) −
t2GA(iωn)(1− t′GA(iωn))
(1− t′GA(iωn)− t′GB(iωn))2
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t’
= A
= B
t
0
i
j
Abbildung C.1: sich-selbst-vermeidende Pfade im Bethegitter mit t′: (I) Sprung mit t auf den ersten
Kreis und mit t zuru¨ck, Sprung mit t auf den ersten Kreis, mit t′ weiter auf demselben und mit t zuru¨ck,
Sprung mit t auf den ersten Kreis, 2× mit t′ weiter auf demselben und mit t zuru¨ck, ... (II) Sprung mit
t′ auf den zweiten Kreis, k× wobei k = 0, 1, . . . mit t′ um den Gitterplatz i ∈ B herum und mit t′ zuru¨ck
(diese Sonderklasse von Pfaden tritt nur im Kreis zweiter Ordnung auf!), Sprung mit t′ auf den zweiten
Kreis, k× wobei k = 0, 1, . . . mit t′ um den Gitterplatz i ∈ B herum, mit t auf den ersten Kreis, l×
wobei l = 0, 1, . . . mit t′ um den Gitterplatz 0 ∈ A herum und mit t zuru¨ck, (Dieser Pfad muß 2× geza¨hlt
werden, da er in zwei Richtungen durchlaufen werden kann), Sprung mit t′ auf den zweiten Kreis, k×
wobei k = 0, 1, . . . mit t′ um den Gitterplatz i ∈ B herum, mit t auf den ersten Kreis, l× wobei l = 0, 1, . . .
mit t′ um den Gitterplatz 0 ∈ A herum, mit t auf den zweiten Kreis, m× wobei m = 0, 1, . . . mit t′ um
den Gitterplatz j ∈ B herum (falls l = 0 ist i = j!) und mit t′ zuru¨ck (Dieser Pfad ist symmetrisch,
wird daher nur 1× geza¨hlt, da beide Richtungen schon bei der Summation u¨ber alle na¨chsten Nachbarn
beru¨cksichtigt werden), ...
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Anhang D
Herleitung der Inneren Energie
Ausgehend von der Dysongleichung der DMFT in Frequenzdarstellung
G−1ijσ(iωn) = G−10 ijσ(iωn) − δijΣiσ(iωn), (D.1)
wobei G0 ijσ(iωn) die Bewegungsgleichung des nichtwechselwirkenden Problems∑
k
[ (iωn + µ) δik + tik ] G0 kjσ(iωn) = δij (D.2)
lo¨st, erha¨lt man
G−1ijσ(iωn) = [ iωn + µ − Σiσ(iωn) ] δij + tij. (D.3)
Multiplikation von rechts mit Gjkσ(iωn) liefert
δij = [ iωn + µ − Σiσ(iωn) ] Gijσ(iωn) +
∑
k
tikGkjσ(iωn), (D.4)
bzw. fu¨r i = j
[ iωn + µ − Σiσ(iωn) − 1 ] Giσ(iωn) = −
∑
k
tikGkiσ(iωn). (D.5)
Die kinetische Energie des gesamten Systems entspricht dem Erwartungswert
Ekin = < Tˆ > = −
∑
i,j,σ
tij < cˆ
†
iσ cˆjσ > = − lim
η→0
∑
i,j,σ
tijGijσ(−η). (D.6)
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Dies ist jedoch nichts anderes als die Fouriertransformation von (B.5), summiert u¨ber alle
Gitterpla¨tze und Spinfreiheitsgrade:
Ekin = T
∑
n,i,σ
{
[ iωn + µ − Σiσ(iωn) ] Giσ(iωn) − 1
}
. (D.7)
Die kinetische Energie pro Gitterplatz schließlich ist durch den Ausdruck
Ekin/N = T
∑
nσ
{ 1
2
[ iωn + µ − ΣAσ(iωn) ] GAσ(iωn)
+
1
2
[ iωn + µ − ΣBσ(iωn) ] GBσ(iωn) − 1
}
(D.8)
gegeben.
Bemerkung:
Die Summe ist absolut konvergent. Betrachtet man na¨mlich die Selbstkonsistenzgleichung
in der paramagnetischen Phase fu¨r ωn →∞, so findet man in erster Ordnung
G−1σ (iωn) ' iωn + µ − Σσ(iωn) − (t2 + t′2) Gσ(iωn). (D.9)
Der Propagator in diesem Limes ist dann
G(iωn) ' iωn + µ− Σσ(iωn)
2(t2 + t′2)
 1 −
√√√√1− 4(t2 + t′2)
[iωn + µ− Σ(iωn)]2
 . (D.10)
Entwickeln der Wurzel ergibt eingesetzt in (B.8) fu¨r ωn →∞ eine 1/(iωn)2-Abha¨ngigkeit
in der Summe. Ferner liefert T →∞
Ekin = T
∑
nσ
t2 + t′2
(iωn)2
= −4(t
2 + t′2)
Tpi2
∞∑
n=0
1
(2n+ 1)2
= −t
2 + t′2
2T
→ 0.
Anhang E
Effektive Wirkung
Der lokale Propagator sowie Korrelationsfunktionen werden u¨ber das Pfadintegral bezu¨g-
lich einer effektiven Wirkung berechnet. Effektiv in diesem Zusammenhang bedeutet, daß
alle nichtlokalen Freiheitsgrade ausintegriert werden und daher in der Wirkung nicht mehr
explizit auftauchen. Die Herleitung erfolgt u¨ber die Zustandssumme
Z =
∫
D(c, c∗) e−S(c,c∗) (E.1)
mit dem Wirkungsintegral u¨ber die imagina¨re Zeit
S(c, c∗) =
∫ β
0
dτ
∑
iσ
c∗iσ(τ)[∂τ − µ]ciσ(τ) +
∫
dτH(c(τ), c∗(τ)) (E.2)
wobei
H(c, c∗) = −∑
i,j,σ
tijc
∗
iσcjσ +
U
2
∑
i,σ
niσni−σ (E.3)
der Eigenwert des zugrundeliegenden Hamilton-Operators ist, d.h. die Vernichter sind
durch die Eigenwerte koha¨renter Zusta¨nde ersetzt und die Erzeuger entsprechend durch
ihre Konjugierten. Die Gesamtwirkung wird folgendermaßen zerlegt:
S(c, c∗) = Si(ciσ, c∗iσ) + Sij(cjσ, c
∗
jσ) + Sj 6=i(cjσ, c
∗
jσ) (E.4)
Hierbei ist der Gitterplatz i ausgezeichnet, Si(ciσ, c
∗
iσ) ha¨nge nur von den lokalen Frei-
heitsgraden ab, Sij(cjσ, c
∗
jσ) beinhalte die Hu¨pfterme zwischen i und allen seinen durch
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die Amplituden tij verbundenen Nachbarn und in Sj 6=i(cjσ, c∗jσ) seien die verbleibenden
Terme enthalten. Sei j ein mit i durch tij direkt verbundener Nachbar. Um im Pfadinte-
gral die Variablen, die sich nicht auf den Gitterplatz i beziehen, ausintegrieren zu ko¨nnen,
mu¨ssen die tij-Terme geeignet separiert werden. Dazu transformiert man die Grassmann-
variablen
cjσ(τ)→ cjσ(τ) + c0jσ(τ), (E.5)
wobei die Verschiebung c0jσ(τ) die Relation
[∂τ − µj]c0jσ(τ) = tijciσ(τ) (E.6)
erfu¨llen soll. µj sei ein zuna¨chst nicht weiter spezifizierter Eigenwert bezu¨glich des ent-
sprechenden Gitterplatzes in Anlehnung an das Anderson-Impurity-Modell. Man definiert
lokale Greenfunktionen
[∂τ − µj]G0jσ(τ − τ ′) = −δ(τ − τ ′) (E.7)
mit
c0jσ(τ) = −
∫
dτ ′G0jσ(τ − τ ′)tijciσ(τ ′). (E.8)
Einsetzen in die Wirkung liefert
S(c, c∗) =
∫
dτ
∑
σ
{
c∗iσ(τ)[∂τ − µ]ciσ(τ) +
U
2
niσ(τ)ni−σ(τ)
}
+
∫
dτ
∑
j,σ
{
c∗jσ(τ)[∂τ − µj]cjσ(τ) + c0∗jσ(τ)[∂τ − µj]c0jσ(τ)
+ c0∗jσ(τ)[∂τ − µj]cjσ(τ) + c∗jσ(τ)[∂τ − µj]c0jσ(τ)
− c∗jσ(τ)tijciσ(τ) − c0∗jσ(τ)tijciσ(τ)
− c∗iσ(τ)tijcjσ(τ) − c∗iσ(τ)tijc0jσ(τ)
}
+ Sk 6=i(ckσ, c∗kσ).
Nach partieller Integration fallen die Mischterme weg und man findet
S(c, c∗) =
∫
dτ
∑
σ
{
c∗iσ(τ)[∂τ − µ]ciσ(τ) +
U
2
niσ(τ)ni−σ(τ)
}
+
∫
dτ
∫
dτ ′
∑
j,σ
t2ijc
∗
iσ(τ)G
0
jσ(τ − τ ′)ciσ(τ ′)
+
∫
dτ
∑
j,σ
c∗jσ(τ)[∂τ − µj]cjσ(τ) + Sk 6=i(ckσ, c∗kσ).
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Der vorletzte Term ha¨ngt ebenfalls nicht von Freiheitsgraden des Gitterplatzes i ab und
kann somit in Sk 6=i(ckσ, c∗kσ) hineindefiniert werden:
S(c, c∗) = −
∫
dτ
∫
dτ ′
∑
σ
c∗iσ(τ)G−1iσ (τ − τ ′)ciσ(τ) +
U
2
∫
dτ
∑
σ
niσ(τ)ni−σ(τ)
+ Sk 6=i(ckσ, c∗kσ) = Seff (ciσ, c
∗
iσ) + Sk 6=i(ckσ, c
∗
kσ) (E.9)
Der Badpropagator
G−1iσ (τ − τ ′) = −δ(τ − τ ′)[∂τ ′ − µ] −
∑
j,σ
t2ijG
0
jσ(τ − τ ′), (E.10)
die Bezeichnung deutet es bereits an, beinhaltet noch immer nichtlokale Freiheitsgrade,
in der gewa¨hlten Darstellung die µj’s. Durch diese dynamische Gro¨ße koppelt der einzelne
Gitterplatz an das Elektronenbad des gesamten Systems, d.h. im Laufe der Propagation
in der imagina¨ren Zeit wird er alle ihm zur Verfu¨gung stehenden Zusta¨nde annehmen,
im Fall des Ein-Band-Hubbard-Modells also leer, einfach- und doppelbesetzt werden. Be-
trachtet man hingegen das System als ein lokal zu lo¨sendes Problem, so erha¨lt es durch
den zweiten Term in (E.10) ein “Geda¨chnis”, d.h. die Wechselwirkung mit dem mittle-
ren Feld der Badelektronen ist nicht mehr instantan sondern beinhaltet daru¨ber hinaus
Retardierungseffekte, die Fouriertransformierte des Weissschen Feldes
G−1iσ (iωn) = iωn + µ −
∑
j,σ
t2ij
iωn + µj
(E.11)
ist im Gegensatz zu klassischen Mean-Field-Theorien frequenzabha¨ngig. U¨ber die effektive
Wirkung kann die Zustandssumme folgendermaßen umgeschrieben werden
Z =
∫ ∏
σ
D(ciσ, c∗iσ)e−Seff (ciσ ,c
∗
iσ)
∏
k 6=i,σ
D(ckσ, c∗kσ) e−Sk 6=i(ckσ ,c
∗
kσ),
woraus unmittelbar die Relation
1
Z effe
−Seff (ciσ ,c∗iσ) =
1
Z
∫ ∏
k 6=i,σ
D(ckσ, c∗kσ) e−Sk 6=i(ckσ ,c
∗
kσ)
folgt, wobei
Zeff =
∫ ∏
σ
D(ciσ, c∗iσ)e−Seff (ciσ ,c
∗
iσ).
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Anhang F
Berechnung der Suszeptibilita¨ten
Zur numerischen Berechnung der verallgemeinerten Suszeptibilita¨t
χx =
∂〈nx〉
∂x
=
1
2
∑
i,σ
fxiσ
∂
∂x
Giσ(0
−), (F.1)
wobei x fu¨r ein zeitlich konstantes Feld steht, welches an die Dichte 〈nx〉 koppelt mit
x =

h
hst
∆µ
∆µcdw
 und 〈nx〉 =

m
mst
n
ncdw

(h bezeichnet ein homogenes Magnetfeld, hst ein gestaggertes Magnetfeld, ∆µ eine kon-
stante Variation des chemischen Potentials und ∆µcdw eine auf Untergitter A positive
und auf Untergitter B negative A¨nderung von µ; m = 1
2
|〈nA↑〉 − 〈nA↓〉 + 〈nB↑〉 − 〈nB↓〉|
steht fu¨r die Gesamtmagnetisierung, mst =
1
2
|〈nA↑〉 − 〈nA↓〉 − 〈nB↑〉 + 〈nB↓〉| fu¨r die
Untergittermagnetisierung, n = 1
2
|〈nA↑〉+ 〈nA↓〉+ 〈nB↑〉+ 〈nB↓〉| fu¨r die Gesamtladungs-
dichte und ncdw =
1
2
|〈nA↑〉 + 〈nA↓〉 − 〈nB↑〉 − 〈nB↓〉| fu¨r die relative Dichte einer La-
dungsdichtewelle, fxiσ = (σ, σ(−1)i, 1, (−1)i) mit (−1)i = 1 falls i ∈ A, (−1)i = −1 falls
i ∈ B sorgt fu¨r die korrekte Definition der Dichten) betrachte zuna¨chst den Propagator
in zeitdiskretisierter Form
Giσ(τl1 , τl2) = −
1
Z eff
∫
D(ciσ, c∗iσ)ciσ(τl1)c∗iσ(τl2)e−Seff (ciσ ,c
∗
iσ) (F.2)
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mit Normierung
Zeff =
∫ ∏
σ
D(ciσ, c∗iσ)e−Seff (ciσ ,c
∗
iσ) (F.3)
und
Seff (ci, c
∗
i ) = −∆τ 2
∑
σ,l1,l2
c∗iσ(τl1)G−1iσ (τl1 , τl2)ciσ(τl2) + U∆τ
∑
l
ni↑(τl)ni↓(τl) (F.4)
(τl = l∆τ , l = 0, . . . , L mit ∆τ = β/L). Im Folgenden wird wieder die Abku¨rzung
ciσ(l) = ciσ(τl), Giσ(l1, l2) = Giσ(τl1 − τl1) und G−1iσ (l1, l2) = G−1iσ (τl1 − τl1) verwendet. Der
Propagator
Giσ(l1, l2) = − 1Z eff
∫
D(ciσ, c∗iσ)ciσ(l1)c∗iσ(l2)e−Seff (ciσ ,c
∗
iσ), (F.5)
wird nun nach dem Parameter x abgeleitet
∂
∂x
Giσ(l1, l2) = ∆τ
2
∑
σ′,l′1,l
′
2
∂
∂x
G−1iσ′ (l′1, l′2)
·
{
1
Z eff
∫
D(ciσ, c∗iσ)ciσ′(l′2)ciσ(l1)c∗iσ(l2)c∗iσ′(l′1)e−Seff (ciσ ,c
∗
iσ)
− 1Z eff
∫
D(ciσ, c∗iσ)ciσ′(l′2)c∗iσ′(l′1)e−Seff (ciσ ,c
∗
iσ)
· 1Z eff
∫
D(ciσ, c∗iσ)ciσ(l1)c∗iσ(l2)e−Seff (ciσ ,c
∗
iσ)
}
= ∆τ 2
∑
σ′,l′1,l
′
2
∂
∂x
G−1iσ′ (l′1, l′2)Γiσ′σσσ′(l′2, l1, l2, l′1), (F.6)
wobei die Korrelationsfunktion
Γiσ′σσσ′(l
′
2, l1, l2, l
′
1) = Giσ′σσσ′(l
′
2, l1, l2, l
′
1)−Giσ′(l′2, l′1) ·Giσ(l1, l2) (F.7)
definiert wurde. Wegen zeitlicher Translationsinvarianz Giσ(l1, l2) = Giσ(l1 − l2) ≡ Giσ(l)
und G−1iσ′ (l′1, l′2) = G−1iσ′ (l′1− l′2) ≡ G−1iσ′ (l′) findet man mit entsprechender Umbenennung der
Zeitindizes
∂
∂x
Giσ(l) = ∆τ
2
∑
σ′,l′
∂
∂x
G−1iσ′ (l′)
∑
l′1
Γiσ′σσσ′(l
′
1 − l′, l1, l1 − l, l′1)
= ∆τ
∑
σ′,l′
Γiσσ′(l, l
′)γxiσ′(l
′). (F.8)
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Γiσσ′(l, l
′) erha¨lt man durch Kontraktion der urspru¨nglichen Korrelationsfunktion, indem
eine Zeitintegration bzw. Summation ausgefu¨hrt wird. Ein stummer Index, in diesem
Fall l1, u¨ber den nicht summiert wird, kann beliebig gewa¨hlt werden. Die dynamische
Antwortfunktion γxiσ(l) =
∂
∂x
G−1iσ (l) beschreibt die Reaktion des effektiven Mediums auf
die infinitesimale Parametera¨nderung des Systems, in ihr sind alle nichtlokalen Freiheits-
grade enthalten. Wa¨hrend durch (F.8) eine lokale Relation gegeben ist, verbinden die
Selbstkonsistenzgleichungen das dynamische Weisssche Feld mit den Propagatoren beider
Untergitter:
G−1iσ (iωn) = iωn + µ+ xfxiσ −
t′2Giσ(iωn)
1− t′Giσ(iωn) −
t2G−iσ(iωn)(1− t′G−iσ(iωn))
(1− t′Giσ(iωn)− t′G−iσ(iωn))2 (F.9)
Ableiten nach x setzt die dynamische Antwortfunktion in Frequenzdarstellung in Relation
zu den Propagatoren
∂
∂x
G−1iσ (iωn) = fxiσ − Riiσ(iωn)
∂
∂x
Giσ(iωn) −R−iiσ (iωn)
∂
∂x
G−iσ(iωn)
= γxiσ(iωn) (F.10)
bzw.
fxiσ − γxiσ(iωn) =
∑
j=±i
Rjiσ(iωn)
∂
∂x
Gjσ(iωn) (F.11)
mit den Abku¨rzungen
Riiσ(iωn) =
t′2
1− t′Giσ(iωn) +
t′3Giσ(iωn)
(1− t′Giσ(iωn))2 +
2t2t′G−iσ(iωn)(1− t′G−iσ(iωn))
(1− t′Giσ(iωn)− t′G−iσ(iωn))3
(F.12)
und
R−iiσ (iωn) =
t2(1− 2t′G−iσ(iωn))
(1− t′Giσ(iωn)− t′G−iσ(iωn))2 +
2t2t′G−iσ(iωn)(1− t′G−iσ(iωn))
(1− t′Giσ(iωn)− t′G−iσ(iωn))3 ,
(F.13)
wobei i ∈ A, −i ∈ B oder umgekehrt. Im Gegensatz zu (F.8) sind diese Gleichungen
diagonal in den Spinindizes. Multiplikation mit der Inversen der 2 × 2-Matrix Rjiσ(iωn),
σ =↑, ↓ fu¨hrt auf
∂
∂x
Giσ(iωn) =
∑
j
(R−1)jiσ(iωn)
[
fxjσ − γxjσ(iωn)
]
. (F.14)
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Fouriertransformation liefert eine weitere Relation, in die die auf beiden Untergittern
definierten Gro¨ßen einfließen:
∂
∂x
Giσ(l) =
∑
l′,j
(R−1)jiσ(l − l′)
[
δl′f
x
jσ −∆τγxjσ(l′)
]
(F.15)
Durch Gleichsetzen mit (F.8) eliminiert man zuna¨chst ∂
∂x
Giσ(l)
∆τ
∑
σ′,l′,j
[
δjiΓiσσ′(l, l
′) + δσσ′(R−1)
j
iσ(l − l′)
]
γxjσ′(l
′) =
∑
j
(R−1)jiσ(l)f
x
jσ, (F.16)
und es la¨ßt sich γxiσ(l), die dynamische Antwortfunktion, ermitteln. Diese wiederum einge-
setzt in (F.8) liefert ∂
∂x
Giσ(l). Mit (F.1) kann schließlich die entsprechende Suszeptibilita¨t
berechnet werden.
Anhang G
Berechnung der U¨bergangsmatrizen
Die Lo¨sung des Pfadintegrals wird mittels der Matrizenmethode fu¨r fermionische Feld-
operatoren durchgefu¨hrt (siehe [38]), wobei Matrizen der Form
Mll′σ(s) = −∆τ 2(eV (s))ll′′σG−1iσ (l′′, l′) + (eV (s))ll′σ − δll′ = All′σ(s) − δll′
auftreten. Durch (eV (s))ll′σ ist eine Diagonalmatrix mit den Eintra¨gen e
λslσ definiert, wobei
sl = ±1, l = 1, . . . , L der l-te Hubbard-Stratonovich-Spin ist. Die gesamte Hilfsspin-
Konfiguration wird durch den Vektor s beschrieben. All′σ(s) wird lediglich als Abku¨rzung
fu¨r (eV (s))ll′′σ(−∆τ 2G−1iσ (l′′, l′)+ δl′′l′) eingefu¨hrt. Flipen des m-ten Spins sm → −sm fu¨hrt
auf eine neue Matrix M ′ll′σ(s
′), die sich aus Mll′σ(s) folgendermaßen berechnen la¨ßt:
M ′ll′σ(s
′) = Mll′σ(s) + (e−2λsmσδlm − 1) δll′′Al′′l′σ(s)
= Mll′σ(s) + ∆
m
ll′′σ(Ml′′l′σ(s) + δl′′l′)
= [ δll′′ + ∆
m
lkσ(δkl′′ + M
−1
kl′′σ(s)) ] Ml′′l′σ(s)
Die Matrix ∆mll′σ besitzt einen einzigen Eintrag ungleich Null und zwar das m-te Diagona-
lenelement. Die Determinante der neuen Matrix kann nun sehr einfach aus der der alten
bestimmt werden:
detM ′ll′σ(s
′) = det [ δll′′ + ∆mlkσ(δkl′′ + M
−1
kl′′σ(s)) ] detMl′′l′σ(s)
= [ 1 + (e−2λsmσ − 1)(M−1mm(s) + 1) ] detMll′σ(s)
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Die durch den Spinflip vera¨nderte Matrix la¨ßt sich jedoch auch in der Form
M ′ll′σ(s
′) = Mll′σ(s) + (e−2λsmσ − 1) Aml′σ(s)
= Mll′σ(s) + (e
−2λsmσ − 1) em ⊗Aml′σ(s),
schreiben, wobei die zu Mll′σ(s) zu addierende Matrix als dyadisches Produkt des m-ten
Einheitsvektors mit dem m-ten Zeilenvektor von Al′′l′σ(s) ausgedru¨ckt werden kann. Fu¨r
die Berechnung der Inversen M ′−1ll′σ(s
′) gilt die Sherman-Morrison-Formel (Erla¨uterungen
und eine ausfu¨hliche Herleitung sind beispielsweise in Numerical Recipies C zu finden):
M ′−1ll′σ (s
′) = M−1ll′σ(s) −
M−1lkσ(s)δkmAmk′σ(s)(e
−2λsmσ − 1)M−1k′l′σ(s)
1 + Amkσ(s)M
−1
kk′σ(s)δk′m(e
−2λsmσ − 1)
= M−1ll′σ(s) −
M−1lmσ(s)(δml′ +M
−1
ml′σ(s))(e
−2λsmσ − 1)
1 + (1 +M−1mmσ(s))(e−2λsmσ − 1)
Anhang H
Spline-Interpolation
Der Propagator G(τ) wird u¨ber das Pfadintegral nur an den diskreten Punkten τl = l∆τ ,
l = 0, . . . , L berechnet, wobei ∆τ = β/L. Aus diesem Grund wird er bei der Fourierru¨ck-
transformation G(τ) → G(iωn) mittels eines kubischen Splines interpoliert, d.h. man
approximiert G(τ) auf den Intervallen [τl, τl+1], l = 0, . . . , L − 1 durch Polynome dritten
Grades:
Gl(τ) = αl + βl(τ − τl) + γl(τ − τl)2 + δl(τ − τl)3, τ ∈ [τl, τl+1]. (H.1)
Die Koeffizienten αl, βl, γl, δl werden aus geeigneten Stetigkeits- und Randbedingungen
ermittelt. Zuna¨chst definiert man die sogenannten Momente Ml := G
′′
l (l), woraus sich
unmittelbar G′′l (τ), l = 0, . . . , L − 1 als linieare Funktion auf dem jeweiligen Intervall
schreiben la¨ßt. Zweimaliges Integrieren liefert das entsprechende Gl(τ):
G′′l (τ) = Ml
(τl+1 − τ)
∆τ
+Ml+1
(τ − τl)
∆τ
(H.2)
G′l(τ) = −
Ml
2
(τl+1 − τ)2
∆τ
+
Ml+1
2
(τ − τl)2
∆τ
+ Al (H.3)
Gl(τ) =
Ml
6
(τl+1 − τ)3
∆τ
+
Ml+1
6
(τ − τl)3
∆τ
+ Al(τ − τl) +Bl (H.4)
Die Integrationskonstanten Al und Bl erha¨lt man aus der Forderung stetigen Anschlusses:
Gl(τl) = Ml
∆τ 2
6
+Bl = G(l) (H.5)
Gl(τl+1) = Ml+1
∆τ 2
6
+ Al∆τ +Bl = G(l + 1) (H.6)
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Bl = G(l)−Ml∆τ
2
6
(H.7)
Al =
(G(l + 1)−G(l))
∆τ
− (Ml+1 −Ml)∆τ
6
(H.8)
Die Koeffizienten des l−ten Spline-Polynoms lassen sich nun durch die Momenten Ml
ausdru¨cken:
αl = G(l) (H.9)
βl = −Ml∆τ
2
+ Al =
(G(l + 1)−G(l))
∆τ
− (Ml+1 + 2Ml)∆τ
6
(H.10)
γl =
Ml
2
(H.11)
δl =
(Ml+1 −Ml)
6∆τ
(H.12)
Die Forderung nach stetiger Differenzierbarkeit bei τ = τl, l = 1, . . . , L − 1 fu¨hrt auf ein
lineares Gleichungssystem fu¨r die Momente:
Ml−1 + 4Ml +Ml+1 =
G(l + 1)− 2G(l) +G(l − 1)
6∆τ 2
≡ dl (H.13)
Zur Bestimmung von M0 und ML bedarf es weiterer Bedingungen. Statt diese beiden
Gro¨ßen gleich null zu setzen, was der willku¨rlichen Annahme G′′l (0) = G
′′
l (β) = 0 ent-
spricht, ist es sinnvoller, den Propagator G(τ), der eigentlich bei τ = 0, β, . . . Unste-
tigkeiten und wegen G(τ) = −G(τ + β) ein antiperiodisches Verhalten besitzt, stetig
differenzierbar fortzusetzen, indem man die letzten 2− 3 Punkte linear oder quadratisch
extrapoliert, auf diese Weise ein G−1 bzw. ein GL+1 definiert und somit in (F.13) ein d0
und ein dL. Das auf den Rang L+1 erweiterte Gleichungssystem liefert endliche Werte fu¨r
M0 undML. Gerade fu¨r den Fall weniger Stu¨tzstellen kann die Fourierru¨cktransformation
auf diese Weise stabilisiert werden, da das Verhalten G(τ → 0) genauer approximiert
wird. Die Fourierru¨cktransformation la¨ßt sich aus den Splines analytisch berechnen:
G(iωn) =
∫ β
0
G(τ)eiωnτdτ =
L−1∑
l=0
∫ τl+1
τl
Gl(τ)e
iωnτdτ =
L−1∑
l=0
eiωnτl
{
αl
∫ ∆τ
0
eiωnτdτ
+ βl
∫ ∆τ
0
eiωnττdτ + γl
∫ ∆τ
0
eiωnττ 2dτ + δl
∫ ∆τ
0
eiωnττ 3dτ
}
= α(iωn)Fα(iωn) + β(iωn)Fβ(iωn) + γ(iωn)Fγ(iωn) + δ(iωn)Fδ(iωn),
(H.14)
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wobei
α(iωn) =
L−1∑
l=0
αle
iωnτl (H.15)
u.s.w. die diskret ermittelten “Fouriertransformierten” der entsprechenden Koeffizienten
sind. Die auftretenden Integrale werden durch die Formel∫ ∆τ
0
ezττmdτ =
∂m
∂zm
∫ ∆τ
0
ezτdτ =
∂m
∂zm
{1
z
(ez∆τ − 1)} (H.16)
ausgewertet. Unter Verwendung von
m = 0 :
1
z
(ez∆τ − 1) (H.17)
m = 1 : − 1
z2
(ez∆τ − 1) + ∆τ
z
ez∆τ (H.18)
m = 2 :
2
z3
(ez∆τ − 1)− 2∆τ
z2
ez∆τ +
∆τ 2
z
ez∆τ (H.19)
m = 3 : − 6
z4
(ez∆τ − 1) + 6∆τ
z3
ez∆τ − 3∆τ
2
z2
ez∆τ +
∆τ 3
z
ez∆τ (H.20)
erha¨lt man schließlich die frequenzabha¨ngigen Gro¨ßen:
Fα(iωn) =
1
iωn
(eiωn∆τ − 1) (H.21)
Fβ(iωn) =
1
ω2n
(eiωn∆τ − 1) + ∆τ
iωn
eiωn∆τ (H.22)
Fγ(iωn) = − 2
iωn
3 (e
iωn∆τ − 1) + 2∆τ
ω2n
eiωn∆τ +
∆τ 2
iωn
eiωn∆τ (H.23)
Fδ(iωn) = − 6
ω4n
(eiωn∆τ − 1)− 6∆τ
iωn
3 e
iωn∆τ +
3∆τ 2
ω2n
eiωn∆τ +
∆τ 3
iωn
eiωn∆τ (H.24)
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Anhang I
∆τ-Extrapolation der
Ne´el-Temperatur
Die Suszeptibilita¨ten geben daru¨ber Auskunft, wie empfindlich das System auf den Ein-
fluß eines infinitesimal kleinen a¨ußerlich angelegten Feldes reagieren wu¨rde. Divergentes
Verhalten dieser Gro¨ßen deutet auf den U¨bergang von einer ungeordneten Phase in eine
magnetisch geordnete. Da im Fall einer antiferromagnetischen Instabilita¨t die Suszeptibi-
lita¨t wie 1/(T − TN) divergiert, ist die entsprechende Ne´el-Temperatur der Schnittpunkt
von χ−1AF mit der Abszisse. Wegen der mehr oder weniger signifikanten ∆τ -Abha¨ngigkeit
jeder Gro¨ße, die sich zwangsla¨ufig aus der endlichen Zeitdiskretisierung des Pfadintegrals
ergibt, erha¨lt man den eigentlichen Wert erst nach einer ∆τ -Extrapolation. Zu diesem
Zweck wurde die Berechnungen mit Diskretisierung ∆τ = 0.125, 0.25 und 0.5 durch-
gefu¨hrt, die Werte des jeweiligen Schnittpunkts werden quadratisch extrapoliert, wobei
der sich fu¨r ∆τ = 0 ergebende Wert der wahren Ne´el-Temperatur entspricht und im
Phasendiagramm (Abb. 6.5) gegen die On-Site-Wechselwirkung U aufgetragen ist.
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Abbildung I.1: Inverse antiferromagnetische Suszeptibilita¨t (U = 2, t′ = 0 und t′ = 0.5)
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Abbildung I.2: Inverse antiferromagnetische Suszeptibilita¨t (U = 3, t′ = 0 und t′ = 0.5)
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Abbildung I.3: Inverse antiferromagnetische Suszeptibilita¨t (U = 4, t′ = 0 und t′ = 0.5)
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Abbildung I.4: Inverse antiferromagnetische Suszeptibilita¨t (U = 5, t′ = 0 und t′ = 0.5)
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Abbildung I.5: Inverse antiferromagnetische Suszeptibilita¨t (U = 6, t′ = 0 und t′ = 0.5)
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Abbildung I.6: Inverse antiferromagnetische Suszeptibilita¨t (U = 8, t′ = 0 und t′ = 0.5)
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