Abstract: For M/G/1 retrial queues with impatient customers, we review the results, concerning the steady state distribution of the system state, presented in the literature. Since the existing formulas are cumbersome (so their utilization in practice becomes delicate) or the obtaining of these formulas is impossible, we apply the information theoretic techniques for estimating the above mentioned distribution. More concretely, we use the principle of maximum entropy which provides an adequate methodology for computing a unique estimate for an unknown probability distribution based on information expressed in terms of some given mean value constraints.
INTRODUCTION: MODEL DESCRIPTION
The main characteristic of queuing systems with repeated attempts (retrial queues) is that a customer who finds the server busy upon arrival is obliged to leave the service area and join a retrial group (orbit). After some random time, the blocked N. Stihi, N. Djellab / Approximation of the Steady State System State Distribution 286 customer will have a chance to try his luck again. There is an extensive literature on the retrial queues and we refer the reader to [3] , [7] and references there. The models in question arise in the analysis of different communication systems: cellular mobile networks, Internet, local area computer networks, see in [2] , [4] , [6] .
In telephone networks, we can observe that a calling subscriber after some unsuccessful retrials gives up further repetitions and leaves the system. In queuing systems with repeated attempts, this phenomenon is represented by the set of
, called the persistence function, where k H is the probability that a customer will make the (k+1)-th attempt after the k-th attempt fails. In general, it is assumed that the probability of a customer reinitiating after failure of a repeated attempt does not depend on the number of previous attempts (i.e.
... ). In the queuing literature, an extensive body research addressing impatience phenomena observed in single or multi server retrial systems can be found, for example in [1] , [8] - [9] . An M/G/1 retrial queue with impatient customers (where 1 2 = H and 1 2 < H ) is analyzed in [7] . In the case of 1 2 = H , the authors study the no stationary regime of the system, investigate the embedded Markov chain and obtain the steady state joint distribution of the server state and the number of customers in the retrial group. In the case of 1 2 < H , the closed form solution for the steady state distribution of the system state is derived only in the case of exponential service time. For general service time, the authors obtain the partial factorial moments of the size of retrial group in terms of the server utilization, and describe the embedded Markov chain. Recent contributions on this topic include the papers of Senthil Kumar and Arumuganathan (2009) [10] , Shin and Choo (2009) [11] , Shin and Moon (2008) [12] . In the first paper, the steady state behaviour of an M/G/1 retrial queue with impatient customers (
) is given, where the first preliminary service is followed by the second additional one; possibility of the server vacation is analyzed, and some performance measures (expected number of customers in the retrial group, expected waiting time of the customers in the retrial group, ...) are obtained. In [11] , the authors model the M/M/s retrial queue with balking and reneging as a Markov chain on two-dimensional lattice space + + × Z Z and present an algorithm to calculate the steady state distribution of the number of customers in retrial group and service facility. The considered model contains the retrial model with finite capacity of service facility by assigning specific values to the probabilities of joining the balking customers and reneging ones the retrial group. In [12] , a retrial queuing system limited by a finite number (m) of retrials for each customer is analyzed as the model with
In our work, we consider single server queuing systems where primary customers arrive according to a Poisson stream with rate 0 > λ . If the server is busy at the arrival epoch, then the arriving primary customer leaves the system without service with probability 0
and joins the orbit with probability 1 H . In the same situation, any orbiting customer leaves the system forever with probability 0 1 2 > − H and returns to the orbit with probability 2 H . If the server is idle at the arrival epoch, the primary/orbiting customer begins his service. For models in question, we review the results concerning the steady state distribution of the system state presented in the literature and compare them with the results we obtained. Since the existing formulas are cumbersome (so their utilization in practice becomes delicate) or the obtaining of these formulas is impossible, we apply the information theoretic techniques for estimating the above mentioned distribution. More concretely, we use the principle of maximum entropy which provides an adequate methodology for computing a unique estimate for an unknown probability distribution based on information expressed in terms of some given mean value constraints.
This paper is organized as follows. The next section contains the existing results on the steady state joint distribution of the server state and the number of customers in the orbit of the M/G/1 retrial queues with impatient customers so as our results (some performance measures, moments). In the third section, we present the maximum entropy estimations of the steady state distribution of the system state. In the last section, we show through numerical results how the considered information of a theoretic method works for the models in question.
STEADY STATE DISTRIBUTION OF THE SYSTEM STATE
The state of the system at time t can be described by means of the process 
has the following partial generating functions [7] ∑
where
With the help of (2) and (3), we can get the generating function of the number of customers in the orbit
the steady state distribution of the server state
and the mean number of customers in the orbit 
When
We have also the mean number of customers in the orbit N. Stihi, N. Djellab / Approximation of the Steady State System State Distribution
and the mean number of customers in the system
By differentiation of formulas (4)- (5), after some fastidious algebra, we get out the following expressions for the partial moments 
It is easy to see that is available only when the service times are exponentially distributed (in the general case a complete closed form solution seems impossible) [7] . That is Now, we can get the steady state distribution of the server state 
the mean number of customers in the orbit
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APPROXIMATION OF THE STEADY STATE DISTRIBUTION OF THE SYSTEM STATE
Since the exact formulas of the steady state joint distribution of the server state and the number of customers in the orbit are cumbersome or impossible to get, (1) and (8) .
First order estimation
According to the principle of maximum entropy, the first order estimation of the steady state distributions in 
Theorem 1. If the available information is given by
k i M , { } 1 , 0 ∈ i and { } 1 , 0 ∈ k , then
End of proof

Second order estimation
It is necessary to maximize the Shannon's entropy (1) and (8)) is
Here, 
By applying the above mentioned method, it is easy to obtain the second order estimations 
End of proof
APPLICATION
In this section, we illustrate numerically the use of the principle of maximum entropy to get the estimations for the steady state distributions (1) and (8) For the first and the second order estimations, the moments k i M were calculated by taking derivates of the partial generating functions (4)- (5) and (9) In the same way, we obtain a new estimation ) exp (  1   0   ,  2  2  2  1  0  )  ,  2 
