The objective in this work is to develop downscaling methodologies to obtain a long time record of inundation extent at high spatial resolution based on the existing low spatial resolution results of the Global Inundation Extent from Multi-Satellites (GIEMS) dataset. In semiarid regions, high-spatial-resolution a priori information can be provided by visible and infrared observations from the Moderate Resolution Imaging Spectroradiometer (MODIS). The study concentrates on the Inner Niger Delta where MODIS-derived inundation extent has been estimated at a 500-m resolution. The space-time variability is first analyzed using a principal component analysis (PCA). This is particularly effective to understand the inundation variability, interpolate in time, or fill in missing values. Two innovative methods are developed (linear regression and matrix inversion) both based on the PCA representation. These GIEMS downscaling techniques have been calibrated using the 500-m MODIS data. The downscaled fields show the expected space-time behaviors from MODIS. A 20-yr dataset of the inundation extent at 500 m is derived from this analysis for the Inner Niger Delta. The methods are very general and may be applied to many basins and to other variables than inundation, provided enough a priori highspatial-resolution information is available. The derived high-spatial-resolution dataset will be used in the framework of the Surface Water Ocean Topography (SWOT) mission to develop and test the instrument simulator as well as to select the calibration validation sites (with high space-time inundation variability). In addition, once SWOT observations are available, the downscaled methodology will be calibrated on them in order to downscale the GIEMS datasets and to extend the SWOT benefits back in time to 1993.
Introduction
The Global Inundation Extent from Multi-Satellites (GIEMS) provides multiyear monthly variations of the global surface water extent at about 25 km 3 25 km resolution from 1993 to 2007. It is derived from multiple satellite observations see section 2b) . Its spatial resolution is compatible with climate model outputs and with global land surface model grids but is clearly not adequate for local applications that require the characterization of small individual water bodies. There is today a strong demand for high-resolution inundation extent datasets for a large variety of applications such as water management, regional hydrological modeling, or for the analysis of mosquito-related diseases. If the inundation extent is combined with altimetry measurements to obtain water volumes (Frappart et al. 2008 (Frappart et al. , 2011 (Frappart et al. , 2012 , a better-resolved inundation extent also improves the accuracy of the estimates.
The Surface Water Ocean Topography (SWOT) mission (swot.jpl.nasa.gov), planned for launch in 2019, is designed for the measurements of surface water area and storage change with a high spatial resolution (Alsdorf et al. 2007; Rodriguez 2012) . It will provide a mask of water bodies larger than 250 m 3 250 m and rivers with width greater than 500 m, with an average revisit time around 11 days for low latitudes (shorter for higher latitudes). SWOT's main instrument is a Ka-band interferometer (KaRIN) with 50-70-m postings to derive high-resolution surface water maps as well as water height for rivers, lakes, inundated areas, and wetlands. Before the launch of this mission and in the framework of its preparation, long-term datasets of high-spatialresolution surface water extent are in demand.
Would it be possible to develop downscaling methodology to derive high-resolution surface water extent from the existing GIEMS low-resolution dataset? Since GIEMS has a global coverage, the ideal situation would be to develop a downscaling technique general enough to work in all environments. However, each hydrological basin has its own characteristics, such as its topography or space-time variability. The downscaling algorithm needs to take into account these specificities and the availability of the a priori high-spatial-resolution information for a particular basin.
Two main approaches have been used so far for the downscaling of inundation extent. The first approach used digital elevation model (DEM) information to distribute the inundation extent at a finer scale following topographic information. Galantowicz (2002) and Li et al. (2013) use such an approach to downscale inundation over the Mississippi basin, and Brakenridge et al. (2012) and Wang et al. (2002) focus on the coastal areas. The second general approach utilizes statistical or image-processing methods. In Fluet-Chouinard and Lehner (2011), a downscaling algorithm derives first an inundation probability map by using a decision tree classifier trained on regional remote sensing wetland maps. Then, a seeded region growing segmentation process is used to redistribute the inundated area at the finer resolution. Recently, in Aires et al. (2013) , a downscaling method is developed for the Amazon basin. It is based on an image processing technique that uses high-spatial-resolution information from a synthetic aperture radar (SAR) for low and high states of the inundation. The a priori highresolution information is only available for these two extreme states of the inundation, as the SAR observations do not provide a higher temporal sampling. Visible and/or infrared satellite measurements cannot help in these regions with dense vegetation and persistent cloud coverage. In other regions, vegetation density and cloud cover are less of a problem and other types of satellite observations with better temporal sampling can be exploited as a priori high-resolution information for the downscaling. For example, the Moderate Resolution Imaging Spectroradiometer (MODIS) provides surface reflectances sensitive to the inundation with a spatial resolution of ;250-m resolution in semiarid regions under cloud-free conditions.
In this study, we will investigate the downscaling of the GIEMS inundation extent [spatial resolution of about 25 km 3 25 km from visible (VIS), infrared (IR), and microwave (MW) observations] to a spatial resolution of about 500 m, with the assistance of MODIS observations (;250-m resolution) in a semiarid region. The objective is to develop a methodology that can benefit from the availability of enough temporal sampling at high spatial resolution. In Cr etaux et al. (2011) , MODIS observations are used to retrieve inundation extent over the Inner Niger Delta, located in central Mali in the Sahelian zone. The study provides an exceptional time and space sampling of the inundation extent in this region over 12 yr from 2000 to 2012, with an 8-day sampling at about 500-m resolution. This makes it possible to develop the method more easily and to test its sensitivity to the amount of available a priori high-spatial-resolution information. It could be then applied over other regions where less highresolution information is accessible. Nevertheless, note that over the Inner Niger Delta, the existence of GIEMS since 1993 will make it possible to extend the high-resolution time series backward as far as 1993.
In section 2, the databases (GIEMS and MODIS water surface extents) are presented over the Inner Niger Delta, and these two estimates are compared. Section 3 uses a principal component analysis (PCA) to characterize the space-time variability of the inundation extent over the Inner Niger Delta at high resolution. It also considers the time interpolation and the filling of missing values in the inundation fields. Section 4 proposes two downscaling techniques, both based on the previous PCA analyses. The first one is derived from a linear regression, and the second one from a linear algebra solution. Conclusions and perspectives are drawn in section 5.
Databases over the Inner Niger Delta
The Inner Niger Delta is located in central Mali in a semiarid region south of the Sahara Desert. It consists of channels, swamps, and lakes. Water extent varies seasonally from about 4000 to 20 000 km 2 with large interannual changes. The hydrology of this region has been extensively studied (e.g., Pedinotti et al. 2012 ).
a. GIEMS
The first component of our analysis is a global, monthly, multiyear dataset of surface water dynamics quantifying the variations of the surface water extent at about 25 km 3 25 km resolution from multiple satellite observations. The complete methodology is described in detail in Prigent et al. (2001 Prigent et al. ( , 2007 and Papa et al. (2010) Observations are averaged over each month and mapped to an equal-area grid of 0.25830.258 resolution at the equator (about 25-km interval; each pixel equals 773 km 2 ). An unsupervised classification of the three sources of satellite data is performed, and the pixels with satellite signatures likely related to inundation are kept. For each inundated pixel, the monthly fractional coverage by open water is obtained using the passive microwave signal and a linear mixture model with end members calibrated with scatterometer observations for the effects of vegetation cover (Prigent et al. 2001) . As the microwave measurements are also sensitive to snow, snow and ice masks are used to avoid confusion with snow-covered pixels (Armstrong and Brodzik 2005) . The ERS scatterometer encountered serious technical problems after 2000 and the processing had to be adapted. Among various options investigated, using a mean monthly climatology of ERS and NDVI-AVHRR observations in the methodology gives consistent results (Papa et al. 2010) .
Fifteen years of global monthly water surfaces extent from 1993 to 2007 are already available (180 months).
This dataset is unique not only in its content (surface extent of open water), but also in terms of its domain (global), high temporal sampling (monthly), and multiyear coverage (15 yr).
b. MODIS inundation estimates
Estimation of surface water extent using visible or infrared measurements provides relatively high spatial resolution but shows limitations to detect surface water beneath clouds or dense vegetation. Yet, the potential of MODIS to monitor flood temporal changes has been demonstrated over specific regions such as the Mekong River (Sakamoto et al. 2007) or arid regions such as the Inner Niger Delta (Cr etaux et al. 2011) , the Aral Sea (Cr etaux et al. 2009 ), or the Andean Altiplano (del Rio et al. 2012) .
A method for wetland mapping and flood event monitoring was developed using surface reflectance measurements from the MODIS Terra instrument in order to detect open water and the spread of aquatic vegetation on a weekly basis with an about 250-m spatial resolution (Berge-Nguyen et al. 2008) . The methodology uses a combination of surface reflectance measured by different spectral bands, from Band 1 (B1, 620-670 nm) to Band 7 (B7, 2107-2155 nm). The surface reflectance product (MOD09GHK, now encapsulated in MOD09GA), defined as the reflectance that would be measured at the land surface if there was no atmosphere, is used. Shallow depths and high concentrations of suspended sediment such as those observed along the Inner Niger Delta increase considerably the amount of solar energy reflected by a water body (Bukata 1992) . Li et al. (2003) showed that the strong water absorption at wavelengths greater than 1 mm in MODIS B5, B6, and B7 does not allow illumination of the sediments in the water or at the shallow bottom of a water column. A simple combination of threshold technique was performed on MODIS B5 and NDVI [NDVI 5 (B2 2 B1)/ (B2 1 B1)] to delineate the shallow, sediment-laden, open water of the delta flood plain and to also distinguish aquatic vegetation from dry-land vegetation. It is assumed that very low surface reflectance in B5 characterizes open water, without any consideration on NDVI index. When surface reflectance in B5 increases to medium value over a certain threshold value, depending on the NDVI index, there is partial cover of dry land by water, aquatic vegetation, or vegetation on dry land. Small NDVI and high surface reflectance in B5 is a clear signature for dry land (except for over sun-glint-contaminated water surfaces). This methodology has been validated with in situ measurements in Australian floodplains (J.-F. Cr etaux et al. 2008, unpublished manuscript) . Over the Inner Niger Delta, the method was carefully evaluated using independent datasets such as radar altimetry water level variations FEBRUARY 2014 A I R E S E T A L .
over the Niger and inundated floodplains and in situ measurements (Berge-Nguyen et al. 2008) . Since these MODIS data are used for the calibration of the downscaling methods using the GIEMS data (25 km 3 25 km), it has been decided here to degrade the MODIS resolution to 500 m (i.e., four MODIS pixels). The area of these 500-m MODIS pixels is 0.2283 km 2 . The dataset used in this study is composed of an 8-day classification of the Niger Delta region (38 to 78W, 138 to 168N) into four classes: 1) open water, 2) water on dry land, 3) aquatic vegetation, and 4) vegetation on dry land. This dataset is available from February 2000 to September 2011. Figure 1 represents the time evolution of the number of pixels in each one of these classes over the considered spatial domain.
In this study, the goal is to downscale the GIEMS inundation estimates to the spatial resolution of the MODIS data (i.e., about 500 m). A MODIS pixel is set to an inundation value equal to one if the MODIS class is equal to the first or second class. Other pixels are set to an inundation value equal to zero. Figure 2 represents a climatology of the probability of each pixel been inundated.
c. Space-time collocation of the two datasets
To develop the downscaling methodology, it is necessary to project on the same grid the two inundation datasets from GIEMS and MODIS. First, missing pixels are filled using a simple spatial interpolation scheme. Then, the MODIS 8-day files are converted to monthly means. The monthly-mean value considers only the 8-day files that intersect with the month. Each week has a weight proportional to the number of days included in the month. For each pixel, the monthly MODIS class is chosen to be the most frequent class.
Let [HR(i); i 5 1, ... , P] be the inundation extent at the MODIS high resolution (HR) for a particular month (the time index is suppressed here for clarity of the presentation), and P 5 649 838 is the number of HR pixels in a MODIS image of the delta. The low-resolution (LR) inundation is noted [LR(j); j 5 1, ..., Q], where Q is the number of LR boxes in GIEMS. The binary upscaling matrix S has dimension Q 3 P and is defined such that 1) each line j represents a low-resolution box (1 # j # Q), and 2) for each line j, the columns of the high-resolution pixels included in the low-resolution box j are set to a value of 1. Using this upscaling matrix, it is possible to link the two spatial resolutions:
where area 5 0.2283 km 2 is the surface of a HR pixel. Using Eq. (1), the 500-m pixels of MODIS estimates are then upscaled to the 0.25830.258 GIEMS boxes.
1 Figure 3 represents the GIEMS and MODIS climatology for June-January and at the 0.25830.258 equal-area grid of the LR. GIEMS seem to have higher values than MODIS, but the seasonality appears similar. Lowinundation boxes are not retrieved by GIEMS, but this limitation of the dataset has already been documented (Prigent et al. 2007 ).
The two global inundation extent time series are compared in Fig. 4 . The seasonality is relatively close: correlation is 0.63 for the raw times series, but it increases to 0.86 when a 1-month lag is introduced, with the GIEMS inundation season starting 1 month earlier. This can be explained by possible cloud contamination in the MODIS data that prevents the observations of the beginning of the wet season with MODIS or by the high sensitivity of the passive microwave observations used in GIEMS to very saturated soil. The amplitude of the GIEMS is also larger compared to MODIS estimate. It should be pointed out here that because of this time lag, the downscaling model will be difficult to calibrate. Another important discrepancy is the interannual variability that is quite different for the two estimates. The comparison, evaluation, and validation of both GIEMS and MODIS estimates need to be further studied. The tools developed in this study can facilitate this task.
In GIEMS dataset cannot be estimated and is not represented. The main information for downscaling the GIEMS estimates to the MODIS resolution will be extracted from the pixels with maximum correlation. The correlations are high in pixels where the seasonality of inundation is high. This can be explained by the fact that GIEMS does not capture very limited inundation extent, contrarily to MODIS, as it is derived from observations with low spatial resolution. The spatial patterns are similar on both times series, and the correlations between the low and high resolution can be exploited to link the two spatial scales, making downscaling possible.
Principal component analysis of the MODIS inundation
The goal of this section is to perform a PCA of the inundation variability in the MODIS dataset of section 2b. This is intended to facilitate the downscaling process of the next section by reducing the dimensionality of the inundation space-time variability. However, it will be shown that this is an interesting general methodology for the analysis of the surface hydrology. We will also briefly comment on other potential applications of the PCA. 
a. PCA methodology
PCA is a very general statistical methodology that intends to describe the variability of multivariate observations using a new base defined by a limited set of patterns. PCA has been widely used in geophysics to isolate important spatial patterns, that is, the so-called empirical orthogonal functions (EOFs) (Aires et al. 2000; Jolliffe 2002) . PCA can also be used on spectral (Aires et al. 2004) or temporal data (Aires et al. 2002) .
Let HR be the high-resolution inundation extent from MODIS in binary values (0 for no inundation and 1 for inundation). A spatial map of inundation will be noted as HR(t), for month 1 # t # T (T 5 140 months). The inundation time series for pixel i will be noted as HR i , for pixels i 5 1, ..., P (P 5 649 838 pixels in this application).
A PCA is used here to decompose the HR space-time variability into a limited number of simple components (Jolliffe 2002) . This PCA decomposition can either be done on the time or on the space dimension. However, once the PCA is done in one of these dimensions, it is possible to switch to the other (Legler 1984) . Since the spatial dimension P is much larger than the time dimension T, it is highly recommended to perform the PCA in the time space: the covariance matrix that needs to be decomposed in the PCA will have dimension T 3 T instead of P 3 P.
Before using the PCA on HR data, a preprocessing must be done. The monthly mean m(t) 5 mean[HR(t)] for 1 # t # T must be estimated globally over the spatial dimension of the whole Inner Niger Delta. The preprocessing is limited here to this centering: HR(t) 5 [HR(t) 2 m(t)]. In this study, no normalization is used in the preprocessing step in order to not artificially emphasize months with no or very limited inundation variability. The goal is here to study the inundation variability so it is reasonable to focus on months with significant inundation extent. Furthermore, the GIEMS estimates give no inundation extent information for these lowinundation months, so it would be illusory to work on these months.
The PCA decomposition in time allows for the estimation of two matrices: C, the P 3 T matrix of the components (or scores), and F, the T 3 T matrix with the T-dimensional temporal base function (f k ; k 5 1, ..., T ). Matrix F describes the axis of a new space of dimension; T and C are the coordinates of the data in this new space.
The temporal decomposition can be written
where the colon (:) in the matrix location indicates that all the lines (or columns) are being considered. In the third line of Eq. (2), instead of using the full T PCA components, only the first K components are used (K # T). This allows us to compress the data, and each time series can be described using these first K temporal base functions. Of course, this can introduce relatively small compression errors. The space decomposition can be written where the prime is the transpose sign. In this decomposition, the terms F 0 (t, k) for 1 # k # K # T play the role of the components, and the spatial patterns C 0 (t, k) play the role of the P-dimensional spatial base functions. A spatial inundation map at time t can be decomposed in the new basis of these spatial patterns.
In Fig. 6 , the blue arrows and operators indicate the PCA analysis. The PCA provides the spatial EOF and the inverse PCA operator PCA 21 allows it to transform the PCA components into a high-resolution estimate D.The other parts of this scheme will be commented on below. Figure 7 represents the temporal base functions (f k ; k 5 1, ... , 4) in the left column. The monthly-mean inundation evolution m(t) used to center the data before the PCA (section 3a) is represented in the top of the right column. In the following graphs of the right column [below m(t)], the first base function f 1 is added with components 2, 3, and 4 in order to measure their role in the PCA representation: f 1 6 0.2 Á f i , for i 5 2, 3, and 4. The first component is a low-frequency global time evolution that includes the seasonal and interannual variability at the global scale. Even if the monthly-mean average m(t) has been suppressed from the data before their use in the PCA, there are still seasonal and interannual anomalies among the different locations, and this component is used to describe this type of variability. The second base function has an annual cycle and is used to modulate the starting date of the inundation season. The inundation season starts earlier when this second component is added (in black) and is delayed when it is suppressed (dashed line). The third component has a similar behavior for the end of the inundation season. Adding or suppressing this component can delay or advance the end of the season. Both components 2 and 3 are used to represent the skewness in the inundation season. The fourth component has an annual and biannual frequency. It can be seen that this component has a peak in the start and the end of the inundation season, so this component can be used to increase or decrease the inundation duration. It is used to modulate the inundation cycle duration and kurtosis. The higher-order components even with a localized anomaly in time (not shown in this figure) have a higher time frequency and are more difficult to interpret in the time dimension. These temporal components need to be interpreted using their associated spatial patterns.
b. PCA results
Similarly to Fig. 7 for the temporal base functions f k , Fig. 8 represents the corresponding spatial components C(:, k) in the right (left and middle columns will be commented on in section 3d). As explained earlier, the first components are global in nature, and the higher-order components become more localized in space. An interesting remark comes from the fact that these spatial patterns are relatively smooth. This means that a simple spatial interpolation could be used to obtain high-resolution fields at an even greater spatial resolution, for example, 500 m (compatible with the SWOT spatial resolution) instead of the 500 m used in this study (section 2b).
c. Number of PCA components
It is not possible to use the T 5 140 PCA components in the downscaling scheme. The low-resolution estimates from GIEMS provide Q 5 201 pieces of information, so in principle, it should be possible to constrain the T components using them. However, there are not 201 pieces of independent information in GIEMS estimates: GIEMS has no information on the low seasonal variability boxes, so some of the Q boxes have no variability at all (see section 2c). Furthermore, low-resolution boxes are correlated to each other. Moreover, some HR components are very localized. If two of them hold inside a same low-resolution box, it is impossible to constrain both of them using only one low-resolution estimate from GIEMS. Using these local principal components would make this problem ill posed, and numerical instabilities will affect the downscaling.
Therefore, the question of the number of necessary components to represent satisfactorily the inundation variability appears. In Fig. 9 , a sample of 4 yr (2000-03) of the time series of the MODIS inundation extent in the Niger Delta (similar to Fig. 4) , together with the compression/reconstruction of the time series using the PCA with an increasing number of components (k 5 1, 2, 3, 5, 10, and 20). Using only one component (in blue) provides already a good seasonal cycle phase, but this is clearly not satisfactory. When the number of components increases, the times series increases its seasonal cycle amplitude and becomes closer to the MODIS estimate, with both high and low states better represented. Twenty components appear to be satisfactory in terms of total inundation extent. At this stage, many more components would be required to obtain a rather limited improvement.
Similar to the previous figure for the PCA compression errors in time, it is possible to represent the PCA compression-reconstruction of a spatial map to illustrate its spatial error patterns. Figure 10 represents first a sample original MODIS inundation map (ORIG). Below, the left column represents the PCA compression/ reconstruction when an increasing number of components (k 5 2, 8, 14, and 20) are used. The PCA representation becomes more precise when the number of components increases. The right column represents the difference between the reconstructed and the original inundation. Gray pixels are for pixels well classified, and black and white pixels are for classification errors. The percentage of well-classified pixels is indicated on the right. Again, 20 components appear to be satisfactory with 99.1% of well-classified pixels.
By increasing the number of PCA components, it can be seen in Fig. 11 that both the ability to identify the inundation measured by the sensitivity (the percentage of positive inundations that are correctly identified), and the ability to identify the noninundation cases (the proportion of noninundation cases that are well classified, or specificity) are increasing regularly when increasing the number of components. The sensitivity increases from 60% with one component, to 90% with 20 components, and reaches 100% with a little more than 30 components.
Similarly, by increasing the number of components, the PCA representation needs about 30 components to reach the 100% level. However, with only one component, the specificity is higher than 98%. This shows that the PCA representation privileges the no inundation state, which is because the goal of the PCA is to represent as well as possible the variability of the dataset that, in this case, includes much more inundated than waterfree pixels. This could be corrected if necessary (e.g., by decreasing the thresholds to define the inundation state or by equating the number of inundated and water-free pixels in the database used to perform the PCA), but it will be seen in the following that this regular PCA representation is satisfactory for the downscaling purpose.
As discussed above, with the number of components of about 20, it is possible to represent quite precisely the high-resolution inundation extent of MODIS estimates. However, this does not mean that 20 components is the ideal number of components to be used in the downscaling process; it is only an upper limit.
d. Number of necessary monthly MODIS data
In the Inner Niger Delta, a long time series of 140 monthly-mean MODIS data are available from 2000 to 2012 and the robustness of the PCA results to the number of available months can be tested. This analysis can also help decide if locations with much smaller time series can be downscaled or not. For the SWOT mission, it can help decide how many HR samples are needed to set up a downscaling of the LR observations.
The percentage of variance explained by the first PCA components (not shown) has been represented when the PCA is performed using 12, 36, and 140 monthly MODIS data. Of course, when fewer months are used for the PCA, fewer components need to be used to represent the variability. Specifically, with fewer months in the dataset, there is less interannual variability, so there is no need for components describing this interannual variability. However, at about 15-20 components, the curves of the explained variances start to become more linear. This elbow is often an important feature in these curves, and it separates large and global features from the noise or more local features.
The spatial EOFs are represented in Fig. 8 , again, when using 12, 36, and 140 months in the dataset. The spatial patterns for the first global EOF are rather stable, but the intensity and contrast of patterns becomes higher when more months are used. However, what will be used in the following for the downscaling are actually the spatial patterns, rather than their intensity. These results are encouraging for regions on Earth where short time series are available; even 1 yr (12 samples) of data seems to be exploitable.
e. Time interpolation
The PCA representation of the high-resolution inundation will be used for space interpolation (e.g., downscaling), but it can also be used for time interpolation (Aires et al. 2004 ). Let HR t 1 and HR t 2 be two consecutive monthly estimates from MODIS (section 2b). Using the PCA decomposition of Eq. (3),
it can be noted that HR t 1 is entirely determined by the vector of components F 0 (t 1 , :) and that HR t 2 is determined by F 0 (t 2 , :). It is then possible to perform a linear interpolation for each component k for time t with t 1 # t # t 2 :
These components can then be used to reconstruct HR t . With the help of the PCA representation, the complex binary interpolation in a space of dimension P 5 649 838 (i.e., number of pixels in the high-resolution dataset) has been transformed to a simple linear interpolation of K 5 10 PCA components. Figure 12 represents the results of such a time interpolation. The two consecutive monthly inundation estimates are for t 1 equal to October 2000 (top map) and t 2 for November 2000 (bottom map). Five intermediate times are represented between them. The behavior of time interpolation scheme appears very satisfactory. The total inundated area expressed in square kilometers is represented in each map, and this surface decreases regularly too from t 1 to t 2 .
f. Spatial interpolation for missing values
Similar to the temporal interpolation scheme described in the previous section, it is also possible to use FIG. 9 . Impact of the number of PCA components in the reconstruction of the total inundation extent times series.
the PCA representation to interpolate spatially the inundation extent fields. This can be useful, for example, when the presence of clouds introduces missing values in an inundation field, with MODIS particularly sensitive to the presence of clouds. For the SWOT mission, missing values can be the result of high precipitation or the interferometric layover. The approach is rather simple. Let us first consider a regular high-resolution inundation field HR (Fig. 13a) . It is supposed that the observed field HR 0 includes missing values in an ensemble of pixels (see Fig. 13b , which includes a large square of missing values). These missing pixels are first set to a mean value HR 00 in order to be compatible with the PCA representation. Then, PCA components are computed by projecting HR 00 into the spatial base functions. These PCA components are used to reconstruct the spatial field d HR (Fig. 13c) . This simple interpolation scheme provides quite reasonable inundation estimates in the missing values square: HR (Fig. 13a ) and d HR (Fig. 13c) ). This spatial interpolation procedure should be highly effective too when a high-resolution inundation map is perturbed by retrieval noise. This PCA projection and reconstruction process should be an ideal ''denoising'' technique for inundation fields. Technically, the fact that a large area of the inundation field is set to an averaged value that might be quite wrong does perturb the PCA representation. The resulting components can have a different magnitude, but the relative importance of the components appears to be correct. To solve this scaling issue, it is just necessary to transform d HR into binary values.
Downscaling
The two downscaling methodologies presented in this section are both based on the PCA representation of the MODIS HR inundation extent. The first approach uses a linear regression to link the high to the low resolution. The second approach is based on the resolution of a linear system using simple linear algebra.
a. Downscaling using a linear regression

1) METHODOLOGY
The goal of this section is to obtain a statistical model that uses the GIEMS inundation data as inputs and predicts the PCA components that represent the highresolution inundation from MODIS.
Let LR be the low-resolution inundation estimates from GIEMS. There are Q 5 201 GIEMS boxes in the Niger domain under study, so LR 2 R 201 . However, correlations exist among these 201 box values, and the number of degrees of freedom is much more limited than the number of covariates. It is rather common to preprocess the data before using them as input of a statistical model, again with a PCA. The goal is to reduce the number of input variables in the downscaling process to regularize the process. Tests have been conducted (not shown), and 10 components provide satisfactory results. This is about the same number to be used in the output of the downscaling model coding the high resolution.
2 We note LR 2 R 10 in this PCA representation of the GIEMS data. The inundation extent from MODIS is represented in the space of the first 20 PCA components (section 3). We note Y 2 R 10 in these components. In this paper, a simple statistical model is first experimented to link LR and Y, the linear regression: Y 5 A 3 LR 1 B. It is necessary to note here that only 95 points (February 2000 to December 2007; see section 2c) are available to calibrate this linear regression. This is a limiting factor. The stability of the results to the number of samples will be studied in a future study.
This downscaling methodology is illustrated in green in the scheme of Fig. 6 . The linear regression tool links the GIEMS low-resolution data to the PCA components (in blue). The PCA components are then translated into the downscaled high-resolution fields using the reverse PCA.
2) RESULTS
In Fig. 14 , five examples of MODIS inundation data (left) and corresponding downscaled GIEMS data (right) are presented. The overall comparison appears to be satisfactory. The spatial structures of the downscaled inundation are very similar to the structures of the original MODIS estimates: this is not a surprise, as the use of the PCA component Y ensures that the downscaled values are in the same space. Some discrepancies can be noticed when looking carefully. The main difference concerns low-inundation extent months where the GIEMS estimates are close to zero. In these cases, the downscaling is always similar, with a constant lowinundation map. The same behavior will be observed in the temporal results. Figure 15 is similar to Fig. 4 : the GIEMS (dashed) and MODIS (black) total inundation extent estimates are represented together with the inundation estimate from the downscaled data (gray). The seasonality of the downscaling is correct. The phase of the downscaled inundation is closer to MODIS than to GIEMS. Another behavior could be obtained with a different choice of the downscaling configuration. The minimal value of the inundation extent is constant with a nonzero value. It is not surprising to have difficulties in retrieving the low-inundation values knowing that the GIEMS estimate is of limited quality for the lower values. Technically, the problem is that, among the months where GIEMS is equal to zero, there are MODIS months that are not equal to zero. The linear regression is constrained to make a compromise and will associate a nonzero value for all of these months. It appears that this approach transforms the dynamical behavior of GIEMS too closely to the MODIS estimates. This is related to the low number of data samples in order to calibrate the linear regression model. In the following section, an another, less data-demanding downscaling technique is introduced.
b. Downscaling using matrix inversion
1) METHODOLOGY
In this section, we present a new downscaling methodology based on the resolution of a linear system. The technique uses again the PCA of the space-time variability of the high-resolution inundation.
Following Eq. (3), the PCA compression of a highresolution map HR(t) is given by
It is important, at this stage, to keep in the equations the monthly mean m(t) in the preprocessing step of the PCA (section 3a). This equation can be multiplied by the change-resolution matrix area 3 S, introduced in section 2c:
The first term corresponds to the upscaling of the highresolution inundation toward the low resolution. This means that it can be equated to the low-resolution LR(t) from GIEMS. Based on the low-resolution LR from GIEMS, it is possible to define a linear system:
where Y 5 LR(t) from the GIEMS estimate; A 5 area 3 S Á F 0 (t,1 :K) (this matrix is constant in time and can therefore be used for any time step, once estimated); X 5 C 0 (1: K, t) (the PCA components representing the high resolution); and B 5 area 3 S 3 m(t) (again, a constant matrix). This linear system relates the Q 5 201 observations of the low resolution in Y to X, and the K 5 10 unknowns represent the high-resolution PCA components C 0 (1: K, t). Matrix A has dimension Q 3 K (not square) and can be inverted using a pseudoinverse. In our application, the number of LR boxes is Q 5 201 and the number of components was set to K 5 10. The inversion of matrix A is an overdetermined problem. The PCA components can then be estimated using
. (9) This means that once the K 3 Q matrix A 21 is obtained, any low-resolution inundation LR(t) from GIEMS estimates can be converted into componentsC 0 (1: K, t), which allows, using Eq. (3) (third line), to obtain its HR downscaling:
This matrix inversion downscaling procedure is represented in red in the scheme of Fig. 6 . The operator A 21 is defined as the inverse of the PCA components to GIEMS low-resolution estimates (PCA 21 3 S). This is a purely linear algebraic solution to the downscaling problem. It is a deconvolution of the low resolution toward the high-resolution patterns characterized by the PCA analysis of the MODIS dataset.
In this technique, the PCA patterns from the high resolution are applied to the low-resolution inundation data from GIEMS. It is important to facilitate this interresolution comparison. If the high-resolution patterns are equated to inundation values much larger or much lower than what was used to build them, the PCA representation becomes nonoptimal and the inversion problem is ill posed [matrix A in Eq. (9) becomes ill conditioned]. Therefore, before applying Eq. (9), the GIEMS estimates are first normalized toward MODIS values. A ''basin normalization'' is chosen (see Aires et al. 2013) : the minimum and maximum GIEMS inundation areas at the basin scale are equated to the minimum and maximum MODIS areas. In Fig. 16 , these normalized GIEMS estimates are shown in black.
2) RESULTS Figure 16 represents the time evolution of the scaled GIEMS and downscaled total inundation areas. The minimum and maximum values of the scaled GIEMS (0 and about 20 000 km 2 ) have been set up to the minimum and maximum values of MODIS estimates. Interannual variability of the downscaled values is close to the GIEMS one. Some discrepancies still exist for the very high inundation months. The incoherencies between the low (from GIEMS) and high resolution (from MODIS) are higher for these months, so it affects the inversion of Eq. (8). However, note that the matrix inversion to solve this linear system could become more stable if a more sophisticated retrieval scheme was used. For a Bayesian inversion, taking into account in the retrieval a first guess of the solution and its uncertainties (Tarantola 1987) would be an interesting extension of this downscaling scheme. Figure 17 represents two examples of downscaling for two different months: the GIEMS low-resolution estimates on the left, the high-resolution downscaling in the center, and the upscaling of the downscaling on the right. If the downscaling was perfect and if the GIEMS data were perfectly coherent with the PCA representation of the high-resolution inundation, then the left and right columns would be identical. This is not the case. However, this might not be a problem: the downscaling has introduced inundation values where GIEMS had none. For instance, around 268 latitude and 13.58 longitude, the downscaling estimates inundation based on inundation patterns of the PCA. As commented earlier, GIEMS retrieval has difficulties with low-inundation values, but the downscaling has the potential to correct this problem.
To provide a quality measure for the downscaled data, we have upscaled the MODIS high-resolution inundation maps to obtain LR MODIS .T h e s ee s t i m a t e s become the reference state. We then estimate the 
c. Analysis of the downscaled dataset
In this section, the algebraic downscaling method developed in the previous section is used to produce a new, long-term, high-resolution (500 m) inundation dataset. Although the downscaling method has been calibrated using MODIS data, in the operational mode, it uses as inputs only the GIEMS observations. Figure 16 shows well that the downscaling has extended the MODIS period (February 2000 to September 2011) back in time to cover the full GIEMS period (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) . Since the downscaling is only driven, in the operational mode, by GIEMS inputs, its dynamical behavior reproduces well the GIEMS time series and less so the MODIS ones. Its correlations are 0.96 with GIEMS and only 0.69 with MODIS. Figure 18 represents, for the downscaled dataset, the probability for the pixels to be inundated for each month. This figure can be compared to Fig. 2 , which was representing the same quantity from the MODIS dataset. The spatial structure and seasonality are very close. As a consequence, it can be said that the downscaling technique is able to reproduce the GIEMS dynamic and the MODIS spatial structures by obtaining the right compromise between the space and time variabilities.
Conclusions and perspectives
In this paper, an analysis of the space-time variability of the high-resolution inundation extent over the Inner Niger Delta was first conducted using a principal component analysis. This variability can be characterized using a limited number of temporal behaviors related to the season, such as duration or start and end dates of the inundation season. This PCA representation was shown to be an efficient tool to analyze and manipulate the inundation datasets. For example, time interpolation of the whole Inner Niger Delta was shown to be possible, allowing the increase of the temporal resolution of the satellite dataset at a very low computational cost. Spatial interpolation can also be performed using the PCA to compensate for missing values or to reduce retrieval noises in the satellite estimates.
Two innovative downscaling methodologies have been proposed to increase the spatial resolution of the GIEMS inundation estimates (about 25 km) toward the spatial resolution of about 500 m. Both methods are derived from the PCA representation of the space-time variability of the high-resolution inundation extent. The first technique is based on a linear regression and can be used if enough samples are available in both datasets and if the low-and high-resolution estimates are relatively coherent. The second downscaling technique is based on a simple linear algebra approach that solves a linear system. In this approach, the PCA patterns from MODIS need to be relatively coherent with the lowresolution estimates from GIEMS; otherwise, the PCA is nonoptimal and the inversion of the linear system can become ill posed. As a consequence, an inundation area normalization of the GIEMS estimates toward MODIS is required before the downscaling. This algebraic downscaling is very general. The results of both downscaling techniques appear to be satisfactory: the spatial and temporal features of the new downscaled inundation data are coherent with MODIS estimates. The choice of one technique or the other should be based on the final use of the downscaled products and on the number of high-resolution samples. This work allowed us to build a new inundation dataset from 1993 to the present, at a 500-m spatial resolution, over the Inner Niger Delta. The PCA components could easily be interpolated spatially to obtain a better spatial resolution, closer to the SWOT resolution. Additional work will analyze the sensitivity of the downscaling approach to the number of samples, its generalization capacity, and its ability to predict the extreme cases. Other models can be used to replace the linear regression in the first downscaling method. For example, a neural network could be tested: its nonlinearity could be beneficial, but the limited number of samples is a real difficulty for the use of this technique in this particular application with the MODIS data. For the assimilation of the wetland information from satellite measurements in land surface models, bridges could be built between the satellite inundation datasets and the model outputs. For instance, the PCA could be performed on model outputs and the satellite observations would constrain these PCA components in an assimilation scheme. Another technical perspective would be to compare these two downscaling techniques with the approaches developed in Aires et al. (2013) . Topographic information could also be introduced in the downscaling scheme. This paper describes a path forward to integrate various remote sensing datasets to more fully describe (temporally and spatially) changes in surface hydrology. Surface inundation extent and their predictability vary strongly with the seasons in many areas. This ''rhythm'' is being and has been captured by 1) low-spatial-resolution sensors with global coverage at monthly time scales (i.e., GIEMS), 2) high spatial and temporal resolution but with cloud contamination (MODIS), and also 3) in more ''snapshot'' form by high-resolution sensors (SAR). There is good reason to develop bridging techniques that can exploit the higher spatial resolution back in time with the help of the temporal evolution of the lower resolution. The derived high-spatial-resolution dataset will be used in the framework of the SWOT mission to develop and test the instrument simulator as well as to select the calibration-validation sites. In addition, once SWOT observations will be available, it will be possible to use them to calibrate the downscaling techniques (instead of the MODIS high-resolution dataset). This will allow us to downscale the GIEMS inundation estimates, and these new, SWOT-compatible inundations will be extended back in time until 1993. 3 The acquisition of data from the SWOT mission can be switched from a high-to a lowresolution mode. If low-and high-resolution SWOT measurements are available in a spatial domain, it is possible to calibrate a downscaling scheme that might be used to obtain high-resolution inundation from the lowresolution acquisitions. The downscaling scheme can also be used to exploit the synergy among various instruments. For example, MODIS observations might be downscaled toward the SWOT resolution, and the fusion of both retrievals should strengthen the robustness of the inundation estimates. This should also facilitate the evaluation of the inundation estimates from the various instruments (GIEMS, SWOT, MODIS, SAR, etc.). Finally, the spatial interpolation tools that we have developed in this paper should help mitigate SWOT retrieval problems due to high precipitations or interferometric layover problems.
