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We describe theoretically the depairing effect of a microwave field on diffusive s-wave supercon-
ductors. The ground state of the superconductor is altered qualitatively in analogy to the depairing
due to a dc current. In contrast to dc-depairing the density of states acquires, for microwaves with
frequency ω0, steps at multiples of the photon energy ∆± n~ω0 and shows an exponential-like tail
in the subgap regime. We show that this ac-depairing explains the measured frequency shift of a
superconducting resonator with microwave power at low temperatures.
How is the superconducting state modified by a cur-
rent, i.e. when the condensate is moving? The answer
to this question is well-known for the case of a dc cur-
rent flowing in a superconducting wire. For a dc current,
the Cooper pairs gain a finite momentum which leads to
the suppression of the superconducting properties of the
wire [1, 2]. The modulus of the superconducting order
parameter ∆ is reduced and the sharp BCS singularity
near the gap is smeared. This depairing effect of a cur-
rent or of a magnetic field was studied theoretically soon
after the creation of the microscopic theory of supercon-
ductivity [3]. The moving superconducting condensate
has been called a coherent excited state generated by the
momentum displacement operator ρq =
∑
n exp(iq · rn)
by Anderson [4] as part of the explanation of the Meiss-
ner effect from the original form of the BCS theory. The
momentum displacement operator, when applied to the
BCS ground state, creates excited pairs of electrons k1,
k2 with momentum pairing k1 + k2 = q instead of zero
[1, 4–6]. This momentum displacement q = |q| corre-
sponds to a superfluid drift velocity vs = ~q/m, where m
is the electron mass. In the Green’s function technique it
is possible to introduce the superfluid velocity in a gauge
invariant way vs ∝ [∇ϕ− (2e/~)A], where ϕ is the phase
of the superconductor, e the electron charge and A the
vector potential of the electromagnetic field. The equiv-
alence of depairing due to an electric current and due to
a magnetic field is well established, both theoretically[7]
and experimentally[2], using thin and narrow supercon-
ducting wires with a uniform current-density. The theory
of depairing by a dc current was reformulated, using the
Usadel equations [8], for diffusive films with an elastic
scattering length much smaller than the BCS coherence
length [9]. The results of this theory [9] were confirmed
experimentally by Romijn et al[10] and by Anthore et
al[2].
However, a general theory for depairing by a microwave
field, a time-dependent vector potential A, has not been
formulated. In current experimental research there are
many cases in which a superconductor is used at very
low temperatures, T/Tc  1, where the density of quasi-
particles is very low and the response of the supercon-
ductor is dominated by the response of the superfluid.
At higher temperatures it is well known that microwave
radiation can be absorbed by quasi-particles, leading to
a non-equilibrium distribution over the energies[12]. At
very low temperatures there are hardly any quasipar-
ticles and with ~ω0  2∆ there is not enough energy
per photon to break Cooper-pairs. In practice it has
been demonstrated that in this regime the microwave
power has a significant influence on the superconducting
state. For example De Visser et al[13, 14] have measured
for aluminium a shift in kinetic inductance and an in-
crease in the density of quasiparticles as a function of
microwave power at temperatures of 60 mK. This depen-
dence can be parametrized by labeling it as ’absorbed
power’, but the fundamental question is how the super-
conducting state responds to a time-dependent electro-
magnetic field. In previous works only the limiting case
of high temperatures (close to the critical temperature
Tc) [15] or relatively low frequency compared to the tem-
perature (~ω0  kBT ) [16] were studied. In these cases
the coherent properties of a superconductor (e.g. den-
sity of states) change analogous to magnetic impurities
and a static magnetic field. However, in general it is
to be expected that an oscillating vector-potential would
lead to coherent excited pairs with an oscillating center
of mass motion, with a more substantial modification of
the density of states. The change of the energy spectrum
of electrons, dressed by an electromagnetic field, is in
principle analogous to the dynamic Stark effect in atom
physics[17] (and similarly for a two-dimensional electron
gas[18]). Such dressed states have recently been put for-
ward in the analysis of the microwave response of super-
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2conducting atomic point contacts[19, 20]. The relevance
of the problem for a plain superconductor is apparent
in the case of superconducting parametric amplifiers [21]
and in the nonlinearity of kinetic inductance devices with
microwave-readout [14, 22, 23]. Additionally, the effects
of direct depairing at these frequencies is also of interest
for quantum optics on superconducting artificial quan-
tum systems [24, 25]. In summary, there is an urgent
need for a microscopic theory which correctly describes
the depairing of a conventional superconductor by mi-
crowave radiation.
We focus on the influence of high-frequency radiation
on a narrow and thin dirty s-wave superconducting strip
using the well-established theory of nonequilibrium su-
perconductivity [11, 26]. Diffusive motion implies that
the direction of momentum is randomized on the pe-
riod of the microwave field. The thickness and width
are assumed to be much less than the relevant penetra-
tion depth λ, allowing for a uniform current over the
cross-section. The strip is assumed to be long enough in
order to ignore the influence of the ends of the strip. We
consider the case of a relatively high frequency ω0 of the
microwave radiation:
α ~ω0  2∆, (1)
where the parameter α is the same as in the Eliashberg
theory [12]: α = e2DE20/~ω20 , with D the diffusion coef-
ficient and E0 the amplitude of the microwave field. The
left inequality of Eq. (1) is known as the condition for
the quantum regime of absorption [12, 27–29], and by
analogy we call this regime of depairing the ’quantum
regime of depairing’. The right inequality of Eq. (1)
points out that it is not possible to excite quasiparticles
directly. Hence, the depairing is only associated with the
reconstruction of the ground state of the superconductor
in the presence of a microwave field.
We start from the usual mean-field Hamiltonian of a
superconductor in the presence of electromagnetic radia-
tion, modeled by a vector-potential A, introduced in the
gauge-invariant form in the kinetic part of this Hamilto-
nian: Hk = − ~22m∂2, ∂ = ∂/∂r − ieAτˇz where τˇz is the
third Pauli matrix, operated in Keldysh-Nambu spaces
[11, 26]. We use the Keldysh-Usadel approach [11, 26, 30]
to determine the response of the superconductor. For
details we refer to the Supplemental Material[31]. Under
the condition of Eq. (1), the spatially homogeneous dirty
s-wave superconductor can be described by a closed set
of equations containing only the stationary components
of the Green’s functions and the order parameter. The
stationary components of the retarded Green’s functions
satisfy in the presence of a dc current and in the presence
of monochromatic radiation the equation:
− iEFR0 − i∆GR0 + Π = 0, (2)
In Eq. (2), GR0 = G
R
0 (E) and F
R
0 = F
R
0 (E) are energy
(E) dependent stationary normal and anomalous com-
ponents of the superconducting matrix Green’s function
GˆR(E) in Nambu space. In the case of depairing by a
dc current[2], the depairing term Π in Eq. (2) has the
form Π = ΓGR0 F
R
0 , where Γ is the depairing energy de-
termined by the current-density. In the present case of
monochromatic radiation, modeled by a vector-potential
A(t) = A cos(ω0t) the depairing term Π is given by:
Π = α{FR0 (GR0+ +GR0−) +GR0 (FR0+ + FR0−)}. (3)
Equation 3 constitutes the formal difference of depairing
by an rf current from the case of depairing by a dc cur-
rent. GR0± = G
R
0 (E ± ~ω0) and FR0± = FR0 (E ± ~ω0), are
both shifted in energy by ~ω0 with respect to the normal
and anomalous component of the Green’s function. GR0
and FR0 are linked via the normalization condition
(GR0 )
2 − (FR0 )2 = 1. (4)
The order parameter ∆, also stationary, satisfies the
self-consistency equation of the usual form
∆ = −λep
~ωD∫
0
dE (1− 2f0)<FR0 , (5)
and is thus field-dependent, where f0 = f0(E) is the
stationary component of the distribution function, ωD
the Debye frequency, and λep the electron-phonon cou-
pling constant. In the case of excitations by microwaves
the distribution function is symmetric in energy, f(E) =
f(−E), i.e. only the longitudinal part fL of the distribu-
tion function arises: sign(E)(1−2f(E)) = fL(E)[11, 26].
This set of equations (Eqs. (2) - (5)) has been solved
numerically, the procedure is described in the Supple-
mental Material[31]. Fig. 1 shows the results for the
density of states, N(E) = N0<GR0 (E), for different mi-
crowave intensities and frequencies (here N0 is the den-
sity of states in the normal metal per spin). The black
dashed-dotted line in Fig. 1a corresponds to the pure
BCS case without any depairing, α = Γ = 0. The black
solid line corresponds to depairing by a dc current with
the value of the depairing parameter Γ = 0.014∆0. ∆0
is the modulus of the order parameter at zero temper-
ature without depairing (α = 0). The red curve corre-
sponds to depairing by microwaves for α = 0.0017∆0,
with the photon-energies clearly visible. To facilitate a
quantitative estimate we express the ratio Γ/∆0 as the
ratio of the dc supercurrent j to the critical pair-breaking
current jc with Γ/∆0 ∼= 0.11(j/jc)2. Similarly, for α:
α/∆0 ∼= 0.014(j0/jc)2, with j0 the amplitude of the rf
supercurrent. The DC current and RF current curves in
Fig. 1a correspond to the same value of j, j0 = 0.25jc.
Fig. 1b presents a comparison between densities of states
for different values of the depairing parameter α and dif-
ferent frequencies, as indicated in the figure.
As is evident from Fig. 1 the depairing due to the rf
signal (red, blue and magenta curves) is very different
3FIG. 1. The normalized density of states of a diffuse supercon-
ducting strip N(E)/N0 = <GR0 (E), subject to a monochro-
matic microwave signal. The black dotted line in Panel a cor-
responds to the pure BCS case without any depairing α = Γ =
0. The black solid line corresponds to depairing by a dc cur-
rent with the value of the depairing parameter Γ = 0.014∆0.
The red curve in Panel a corresponds to rf depairing with the
value of the parameter α = 0.0017∆0. The red, blue and ma-
genta curves in the panels b) and c) correspond to rf depairing
with different values of and for different frequencies: the red
curve corresponds to α = 0.0075∆0, ~ω0 = 0.125∆0, the blue
curve corresponds to α = 0.0075∆0, ~ω0 = 0.25∆0, and the
magenta curve corresponds to α = 0.0025∆0, ~ω0 = 0.125∆0.
Panel c shows on a logarithmic scale the presence of the low-
lying states, which are absent for zero or DC current, and
steps at multiples of ~ω0.
from the depairing due to a dc current (black curve) al-
though both smear the BCS singularity at E = ∆0. One
striking difference is that the density of states, which cor-
responds to dc depairing, goes to zero at some value of
energy, whereas the densities of states, which corresponds
to rf depairing have exponential-like tails at small ener-
gies (shown in Fig. 1c). In addition, with rf depairing
there are irregularities in the density of states at equal
distance from each other, corresponding to the photon
energy ~ω0 (Fig. 1). These photon-steps are reminis-
cent of the photon-assisted tunneling steps in the quasi-
particle current of tunnel junctions irradiated by a mi-
crowave signal [28, 29]. In the present case for a plain
superconducting film and frequencies corresponding to
the right inequality in Eq. (1), the photon-structures in
the density of states can be interpreted as a manifestation
of dressed states of diffusely scattering electrons, which
inevitably must exist in a superconductor in a microwave
field. This would naturally arise in the displacement op-
erator ρq by replacing a time-independent q by q0 cosωt.
Here, this is accomplished for a diffusive superconductor
leading to Eqs. 2 and 3.
Qualitatively, the result reflects that the dressed elec-
tron states become superpositions of states with energies
shifted by multiples of ~ω0. The transition probability
of a diffusely moving electron from the state with energy
E to the state with energy E ± ~ω0 per unit time is of
order α/~ [12], thus during the oscillation period of the
field, 2pi/ω0, the components with energy shifted to ±~ω0
acquire a weight of order α/~ω0. Transitions to ±n~ω0
are processes of n-th order and the corresponding weights
are of order (α/~ω0)n. From this consideration, it follows
that the BCS peak in the density of states resurfaces in
the series of peaks at the energies of photon ∆ ± n~ω0
(photon points), of which the amplitudes decrease expo-
nentially with the growth of n.
Apart from its fundamental interest this theoretical
analysis is relevant for experiments on microwave kinetic
inductance detectors and parametric amplifiers based
on superconducting films at milliKelvin temperatures,
where the electrodynamic response is dominated by the
superconducting condensate. Typically, the quantity
which is measured is the impedance or the complex con-
ductivity. The conductivity σ(ω) at frequency ω can be
derived from the general formula for the current den-
sity in a diffusive superconductor in a straightforward
way[31]:
σ(ω) =
σN
4ω
∫
dE{((GR0−)∗<G0 + (FR0−)∗<F0)fL0+
(GR0 <GR0− + FR0 <FR0−)fL0−},
(6)
with σN = 2e
2N0D the conductivity of the wire in the
normal state and fL0− = fL0(E − ~ω0). In deriving Eq.
(6) we ignore higher order terms leading to a modulation
of the conductivity at the doubled signal frequency. Fig.
2a,b shows the real part of conductivity <σ(ω), calcu-
lated from Eq. (6) with the same values of the depairing
parameters α,Γ and signal frequencies ω0 as used in Fig.
1b and c, for the densities of states. In Fig. 2a,b one ob-
serves, qualitatively, the same behavior in the real part of
the conductivity <σ(ω) as for the densities of states: the
microwave radiation leads to the appearance of anomalies
at ’photon points’ and an exponential-like tail at small
values of ω. In a recent experiment[13] a superconducting
resonator of aluminium was measured to determine the
quality factor and the resonant frequency as a function
of applied microwave power. In the interpretation the
absorption by quasi-particles was included, through the
well-known approach introduced by Eliashberg[12]. How-
ever, it was found that, at the lowest temperatures, it is
not possible to account for the shift in resonant frequency.
The observed shift was stronger than one would expect
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FIG. 2. (a) The real part of the conductivity <σ(ω) with the
same values of depairing parameters α,Γ and signal frequen-
cies ω0 as for the densities of states in Fig. 1b,c. (b) The real
part of the conductivity on a logarithmic scale to highlight
the effect of the low-lying states. The colour coding of panel
(a) applies. (c) The changes in the imaginary part of the con-
ductivity due to the microwave power for values of α and ~ω0
as indicated in the figure. (d) The observed shift of the reso-
nant frequency of a superconducting resonator as a function
of the power of the microwave radiation. The red line shows
the shift of the resonant frequency as a function of the inter-
nal power in the resonator, calculated using Eq. (7). Black
squares represent the experimental data based on data anal-
ysis with a simple Lorentzian resonance curve[13]. The red
squares correspond to the experimental data [13], based on
an improved analysis by taking into account the nonlinearity
of the kinetic inductance.
on the basis of the shift in quality-factor, which is domi-
nated by the redistribution of quasi-particles over the en-
ergies. In the present theoretical analysis the new ingre-
dient is the modification of the superconducting ground
state in the presence of microwaves. Therefore we fo-
cus on the change of resonant frequency with microwave
power, which is a measure of the change in kinetic induc-
tance, i.e. the Cooper-pair density, whereas the quality
factor is a measure of the losses due to the quasi-particles.
The kinetic inductance is given by the imaginary part of
the conductance, which is shown in Fig. 2c for a selec-
tion of α and ω0. Substitution of the calculated Green’s
functions into the imaginary part of Eq. (6) gives, for low
values of α, low frequencies (corresponding to the condi-
tion (1)) and low temperatures T  Tc a simple linear
relation between α and the shift of kinetic inductance
δLk with respect to its value without rf field Lk:
δLk/Lk ∼= 4.85α/∆0. (7)
To facilitate the comparison of Eq. (7) with the recent
experiments [13], we rewrite Eq. (7) in the quantities
which were measured in the experiment: the relative shift
of the resonant frequency δω/ω ∼= −2.42Pin/P0. Here,
Pin is the (internal) power of the microwave radiation
in the resonator and P0 = 2piZ0N0∆
3
0w
2d2/(~ρ) is the
material parameter which relates the critical current to
power, with Z0 the impedance of the coplanar waveguide,
ρ the normal state resistivity of the superconducting res-
onator (Al), and w and d the width and thickness of the
superconducting strip, respectively. This conversion was
done under the assumption of a uniform distribution of
the supercurrent across the strip.
In Fig. 2d we show the shift of the resonant frequency
as a function of microwave power calculated using Eq. (7)
as the red line. In the same figure the black squares cor-
respond to the experimental data of De Visser et al[13],
determined for a resonant frequency of 5.3 GHz, well
above kT (64 mK) and well below ∆ (2.2 K). We in-
clude the experimental data as black squares, which agree
very well with the theoretical prediction, except at the
highest power. However, in the analysis of the measured
resonance curves the non-linearity in the kinetic induc-
tance was not taken into account. By including the non-
linearity of the kinetic inductance in the analysis of the
measured resonance curves following Swenson et al[32]
the black data-points from [13] were replaced by the red
data points (Fig. 2d), which agrees very well with the
theoretical prediction of Eq. (7) without using fitting
parameters.
These results have also implications for the density of
thermal quasiparticles for a given temperature. Obvi-
ously the reconfiguration of the ground state in the pres-
ence of microwave power reduces the condensation en-
ergy and therefore we expect for a given bath temper-
ature a rapid increase in the number of quasiparticles.
The number of excess quasiparticles Nqp can be mea-
sured by further detailed studies of their fluctuations in
a superconducting strip[14]. We note that these other
observables of the experiment [13] (number of quasipar-
ticles, recombination time, quality factor), which more
dominantly depend on f(E) as compared to δω/ω, are
still dominated by a redistribution of the quasiparticles
due to microwave absorption (Eliashberg[12]). In con-
trast δω/ω is a measure of the Cooper-pair current.
A direct test of the present theory would be a measure-
ment of the density of states by tunneling. In such an
experiment the time-dependent electric field should only
be in one of the electrodes parallel to the tunnel-junction
and not across the tunnel-junction. This requirement is
to avoid that the dc tunneling process in itself is con-
trolled by an additional ac electric field across the tun-
nel barrier, the well-known effect of photon-assisted tun-
neling [28, 29]. A dc electric field should be across the
tunnel junction to probe the electrodes with the tunnel-
ing current. The device could in practice be made as
a transmission-line. A solution for such an experiment
has been implemented by Horstman and Wolter[33, 34],
which is very feasible with the current level of technol-
ogy. Instead of the nonequilibrium distribution function
5one should extract the density of states, similarly to the
experiment for dc pairing carried out by Anthore et al[2].
In summary, we have presented a theoretical analysis
of the quantum depairing effect by a microwave field for a
long thin strip of a diffusive s-wave superconductor. We
have demonstrated that the density of states loses a sharp
peak at the gap energy and acquires features at photon
points ∆ ± n~ω0. Also we have shown that the density
of states develops an exponential-like tail in the sub-gap
region. Both phenomena are in strong contrast to the
case of depairing by a dc current. We have demonstrated
that the predicted effect is responsible for the shift of the
resonant frequency of an Al superconducting resonator
by microwave power[13].
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6SUPPLEMENTAL MATERIAL FOR: COHERENT EXCITED STATES IN SUPERCONDUCTORS
CREATED BY MICROWAVE FIELD
A.V. Semenov, I.A. Devyatov, P.J. de Visser and T.M. Klapwijk
Here we present a detailed derivation of the equations presented in the main text.
§1. Primary quantities and equations. All the information about the superconducting state in the Keldysh
formalism is contained in a quasiclassical isotropic Green’s function G˘ which is a matrix both in Keldysh and Nambu
spaces. Its structure in Keldysh space is
G˘ =
(
GˆR GˆK
0 GˆA
)
.
The components GˆR,A,K are matrices in Nambu space and linked to each other by relations that follow from their
analytic properties
GˆA = −τˆ3
(
GˆR
)+
τˆ3.
The matrix Green’s function obeys the following equation of motion (the Usadel equation in the Keldysh technique,
derived by Larkin and Ovchinnikov [26]):
e2D
{
Aτ˘3 ◦ G˘ ◦Aτ˘3 ◦ G˘− G˘ ◦Aτ˘3 ◦ G˘ ◦Aτ˘3
}
+
+τ˘3∂t1G˘+ ∂t2G˘τ˘3 − i
[
∆˘◦, G˘
]
−
= −i
[
Σ˘inel◦, G˘
]
−
.
(8)
The dependence on spatial coordinates, if any, is assumed to be removed due to an appropriate gauge transformation.
Notations are standard, convolutions are
(a ◦ b) (t1, t2) =
∫
dt′a (t1, t′) b (t′, t2) ,
(A ◦G) (t1, t2) = A (t1)G (t1, t2) .
Terms containing A, ∆˘ and Σ˘inel describe, correspondingly, the action of the electromagnetic field, superconducting
pairing and scattering due to inelastic interactions.
Eq. (8) contains two equations with a different physical meaning: an equation for the retarded Green’s function
GˆR (and the hermitian conjugated equation for the advanced Green’s function GˆA) which allows to find spectral
quantities, and a kinetic equation which allows to find the distribution function of quasiparticles.
Besides the Usadel equation the Green’s functions obey the normalization condition:
G˘ ◦ G˘ = 1˘δ (t1 − t2) . (9)
The retarded part of the Usadel equation (8) reads
e2D
{
Aτˆ3 ◦ GˆR ◦Aτˆ3 ◦ GˆR − GˆR ◦Aτˆ3 ◦ GˆR ◦ Aτˆ3}+
+τˆ3∂t1Gˆ
R + ∂t2Gˆ
Rτˆ3 − i
[
∆ˆ◦, GˆR
]
−
= 0.
(10)
One can see that it does not contain the distribution function explicitly. The latter affects the solution of (10) only via
order parameter ∆ˆ which depends on the distribution function and on GˆR via the self-consistency equation. Corre-
sponding normalization condition is GˆR◦GˆR = 1ˆδ (t1 − t2). In the following evaluations, superscript R will be omitted.
Rewriting the Usadel equation for discrete real frequencies.
7For evaluation, it is useful to transit from the two-temporal representation for Green’s functions to the two-energy
representation, which is introduced via Fourier transformation
a (E,E − ω) =
∫
dt1dt2 exp (iEt1 − i (E − ω) t2) a (t1, t2) .
In this representation, convolutions read:
(a ◦ b) (E,E − ω) =
∫
dω′
2pi
a (E,E − ω′) b (E − ω′, E − ω) ,
(A ◦G) (E,E − ω) =
∫
dω′
2pi
A (ω′)G (E − ω′, E − ω) ,
(G ◦A) (E,E − ω) =
∫
dω′
2pi
G (E,E − ω′)A (ω − ω′) ≡
∫
dω′
2pi
G (E,E − ω + ω′)A (ω′) ,
∂t1 → −iE, ∂t2 → i (E − ω) .
Here A(ω) is the Fourier transform of A(t),
A (ω) =
∫
dt exp (iωt)A (t) .
First we consider terms in the retarded Usadel equation that contain A. For compactness, some coefficients will be
omitted while evaluating and restored later, when required. Substituting the expressions for convolutions and treating
them as
(
A ◦ Gˆ ◦A ◦ Gˆ
)
=
(
A ◦ Gˆ
)
◦
(
A ◦ Gˆ
)
etc., one can see that they are
(
A ◦ Gˆ ◦A ◦ Gˆ
)
(E,E − ω) =
∫
dω1
2pi
dω2
2pi
dω′
2pi
A (ω1) Gˆ (E − ω1, E − ω′)A (ω2) Gˆ (E − ω′ − ω2, E − ω) ,
(
Gˆ ◦A ◦ Gˆ ◦A
)
(E,E − ω) =
∫
dω1
2pi
dω2
2pi
dω′
2pi
Gˆ (E,E − ω′ + ω1)A (ω1) Gˆ (E − ω′, E − ω + ω2)A (ω2) .
To make the physical meaning more explicit, one can transit to frequency-energy representation using the rule
G (E,E − ω) = Gω (E − ω/2) ,
where the argument in brackets has a meaning of energy and the argument in subscript has a meaning of frequency,
which is the Fourier-conjugate of time. (Note that the energy is a half-sum of “front” and “rear” energies and the
frequency is their difference).
Shifting the energy argument by +ω/2, one rewrites the above-written terms in frequency-energy representation as
(
A ◦ Gˆ ◦A ◦ Gˆ
)
ω
(E) =
∫
dω1
2pi
dω2
2pi
dω′
2pi
A (ω1) Gˆω′−ω1
(
E − ω1
2
− ω
′
2
+
ω
2
)
A (ω2) Gˆω−ω′−ω2
(
E − ω2
2
− ω
′
2
)
(
Gˆ ◦A ◦ Gˆ ◦A
)
ω
(E) =
∫
dω1
2pi
dω2
2pi
dω′
2pi
Gˆω′−ω1
(
E +
ω1
2
− ω
′
2
+
ω
2
)
A (ω1) Gˆω−ω′−ω2
(
E +
ω2
2
− ω
′
2
)
A (ω2) .
8The case of monochromatic field.
Till the moment, the evaluations were simply rewriting of initial expressions from the retarded Usadel equations
in useful representations. Now let us use the assumption that the field is monochromatic with a frequency ω0:
A (ω) = 2piδ (ω − ω0)A+ + 2piδ (ω + ω0)A−. From the periodicity of the field, it follows that Green’s functions and
other frequency-dependent quantities can be expanded in harmonics of ω0:
Gω (E) =
∑
n
2piδ (ω − nω0)Gn (E)
The terms with A now become(
A ◦ Gˆ ◦A ◦ Gˆ
)
n
(E) =
∑
s1,s2,m
As1Gˆm−s1 (E−s1−m+n)As2Gˆn−m−s2 (E−s2−m) ,
(
Gˆ ◦A ◦ Gˆ ◦A
)
n
(E) =
∑
s1,s2,m
Gˆm−s1 (E+s1−m+n)As1Gˆn−m−s2 (E+s2−m)As2 ,
where indexes s1,2 runs over ±1 and Ek ≡ E + kω0/2.
The other terms in the retarded Usadel equation are evaluated much simpler and their harmonics are(
τˆ3∂t1Gˆ+ ∂t2Gˆτˆ3
)
n
(E) = −iE
(
τˆ3Gˆn (E)− Gˆn (E) τˆ3
)
− inω0
2
(
τˆ3Gˆn (E) + Gˆn (E) τˆ3
)
,
(
Gˆ ◦ Gˆ
)
n
(E) =
∑
m
Gˆm (E−m+n) Gˆn−m (E−m) ,
(
∆ˆ ◦ Gˆ
)
n
(E) =
∑
m
∆ˆmGˆn−m (E−m) ,
(
Gˆ ◦ ∆ˆ
)
n
(E) =
∑
m
Gˆn−m (E+m) ∆ˆm.
Collecting all the terms and restoring matrices and coefficients, one obtains a Usadel equation in the form
e2D
∑
s1,s2,m
As1As2
(
τˆ3Gˆm−s1 (E−s1−m+n) τˆ3Gˆn−m−s2 (E−s2−m)− Gˆm−s1 (E+s1−m+n) τˆ3Gˆn−m−s2 (E+s2−m) τˆ3
)
−
−iE
[
τˆ3, Gˆn (E)
]
− inω02
{
τˆ3, Gˆn (E)
}
− i∑m (∆ˆmGˆn−m (E−m)− Gˆn−m (E+m) ∆ˆm) = 0,
(11)
One sees that the equation for harmonics is a set of linked equations at every n. There also exists an equal
number of equations emerging from the normalization condition Gˆ ◦ Gˆ = δˆ (t1 − t2), whose form in frequency-energy
representation is
∑
m
Gˆm (E−m+n) Gˆn−m (E−m) = δˆn,0. (12)
In scalar form, the Usadel equation and normalization condition are
e2D
∑
s1,s2,m
As1As2(Gm−s1 (E−s1−m+n)Gn−m−s2 (E−s2−m) + Fm−s1 (E−s1−m+n)Fn−m−s2 (E−s2−m)−
−Gm−s1 (E+s1−m+n)Gn−m−s2 (E+s2−m)− Fm−s1 (E+s1−m+n)Fn−m−s2 (E+s2−m))−
−inω0Gn (E)− i
∑
m ∆m (Fn−m (E−m)− Fn−m (E+m)) = 0,
e2D
∑
s1,s2,m
As1As2(Gm−s1 (E−s1−m+n)Fn−m−s2 (E−s2−m) + Fm−s1 (E−s1−m+n)Gn−m−s2 (E−s2−m) +
+Gm−s1 (E+s1−m+n)Fn−m−s2 (E+s2−m) + Fm−s1 (E+s1−m+n)Gn−m−s2 (E+s2−m))−
−2iEFn (E)− i
∑
m ∆m (Gn−m (E−m) +Gn−m (E+m)) = 0.
(13)
9∑
m (Gm (E−m+n)Gn−m (E−m)− Fm (E−m+n)Fn−m (E−m)) = δn,0,∑
m (Gm (E−m+n)Fn−m (E−m)− Fm (E−m+n)Gn−m (E−m)) = 0.
(14)
Green’s functions at nonzero frequencies emerge only if the field is nonzero and tend to 0 continuously with the
decrease of the field, so one can expand Gn by powers of A. From the ”conservation of frequency” (frequencies at
the left- and right-hand sides of all equalities should be equal), it follows that the main term in the series for Gn is
at least An. On the other hand, because A is a vector and G a scalar, and there is no other vector except A in the
problem, series for G can contain only even powers of A. So it is obvious that Gn with odd n vanish. Thus one should
keep only terms with even indexes of the Green’s functions in the above-written expressions.
Equations (11) and (12) or (13) and (14), being supplemented by the self-consistency equation for ∆ˆ, form a
complete set describing the problem. The set is redundant: upper and lower equations in (13) and (14) contain
identical information (below this will be demonstrated explicitly for a particular case), expect the case n = 0 when
left-hand sides of upper equation (13) and lower equation (14) are identically zeros.
§2. Closed Usadel equation for time-averaged Green functions.
To obtain a closed equation for the harmonic at zero frequency, one can consider the amplitude of the vector-
potential A as a small parameter and, keeping only terms not greater than A2, obtain for n = 0(
A ◦ Gˆ ◦A ◦ Gˆ
)
0
(E) ≈ A+Gˆ0 (E−2)A−Gˆ0 (E) +A−Gˆ0 (E+2)A+Gˆ0 (E) ,
(
Gˆ ◦A ◦ Gˆ ◦A
)
0
(E) ≈ Gˆ0 (E)A+Gˆ0 (E−2)A− + Gˆ0 (E)A−Gˆ0 (E+2)A+,
and the retarded Usadel equation
− iE
[
τˆ3, Gˆ0
]
− i
[
∆ˆ0, Gˆ0
]
+ α
(
τˆ3
(
Gˆ0+ + Gˆ0−
)
τˆ3Gˆ0 − Gˆ0τˆ3
(
Gˆ0+ + Gˆ0−
)
τˆ3
)
= 0, (15)
where Gˆ0 ≡ Gˆ0 (E), Gˆ0± ≡ Gˆ0 (E±2) = Gˆ0 (E ± ω0) and α ≡ e2DA+A−, and the normalization condition
Gˆ20 = 1ˆ. (16)
One can see that the equations are closed with respect to G0. This is due to the fact that, for n = 0, all the terms
containing Gm6=0, both in the Usadel equation (11) and in the normalization condition (12), are at least of 4-th order
in A.
In scalar form, the equations can be obtained by substituting
Gˆ0 =
(
G0 F0
−F0 −G0
)
≡ G0τˆ3 + F0iτˆ2
and are
− iEF0 − i∆G0 + α {(G0+ +G0−)F0 + (F0+ + F0−)G0} = 0 (17)
and
G20 − F 20 = 1. (18)
These are the equations we work with in the main text.
Validity criterion of closed equations for the zero-frequency harmonic.
To use closed equations for zero-frequency harmonic Gˆ0, one should find a criterion of smallness of A. A natural
way to do this is to find Gˆ2 keeping only ∝ A0 and ∝ A2 terms in (11) and (12) and then see at which A the condition
Gˆ2  Gˆ0 holds. To find Gˆ2, one should solve the Usadel equation at n = 2, which with accuracy up to terms ∝ A2 is:
α+
(
τˆ3Gˆ0τˆ3Gˆ0− − Gˆ0+τˆ3Gˆ0τˆ3
)
− iE
[
τˆ3, Gˆ2
]
− iω0
{
τˆ3, Gˆ2
}
− i
[
∆ˆ0, Gˆ2
]
− i
(
∆ˆ2Gˆ0− − Gˆ0+∆ˆ2
)
= 0, (19)
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where Gˆ0 is written in zero’th order accuracy in A, i.e. it is a solution of the Usadel equation (15) with α = 0, and
α+ ≡ e2DA2+ (it can differ from α only by a phase factor). In scalar form, this results in two linear equations with
respect to G2, F2 (Gˆ2 = G2τˆ3 + F2iτˆ2):
−2iω0G2 = −α+ (G0 (G0− −G0+) + F0 (F0− − F0+)) + i∆2 (F0− − F0+) ,
−2iEF2 − 2i∆0G2 = −α+ (G0 (F0− + F0+) + F0 (G0− +G0+)) + i∆2 (G0− +G0+) . (20)
The first equation is the component of matrix equation (19) proportional to 1ˆ and the second one is that proportional
to τˆ3. (Two other components are identically zero). The normalization condition for n = 2 with terms up to ∝ A2
reads
Gˆ2Gˆ0− + Gˆ0+Gˆ2 = 0,
(largest neglected terms are ∝ A6) or in a scalar form
(G0− +G0+)G2 − (F0− + F0+)F2 = 0,
(F0− − F0+)G2 − (G0− −G0+)F2 = 0. (21)
The determinant of the system is zero as one can prove using the normalization condition for n = 0 (18), so the
equations are identical. The two equations (20) are also identical: dividing the second of them on the first, using
normalization condition (21), and rearranging terms, one obtains the equality
E (F0− − F0+) + ∆0 (G0− +G0+)− ω0 (F0− + F0+) = 0
which is nothing except the difference of two Usadel equation for zero frequency (in zero’th order in A), written for
energies E±ω0. Thus one can choose, for instance, firsts of the equations (20) and (21) and solve the obtained system
to find G2 and F2. The solution is
G2 =
−α+(G0(G0−−G0+)+F0(F0−−F0+))+i∆2(F0−−F0+)
−2iω0 ,
F2 =
G0−+G0+
F0−+F0+
G2.
(22)
To find when the condition of smallness of G2 is fulfilled, note that differences G0− −G0+, F0− − F0+ are of order
unity and to have G2, F2  G0, F0, one requires
α ω0.
§3. Expressions for some observable quantities.
Zero’th order harmonics Green’s functions G0, F0 have the sense of time-averaged Green’s functions. Time-averaged
values of spectral quantities which are linear in the Green’s functions, can be calculated simply by replacing G, F to
G0, F0 in corresponding formulas. For instance, the time-averaged density of states is N(E) = N0<G0.
For the (linear) conductivity at frequency ω, one obtains
σ(ω) =
σN
4ω
∫
dE
{(
G∗0−<G0 + F ∗0−<F0
)
fL + (G0<G0− + F0<F0−) fL−
}
, (23)
where σN = 2e
2N0D. For ω  ∆, formula for imaginary part of conductivity reduces to
=σ(ω) = σN
2ω
∫
dE (<G0=G0 + <F0=F0) fL. (24)
Numerical solution of closed equations for zero-frequency harmonic.
To solve numerically the equation for the time-averaged Green’s functions (17) together with normalizing condition
(18) we used a direct iterative procedure. We rewrite Eq. (17) as
− iE˜F0 − i∆˜G0 = 0 (25)
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with
E˜ = E + iα (G0+ +G0−) , ∆˜ = ∆ + iα (F0+ + F0−) . (26)
We substitute G0 and F0 found at the previous iteration into the formulas for E˜ and ∆˜ (26) and then solve Eq.
(25) to find the new G0 and F0. Taking into account the normalization condition (18) the solution of Eq. (25) has
a BCS-like form: G0 = E˜/
√
E˜2 − ∆˜2, F0 = −∆˜/
√
E˜2 − ∆˜2. At the first iteration, when BCS Green’s functions are
used, we calculate E˜ and ∆˜ using (26) only for energies |E ± ∆| ≤ a~ω0 (a is the number smaller than unity, we
took a = 0.75) and set E˜ = E, ∆˜ = ∆, outside this interval to avoid BSC singularities. At the next iterations the
behavior of the Green’s functions became smooth near ∆, so we simply iterate Eqs. (25) and (26) until we come to
appropriate accuracy. 20 cycles were enough to reach convergence.
The self-consistent ∆ in the presence of rf field remains finite. To generate plots for the DOS we did not use
directly the self-consistency equation for the order parameter (Eq. 5 of the main text) and neglected the deviation
of ∆ compared to its value without rf field ∆0. At the values of α used for this calculation the change of ∆ is too
small to be seen on those DOS plots. However, the (self-consistent) change of ∆ was included in the calculation of
the correction to the conductivity, in particular while deriving the factor in Eq. 7. Because we are interested in a
small correction linear in α, we exploited the expansion for small correction δ∆:
δ∆ = α
(
−λ
2
∫
dE
d<F
dα
fL
)
=
(
−λ
2
∫
dE
∂<F
∂α |∆=∆0
fL
)
α+
(
−λ
2
∫
dE
∂<F
∂∆ |α=0
fL
)
δ∆. (27)
After evaluation of the integral in the second term, this yields δ∆ =
(
− 12
∫
dE ∂<F∂α |∆=∆0fL
)
α.
To calculate the correction to the kinetic inductance at low frequency ω  ∆, we present it as
δLk
Lk
= −δ=σ=σ = −
1
=σ
(
∂=σ
∂α |∆=∆0
α+
∂=σ
∂∆ |α=0
δ∆
)
=
1
=σ
∂=σ
∂α |∆=∆0
α− δ∆
∆
. (28)
The second term in (28) is the change of the kinetic inductance of the superconductor, caused by the change of ∆,
without rf field. The first term in (28) is evaluated using the formula for the imaginary part of the conductivity (24)
∂=σ
∂α |∆=∆0
α =
(∫
dE
∂=F 2
∂α
fL
)
α. (29)
The integral in (29) and the integral in the expression for δ∆ (27) are evaluated numerically, with the replacement
of derivatives by α to finite differences. The distribution function fL was set to sign(E), which corresponds to
the low-temperature limit. As a result for δLk/Lk, we obtain the formula (7) of the main text, i.e. calculate the
numerical factor between δLk/Lk and α/∆.
Relation to Floquet states
Although we do not work in the basis of Floquet states, the Hamiltonian with a time-dependent periodic term and
especially the resulting coherent excited states are clearly reminiscent of Floquet states [35].
(1998).
