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Abstract
We study the first vanishing time for solutions of the Cauchy-Dirichlet
problem to the semilinear 2m-order (m ≥ 1) parabolic equation
ut + Lu + a(x)|u|q−1u = 0, 0 < q < 1 with a(x) ≥ 0 bounded
in the bounded domain Ω ⊂ RN . We prove that if N > 2m and∫
1
0
s−1meas{x ∈ Ω : |a(x)| ≤ s} 2mN ds < +∞, then the solution u
vanishes in a finite time. When N = 2m, the condition becomes∫
1
0
s−1 (meas{x ∈ Ω : |a(x)| ≤ s}) (− lnmeas{x ∈ Ω : |a(x)| ≤ s}) ds < +∞.
Key words. nonlinear equation, energy method, vanishing solutions, semi-classical analysis
MSC 35B40, 35K20, 35P15
1 Introduction and main results
Let Ω ⊆ RN , N ≥ 1, be arbitrary bounded domain. In cylindrical domain Ω× (0,∞)
we consider the following Cauchy-Dirichlet problem
ut + L(u) + a(x)f(u) = 0 in Ω× (0,∞), f(u) = f1(u) := |u|q−1u, 0 < q < 1,(1.1)
Dαxu(x, t) = 0 on ∂Ω× (0,∞), ∀α : |α| ≤ m− 1,(1.2)
u(x, 0) = u0(x) ∈ L2(Ω).(1.3)
Here L is a divergent differential 2m-order operator of the form :
L(u) = (−1)m
∑
|α|=m
Dαxaα(x, u,Dxu, . . . ,D
m
x u), m > 1,(1.4)
with Caratheodory functions aα(x, ξ) (continuous with respect ξ and measurable with
respect to x) satisfying sublinear growth condition:
1
(1.5) |aα(x, ξ)| 6 c
∑
|γ|=m
|ξγ | ∀ ξ = {ξγ} ∈ RM(m), |α| 6 m,x ∈ Ω¯; c = const,
where M(m) is the number of different multi-indices γ = (γ1, γ2, . . . γN ) of the length
|γ| := γ1+· · ·+γN 6 m, and the absorptional potential a(x) is nonnegative, measurable,
bounded function in Ω.
Our main condition on the operator L is the following coercivity condition:
(1.6) (L(v), v) :=
∫
Ω
∑
|α|=m
aα(x, v, . . . ,D
m
x v)D
α
x v dx > C
∫
Ω
|Dmx v|2 dx
∀v ∈ Wm,20 (Ω), C = const > 0,
where Wm,20 (Ω) is the closure in the norm W
m,2
0 (Ω) of the space C
m
0 (Ω).
Remark 1.1 Well known sufficient condition of (1.6) is∑
|α|=m
aα(x, ξ)ξα > C
∑
|γ|=m
|ξγ |2 ∀ ξ = {ξβ} ∈ RM(m), ∀x ∈ Ω¯.(1.7)
Remark 1.2 In the linear case for operator L =
∑
|α|=|β|=mD
αaαβD
β with constant
coefficients aαβ as it is easy to check by using of Plancherel theorem, property (1.6) is
guaranteed by ellipticity condition:∑
|α|=|β|=m
aαβζ
αζβ > C|ζ|2m ∀ ζ = (ζ1, . . . ζN ) ∈ RN , ζα := ζα1ζα2 . . . ζαN .(1.8)
Definition 1.1 We will say that problem (1.1)-(1.3) has the extinction in finite time
(EFT) property if for arbitrary solution u, there exists some positive T0 such that
u(x, t) = 0 a.e. in Ω, ∀t ≥ T0.
Firstly EFT-property for simplest semilinear heat equation with strong absorption was
observed by A. S. Kalashnikov [4]. Later mentioned property (conditions of occurence
of extinction, estimates of extinction time, asymptotic of solution near to the extinction
time and so on) was investigated for different classes of second order semilinear and
quasilinear parabolic equations of diffusion-absorption type by many authors (see [6,9–
12,18,19]). F. Bernis [20] proved the EFT-property for energy solutions to higher order
semilinear and quasilinear parabolic equations with strong absorption. Dependence of
extinction properties of energy solutions to mentioned higher order equations on local
structure of initial function was studied in [14]. Extinction properties for second order
semilinear parabolic equations of diffusion-absorption type with nondegenerate (x, t)-
dependent absorptional potential was studied in [5, 7, 21,22].
V. Kondratiev, L. Veron [1] firstly initiated the study of EFT-property for second
order equation (1.1) (m = 1) in the case of degenerate absorptional potential a(x):
(1.9) inf{a(x) : x ∈ Ω} = 0.
2
It happens that occurence of mentioned property depends essentially on the structure
of the set of degeneration and on the behaviour of potential a(x) in the neighbourhood
of this set. They in [1] considered homogeneous Neumann problem for second order
equation (1.1) (m = 1) and proved the following general sufficient condition for EFT-
property:
(1.10)
∞∑
i=1
µ−1i <∞,
µk := inf
{∫
Ω
N∑
i,j=1
(aijvxivxj + 2
ka(x)v2)dx : v ∈W 1,2(Ω),
∫
Ω
v2dx = 1
}
, ∀ k > 1.
Method from [1] (semiclassical or KV-method) was developed in [2] and the follow-
ing explicit sufficient condition of EFT-property for Dirichlet and Neumann boundary
problem for second order equation (1.1) was established:
(1.11) ln a(x)−1 ∈ Lp(Ω) for some p > N
2
.
As a consequence, if {0} ∈ Ω, then arbitrary potential
(1.12) a(x) : a(x) ≥ aα(|x|) := exp(− 1|x|α ) ∀x ∈ Ω
satisfies condition (1.11) by arbitrary α < 2. On the other hand, for potential aα(x)
with α > 2 EFT-property fails [2].
In [3] there was elaborated the adaptation of local energy method from [8,14] to the
study of extinction properties of energy solution to second order parabolic equations
with radial degenerate absorptional potential. As result the following sharp Dini-like
sufficient condition of EFT-property was obtained:
(1.13) a(x) ≥ exp(−ω(|x|)|x|2 ), where ω(s) > 0∀ s > 0 : ω(0) = 0,
∫ 1
0
ω(s)
s
ds <∞.
The drawback of using regularizing effects does not enable the KV-method to be
extended to higher order operators but for small dimensions (continuous injection of
Wm,2(Ω) into L∞(Ω)). Moreover, the the local energy estimate method from [3] is
developed till now for radial potentials a(|x|) only. These reasons lead us to construct
some new variant of semiclassical method. On the contrary with [1], we consider a
family of first eigenvalues of non-linear Schro¨dinger operator directly connected with
equation (1.1), instead of eigenvalues µi (1.10) of auxiliary linear Schro¨dinger operator.
As a consequence, we do not need regularizing effects for solutions of problem (1.1)-
(1.3). But this means also that we can not use Lieb-Thirring formula [16] to estimate
the first eigenvalue. Therefore, we provide estimations of eigenvalues thanks to suitable
Sobolev embedding inequalities.
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Thus let us denote for arbitrary potential a(x) > 0 the function
(1.14) Ma(s) := meas{x ∈ Ω : a(x) ≤ s}.
Then main assumptions on the degeneration of a(x) are:∫ 1
0
s−1Ma(s)
θds < +∞, θ = min
(
2m
N
, 1
)
, N 6= 2m,(1.15)
and ∫ 1
0
s−1Ma(s) (− lnMa(s)) ds < +∞ for N = 2m.(1.16)
For a function a(x) satisfying (1.15) or (1.16) the set where it takes small values is small
enough. For instance, if a(x) ≥ γ > 0 then Ma(s) = 0 ∀ s < γ and, as consequence,
integrals are finite. On the contrary, if a(x) = 0 on a set of positive measure, integrals
becomes infinite.
Definition 1.2 A function u belonging to the space C([0,∞), L2(Ω))
⋂
L2loc([0,∞),
W
m,2
0 (Ω)) is a weak solution of problem (1.1)-(1.3) if initial condition (1.3) holds and
if for any ζ ∈ L2loc([0,+∞),Wm,20 (Ω)), there holds∫ T
0
〈ut(t, .), ζ(t, .)〉 +∫
Ω
 ∑
|α|=m
aα(x, u, . . . ,D
m
x u)D
α
x ζ + a(x)|u|q−1uζ
dx
dt = 0,(1.17)
for all T > 0, where 〈., .〉 is the paring of elements from (Wm,20 (Ω))∗ and Wm,20 (Ω),
W
m,2
0 (Ω) being the closure in the norm W
m,2(Ω) of the space Cm0 (Ω).
Main results are the following :
Theorem 1.1 Under assumptions (1.4) and (1.7),
a) if N 6= 2m and (1.15) holds, then all weak solutions of problem (1.1)-(1.3) have
the EFT-property,
b) if N = 2m and (1.16) holds, then all solutions of problem (1.1)-(1.3) have the
EFT-property.
Remark 1.3 Condition (1.15) by m = 1, N > 2 in the case of radial potential a(|x|)
implies condition (1.13).
Additionally, for second order equation (m = 1), we improved the KV-method for the
Dirichlet problem and the results holds as follows:
Theorem 1.2 Let m = 1 in equation (1.1) and∫ 1
0
s−1Ma(s)
2
N ds < +∞,(1.18)
then all solutions of problem (1.1)-(1.3) have the EFT-property.
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2 Proof of Theorem 1.1
The general principle is to find a lower bound for the function
U(t) :=
∫
Ω
(|Dmx u|2 + a(x)|u|1+q)dx, with the help of the function
(2.1) λ1(h) = inf
{∫
Ω
(|Dmx v|2 + a(x)|v|1+q)dx, v ∈Wm,20 (Ω), ||v||2L2(Ω) = h
}
The key-stone of this section is the following :
Proposition 2.1 If
(2.2)
∫ 1
0
1
λ1(h)
dh < +∞,
then all solutions of problem (1.1)-(1.3) vanish in a finite time and in this case,
(2.3) T ≤ 1
2
∫ ||u0||2
L2(Ω)
0
1
λ1(h)
dh.
Proof: Using ζ = u in (1.17) gives for all 0 ≤ s < t,
∫ t
s
〈uτ (τ, .), u(τ, .)〉 +∫
Ω
 ∑
|α|=m
aα(x, u, . . . ,D
m
x u)D
α
xu(x, τ) + a(x)|u|q+1
 dx
dτ = 0,
which implies by formula of integration by parts (see [20]),
1
2
∫
Ω
(|u(t, .)|2 − |u(0, .)|2) dx+∫ t
0
∫
Ω
 ∑
|α|=m
aα(x, u, . . . ,D
m
x u)D
α
xu+ a(x)|u|q+1
 dxdτ = 0.
But the second term is absolutely continuous with respect to time. Therefore the first
term is also absolutely continous and has derivative a.e. with respect to time which
leads to
1
2
d
dt
(||u||2L2(Ω)) +
∫
Ω
 ∑
|α|=m
aα(x, u, . . . ,D
m
x u)D
α
xu+ a(x)|u|q+1
 dx = 0.
Clearly, from the property (1.6) and the definition (2.1) of λ1(h), a.e.,
c
∫
Ω
 ∑
|α|=m
aα(x, u, . . . ,D
m
x u)D
α
xu+ a(x)|u|q+1
 dx ≥ λ1(||u(., t)||2L2(Ω)),
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where c = max(C, 1), C from (1.6). As a consequence, a.e.,
1
2
d
dt
(||u(., t)||2L2(Ω)) + cλ1(||u(., t)||2L2(Ω)) ≤ 0, c > 0.
We have an ordinary differential inequality for the function y(t) = ||u(., t)||2L2(Ω). There-
fore the end of the proof is straightforward by solving of obtained differential inequality.

Now, from Proposition 2.1, we need an estimate for λ1(h) from below. For this purpose,
rough estimates of vh in L
∞-norm and λ1(h) by above are indispensable. But (1.15)
(or (1.16)) does not give directly an a-priori estimate of λ1(h). It is why we use a trick.
Suppose that O belongs to Ω. We define
(2.4) a˜(x) := a(x) exp
(
− 1|x|α
)
, α > 0.
In a same way, λ˜1(h) = inf
{∫
Ω
(|Dmx v|2 + a˜(x)|v|1+q) dx, v ∈Wm,20 (Ω), ||v||2L2(Ω) = h
}
.
Since 0 ≤ a˜(x) ≤ a(x), λ˜1(h) ≤ λ1(h) for all h > 0. Hence,
∫ 1
0
1
λ1(h)
dh ≤
∫ 1
0
1
λ˜1(h)
dh.
So, if
∫ 1
0
1
λ˜1(h)
dh < +∞, we get a finite extinction time.
For N 6= 2m, if α > 0 is small enough, x 7→ exp
(
− 1|x|α
)
satisfies (1.15) by Proposition
4.2. By Theorem 4.1, both a(x) and a˜(x) satisfy the same condition (1.15) but a˜(x)
holds the a-priori estimate
(2.5) a˜(x) ≤ C exp
(
− 1|x|α
)
.
For N = 2m, by Proposition 4.4, if α > 0 is small enough, x 7→ exp
(
− 1|x|α
)
satisfies
(1.16). In a same way, by Theorem 4.1, both a(x) and a˜(x) satisfy the same condition
(1.16) but a˜(x) holds also estimate (2.5). With estimate (2.5), we get
Lemma 2.1 There exists some C > 0 such that for h > 0 small enough, (2.5) implies
(2.6) λ˜1(h) ≤ C h (− lnh)
2m
α .
Proof: The proof is an adaptation of [13]. Let v ∈ C∞0 (B) (B is the unit-ball of RN )
with v ≥ 0 and ||v||L2(Ω) = 1, so by homogeneity,
λ˜1(h) ≤ h
∫
Ω
|Dmv|2dx+ h 1+q2
∫
Ω
a˜(x)|v(x)|1+q dx.
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Let 0 < r ≤ r0. We set vr(x) = v
(x
r
)
. Then,∫
Ω
v2r (x) dx =
∫
Br
v2r(x) dx =
∫
Br
v2
(x
r
)
dx = rN
∫
B
v2(y) dy = rN ,
with a translation. As a consequence,
∥∥∥∥ vr
r
N
2
∥∥∥∥
L2(Ω)
= 1. On the other hand,
Dαxvr(x) = r
−|α|Dαξ v
(x
r
)
. As a consequence, there exists C > 0 such that∫
Ω
|Dmx vr|2 dx =
∫
Br
|Dmx vr|2 dx ≤ rN
C
r2m
.
Then by using
vr
r
N
2
in the definition of λ˜1(h),
λ˜1(h) ≤ C h
r2m
+ h
1+q
2
rN
rN
(1+q)
2
∫
B
a˜(ry)|v(y)|1+q dy.
If we estimate
∫
B
a˜(ry)|v(y)|1+q dy by C exp
(
− 1
rα
) ∫
B
|v(y)|1+q dy, then
λ˜1(h) ≤ C ′
(
h
r2m
+ h
1+q
2 rN
(1−q)
2 exp
(
− 1
rα
))
.
To balance both terms, we choose r =
1
(− lnh) 1α
. By substituting r,
λ˜1(h) ≤ C
(
h (− lnh) 2mα + h 1+q2 +1 1
(− lnh)N(1−q)2α
)
≤ C ′ h (− lnh) 2mα ,
for h small enough which completes the proof. 
We introduce the functional
(2.7) F˜ (v) =
∫
Ω
(|Dmv|2 + a˜(x)|v|1+q) dx,
for all v ∈ Wm,20 (Ω). Hence, there exists for all h > 0, a function v˜h ∈ Wm,20 (Ω) such
that
(2.8) ||v˜h||2L2(Ω) = h and λ˜1(h) ≤ F˜ (v˜h) ≤ 2 λ˜1(h),
since λ˜1(h) > 0. We prove Theorem 1.1 by estimating λ˜1(h) from below. First, we deal
with N 6= 2m.
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Proposition 2.2 Under assumptions (1.4), (1.7) and (1.15), for N 6= 2m, there exist
C > 0, C ′ > 0 and η > 0 such that for h small enough,
(2.9) C ≤ λ˜1(h)
h
[
meas
{
C ′ hη ≥ a˜(x)}]θ , θ = min(2m
N
, 1
)
.
Proof: Let v ∈ Wm,20 (Ω) with ||v||L2(Ω) > 0. From Definition (2.7) of functional F˜ , it
follows
(2.10)
∫
Ω
|Dmv|2dx dx =
∫
{x:|v|>0}
|v|2H(v, x) dx, H(v, x) = F˜ (v)||v||2
L2(Ω)
− a˜(x)|v|1−q ,
which yields
(2.11) C1 ||Dmx v||2L2(Ω) ≤
∫
{x:|v|>0}
|v|2H(v, x)+ dx, H(v, x)+ := max(0,H(v, x)).
Since v ∈Wm,20 (Ω), from the Sobolev imbedding, it follows :
(2.12) ||v||2
Lp
∗ (Ω)
≤ C3 ‖Dmx v‖2L2(Ω) ,
where constant C3 does not depend on v and p
∗ is defined by
(2.13) p∗ =
{
2N
N−2m if N > 2m
+∞ if N < 2m .
Combining estimate (2.12) and equality (2.10) we obtain:
C4 ||v||2Lp∗ (Ω) ≤
∫
{x:|v|>0}
|v|2H(v, x)+ dx,
Using Ho¨lder’s inequality for estimating term in right-hand side of last inequality, we
obtain
C4 ||v||2Lp∗ (Ω) ≤ ||v||2Lp∗ (Ω)
[∫
{x:|v|>0}
(
H(v, x)+
) p∗
p∗−2 dx
] p∗−2
p∗
,
where
p∗
p∗ − 2 =
p∗ − 2
p∗
= 1 if p∗ = +∞. This last inequality yields to
0 < C4 ≤
[∫
{x:|v|>0}
(
H(v, x)+
) p∗
p∗−2 dx
] p∗−2
p∗
.
where H is from (2.10). From this estimate follows easily
(2.14) 0 < C4
F˜ (v)
||v||2
L2(Ω)
[
meas
(
{x : |v| > 0}
⋂
{H(v, x) ≥ 0}
)] p∗−2
p∗
.
8
As a consequence, we obtain
C4 ≤ F˜ (v)||v||2
L2(Ω)
[
meas
(
{x : |v| > 0}
⋂
{H(v, x) ≥ 0}
)] 2m
N
, N − 2m > 0,
C4 ≤ F˜ (v)||v||2
L2(Ω)
[
meas
(
{x : |v| > 0}
⋂
{H(v, x) ≥ 0}
)]
, N − 2m < 0.
Therefore, for v = v˜h,
(2.15) C4 ≤ 2λ˜1(h)
h
[meas {x : Γ(h, x) ≥ 0}] 2mN , N − 2m > 0,
where Γ(h, x) =
2λ˜1(h)
h
|v˜h|1−q − a˜(x),
C4 ≤ 2λ˜1(h)
h
[meas {x : Γ(h, x) ≥ 0}] , N − 2m < 0.
Now, we have to estimate |v˜h|1−q from above. By definition, we know that ||v˜h||2L2 = h
so for all ε > 0,∫
Ω
v˜2h dx ≥
∫
{x:ev2
h
≥ε}
v˜2h dx ≥ ε meas{x : v˜2h ≥ ε}.
By setting ε = hγ with 0 < γ < 1, we get
(2.16) h1−γ ≥ meas{x : v˜2h ≥ hγ} = meas {x : R(h, x) ≥ 0} , R(h, x) = |v˜h|1−q−h
γ(1−q)
2 .
With this inequality, it follows
meas {x : Γ(h, x) ≥ 0} = meas
(
{x : Γ(h, x) ≥ 0}
⋂
{x : R(h, x) ≥ 0}
)
+meas
(
{x : Γ(h, x) ≥ 0}
⋂
{x : R(h, x) < 0}
)
.
But, on one hand,
meas
(
{x : Γ(h, x) ≥ 0}
⋂
{x : R(h, x) ≥ 0}
)
≤ meas {x : R(h, x) ≥ 0} ≤ h1−γ ,
and on the other hand,
meas
(
{x : Γ(h, x) ≥ 0}
⋂
{x : R(h, x) < 0}
)
≤ meas
{
x :
2λ˜1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}
.
As a consequence, we have
(2.17) meas {x : Γ(h, x) ≥ 0} ≤ h1−γ +meas
{
x :
2λ˜1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}
.
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Hence,
C4 ≤
(
2λ˜1(h)
h
) N
2m
[
h1−γ +meas
{
x :
2λ˜1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}]
, N − 2m > 0.
From (2.6),
λ˜1(h)
h
≤ C (− lnh) 2mα which yields for h small enough,
(
2λ˜1(h)
h
) N
2m
h1−γ ≤ 3C h1−γ (− lnh)Nα → 0,
when h→ 0. So there exists C5 > 0 such that for h small enough,
C5 ≤
(
2λ˜1(h)
h
) N
2m
meas
{
x :
2λ˜1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}
, N − 2m > 0.
Since γ > 0, there exists C ′ > 0 and η > 0 such that for h small enough,
2λ˜1(h)
h
h
γ(1−q)
2 ≤ C ′ hη. Consequently,
(2.18) C5 ≤
(
2λ˜1(h)
h
) N
2m
meas
{
x : C ′ hη ≥ a˜(x)} .
If N − 2m < 0, we have in a very similar way,
(2.19) C5 ≤ 2λ˜1(h)
h
meas
{
x : C ′ hη ≥ a˜(x)} ,
which leads to the conclusion. 
Proof of Theorem 1.1 for N 6= 2m. Clearly, from (2.9),∫ 1
0
dh
λ˜1(h)
≤
∫ 1
0
meas {x : C ′ hη ≥ a˜(x)}θ
h
dh,
where θ is from (1.15). If we set s = C ′ hη,
ds
s
= η
dh
h
and so∫ 1
0
dh
λ˜1(h)
≤ 1
η
∫ C′
0
meas {x : s ≥ a˜(x)}θ
s
ds.
Since ∫ 1
0
dh
λ1(h)
≤
∫ 1
0
dh
λ˜1(h)
,
we get the conclusion thank to Proposition 2.1. 
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Proposition 2.3 Under assumptions (1.4), (1.7) and (1.16), for N = 2m, there exists
C > 0 such that for h small enough,
(2.20) C ≤ λ˜1(h)
h
B̂−1(meas{x : |v˜h|1−q 2λ˜1(h)
h
≥ a˜(x)
})−1−1 .
where B̂(s) = (s + 1) ln(s + 1)− s is the complementary function of B(t) = et − 1− t
in the sense of Orlicz space (see [23]).
Proof: Let v ∈ Wm,20 (Ω) with ||v||L2(Ω) > 0. We return to the functional F˜ from (2.7)
again. Let v˜h ∈ Wm,20 (Ω) is from (2.8). Due to optimal imbedding (see [27]) the
following estimate holds:
(2.21) ||v˜h||LA(Ω) ≤ C3 ||Dmx v˜h||2L2(Ω),
where LA(Ω) is the Orlicz space related to A(t) = exp
(
t
p
p−1
)
(see [23]) and C3 is a
positive constant which does not depend on v˜h. Thus, we deduce from (2.21) and (2.11)
for v = v˜h :
C4 ||v˜h||2LA(Ω) ≤
∫
{x:|evh|>0}
|v˜h|2
(
Γ(h, x)
|v˜h|1−q
)
dx,
where Γ(h, x) is from (2.15). So,
C4 ||v˜h||2LA(Ω) ≤
∫
{x:|evh|>0}
|v˜h|2
(
Γ(h, x)
|v˜h|1−q
)+
dx.
By setting B(t) = et − 1 − t and using the generalized version of Ho¨lder’s inequality
(4.1),
C4 ||v˜h||2LA(Ω) ≤ ||v˜2h||LB({x:|evh|>0})
∥∥∥∥∥
(
Γ(h, x)
|v˜h|1−q
)+∥∥∥∥∥
L bB({x:|evh|>0})
.
By Proposition 4.5, ||v˜h||2LA(Ω) = ||v˜2h||LM (Ω). But B(t) = et− 1− t ≤ et− 1 = A(
√
t) =
M(t) implies by Proposition 4.6, ||v˜2h||LB(Ω) ≤ ||v˜2h||LM (Ω) and so,
C4 ||v˜2h||LB(Ω) ≤ ||v˜2h||LB({x:|evh|>0})
∥∥∥∥∥
(
Γ(h, x)
|v˜h|1−q
)+∥∥∥∥∥
L bB({x:|evh|>0})
.
Furthermore, ||v˜2h||LB({x:|evh|>0}) ≤ ||v˜2h||LB(Ω) and as a consequence,
C4 ≤
∥∥∥∥∥
(
Γ(h, x)
|v˜h|1−q
)+∥∥∥∥∥
L bB({x:|evh|>0})
.
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We have∥∥∥∥∥
(
Γ(h, x)
|v˜h|1−q
)+∥∥∥∥∥
L bB({x:|evh|>0})
=
∥∥∥∥∥
(
Γ(h, x)
|v˜h|1−q
)+∥∥∥∥∥
L bB({x:|evh|>0}
T
{x:Γ(h,x)≥0})
≤
∥∥∥∥∥
(
Γ(h, x)
|v˜h|1−q
)+∥∥∥∥∥
L bB({x:Γ(h,x)≥0})
,
by Proposition 4.7. With Proposition 4.8, we get
C4 ≤
∥∥∥∥∥
(
Γ(h, x)
|v˜h|1−q
)+∥∥∥∥∥
L∞(E)
(
B̂−1
(
(meas {x : Γ(h, x) ≥ 0})−1
))−1
.
We have∥∥∥∥∥
(
Γ(h, x)
|v˜h|1−q
)+∥∥∥∥∥
L∞(E)
≤ λ˜1(h)
h
,
so
C4 ≤ 2λ˜1(h)
h
(
B̂−1
(
(meas {x : Γ(h, x) ≥ 0})−1
))−1
,
when h is small enough which leads to the conclusion. 
Proof of Theorem 1.1 for N = 2m . If b is the derivative of B then b−1(s) = ln(s + 1)
and
B̂(s) =
∫ s
0
b−1(σ) dσ ∼ s ln s,
when s→ +∞. So there exists C0 > 0 such that for s large enough,
B̂(s) ≤ C0 s ln s = D(s). Hence by Proposition 4.9, B̂−1(s) ≥ D−1(s) always for s
large enough. Moreover, estimate lnD(s) = lnC0 + ln s+ ln(ln s) ∼ ln s gives
s ∼ D(s)
C0 lnD(s)
, i.e., D−1(s) ∼ s
C0 ln s
. So there exists some positive K such that for
s large enough, B̂−1(s) ≥ D−1(s) ≥ K s
ln s
. From (2.20), for h small enough,
C ≤ λ˜1(h)
h
(− lnmeas {x : Γ(h, x) ≥ 0}) (meas {x : Γ(h, x) ≥ 0}) .
If 0 < γ < 1 then estimate (2.17) is true, i.e.,
meas {x : Γ(h, x) ≥ 0} ≤ h1−γ +meas
{
x :
2λ˜1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}
,
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which implies together with estimate (2.6) that meas {x : Γ(h, x) ≥ 0} → 0 when h→ 0.
If for all positive s, we set
(2.22) E(s) = s(− ln s),
then C ≤ λ˜1(h)
h
E (meas {x : Γ(h, x) ≥ 0}).
The function E is increasing in a neighbourhood of zero so,
E−1
(
Ch
λ˜1(h)
)
≤ meas {x : Γ(h, x) ≥ 0} .
By (2.17),
E−1
(
Ch
λ˜1(h)
)
≤ h1−γ +meas
{
x :
2λ˜1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}
,
i.e.,
1 ≤ h
1−γ
E−1
(
Ch(λ˜1(h))−1
) + meas
{
x : 2
eλ1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}
E−1
(
Ch(λ˜1(h))−1
) .
But from (2.6),
h1−γ
E−1
(
Ch(λ˜1(h))−1
) ≤ h1−γ
E−1
(
C ′′ (− lnh)−2mα
) → 0,
since when s→ 0, E−1(s) ∼ s− ln s . Consequently, for h small enough,
E−1
(
Ch(λ˜1(h))
−1
)
≤ 2 meas
{
x :
2λ˜1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}
.
Always from (2.6), there exist C ′ > 0 and η > 0 such that,
meas
{
x :
2λ˜1(h)
h
h
γ(1−q)
2 ≥ a˜(x)
}
≤ meas{x : C ′ hη ≥ a˜(x)} ,
which gives
C ≤ λ˜1(h)
h
E
(
2 meas
{
x : C ′ hη ≥ a˜(x)}) .
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We easily deduce that there exist some K > 0 and δ > 0 such that
K
∫ δ
0
dh
λ˜1(h)
≤
∫ δ
0
(
meas
{
x : C ′ hη ≥ a˜(x)}) (− ln (meas{x : C ′ hη ≥ a˜(x)})) dh
h
.
If we set s = C ′ hη ,
ds
s
= η
dh
h
and so
K
∫ δ
0
dh
λ˜1(h)
≤ 1
η
∫ δC′
0
(meas {x : s ≥ a˜(x)}) (− ln (meas {x : s ≥ a˜(x)})) ds
s
.
Since
∫ 1
0
dh
λ1(h)
≤
∫ 1
0
dh
λ˜1(h)
, we get the conclusion thank to Proposition 2.1. 
We can derive some useful corollaries.
Corollary 2.1 Let f : (0,+∞) → (0,+∞) be a continuous nonincreasing function
such that f(a(x)) ∈ L1(Ω) and
∫ 1
0
s−1 f(s)−θ ds < +∞ where θ is defined in (1.15).
Then, under assumptions (1.4) and (1.7), for N 6= 2m, all solutions of problem (1.1)-
(1.3) vanish in a finite time.
Proof: If s > 0, meas {x : a(x) ≤ s} = meas {x : f(a(x)) ≥ f(s)} and so,
meas {x : a(x) ≤ s} ≤ f(s)−1
∫
Ω
f(a(x)) dx,
and we conclude with Theorem 1.1. 
Corollary 2.2 Let f : (0,+∞) → (0,+∞) be a continuous nonincreasing function
such that f(a(x)) ∈ L1(Ω) and∫ 1
0
s−1 f(s)−1 ln f(s) ds < +∞.(2.23)
Then, under assumptions (1.4) and 1.7, for N = 2m, all solutions of problem (1.1)-
(1.3) vanish in a finite time.
Proof: The function f has a limit when t tends to zero. By (2.23), this limit is +∞. If
s > 0 is small enough, as in the previous proof,
meas {x : a(x) ≤ s} ≤ f(s)−1
∫
Ω
f(a(x)) dx.
We set E(s) = s(− ln s) for all positive s and since E is an increasing function in a
neighbourhood of zero, there exists some δ > 0 such that∫ δ
0
s−1E (Ma(s)) ds ≤
∫ δ
0
s−1E
(
f(s)−1
∫
Ω
f(a(x)) dx
)
ds,
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which leads to∫ δ
0
s−1E (Ma(s)) ds ≤
(∫
Ω
f(a(x)) dx
)∫ δ
0
s−1 f(s)−1
(
ln f(s)− ln
(∫
Ω
f(a(x)) dx
))
ds.
But, as f(s)→ +∞ when s→ 0, there exists some C > 0 such that,∫ δ
0
s−1E (Ma(s)) ds ≤ C
∫ δ
0
s−1 f(s)−1 ln f(s) ds,
and we conclude with Theorem 1.1. 
There is a balance between both assumptions, i.e., f has to get the right behaviour.
For instance, in [2], they prove that for m = 1,
ln
1
a
∈ Lp(Ω),(2.24)
with p >
N
2
implies the extinction in a finite time for the Laplacian. From the previous
corollary, for more general operators,
Corollary 2.3 Under assumptions (1.4), (1.7) and (2.24) for N 6= 2m and p > θ, all
solutions of problem (1.1)-(1.3) vanish in a finite time.
We can also find a Dini-like condition in the radial case in the spirit of [3].
Corollary 2.4 Assume that a(x) = exp
(
−ω(|x|)|x|Nθ
)
with ω a non decreasing and non-
negative function on (0, 1] and ω(s) ≤ ω0, ∀s ∈ [0, 1]. If ω satisfies∫ 1
0
s−1ω(s) ds < +∞,
under assumptions (1.4) and (1.8), for N 6= 2m, one have a finite extinction time for
all solutions of problem (1.1)-(1.3).
Proof: For s > 0, meas{x : a(x) ≤ s} = meas
{
x :
ω(|x|)
|x|Nθ ≥ − ln s
}
. We take x such
that
ω(|x|)
|x|Nθ ≥ − ln s. Since ω is bounded, x satisfies
ω0
|x|Nθ ≥ − ln s which leads to |x| ≤
(
ω0
− ln s
) 1
Nθ
. By monotonicity of ω,
ω(|x|) ≤ ω
((
ω0
− ln s
) 1
Nθ
)
. Hence,
meas{x : a(x) ≤ s} ≤ meas
{
x : |x|Nθ ≤ ω
((
ω0
− ln s
) 1
Nθ
)
(− ln s)−1
}
.
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But
meas
{
x : |x|Nθ ≤ ω
((
ω0
− ln s
) 1
Nθ
)
(− ln s)−1
}
= CN
(
ω
((
ω0
− ln s
) 1
Nθ
)
(− ln s)−1
) 1
θ
.
So,
meas{x : a(x) ≤ s}θ ≤ CθN ω
((
ω0
− ln s
) 1
min(2m,N)
)
(− ln s)−1 ,
which yields∫ 1
e
0
s−1Ma(s)
θ ds ≤ CθN
∫ 1
e
0
s−1 (− ln s)−1 ω
((
ω0
− ln s
) 1
Nθ
)
ds.
By the change of variable τ = ω0 (− ln s)−1, that is, τ−1 dτ = (− ln s)−1 s−1 ds,∫ 1
e
0
s−1Ma(s)
θ ds ≤ CθN
∫ ω0
0
ω
(
τ
1
Nθ
)
τ−1 dτ.
By the last change of variable s = τ
1
Nθ , that is, s−1 ds =
1
Nθ
τ−1 dτ ,
∫ 1
e
0
s−1Ma(s)
θ ds ≤ NθCθN
∫ ω 1Nθ0
0
s−1 ω(s) ds.
Theorem 1.1 completes the proof. 
Corollary 2.5 Assume that a(x) = exp
(
−ω(|x|)|x|N
)
with ω a nondecreasing and non-
negative function on (0, 1] and ω(s) ≤ ω0, ∀s ∈ [0, 1]. If ω satisfies∫ 1
0
s−1ω(s) (− ln (ω(s))− ln s) ds < +∞,(2.25)
under assumptions (1.4) and (1.7), for N = 2m, one has a finite extinction time for
all solutions of problem (1.1)-(1.3).
Proof: For s > 0, meas{x : a(x) ≤ s} = meas
{
x :
ω(|x|)
|x|N ≥ − ln s
}
. We take x such
that
ω(|x|)
|x|N ≥ − ln s. Since ω is bounded, x satisfies
ω0
|x|N ≥ − ln s which leads to
|x| ≤
(
ω0
− ln s
) 1
N
. By monotonicity of ω, ω(|x|) ≤ ω
((
ω0
− ln s
) 1
N
)
. Hence,
meas{x : a(x) ≤ s} ≤ meas
{
x : |x|N ≤ ω
((
ω0
− ln s
) 1
N
)
(− ln s)−1
}
.
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But meas
{
x : |x|N ≤ ω
((
w0
− ln s
) 1
N
)
(− ln s)−1
}
= CN ω
((
ω0
− ln s
) 1
N
)
(− ln s)−1.
So, meas{x : a(x) ≤ s} ≤ CN ω
((
ω0
− ln s
) 1
N
)
(− ln s)−1. If we set E(s) = s(− ln s)
for all positive s, we get E (Ma(s)) ≤ E
(
CN ω
((
ω0
− ln s
) 1
N
)
(− ln s)−1
)
for s small
enough since E is an increasing function in a neighbourhood of zero. As a consequence,
there exists some δ > 0 such that∫ δ
0
s−1E (Ma(s)) ds ≤
∫ δ
0
s−1E
(
CN ω
((
ω0
− ln s
) 1
N
)
(− ln s)−1
)
ds,
which gives
∫ δ
0
s−1E (Ma(s)) ds
≤
∫ δ
0
CN
s
ω
((
ω0
− ln s
) 1
N
)
(− ln s)−1
(
− lnCN − ln
(
ω
((
ω0
− ln s
) 1
N
))
+ ln (− ln s)
)
ds.
But ω satisfies (2.25) which means that by monotonicity, ω(s)→ 0 when s→ 0. So for
s small enough, − lnCN − ln
(
ω
((
ω0
− ln s
) 1
N
))
+ ln (− ln s)
≤ 2
(
− ln
(
ω
((
ω0
− ln s
) 1
N
))
+ ln (− ln s)
)
.
Consequently, for some 0 < δ′ < δ, we get
∫ δ′
0
s−1E (Ma(s)) ds
≤ 2CN
∫ δ′
0
ω
((
ω0
− ln s
) 1
N
)(
− ln
(
ω
((
ω0
− ln s
) 1
N
))
+ ln (− ln s)
)
(−s ln s)−1ds.
By the change of variable τ = ω0(− ln s)−1, that is, τ−1dτ = (−s ln s)−1ds,∫ δ′
0
s−1E (Ma(s)) ds
≤ CN
∫ ω0
− ln δ′
0
ω
(
τ
1
N
)(
− ln
(
ω
(
τ
1
N
))
− ln τ + lnω0
)
τ−1dτ.
Hence, there exists δ′′ < δ′ such that the following estimate holds :∫ δ′′
0
s−1E (Ma(s)) ds ≤ 3NCN
∫ ω0
− ln δ′′
0
ω
(
τ
1
N
)(
− ln
(
ω
(
τ
1
N
))
− ln
(
τ
1
N
))
τ−1dτ.
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By the last change of variable s = τ
1
N , that is, s−1ds =
1
N
τ−1dτ ,
∫ δ′′
0
s−1E (Ma(s)) ds ≤ 3N2CN
∫ “ ω0
− ln δ′′
” 1
N
0
s−1ω(s) (− ln (ω(s))− ln s) ds.
This time also, Theorem 1.1 completes the proof. 
3 Second order case
Here we prove Theorem 1.2. Our proof is a detailed analysis of sufficient condition
of extinction of solutions obtained in [2] (see condition (4.2) in Theorem 4.2 from
Appendix). They introduce the quantity
(3.1) λ1,2(h) = inf
{∫
Ω
(
|∇v|2 + 1
h2
a(x) v2
)
dx : v ∈W 1,20 (Ω),
∫
Ω
v2dx = 1
}
, h > 0.
As in the previous section, for α > 0 small enough, changing function a into
a˜(x) = a(x) exp
(
− 1|x|α
)
,
does not change (1.18) but by defining in a very similar way
λ˜1,2(h) = inf
{∫
Ω
(
|∇v|2 + 1
h2
a˜(x) v2
)
dx : v ∈W 1,20 (Ω)
}
,
we have the a-priori estimate by Corollary 2.23 in [13],
(3.2) λ˜1,2(h) ≤ C (− lnh)
2
α .
Since λ˜1,2(h) ≤ λ1,2(h) and t 7→ ln t
t
is a decreasing function for t large enough, condi-
tion (4.2) from Theorem 4.2 (Appendix) is implied by
(3.3)
∞∑
n=1
1
λ˜1,2
(
α
1−q
2
n
) (ln(λ˜1,2(α 1−q2n ))+ ln( αn
αn+1
)
+ 1
)
< +∞,
As in [2], we transform condition (3.3) into a simpler form. The following theorem is
an adaptation of Theorem 2.3 in [2].
Proposition 3.1 Condition (3.3) is equivalent to
(3.4)
∫ 1
0
1
hλ˜1,2(h)
dh <∞.
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Proof: By changing the sequence {αn} into {α
2
1−q
n }, (3.3) is equivalent to
∞∑
n=1
1
λ˜1,2 (αn)
(
ln
(
λ˜1,2 (αn)
)
+ ln
(
αn
αn+1
)
+ 1
)
< +∞.
Suppose that (3.3) holds. Then, it implies that αn → 0 and that λ˜1,2 (αn) → ∞ as n
tends to infinity. Clearly, h 7→ λ˜1,2(h) is a nonincreasing function which means that
{λ˜1,2 (αn)} is a nondecreasing sequence. We use estimate of Theorem 2.3 in [2].∫ αn
αn+1
1
hλ˜1,2(h)
dh ≤ 1
λ˜1,2(αn)
ln
(
αn
αn+1
)
, ∀n ≥ 1,
which yields∫ α1
0
1
hλ˜1,2(h)
dh ≤
∞∑
n=1
1
λ˜1,2(αn)
ln
(
αn
αn+1
)
< +∞.
Conversely, suppose that (3.4) holds. We take the sequence αn = n
−n as in [3]. Indeed,
λ˜1,2(αn) ≤ C (n lnn)
2
α leads to ln
(
λ˜1,2(αn)
)
≤ C lnn for n large enough. Moreover,
(3.5) ln
(
αn
αn+1
)
∼ lnn =⇒ ln
(
λ˜1,2(αn)
)
≤ C ln
(
αn
αn+1
)
,
always for n large enough (C is a generic positive constant). Clearly, by monotonicity,∫ αn
αn+1
1
hλ˜1,2(h)
dh ≥ 1
λ˜1,2(αn+1)
ln
(
αn
αn+1
)
, ∀n ≥ 1.
Hence, thanks to (3.5), there exists C > 0 such that for n large enough,∫ αn
αn+1
1
hλ˜1,2(h)
dh ≥ C 1
λ˜1,2(αn+1)
ln
(
αn+1
αn+2
)
.
So we get
∞∑
n=1
1
λ˜1,2(αn)
ln
(
αn
αn+1
)
< +∞. This implies (3.3). 
Proof of Theorem 1.2. For h small enough, we have the following estimate for λ˜1,2(h) [2],
0 < C ≤ meas{x ∈ Ω : h−2a˜(x) ≤ 3 λ˜1,2(h)} (λ˜1,2(h))
N
2 .
For this estimate, they use the Leib-Thirring formula about the counting number with
some properties of semi-classical analysis [17]. By (3.2),
0 < C ≤ meas{x ∈ Ω : a˜(x) ≤ C h2(− lnh) 2α } (λ˜1,2(h))
N
2 .
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So, for h small enough, C h2(− lnh) 2α ≤ h which gives
1
λ˜1,2(h)
≤ C meas{x ∈ Ω : a˜(x) ≤ h} 2N .
As a consequence, for some h0 > 0 small enough,∫ h0
0
1
hλ˜1,2(h)
dh ≤ C
∫ h0
0
meas{x ∈ Ω : a˜(x) ≤ h} 2N
h
dh.
We conclude with the following arguments :∫ 1
0
meas{x ∈ Ω : |a(x)| ≤ t} 2N
t
dt <∞,
implies by Theorem 4.1 and Proposition 4.2,
∫ 1
0
meas{x ∈ Ω : |a˜(x)| ≤ t} 2N
t
dt < ∞
which yields
∫ 1
0
1
hλ˜1,2(h)
dh <∞ and then by proposition 3.1,
∞∑
n=1
1
λ˜1,2
(
α
1−q
2
n
) (ln(λ˜1,2(α 1−q2n ))+ ln( αn
αn+1
)
+ 1
)
<∞.
This last inequality means that
∞∑
n=1
1
λ1,2
(
α
1−q
2
n
) (ln(λ1,2(α 1−q2n ))+ ln( αn
αn+1
)
+ 1
)
< +∞,
for some sequence {αn}. By Theorem 4.2 in Appendix, all solution vanish in a finite
time. 
Remark 3.1 If we assume that a(x) is greater than a positive constant in a neigh-
bourhood of the boundary of Ω then the related Neumann problem can be reduced to
the former Dirichlet problem. Indeed, the solution of the Neumann problem vanishes
in a finite time in a neighbourhood of the boundary of Ω and up to a shift in time, the
solution satisfies the Dirichlet boundary condition.
4 Appendix
4.1 The properties of classes Sϕ
Let ϕ a function defined on [0, γ] for some γ > 0 which holds the following properties :
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1) ϕ(0) = 0,
2) ϕ is a nondecreasing function on [0, γ],
3) ϕ(t) > 0, ∀t ∈ (0, γ],
4) there exist C > 0 and γ′ ∈ (0, γ] such that for all α, β in [0, γ′],
ϕ(α + β) ≤ C (ϕ(α) + ϕ(β)) .
We set
Sϕ =
{
a ∈ L∞(Ω) | ∃c > 0 :
∫ c
0
ϕ (meas{x ∈ Ω : |a(x)| ≤ t})
t
dt < +∞
}
.
We start with some basic properties.
Proposition 4.1
1. a ∈ Sϕ ⇐⇒ |a| ∈ Sϕ,
2. 1 ∈ Sϕ (1 stands for the constant function equal to 1 on whole Ω),
3. if ψ satisfies (1), (2), (3) and ϕ ≤ ψ then Sϕ ⊃ Sψ,
4. a ∈ Sϕ ⇐⇒ ∀λ ∈ R∗, λa ∈ Sϕ.
5. a ∈ Sϕ ⇐⇒ ∀κ > 0, |a|κ ∈ Sϕ.
Proof: Let a ∈ Sϕ and λ ∈ R∗. By the change of variable t = |λ|τ ,∫ c
0
ϕ (meas{x ∈ Ω : |λa(x)| ≤ t})
t
dt =
∫ c
|λ|
0
ϕ (meas{x ∈ Ω : |a(x)| ≤ τ})
τ
dτ,
which concludes the fourth assertion.
Let a ∈ Sϕ and κ > 0. In a same way, by the change of variable t = τκ,∫ c
0
ϕ (meas{x ∈ Ω : |a(x)|κ ≤ t})
t
dt = κ
∫ c 1κ
0
ϕ (meas{x ∈ Ω : |a(x)| ≤ τ})
τ
dτ.
The proof is complete. 
Clearly, power functions satisfy (1), (2), (3) and (4).
Proposition 4.2 For α > 0 small enough, the function w(x) = exp
(
− 1|x|α
)
belongs
to Sϕ where ϕ(x) = x
β with β > 0.
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Proof: By direct calculations,
ϕ(meas{x ∈ Ω : |w(x)| ≤ t}) = ϕ(meas{x ∈ Ω : |x|α ≤ (− ln t)}) = CN 1
(− ln t)Nβα
.
The main property of the set Sϕ is its stability with respect to the product.
Theorem 4.1 If a and b belong to Sϕ then ab ∈ Sϕ.
Proof: The assumption a, b ∈ Sϕ implies that a(x) > 0 and b(x) > 0 a.e. on Ω so
lim
t→0
meas{x ∈ Ω : |b(x)|2 ≤ t}+meas {x ∈ Ω : |a(x)|2 ≤ t} = 0.
Let t > 0 small enough, i.e,
meas{x ∈ Ω : |b(x)|2 ≤ t}+meas{x ∈ Ω : |a(x)|2 ≤ t} ≤ γ′.
Let us consider {x ∈ Ω : |a(x)b(x)| ≤ t}. Pick up η > 0. Then we make a partition in
the following way,
{x ∈ Ω : |a(x)b(x)| ≤ t} = ({x ∈ Ω : |a(x)b(x)| ≤ t}
⋂
{x ∈ Ω : |a(x)| ≥ η})⋃
({x ∈ Ω : |a(x)b(x)| ≤ t}
⋂
{x ∈ Ω : |a(x)| < η}).
For the first subset, if x in Ω satisfies both conditions |a(x)b(x)| ≤ t and |a(x)| ≥ η
then |b(x)| ≤ t
η
which means that
{x ∈ Ω : |a(x)b(x)| ≤ t}
⋂
{x ∈ Ω : |a(x)| ≥ η} ⊂
{
x ∈ Ω : |b(x)| ≤ t
η
}
.
Clearly,
{x ∈ Ω : |a(x)b(x)| ≤ t}
⋂
{x ∈ Ω : |a(x)| < η} ⊂ {x ∈ Ω : |a(x)| ≤ η} .
As a consequence, for η =
√
t,
meas{x ∈ Ω : |a(x)b(x)| ≤ t}
≤ meas{x ∈ Ω : |b(x)| ≤
√
t}+meas
{
x ∈ Ω : |a(x)| ≤
√
t
}
.
So, since ϕ is a nondecreasing function on [0, γ],
ϕ (meas{x ∈ Ω : |a(x)b(x)| ≤ t})
≤ ϕ (meas{x ∈ Ω : |b(x)|2 ≤ t}+meas {x ∈ Ω : |a(x)|2 ≤ t}) .
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But by 4),
ϕ (meas{x ∈ Ω : |a(x)b(x)| ≤ t}) ≤
C
[
ϕ
(
meas{x ∈ Ω : |b(x)|2 ≤ t}) + ϕ (meas{x ∈ Ω : |a(x)|2 ≤ t})] .
By the previous proposition, a2 and b2 belong to Sϕ hence for some c > 0 small enough,∫ c
0
ϕ (meas{x ∈ Ω : |a(x)b(x)| ≤ t})
t
dt ≤
C
(∫ c
0
ϕ
(
meas{x ∈ Ω : |a(x)|2 ≤ t})
t
dt+
∫ c
0
ϕ
(
meas{x ∈ Ω : |b(x)|2 ≤ t})
t
dt
)
.
As a conclusion, ab is in Sϕ. 
The next step is to find a new class of functions satisfying properties 1), 2), 3) and 4).
Proposition 4.3 Let ϕ be a function defined on [0, γ] for some γ > 0 which satisfies
1), 2), 3) and
4’) ϕ is a convex function on [0, γ] with lim sup
t→0+
ϕ(2t)
ϕ(t)
< +∞. Then ϕ satisfies 4).
Proof: Since ϕ is convex on [0, γ], for all α, β in
[
0,
γ
2
]
, ϕ(α+ β) ≤ ϕ(2α) + ϕ(2β)
2
. It
remains to prove that for all t > 0 some enough, ϕ(2t) ≤ C ϕ(t) for some C > 0.
Always by convexity of ϕ, the function t 7→ ϕ(2t)
ϕ(t)
is continuous on
(
0,
γ
2
]
and bounded
in a neighbourhood of zero (this function is nonnegative).
As a consequence, it is bounded on
(
0,
γ
2
]
. 
Proposition 4.4 The function ϕ(t) = t(− ln t) satisfies 1), 2), 3) and 4′) for γ = e−1.
Moreover, the function w(x) = exp
(
− 1
|x|N2
)
belongs to Sϕ.
Proof: 1), 2), 3) are clear. For all t ∈ (0, e−1], ϕ′(t) = 1
(− ln t) +
1
(− ln t)2 so ϕ
′ is an
increasing function, hence, ϕ is strictly convex. Clearly, lim
t→0+
ϕ(2t)
ϕ(t)
= 2.
With the estimate ϕ(t) ≤ t for t ∈ [0, e−1], we have∫ e−1
0
ϕ (meas{x ∈ Ω : |w(x)| ≤ t})
t
dt ≤
∫ e−1
0
meas{x ∈ Ω : |w(x)| ≤ t}
t
dt
=
∫ e−1
0
meas{x ∈ Ω : |x|N2 ≤ (− ln t)−1}
t
dt = CN
∫ e−1
0
1
t(− ln t)2 dt < +∞.
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4.2 Orlicz spaces
Let A be an N -function [23]. When the derivative of A called a is increasing, the
N -functions A and Â given by
A(t) =
∫ t
0
a(τ) dτ, Â(t) =
∫ t
0
a−1(τ) dτ,
are said to be complementary. The Orlicz space connected to A is denoted by LA(Ω).
If E is a measurable set of positive measure, the Luxemburg norm is
||u||LA(E) = inf
{
k > 0 :
∫
E
A
( |u(x)|
k
)
dx ≤ 1
}
,
if the previous set is not empty and also we have a generalized version of Ho¨lder’s
inequality,∣∣∣∣∫
E
u(t) v(t) dt
∣∣∣∣ ≤ 2 ||u||LA(E) ||v||L bA(E).(4.1)
Theorem 4.2 [25] Let Ω be a bounded domain of RN having the cone property and
mp = N where p > 1. Set A(t) = exp
(
t
p
p−1
)
− 1. Then there exists the imbedding
Wm,p(Ω) →֒ LA(Ω).
Even if A is an N -function, M(t) = A(
√
t) is not necessary an N -function but the
quantity
||u||LM (E) = inf
{
k > 0 :
∫
E
A
(√
|u(x)|
k
)
dx ≤ 1
}
,
is well defined for a measurable set E of positive measure if
∫
E
A
(√
|u(x)|
k
)
dx ≤ 1
for some positive k. With this extended notation, we have the following standart
propositions :
Proposition 4.5 ||v||2LA(E) = ||v2||LM (E) when the quantity in the left-hand side is
well defined.
Proof: From the definition, ||v||2LA(E) = inf
{
k > 0 :
∫
E
A
( |v(x)|
k
)
dx ≤ 1
}2
. So,
||v||2LA(E) = inf
{
k > 0 :
∫
E
A
(√
|v(x)|2
k2
)
dx ≤ 1
}2
gives
||v||2LA(E) = inf
{
k2 > 0 :
∫
E
A
(√
|v(x)|2
k2
)
dx ≤ 1
}
and
||v||2LA(E) = ||v2||LM (E). 
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Proposition 4.6 If B ≤ A then ||v||LB(E) ≤ ||v||LA(E) when the quantity in the right-
hand side is well defined.
Proposition 4.7 If E ⊂ F are two measurable sets of positive measure,
||v||LB(E) ≤ ||v||LB(F ) when the quantity in the right-hand side is well defined.
Proposition 4.8 If B is an N -function and E a measurable set of positive measure
then ||v||LB(E) ≤
||v||L∞(E)
B−1
(
1
meas(E)
) ,∀v ∈ L∞(E)
Proposition 4.9 Let f and g be two increasing functions defined on a neighbourhood
of +∞ with lim
x→+∞
f(x) = lim
x→+∞
g(x) = +∞. If f(x) ≤ g(x) for x large enough then
f−1(x) ≥ g−1(x) for x large enough.
4.3 Previous result for the second order case
Theorem 4.2 ( [2]) Under assumptions (1.6) and (1.5) with m = 1, if there exists
a decreasing sequence {αn} of positive real numbers such that
(4.2)
∞∑
n=1
1
λ1,2
(
α
1−q
2
n
) (ln(λ1,2(α 1−q2n ))+ ln( αn
αn+1
)
+ 1
)
< +∞,
then any weak solution of problem (1.1)-(1.3) vanishes in a finite time.
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