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Introduction
La physique statistique d’e´quilibre s’occupe de de´terminer les lois qui re´gissent le
comportement de syste`mes macroscopiques en e´quilibre thermique, a` partir des lois mi-
croscopiques auxquelles obe´issent ses constituants. L’ide´e centrale de la physique statis-
tique est qu’a` un e´tat macroscopique donne´, de´termine´ par la valeur que les quantite´s
physiques en jeu y prennent, correspondent plusieurs e´tats microscopiques. Il s’ensuit
que la valeur des observables dans un e´tat macroscopique doit eˆtre moyenne´e sur tous
les e´tats miscoscopiques correspondants.
La distribution de probabilite´ des configurations miscroscopiques C ne´cessaire au
calcul des moyennes est connue a` l’e´quilibre, et se trouve eˆtre, pour un syste`me en
e´quilibre thermique a` une tempe´rature 1/β :
p(C) = e
−βH(C)
Z
, (1)
ou` H(C) est l’e´nergie du syste`me dans la configuration C et Z =∑C e−βH(C) est la fonc-
tion de partition du syste`me. La connaissance de cette distribution, dite distribution
de Gibbs, permet en principe le calcul de toutes les observables physiques d’inte´reˆt, la
pre´vision et la description du comportement des syste`mes a` l’e´quilibre.
Les syste`mes hors l’e´quilibre, qui constituent la tre`s grande majorite´ des syte`mes
existants, ne sont pas si facilement de´crits pour plusieurs raisons. La de´finition de quan-
tite´s thermodynamiques telles que l’entropie ou la tempe´rature pose de´ja` un proble`me.
De plus, meˆme les observables physiques bien de´finies ou la mesure de probabilite´ sur les
configurations microscopiques, deviennent des quantite´s dynamiques qui de´pendent de
fac¸on non ne´gligeable des de´tails miscroscopiques du syste`me conside´re´ et ne peuvent
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eˆtre de´termine´es de fac¸on ge´ne´rale. Par conse´quent l’analogue dynamique de la me-
sure de probabilite´ (1) n’a pas encore e´te´ de´termine´ et la construction d’une the´orie
qui de´crive les proprie´te´s macroscopiques des syste`mes hors l’e´quilibre progresse tre`s
lentement.
Le premier re´sultat a` caracte`re ge´ne´ral obtenu en physique hors l’e´quilibre est le
travail de Onsager et Machlup [94] ou` la probabilite´ qu’un syste`me suive une certaine
trajectoire de relaxation vers l’e´tat d’e´quilibre est donne´e en termes d’une fonction de
grandes de´viations, sous hypothe`se de re´versibilite´ dans le temps. Un deuxie`me re´sultat
tre`s important a e´te´ obtenu par Gallavotti et Cohen [46] avec recours a` une hypothe`se
plus faible de syme´trie sous renversement du temps : il s’agit d’un the´ore`me de fluc-
tuation qui e´tablit, pour les syste`mes qui ont des proprie´te´s de chaoticite´ suffisamment
fortes, une syme´trie de la fonction de grandes de´viations des trajectoires hors l’e´quilibre.
Cette fonction acquie`rt hors l’e´quilibre un roˆle analogue a` la production d’entropie le
long de la trajectoire conside´re´e.
Plus re´cemment quelques re´sultats a` caracte`re moins ge´ne´ral ont aussi vu le jour :
des fonctionnelles thermodynamiques hors d’e´quilibre ont e´te´ de´finis via la the´orie
des grandes de´viations. Dans les syste`mes ou` le calcul explicite de ces fonctionnelles
est possible, la valeur attendue de quantite´s macroscopiques dynamiques telles que le
courant peut eˆtre de´termine´e.
En particulier Bertini et al. [12, 13] et se´pare´ment Bodineau et Derrida [18, 19],
ont de´fini la fonctionnelle thermodynamique qui permet de calculer la valeur moyenne
instantane´e d’une observable dynamique. Cette fonctionnelle doit satisfaire une e´qua-
tion de diffusion inde´pendante du temps dont les coefficients de´pendent du syste`me ou
mode`le conside´re´.
D’autre part, Lecomte et al. [80] ont de´fini la fonctionnelle thermodynamique qui,
une fois calcule´e en tenant compte des spe´cificite´s dynamiques du syste`me conside´re´,
donne la valeur moyenne d’observables mesure´es sur un grand intervalle de temps [0, t].
Dans ce cas les moyennes sont faites en conside´rant toutes les histoires possibles du sys-
te`me a` partir de t = 0 jusqu’a` l’instant t, donc les re´alisations temporelles du syste`me
sont prises en compte plutoˆt que les seules configurations microscopiques de la physique
d’e´quilibre. Cette me´thode de moyennage dynamique se trouve a` la base du formalisme
thermodynamique des histoires de´veloppe´ par Ruelle et collaborateurs en [96] dans le
contexte des syste`mes dynamiques, et adapte´ aux syste`mes a` dynamique markovienne
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en [79, 80]. Le formalisme thermodynamique des histoires permet de classifier les re´-
gimes dynamiques que le syste`me peut suivre : cet aspect de la thermodynamique des
histoires constitue le point de de´part de cette the`se, qui explore a` travers ce formalisme
la dynamique des syste`mes vitreux.
Les syste`mes vitreux sont des syste`me physiques qui, si refroidis assez brusquement
au dessous d’une certaine tempe´rature, plongent dans un e´tat hors d’e´quilibre sur des
e´chelles de temps expe´rimentales, appele´ “e´tat vitreux”, caracte´rise´ par une phe´nome´-
nologie dynamique tre`s particulie`re : par exemple a` diffe´rentes re´gions spatiales du
syste`me correspondent diffe´rentes e´chelles de temps de relaxation.
Ces syste`mes me´ritent beaucoup d’attention puisqu’ils constituent une grande par-
tie des mate´riaux qui nous entourent. Cependant une the´orie non-phe´nome´nologique
capable de pre´dire leur comportement tel qu’on l’observe expe´rimentalement est loin
d’eˆtre e´tablie en raison du fait qu’aucune description de nature statique ne peut eˆtre
utilise´e, est que la physique statistique hors l’e´quilibre ne donne pas encore de moyens
d’analyse adaptables a` tous les syste`mes comme en physique statistique d’e´quilibre.
0.1 But et re´sultats de la the`se
Donner une description purement dynamique de l’e´tat vitreux est l’objectif principal
de cette the`se.
Le formalisme thermodynamique des histoires permet d’explorer les diffe´rents re´-
gimes dynamiques qu’un syste`me a suivi et de les classifier selon leurs proprie´te´s dyna-
miques : par exemple une classification est possible sur la base du temps de relaxation
caracte´risant le re´gime suivi. Dans le cas ou` les histoires du syste`me sont nettement
se´pare´es en re´gimes dynamiques diffe´rents on dit qu’une “transition dynamique” a lieu
dans le syste`me.
Le but de cette the`se est de prouver qu’une coexistence entre diffe´rentes phases
dynamiques suivies, qui se manifeste a` travers une transition dynamique, re´sulte en
une dynamque vitreuse. On veut donc prouver qu’un e´tat vitreux est la conse´quence
de l’histoire dynamique du syste`me.
Pour atteindre cet objectif plusieurs mode`les, avec et sans de´sordre, ont e´te´ pris
en conside´ration sur la base des proprie´te´s vitreuses de leur dynamique, de´ja` connues
auparavant.
viii CHAPITRE 0. INTRODUCTION
Les premiers mode`les conside´re´s sont des syste`mes cine´tiquement contraints, ou` les
contraintes dynamiques rendent a` elles seules la dynamique vitreuse. Pour ces syste`mes
il a e´te´ prouve´ nume´riquement en dimension finie qu’une transition de phase dynamique
a lieu et que donc diffe´rents re´gimes dynamiques coexistent. Ce re´sultat confirme les
re´sulats analytiques qu’on a obtenus sur ces mode`les en [48], ou` il a e´te´ prouve´ qu’une
transition dynamique a lieu pour un mode`le avec contrainte cine´tique en champ moyen,
mais pas pour un mode`le analogue sans contrainte cine´tique et donc a` dynamique non
vitreuse.
Ensuite on a conside´re´ des mode`les avec de´sordre gele´ : les mode`les de pie`ges, ou
trap models, et deux mode`les de verres de spin, le mode`le a` e´nergies ale´atoires (REM)
dans la phase a` basse tempe´rature et le p-spin. Pour chacun de ces mode`les il a e´te´
prouve´ analytiquement qu’une transition dynamique a bien lieu dans la phase ou` la
dynamique du syste`me est vitreuse. En particulier pour le p-spin on a montre´ que cette
transition disparaˆıt dans la phase ou` le syste`me n’est pas vitreux, i.e. pour T > Tg ; de
meˆme on a montre´ qu’elle disparaˆıt dans l’analogue non-vitreux du mode`le a` e´nergies
ale´atoires dans la phase a` basse tempe´rature.
L’application de la thermodynamique des histoires aux mode`les conside´re´s a de-
mande´ l’application de techniques varie´es et a suscite´ beaucoup de re´flexions sur les
syste`mes vitreux, comme on le verra tout au long du manuscrit.
0.2 Plan de la the`se
Les trois premiers chapitres de ce manuscrit introduisent la proble´matique qui est a`
l’origine de cette the`se et donnent les outils ne´cessaires a` comprendre le travail effectue´.
Le but de la the`se e´tant de de´crire un syste`me dans un e´tat vitreux, le chapitre 1 passe
en revue les caracte´ristiques d’une dynamique vitreuse et donne des interpre´tations
physiques de l’e´tat vitreux propose´es dans la litte´rature.
Le chapitre 2 justifie notre choix des mode`les analyse´s en soulignant leur inte´reˆt et
leurs proprie´te´s dynamiques.
Enfin dans le chapitre 3 on rappelle le formalisme thermodynamique des histoires
tel qu’il s’applique a` des syste`mes a` dynamique Markovienne en temps continu [80]. En
particulier, on relie dans ce chapitre les proprie´te´s de la fonction de grandes de´viations,
opportune´ment de´finie, d’observables extensives en temps, aux diffe´rents re´gimes dyna-
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miques qu’un syste`me peut suivre, et on pose l’hypothe`se que ce travail veut confirmer :
la se´paration nette entre plusieurs re´gimes dynamiques dans l’espace des histoires que
le syste`me a suivies est une signature de l’e´tat vitreux dans lequel se trouve le syste`me.
Les trois derniers chapitres contiennent l’application de la thermodynamique des
histoires aux mode`les de verres conside´re´s et consituent le travail effectue´ pendant la
the`se.
Le chapitre 4 contient l’analyse des mode`les cine´tiquement contraints : en particulier
on y trouve le calcul analytique de la fonction de grandes de´viations pour un mode`le
particulier [48] et la relation explicite entre la discontinuite´ de cette fonction et l’e´tat
vitreux du syste`me. La deuxie`me partie du chapitre est centre´e sur les re´sultats obtenus
au cours de cette the`se pour les mode`les cine´tiquement contraints : s’agissant de re´-
sultats purement nume´riques, l’algorithme de calcul employe´ est explique´, et les trace´s
des fonctions de grandes de´viations obtenues pour diffe´rents mode`les sont pre´sente´s et
commente´s.
La deuxie`me phase du travail de the`se est repre´sente´e par l’application du formalisme
thermodynamique des histoires a` des mode`les de´sordonne´s de verres. Les techniques
employe´es pour mener a` bien ce travail sont tre`s diffe´rentes de celles qui ont e´te´ uti-
lise´es pour les mode`les cine´tiquement contraints. Le calcul de la fonction de grandes
de´viations pour le mode`le de pie`ges et pour le mode`le a` e´nergies ale´atoires, qui fait
l’objet du chapitre 5, a e´te´ fait en re´solvant nume´riquement une e´quation aux valeurs
propres, tandis que le calcul pour le p-spin avec p = 2 a e´te´ effectue´ en utilisant un
formalisme fonctionnel employe´ en the´orie des champs, de´crit dans le chapitre 6. Ces
deux chapitres contiennent donc les re´sultats analytiques obtenus pendant cette the`se.
Pour tous les mode`les analyse´s une se´paration entre plusieurs re´gimes dynamiques
dans l’espace des histoires, marque´e par une discontinuite´ de la fonction de grandes
de´viations ou de ses de´rive´es, est de´tecte´e dans la phase ou` le syste`me est dans un
e´tat vitreux. Une discussion sur l’interpre´tation et les implications de ces re´sultats,
ainsi qu’un panorama sur les perspectives qu’ouvre ce travail, se trouvent dans les
conclusions.
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Chapitre 1
Syste`mes Vitreux
Dans la nature il existe des mate´riaux, au nombre desquels figure le verre, qui suite
a` une variation de tempe´rature n’atteignent que sur des temps anormalment longs
l’e´quilibre thermique avec leur environnement. Ce ralentissement exceptionnel de la
dynamique est accompagne´ d’une se´rie de phe´nome`nes dynamiques particuliers qui
constituent la dynamique vitreuse propre a` ce type de mate´riaux.
Dans ce chapitre on de´crit sommairement les principaux e´le´ments de la dynamique
vitreuse, en se focalisant ensuite sur une caracte´ristique particulie`re des verres qui est
l’he´te´roge´ne´ite´ dynamique et sur les discussions dont a fait l’objet la signification de
transition vitreuse.
1.1 Caracte´risation de la dynamique vitreuse
Normalement les liquides cristallisent quand la tempe´rature atteint une valeur assez
basse, mais certains d’entre eux peuvent eˆtre refroidis brusquement et atteindre, au
dessous d’une certaine tempe´rature Tg appele´e tempe´rature de transition vitreuse, une
phase solide amorphe dans laquelle le liquide ne coule plus et peut eˆtre conside´re´
en pratique comme un solide. Dans cette phase vitreuse le syste`me est par de´finition
hors l’e´quilibre puisque la dynamique est tellement ralentie que l’e´quilibre n’est jamais
atteint sur des e´chelles de temps expe´rimentales.
Une des preuves expe´rimentales de ce ralentissement anormal de la dynamique est
que la viscosite´ de ces liquides augmente tre`s brusquement a` l’approche de la phase
vitreuse. Sur la Fig. 1.1 sont repre´sente´s en e´chelle logarithmique les re´sultats espe´ri-
1
2 CHAPITRE 1. SYSTE`MES VITREUX
mentaux [4] de mesures de viscosite´ pour plusieurs mate´riaux vitreux en fonction de
la tempe´rature inverse Tg/T . On remarque que pour certains mate´riaux la viscosite´
augmente de 17 ordres de grandeur quand la tempe´rature diminue d’un facteur 2.
Fig. 1.1 – Graphique de
la viscosite´ η(T ) en fonc-
tion de la tempe´rature in-
verse en e´chelle logarith-
mique pour plusieurs mate´-
riaux vitreux (Martinez et
Angell [83]). Quand la tem-
pe´rature s’approche de la
tempe´rature de transition
vitreuse Tg, la viscosite´ aug-
mente de plusieurs ordres
de grandeur. En particulier
quand T passe de 2Tg a`
Tg la viscosite´ augmente de
plus de dix ordres de gran-
deur.
La fragilite´, introduite en [5], indique la vitesse a` laquelle la viscosite´ augmente
quand la tempe´rature s’approche de Tg. Dans les verres forts, avec des valeurs basses
de fragilite´, la de´pendence en tempe´rature de la viscosite´ est souvent de´crite par une
loi d’Arrhenius
η(T ) = η0e
A
T , (1.1)
ou` A, η0 sont de parame`tres qui de´pendent du syste`me. Par contre dans les verres
fragiles, la viscosite´ de´pend fortement de la tempe´rature et peut eˆtre de´crite par la loi
phe´nome´nologique de Vogel-Fulcher-Tammam
η(T ) = η0e
A
T−T0 . (1.2)
Cette expression pre´dit une divergence de la viscosite´ a` une certaine tempe´rature T0 <
Tg.
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La viscosite´ mesure la re´ponse du liquide a` une force de cisaillement, en quantifiant le
changement de vitesse qui en de´rive. Elle est relie´e au temps de relaxation correspondant
par l’e´quation de Maxwell :
η(T ) = G∞τ (1.3)
ou` G∞ est le module de cisaillement propre au mate´riau conside´re´ et τ est le temps de
relaxation moyen du syste`me apre`s sa re´ponse au cisaillement. En me´canique statistique
τ peut eˆtre exprime´ a` travers l’inte´grale de la fonction d’autocorre´lation du tenseur
des contraintes, mesurable expe´rimentalement. Dans les verres fragiles, ou` le temps
de relaxation ne suit pas une loi d’Arrhenius en fonction de la tempe´rature (voir Eq.
(1.2)), cette fonction d’autocorre´lation C(t) n’est pas exponentielle mais a la forme
d’une exponentielle e´tire´e :
C(t) = exp (−(t/τ)δ) , (1.4)
ou` δ diminue quand la tempe´rature diminue. Le comportement non-exponentiel des
fonctions d’autocorre´lation et la forme particulie`re de la viscosite´ η(T ) caracte´risent
l’approche a` la phase vitreuse.
Une troisie`me caracte´ristique est la non-line´arite´ de la relaxation [92], ou vieillisse-
ment du syste`me.
1.1.1 Vieillissement
Au dessous de Tg, le syste`me se trouve dans un e´tat vitreux. Le temps de relaxation
τ exce`de le temps d’observation et le syste`me n’atteint pas l’e´quilibre mais viellit. Cela
veut dire que les proprie´te´s dynamiques du syste`me, comme son temps de relaxation,
de´pendent de l’aˆge du syste`me, qui est de´fini comme le temps d’attente tw entre le
refroidissement et l’obervation du syste`me, c’est-a`-dire le temps passe´ dans la phase
vitreuse. Un syste`me plus vieux relaxe plus lentement qu’un syste`me jeune. Le viellis-
sement est observe´ expe´rimentalement a` travers le suivi des fonctions de corre´lation et
des fonctions de re´ponse dans le temps.
La fonction d’autocorre´lation a` deux temps pour une observable φ s’e´crit
C(t, tw) = 〈φ(t)φ(tw)〉 − 〈φ(t)〉〈φ(tw)〉 , (1.5)
avec t ≥ tw, et la fonction de re´ponse correspondante s’e´crit :
R(t, tw) = T
∂〈φ(t)〉
∂h(tw)
∣∣∣∣
h=0
. (1.6)
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Fig. 1.2 – Forme typique d’une fonction de corre´lation a` deux temps, trace´e en e´chelle
logarithmique en fonction de t− tw (Ritort et Sollich [98]). L’age du syste`me augmente
de gauche a` droite : quand le syste`me est jeune la relaxation est inde´pendante du temps
d’attente et est invariante par traslation temporelle, tandis que quand le syste`me viellit
la relaxation de´pend de son age.
A` l’e´quilibre, les fonctions de corre´lation et les fonction de re´ponse sont relie´es entre
elles par le the´ore`me de Fluctuation-Dissipation (FDT), par contre hors l’e´quilibre,
les fonctions de corre´lation a` deux temps n’ont pas de raison de satisfaire une telle
relation ; on introduit donc une fonction X(t, tw) de´finie par
R(t, tw) =
X(t, tw)
T
∂
∂tw
C(t, tw) , (1.7)
qui quantifie le degre´ de violation du the´ore`me de Fluctuation-Dissipation.
Ce qui rend particulie`rement inte´ressant le phe´nome`ne du viellissement, et a contri-
bue´ a` rendre la dynamique vitreuse un sujet tellement explore´, est que dans ces syste`mes
l’invariance par translation dans le temps est viole´e meˆme si la dynamique microsco-
pique est totalement re´versible.
1.2 Images physiques de la dynamique vitreuse
Pour expliquer physiquement et analytiquement le comportement des liquides a` des
tempe´ratures proches de Tg, plusieurs interpre´tations sont propose´es dans la litte´rature.
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On de´crit ici brie`vement celles qui sont pertinentes par rapport a` la description donne´e
dans cette the`se : l’interpre´tation en termes de paysage e´nerge´tique ou espace des
phases, l’interpre´tation en termes de re´arrangement coope´ratif de diffe´rentes re´gions
du mate´riau, et celle en termes d’he´te´roge´ne´ite´s dynamiques. Ces trois interpre´tations
se recoupent en plusieurs points.
1.2.1 Paysage e´nerge´tique
Dans une repre´sentation en termes de paysage e´nerge´tique la dynamique est de´crite
de fac¸on topographique comme l’e´volution d’un syste`me dans un paysage d’e´nergie
potentielle tre`s accidente´.
L’ide´e de cette repre´sentation, de´ja` formule´e qualitativement en [59], formalise´e par
Stillinger et Weber [105] et abondamment de´veloppe´e ensuite (voir [107]), est ne´e de
l’observation que l’e´nergie potentielle d’un liquide brusquement refroidi a un tre`s grand
nombre de minima locaux. Cet approche, adopte´e plus largement dans les mode`les de
verres en champ moyen, pre´sente l’avantage de pouvoir utiliser les instruments de calcul
de la me´canique statistique d’e´quilibre et de se servir de quantite´s thermodynamiques
dont le sens physique est bien clair.
L’espace des configurations est se´pare´ en diffe´rents bassins, ou structures inhe´rentes
(IS) du paysage e´nerge´tique. Chaque bassin est de´fini comme l’ensemble des configura-
tions qui arrivent a` une configuration donne´e en suivant une dynamique de relaxation a`
tempe´rature nulle ; cette dynamique est de´terministe donc ces bassins ne se recouvrent
pas. Chaque bassin est e´tiquete´ par l’e´nergie par particule eIS de la configuration qui
se situe au minimum du bassin. Le logarithme du nombre N (eIS) de bassins d’e´nergie
eIS va eˆtre proportionnel au nombre de particules N et a` l’entropie configurationnelle
sc(eIS) qui est conside´re´e plus pertinente dans la dynamique vitreuse que l’entropie
thermodynamique sur toutes les configurations. En supposant N (eIS) = exp [Nsc(eIS)]
la fonction de partition va pouvoir s’e´crire :
Z =
∑
IS
∑
C∈IS
e−βE(C) =
∫
e[sc(eIS)−βeIS−β∆f(β,eIS)]deIS (1.8)
ou` le terme
∆f(β, eIS) = − T
N
ln
∑
C∈IS
e−β[E(C)−NeIS ] (1.9)
est l’e´nergie libre relative au minimum eIS du bassin et en mesure la largeur effective.
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Un raffinement de cette repre´sentation compte les bassins en fonction de leur e´nergie
libre f = eIS+∆f [32], ou` le poids additionnel exp(−β∆f) dans la fonction de partition
rend compte de la largeur des bassins.
On pre´cise que la largeur des bassins ∆f et l’entropie configurationnelle sc(f, β)
de´pendent de la tempe´rature, mais restent des quantite´s statiques, et donc inadapte´es
a` de´crire des caracte´ristiques purement dynamiques des syste`mes vitreux. Des versions
dynamiques de l’entropie configurationnelle ont e´te´ toutefois introduites heuristique-
ment pour expliquer le vieillissement [71], ou pour relier l’ide´e de paysage e´nerge´tique
a` celle de coope´rativite´ dynamique [28, 3] de´crite dans la prochaine section.
1.2.2 Coope´rativite´
Depuis que la communaute´ a commence´ a` s’inte´resser aux phe´nome`nes vitreux, la
question est apparue de savoir si l’e´tablissement de la phase vitreuse dans un mate´riau
refroidi brusquement constitue ou pas une transition de phase thermodynamique. Si
c’en e´tait une, cette transition devrait eˆtre marque´e par la divergence d’un parame`tre
statique, tout comme le ralentissement dynamique autour d’une transition de phase du
second ordre a` l’e´quilibre est marque´ par la divergence d’une longueur de corre´lation
statique.
Il semble pour le moment qu’aucun parame`tre statique, que ce soit la longueur de
corre´lation ou autre, ne change de fac¸on significative quand la dynamique bascule dans
sa phase vitreuse. Par exemple il a e´te´ montre´ a` travers la simulation d’un syste`me de
sphe`res dures [77], dont la dynamique devient vitreuse au dela` d’une densite´ critique ρc,
que la structure statique de la phase vitreuse, mesure´e par l’amplitude des fluctuations
de densite´, ne change presque pas quand le temps de relaxation augmente de plusieurs
ordres de grandeur, et que donc la phase liquide ne peut eˆtre distingue´e de la phase
vitreuse d’un point de vue thermodynamique.
Cependant le ralentissement anormal de la dynamique a` l’approche de la phase
vitreuse et les phe´nome`nes qui l’accompagnent, ont fait penser qu’une transition de
phase dynamique pourrait avoir lieu a` T = Tg, c’est-a`-dire une transition marque´e
par la divergence d’une e´chelle de longueur tout autant dynamique, i.e. de´pendante du
temps. La repre´sentation de la dynamique vitreuse en terme de coope´rativite´ constitue
une voie possible pour la de´finition de cette longueur de corre´lation dynamique.
Cette approche, introduite par Adam et Gibbs [1] pour expliquer la divergence des
1.2. IMAGES PHYSIQUES DE LA DYNAMIQUE VITREUSE 7
temps de relaxation, se base sur l’ide´e que dans la phase vitreuse le mate´riau est
constitue´ par des cages qui bougent tre`s lentement de fac¸on coope´rative, a` l’inte´rieur
desquelles le mouvement est rapide. La coope´rativite´ naˆıt du fait que quand ces cages
sont serre´es entre elles, le mouvement d’une cage sur une longueur de l’ordre de son
diame`tre ne´cessite le mouvement des cages voisines, qui ne´cessite celui d’autres cages,
et ainsi de suite. L’existence de ce phe´nome`ne a e´te´ ve´rifie´e expe´rimentalement dans
les collo¨ıdes vitreux [112] et nume´riquement dans des simulations de liquides binaires
interagissant via un potentiel de Lennard-Jones bien au dessus de Tg [39].
Analytiquement la coope´rativite´ de la dynamique d’un syste`me vitreux a` tempe´ra-
ture T > TG peut eˆtre de´tecte´e en calculant la fonction de corre´lation a` quatre points
[69] :
G4(~r, t) = 〈ρ(~0, 0)ρ(~0, t)ρ(~r, 0)ρ(~r, t)〉 − 〈ρ(~0, 0)ρ(~0, t)〉〈ρ(~r, 0)ρ(~r, t)〉 , (1.10)
ou` ρ(~r, t) repre´sente la fluctuation de densite´ au point ~r a` l’instant t. Cette quan-
tite´ mesure la corre´lation dans l’espace des fonctions de corre´lation locales C(t) =
〈ρ(~0, 0)ρ(~0, t)〉. C’est-a`-dire que si en un point 0 un e´ve´nement est survenu qui de´cor-
re`le les fluctuations de densite´ sur un temps t, G4(~r, t) mesure la probabilite´ qu’un
e´ve`nement similaire soit survenu en un point ~r dans le meˆme intervalle de temps t. La
susceptivite´ dynamique correspondante χ4(t) est de´finie comme l’inte´grale de volume
de la fonction G4(~r, t) et joue un roˆle e´quivalent a` celui de la fonction d’autocorre´lation
C(t) a` l’e´quilibre. Une se´rie de simulations (voir par exemple [108]) montre que pour
un syste`me refroidi a` une tempe´rature T & Tg, la susceptibilite´ dynamique χ4(t) n’est
pas monotone dans le temps et atteint une valeur maximale quand t = t∗ ou` t∗ est le
temps de relaxation du liquide dans la phase conside´re´e. Cette valeur maximale χ4(t
∗)
augmente quand la tempe´rature approche Tg, et donc peut eˆtre conside´re´e comme une
longueur de corre´lation dynamique, appele´e ξ(t), ou` longueur de coope´rativite´.
Selon cette interpre´tation, la longueur de corre´lation dynamique diverge en appro-
chant la phase ou` le syste`me se trouve dans un e´tat vitreux, et donc pour T = Tg
on a une transition dynamique entre un e´tat non-vitreux et un e´tat vitreux. La me-
sure expe´rimentale [11] de la susceptibilite´ χ4(t) dans des liquides mole´culaires et des
suspensions de collo¨ıdes montre aussi que la formation du verre est accompagne´e par
l’accroissement significatif de la longueur de corre´lation dynamique correspondante.
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1.2.3 He´te´roge´neite´s dynamiques
L’ide´e de coope´rativite´ est e´troitement lie´e a` l’apparition des he´te´roge´ne´ite´s dyna-
miques, i.e. des re´gions du mate´riau avec des diffe´rentes e´chelles de temps de relaxa-
tion dont la taille caracte´ristique consitue une autre possible de´finition de longueur
dynamique variant a` l’approche de la phase vitreuse. Le caracte`re non-exponentiel des
fonctions d’autocorre´lation (1.4) des syste`mes vitreux est impute´ dans ce contexte aux
diffe´rents temps de relaxation, cette fois a` caracte`re exponentiel, des re´gions constituant
le mate´riau.
Ces structures he´te´roge`nes [101] se manifestent expe´rimentalement comme des en-
sembles d’atomes qui ont une dynamique manifestement lente compare´e au reste du
syste`me : on observe des structures transitoires gele´es qui se forment au milieu du ma-
te´riau sur des e´chelles de temps de l’ordre ou plus grandes que les e´chelles de temps
expe´rimentales. Ces structures sont passe´es longtemps inaperc¸ues parce que les mesures
expe´rimentales standards font des moyennes spatiales des quantite´s dynamiques qui ne
rele`vent pas d’he´te´roge´ne´ite´s locales. Re´cemment des techniques plus raffine´es comme
la re´sonance magne´tique (NMR) multidimensionnelle, la spectroscopie die´lectrique et
d’autres mesures optiques (pour une revue voir [103, 40]), ont permis de de´tecter les
he´te´roge´ne´ite´s dynamiques et meˆme d’e´valuer l’e´chelle de longueur des he´te´roge´ne´ite´s
[106]. Il a e´te´ sugge´re´ que les he´te´roge´ne´ite´s sont une manifestation directe de la na-
ture coope´rative du processus de nucle´ation [100], mais la relation entre la taille des
he´te´roge´ne´ite´s et la longueur de coope´rativite´ reste encore a` pre´ciser.
Nume´riquement les he´te´roge´ne´ite´s dynamiques ont e´te´ explore´es a` travers des simu-
lations de dynamique mole´culaire de plusieurs types [72, 56].
Les zones de mate´riau a` dynamique plus lente doivent se re´arranger de fac¸on co-
ope´rative pour que le mate´riau coule dans son ensemble. On relie donc l’he´te´roge´ne´ite´
dynamique d’un mate´riau aux parame`tres de´finissant une dynamique coope´rative. La
distance typique entre he´te´roge´ne´ite´s peut eˆtre ainsi clcule´e en faisant recours a` la
fonction de corre´lation a` quatre points donne´e en e´quation 1.10.
Du point de vue the´orique ce comportement structurel semble ne pas pouvoir eˆtre
de´crit par des the´ories en champ moyen ni de couplage des modes parce que celles-ci
traitent le syste`me de fac¸on homoge`ne. Une description phe´nome´nologique des he´te´-
roge´ne´ite´s dynamiques en termes de paysage e´nerge´tique a e´te´ donne´e en [28], ou` la
formation d’he´te´roge´ne´ite´s dynamiques est relie´e a` une dissipation d’e´nergie libre et
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Fig. 1.3 – Formation d’he´te´roge´ne´ite´s dynamiques dans un mode`le cine´tiquement
contraint (M. Merolle, J.P. Garrahan et D. Chandler [86]).
donc a` une perte d’entropie configurationnelle dynamique. En [25] la corre´lation entre
la taille des he´te´roge´ne´ite´s dynamiques et l’entropie configurationnelle statique du sys-
te`me a e´te´ e´tudie´e nume´riquement pour plusieurs mate´riaux.
L’he´te´roge´ne´ite´ dynamique des syste`mes vitreux a donne´ l’ide´e a` un groupe d’auteurs
[48, 50, 95, 62] de contruire un formalisme dans l’espace-temps, c’est-a`-dire purement
dynamique, ou` des quantite´s thermodynamiques comme l’e´nergie libre sont de´finies de
fac¸on dynamique et prennent en compte l’he´te´roge´ne´ite´ spatio-temporelle du syste`me.
C’est en accord avec cette dernie`re approche que notre travail a e´te´ effectue´ : le
formalisme thermodynamique des histoires, de´crit dans le chapitre 3, donne une base
statistique bien claire pour la de´finition d’une e´nergie libre dynamique. C’est en effet
en collaborant avec deux des auteurs de [62] que le formalisme thermodynamique des
histoires a commence´ a` eˆtre adapte´ a` la description des syste`mes vitreux.
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Chapitre 2
Mode´lisation
Un syste`me re´el est caracte´rise´ par un tre`s grand nombre de parame`tres dont la
plus grande partie ne joue aucun roˆle dans la description des proprie´te´s physiques qui
le caracte´risent. Par conse´quent on fait souvent recours en physique the´orique a` des
mode`les ide´aux qui reproduisent les aspects phe´nome´nologiques d’inte´reˆt du syste`me
re´el.
En me´canique statistique le type de mode`le le plus utilise´ est constitue´ par des par-
ticules ide´ales dispose´es sur les noeuds d’un re´seau a` la ge´ome´trie simple (ex. re´seau
carre´, triangulaire). A` l’e´quilibre la mode´lisation est particulie`rement efficace parce que
le comportement macroscopique est, sauf exceptions, inde´pendant des de´tails micro-
scopiques du syste`me, ce qui fait que diffe´rents syste`mes pre´sentent la meˆme phe´nome´-
nologie a` grandes e´chelles.
Hors l’e´quilibre il est par contre difficile de regrouper en un seul mode`le plusieurs
syste`mes et de les de´crire de la meˆme fac¸on. De meˆme, les mode`les reproduisant la
dynamique vitreuse observe´e expe´rimentalement sont nombreux et de diffe´rentes na-
tures. Une premie`re distinction peut eˆtre faite entre mode`les microscopiques et mode`les
phe´nome´nologiques.
Les mode`les microscopiques reproduisent le comportement anormal des verres en
partant de la dynamique de chaque mole´cule du mate´riau ide´al conside´re´ : ils sont a`
la base des simulations de dynamique mole´culaire, largement utilise´es pour explorer la
dynamique vitreuse. Dans ces simulations les mole´cules interagissent via un potentiel a`
deux corps et deux types de particules diffe´rentes A et B sont inse´re´es pour empeˆcher
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la cristallisation [73]. Le potentiel utilise´ est de la forme Lennard-Jones :
V (|~rα − ~rβ|) = 4ǫαβ
[(
σαβ
|~rα − ~rβ|
)12
−
(
σαβ
|~rα − ~rβ|
)6]
. (2.1)
ou` ǫαβ et σαβ donnent respectivement les e´chelles d’e´nergie et d’espace de ces interac-
tions, et ou` l’interaction ǫAB est plus forte que ǫAA et ǫBB. Ces simulations arrivent
a` reproduire plusieurs aspects de la dynamique vitreuse, comme par exemple les he´-
te´roge´ne´ite´s dynamiques [72], notamment graˆce a` leur capacite´ a` explorer le syste`me
localement.
Du point de vue analytique, l’extrapolation des proprie´te´s macroscopiques du sys-
te`me a` partir de sa dynamique microscopique a e´te´ re´alise´e a` travers la the´orie du
couplage des modes (MCT) introduite par Go¨tze et al. [58], qui arrive a` pre´dire un
arreˆt de la dynamique pour des liquides refroidis suffisamment vite. Pour une revue des
re´sultats obtenus a` travers ce formalisme, notamment en champ moyen, voir [22].
D’autre part, une grande quantite´ de mode`les phe´nome´nologiques a e´te´ mise au
point. Ces mode`les sont cre´e´s a` dessein pour que leur dynamique ait des caracte´ris-
tiques vitreuses, le plus souvent en imposant un paysage e´nerge´tique particulier pour
les configurations du syste`me ou en fixant des contraintes dynamiques approprie´es. Les
proprie´te´s d’e´quilibre de ces mode`les sont en ge´ne´ral bien comprises et l’e´tude de leur
dynamique, sereinement envisageable, a de´ja` apporte´ beaucoup a` la compre´hension
des phe´nome`nes vitreux, comme on l’indique par la suite. De plus, arriver a` une des-
cription the´orique (ou “thermodynamique”) des mode`les phe´nome´nologiques de verres
voudrait dire mettre ne place un formalisme dynamique pour l’e´tude plus ge´ne´rale des
phe´nome`nes hors l’e´quilibre tout court.
Dans ce chapitre on de´crit les mode`les phe´nome´nologiques utilise´s dans cette the`se :
les mode`les cine´tiquement contraints, les mode`les de pie`ges et les mode`les de verres
de spin. Les premiers sont des mode`les de´terministes, ou` seule les contraintes sur la
dynamique font apparaˆıtre des proprie´te´s vitreuses, les deux autres sont des mode`les ou`
le de´sordre, impose´ a` des quantite´s statiques, rend la dynamique vitreuse. En tout cas
dans tous les mode`les conside´re´s des variables me´soscopiques comme la densite´ moyenne
ou la susceptibilite´ sont prises en compte, mais un hamiltonien et des e´quations du
mouvement sont explicitement de´finis comme dans les mode`les microscopiques.
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2.1 Mode`les cine´tiquement contraints
Les mode`les cine´tiquement contraints sont des mode`les simples sur re´seau qui re-
produisent un grand nombre de caracte´ristiques dynamiques de la phase a` basse tem-
pe´rature des mate´riaux vitreux. Par exemple, le comportement en exponentielle e´tire´e
des e´chelles de temps en fonction de la tempe´rature, la relaxation non-exponentielle,
la dynamique spatialement he´te´roge`ne, les effets de me´moire et le viellissement sont
reproduits (pour une revue comple`te voir [98]).
Les proprie´te´s thermodynamiques d’e´quilibre des mode`les cine´tiquement contraints
(en anglais Kinetically Constrained Models -KCM-) sont tre`s simples, et le bilan de´-
taille´ est toujours respecte´ : ce sont les contraintes dynamiques qui font e´merger des
proprie´te´s non-triviales. Les KCM peuvent eˆtre divise´s en deux sous-classes : les mo-
de`les a` facilitation dynamique sans quantite´ conserve´e de´crits dans la section (2.1.1)
et les mode`les de particules sur re´seau ou` le nombre total de particules est conserve´
de´crits dans la section (2.1.2).
2.1.1 Mode`les sans loi de conservation
Dans cette section on de´crit les mode`les cine´tiquement contraints a` facilitation dy-
namique, en anglais Spin-facilitated Ising Models (SFM), introduits par Fredrickson et
Andersen [44, 45] pour reproduire le ralentissement de la dynamique a` l’approche de
la phase vitreuse.
Ces mode`les sont formule´s en termes de N = Ld variables binaires ni = 0, 1 sur un
re´seau d-dimensionnel, en ge´ne´ral un cube de coˆte´ L. Physiquement la valeur ni = 1
repre´sente le fait qu’au site i correspond une re´gion mobile, a` basse densite´, d’un liquide
vitreux, et a` la valeur ni = 0 correspond une re´gion plus dense et moins mobile.
L’ide´e centrale du mode`le est qu’un re´arrangement dans une zone de mate´riau peut
eˆtre possible seulement si il y a assez de re´gions mobiles dans son voisinage qui facilitent
le re´arrangement. Un re´arrangement correspond au retournement d’un spin de ni = 0
a` ni = 1 ou vice-versa, et la contrainte de facilitation se traduit en demandant qu’un
spin i puisse se retourner seulement si au moins f ≥ 1 de ses plus proches voisins j sont
dans leur e´tat mobile, nj = 1. Ce mode`le est appele´ en litte´rature f, d−SFM, pour Spin
Facilitated Model en d dimensions avec f voisins facilitant le mouvement. Le mode`le
avec f = 1 est plus simplement appele´ mode`le FA, pour Fredrickson et Andersen.
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Mathe´matiquement, l’e´volution dynamique de ces syste`mes est de´crite par une e´qua-
tion maˆıtresse pour la probabilite´ p(n, t) d’eˆtre dans une configuration n = (n1, . . . , nN) :
∂
∂t
p(n, t) =
∑
n′
W (n′ → n)p(n′, t)−
∑
n′
W (n→ n′)p(n, t) (2.2)
ou` W (n→ n′) est la taux de probabilite´ pour la transition de la configuration n a` n′
avec n′ 6= n. La seule transition autorise´e dans les mode`les a` facilitation dynamique est
le retournement de spin. Sans contrainte cine´tique, les taux de retournement seraient
de la forme :
W (ni → 1− ni) =W0(∆E) , (2.3)
ou` ∆E est la variation d’e´nergie du syste`me qu’implique la transition de ni a` 1 −
ni, et W0(∆E) est le taux de transition qui obe´it au bilan de´taille´ par rapport a` E.
En ge´ne´ral on peut choisir de suivre la re`gle de Metropolis en prenant W0(∆E) =
min(1, exp(−β∆E)) ou la dynamique de Glauber en choisissant W0(∆E) = 1/[1 +
exp(β∆E)], ou` β = 1/T . Les taux de transition complets qui apparaissent en (2.2)
s’e´crivent :
W (n→ n′) =
∑
i
δn′,FinW (ni → 1− ni) (2.4)
ou` Fi est l’ope´rateur qui retourne le spin i, Fin = (n1, . . . 1 − ni . . . , nN). Fredrickson
et Andersen ont propose´ de mettre en oeuvre ces taux de transition par une contrainte
cine´tique : si fi est le nombre de sites mobiles plus proches voisins de i, les taux prennent
la forme
W (ni → 1− ni) = fi(fi − 1) · · · (fi − f + 1)W0(∆E) , (2.5)
ou` la contrainte cine´tique impose queW (ni → 1−ni) = 0 si fi < f . Le fait que certains
taux soient nuls a` cause de la contrainte cine´tique ne viole pas le bilan de´taille´ parce
qu’un retournement et son inverse sont toujours interdits en meˆme temps. Les taux de
transition peuvent eˆtre aussi e´crits simplement en termes des variables de spin ni :
W (ni → 1− ni) =
∑
j1 6=j2 6=jf
nj1 · · ·njfW0(∆E) , (2.6)
ou` les indices j1, . . . , jf sont somme´s sur tous les plus proches voisins du spin i. La
contrainte peut aussi eˆtre dirige´e (mode`les a` facilitation dynamique dirige´e), c’est a`
dire que les sites mobiles doivent se trouver dans une position pre´cise par rapport au
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spin conside´re´ pour lui permettre de se retourner (ex. plus proche voisin de droite en
une dimension).
Pour comprendre l’origine de la dynamique vitreuse dans ce mode`le il faut spe´cifier
son hamiltonien : qu’il contienne ou non une interaction entre plus proches voisins, il
ne comportera qu’un terme de champ exte´rieur proportionnel a`
∑
i ni. Donc le syste`me
aura tendance a` disposer les spins de sorte que ni = 0, et la concentration a` l’e´quilibre
ceq = 〈ni〉 de re´gions mobiles va tendre a` diminuer. Par conse´quent suivant la (2.5), de
moins en moins de transitions vont eˆtre permises et il y aura une sorte d’embouteillage
dynamique qui va geler le syste`me en lui confe´rant le ralentissement dynamique propre
des syste`mes vitreux. La vitesse du ralentissement de´pend du nombre f de voisins
qui doivent eˆtre mobiles pour que le spin bouge, et du type de contrainte. Du point
de vue dynamique les SFMs peuvent en effet eˆtre divise´s en deux sous-cate´gories :
les mode`les SFM avec f = 1 et contrainte non dirige´e et les mode`les avec f > 1 ou
avec une contrainte dirige´e. Les syste`mes du premier groupe e´voluent vers l’e´quilibre
comme des de´fauts qui diffusent : un spin i avec ni = 1 peut faire retourner un de ses
voisins j, qui lui-meˆme pourra alors faire retouner un de ses voisins donc aussi le spin
i. Si cela advient une re´gion mobile aura effectivement diffuse´ du site i au site j, avec
un temps de relaxation τ d’Arrhenius de l’ordre de τ ∝ exp(β) [98]. La dynamique
du deuxie`me groupe, avec f > 1 ou une contrainte dirige´e, est par contre de type
coope´ratif : plusieurs spins doivent se retourner simultane´ment pour que la relaxation
se fasse (voir Fig. 2.1).
Le retournement d’un spin peut devenir un processus hautement coope´ratif qui de-
mande qu’un certain nombre de spins participe au mouvement voulu, et donc il n’y a
pas d’argument ge´ne´rique qui nous donne l’e´chelle de temps de relaxation du syste`me.
Par exemple en [65] il a e´te´ montre´ en simulant des mode`les avec f > 1 que le temps
de relaxation n’est pas une fonction exponentielle de la tempe´rature. En fait dans la
plupart de ces mode`les un comportement du genre τ ∝ exp(A exp(1/T )) est sugge´re´.
Dans la suite on de´crit les mode`les SFM qui seront traite´s suivant le formalisme des
histoires dans le chapitre 4.
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0 1
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Fig. 2.1 – Un exemple de
configuration d’une petite
re´gion d’un f, 2-SFM [98].
Le spin central, indique´ par
0, est dans un e´tat mobile
(n = 1) et peut se retour-
ner de fac¸ons diffe´rentes se-
lon la valeur de f . Si f = 1,
tous les quatre plus proches
voisins avec n = 0 peuvent
se retourner, puis le spin 0
peut se retourner lui-meˆme.
Si f = 2 par contre le spin
0 peut se retourner seule-
ment a` travers un processus
coope´ratif, avec la se´quence
de retournements 3 → 2 →
1→ 0 ou` 3→ 1→ 2→ 0.
Mode`le FA
On conside`re premie`rement le mode`le FA de spins non-interagissant avec une fonc-
tion e´nergie de la forme :
E =
∑
i
ni (2.7)
ou` i = 0, . . .N sont les sites du re´seau. La thermodynamique de ces syste`mes, qui est
celle de spins libres dans un champ externe, est comple`tement trivial. On choisit des
taux de transition de Glauber, qui prennent la forme
W (ni → 1− ni) = Ci({nj}) e
β(ni−1)
1 + e−β
, (2.8)
ou` Ci(n) est la contrainte cine´tique : Ci(n) = 1 si au moins un des plus proches voisins
de i est mobile, autrement Ci(n) est nul. Il est facile de ve´rifier que la probabilite´
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d’e´quilibre d’une configuration n est donne´e par
Peq =
∏
i
e−βni
1 + e−β
(2.9)
et que la concentration d’e´quilibre des re´gions mobiles est :
ceq = 1/(1 + e
β) , (2.10)
qui tend vers ze´ro quand la tempe´rature diminue. Ce mode`le a une dynamique diffusive,
avec des e´chelles de temps de relaxation exponentielles en fonction de la tempe´rature
τ ∝ e3β, et ont donc un comportement du genre des verres forts [45]. Si le syste`me est
refroidi brusquement, la concentration des spins va diminuer graˆce a` un processus de
croissance diffusive de domaines a` haute densite´ ni = 0, et le syste`me vieillit, c’est a`
dire que la fonction de corre´lation a` deux temps de´finie comme :
C(t, tw) =
1
N
∑
ij
[〈ni(t)nj(tw)〉 − 〈ni(t)〉〈nj(tw)〉] (2.11)
de´pend fortement du temps d’attente tw [42] pour tw de l’ordre de l’unite´. Une autre
caracte´ristique non-triviale de la dynamique hors l’e´quilibre de ce syste`me est que la
fonction de re´ponse R(t, tw) de´finie par l’Eq. (1.6) n’est pas monotone en fonction du
temps t (voir par exemple [84] ou [29]). Le fait que l’he´te´roge´ne´ite´ dynamique du mode`le
FA soit une conse´quence directe de la contrainte dynamique a e´te´ montre´ en [50] par
Garrahan et Chandler en simulant les facteurs de structure des moyennes temporelles
de spins
si(t; ∆t) ≡ (∆t)−1
∫ ∆t
0
dt′ni(t+ t
′) . (2.12)
Le facteur de structure S(k) est la transforme´e de Fourier spatiale des fonctions de
corre´lation normalise´es 〈si2(t; ∆t)sj2(t; ∆t)〉/〈s4i 〉, et de´croˆıt approximativement comme
S(k) ∼ k−2. La forme des he´te´roge´ne´ite´s dynamiques, ou domaines a` haute densite´,
du mode`le FA est assez complexe malgre´ la syme´trie de la contrainte : il a e´te´ prouve´
que les he´te´roge´ne´ite´s ont la forme de polygones semi-convexes [50]. Re´cemment les
e´chelles de temps de relaxation du mode`le FA ont e´te´ connecte´es avec la taille des
he´te´roge´ne´ite´s dynamiques [24], ce qui supporte l’ide´e que la taille des he´te´roge´ne´ite´s
dynamiques puisse indiquer si un syste`me se trouve ou non dans un e´tat vitreux.
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East Model
Le mode`le East est un mode`le a` contrainte dirige´e et donc a` dynamique coope´rative.
Suivant l’expression pour les taux de transition (2.8), l’East Model en dimension trois
est de´fini par la contrainte Ci = 1 pour le site i = (x, y, z) si au moins l’un des sites
(x− 1, y, z), (x, y − 1, z) ou (x, y, z − 1) est mobile, avec ni = 1, et autrement Ci = 0.
Le comportement a` l’e´quilibre est, comme pour la mode`le FA, celui d’un syste`me de
spins inde´pendants avec ceq = 1/(1 + e
β). Par contre apre`s un brusque refroidissement
le retour a` l’e´quilibre se fait avec un temps de relaxation de´pendant de la tempe´rature
de la forme τ ∝ exp(β2/ ln 2) [2], qui est un comportement typique des verres fragiles.
La fonction d’autocorre´lation a` deux temps (2.11) a e´te´ simule´e en [29]. Pendant le
refroidissement d’un East Model, plusieurs e´chelles de temps bien se´pare´es caracte´risent
sa dynamique hors d’e´quilibre, et donc C(t, tw) pre´sente des plateaux qui de´pendent
de tw, mais cette fois la fonction de re´ponse est monotone dans le temps.
Le mode`le East pre´sente comme le mode`le FA des he´te´roge´ne´ite´s dynamiques, avec
un facteur de structure qui de´croˆıt comme S(k) ∼ k− ln 3/ ln 2 et la forme des domaines
a` haute densite´ aplatie sur le coˆte´ bas a` cause de l’asyme´trie de la contrainte.
Re´ductibilite´
Jusqu’ici on a suppose´ que le comportement a` l’e´quilibre des KCM e´tait de´crit par la
distribution de Boltzmann peq ∼ exp(−βE(n)), qui exprime de la seule fac¸on possible
la probabilite´ d’eˆtre dans un e´tat n a` l’e´quilibre, et qui est la seule limite de p(n, t) pour
t → ∞. Ceci est vrai a` deux conditions : que la dynamique obe´isse au bilan de´taille´
par rapport a` la loi d’e´quilibre et que la dynamique soit irre´ductible. Irre´ductible veut
dire que le syste`me passe d’une configuration a` n’importe quelle autre en un nombre
fini de transitions a` taux non-nuls. Cette condition se refe`re a` un syste`me fini et ne dit
rien sur le temps ne´cessaire pour aller d’une configuration a` une autre. Une dynamique
irre´ductible reste ergodique.
A` cause des contraintes cine´tiques les KCM peuvent eˆtre des mode`les re´ductibles, et
donc avoir un espace des configurations divise´ en sous-espaces dans chacun desquels le
bilan de´taille´ est satisfait et l’e´quilibre est atteint. Si le syste`me part au temps ze´ro dans
une configuration d’un sous-espace, il va arriver a` l’e´quilibre dans une configuration n
du meˆme sous-espace avec une probabilite´ donne´e par la distribution de Boltzmann du
seul sous-espace visite´.
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Un exemple de re´ductibilite´ est donne´ par le mode`le FA, ou` la configuration avec tous
les spins ni = 0, ou` tout le mate´riau est a` haute densite´, ne permet aucun retournement.
Si le syste`me se trouve dans cette configuration a` t = 0 il ne va jamais en sortir
et d’autre part cette configuration ne pourra jamais eˆtre atteinte par d’autres parce
qu’un spin avec ni = 1 isole´ ne peut se retourner. L’espace des configurations est donc
se´pare´ en deux parties : une contenant la seule configuration n = {0, . . . , 0} qui est
la configuration d’e´quilibre a` tempe´rature nulle, et l’autre contenant toutes les autres
configurations, a` tempe´rature T > 0. Dans ce cas la premie`re partie contient une
fraction tre`s basse (2−N) du nombre total de configurations possibles, qui tend vers
ze´ro dans la limite thermodynamique, et n’affecte pas les moyennes a` l’e´quilibre dans
la deuxie`me partie. Le mode`le FA est pour cette raison conside´re´ comme effectivement
irre´ductible dans la limite thermodynamique.
Formellement un syste`me est conside´re´ effectivement irre´ductible si la probabilite´
p(c, L→∞) = 1 qu’une configuration a` concentration c > 0 appartienne a` la partition
a` haute tempe´rature dans la limite thermodynamique soit 1. Prouver l’irre´ductibilite´
du mode`le FA est assez trivial ; de plus Fredrickson et Andersen [45] avaient de´ja`
prouver de fac¸on non-rogoureuse que meˆme le 3,3-SFM est effectivement irre´ductible,
et plus re´cemment Schonmann [102] a de´montre´ rigoureusement que tous les SFMs avec
2 ≤ f ≤ d sont effectivement irre´ductibles. Pour le mode`le East les meˆmes arguments
que le mode`le FA s’appliquent.
2.1.2 Mode`les avec loi de conservation locale
La deuxie`me classe de mode`les cine´tiquement contraints est consitue´e par des mo-
de`les de particules sur re´seau, ou` la dynamique conserve certaines quantite´s de´finies
localement. Ces mode`les ont e´te´ introduits pour reproduire la dynamique des verres
structuraux, ou` le nombre de particules est conserve´.
Dans ces mode`les les particules occupent des sites d’un re´seau a` dimension finie et
peuvent bouger d’un site a` son plus proche voisin selon des re`gles dynamiques pre´cises,
et chaque site peut eˆtre occupe´ par une seule particule. Ces syste`mes sont les mode`les
cine´tiquement contraints plus simples qu’on puisse imaginer parce que leur compor-
tement a` l’e´quilibre est comple`tement trivial : l’e´nergie est la meˆme pour toutes les
configurations, qui sont donc e´quiprobables et le paysage e´nerge´tique est plat. Kob et
Andersen [70] ont introduit le plus simple de ces mode`les, a` l’origine pour particules
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sur un re´seau cubique. Les particules bougent vers un site voisin vide avec un taux
de probabilite´ unitaire, avec la condition que la particule ait moins de m sites voisins
occupe´s avant et apre`s le mouvement. La restriction sur le nombre de voisins apre`s le
mouvement est ne´cessaire pour garantir le bilan de´taille´. Le choix de m de´termine la
force de la contrainte cine´tique. Dans un re´seau cubique en trois dimensions, le mode`le
n’est pas contraint pour m = 6, tandis que pour m = 3 il est fortement re´ductible :
tout ensemble de 8 particules occupant les sites d’un cube 2×2×2 ne bougera jamais,
toute particule ayant au moins trois voisins occupe´s.
Mode`le de Kob et Andersen
Le mode`le de Kob et Andersen (KA) est un mode`le cine´tiquement contraint de gaz
sur re´seau cubique qui ne produit pas d’effets de re´ductibilite´ triviaux. La contrainte
cine´tique est donc adapte´e a` la dimension de l’espace : en dimension d = 3 pour qu’une
particule bouge il faut que moins de m = 4 plus proches voisins soient occupe´s, en
dimension d = 2 il faut prendre m = 3. Dans ce mode`le les particules peuvent se
trouver “en cage” si elles ont trop de voisins occupe´s, d’ou` le fort ralentissement de la
dynamique. A` cause de la facilitation par les vides, le re´gime vitreux dans le mode`le
KA commence a` une haute concentration, ou densite´ c = 〈ni〉 ≃ 1, tandis que dans les
SFM la dynamique devenait vitreuse a` c ≃ 0. On remarque que si une configuration du
mode`le KA est de´crite en utilisant les variables ni, les particules sont traite´es comme
indiscernables, ce qui est approprie´ pour e´tudier les fluctuations de densite´ par exemple.
Il a e´te´ prouve´ en [109] que dans la limite thermodynamique L→∞ le mode`le KA
est effectivement irre´ductible a` toute densite´ pour tout m > d, toutefois les effets de
taille finie sur la re´ductibilite´ sont assez importants dans ce mode`le et il est opportun
d’en parler ici puisque une partie du travail de the`se a e´te´ de simuler des mode`les de
Kob et Andersen en taille finie.
La partition de l’espace des configurations a` haute tempe´rature correspond ici aux
configurations dans lesquelles il n’y a aucune particule bloque´e. Dans [70] il a e´te´
de´fini une“structure”de particules gele´es en enlevant ite´rativement toutes les particules
mobiles du syste`me jusqu’au moment ou` il ne reste plus que les particules gele´es, qui
constituent cette“structure”, et qui est la limite infe´rieur du nombre de particules gele´es.
Un exemple de structure gele´e peut eˆtre un tube 2 × 2 courant le long d’un syste`me
de taille finie avec des conditions aux limites pe´riodiques. En [70] la probabilite´ p(c, L)
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d’avoir une structure gele´e a` une densite´ c dans un cube de coˆte´ L a e´te´ simule´e : pour
une taille de L = 20 les effets de re´ductibilite´ sont ne´gligeables jusqu’a` c ≃ 0.86, mais
pour des densite´s un petit peu plus grandes (de l’ordre de 0.89) le syste`me doit eˆtre
beaucoup plus grand pour qu’il puisse eˆtre conside´re´ effectivement irre´ductible. Cela
sera pris en compte dans le choix des parame`tres fait dans cette the`se.
En ce qui concerne les temps de relaxation vers l’e´quilibre, en [70], la constante
d’autodiffusion Ds a e´te´ de´termine´e pour des densite´s comprises entre c ≃ 0.3 et c =
0.86, en obtenant Ds ∼ (cdyn − c)φ, qui pre´dit un arreˆt de la dynamique pour cdyn =
0.881 avec un exposant φ = 3.1. Donc il y aurait une transition dynamique avec une
divergence de l’e´chelle de temps de diffusion 1/Ds. Les temps de relaxation extrapole´s
des fonctions de corre´lation a` l’e´quilibre ont aussi montre´ une divergence en loi de
puissance aux alentours de cdyn. On remarque que l’exposant φ semble eˆtre inde´pendant
de la contrainte cine´tique applique´e, donne´e notamment par m.
Les proprie´te´s hors l’e´quilibre du mode`le KA sont en ge´ne´ral e´tudie´es, ne pouvant
pas varier la densite´, en mettant le syste`me en contact avec des re´servoirs exte´rieurs
et en faisant varier leur potentiel chimique. Dans ce cas les effets de re´ductibilite´ sont
fortement diminue´s. Pour e´tudier les proprie´te´s de viellissement, le de´placement moyen
des particules est conside´re´ comme une fonction a` deux temps :
B(t, tw) = 〈(ra(t)− ra(tw))2〉 (2.13)
ou` ra est le vecteur position de toutes les particules du syste`me. Un certain temps apre`s
une hausse du potentiel chimique dans les reservoirs, i.e. pour tw assez large, B(t, tw)
se met a` de´pendre logarithmiquement de (t− tw)/tw, prouvant que la diffusion devient
anormale.
La coope´rativite´ de la dynamique du mode`le KA a e´te´ prouve´e par plusieurs auteurs
(voir par exemple [109]). Les he´te´roge´ne´ite´s dynamiques ont e´te´ e´tudie´es pour le mode`le
KA en [43], en utilisant les fonctions de corre´lation a` quatre points de´finies en (1.10).
Gaz sur re´seau triangulaire
Le mode`le triangulaire, comme son nom l’indique, est un mode`le de particules sur
un re´seau triangulaire en deux dimensions, introduit en [66]. La contrainte dynamique
est que les deux sites qui sont les plus proches voisins et du site de de´part et de celui
d’arrive´e (voir Fig. 2.2) doivent eˆtre vides pour permettre le saut.
22 CHAPITRE 2. MODE´LISATION
Fig. 2.2 – Possible saut de particule dans
le mode`le triangulaire (TLG). Pour pouvoir
bouger, les sites encercle´s d’une ligne poin-
tille´e, c’est a` dire les deux sites plus proches
de la particule et du site d’arrive´e, et le site
d’arrive´e meˆme, doivent eˆtre vides [98].
Le mode`le triangulaire pre´sente plusieurs caracte´ristiques de la dynamique vitreuse
(pour une revue voir [68]) qui disparaissent quand la contrainte est re´duite a` un seul
site plus proche voisin vide [66] puisque la dynamique devient celle de paires de sites
vides qui diffusent.
Il a e´te´ montre´ en [66] que dans la limite thermodynamique il n’y a pas de parti-
cule bloque´e de fac¸on permanente pour toute densite´ c < 1. Toutefois en taille finie
on retrouve la pre´sence de structures gele´es de fac¸on permanente. Les constantes de
diffusion (auto et collective) ont e´te´ simule´es en [66, 67] d’ou` il re´sulte que la constante
d’auto-diffusion Ds de´croˆıt de quatre ordres de grandeur quand la concentration de
particules augmente de c = 0 a` c = 0.77, laissant supposer l’existence d’une transi-
tion dynamique. De plus, une e´chelle de longueur dynamique, de´finie comme le volume
occupe´ par la fraction de particules gele´e de fac¸on permanente, augmente quand la
concentration c→ 1.
En [67] il a e´te´ montre´ en e´valuant des facteurs de structure dynamiques pour le
TLG que la dynamique devient he´te´roge`ne au dessous d’une certaine longueur.
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2.2 Mode`les avec de´sordre gele´
Les quantite´s de´terministes dans les mode`les sans de´sordre deviennent des variables
ale´atoires (par exemple l’e´nergie d’une configuration, la position d’un spin ou d’une
particule etc.) dans les mode`les de´sordonne´s. Les moyennes d’observables d’un syste`me
de´sordonne´ macroscopique doivent par conse´quent eˆtre effectue´es sur toutes les confi-
gurations thermodynamiques et sur toutes les configurations du de´sordre possibles. A`
cause de ces difficulte´s, les mode`les de´sordonne´s conside´re´s pour l’e´tude des phe´no-
me`nes vitreux sont souvent des mode`les tre`s simples et facilement solubles du moins a`
l’e´quilibre. En de´pit de cette simplicite´, le de´sordre fait que ces mode`les reproduisent
beaucoup de caracte´ristiques de la dynamique vitreuse.
Dans cette section on de´crit les trois mode`les de´sordonne´s exploite´s pour tester nos
ide´es : un exemple de mode`le magne´tique de´sordonne´ (verre de spin) avec interaction a`
p spins ou p-spin model, le mode`le de pie`ges dirige´ ou Directed Trap Model et le mode`le
a` e´nergies ale´atoires ou Random Energy Model (REM).
2.2.1 Verres de spin
Les verres de spin sont des alliages de ions magne´tiques dilue´s dans une matrice non-
magne´tique, par exemple Ag1−xMnx avec x ∼ 3%. Ge´ne´ralement les distances rij entre
les ions magne´tiques sont ale´atoires et donc leurs interactions Jij = J(rij) sont aussi
des variables ale´atoires a` valeurs positives et ne´gatives. Cela induit de la frustration et
un ralentissement dynamique. La dynamique de ces syste`mes, abondamment explore´e
expe´rimentalement, est en effet de type vitreux (voir [16] pour une revue comple`te).
Les investigations the´oriques des verres de spin sont fonde´es typiquement sur le
mode`le d’Ising avec des interactions ale´atoires et a` courte porte´e, c’est a` dire avec un
hamiltonien de la forme :
H = −1
2
∑
〈ij〉
Jijσiσj σi = ±1 , (2.14)
ou` 〈ij〉 veut dire que la somme est faite sur toutes les paires distinctes de plus proches
voisins. Les interactions Jij sont en ge´ne´rale des variables gaussiennes de moyenne nulle
et variance
JijJkl =
1
2
(δi,kδj,l + δi,lδj,k)Wij , (2.15)
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ou` la barre ( · ) indiquera tout au long de cette the`se la moyenne sur le de´sordre.
Pour connaˆıtre la physique du syste`me il est ne´cessaire d’effectuer des moyennes sur le
de´sordre, par exemple pour calculer l’e´nergie libre :
F = − 1
β
ln

 ∑
{σ=±1}
e−βH

 (2.16)
ou pour connaˆıtre les valeurs attendues d’observables et les fonctions de corre´lation.
Le proble`me est que les variables ale´atoires elles-meˆmes peuvent fluctuer avec le temps
si par exemple les ions magne´tiques diffusent dans le verre. Il faut alors comparer le
temps typique de fluctuation du de´sordre τdis au temps d’observation expe´rimentale
τexp. Si τexp ≫ τdis les variables ale´atoires arrivent a` l’e´quilibre thermique et sont donc
moyenne´es avec les configurations : l’e´nergie libre devient
F = − 1
β
lnZ = − 1
β
ln

 ∑
{σ=±1}
e−βH

 . (2.17)
Cette moyenne est appele´e moyenne recuite.
En pratique les temps de diffusion des de´fauts sont tre`s longs, notamment dans la
phase vitreuse avec le ralentissement de la dynamique, et donc τexp ≪ τdis. Dans ce
cas la moyenne thermique doit eˆtre effectue´e avant la moyenne sur le de´sordre, comme
dans l’e´quation (2.16). Ce type de moyennage est appele´ moyenne gele´e. Le fait que
F (ou` lnZ) doit eˆtre moyenne´e et non pas Z est au coeur de la difficulte´ technique
de l’e´tude des syste`mes de´sordonne´s. Cette ope´ration a demande´ jusqu’a` pre´sent la
mise en oeuvre de techniques de calcul particulie`res, comme par exemple la me´thode
des re´pliques [87], ou de reprendre des me´thodes de the´orie des champs, comme le
formalisme de Martin-Siggia-Rose [82] ou la technique de De Dominicis et al. [34].
On remarque enfin que les verres de spin sont des reproductions, expe´rimentales ou
the´oriques, des verres structuraux, dont seule la structure amorphe est responsable de
la dynamique vitreuse, et non pas la frustration des interactions magne´tiques des verres
de spins.
Mode`les a` p-spins
Le mode`le a` p-spins, introduit en [37] et e´tudie´ par Gross et Me´zard en [60], est
consitue´ par N spins sur un re´seau complet qui interagissent ale´atoirement par groupes
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de p < N spins. L’e´nergie d’interaction est de la forme :
E = −
∑
1≤i1<i2<···<ip≤N
Ji1i2...ipσi1σi2 · · ·σip (2.18)
ou` la distribution de probabilite´ gaussienne
p(Ji1i2...ip) =
(
Np−1
πJ2p!
) 1
2
e
−
(Ji1i2...ip
)2Np−1
J2p! (2.19)
est normalise´e de fac¸on a` avoir une e´nergie et une e´nergie libre extensive en N . Parmi les
mode`les de verres, les mode`les a` p spins avec p ≥ 3 sont ceux qui ont le comportement
dynamique le plus similaire aux verres structuraux [88, 69]. Pour cette raison leur
statique comme leur dynamique ont e´te´ abondamment explore´es.
Le plus souvent pour maintenir l’e´nergie finie en attribuant un poids statistique
presque nul aux configurations avec des valeurs des spins trop grandes, on impose une
contrainte sphe´rique sur la valeur des spins :∑
i
σ2i = N . (2.20)
Ceci a aussi l’avantage de simplifier quelque peu les calculs.
Ce mode`le, dit mode`le a` p-spins sphe´rique (SPSM), a e´te´ introduit par Crisanti et al.
en [30] et ses proprie´te´s statiques sont connues. En utilisant la me´thode des re´pliques
on peut montrer [30] que ce syste`me pre´sente une transition de second ordre (pour des
champs externes assez faibles) entre une phase thermodynamique ordonne´e ou` l’e´nergie
libre pre´sente une grande quantite´ de minima locaux et une phase de´sordonne´e ou`
l’aimantation est nulle. La dynamique de ce mode`le a e´te´ e´tudie´e en [31] : dans la
phase ordonne´e les fonctions de corre´lations de´croissent en loi de puissance ∼ t−ν et la
dynamique n’est plus ergodique.
Le mode`le sphe´rique aves p = 2 a e´te´ e´galement re´solu en utilisant des proprie´te´s
de matrices ale´atoires [76] et une transition de phase statique de deuxie`me ordre a`
une tempe´rature Tc entre une phase ordonne´e avec une parame`tre d’ordre non-nul, et
une phase de´sordonne´e a` parame`tre d’ordre nul, a e´te´ trouve´e. Le paysage e´nerge´tique
de ce mode`le est extreˆmement simple, pourtant sa dynamique est loin d’eˆtre triviale.
Cugliandolo et Dean [33] ont e´tabli que le mode`le n’atteint l’e´quilibre que sur des temps
tre`s longs, que les fonctions de corre´lation sont des lois de puissance dans le temps, et
que le syste`me vieillit.
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Une autre version du mode`le a` p-spins nous inte´ressera particulie`rement : le mode`le
de spins introduit en [69] de´fini par l’hamiltonien :
βH =
∑
i
(r0
2
σ2i + uσ
4
i
)
− β
∑
i1<i2<···<ip
Ji1i2...ipσi1σi2 · · ·σip (2.21)
ou` β = T−1 et r0 < 0 et u > 0 sont des constantes. Dans la limite r0 → −∞ et u→∞
on retrouve le mode`le a` p-spins sphe´rique.
Ce mode`le est appele´ en litte´rature un mode`le de spins mous parce que le potentiel
quadratique contraint les spins a` rester dans un des deux minima de fac¸on plus atte´nue´e
par rapport aux mode`les de spins durs ou` les variables de spins ne peuvent prendre que
deux valeurs, i.e. ±1, et aucune contrainte supple´mentaire n’est pre´sente. La statique
de ce mode`le a e´te´ re´solue exactement pour p = 2+ ǫ avec ǫ≪ 1 en [69], ou` les auteurs
prouvent qu’en dessous d’une certaine tempe´rature Tg le syste`me se trouve dans un
e´tat vitreux, et montrent la connection entre ce mode`le et la the´orie dynamique des
verres structuraux.
La raison pour laquelle on s’inte´resse a` ce type de mode`le est que son analyse se
fait (voir [69]) en utilisant un formalisme dynamique, repris de [34], qui se formule en
termes d’inte´grales fonctionnelles. Il se trouve que l’application du formalisme thermo-
dynamique des histoires a` un mode`le semblable passe justement par une formulation
en termes d’inte´grales fonctionnelles, comme on va le voir dans le chapitre 6.
Mode`le utilise´
Pour la raison indique´e ci-dessus on a voulu se servir d’un mode`le proche de (2.21)
mais exactement soluble : on a choisi la version en champ moyen du mode`le a` p-spins
mous, avec p = 2, de´fini par l’hamiltonien :
βH = −β
∑
i<j
Jijσiσj +
u
N
∑
i,j
σ2i σ
2
j . (2.22)
avec
p(Jij) =
1√
2π
e−
J2ij
2 . (2.23)
Le roˆle du terme proportionnel a` u > 0 est de supprimer statistiquement les configu-
rations avec des valeurs extreˆmes des spins, tout comme la contrainte sphe´rique (2.20)
ou le terme de´couple´ en (2.21).
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Comme le mode`le a` p = 2-spins sphe´rique de [10] et a` l’inverse du mode`le donne´ par
l’hamiltonien (2.21) introduit en [69], ce mode`le est exactement soluble, et l’application
de la thermodynamique des histoires est possible.
2.2.2 Mode`les de pie`ges
La phase vitreuse des mode`les de´sordonne´s de verres est caracte´rise´e par un paysage
d’e´nergie libre tre`s complexe, avec beaucoup de valle´es organise´es en structures hie´rar-
chiques. Les mode`les de pie`ges on e´te´ introduits en [21] pour mode´liser de la fac¸on la
plus simple cette situation e´nerge´tique. Ils sont constitue´s par N pie`ges inde´pendants
dispose´s sur un re´seau complet et identifie´s par l’indice n. Chaque pie`ge est caracte´rise´
par une e´nergie En et e´ventuellement par une observable ge´ne´rique Mn. L’e´volution
dynamique qu’on conside`re ici est une dynamique de Markov en temps continu entre
les pie`ges, spe´cifie´e par la probabilite´ Pn(t) que le syste`me se trouve dans le pie`ge n au
temps t, et par le taux de probabilite´ par unite´ de temps Wn′,n que le syste`me aille du
pie`ge n au pie`ge n′, qui est pris en ge´ne´ral inde´pendant du temps mais peut de´pendre
d’une seule ou bien des deux e´nergies En, En′ .
La dynamique du syste`me est donc a` nouveau gouverne´e par une e´quation maˆıtresse
du type (2.2)
∂Pn(t)
∂t
=
∑
n′
Wn,n′Pn′(t)−
∑
n
Wn′,nPn(t) . (2.24)
Toutes les proprie´te´s des mode`les de pie`ges de´pendent du choix des taux de transition
Wn′,n. On choisit ici, suivant [41] et [90], un mode`le a` une dimension avec des taux de
transition de la forme Wn′,n = 1/τn et Wn,n′ = 1/τn′ ou` τn est donc le temps d’attente
dans le pie`ge n. Le mode`le est de´sordonne´ donc les temps d’attente τn sont des variables
ale´atoires. La distribution de probabilite´ choisie de´croˆıt en loi de Le´vy pour τ ≫ 1 :
p(τ) ∝ 1
τ 1+µ
, (2.25)
avec µ ∈]0, 1[. Les proprie´te´s vitreuses de la dynamique de´coulent directement du fait
que µ < 1 et donc le temps d’attente moyen dans chaque pie`ge est infini, comme tous les
moments de variables distribue´es selon une loi de Le´vy. Il en de´coule par exemple que ce
mode`le suit une diffusion “anomale” [91] parce que la probabilite´ moyenne P (n, t|0, 0)
d’eˆtre dans le pie`ge n au temps t en partant du pie`ge 0 au temps t = 0 suit, pour
28 CHAPITRE 2. MODE´LISATION
t→∞, une loi d’e´chelle de la forme :
P (n, t|0, 0) ≃ 1
ξ(t)
gµ
(
n
ξ(t)
)
(2.26)
ou` l’e´chelle de longueur caracte´ristique ξ(t) a un comportement sub-diffusif :
ξ(t) ∼ t µ1+µ . (2.27)
Mode`le de pie`ges a` dynamique dirige´e
On s’inte´resse a` un particulier mode`le de pie`ges, ou` les pie`ges sont place´s sur un
re´seau unidimensionnel, et le syste`me peut sauter seulement d’un pie`ge a` son pie`ge
plus proche voisin de droite. Les conditions aux limites sont pe´riodiques.
L’e´quation maˆıtresse devient donc :
∂Pn(t)
∂t
= −Pn(t)
τn
+
Pn−1(t)
τn−1
(2.28)
avec la condition initiale Pn(t = 0) = δn,0. La distribution de probabilite´ des temps
d’attente est de la forme :
p(τ) =
µ
τ 1+µ
, (2.29)
et la probabilite´ de sortir d’un pie`ge τi en un temps t est une poissonienne de moyenne
τi :
fi(t) =
1
τi
e
− t
τi . (2.30)
Proprie´te´s vitreuses
Les mode`les de pie`ges reproduisent assez bien plusieurs caracte´ristiques expe´rimen-
tales de la dynamique vitreuse et en particulier ont e´te´ tre`s utilise´s pour e´tudier le
vieillissement des syste`mes vitreux. L’e´tude des mode`les de pie`ges se trouve eˆtre facili-
te´e par l’emploi de techniques de renormalisation qui permettent d’e´valuer des quantite´s
hors l’e´quilibre comme les exposants de persistance, les fonctions de corre´lation a` deux
temps et les proprie´te´s de localisation [57] (pour une revue voir [91]).
Le fait que le temps d’attente moyen dans un pie`ge soit infini a pour conse´quence
directe des effets de viellissement. Des simulations Monte-Carlo et des raisonnements
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sur les changements d’e´chelle [97] ont montre´ que la probabilite´ Π(t+ tw, tw) de ne pas
sauter dans un autre pie`ge pendant l’intervalle de temps [tw, t+ tw] est donne´e par
Π(t+ tw, tw) ≃ Π
(
t
t
ν(α)
w
)
, (2.31)
avec un exposant ν(α) donne´ en une dimension par [97]
ν(α) =
1− α
1 + µ
, (2.32)
ou` α est une constante donne´e en [9]. Ce phe´nome`ne est appelle´ sous-viellissement.
D’autre part la fonction de corre´lation C(t+ tw, tw), de´finie comme la probabilite´ d’eˆtre
au temps (t+tw) dans le meˆme pie`ge qu’au temps tw pre´sente du viellissement habituel :
C(t+ tw, tw) ≃ Cµ( t
tw
) (2.33)
Il y a donc deux e´chelles de temps diffe´rentes, tνw et tw, qui jouent un roˆle dans le viel-
lissement du syste`me. Il a e´te´ prouve´ [6] qu’une grande quantite´ de mode`les spin-glass
en champ moyen vieillissent exactement comme le Trap Model, comme par exemple le
mode`le a` e´nergies ale´atoires de´crit dans la prochaine section et les mode`les a` p-spin
avec p ≥ 3.
Plus re´cemment en [99] le facteur qui quantifie la violation du the´ore`me de fluctuation-
dissipation (de´fini par l’E´q. (1.7)) a e´te´ relie´ aux taux de transition de deux mode`les
de pie`ges. Une application re´cente et tre`s inte´ressante du vieillissement des mode`les de
pie`ges est l’explication des bulles de de´naturation dans les se´quences d’ADN ale´atoires
[61].
2.2.3 Mode`le a` e´nergies ale´atoires
Le mode`le a` e´nergies ale´atoires (REM) est l’un des syste`mes de´sordonne´s les plus
simples. Il a e´te´ introduit par Derrida en 1980 [37] : pour la statique il se trouve eˆtre
e´quivalent au mode`le a` p-spin pour p→∞ [60].
Le REM est de´fini par 2L niveaux d’e´nergie Ei qui sont des variables inde´pendantes
distribue´es avec une distribution de probabilite´ gaussienne de la forme :
P (E) =
e−
E2
J2L√
πLJ2
. (2.34)
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La probabilite´ P eqi de trouver le syste`me dans le niveau i est donne´e par
P eqi = Z
−1e−βEi (2.35)
ou` la fonction de partition est donne´e par
Z =
L∑
j=1
e−βEj . (2.36)
avec β = 1/T . Ce mode`le exhibe une transition de phase a` une tempe´rature critique
Tc = J/2
√
ln 2 [37]. Pour des tempe´ratures T < Tc dans la limite thermodynamique
l’e´nergie libre devient une constante E0(L) ≃ LJ
√
ln 2 et l’entropie est nulle. Les
proprie´te´s vitreuse de la phase a` basse tempe´rature, de´crites par la suite, de´coulent du
fait que les niveaux d’e´nergie les plus bas, qui dominent la fonction de partition (2.36)
dans la phase a` basse tempe´rature, suivent une distribution exponentielle [89]. En effet
ces niveaux d’e´nergie sont les valeurs extreˆmes d’une distribution gaussienne, et suivent
donc une statistique des extreˆmes de type Gumbel. On reporte ici la de´montration
donne´e en [75].
Dynamique de la phase a` basse tempe´rature
Puisque l’e´nergie dans la phase gele´e est une constante a` l’ordre dominant (O(L)),
les e´nergies des N niveaux les plus bas peuvent s’e´crire
Ei = E0(L) + ǫi (i = 1, 2, . . . , N), (2.37)
ou` ǫi est une variable ale´atoire petite et non extensive. On de´finit l’energie EN =
E0(L) + ǫc telle que :
2L
∫ EN
−∞
dEP (E) = N . (2.38)
En utilisant le de´veloppement asymptotique de la fonction erreur comple´mentaire on
trouve pour des e´nergie EN grandes et ne´gatives :
N = 2L
√
LJ2e−E
2
N/LJ
2
2
√
π(−EN)
(
1 +O
(
LJ2
E2N
))
. (2.39)
De cette expression on de´duit la valeur de EN :
EN = E0(L) + J ln(2N
√
π ln 2)
2
√
ln 2
+ o(1) (2.40)
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ou` o(1)→ 0 quand L→∞ et :
E0(L) = −LJ
√
ln 2 +
J lnL
4
√
ln 2
. (2.41)
Le premier terme de l’e´quation (2.41) est la partie extensive de l’e´nergie libre du REM
dans la phase gele´e. Dans la limite de grand N on peut conside´rer les N niveaux les
plus bas E1, E2, . . . , EL comme des variables inde´pendantes ditribue´es selon :
PN(E) =
{
P (E)
R EN
−∞
dE′P (E′)
, pour E ≤ EN ,
0 , pour E > EN .
(2.42)
On peut de´velopper la distribution de probabilite´ (2.34) :
E2i
LJ2
=
(E0(L) + ǫi)
2
LJ2
= L ln 2 +
1
2
lnL− 2
√
ln 2
J
ǫi + o(1) . (2.43)
En utilisant la de´finition (2.38) et en plac¸ant ce de´veloppement dans l’E´q. (2.42) on a :
p(ǫ) ≡ PN(E0 + ǫ) =
{
ρeρ(ǫ−ǫc) , pour ǫ ≤ ǫc ,
0 , pour ǫ > ǫc .
(2.44)
ou`
ρ−1 ≡ Tc = J
2
√
ln 2
(2.45)
est la tempe´rature critique et
v ≡ Ne−ρǫc = 1
2
√
π ln 2
. (2.46)
Prendre la limite thermodynamique dans ce mode`le correspond a` prendre N → ∞ et
ǫc →∞ en gardant Ne−ρǫc = v constant.
Pour la dynamique de la phase a` basse tempe´rature du REM, De Dominicis et al.
[35] ont postule´ une e´quation maˆıtresse de la forme
dPi(t)
dt
=
N∑
j=1
WijPj(t)−
N∑
j=1
WjiPi(t) (i = 1, 2, . . . , N) . (2.47)
ou` les taux de transition Wji pour aller du niveau j au niveau i sont pris de la forme :
Wji = BjVjVi avec Bj = e
−βǫj , (2.48)
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ou` i = 1, . . . , N et les Vi sont des variables ale´atoires positives. On ve´rifie facilement que
ces taux de transition satisfont le bilan de´taille´ par rapport a` la distribution d’e´quilibre
Bi pour tout Vi. Suivant [75] on choisi de prendre Vi = B
−q
i avec q ∈ (0, 1).
La distribution des Bi et donc des Vi peut eˆtre de´duite de celle des ǫi et se trouve
eˆtre :
p(B) =


v
N
B−1−µ, for
(
v
N
)1/µ
< B ,
0 , otherwise
(2.49)
ou` µ = ρ/β = T/Tc, µ ∈]0, 1[. On se trouve donc a` nouveau avec une distribution de
Le´vy avec des moments divergents.
Si on associe a` chaque niveau i une aimantation ale´atoire mi de moyenne nulle
et variance 1, le mode`le a` e´nergies ale´atoires peut eˆtre conside´re´ comme un mode`le
magne´tique dont on peut e´tudier les proprie´te´s vitreuses. Il a e´te´ prouve´ en [75] que
les fonctions d’autocorre´lations pour l’aimantation suivent une loi non-exponentielle en
fonction du temps :
C(t) ∝ t−2µ/q pour q + µ > 1 , (2.50)
C(t) ∝ t−ηe−Dtγ pour q + µ < 1 et q < 1
2
,
C(t) ∝ t−2µ/(2q−1) pour q + µ < 1 et q > 1
2
,
ou` D est une constante, γ = µ/(1 − 2q + µq/(1 − q)) et η = (2µ/(1 − q) − 1)γ. La
dynamique de ce syste`me est donc anormalement ralentie.
Une autre proprie´te´ vitreuse remarquable de la phase a` basse tempe´rature du REM
est le vieillissement, e´tudie´ en [8], qui se trouve avoir les meˆmes caracte´ristiques que
le vieillissement du mode`le de pie`ges. En [7] les auteurs prouvent en effet que les
deux mode`les se trouvent dans la meˆme classe d’universalite´ dans la phase a` basse
tempe´rature : ce point sera de´veloppe´ par la suite (voir la section 5.3).
Chapitre 3
Thermodynamique des histoires
Dans ce chapitre on de´crit le formalisme thermodynamique des histoires de´veloppe´
par Ruelle et collaborateurs en [96] dans le contexte des syste`mes dynamiques, et adapte´
aux syste`mes a` dynamique markovienne en temps continu en [79, 80].
En suivant [78], dans la section 3.1 on introduit le formalisme thermodynamique par
analogie avec la contruction de Boltzmann-Gibbs, puis dans la section 3.2 on passe en
revue le de´veloppement historique du formalisme a` partir du travail de Ruelle. Dans la
section 3.3 on de´crit le formalisme thermodynamique des histoires pour des syste`mes
markoviens en temps continu en diffe´rentiant les histoires, ou re´gimes dynamiques qu’un
syste`me peut suivre, et en de´finissant toutes les quantite´s d’inte´reˆt du formalisme,
comme la fonction de grandes de´viations et l’e´nergie libre dynamique, qui vont eˆtre
utilise´es par la suite. Enfin dans la section 3.4 on e´tablit comment une dynamique
vitreuse est le reflet d’une se´paration nette entre diffe´rents types d’histoires que le
syste`me conside´re´ a suivies.
3.1 Analogie avec la construction de Boltzmann-
Gibbs
En physique statistique d’e´quilibre, l’une des quantite´s non triviales les plus simples
a` de´finir est le nombre de configurations Ω(E,N) dans lesquelles un syste`me de taille
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N et d’e´nergie fixe´e E peut se trouver :
Ω(E,N) =
∑
C
δ
(
E −H(C)) ∼ eNs(e) avec e = E
N
(3.1)
Pour les grands syste`mes (N →∞), ce nombre se comporte exponentiellement en N et
l’on appelle s(e) l’entropie (intensive) correspondante, fonction de la densite´ d’e´nergie
e = E/N .
En the´orie, on peut de´crire toutes les proprie´te´s macroscopiques relie´es a` E a` partir
du calcul de s(e) – c’est le point de vue microcanonique. En pratique, il se re´ve`le
plus facile de se placer dans l’ensemble “canonique”, ou`, au lieu de fixer exactement
l’e´nergie E, on introduit un parame`tre intensif β conjugue´, qui fixe la valeur moyenne
e = E/N de E. La quantite´ associe´e a` Ω(E,N) est la fonction partition du syste`me
Z(β,N) =
∑
E Ω(E,N)e
−β E, qui s’e´crit directement
Z(β,N) =
∑
E
Ω(E,N)e−βE ∼ eNw(β) pour N →∞ (3.2)
Elle se comporte aussi exponentiellement en N ce qui permet de de´finir la quantite´
intensive w(β) , inde´pendante de la taille du syste`me, et directement relie´e a` l’e´nergie
libre f(β) par w(β) = −β−1f(β). L’e´nergie libre est la quantite´ centrale de la physique
statistique d’e´quilibre : par exemple les transitions de phase apparaissent comme des
singularite´s de f(β). L’entropie s(e) se retrouve comme
s(e) = max
β
(
βe− βf(β)) = max
β
(
βe+ w(β)
)
. (3.3)
La thermodynamique des histoires est un formalisme analogue au formalisme d’e´qui-
libre, qui au lieu de conside´rer les fluctuations dans l’espace des configurations acces-
sibles au syste`me dans un e´tat d’e´quilibre, conside`re les fluctuations dans l’espace des
histoires que le syste`me a suivies du temps 0 au temps t ou` l’on veut connaˆıtre les
proprie´te´s dynamiques du syste`me.
Ce formalisme est donc par de´finition un formalisme dynamique, ou` toutes les quan-
tite´s de´pendent de l’histoire spatio-temporelle du syste`me.
Pour effectuer des moyennes d’observables, il faut identifier le poids statistique de
chaque histoire, c’est-a`-dire qu’il faut classifier les histoires suivies par le syste`me a`
travers une grandeur A[hist] qui ait les proprie´te´s suivantes :
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(i) de´pendence de l’histoire comple`te : A = A[hist], au lieu de de´pendre seulement
de la configuration comme H(C),
(ii) extensivite´ en temps t, tout comme l’e´nergie H(C) est extensive en la taille du
syste`me.
Une fois trouve´e cette quantite´, le nombre d’histoires suivies par le syste`me avec une
valeur donne´e de A sur une dure´e t serait (en posant a = A/t) :
Ω(A, t) =
∑
histoires
de 0 a` t
δ
(
A− A[hist]) ∼ et π(a) pour t→∞ (3.4)
Dans les cas qui vont nous inte´resser, il se trouve a` nouveau plus facile de prendre un
point de vue canonique, en introduisant un parame`tre s intensif en temps, conjugue´
a` A, qui fixe la valeur moyenne a = A/t de A. La fonction de partition dynamique
correspondante Z(s, t) =
∑
A Ω(A, t)e
−sA s’e´crit
Z(s, t) =
∑
A
Ω(A, t)e−sA ∼ et ψA(s) pour t→∞ (3.5)
ou` l’on voit que tandis qu’en statistique d’e´quilibre la tempe´rature inverse β est le para-
me`tre conjugue´ a` l’e´nergie (observable de´pendant des configurations), ici le parame`tre
s qui n’a pas de sens physique est conjugue´ a` l’observable A (qui de´pend de toute l’his-
toire). Le lien entre l’entropie π(a) et l’e´quivalent dynamique de l’e´nergie libre ψA(s)
s’e´crit a` nouveau sous la forme d’une transforme´e de Legendre
π(a) = max
s
(
ψA(s) + sa
)
(3.6)
En statistique d’e´quilibre, plusieurs observables – l’e´nergie, le nombre de particules,
le volume – peuvent jouer le roˆle de la quantite´ extensive E utilise´e pour classifier
les configurations du syste`me. En dynamique, le choix de la quantite´ A est tout aussi
vaste : A peut repre´senter le courant total qui a traverse´ le syste`me entre 0 et t, ou
le nombre d’e´ve´nements e´le´mentaires dans l’histoire suivie, ou toute autre quantite´
extensive en temps. Comme on le voit dans la prochaine section, historiquement c’est
la “complexite´ dynamique” de l’histoire qui a joue´ ce roˆle en premier.
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b
b
δΓ0
∼ δΓ0 eλt
instant 0 instant t
Fig. 3.1 – Se´paration exponentielle de deux trajectoires initialement tre`s proches
3.2 Histoire de la thermodynamique des histoires
3.2.1 Formalisme thermodynamique de Ruelle
L’ide´e initiale d’effectuer une statistique sur les histoires d’un syste`me remonte a`
la construction par Ruelle du formalisme thermodynamique, dans le cadre des sys-
te`mes dynamiques de´terministes [96]. Un syste`me dynamique, de´crit par un ensemble
de coordonne´es Γ(t) dans l’espace des phases, e´volue suivant
dΓ
dt
= F (Γ) (3.7)
La tendance du syste`me a` explorer son espace des phases peut s’e´tudier en suivant au
cours du temps l’e´volution de la se´paration δΓ(t) entre deux points infinite´simalement
proches a` l’e´tat initial :
dδΓ
dt
=
∂F
∂Γ
δΓ (3.8)
La norme de δΓ croˆıt ou de´croˆıt exponentiellement en temps, et e´volue suivant une
e´quation similaire a` (3.8). Moyenne´es dans l’e´tat stationnaire, les valeurs propres de
l’ope´rateur d’e´volution correspondant permettent d’obtenir le spectre de Lyapounov
{λi} du syste`me. Il y a autant d’exposants de Lyapounov que de dimensions dans le
syste`me. A` chaque exposant de Lyapounov positif correspond une direction particu-
lie`re instable dans l’espace de phase et un syste`me qui posse`de au moins un λi > 0
est dit chaotique. Un autre outil est l’entropie de Kolmogorov-Sinai (KS) [74, 104],
qui caracte´rise la chaoticite´ globale, plutoˆt qu’individuelle, de la dynamique. Pour la
de´finir, on partitionne l’espace de phase en cellules discre`tes, ce qui rend la dynamique
probabiliste et permet de construire une mesure sur l’ensemble de toutes les trajec-
toires physiquement accessibles sur un intervalle de temps [0, t] donne´. L’entropie de
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Kolmogorov-Sinai hKS est l’entropie de Shannon d’une telle mesure
hKS = − lim
t→∞
1
t
∑
histoires
de 0 a` t
Prob{histoire} lnProb{histoire} (3.9)
Cette de´finition inclut une moyenne sur l’ensemble des conditions initiales ainsi qu’une
extre´malisation par rapport a` l’ensemble des partitions possibles de l’espace des phases.
Par de´finition, hKS donne une mesure de la complexite´ moyenne dans l’e´tat stationnaire
des trajectoires suivies par le syste`me. Il est e´galement possible de relier cette entropie
au spectre de Lyapounov de la dynamique : le the´ore`me de Pesin affirme en effet que
dans un syste`me ferme´ :
hKS =
∑
λi>0
λi (3.10)
Remarquons que cette entropie est de nature dynamique et n’est pas directement lie´e
a` l’entropie de Boltzmann-Gibbs du syste`me. La fonction de partition dynamique,
introduite par Ruelle [96], est de´finie comme1
Z+(s, t) =
∑
histoires
de 0 a` t
(
Prob{histoire})1−s ∼ et ψ+(s) (3.11)
A` nouveau, cette de´finition comporte une moyenne sur les conditions initiales et un
supremum sur l’ensemble des partitions possibles de l’espace des phases. L’e´quivalent
de l’e´nergie libre, appele´ pression topologique, est de´fini par
ψ+(s) = lim
t→∞
1
t
lnZ+(s, t) (3.12)
Cette fonction permet de retrouver l’entropie KS par hKS = ψ
′
+(0) ou l’entropie to-
pologique htop = ψ+(1), qui donne une mesure du taux de croissance du nombre de
trajectoires possibles au cours du temps. Cette pression topologique est la quantite´
centrale du formalisme de Ruelle.
1Dans les notations historiques, 1−s est note´ β. L’avantage de notre changement de notation appa-
raˆıtra pour les dynamiques markoviennes, lorsqu’on exprimera Z+(s, t) comme la fonction ge´ne´ratrice
des moments d’une observable.
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3.2.2 Approche de Gaspard : temps discret
D’apre`s les de´finitions pre´ce´dentes, il existe une manie`re naturelle, comme l’explique
Gaspard dans [53, 51, 54], d’e´tendre les notions d’entropie KS et de fonction de partition
dynamique au cas des chaˆınes de Markov en temps discret. Conside´rons un processus
de Markov qui de´crit l’e´volution d’un syste`me entre ses diffe´rentes configurations {C}
avec des probabilite´s de transition w(C → C′). La probabilite´ P (C, t) d’eˆtre dans la
configuration C a` l’instant t obe´it a` l’e´quation d’e´volution discre`te
P (C, t+ τ)− P (C, t) =
∑
C′ 6=C
[
w(C′ → C)P (C′, t)− w(C → C′)P (C, t)] (3.13)
ou` τ repre´sente le pas de temps (le temps e´coule´ s’e´crit sous la forme t = nτ). La
probabilite´ d’une histoire C0 → . . . → Cn se de´roulant entre 0 et t = nτ , du type(C0, 0; C1, τ ; . . . ; Cn, nτ) s’e´crit :
Prob(C0 → . . .→ Cn) = P (C0, 0)w(C0 → C1) . . . w(Cn−1 → Cn) . (3.14)
Dans cette expression, deux configurations successives Ck, Ck+1 peuvent tout a` fait eˆtre
e´gales. Par de´finition de l’entropie KS on a directement
hKS = − lim
n→∞
1
nτ
∑
C0,..Cn
Prob(C0 → . . .→ Cn) lnProb(C0 → . . .→ Cn) (3.15)
On voit alors facilement [54] que cette expression se simplifie pour donner
hKS = −1
τ
∑
C,C′
Pst(C) w(C → C′) lnw(C → C′)
= −1
τ
〈
∑
C′
w(C → C′) lnw(C → C′)〉st (3.16)
ou` Pst(C) est l’e´tat stationnaire markovien. De nombreux calculs explicites de cette
quantite´ ont e´te´ effectue´s par exemple dans Gaspard [53].
3.3 Formalisme des histoires : dynamique marko-
vienne en temps continu
Dans cette section on de´crit le formalisme thermodynamique des histoires adapte´
aux syste`mes a` dynamique markovienne en temps continu par Lecomte et al. [80].
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C(t)
tt0 = 0 t1 t2 t3
∆t0 = t1 − t0 ∆t1 = t2 − t1 ∆t2 = t3 − t2
C0
C1
C2
C(t) = C3
Fig. 3.2 – Une trajectoire typique pour une dynamique markovienne en temps continu :
les intervalles de temps tk+1−tk entre les changements de configurations sont distribue´s
suivant une loi de Poisson de parame`tre r(Ck). A` chaque changement de configuration,
le syste`me saute de Ck vers une autre configuration Ck+1 avec probabilite´ W (Ck→Ck+1)r(Ck) .
3.3.1 Statistique sur les histoires
On conside`re un syste`me de´crit par une dynamique de Markov, de taux de transition
W (C → C′) entre configurations diffe´rentes. La relation entre ces taux de transition et
les taux de transition en temps discret qui apparaissent en (3.13) est de la forme :
w(C → C′) =


τ W (C → C′) si C 6= C′
1− τ
∑
C′′ 6=C
W (C → C′′) si C = C′ (3.17)
de sorte que l’e´quation maˆıtresse discre`te (3.13) redonne son analogue en temps continu
a` la limite τ → 0 :
∂tP (C, t) =
∑
C′ 6=C
[
W (C′ → C)P (C′, t)−W (C → C′)P (C, t)] . (3.18)
Donc l’e´volution de la probabilite´ P (C, t) d’eˆtre dans l’e´tat C a` l’instant t peut s’e´crire :
∂tP =WP (3.19)
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ou` l’ope´rateur d’e´volution W a pour e´le´ments(
W
)
C,C′
= W (C′ → C)− r(C)δC,C′ (3.20)
ou`
r(C) =
∑
C′ 6=C
W (C → C′) (3.21)
est le taux de saut de la configuration C vers une autre configuration (que nous ap-
pellerons taux d’e´chappement de C). Les histoires suivies par le syste`me peuvent eˆtre
vues comme le re´sultat de deux processus ale´atoires distincts (voir figures 3.2 et 3.3) :
(i) Le syste`me passe par une se´quence C0 → . . . → CK de configurations succes-
sivement distinctes. Chaque saut de Ck a` Ck+1 s’effectue avec une probabilite´
W (Ck→Ck+1)
r(Ck)
.
(ii) Entre chaque changement de configuration, le syste`me reste dans la configuration
Ck pendant un intervalle de temps ∆tk = tk+1 − tk distribue´ continuˆment selon
une loi poissonienne de parame`tre r(Ck) (de´fini a` l’e´quation (3.21))
ρ(Ck,∆t) = r(Ck)e−∆t r(Ck) . (3.22)
La probabilite´ d’une telle se´quence, inde´pendamment des temps de sauts, s’e´crit
Prob{histoire} =
K−1∏
k=0
W (Ck → Ck+1)
r(Ck) , (3.23)
ou` K est le nombre de changements de configuration (voir figure 3.3). La densite´ de
probabilite´ de la se´quence {tk}1≤k≤K de temps de changement de configuration est
K−1∏
k=0
ρ(Ck, tk+1 − tk) . (3.24)
En sommant sur tous les instants interme´diaires, sur toutes les configurations et sur
toutes les longueurs possibles de l’histoire on obtient la probabilite´ de se trouver dans
la configuration C au temps t si on e´tait en C0 au temps t0. Explicitement :
P (C, t|C0, t0) =
+∞∑
K=0
∑
C1,...,CK
∫ t
t0
dt1 ρ(C0, t1 − t0) . . .
∫ t
tK−1
dtK ρ(CK−1, tK − tK−1)
e−(t−tK )r(CK )
[
K∏
k=1
W (Ck−1 → Ck)
r(Ck−1)
]
. (3.25)
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0
C0
t1
C1
t2
C2
. . . tK
CK
t
C = CK
probabilite´ d’attente :
e−(t−tK)r(CK)
Fig. 3.3 – Une re´alisation donne´e d’une histoire de configurations C0 → . . . → CK .
Entre les instants tk et tk+1, le syste`me reste dans la configuration Ck.
Dans cette expression, le dernier terme exponentiel e−(t−tK )r(CK ) repre´sente la probabi-
lite´ de ne pas sauter de C = CK entre tK et t (cf. figure 3.3).
A` travers une moyenne de ce type on peut re´crire la fonction de partition dynamique
(3.11), qui se trouve eˆtre [80] :
Z+(s, t) =
+∞∑
K=0
∑
C1,...,CK
∫ t
t0
dt1 ρ(C0, t1 − t0) . . .
∫ t
tK−1
dtK ρ(CK−1, tK − tK−1)
e−(t−tK )r(CK )
[
K∏
k=1
W (Ck−1 → Ck)
r(Ck−1)
]1−s
(3.26)
pour les dynamiques markoviennes. Seule la partie correspondant a` la probabilite´ de la
se´quence de configurations C0 → . . .→ CK est e´leve´e a` la puissance 1− s (elle contient
une information finie). La condition initiale C0 est fixe´e.
3.3.2 Entropie de Kolmogorov-Sinai
Comme pour la fonction de partition dynamique, la de´finition (3.9) de l’entropie
de Kolmogorov-Sinai s’interpre`te pour les dynamiques markoviennes en temps continu
selon
hKS = − lim
t→∞
1
t
+∞∑
K=0
∑
C1,...,CK
∫ t
t0
dt1 ρ(C0, t1 − t0) . . .
∫ t
tK−1
dtK ρ(CK−1, tK − tK−1)
e−(t−tK )r(CK ) Prob{histoire} ln [Prob{histoire}] , (3.27)
ou` a` nouveau la probabilite´ d’une histoire repre´sente celle de la se´quence de ses confi-
gurations, comme dans (3.23) :
Prob{histoire} =
K−1∏
k=0
W (Ck → Ck+1)
r(Ck) . (3.28)
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On retrouve le lien habituel entre hKS et Z+(s, t) :
hKS = lim
t→∞
1
t
∂ lnZ+(s, t)
∂s
∣∣∣∣
s=0
. (3.29)
L’entropie de Kolmogorov-Sinai ainsi de´finie est de nature purement dynamique et
ne peut, elle non plus, eˆtre relie´e a` l’entropie de la thermodynamique a` l’e´quilibre de´finie
par l’e´quation 3.3.
3.3.3 Fonction de grandes de´viations d’une observable
Dans cette section on explique comment la fonction de partition dynamique Z(s, t)
peut eˆtre donne´e en termes d’une observable A[hist] extensive en temps, et on de´finit
la fonction de grandes de´viations par rapport a` une observable, qui sera l’outil central
des analyses de´crites dans les prochains chapitres. On comple`te ici l’analogie avec la
contruction de Boltzmann-Gibbs introduite dans la section 3.1.
On choisit de conside´rer des observables extensives en temps qui peuvent s’exprimer
comme inte´grales dans le temps d’une fonction arbitraire α :
A[hist, t] =
K−1∑
n=0
α(Cn, Cn+1) , (3.30)
on e´tudie donc les fluctuations qui e´voluent par sauts a` chaque changement de confi-
guration. Pour classer les histoires en fonction de l’observable A, on s’inte´resse a` la
probabilite´ P (C, A, t) d’eˆtre dans une configuration C au temps t ayant aprcouru une
histoire pour laquelle A[hist, t] = A. On s’inte´resse en particulier a` la transforme´e de
Laplace :
PˆA(C, s, t) =
∑
A
e−sAP (C, A, t) , (3.31)
qui e´volue selon l’e´quation maˆıtresse :
∂tPˆA(C, s, t) =
∑
C′ 6=C
e−sα(C
′,C)W (C′ → C)PˆA(C′, s, t) − r(C)PˆA(C, s, t) , (3.32)
qui s’e´crit encore ∂tPˆA =WAPˆA , l’ope´rateur WA ayant pour e´le´ments(
WA
)
C,C′
= W (C′ → C)e−sα(C′,C) − r(C)δC,C′ . (3.33)
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Pour s 6= 0, cet ope´rateur ne conserve pas la probabilite´, car (WA)C,C+∑C′ 6=C (WA)C′,C 6=
1. L’e´quation d’e´volution (3.32) est line´aire. On voit donc que PˆA(C, s, t) se comporte
exponentiellement aux grands temps, et donc aussi la fonction de partition associe´e :
Z =
∑
c
PˆA(C, s, t) = 〈e−sA〉 ∼ etψA(s) , (3.34)
ou` la moyenne 〈·〉 est une moyenne sur toutes les histoires et ψA(s) est la plus grande
valeur propre de WA.
L’analogie avec la contruction de Boltzmann-Gibbs peut donc se formuler, suivant
[78], comme il suit. L’e´quivalent de la quantite´ Ω(A, t) de´finie en (3.4) est la probabilite´
une valeur A = a t de l’observable A apre`s un long temps t
P (A/t = a, t) ∼ et π(a) pour t→∞ , (3.35)
ou` la probabilite´ est moyenne´e sur toutes les histoires et la fonction π(a) joue le roˆle
d’une“entropie dynamique”associe´e a` A. La“fonction de partition dynamique”associe´e
a` P (A/t = a, t) est ZA(s, t) =
∑
A P (A, t)e
−sA, qui se comporte pour des temps longs
comme indique´ en (3.34), c’est-a`-dire ZA(s, t) ∼ etψA(s).
Comme en physique statistique a` l’e´quilibre, l’entropie dynamique π(a) et ψA(s),
qu’on appelle par extention e´nergie libre dynamique, sont relie´es par une transformation
de Legendre :
ψA(s) = max
a
(
π(a)− sa) . (3.36)
Dans la suite, les notations ZA(s, t) et ψA(s) de´signent les de´finitions (3.34) valides
en temps continu. En plus d’une facilite´ de calcul, la fonction de partition dynamique
ZA(s, t) et l’e´nergie libre ψA(s) apportent aussi des informations sur les histoires aty-
piques suivies par le syste`me. D’un point de vue formel, la fonction π(a) sonde les
histoires qui posse`dent une valeur fixe´e a de A/t aux grands temps, tandis que l’e´ner-
gie libre dynamique ψA(s) a` s fixe´ caracte´rise les histoires qui posse`dent une valeur
moyenne de A/t e´gale a` a.
Ces fonctions de grandes de´viations de´crivent toutes les fluctuations de A dans l’e´tat
stationnaire :
lim
t→∞
1
t
〈Ap〉c = (−1)p d
pψA(s)
dsp
∣∣∣∣
s=0
, (3.37)
bien au dela` des fluctuations gaussiennes.
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Comme cas particulier d’observable, il est inte´ressant de conside´rer la complexite´
dynamique Q+ d’une histoire
Q+ =
K−1∑
k=0
ln
W (Ck → Ck+1)
r(Ck) , (3.38)
telle que, dans l’espace des configurations
Prob{history} = eQ+ . (3.39)
On peut identifier d’apre`s (3.26) la fonction de partition Z+(s, t) a` la fonction ge´ne´ra-
trice des moments de Q+ :
Z+(s, t) = 〈e−sQ+〉 (3.40)
La moyenne 〈·〉 est la moyenne usuelle sur les histoires du processus stochastique, c’est-
a`-dire sur les configurations visite´es et sur les intervalles de temps. Pour l’entropie KS,
on remarque d’apre`s (3.40) que
hKS = − lim
t→∞
1
t
〈Q+〉 . (3.41)
La fonction de grandes de´viations par rapport a` l’observable Q+ est la pression topo-
logique ψ+(s), qui s’interpre`te ici comme la fonction ge´ne´ratrice des cumulants de la
complexite´ dynamique :
lim
t→∞
〈Qn+〉c
t
= (−1)n d
nψ+
dsn
∣∣∣∣
s=0
(3.42)
On voit de plus que l’entropie KS s’obtient a` partir de ψ+ selon
hKS =
dψ+
ds
∣∣∣∣
s=0
, (3.43)
tout comme dans le formalisme original de Ruelle.
3.4 E´tats s et liaison avec la dynamique vitreuse
Le croissance ou de´croissance exponentielle de PˆA(C, s, t) (e´quation 3.32), incite a`
de´finir un e´tat a` s non nul ou “e´tat-s”, comme une configuration, qui a comme proba-
bilite´ :
P˜A(C, s, t) = PˆA(C, s, t)
ZA(s, t)
∼ e−tψA(s)PˆA(C, s, t) . (3.44)
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Cette probabilite´ est bien normalise´ et les valeurs de P˜A(C, s, t) sont positives, car
PA(C, s, t), qui obe´it a` l’e´quation maˆıtresse (3.30), est positif a` tout temps. Il en est de
meˆme pour PˆA(C, s, t)/ZA(s, t). La limite de grands temps donne l’e´tat-s stationnaire
avec probabilite´
P˜A(C, s) = lim
t→∞
P˜A(C, s, t) . (3.45)
Cet e´tat est aussi le vecteur propre (normalise´) de WA associe´ a` ψA(s).
Cet e´tat n’est pas le re´sultat d’une e´volution qui conserve la probabilite´ dans l’espace
des configurations C. On peut cependant l’obtenir comme le re´sultat de l’e´volution
en paralle`le d’un ensemble de copies du syste`me, muni d’une dynamique qui favorise
l’observation de de´viations de A par rapport a` sa moyenne ainsi que de re`gles de
clonage qui refle`tent la non-conservation de la probabilite´ (voir la section 4.2.1). Pour
toute observable statique O, la valeur moyenne de O dans l’e´tat-s a` l’instant t, de´finie
par
〈O〉s =
∑
C
O(C) P˜A(C, s, t) (3.46)
est telle que, pour les trajectoires entre 0 et t
〈O〉s = 〈O(C(t)) e
−sA〉
〈e−sA〉 (3.47)
Une construction similaire donne la mesure dans l’e´tat-s d’observables qui de´pendent
de l’histoire comple`te du syste`me. En particulier la valeur moyenne de l’observable A
du type (3.30) dans l’e´tat-s est
〈A〉s = 〈Ae
−sA〉
〈e−sA〉 = −
∂s〈e−sA〉
〈e−sA〉 ∼ −
∂s
[
etψA(s)
]
etψA(s)
∼ −t ψ′A(s) (3.48)
Une autre proprie´te´ particulie`re des e´tat-s est que la moyenne inte´gre´e au cours du
temps et la moyenne au temps final ne sont pas e´gales (de`s que s 6= 0). Plus pre´cise´ment,
si O(C) est une observable qui de´pend de la configuration, on peut s’inte´resser a` deux
manie`res de calculer la moyenne de O
– soit au temps final
〈O〉s = 〈O(C(t)) e
−sA〉
〈e−sA〉 (3.49)
– soit en effectuant une moyenne au long de l’e´volution temporelle
1
t
〈∫ t
0
O
〉
s
=
1
t
〈∫ t
0
dτ O(C(τ)) e−sA
〉
〈e−sA〉 . (3.50)
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Dans l’e´tat stationnaire non-modifie´ (s = 0), ces deux moyennes co¨ıncident aux grands
temps. En revanche, de`s que s 6= 0, on peut voir de manie`re ge´ne´rale que ces deux
quantite´s sont diffe´rentes [49]. De manie`re plus ge´ne´rale, on peut de´finir une moyenne
a` temps interme´diaire 0 ≤ τ ≤ t
〈O(τ)〉s = 〈O(C(τ)) e
−sA〉
〈e−sA〉 (3.51)
ou` 〈·〉 a toujours lieu sur toutes les histoires entre 0 et t.
Pour e´tablir un liaison entre la dynamique vitreuse et les histoires parcourues par
le syste`me, on conside`re une observable particulie`re : l’activite´ de l’histoire K[histoire],
qui est le nombre de changements de configuration que le syste`me a effectue´s entre le
temps t = 0 et le temps t.
La fonction de partition en termes de cette observable sera donc :
ZK(s, t) = 〈e−sK〉 ∼ etψK (s) (3.52)
ou` la moyenne est effectue´e sur toutes les histoires et donc sur toutes les activite´s
possibles, et dont le comportement exponentiel est de´crit pour des temps longs par la
fonction de grandes de´viations ψK(s) relative a` l’activite´ K.
La moyenne d’une observable quelconque O[histoire] dans l’e´tat s s’e´crit :
〈O〉s = 〈O[histoire]e
−sK〉
〈e−sK〉 . (3.53)
Donc diffe´rents choix de l’e´tat stationnaire s dans lequel on moyenne vont sonder
des histoires avec des activite´s diffe´rentes.
Pour imposer une valeur moyenne donne´e k de K/t dans l’e´tat-s, il suffit de choisir
le s conjugue´ a` k par (3.36) (tout comme en thermodynamique d’e´quilibre le choix
d’une tempe´rature impose la valeur moyenne de l’e´nergie).
En pratique les e´tats a` s > 0 privile´gieront les histoires peu actives, c’est a` dire avec
K beaucoup plus petit que l’activite´ moyenne K ≪ 〈K〉, tandis que les e´tats a` s < 0
privile´gieront les histoires actives avec K ≫ 〈K〉. Pour s ≃ 0 les histoires avec activite´
K ≃ 〈K〉 proche de sa moyenne seront explore´es.
Le parame`tre s permet donc une exploration des diffe´rentes phases dynamiques
suivies par un syste`me au cours du temps.
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3.4.1 Transition de phase dynamique
L’e´tat vitreux, comme on l’a vu dans la section 1.2.3, est dynamiquement he´te´ro-
ge`ne : des diffe´rentes re´gions du syste`me, se´pare´es par des interfaces nettes, ont des
diffe´rents temps de relaxation.
La se´paration entre diffe´rents groupes d’histoires est marque´e par une discontinuite´
dans la moyenne d’observables (e´quation (3.53)) ou de fac¸on e´quivalente a` une singu-
larite´ de la fonction de grandes de´viations de l’observable conside´re´e. Cette fonction
de grandes de´viations, comme on l’a de´ja` dit, est l’e´quivalent dynamique de l’e´ner-
gie libre, qui signale, a` l’e´quilibre, la pre´sence de transitions de phase statiques. Dans
notre cas une discontinuite´ dans l’une des de´rive´es de la fonction ψK(s) va signaler
une transition de phase dynamique, c’est-a`-dire une se´paration nette entre les re´gimes
dynamiques suivis par le syste`me, en fonction du parame`tre s.
Ce dernier point, ainsi que les techniques, nume´riques et analytiques, pour sonder
les e´tats s stationnaires du syste`me, est de´veloppe´ par la suite. Dans les trois prochains
chapitres on prouve en effet que pour des mode`les a` dynamique manifestement vitreuse
la fonction de grandes de´viations et les moyennes d’observables dans l’e´tat s, montrent
une discontinuite´ entre les e´tats inactifs et actifs de la dynamique ante´rieur au temps
t. La` ou` cela a e´te´ possible, on a conside´re´ l’e´quivalent non-vitreux des mode`les et
on a montre´ qu’aucune se´paration nette, i.e. aucune discontinuite´ dans les quantite´s
regarde´es n’a lieu en fonction du parame`tre s.
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Chapitre 4
Mode`les cine´tiquement contraints
Ce chapitre contient le travail effectue´ sur les mode`les cine´tiquement contraints pen-
dant cette the`se. Dans la premie`re partie du chapitre on montre pour un syste`me
cine´tiquement contraint a` dynamique vitreuse que la fonction de grandes de´viations
donne´e en (3.34) pour une observable opportune´ment choisie a une singularite´ de pre-
mier ordre en fonction du parame`tre s et qu’une transition dynamique dans l’espace des
histoires a lieu. Cette premie`re partie e´claire la notion de transition de phase introduite
dans la section 3.4.1 en re´sumant des re´sultats de´ja` obtenus auparavant et publie´s en
[48] et [49].
La deuxie`me partie contient les re´sultats obtenus pendant cette the`se sur les mode`les
cine´tiquement contraints : il s’agit d’e´valuations nume´riques de fonctions de grandes de´-
viations et de parame`tres d’ordre pour les mode`les cine´tiquement contraints introduits
dans la section 2.1 du chapitre 2. En particulier en section 4.2.1 on explique l’algorithme
utilise´ pour simuler une dynamique dans l’espace des histoires, et dans la section 4.2.2
on montre comment les re´sultats obtenus confirment les re´sultats analytiques de´crits
dans la premie`re partie du chapitre.
Les re´sultats nume´riques obtenus sont a` la base du travail sur les syste`mes cine´tique-
ment contraints effectue´ en collaboration avec Vivien Lecomte, Fre´de´ric van Wijland,
Estelle Pitard, Juan-P Garrahan et Robert Jack, publie´ en [48] et [49].
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4.1 Transition dynamique dans le mode`le FA en
champ moyen
Dans cette premie`re partie du chapitre on e´tablit analytiquement l’existence d’une
transition de phase dynamique pour le mode`le de Fredrickson et Andersen en champ
moyen. On rappelle que dans ce syste`me aucune transition de phase statique non-
triviale n’a lieu, et le syste`me se trouve a` toute tempe´rature T > 0 dans un e´tat
vitreux, c’est a` dire un e´tat dynamiquement he´te´roge`ne qui pre´sente du vieillissemnt
(voir section 2.1.1). Cette transition dynamique est est donc sous-jacente a` l’e´tat vitreux
mais n’est aucunement lie´e a` une transition de phase statique.
Comme on l’a vu dans le chapitre 3 la fonction de grandes de´viations d’une observable
A extensive en temps, de´finie en Eq. (3.34), est e´gale, pour des temps longs, a` la plus
grande valeur propre de l’ope´rateur WA d’e´fini en Eq. (3.33).
On choisit comme observable l’activite´ de l’histoire, c’est a` dire le nombre de change-
ments de configurations effectue´s par le syste`me entre l’instant t = 0 et l’instant t. Ceci
n’est qu’un choix : il existe une famille d’observables extensives en temps qui donne le
meˆme re´sultat.
La transforme´e de Laplace (3.31), c’est a` dire la probabilite´ en fonction du parame`tre
s d’eˆtre dans une configuration C au temps t avec une certaine valeur 〈K〉 fixe´e :
PˆK(C, s, t) =
∑
K
e−sKP (C, K, t) , (4.1)
e´volue selon l’e´quation line´aire (3.32), qui s’e´crit dans ce cas :
∂tPˆK =WKPˆK (4.2)
ou` l’ope´rateur WK a pour e´le´ments :(
WK
)
C,C′
= W (C′ → C)e−s − r(C)δC,C′ . (4.3)
La fonction de partition associe´e a` la probabilite´ (4.1) s’e´crit donc :
Z =
∑
c
PˆK(C, s, t) = 〈e−sK〉 ∼ etψK (s) (4.4)
ou` la moyenne 〈·〉 indique la moyenne sur toutes les histoires dans l’e´tat a` s = 0 et la
fonction de grandes de´viations ψK(s) de l’activite´ K est la plus grande valeur propre
de l’ope´rateur WK .
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On calcule dans le prochain paragraphe la fonction de grandes de´viations de l’activite´
ψK(s) pour le mode`le FA en champ moyen et on montre que sa de´rive´e est discontinue
en s = 0.
4.1.1 Fonction de grandes de´viations
Une configuration du mode`le FA est de´finie par la valeur que prend la variable
binaire ni = 0, 1 su chaque site i = 1, . . . , N du re´seau. On indique une configuration
par n = {n1, n2, . . . , nN}. La contrainte cine´tique impose que une transition entre une
configuration et une autre, c’est a` dire le passage ni → 1−ni d’une re´gion du mate´riau
(repre´sente´e par un site i) d’un e´tat mobile a` faible densite´ ni = 1 a` un e´tat a` haute
densite´ ni = 0 ou vice-versa, soit possible seulement si l’un des plus proches voisins du
site i est dans un e´tat mobile a` ni = 1.
Les taux de transition d’une configuration n a` une configuration n′ s’e´crivent de
fac¸on ge´ne´rale (voir e´q. (2.4)) :
W (n→ n′) =
∑
i
δn′,FinW (ni → 1− ni) . (4.5)
Pour le mode`le FA le taux de retournement d’un spin est choisi de la forme donne´e
en (2.8) d’ou` en explicitant la contrainte cine´tique :
W (ni → 1− ni) = ((1− ni)c+ ni(1− c))
∑
〈j〉i
nj , (4.6)
avec c = 1/(1+eβ) et ou` l’on indique (ici et par la suite) les sites j plus proches voisins
du site i par 〈j〉i.
Calculer la fonction de grandes de´viations ψK(s) du mode`le FA revient a` calculer la
plus grande valeur propre de l’ope´rateur(
WK
)
n,n′
=W (n→ n′)e−s − r(n)δn,n′ . (4.7)
avec des taux W (n→ n′) donne´s par les e´q.s (4.6) et (4.5).
Pour porter a` terme ce calcul plus simplement on utilise le formalisme des nombres
d’occupations de Doi-Peliti [38], ce qui demande de conside´rer la version bosonique
de notre mode`le de de´part. Dans cette version le champ ni, qui devient le nombre
d’occupation du site i, prend des valeurs comprises entre ni = 0 et ni = ∞, et les
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transitions sont de la forme ni → ni±1 avec une contrainte cine´tique e´gale a` la somme
des nombres d’occupation des sites voisins. On peut montrer [113] qu’en modifiant le
mode`le de telle fac¸on, la dynamique a` basse tempe´rature reste la meˆme. D’ailleurs en
[63] ce formalisme a e´te´ applique´ au mode`le FA en gardant un champ binaire ni = 0, 1
et les re´sultats sont analogues. On re´crit ci-dessous, suivant [113], l’e´quation maˆıtresse
(4.2) a` travers le formalisme de Doi-Peliti et on e´value suivant [48] la valeur propre
maximale de l’ope´rateur d’e´volution (4.7).
Les taux de transition (4.6) doivent eˆtre modifie´s en tenant compte du fait que la
concentration d’e´quilibre c ≡ 〈ni〉 n’est plus infe´rieure a` 1 dans le mode`le bosonique :
on choisit de prendre
W (ni → ni + 1) = c
∑
〈j〉i
nj , et W (ni → ni − 1) = ni
∑
〈j〉i
nj , (4.8)
ce qui donne une distribution d’e´quilibre
Peq({ni}) =
∏
i
cni
ni!
e−c (4.9)
ou` c ≡ 〈ni〉 = e−β. L’application du formalisme de Doi-Peliti a` cet ope´rateur d’e´volution
a e´te´ faite en [113], ou` l’on renvoie pour plus de de´tails.
On associe a` l’espace des configurations une base orthonorme´e de vecteurs |n〉 sur
lesquels agissent les ope´rateurs a et a† de la fac¸on suivante :
a|n〉 = n|n− 1〉 et a†|n〉 = |n+ 1〉 ; (4.10)
le vecteur |n〉 est le vecteur propre de l’operateur a†a avec pour valeur propre le nombre
total d’occupation
∑
i ni = n. On s’inte´resse ensuite a` l’e´volution temporelle du vecteur
d’e´tat |p(s, t)〉 de´fini selon :
∞∑
n=0
p(n, t)|n〉 = |p(s, t)〉 (4.11)
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qui pourra s’e´crire, en utilisant les e´q.s (4.8) et en tenant compte des e´q.s (2.2) et (4.7) :
d|p(s, t)〉
dt
=
∞∑
n=0
[∑
n′ 6=n
e−sp(n′, s, t)W (n′ → n)−
∑
n′ 6=n
p(n, s, t)W (n→ n′)
]
|n〉
=
∞∑
n=0

∑
i
e−s
∑
〈j〉i
nj(p({. . . , ni − 1, . . .}, s, t)c+ p({. . . , ni + 1, . . .}, s, t)(ni + 1))
−
∑
i
p({. . . , ni, . . .}, s, t)(c
∑
〈j〉i
nj + ni
∑
〈j〉i
nj)

 |n〉 , (4.12)
ou` la configuration n′ = {. . . , ni + 1, . . .} diffe`re de la configuration n = {. . . , ni, . . .}
seulement par le nombre d’occupation du site i. En conside´rant que
∞∑
n=0
p({. . . , ni − 1, . . .}, s, t)|n〉 = a†i
∞∑
n=0
p(n, s, t)|n〉 , (4.13)
on arrive a` l’expression de l’ope´rateur Wˆ FAK qui re´git l’e´quation
d|p(s,t)〉
dt
= Wˆ FAK |p(s, t)〉 :
Wˆ FAK =
∑
〈ij〉
a†jaj(e
−sca†i + e
−sai − c− a†iai) . (4.14)
Pour de´terminer la plus grande valeur propre de cet ope´rateur on se place en champ
moyen : tous les sites deviennent plus proches voisins les uns des autres et les fluctua-
tions des champs ni peuvent eˆtre ne´glige´es en remplac¸ant ai par 〈ai〉 ≡ φ et a†i par
〈a†i 〉 ≡ φ¯. Cette simplification permet de trouver les points stationnaires de l’ope´rateur
d’e´volution en champ moyenWFA,mfK (φ, φ¯) en de´rivant par rapport a` φ¯ et φ. Cela donne
les e´quations d’Euler-Lagrange :
0 = 2φ¯φ
(
φ− e−sc)+ φ (c− e−sφ) , (4.15)
0 = 2
(
φ¯− e−s) φ¯φ+ cφ¯ (1− e−sφ¯) . (4.16)
Il y a deux solutions qui correspondent aux e´tats stationnaires de la dynamique :
φ1 = cφ¯1 = avec φ¯1 =
3
4
e−s +
1
4
√
9e−2s − 8 (4.17)
φ¯2 = φ2 = 0 . (4.18)
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La solution φ1, φ¯1 donne une valeur propre W
(FA)
K (φ1, φ¯1) positive pour s < 0 et
ne´gative autrement, tandis que la solution φ¯2, φ2 donne une valeur propre nulle a` tout
s.
La fonction de grandes de´viations est la plus grande valeur propre de l’ope´rateur
W
(FA)
K , donc :
ψ
(m.f.)
K (s) =
{
Nd
(
cφ¯1
)2 (
e−sφ¯1 − 1
)
(s < 0)
0 (s > 0)
(4.19)
Pour t → ∞ les de´rive´es de ψK(s), comme montre´ dans l’e´q. (3.48), nous donnent
les cumulants de l’activite´ K dans l’e´tat s. Par exemple :
K(s) = 〈K〉s = −t d
ds
ψK(s) , (4.20)
ou` la moyenne physique de l’activite´ sur toutes les histoires est 〈K〉 = K(s = 0).
On voit donc a` partir de la forme (4.19) de la fonction ψK(s) que les e´tats s a`
s < 0 sont caracte´rise´s par des histoires “actives”, c’est a` dire avec un nombre moyen
de changements de configurations positif et non-intensif dans la taille du syste`me (ce
qui en champ moyen e´quivaut a` un K(s) 6= 0), tandis que les e´tats a` s > 0 sont les e´tats
dans lesquels le syste`me se trouve apre`s avoir suivi des histoires inactives, a` K(s) = 0.
Ceci ressort clairement de la figure 4.1, ou` sont repre´sente´es ψK(s) et K(s) en fonction
de s.
A` s = 0, dans l’e´tat ou` se trouve le syste`me physique, les deux phases coexistent :
donc la dynamique du mode`le FA se trouve eˆtre une compe´tition entre deux re´gimes
dynamiques diffe´rents. Cette compe´tition se traduit dans l’aspect dynamiquement he´te´-
roge`ne de ce syste`me qui, comme on l’a vu dans la section 2.1.1, pre´sente des domaines
de largeur sous-extensive en la taille du re´seau qui ont un temps de relaxation de
quelques ordres de grandeur plus grands que le reste du mate´riau.
On identifie cette discontinuite´ entre re´gimes dynamiques a` une transition de phase
dynamique de premier ordre et on conside`re cette transition dynamique comme sous-
jacente a` l’e´tat vitreux.
4.1.2 E´nergie libre variationnelle
Dans cette section on introduit, a` travers l’e´tablissement d’un principe variationnel,
une e´nergie libre variationnelle “a` la Landau” qui va nous indiquer la pre´sence d’une
4.1. TRANSITION DYNAMIQUE DANS LE MODE`LE FA EN CHAMP MOYEN 55
Fig. 4.1 – Transition dynamique en fonction du parame`tre s. A` gauche le parame`tre
d’ordre dynamique K(s) pour le mode`le FA, e´value´ a` travers une approximation de
champ moyen et repre´sente´ a` partir de l’e´quation (4.20) pour d = 3 et T = 0.5. La
dynamique posse`de deux phases, i.e. les histoires suivies sont se´pare´es en histoires
actives et histoires inactives, ce qui se traduit en un saut du parame`tre d’ordre K. A`
droite on repre´sente la fonction de grandes de´viations donne´e en (4.19). La dynamique
physique a lieu a` s = 0, ou` les deux phases dynamiques coexistent.
transition de phase dynamique en analogie avec la me´canique statistique d’e´quilibre ou`
l’e´nergie libre signale la pre´sence d’une transition de phase statique.
Pour tous les mode`les qui posse`dent la proprie´te´ du bilan de´taille´, comme le mode`le
FA, par rapport a` une distribution d’e´quilibre Peq(C), c’est a` dire les mode`les dont
la dynamique satisfait Peq(C)W (C → C′) = Peq(C′)W (C′ → C), la fonction de grandes
de´viations peut eˆtre e´value´e selon un principe variationnel. En effet, si l’ope´rateur d’e´vo-
lution satisfait le bilan de´taille´ il peut eˆtre syme´trise´ au moyen d’une transformation
de similitude de la forme :
(W˜K)C,C′ = P
−1/2
eq (C)(WK)C,C′P 1/2eq (C′) , (4.21)
ce qui donne(
W˜K
)
C′C
= e−s
[
W (C → C′)W (C′ → C)] 12 − r(C)δCC′ = (W˜K)CC′ (4.22)
Vu que W˜K etWK sont relie´s par une transformation de similitude leurs valeurs propres
sont les meˆmes et leur valeur propre maximale, i.e. l’e´nergie libre dynamique est donne´e
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par :
ψK(s) = max
{V (C)}
∑
C,C′ V (C)(W˜K)C,C′V (C′)∑
C V (C)2
= max
|V 〉
〈V |W˜K|V 〉
〈V |V 〉 , (4.23)
ou` {V (C)} est l’ensemble de tous les vecteurs de l’espace conside´re´, de´pendant de l’en-
semble des configurations. Pour s = 0 le maximum est atteint pour V (C) = √Peq(C),
et ψ(0) = 0 comme il se doit.
Dans le cas d’un mode`le bosonique en champ moyen, les taux de transition (4.8)
deviennent :
W (n→ n + 1) = cn et W (n+ 1→ n) = n(n + 1)
N
(4.24)
et donc l’ope´rateur syme´trise´ a pour e´le´ments :
(W˜K)n+1,n = e
−s
√
cn2
n + 1
N
− r(n)δn+1,n
(W˜K)n−1,n = e
−s
√
c(n− 1)2 n
N
− r(n)δn−1,n , (4.25)
avec r(n) = cn + n(n − 1)/N . Vu que les vecteurs |V 〉 sont des poids de probabilite´
(voir e´q. (4.23)), on identifie V (n) a` une distribution de probabilite´ parame´trise´e par
une densite´ ρ =
∑
i ni/N , de la forme Vρ(n) = exp(Nf(ρ)). On peut donc e´crire :
∑
n′
(W˜K)n′,nV (n
′) = e−s
(√
cn2
n+ 1
N
eNf(ρ+
1
N
) +
√
c(n− 1)2 n
N
eNf(ρ−
1
N
)
)
−2r(n)eNf(ρ)
(4.26)
d’ou`, en de´veloppant f(ρ+1/N) ≃ f(ρ)+∂ρf/N et en prenant la limite N ≫ 1, on a :∑
n,n′
V (n)(W˜K)n′,nV (n
′) ≃
∑
ρ
e2Nf(ρ)N(e−s
√
cρ3(e∂ρf + e−∂ρf )− (cρ+ ρ2)) . (4.27)
Vu que Vρ(n) = exp(Nf(ρ)) le supremum en (4.23) doit eˆtre pris sur toutes les fonctions
f possibles. Le terme qui domine la somme en e´quation (4.27) correspond au maximum
de la fonction f choisie, c’est a` dire a` un ρ∗ tel que ∂f/∂ρ|ρ=ρ∗ , donc le supremum sur
toutes les fonctions f devient un supremum sur toutes les densite´s ρ∗(f) qui maximisent
ces fonctions, ce qui donne :
ψ(s) = −N min
ρ
FK(ρ, s) (4.28)
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avec
FK(ρ, s) = Nρ
(
ρ− 2e−s√cρ+ c) . (4.29)
L’e´nergie libre a` la Landau (4.29) pour le parame`tre d’ordre ρ est repre´sente´e sur la
figure 4.2 pour diffe´rentes valeurs de s.
On voit en de´rivant FK(ρ, s) par rapport a` ρ que l’e´nergie libre variationnelle atteint
son minimum en ρ1 = c(φ¯∗)
2 et ρ2 = 0, et on retrouve bien, a` partir de l’e´quation (4.23),
l’expression (4.19) pour la fonction de grandes de´viations.
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Fig. 4.2 – Transition de phase dynamique dans le mode`le FA : l’e´nergie libre varia-
tionnelle FK(ρ, s) est repre´sente´e en fonction de la densite´ ρ pour quatre valeurs de s.
Pour s > 0 la fonction a deux minima dont l’absolu correspond a` une densite´ nulle qui
caracte´rise la phase inactive de la dynamique. Pour s < 0 le minimum absolu est atteint
en ρ 6= 0. On retrouve donc une se´paration entre deux phases dynamiques diffe´rentes
qui coexistent a` s = 0.
La valeur de ρ qui minimise FK(ρ, s), note´e ρvar(s), repre´sente une estimation du
parame`tre d’ordre ρK(s), de´fini comme la moyenne de la densite´ dans l’e´tat s avec
comme poids e−sK .
Pour s > 0 le minimum absolu de FK(ρ, s) est atteint en ρ = 0, ce qui correspond
a` la phase bloque´e ou inactive de la dynamique ou` le parame`tre d’ordre est nul. En
particulier pour s > ssp, ou` FK(ρ, ssp) est la premie`re courbe ou` le minimum a` ρ 6= 0
devient un point d’inflexion, l’e´nergie libre n’a plus qu’un minimum en ρ = 0. Pour
s < 0 par contre le minimum absolu est atteint en ρ 6= 0, ce qui correspond a` la phase
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active de la dynamique ou` le parame`tre d’ordre est non nul : ρK(s) 6= 0. On remarque
que le parame`tre d’ordre ρK(s), comme l’activite´ K(s), pre´sentent une discontinuite´
en passant d’une valeur non nulle a` s < 0 a` une valeur nulle a` s > 0. Pour s = 0 on a
coexistence des phases dynamiques : le syste`me physique se trouve dans un e´tat vitreux,
dynamiquement he´te´roge`ne, ou` les deux types (actif et inactif) de re´gimes dynamiques
suivis par le syste`me sont en compe´tition.
Cette transition dynamique a lieu a` toutes les tempe´ratures pour lesquelles le syste`me
est dans un e´tat vitreux et n’implique aucune transition statique. Toutefois a` travers
la de´finition de l’e´nergie libre a` la Landau FK(ρ, s), cette transition dynamique se
manifeste en une forme qui est analogue a` celle que prend une transition statique en
fonction de l’e´nergie libre de Landau.
4.1.3 Mode`le sans contrainte cine´tique
On montre dans cette section que notre transition dynamique n’a pas lieu si le
syste`me conside´re´ ne suit pas une dynamique vitreuse. Faute de pouvoir le prouver de
fac¸on ge´ne´rale, on conside`re ici un mode`le particulier : le mode`le FA sans contrainte
cine´tique. Ce mode`le, appele´ mode`le A a` cause sa repre´sentation sche´matique A↔ ∅,
a la meˆme distribution d’e´quilibre que le mode`le FA mais atteint l’e´quilibre a` travers
une dynamique non vitreuse (relaxation exponentielle) puisqu’il s’agit de particules
inde´pendantes dynamiquement.
On montre que pour ce mode`le la fonction de grandes de´viations en fonction de s
n’a pas de singularite´s et que l’e´nergie libre variationnelle a un seul minimum en ρ ≃ c.
En enlevant la contrainte cine´tique les taux de transition (4.24) deviennent :
W (n→ n+ 1) = c et W (n→ n− 1) = n . (4.30)
On choisit la meˆme base de vecteurs Vρ(n) = exp (Nf(ρ)) de sorte que l’e´quation
(4.27) devient :∑
n,n′
V (n)(W˜K)n′,nV (n
′) ≃
∑
ρ
e2Nf(ρ)N(e−s
√
cρ(e∂ρf + e−∂ρf )− (c+ ρ)) . (4.31)
En passant a` nouveau du supremum sur les fonctions f au supremum sur les densite´s
ρ∗(f) qui les maximisent, on peut re´soudre l’e´quation
ψ(s) = −N min
ρ
FK(ρ, s) (4.32)
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avec
F(ρ, s) = c+ ρ− 2e−s√ρc , (4.33)
d’ou` on obtient :
ψK(s) = c(e
−2s − 1), ρK(s) = ce−2s . (4.34)
Il s’ensuit que meˆme si le mode`le A et le mode`le FA ont la meˆme distribution d’e´qui-
libre Peq(C) et donc la meˆme e´nergie libre statique, leurs e´nergies libres dynamiques
sont fondamentalement diffe´rentes, comme on le voit sur la figure 4.1.3. Pour des sys-
te`mes de grande taille, le mode`le FA pre´sente une transition de phase dynamique, mais
pas le mode`le A. La densite´ d’excitation ρK(s) moyenne´e dans l’e´tat-s correspond au
minimum de l’e´nergie libre dynamique : dans le mode`le FA ρK(s) a une discontinuite´
en s = 0 et saute de la valeur ρK(s = 0
−) = c a` ρK(s = 0
+) = 0, tandis dans le mode`le
A ρK(s) est une fonction continue de s notamment en s = 0 ou` ρK(s = 0) = c.
0.2 0.4 0.6 0.8
0.1
0.2
0.3
0.4
ρ
FK(ρ, s = 0)
dynamique non-ontrainte
ontrainte
Fig. 4.3 – E´nergie libre dynamique a` la Landau FK(ρ, s) pour le mode`le a` dynamique
contrainte et le mode`le a` dynamique non-contrainte a` s = 0. Pour le mode`le FA on
a coexistence de phases dynamiques avec deux minima d’e´gale profondeur tandis que
pour le mode`le A l’e´nergie libre n’a qu’un minimum en ρ = c.
4.1.4 Re´ductibilite´ et e´tats-s
On comple`te cette partie avec quelques pre´cisions sur les quantite´s moyenne´es dans
l’e´tat-s dans les mode`les cine´tiquement contraints.
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Lors de la contruction de la thermodynamique des histoires faite dans le chapitre 3 on
a suppose´ implicitement que dans la limite pour t→∞ le syste`me conside´re´ atteigne un
e´tat stationnaire et que cet e´tat soit unique : par exemple dans la de´finition d’entropie
dynamique donne´e en e´quation (3.35), ou dans la contruction des e´tats stationnaires a`
s non-nul de´crits dans la section 3.4.
Pour des syste`mes a` dynamique markovienne de taille finie, la convergence a` un e´tat
stationnaire unique est assure´e tant que la dynamique est irre´ductible [98]. Comme on
l’a vu dans la section 2.1.1 les mode`les cine´tiquement contraints peuvent eˆtre fortement
irre´ductibles. Le mode`le FA est en ge´ne´ral conside´re´ comme effectivement irre´ductible
parce que le poids statistique de la configuration n = {0, . . . , 0} a` haute densite´ n’affecte
pas la distribution de Boltzmann-Gibbs du syste`me pour des grandes tailles.
Ne´anmoins quand il s’agit de calculer des fonctions de grandes de´viations les fluc-
tuations rares deviennent pertinentes. Quand on veut moyenner sur toutes les histoires
que le syste`me a suivi, par exemple en (3.26), il faut penser a` choisir la distribution
de probabilite´ de la configuration initiale p(C0) en sorte d’exclure les configurations qui
ne peuvent eˆtre atteintes par les configurations de la partition majeure, sur laquelle
est de´finie la distribution de Boltzmann-Gibbs. Ceci est valable aussi pour le principe
variationnel (4.23) ou` les vecteurs V (C) doivent eˆtre nuls pour les configurations de la
ou des partitions mineures.
4.2 Re´sultats nume´riques en dimension finie
Dans cette deuxie`me partie du chapitre on rapporte les re´sultats nume´riques obtenus
pour les mode`les cine´tiquement contraints, c’est a` dire les e´valuations de fonctions de
grandes de´viations et de parame`tres d’ordre dans l’espace des histoires. Aucun re´sultat
analytique n’e´tant disponible en dimension finie les re´sultats de ces simulations com-
ple`tent de fac¸on de´terminante les re´sultats obtenus analytiquement en champ moyen :
l’existence d’une transition dynamique dans l’espace des histoires est confirme´e et la
forme de la discontinuite´ de l’e´nergie libre est la meˆme que dans les transitions de phase
statiques en dimension finie.
Pour simuler une dynamique dans l’espace des histoires on a utilise´ un algorithme,
de´veloppe´ par Lecomte et Tailleur en [81] sur la base de l’algorithme de Giardina`-
Kurchan-Peliti [55], qu’on introduit dans la prochaine section.
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4.2.1 Algorithme de clonage
L’algorithme de clonage qu’on s’appreˆte a` de´crire a e´te´ formule´ pour pouvoir simuler
une dynamique dans l’espace des histoires et e´valuer la fonction de grandes de´viations
d’une observable extensive en temps A. En principe il s’agirait donc d’e´tudier la fonc-
tion de grandes de´viations π(a) associe´e a` la probabilite´ de mesurer une valeur a t de
l’observable A sur un temps long :
Prob
(
A/t = a , t
) ∼ etπ(a) avec t→∞ . (4.35)
Cette de´finition meˆme de la fonction de grandes de´viations rend sa de´termination
difficile, car la probabilite´ d’observer une valeur de A/t loin de sa moyenne de´croˆıt expo-
nentiellement en temps. De´terminer directement π(a) pose donc un proble`me d’e´chan-
tillonnage – il faut observer un grand nombre de trajectoires pour obtenir des valeurs
atypiques de A.
Comme on l’a vu au paragraphe 3.3.3, il est en ge´ne´ral possible de reconstruire π(a) a`
partir de ψA(s) (voir e´q. (3.34)), et c’est en effet cette dernie`re fonction que l’algorithme
de clonage [81] arrive a` e´valuer en mesurant la valeur moyenne d’une observable bien
choisie dans une nouvelle dynamique.
A` la base de cet algorithme se trouve la transforme´e de Laplace Pˆ (C, s, t) de la
probabilite´ jointe P (C, A, t) d’observer le syste`me dans une configuration C au temps
t, ayant mesure´ une valeur A de l’observable (3.31). Elle obe´it a` l’e´quation d’e´volution
(3.32), qui peut se re´crire :
∂tPˆA(C, s, t) =
∑
C′
Ws(C′ → C)PˆA(C′, s, t)− rs(C)PˆA(C, s, t)︸ ︷︷ ︸
partie conservant
la probabilite´
+
[
rs(C)− r(C)
]
PˆA(C, s, t)︸ ︷︷ ︸
partie ne conservant
pas la probabilite´
(4.36)
ou` l’on a introduit une nouvelle dynamique de taux de transition de´pendant de s :
Ws(C → C′) = e−s α(C,C′)W (C → C′) , (4.37)
dont le taux d’e´chappement depuis la configuration C est :
rs(C) =
∑
C′
Ws(C → C′) . (4.38)
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Nous avons vu au paragraphe 3.4 que PˆA(C, s, t) et ZA(s, t) =
∑
C PˆA(C, s, t) e´voluent
exponentiellement en temps avec un taux ψA(s), qui s’interpre`te comme le taux de perte
(ou de gain) de probabilite´ de l’e´quation d’e´volution (3.32). Dans l’e´criture (4.36) de
l’e´quation d’e´volution, on a se´pare´ deux parties, l’une conservant la probabilite´, l’autre,
diagonale, ne la conservant pas.
Le facteur non-conservatif δr(C) = rs(C)−r(C) de´pend en ge´ne´ral de C et fait en sorte
que la probabilite´ de rester dans une configuration C un temps ∆t soit multiplie´e par
une exponentielle de taux δr(C). La dynamique est donc constitue´e d’une succession de
changements de configuration de´termine´s par les taux modifie´s (4.37), et d’e´volutions
exponentielles de Pˆ (C, s, t) entre les changements de configuration.
Pour repre´senter cette e´volution, on conside`re un grand nombre de copies du syste`me
qui e´voluent en paralle`le avec la dynamique s-modifie´e (4.37-4.38). L’e´volution expo-
nentielle de la probabilite´ Pˆ (C, s, t) avec le taux δr(C) est traduite en une reproduction,
ou clonage de la copie en question.
En particulier, a` chaque changement de configuration d’une copie C :
(1) C saute de sa configuration C vers une autre configuration C′ tire´e avec probabilite´
Ws(C → C′)/rs(C) ;
(2) l’intervalle de temps ∆t que la copie C passera dans l’e´tat C′ avant de changer
a` nouveau de configuration est tire´ suivant la loi de Poisson (3.22) de parame`tre
rs(C′) ;
(3) la copie C est soit tue´e, soit clone´e avec un taux Y(C′) = e∆t [rs(C′)−r(C′)] : en
posant y = ⌊Y(C′) + ε⌋ ou` ε est uniforme´ment distribue´ sur [0, 1],
a) si y = 0, la copie C est tue´e,
b) si y = 1, il ne se passe rien,
c) si y > 1, la copie C est copie´e y − 1 fois.
A` chaque e´tape de cette proce´dure, le nombre total de copies du syste`me est multiplie´
par un facteur X = N+y−1N , N e´tant le nombre total de copies avant l’e´tape. Ce facteur
traduit l’e´volution exponentielle en temps de Pˆ (C, s, t). Tant que le nombre total N (t)
de copies a` l’instant t est grand on peut montrer (voir [81] pour une de´monstration)
que le nombre N (C, t) de copies dans l’e´tat C a` l’instant t vaut
N (C, t) = N (C, 0)PˆA(C, s, t) (4.39)
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Ainsi, pour t grand, ZA(s, t) =
∑
C PˆA(C, s, t) est simplement donne´e par l’augmenta-
tion de la population totale :
ZA(s, t) =
N (t)
N (0) (4.40)
Tel quel, l’algorithme entraˆıne la disparition ou l’explosion du nombre total de copies
du syste`me. Pour maintenir leur nombre constant, on remplace les points a), b), c) de
la 3e`me e´tape par :
(3’) a) si y = 0, la copie C est remplace´e par une autre copie tire´e au hasard,
b) si y = 1, rien ne se passe,
c) si y > 1, y − 1 copies tire´es au hasard sont remplace´es par C avec probabilite´
N
N+y−1 .
Pour de´terminer ψA(s, t), il suffit de conserver tous les facteurs X =
N ′+y−1
N ′
, N ′ e´tant
cette fois le nombre total de copies, conserve´. On a en effet pour (4.40) :
1
t
lnX1 . . .XK =
1
t
lnN (t) ∼ ψA(s) pour t→∞ (4.41)
ou` K est le nombre total d’e´ve´nements entre 0 et t, incluant les changements de confi-
gurations et les e´tapes de clonage.
Par construction, dans la nouvelle dynamique (1), (2), (3′) a` nombre de copies constant,
le nombre N ′(C, t) de copies dans l’e´tat C a` l’instant t vaut N ′(C, t) = N (C, t)/N (t).
Ainsi, d’apre`s (3.44), (4.39) et (4.40), N ′(C, t) ne de´pend plus de t aux grands temps
et donne une repre´sentation de l’e´tat-s (paragraphe 3.4)
lim
t→∞
N ′(C, t) = P˜ (C, A) . (4.42)
En particulier, la mesure 〈O〉s d’une observable O dans l’e´tat-s peut se mesurer nume´-
riquement comme la moyenne de O sur l’ensemble des clones
〈O〉s =
∑
C
O(C)N ′(C, t) , (4.43)
pour un temps t assez grand pour avoir atteint l’e´tat stationnaire. Ceci est e´galement
ge´ne´ralisable a` une observable O qui de´pend de l’histoire comple`te entre 0 et t, mais une
valeur de O doit eˆtre attache´e a` chaque clone, ce qui fait que la mesure de probabilite´
prenne la forme N ′(C, O, t).
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4.2.2 Re´sultats
On de´crit dans cette section les re´sultats obtenus en utilisant l’algorithme de clo-
nage 4.2.1. Comme annonce´ dans le chapitre 2 on a simule´ la dynamique de mode`les
cine´tiquement contraints sans loi de conservation locale, en particulier le mode`le FA
en dimension 1 et le mode`le East end imension 3 (de´crits respectivement en section
2.1.1 et 2.1.1), et de deux mode`les de gaz sur re´seau bidimensionnel avec conservation
du nombre de particules, le mode`le de Kob-Andersen et le mode`le de gaz sur re´seau
triangulaire (de´crits respectivement en section 2.1.2 et 2.1.2).
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Fig. 4.4 – Mode`le de Fredrickson et Andersen : e´valuation nume´rique de la fonction
de grandes de´viations ψK(s)/L dans diffe´rents e´tats s pour s ∈ (−3 · 10−2, 3 · 10−2) en
dimension 1. Le nombre de sites varie de N = 50 a` N = 200 et la tempe´rature est de
T = 1/β = 0.91. Plus la taille est grande plus ψK(s)/L est proche de ze´ro pour s > 0,
ce qui montre que la fonction de grandes de´viations est sous-extensive en la taille L du
syste`me dans la phase inactive de la dynamique.
Pour les quatre mode`les les fonctions de grandes de´viations sont e´value´es en suivant
l’algorithme de clonage [81] de´crit en section 4.2.1. Le syste`me est clone´, c’est-a`-dire
qu’on part avec N ′ copie du syste`me chacune dans une configuration diffe´rente choisie
ale´atoirement parmi les configurations possibles de densite´ ou nombre d’excitations
ρin =
∑
i ni = 0, 5. Ensuite pour une valeur fixe´e de s on fait e´voluer chaque copie avec
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Fig. 4.5 – Mode`le de Fredrickson et Andersen : e´valuation nume´rique du parame`tre
d’ordre ρK(s) pour s ∈ (−3 · 10−2, 3 · 10−2) en dimension 1 a` T = 1/β = 0.91. Meˆme le
parame`tre d’ordre est sous-extensif dans la taille du syste`me dans la phase inactive de
la dynamique puisque quand le nombre de site augmente (du haut vers le bas dans le
graphe) la densite´ s’approche de ze´ro.
les taux de transition donne´s en (4.37), et on garde en me´moire, chaque fois qu’une copie
change de configuration, le facteur de clonage de la copie conside´re´e. Dans le mode`le
FA et le mode`le East la densite´ e´volue puisque chaque changement de configuration
comporte un changement de densite´. L’observable A qui apparaˆıt en (4.37) choisie
pour biaiser la dynamique dans un e´tat a` s fini est l’activite´ de l’histoire K, de sorte
a` e´valuer des fonctions de grandes de´viations par rapport a` l’observable K. Les e´tats
a` s < 0 correspondent donc a` la phase active de la dynamique avec K ≫ 〈K〉 et les
histoires a` s < 0 correspondent a` la phase inactive de la dynamique avec K ≪ 〈K〉.
En re´pe´tant cette manipulation pour diffe´rents s on obtient un graphique de l’e´nergie
libre dynamique en fonction de s.
Les moyennes d’observables, telles que 〈r〉s ou ρK(s), sont e´value´es en utilisant
l’e´quation (4.43) une fois l’e´tat stationnaire atteint, c’est-a`-dire une fois que la dy-
namique dans l’e´tat-s a assez e´volue´ pour que les moyennes d’observables effectue´es
sur tous les clones restent presque constantes. Les moyennes d’observables se font en
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Fig. 4.6 – Mode`le East : e´valuation nume´rique de la fonction de grandes de´viations
ψK(s)/L
3 dans diffe´rents e´tats s pour s ∈ (−3 · 10−1, 3 · 10−1) en dimension 3. La
taille du syste`me varie comme indique´ sur le graphe de N = 64 a` N = 343 sites et la
tempe´rature est de T = 1/β = 0.91. Comme pour le mode`le FA, on voit que l’e´nergie
libre est sous-extensive en la taille L3 du syste`me dans la phase inactive, a` s > 0, de la
dynamique.
gardant en me´moire leur moyenne sur toutes les copies du syste`me tous les M pas de
temps a` partir du moment ou` l’ensemble des copies atteint l’e´tat stationnaire. Pour
cette raison les temps de simulation sont tre`s longs de´ja` a` des tailles tre`s petites, et
augmentent en s’e´loignant de l’e´tat physique a` s = 0 puisque la dynamique e´tant plus
biaise´e, le syste`me met plus de temps a` stationnariser. On rele`ve que la dynamique est
biaise´e dans notre cas suivant K, et donc l’observable moyenne´e doit eˆtre choisie sur
la base de sa variation en fonction de l’activite´ du re´gime dynamique, ou e´tat-s, dans
lequel elle est mesure´e. Dans le mode`le FA et le mode`le East l’observable choisie est la
densite´ : en effet, vu les contraintes dynamiques, plus la densite´ du syste`me est haute,
plus il y a de possibilite´s de changer de configuration et donc on est dans une phase
dynamiquement active. Dans le mode`le KA et le mode`le de gaz sur re´seau triangu-
laire l’observable choisie est le taux d’e´chappement d’une configuration : moyenne´e sur
toutes les copies, a` chaque saut de configuration, cette quantite´ quantifie directement
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Fig. 4.7 – Mode`le East : e´valuation nume´rique du parame`tre d’ordre ρK(s) pour s ∈
(−3 · 10−1, 3 · 10−1) en dimension 3 a` T = 1/β = 0.91. La densite´ est sous-extensive en
la taille L3 du syste`me dans la phase inactive de la dynamique.
l’activite´ de la phase dynamique conside´re´e.
Sur les figures 4.4 et 4.5 on montre les re´sultats des simulations du mode`le FA en
une dimension : l’e´nergie libre du syste`me, i.e. la fonction de grandes de´viations par
rapport a` l’activite´ K du syste`me, posse`de une singularite´ en s = 0 (figure 4.4). Dans la
phase active ψK(s) est extensive en la taille du syste`me et ρK(s) est une constante non
nulle, tandis que dans la phase inactive l’e´nergie libre est sous-extensive en la taille du
syste`me. Dans la limite thermodynamique N →∞ on retrouve la fonction de grandes
de´viations e´value´e en champ moyen et repre´sente´e sur la figure 4.1. Ces re´sultats ont
e´te´ obtenus en dimension d = 1 sur des tailles qui vont jusqu’a` N = 200 sites.
Sur les figures 4.6 et 4.7 on a les re´sultats des simulations pour un mode`le a` contrainte
dirige´e : le mode`le East en trois dimensions. La fonction de grandes de´viations et la
densite´ dans les diffe´rents e´tats-s ont le meˆme profil que dans le mode`le FA en une
dimension. Ce qui change est le domaine du parame`tre s, qui est ici dix fois plus
e´tendu que dans le mode`le FA. On pense qui ceci est duˆ au fait que dans le mode`le
East en trois dimensions la contrainte dynamique soit plus forte et donc la dynamique
doit eˆtre plus fortement biaise´e pour avoir les meˆme effets que dans le mode`le FA.
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Fig. 4.8 – Mode`le de Kob et Andersen : e´valuation nume´rique de la fonction de grandes
de´viations 1
L2
ψK(s) dans diffe´rents e´tats s pour s ∈ (−3 · 10−1, 3 · 10−1) en dimension
2 a` densite´ ρ = 0, 5. Comme le nombre de sites augmente de N = 49 a` N = 100 sites,
la fonction de grandes de´viations ψK(s)/L
2 s’approche de ze´ro dans la phase inactive
de la dynamique montrant que la fonction de grandes de´viations est sous-extensive en
la taille du syste`me dans la phase active et proportionnelle a` la taille du syste`me dans
la phase inactive.
Les re´sultats pour les mode`les avec conservation de la densite´ se trouvent sur les
figures 4.8 et 4.9 pour le mode`le KA en deux dimensions, et sur les figures 4.10 et
4.11 pour le gaz sur re´seau triangulaire toujours en deux dimensions. Dans les deux
cas la fonction de grandes de´viations par rapport a` l’activite´ K du syste`me pre´sente
une singularite´ en s = 0. Dans la phase active ψK(s) est extensive en la taille L
2 du
syste`me et le taux d’e´chappement 〈r〉s est une constante non nulle, tandis que dans la
phase inactive l’e´nergie libre est sous-extensive en la taille du syste`me. Ces re´sultats
ont e´te´ obtenus en dimension d = 2 pour un nombre de sites qui va jusqu’a` N = 100
pour le mode`le KA et N = 256 sites pour le mode`le sur re´seau triangulaire. La densite´
a e´te´ choisie de ρ = 0, 5 pour que le syste`me puisse eˆtre conside´re´ comme effectivement
irre´ductible aux tailles conside´re´es (voir section 2.1.1).
On remarque une diffe´rence dans le taux d’e´chappement moyen dans les deux mo-
de`les, repre´sente´s sur la figure 4.9 et 4.11, dans la phase inactive : ceci peut eˆtre duˆ au
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Fig. 4.9 – Mode`le de Kob et Andersen : e´valuation nume´rique du parame`tre d’ordre
〈r〉s/L2 pour s ∈ (−3 · 10−1, 3 · 10−1) en dimension 2 et densite´ ρ = 0, 5. Quand la
taille augmente le taux d’e´chappement moyen a` s > 0 constant diminue en module, se
montrant sous-extensif dans la taille du syste`me seulement dans la phase active.
fait que la contrainte dynamique du mode`le sur re´seau triangulaire est plus forte que
celle du mode`le KA, et qu’a` la meˆme densite´ ρ = 0, 5 le mode`le TLG est plus bloque´,
et donc a un taux 〈r〉s plus proche de ze´ro de´ja` a` s petit, tandis que le mode`le KA doit
arriver a` des s plus grands, qui favorisent les configurations a` taux d’e´chappement plus
petit, pour avoir les meˆmes valeurs de 〈r〉s. On pre´cise tout de meˆme que la de´crois-
sance du taux d’e´chappement en fonction de s > 0 pour le mode`le de gaz sur re´seau
triangulaire ne se voit pas sur la figure mais a bien lieu.
Pour les quatre mode`les a` dynamique vitreuse conside´re´s une transition dynamique
a lieu : en particulier, en toute taille, ψK(s) est analytique et ce n’est qu’a` L→∞ que
la transition se manifeste. De plus, le point de singularite´ n’est pas exactement s = 0
en taille finie, mais se de´place de s > 0 petit vers s = 0 quand la taille augmente. Ces
re´sultats en taille finie assurent donc que ces transitions ont bien une nature physique :
l’e´tat a` s fini se de´duit d’une de´formation continue de l’e´tat stationnaire physique a`
s = 0.
On remarque enfin que la pre´sence des transitions dynamiques n’est pas due a` l’exis-
tence de configurations inactives, car celles-ci sont de toute manie`re non-connecte´es aux
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Fig. 4.10 – Mode`le de gaz sur re´seau triangulaire : e´valuation nume´rique de la fonction
de grandes de´viations ψK(s)/L
2 dans diffe´rents e´tats s pour s ∈ (−3 · 10−1, 3 · 10−1) en
dimension 2 et densite´ ρ = 0, 5. Tout comme pour le mode`le KA, cette fonction a une
discontinuite´ en s = 0.
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Fig. 4.11 – Mode`le de gaz sur re´seau triangulaire : e´valuation nume´rique du parame`tre
d’ordre 〈r〉s pour s ∈ (−3 · 10−1, 3 · 10−1) en dimension 2 et densite´ ρ = 0, 5. On voit
encore une fois que 〈r〉s est sous-extensif en la taille du syste`me dans la phase inactive.
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autres, et entie`rement ignore´es dans la phase active. De meˆme, le me´canisme respon-
sable des transitions n’est pas la pre´sence d’un e´tat absorbant qui n’intervient d’aucune
fac¸on dans la simulation d’une e´volution dans l’espace des histoires.
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Chapitre 5
Mode`les de pie`ges et a` e´nergies
ale´atoires
Dans ce chapitre on de´crit la partie de travail de the`se effectue´e sur les mode`les de
pie`ges a` dynamique dirige´e et sur la phase a` basse tempe´rature du mode`le a` e´nergies
ale´atoires.
Des re´sultats nume´riques et analytiques ont e´te´ obtenus, qui ont prouve´ l’existence
d’une transition de phase dynamique pour les deux mode`les conside´re´s. Ces re´sultats
sont mis en relation avec le type de statistique suivie par les variables en jeu dans le
mode`le. Ce travail a e´te´ effectue´ en collaboration avec Gre´gory Schehr et Fre´de´ric van
Wijland, et publie´ en [110].
5.1 Mode`le de pie`ges
On conside`re le mode`le de pie`ges a` dynamique dirige´e de´crit en section 2.2.2, de´fini
par N pie`ges inde´pendants caracte´rise´s par une e´nergie Ei. La dynamique du syste`me
consiste en des sauts entre les pie`ges, spe´cifie´e par la probabilite´ Pi(t) que le syste`me
se trouve dans un pie`ge i au temps t, et par des taux de transition Wij qui donnent
la probabilite´ par unite´ de temps de sauter du pie`ge j au pie`ge i. Dans le mode`le de
pie`ges dirige´ (directed trap model) les taux de transition sont de la forme
Wij = δi,j−1
1
Bj
where Bj = e
−βEj , (5.1)
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i = 1, . . . , N . Donc le syste`me e´volue selon l’e´quation maˆıtresse :
dPi(t)
dt
= −Pi(t)
Bi
+
Pi−1(t)
Bi−1
. (5.2)
Les temps moyens de se´jour dans un pie`ge, qu’on indique ici par Bj sont des variables
ale´atoires distribue´es selon une loi de Le´vy :
p(Bj) = θ(Bj − 1)µB−1−µj , µ ∈ (0, 1) , (5.3)
ou` θ(x) est la fonction Heaviside. Dans ce qui suit on va utiliser la notation O(Bj) =∫
p(Bj)O(Bj)dBj pour noter une moyenne sur les Bj . En particulier, la distribution en
(5.3) implique que le temps moyen d’attente dans un pie`ge est infini, ce qui fait que la
diffusion est anormale (voir section 2.2.2).
Pour ve´rifier si une transition dynamique a lieu dans ce syste`me, on va e´valuer la
fonction de grandes de´viations, ou e´nergie libre du syste`me de´finie par :
ZK(s, t) =
∑
i
P˜i(s, t) = 〈e−sK〉 ∼ e tψK(s) , (5.4)
ou` K est l’activite´ du syste`me, de´finie comme le nombre de sauts entre pie`ges effectue´s
par le syste`me entre le temps 0 et le temps t. La fonction de grandes de´viations est la
plus grande valeur propre de l’ope´rateur WˆK de´fini par :
dP˜i(s, t)
dt
=
∑
j
WˆKij P˜j(s, t) . (5.5)
5.1.1 Transition dynamique
On prouve dans cette section qu’une transition dynamique du premier ordre a lieu
dans le mode`le de pie`ge a` dynamique dirige´e.
Pour e´valuer la fonction de grandes de´viations ψK(s) on doit trouver la plus grande
valeur propre de l’ope´rateur WˆK . Les N valeurs propres λj(s) de l’ope´rateur sont
solutions de l’e´quation :
e−s
P˜i−1(s, t)
Bi−1
− P˜i(s, t)
Bi
= λj(s)P˜i(s, t) , (5.6)
et donc
ψK(s) = max1≤j≤N {λj(s)} . (5.7)
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On e´crit le polynoˆme caracte´ristique det(WˆK − λ1), dont le logarithme nous donne
l’e´quation aux valeurs propres
1
N
N∑
i=1
ln(1 + λj(s)Bi) = −s . (5.8)
Comme il se doit, on a donc ψK(s = 0) = 0.
On conside`re d’abord le cas ou` s < 0, ou` il y a qu’une seule solution λj > 0 de
l’e´quation (5.8), qui donc est identifie´e avec la fonction de grandes de´viations ψK(s).
Dans ce cas, i.e. dans la phase active, il est naturel de supposer que dans la limite
pour N →∞, ψK(s) est automoyennante, i.e. ψK(s) ≃ ψK(s). On utilise donc la loi
des grands nombres pour traiter la somme en (5.8), et on obtient dans la limite pour
N →∞ :
µ
∫ ∞
1
dBB−1−µ ln(1 + ψK(s)B) = −s , (5.9)
qui de´termine de fac¸on univoque la moyenne sur le de´sordre de la fonction de grandes
de´viations ψK(s). Pour de´crire les fluctuations de ψK(s) autour de sa moyenne pour
un N fini avec N ≫ 1 on e´crit :
ψK(s)− ψK(s) = χK(s)N−1/2 +O(N−1) (5.10)
ou` χK(s) est une variable ale´atoire de moyenne nulle. En utilisant le the´ore`me de la
Limite Centrale applique´ a` la somme en (5.8), on obtient que χK(s) est une variable
gaussienne telle que la distribution de ψK(s) est donne´e pour N ≫ 1 par
p(ψK(s)) =
√
N
σ
√
2π
exp
[
−N(ψK(s)− ψK(s))
2
2σ2
]
(5.11)
ou` σ2 est donne´ par
σ2 =
(
B
1 + ψK(s)B
)−2
[ln2(1 + ψK(s)B)− (ln(1 + ψK(s)B))2] , (5.12)
et ou` ψK(s) est donne´e en (5.9).
On conside`re maintenant le cas s > 0 et ordonne les temps d’attente Bi de fac¸on
telle que 0 < B1 < · · · < BN . Dans ce cas, on obtient des limites :
− 1
BN
< ψK(s) < 0 . (5.13)
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A` partir de la distribution des variables Bi en (5.3) on obtient que la distribution de
probabilite´ du plus grand temps d’attente BN est donne´e par :
p(BN ) = NµB
−1−µ
N (1−B−µN )N−1 , (5.14)
d’ou` on arrive pour N ≫ 1 :
− 1
BN
≃ −N− 1µΓ(1 + 1
µ
)e−
1
µ
+1 . (5.15)
Donc, a` partir des limites en (5.13) on trouve que
lim
N→∞
ψK(s) = 0 (5.16)
pour s > 0.
D’autre part, pour s < 0, a` partir de l’e´quation (5.9) on trouve que limN→∞ ψK(s) > 0
et que dans cette limite
ψK(s) ∝ (−s)1/µ (5.17)
pour s petit. Il s’ensuit que la de´rive´e premie`re ψ′K(s) est continue mais les de´rive´es
d’ordre supe´rieur ψ
(p)
K (s) avec p ≥ 1/µ, vont eˆtre discontinues en s = 0, en indiquant
une transition de phase dynamique d’ordre plus grand que un.
On a ve´rifie´ la validite´ de ce raisonnement en re´solvant nume´riquement l’e´quation aux
valeurs propres (5.8). La pre´sence d’une transition de phase dynamique est confirme´e
par ces simulations. Sur la figure 5.1, on montre la fonction de grandes de´viations ψK(s) ,
solution de l’e´quation (5.8) en fonction de s pour diffe´rentes valeurs de N = 20, 30, 50
et 100 pour µ = 0, 8. Les donne´es sont obtenues en moyennant sur 106 re´alisations
des Bi. Pour s > 0 ces donne´es nume´riques montrent que ψK(s) → 0 quand N → ∞
(en particulier on trouve que ψK(s) ∝ −N−1/µ, ce qui est cohe´rent avec les limites en
(5.13)). D’autre part, cette figure 5.1 montre que limN→∞ ψK(s) > 0 pour s < 0. La
ligne continue sur la figure 5.1 est la valeur analytique de ψK(s) obtenue en re´solvant
nume´riquement l’e´quation (5.9), qui est en bon accord avec les donne´es nume´riques et
montre bien la pre´sence d’une transition de phase dynamique.
La de´rive´e de la fonction de grandes de´viations ψK(s) est lie´e a` la valeur moyenne de
l’activite´ 〈K〉 par l’e´quation (5.4) donc dans la phase active (s < 0) de la dynamique
l’activite´ prend une valeur constante 〈K〉 > 0 tandis que dans la phase inactive a` s > 0,
elle est sous-extensive en la taille du syste`me : 〈K〉 ∼ N−1/µ.
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Fig. 5.1 – Trace´ de ψK(s) en fonction de s pour diffe´rentes valeurs de N et µ = 0.8.
La ligne solide est la solution de l’e´quation (5.9). Pour s > 0 la courbe approche l’axe
horizontal au fur et a` mesure que la taille du syste`me grandit, selon N−1/µ.
Notre hypothe`se est que cette coexistence entre phases actives et inactives de la
dynamique se manifeste a` travers les proprie´te´s vitreuses du mode`le de pie`ges dirige´,
de´crites dans la section 2.2.2.
On remarque que dans le syste`me pur correspondant, ou` les temps d’attente ne
sont plus des variables ale´atoires, les proprie´te´s vitreuses disparaissent, tout comme la
discontinuite´ des de´rive´es de la fonction de grandes de´viations. L’activite´ est constante
meˆme dans la phase a` s < 0 et la dynamique est homoge`ne.
Les re´sultats nume´riques sur la figure 5.1 ont e´te´ obtenus en supposant que la fonc-
tion de grandes de´viations atteint sa moyenne dans la limite de grand N et qu’elle est
distribue´e selon les distributions (5.11, 5.12).
Cette supposition a e´te´ confirme´e en e´valuant nume´riquement la distribution de pro-
babilite´ p(ψK(s)) de ψK(s) pour un s ne´gatif. Sur la figure 5.2 on montre les re´sultats
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Fig. 5.2 – E´valuation nume´rique de la distribution de probabilite´ de la fonction de
grandes de´viations pour µ = 0, 8 et s = −0, 4 (N=100,200). La ligne continue est la
reparame´trisation de la distribution gaussienne (5.11) par un facteur
√
N . Encart :
e´valuation nume´rique de la distribution de la fonction de grandes de´viations pour µ =
0, 8 et s = 0.2. La ligne continue est la limite pour grands N de la distribution (5.18)
reparame´trise´e pour la rendre inde´pendante de N .
de l’e´valuation de p(ψK(s))N
−1/2 en fonction de N1/2(ψK(s)−ψK(s)) pour µ = 0, 8 et
s = −0, 4 (N = 100, 200). Les donne´es ont e´te´ obtenues en moyennant sur 3 ·107 e´chan-
tillons. La ligne continue est la distribution gaussienne obtenue en changeant d’e´chelle
d’un facteur
√
N pour rendre les e´quations (5.11, 5.12) inde´pendantes de la taille du
syste`me. Cette distribution gaussienne est approche´e par les donne´es nume´riques quand
N croˆıt.
D’autre part, pour s > 0 l’e´valuation de la moyenne de la fonction de grandes
de´viations, donne´e par la solution de l’e´quation (5.9), a e´te´ faite en limitant la valeur de
ψK(s) a` la limite (5.13) de´pendante de la taille du syste`me. On a trouve´ nume´riquement
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que la distribution p(ψK(s)) de ψK(s) pour un s positif est bien approche´e par la
fonction donne´e en (5.14) :
p(ψK(s)) = NµψK(s)
µ−1(1− ψK(s)µ)N−1 (5.18)
pour tout N . Dans l’encart de la figure 5.2 on montre la distribution (5.18) reparame´-
trise´e selon p(ψK(s))N
−1/µ en fonction de ψK(s)N
1/µ pour N = 100, 200 moyenne´e sur
107 e´chantillons pour s = 0, 2 et µ = 0, 8. Ces distributions correspondent bien a` la
limite pour N ≫ 1 de la distribution donne´e en (5.18) reparame´trise´e, qui donne :
p(x) = µxµ−1 exp (−xµ) . (5.19)
5.2 Mode`le a` e´nergies ale´atoires
Le mode`le a` e´nergies ale´atoires (REM) est constitue´ de 2L niveaux d’e´nergie Ei qui
sont des variables ale´atoires gaussiennes.
Comme explique´ en section 2.2.3 le mode`le a` e´nergies ale´atoires encoure une tran-
sition de phase statique a` une tempe´rature finie Tc, au dessous de laquelle le syste`me
se trouve dans une phase ordonne´e a` dynamique vitreuse avec e´nergie libre E0(L)
constante, qui est domine´e par les niveaux d’e´nergie les plus bas.
Les proprie´te´s dynamiques de la phase a` basse tempe´rature de ce mode`le ont e´te´
e´tudie´es par Koper et Hilhorst en [75] : on se base sur leurs re´sultats, qu’on rappelle
par la suite, pour appliquer notre formalisme a` ce syste`me.
Graˆce aux proprie´te´s mathe´matiques de la statistique des extreˆmes on a de´termine´
en section 2.2.3, en suivant [75], que la distribution des N niveaux d’e´nergie les plus
bas
Ei = E0(L) + ǫi , (5.20)
est donne´e par :
p(ǫ) =
{
ρ eρ(ǫ−ǫc), ǫ ≤ ǫc ,
0 , ǫ > ǫc ,
(5.21)
ou` ρ = T−1c est une constante et ǫc est une e´nergie choisie de fac¸on telle que on ait N
niveaux d’e´nergie entre E0(L) et E0(L) + ǫc. En particulier on va conside´rer, suivant
[75], la limite pour N →∞, ǫc →∞ et Ne−ρǫc = v constant, qui est celle pour laquelle
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les quantite´s physiques qui caracte´risent le REM ont une valeur inde´pendante de la
quantite´ N de niveaux choisis et de ǫc.
La dynamique de ce mode`le est de´finie par l’e´quation maˆıtresse :
dPi(t)
dt
=
∑
j 6=i
WijPj(t)−
∑
j 6=i
WjiPi(t) , (5.22)
ou` les taux de transition Wji pour aller du niveau i au niveau j prennent la forme
(2.48) :
Wji = BjVjVi avec Bj = e
−βǫj , (5.23)
ou` i = 1, . . . , N et les Vi sont des variables ale´atoires positives. La distribution des Bi
peut eˆtre de´rive´e de la distribution des e´nergies ǫi, ce qui porte a` :
p(B) =


v
N
B−1−µ, pour
(
v
N
)1/µ
< B ,
0 , autrement
(5.24)
ou` µ = ρ/β = T/Tc, µ ∈ (0, 1). Suivant [75] on va conside´rer des barrie`res Vi de´pen-
dantes du niveau d’e´nergie Vi = B
−q
i avec q ∈ (0, 1).
On rappelle que dans cette phase les fonctions d’autocorre´lation sont donne´es en
section 2.2.3 par l’e´quation (2.50), donc la dynamique du syste`me a des proprie´te´s
vitreuses.
Dans la suite on applique le formalisme thermodynamique des histoires a` ce mode`le
et on montre qu’une transition dynamique est a` l’origine de cette dynamique vitreuse.
5.2.1 Transition dynamique
Pour e´tablir l’existence d’une transition dynamique, on conside`re a` nouveau la fonc-
tion de grandes de´viations ψK(s) de´finie en e´quation (5.4), associe´e au nombre de
changements de configuration K(t) entre le temps 0 et le temps t. A` partir de l’e´qua-
tion maˆıtresse (5.22), on obtient l’e´quation d’e´volution pour P˜i(s, t), de´fini en e´qua-
tion (3.44) :
dP˜i(s, t)
dt
=
∑
j
WˆKij P˜j(s, t) = e
−sBiVi
∑
j 6=i
VjP˜j(s, t)− ViP˜i(s, t)
∑
j 6=i
BjVj . (5.25)
5.2. MODE`LE A` E´NERGIES ALE´ATOIRES 81
La fonction de grandes de´viations ψK(s) est la plus grande valeur propre de l’ope´rateur
d’e´volution WˆK . Les valeurs propres λj(s) de Wˆ
K sont solutions de l’e´quation
f(λj(s)) = 1 , (5.26)
f(λ) =
∑
i
e−sBiV
2
i
ζVi + (e−s − 1)BiV 2i + λ
(5.27)
ou` ζ =
∑
iBiVi et ψK(s) = max1≤j≤N {λj(s)}.
On conside`re d’abord le cas q+µ > 1. On remarque que f(λ) a N poˆles simples sur
l’axe re´el ne´gatif xi = −(ζVi + (e−s − 1)BiV 2i ) < 0, et de´croˆıt vers ze´ro quand λ→∞.
On a aussi f(0) = 1 pour s = 0, tandis que f(0) < 1 pour s > 0 et f(0) > 1 si s < 0.
Donc dans la phase active, a` s < 0, il y a une seule valeur propre positive λj qui est
identifie´e a` ψK(s) > 0. Comme fait pre´ce´demment pour le mode`le de pie`ges dirige´,
on suppose que ψK(s) est automoyennante dans la limite N → ∞ et co¨ıncide avec sa
moyenne. On obtient, pour s < 0 :
ψK(s) ∼ N (2q+µ−1)/µψ˜K(s) , (5.28)
ou` ψ˜K(s) est inde´pendante de N et solution de l’e´quation
µv
∫ ∞
v1/µ
B−µ−2q
v˜B−q + ψ˜K(s)
dB = es , (5.29)
avec v˜ = µv(1−q)/µ/(q+µ−1) > 0. En faisant une analyse similaire a` celle effectue´e dans
le mode`le de pie`ges, on trouve aussi que les fluctuations de ψK(s) autour de sa moyenne
ψK(s) sont de´crites par une distribution gaussienne comme en (5.11) de variance N
−1/2.
Cependant l’analyse dans la phase inactive est plus subtile. En effet vu la forme des
singularite´s de f(λ) en xi < 0, et le fait que f(0) < 1 pour s > 0, ψK(s) satisfait la
contrainte
−min
i
(ζVi + (e
−s − 1)BiV 2i ) < ψK(s) < 0 . (5.30)
Si on ordonne les variables ale´atoires Bi de fac¸on telle que B1 < B2 < ... < BN , on
voit que le maximum du membre gauche de l’ine´galite´ (5.30) est atteint pour la valeur
maximale BN , dont la distribution est donne´e dans la limite pour N ≫ 1 par :
p(BN) = vµB
−1−µ
N e
−vB−µN . (5.31)
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En utilisant la distribution (5.31) et la distribution des Bi en (2.49) on obtient que :
− c1N (q+µ−1)/µ < ψK(s) < 0 , (5.32)
ou` c1 > 0 est une constante inde´pendante de N . Pour trouver une limite supe´rieure
a` la fonction de grandes de´viations ψK(s), on e´crit l’e´quation (5.26) sous une forme
diffe´rente : ∑
i
e−sBiVi
e−sζ + (1− e−s)(ζ −BiVi + λ(s)V −1i )
= 1 .
Vu que le premier terme au de´nominateur est la somme des nume´rateurs, les termes
restants (1 − e−s)(ζ − BiVi + λ(s)V −1i ) doivent eˆtre ne´gatifs pour au moins un i. De
cette fac¸on on a une valeur qui limite supe´rieurement ψK(s) :
ψK(s) < (e
−s − 1)min
i
(ζVi −BiV 2i ) . (5.33)
A` nouveau, le minimum de cette limite est atteint pour le niveau maximum BN ,
donc on moyenne la partie gauche de l’ine´galite´ (5.33) sur la distribution (5.31) et on
a :
ψK(s) < −c2N (q+µ−1)/µ , (5.34)
ou` 0 < c2 < c1 est une constante. En mettant ensemble la limite supe´rieur et infe´rieur
(5.32, 5.34) on a pour s > 0
− ψK(s) = O(N (q+µ−1)/µ) . (5.35)
Donc en analysant le comportement de la plus grande valeur propre ψK(s) dans les
e´quations (5.28, 5.29, 5.35), on montre qu’une transition dynamique a lieu a` s = 0.
L’e´quation (5.29) montre que ψ˜K(s) ∝ (−s)q/(q+µ−1) pour s petit en indiquant que,
comme dans le mode`le de pie`ges a` dynamique dirige´e, l’ordre de cette transition dyna-
mique est plus grand que un.
Ces pre´dictions analytiques pour q+µ > 1 en e´quation (5.28, 5.35) ont e´te´ confirme´es
en re´solvant nume´riquement l’e´quation aux valeurs propres (5.26). La valeur moyenne
de ψK(s) a e´te´ e´value´e en moyennant sur plus de 10
6 re´alisations du de´sordre. Sur la
figure 5.3, on montre le trace´ de N−(µ+2q−1)/µψK(s) en fonction de s. En accord avec
les e´quations (5.28, 5.35), on observe une transition dynamique a` s = 0. De plus on
a ve´rifie´ que pour s > 0 la fonction de grandes de´viations se comporte comme pre´dit
dans l’e´quation (5.35), i.e. −ψK(s) = O(N (q+µ−1)/µ). La pre´sence de cette transition
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Fig. 5.3 – E´valuation nume´rique de la fonction de grandes de´viations ψK(s) pour
q = 0.9 et µ = 0, 8 (q + µ > 1) dans le mode`le a` e´nergies ale´atoires.
est en accord avec la dynamique dans l’e´tat physique a` s = 0 de ce syste`me ; comme
on l’a vu en section 2.2.3 la fonction de corre´lation a` l’e´quilibre de´croˆıt en fonction de
temps selon :
C(t) ∝ t−2µ/q pour q + µ > 1 . (5.36)
On a ve´rifie´ nume´riquement que la transition est aussi pre´sente quand q + µ < 1,
ou` la fonction de corre´lation a` l’e´quilibre posse`de une de´croissance non-exponentielle
donne´e en (2.50) :
C(t) ∝ t−ηe−Dtγ pour q + µ < 1 et q < 1
2
, (5.37)
C(t) ∝ t−2µ/(2q−1) pour q + µ < 1 et q > 1
2
,
ou`D est une constante, γ = µ/(1−2q+µq/(1−q)) et η = (2µ/(1−q)−1)γ . Sur la figure
5.4, on montre le trace´ de N−1/2ψK(s) en fonction de s pour q = 0, 45 et µ = 0, 45, ou` la
fonction de corre´lation suit une exponentielle e´tire´e. Nos donne´es montrent clairement
une transition de phase dynamique en s = 0. De meˆme, sur la figure 5.5, on montre
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Fig. 5.4 – E´valuation nume´rique de la fonction de grandes de´viations pour q = 0, 45
et µ = 0, 45 (q + µ < 1 et q < 1/2). Dans la phase active ψK(s) se trouve eˆtre
proportionnelle a` N1/2, et a` N1/2−α avec α > 0 dans la phase inactive.
l’e´valuation de ψK(s)N
−2(q−µ)/µ en fonction de s pour q = 0, 6 et µ = 0, 35, ou` la
fonction de corre´lation de´croˆıt en loi de puissance. La` aussi nos re´sultats nume´riques
prouvent l’existence d’une transition de phase dynamique en s = 0. Ces re´sultats ont
e´te´ obtenus en moyennant sur plus de 106 re´alisations du de´sordre.
Donc dans les trois cas on trouve un comportement anormal de la fonction de corre´-
lation et une discontinuite´ dans les de´rive´es de la fonction de grandes de´viations ψK(s)
a` s = 0 (voir figures 5.3, 5.4 et 5.5).
5.3 Relation avec la statistique des extreˆmes
Le comportement vitreux des syste`mes de´sordonne´s se manifeste dans la phase a`
basse tempe´rature ou` dans la limite de grands temps. Par exemple, dans le mode`le de
pie`ges, pour avoir une diffusion anormale et proprie´te´s vitreuses on doit prendre un
temps d’attente suivant une loi de Le´vy pour que sa moyenne soit infinie. E´galement la
5.3. RELATION AVEC LA STATISTIQUE DES EXTREˆMES 85
-0.0015
-0.001
-0.0005
 0
 0.0005
 0.001
 0.0015
 0.002
-0.02 -0.01  0  0.01  0.02  0.03  0.04  0.05  0.06  0.07
N=100
N=200
N=500ψK(s)N
−2(q−µ)
µ
s
Fig. 5.5 – E´valuation nume´rique de la fonction de grandes de´viations pour q = 0.6 et
µ = 0.35 (q+µ < 1 et q > 1/2). On voit que ψK(s) est proportionnelle a` N
2(q−µ)/µ dans
la phase active et a` N2(q−µ)/µ−α
′
avec α′ > 0 dans la phase inactive de la dynamique.
distribution (5.24) des e´nergies ale´atoires dans la phase a` basse tempe´rature du REM
de´termine les proprie´te´s vitreuses du syste`me. On remarque que la distribution des
temps d’attente et des e´nergies ale´atoires appartiennent a` la meˆme classe d’universalite´
dite de Gumbel, a` laquelle appartiennent les distributions de probabilite´ du minimum
de variables ale´atoires de´finies sur tout l’axe re´el et qui de´croˆıssent plus rapidement
que toute loi de puissance a` −∞.
Il a e´te´ remarque´ en [17] et [23] que la classe d’universalite´ de Gumbel correspond
exactement aux mode`les de verres ou` la solution a` la me´thode des re´pliques fonctionne
avec un pas de brisure de syme´trie des re´pliques. Il a aussi e´te´ e´lucide´ que pour la classe
de Weibull, la statistique des extreˆmes pour des variables a` domaine limite´, et la classe
de Fre´chet pour des variables de´croissant en loi de puissance, la me´thode des re´pliques
ne peut eˆtre utilise´e sans y apporter des modifications substantielles [17],[23].
Pour savoir si la statistique des extreˆmes des variables ale´atoires influence les pro-
prie´te´s vitreuses du mode`le de´sordonne´ en question, on a conside´re´ deux versions du
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mode`le a` e´nergies ale´atoires dans la phase a` basse tempe´rature. On change la statis-
tique des N niveaux d’e´nergie les plus bas en modifiant directement la distribution
des facteurs de Boltzmann (2.48) Bj = e
−βǫj : plus pre´cise´ment on conside`re des
facteurs de Boltzmann distribue´s selon une loi exponentielle et selon une distribution
uniforme. On trouve une transition de phase dynamique dans le premier cas mais pas
dans le deuxie`me. Ces re´sultats sont appuye´s par l’e´tude des fonctions d’autocorre´lation
a` l’e´quilibre dans les deux cas.
5.3.1 Mode`le a` facteurs de Boltzmann distribue´s exponentiel-
lement
On conside`re une dynamique entre N niveaux d’e´nergie inde´pendants gouverne´e par
l’e´quation maˆıtresse :
dPi(t)
dt
=
∑
j 6=i
WijPj(t)−
∑
j 6=i
WjiPi(t) (5.38)
ou` les taux de transition Wji = BjViVj sont donne´s par l’e´quation (2.48) avec Vi =
N−pB−qi , p ≥ 0 et q ∈ (0, 1). La distribution des facteurs de Boltzmann est choisie de
la forme
p(Bi) = p(e
−βǫi) = θ(Bi)e
−Bi . (5.39)
Avec cette distribution, au contraire de la (5.24), tous les cumulants des facteurs de
Boltzmann restent finis. La fonction de grandes de´viations ψK(s) est a` nouveau la
solution la plus grande de l’e´quation aux valeurs propres∑
i
e−sBiV
2
i
ζVi + (e−s − 1)BiV 2i + ψK(s)
= 1 . (5.40)
On re´sout nume´riquement l’e´quation (5.40) en moyennant la solution sur 107 re´alisa-
tions du de´sordre. Le re´sultat est pre´sente´ sur la figure 5.6.
5.3.2 Mode`le a` facteurs de Boltzmann distribue´s uniforme-
ment
On conside`re des facteur de Boltzmann distribue´s uniformement selon :
p(Bi) = Nθ
(
Bi − a
N
)
θ
(
a+ 1
N
− Bi
)
, (5.41)
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Fig. 5.6 – E´valuation nume´rique de la fonction de grandes de´viations ψK(s) pour des
facteurs de Boltzmann distribue´s exponentiellement, avec p = q = 0, 9. Encart : e´va-
luation nume´rique de ψK(s) pour des facteurs de Boltzmann distribue´s uniformement,
avec a = 1.
ou` a est une constante finie telle que 0 /∈ [a, a + 1]. Si on permet aux Bi de prendre
la valeur B = 0, apre`s un certain temps, vu la forme des taux de transition (2.48), le
syste`me sera gele´ dans un seul niveau d’e´nergie.
En e´valuant nume´riquement la fonction de grandes de´viations de ce syste`me on
trouve une inde´pendance comple`te de ψK(s) en la taille du syste`me pour tout s, comme
le montrent les donne´es trace´es dans l’encart de la figure 5.6, et on s’attend a` n’observer
aucun trait de la phe´nome´nologie vitreuse dans ce syste`me.
Pour ve´rifier ces pre´dictions on calcule par la suite les fonctions d’autocorre´lation a`
l’e´quilibre pour le syste`me avec des facteurs de Boltzmann distribue´s exponentiellement
et pour des facteurs distribue´s uniforme´ment.
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5.3.3 Fonctions de corre´lation
Pour calculer les fonctions d’autocorre´lation du mode`le a` e´nergies ale´atoires a` l’e´qui-
libre on suit une proce´dure identique a` celle mise au point en [75] pour e´tudier les
proprie´te´s de relaxation du REM, qui a donne´ les fonctions d’autocorre´lation (2.50).
Dans ce qui suit on re´crit donc le calcul fait par Koper et Hilhorst [75] pour arriver a`
l’expression (5.51) pour la fonction d’autocorre´lation en termes des facteurs Bi, puis on
de´duit de cette expression le comportement de la fonction d’autocorre´lation aux temps
longs dans le cas ou` ces facteurs soient distribue´s exponentiellement et uniforme´ment.
L’e´quation maˆıtresse (5.22) avec des taux de transition (2.48) s’e´crit :
dPi(t)
dt
= ViBi
N∑
j=1
VjPj(t)− ViPi(t)ζ . (5.42)
La probabilite´ de trouver le syste`me dans le niveau i au temps t s’il e´tait en j au
temps t = 0, i.e. la fonction de Green, peut eˆtre e´crite en termes des valeurs propres et
des vecteurs propres de l’e´quation maˆıtresse. On appelle φλi la composante i du vecteur
propre de droite qui a comme valeur propre −λ :
dφλi
dt
= −λφλi . (5.43)
En utilisant l’e´quation (5.42) on peut e´crire :
φλi =
ViBi
Viζ − λ
N∑
j=1
Vjφ
λ
j , (5.44)
d’ou` encore, en multipliant par Vi et en sommant sur i :
N∑
i=1
V 2i Bi
Viζ − λ = 1 si
N∑
j=1
Vjφ
λ
j 6= 0 . (5.45)
La condition de bilan de´taille´ implique que le vecteur propre de gauche soit ψλi = φ
λ
i /Bi,
de sorte que la fonction de Green prend la forme :
Gij(t) =
N∑
l=1
e−λlt
φλli ψ
λl
j∑N
k=1 φ
λl
k ψ
λl
k
=
N∑
l=1
e−λlt
ViBi
Viζ−λl
Vj
Vjζ−λl∑N
k=1
V 2k Bk
(Vkζ−λl)2
. (5.46)
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La fonction d’autocorre´lation a` l’e´quilibre exprime´e en termes de ces fonctions de Green
est :
C(t) ≡
N∑
j=1
{Gjj(t)−Gjj(∞)}P eqj , (5.47)
ou` P eqj = limt→∞ Pj(t) ∝ Bj .
Pour e´liminer la de´pendance de la fonction d’autocorre´lation C(t) en (5.47) des va-
leurs propres inconnues λl on conside`re sa transforme´e de Laplace C˜(s) qui, en utilisant
l’e´quation (5.46), peut eˆtre e´crite comme :
C˜(s) =
1
Z
N∑
l=2
H(λl)
(s+ λl)F ′(λl)
(5.48)
ou` Z =
∑N
i=1Bi et ou`
H(z) =
N∑
j=1
V 2j B
2
j
(Vjζ − z)2 , F (z) =
N∑
j=1
V 2j Bj
Vjζ − z − 1 . (5.49)
On introduit g(z) = H(z)/((s + z)F (z)), qui a des poˆles en z = −s, en z = Vjζ
et dans les ze´ros de F (z). On remarque a` partir de l’e´quation (5.49) que la condition
F (z) = 0 est e´quivalente a` l’e´quation aux valeurs propres (5.45), et que donc que la
somme des re´sidus de g(z) dans les ze´ros de F (z), a` l’exception de z = 0, est exactement
C˜(s). Donc, vu que l’inte´grale de contour de g(z) sur un cercle centre´ dans l’origine
avec un rayon R s’annule quand R→∞, on trouve :
C˜(s) = −1
s
{∑N
j=1
∑N
k 6=j
VjBjVkBk
(Vjζ+s)(Vkζ+s)
Z
∑N
l=1
VlBl
Vlζ+s
+
1
Z2
N∑
j=1
B2j − 1
}
, (5.50)
d’ou` on voit que C˜(s) a des poˆles seulement sur l’axe re´el ne´gatif (s = 0 n’est pas un
poˆle). En applicant la transforme´e de Laplace inverse et en changeant la variable s en
−sζ on obtient une expression sur la fonction d’autocorre´lation C(t) :
C(t) = −
∮
ds
2πi
e−stζ
∑N
j=1
∑N
k 6=j
VjBjVkBk
(s−Vjζ)(s−Vkζ)
sZ
∑N
l=1
VlBl
s−Vlζ
(5.51)
avec Z =
∑N
i=1Bi et ou` l’inte´grale de contour est pris sur un contour oriente´ en sens
antihoraire qui entoure tous les poˆles sur l’axe positif. Si on moyenne cette expression,
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comme fait en [75], sur une distribution de Le´vy, on trouve le comportement asympto-
tique (2.50) qui caracte´rise la dynamique vitreuse du REM.
On moyenne dans la suite l’e´quation (5.51) sur une distribution exponentielle.
Distribution exponentielle
On conside`re une distribution des facteurs de Boltzmann de la forme :
p(B) = Nθ(B)e−NB , (5.52)
et des taux de transition
Wij = N
−2qB1−qi B
−q
j , (5.53)
ou` la de´pendance enN est choisie pour donner une limite thermodynamique bien de´finie
de la fonction d’autocorre´lation. En utilisant pour le de´nominateur dans l’e´quation
(5.51) la repre´sentation inte´grale α−1 =
∫∞
0
dλe−αλ, on obtient de l’e´quation (5.51)
l’expression pour la fonction d’autocorre´lation moyenne´e :
C(t) = lim
N→∞
N4
∫ ∞
0
dBi
∫ ∞
0
dBj
∫ ∞
0
dλ
∫ ∞
0
dµ
∮
ds
2πi
BiBj
s(sBqi − 1)(sBqj − 1)
(5.54)
× e−N(Bi+Bj)−λ(Bi+Bj)−µ(
Bi
sB
q
i
−1
+
Bj
sB
q
j
−1
)−stN−2q(B1−qi +B
1−q
j ) × IN−2N
ou` l’inte´grale IN est donne´e par :
IN = N
∫ ∞
0
dBe−NB−λB−µ
B
sBq−1
−stN−2qB1−q .
On change d’e´chelle en introduisant des variables B′ = BN et on inte`gre par parties ;
cela donne a` l’ordre dominant en N :
IN ≃ 1− 1
N
∫ ∞
0
dBe−B(λ− µ+ stN−q(1− q)B−q) (5.55)
Donc en utilisant ce de´veloppement pour N grand (5.55) dans la formulation (5.54), et
en inte´grant sur λ et µ on a :
C(t) = lim
N→∞
N4
∫ ∞
0
dBi
∫ ∞
0
dBj
∮
ds
2πi
BiBj
s(Bi +Bj + 1)
(5.56)
× e
−N(Bi+Bj)−stN−2q(B
1−q
i +B
1−q
j +N
qΓ(2−q))
s(BqiBj +BiB
q
j )− Bi − Bj − (sBqi − 1)(sBqj − 1)
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En changeant encore de variables selon NBi = x, NBj = y, et en ne gardant que
les ordres dominants en N on a :
C(t) = lim
N→∞
N4
∫ ∞
0
dx
∫ ∞
0
dy
∮
ds
2πi
xy
e−(x+y)−stN
−qΓ(2−q)
s(sN−q(xq + yq)− 1) , (5.57)
qui a un poˆle en s = N q/(xq + yq). L’inte´gration sur le plan complexe donne donc :
C(t) =
∫ ∞
0
dx
∫ ∞
0
dy x y e−(x+y) e−t
Γ(2−q)
xq+yq . (5.58)
Enfin on change de variables selon x = x′t1/(q+1), y = y′t1/(q+1) et trouve l’expression
suivante pour la fonction d’autocorre´lation :
C(t) = t
4
q+1
∫ ∞
0
dx
∫ ∞
0
dy xy e−t
1
q+1 g˜(x,y) , (5.59)
ou` g˜(x, y) = x+ y + Γ(2− q)/(xq + yq).
On voit facilement que g˜(x, y) a un seul minimum sur R+ × R+ pour x∗ = y∗ =
(qΓ(2− q)/4)1/(q+1) et ∂2xg(x∗, y∗) = ∂2yg(x∗, y∗) = x∗−1.
Donc le comportement asymptotique de C(t) est donne´ en l’e´valuant a` travers la
me´thode du col, ce qui donne :
C(t) ∼ 2π t 3q+1 x∗3e−t
1
q+1 g˜(x∗,y∗) for t≫ 1 (5.60)
qui montre, vu que q > 0, que la relaxation du syste`me avec des facteurs de Boltzmann
distribue´s exponentiellement se fait de fac¸on plus lente qu’une exponentielle.
Distribution uniforme
On conside`re maintenant des facteurs de Boltzmann distribue´s uniformement selon :
p(B) = Nθ(B − a
N
)θ(
a+ 1
N
− B) , (5.61)
ou` a est une constante positive. La moyenne de la fonction de corre´lation (5.51) prend
la forme :
C(t) = lim
N→∞
N4
∫ a+1
N
a
N
dBi
∫ a+1
N
a
N
dBj
∫ ∞
0
dλ
∫ ∞
0
dµ
∮
ds
2πi
BiBj
s(sBqi − 1)(sBqj − 1)
× e−λ(Bi+Bj)−µ(
Bi
sB
q
i
−1
+
Bj
sB
q
j
−1
)−stN−2p(B1−qi +B
1−q
j )
JN−2N , (5.62)
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ou`
JN =
∫ a+1
N
a
N
dBNe−λB−µ
B
sBq−1
−stN−2pB1−q . (5.63)
Puisque l’intervalle d’inte´gration est tre`s petit quand N ≫ 1, on peut conside´rer l’in-
te´grand comme constant sur cet intervalle et faire l’approximation :
JN ≃ exp (−λaN−1 + µaN−1 − stN−2p−(1−q)a1−q) , (5.64)
d’ou`, apre`s avoir inte´gre´ sur λ et µ et avoir change´ de variables selon x = NBi et
y = NBj , la fonction d’autocorre´lation devient :
C(t) = lim
N→∞
∫ a+1
a
dx
∫ a+1
a
dy
∮
ds
2πi
x y
e−stN
−2p+qa1−q
sa2(sN−q(xq + yq)− 1) . (5.65)
L’inte´grand a un poˆle en s = N q/(xq + yq) donc on peut inte´grer sur le plan complexe
et, en choisissant p = q, on obtient :
C(t) =
∫ a+1
a
dx
∫ a+1
a
dy
xy
a2
e−t
a1−q
xq+yq . (5.66)
Le minimum de l’inte´grand est atteint pour x = y = a et le maximum pour x = y =
a+1, donc l’inte´grale est limite´e supe´rieurement et infe´rieurement par une exponentielle
de´croissante et on de´duit :
C(t) ∼ e−tc(a) , (5.67)
ou` c(a) est une fonction positive de a. L’e´quation (5.67) de´crit bien le comportement
asymptotique de la fonction d’autocorre´lation d’un syste`me non-vitreux.
5.4 Conclusion
Les re´sultats obtenus sur le mode`le de pie`ges et sur le mode`le a` e´nergies ale´a-
toires sont en accord complet avec les re´sultats obtenus sur les mode`les cine´tiquement
contraints, de´crits dans le chapitre pre´ce´dent.
En effet l’affirmation principale contenue dans ces deux travaux est que lorsqu’un
syste`me pre´sente des proprie´te´s vitreuses (ralentissement anormal de la dynamique,
forme non-exponentielle des fonctions d’autocorre´lation, de´pendance anormale de la
viscosite´ en tempe´rature etc.) il apparaˆıt he´te´roge`ne en espace et en temps, et une
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transition de phase dynamique dans l’espace des re´alisations temporelles, ou histoires,
que le syste`me peut suivre dans l’espace des configurations doit avoir lieu. En effet on
trouve pour ces deux mode`les de´sordonne´s, ainsi que pour les mode`les cine´tiquement
contraints de´crits dans la chapitre 5, qu’une transition dynamique de premier ordre a
lieu en s = 0.
De plus, dans le mode`le a` e´nergies ale´atoires l’influence de la statistique suivie par
le de´sordre sur l’he´te´roge´ne´ite´ spatio-temporelle du syste`me a e´te´ e´tudie´e. En effet on
trouve une transition de phase dynamique pour le REM avec des facteurs de Boltzmann
distribue´s exponentiellement et on a montre´ que la dynamique est dans ce cas bien
vitreuse en calculant les fonctions d’autocorre´lation a` l’e´quilibre et en montrant qu’elles
de´croissent de fac¸on non-exponentielle en fonction du temps pour des temps longs. Pour
finir on a conside´re´ un mode`le a` e´nergies ale´atoires avec des facteurs de Boltzmann
a` distribution uniforme et on a montre´ qu’aucune transition dynamique n’a lieu, en
accord avec le fait que la fonction d’autocorre´lation a` l’e´quilibre est une exponentielle
de´croissante en temps.
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Chapitre 6
Mode`le a` p spins avec p = 2
Ce chapitre contient la partie du travail effectue´ durant la the`se qui consiste en
l’application de la thermodynamique des histoires a` un mode`le a` p-spins avec p = 2.
Ce travail a e´te´ effectue´ en collaboration avec Fre´de´ric van Wijland et Robert Jack, et
fait l’objet de la publication [111].
Pour les raisons mentionne´es dans la section 2.2.1 du chapitre 2, on conside`re la
version suivante en champ moyen du mode`le a` p-spins mous, qui a comme hamiltonien :
βH = − β
2N
∑
i,j
Jijσiσj +
u
N
∑
i,j
σ2i σ
2
j , (6.1)
avec
p(Jij) =
1√
2π
e−
J2ij
2 . (6.2)
Suivant [76, 33], on effectue un changement de base qui diagonalise la matrice des
couplages Jij. Les valeurs propres {Jµ}µ=1,...,N de cette matrice N × N (Jij)i,j=1,...,N
sont distribue´es, pour N →∞, selon la loi du demi-cercle de Wigner,
ρ(Jµ) =
1
2π
√
4− J2µ . (6.3)
On indique dore´navant les coordonne´es des spins dans la base dans laquelle la matrice
Jij est diagonale par φµ, en termes desquelles l’hamiltonien s’e´crit :
βH = − β
2N
∑
µ
Jµφ
2
µ +
u
N
(∑
µ
φ2µ
)2
. (6.4)
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Dans la section 6.1 on applique le formalisme thermodynamique des histoires a` ce
mode`le en utilisant les techniques de De Dominicis et al. [34] ; en particulier on donne
l’expression de la fonction de grandes de´viations et de la moyenne de la susceptibilite´
dans l’e´tat-s. Dans la section 6.2 on construit le diagramme des phases dynamiques de
ce syste`me : on montre d’abord que le syste`me pre´sente une transition de phase statique
a` une tempe´rature T = Tc, puis que dans la phase ordonne´e a` T < Tc une transition
de phase dynamique a` s = 0 a lieu dans l’espace des histoires suivies par le syste`me.
Dans la section 6.3 on montre comment, en utilisant une formulation alternative en
termes d’inte´grales de chemins emprunte´e a` la me´canique quantique, on arrive aux
meˆme re´sultats pour la susceptibilite´ dans l’e´tat-s du syste`me.
6.1 Application du formalisme thermodynamique
des histoires
Pour appliquer la thermodynamique des histoires a` un mode`le de spins continus il
faut proce´der diffe´remment par rapport aux mode`les vus dans les chapitres pre´ce´dents
dont la dynamique consistait dans des sauts entre un nombre fini de configurations.
Dans le pre´sent mode`le les spins e´voluent continuˆment et on ne peut, par exemple, pas
de´finir l’activite´ d’une histoire comme la somme des changements de configurations.
Ce qu’on peut dire est qu’une histoire inactive correspond a` une e´volution qui porte
les spins dans un e´tat localement ordonne´, ou` ils restent bloque´s sur une valeur positive
ou ne´gative. Un histoire active va par contre correspondre a` un changement fre´quent
de l’orientation des spins et a` une succession d’e´tats de´sordonne´s.
On peut donc de´finir, en accord avec cette constatation, l’activite´ d’une histoire de
la fac¸on suivante :
K(t) = −1
2
∑
j
∫ t
0
dt σ2j (t) = −
1
2
∑
µ
∫ t
0
dt φ2µ(t) . (6.5)
Les histoires a` dynamique rapide ont une activite´ et donc une aimantation proche
de ze´ro, tandis que les histoires inactives ont une aimantation diffe´rente de ze´ro et
une activite´ ne´gative. Cette observable est bien extensive en temps, et sera le poids
statistique dans nos moyennes dans les e´tats-s.
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Pour e´tablir l’existence d’une transition dynamique dans ce mode`le on va utiliser
comme parame`tre d’ordre dans l’espace des histoires la susceptibilite´ dans l’e´tat-s sta-
tionnaire :
χ(s) =
1
N
∑
µ
〈φ2µ〉s (6.6)
On appelle cette quantite´ susceptibilite´ par analogie avec la susceptibilite´ statique
de´finie, pour un syste`me de N spins a` tempe´rature inverse β, de la fac¸on suivante :
χstatique =
β
N
(∑
i,j
〈σiσj〉 −
∑
i,j
〈σi〉〈σj〉
)
. (6.7)
Cette quantite´ est proportionnelle a` la de´rive´e de l’aimantation du syste`me par
rapport au champ exte´rieur, ou aussi a` la de´rive´e seconde par rapport au meˆme champ
de l’e´nergie libre statique. Dans notre mode`le les variables de spin, exprime´es dans la
base qui rend la matrice de couplage diagonale, sont de´couple´es donc la susceptibilite´
statique est donne´e par l’expression (6.6) e´value´e en s = 0. En effet c’est en e´valuant
cette quantite´ en s = 0 qu’on montre dans la section 6.2.1 qu’une transition de phase
statique a lieu pour ce mode`le a` une tempe´rature T = Tc entre une phase de´sordonne´e
(qu’on appelle paramagne´tique) et une phase ordonne´e. A` s 6= 0, dans la dynamique
biaise´e, la susceptibilite´ (6.6) est proportionnelle a` la moyenne de l’activite´ donne´e en
(6.5), en effet pour t≫ 1 on a :
〈K〉s ≃ −1
2
t
∑
µ
〈φ2µ〉s = −
1
2
tNχ(s) . (6.8)
Le calcul de χ(s) va donc permettre de prouver que dans la phase a` ordonne´e a`
T < Tc une transition dynamique dans l’espace des histoires a lieu a` s = 0. En effet
une telle transition sera caracte´rise´e par une discontinuite´ de la de´rive´e de l’e´nergie
libre dynamique ψK(s) = limt→∞ lnZ(s, t)/t, et donc par une discontinuite´ de la sus-
ceptibilite´ puisque :
〈K〉 = 〈Ke
−sK〉
〈e−sK〉
∣∣∣∣
s=0
≃ −t d
ds
ψK(s)|s=0 . (6.9)
Pour calculer des moyennes dans un e´tat-s on a besoin de la fonction de partition
dynamique :
Z(s, t) = 〈e−sK〉 . (6.10)
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Cette moyenne peut eˆtre effectue´e de plusieurs fac¸ons. Dans la section 6.1.1 on ex-
prime la moyenne sur les histoires en termes d’une inte´grale fonctionnelle, et on calcule
la fonction de grandes de´viations. Dans la section 6.3 on moyenne en passant par l’e´vo-
lution d’e´tats quantiques a` travers un ope´rateur hermitien, et les re´sultats e´videmment
co¨ıncident.
6.1.1 Formulation en termes d’inte´grales fonctionnelles
Pour utiliser les techniques de De Dominicis et al. on pourvoit les spins d’une dyna-
mique de relaxation donne´e par l’e´quation de Langevin :
∂tσi = − δβH
δσi(t)
+ ηi(t) (6.11)
ou` les ηi sont des variables ale´atoires gaussiennes inde´pendantes de moyenne nulle et
variance 2. On effectue le changement de base qui diagonalise la matrice des couplages
Jij, et on re´crit l’e´quation de Langevin en termes des variables φµ :
∂tφµ = Jµφµ + 4uφµ
1
N
∑
ν
φ2ν + ηµ(t) (6.12)
ou` ηµ est de nouveau un bruit blanc gaussien de moyenne nulle et variance 2.
La distribution de probabilite´ des histoires suivies par le syste`me est donne´e, dans
cette formulation, en termes de l’e´quation de Langevin (6.12) :
P (histoire) =
∏
µ,t
P (φµ(t), t) =
∏
µ,t
〈δ(∂tφµ − Jµφµ + 4uφµ 1
N
∑
ν
φ2ν + ηµ(t))〉 , (6.13)
ou` la probabilite´ d’une histoire est exprime´e comme la probabilite´ conjointe d’avoir a`
chaque instant et sur chaque site une valeur des spins φµ qui satisfait l’e´quation de
Langevin, moyenne´e sur toutes les re´alisations du bruit possibles. Le produit sur les
temps suppose une discre´tisation t = nτ et une limite pour τ → 0.
Au coeur de la formulation de De Dominicis [34] se trouve la repre´sentation en
termes d’une inte´grale fonctionnelle de la fonction δ :
P (φµ(t), t) =
∫
dφ¯µ(t)dηµ(t)e
−
R t
0 dt
′φ¯µ(∂tφµ−Jµφµ+4uφµ
1
N
P
ν φ
2
ν+ηµ(t))e−
R t
0 dt
′
η2µ
4 (6.14)
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La fonction de partition dynamique (6.10) devient donc :
Z =
∫
DφDφ¯ exp(−
∫
dt
∑
µ
(φ¯µ(∂tφµ − βJµφµ + 4u
N
∑
ν
φ2νφµ − φ¯µ))−
s
2
φ2µ) . (6.15)
On introduit dans l’exposant la susceptibilite´ fluctuante, non moyenne´e
X(t) =
1
N
∑
µ
φ2µ(t) , (6.16)
et une susceptibilite´ complexe (6.5) :
X¯(t) =
1
N
∑
µ
φ¯µ(t)φµ(t) . (6.17)
On remarque queX et X¯ sont des quantite´s automoyennantes dans la limiteN →∞.
En termes de ces quantite´s la fonction de partition devient :
Z =
∫ DφDφ¯ exp(− ∫ dt∑µ(φ¯µ(∂tφµ − βJµφµ
+4uX − φ¯µ)−
(
s
2
− 4uX¯)φ2µ)) (6.18)
L’inte´grale fonctionnelle de l’e´quation (6.18) peut eˆtre e´value´e en imposant pour
X et X¯ d’eˆtre des constantes par rapport aux champs, c’est-a`-dire en introduisant
une fonction delta de Dirac dans sa repre´sentation fonctionnelle, puis en inte´grant sur
toutes les constantes. La contrainte est donc introduite a` travers des multiplicateurs de
Lagrange λ, λ¯. La fonction de partition (6.18) devient :
Z =
∫
DXDX¯NDλ¯
2πi
NDλ
2πi
DφDφ¯ exp (−N
∫ (
λ¯(t)X(t) + λ(t)X¯(t) + 4uXX¯
)
)
exp (−
∫ ∑
µ
(
φ¯µ(∂tφµ − βJµφµ
)− s
2
φ2µ − φ¯2µ − (λ¯(t)φ2µ + λ(t)φ¯µφµ))) (6.19)
Dans la limite N → ∞, l’inte´gration sur les X, X¯, λ et λ¯ peut eˆtre effectue´e en
utilisant la me´thode du col, c’est-a`-dire en e´valuant le maximum de l’exposant en
(6.19) : on peut donc remplacer X et X¯ par leurs valeurs moyennes
χ(s) =
1
N
∑
µ
〈φ2µ〉s (6.20)
χ¯(s) =
1
N
∑
µ
〈φµφ¯µ〉s , (6.21)
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ou` on n’explicite plus la de´pendence en temps de ces quantite´s puisqu’elle sont e´value´es
dans l’e´tat-s stationnaire. Pour cette raison dans la suite on va les e´valuer a` t = 0.
En de´rivant (6.19) par rapport a` χ et χ¯ on arrive aux valeurs stationnaires pour λ
et λ¯ :
λ¯ = −4uχ¯ et λ = −4uχ . (6.22)
En substituant dans la fonction de partition on a donc :
Z = e8uNtχ¯χ
∫
DφDφ¯e−S (6.23)
ou` l’action Ss dans la dynamique biaise´e est donne´e par :
S =
∫ ∑
µ
[
φ¯µ(∂t + 4uχ− βJµ)φµ)− φ¯2µ −
(s
2
− 4uχ¯
)
φ2µ)
]
. (6.24)
Pour pouvoir inte´grer sur les champs φ, φ¯ on e´crit les champs en termes de leurs
transforme´es de Fourier inverses en temps discret, ce qui donne, dans la limite ou` le
pas de temps tend vers ze´ro, une action de la forme :
S =
∑
µ
t
2
∫
dω
2π
(φ¯µ(−ω) φµ(ω))Γsµ(ω)
(
φ¯µ(ω)
φµ(−ω)
)
(6.25)
ou`
Γsµ(ω) =
(
−2 iω
2
+ 4uχ− βJµ
− iω
2
+ 4uχ− βJµ −(s− 8uχ¯)
)
. (6.26)
En retranchant une constante approprie´e, i.e. en normalisant la fonction de parti-
tion de l’e´quation (6.23), l’inte´grale sur les fre´quences converge et donne l’expression
suivante pour Z :
Z =exp
(
8uNtχ¯χ− t
2
∑
µ
∫
dω
2π
ln
detΓsµ(ω)
detΓ0µ(ω)
)
=
= exp
(
8uNtχ¯χ− t
2
∑
µ
∫
dω
2π
ln
(
1− 2(s− 8uχ¯)
(4uχ− βJµ)2 + ω2
))
. (6.27)
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Fonction de grandes de´viations
En transformant l’action (6.24) selon Fourier et en effectuant l’inte´grale gaussienne
re´sultant on arrive a` l’expression suivante pour la fonction de grandes de´viations :
ψK(s) =
1
2
∑
µ
[√
(4uχ(s)− Jµβ)2 − 2(s− 8uχ¯(s))− (4uχ(s)− Jµβ)
]
+ 4uNχ(s)χ¯(s)
(6.28)
Cette expression ne peut eˆtre e´value´e exactement, mais on remarque qu’elle est continue
en s = 0, et qu’elle satisfait bien la relation
dψK(s)
ds
∣∣∣∣
s→0+
=
N
2
χ(s = 0+) , (6.29)
qui vient des e´quations (6.8) et (6.9). L’e´tude de ce syste`me a` travers le formalisme
des histoires peut donc passer par le calcul de la susceptibilite´ dans l’e´tat-s de´finie en
(6.6).
6.2 Diagramme des phases
Dans cette section on analyse les diagrammes des phases statiques et dynamiques
de notre syste`me en utilisant comme parame`tre d’ordre la susceptibilite´ dans l’e´tat-s.
Les e´quations pour la valeur stationnaire de χ¯ et χ sont obtenues de fac¸on auto-
cohe´rente en moyennant les quantite´s (6.16), (6.17) a` travers l’action donne´e en (6.25).
En exprimant les champs en termes de leurs transforme´es de Fourier on trouve :
1
N
∑
µ
〈φµ(ω)φµ(−ω)〉s = 1
N
∑
µ
1
(4uχ− Jµβ)2 − 2(s− 8uχ¯) + ω2 (6.30)
1
N
∑
µ
〈φµ(ω)φ¯µ(−ω)〉s = 1
N
∑
µ
( −iω + 4uχ
(4uχ− Jµβ)2 − 2(s− 8uχ¯) + ω2
)
. (6.31)
ce qui donne, en inte´grant :
χ(s) =
1
N
∑
µ
1√
(4uχ− βJµ)2 − 2(s− 8uχ¯)
(6.32)
2χ¯(s) + 1 =
1
N
∑
µ
4uχ− βJµ√
(4uχ− βJµ)2 − 2(s− 8uχ¯)
(6.33)
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Si la condition
max
µ
{(4uχ− βJµ)2 − 2(s− 8uχ¯)} = (4uχ− 2β)2 − 2(s− 8uχ¯) > 0 (6.34)
est satisfaite, on peut passer a` la limite pour N →∞ des e´quations (6.32, 6.33), ce qui
donne :
χ(s) =
∫
dJµρ(Jµ)√
(4uχ− βJµ)2 − 2(s− 8uχ¯)
(6.35)
2χ¯(s) + 1 =
∫
dJµρ(Jµ)(4uχ− βJµ)√
(4uχ− βJµ)2 − 2(s− 8uχ¯)
(6.36)
L’e´quation (6.34) correspond a` la condition pour laquelle le syste`me est dans une
phase de´sordonne´e (paramagne´tique). La quantite´ (4uχ − 2β)2 − 2(s − 8uχ¯) ne peut
en tout cas jamais eˆtre ne´gative parce que si elle l’e´tait, la fonction de partition (6.23)
ne serait pas de´finie.
Le syste`me se trouve dans une phase ordonne´e quand le mode correspondant a` la
valeur propre maximale Jµ = 2 se peuple macroscopiquement, et son poids statistique
est dominant dans la fonction de partition. Le parame`tre d’ordre de ce syste`me est
donc la moyenne thermique du mode le plus peuple´ au carre´ q = 〈(φµ;Jµ=2)2〉 [76]. Pour
e´valuer ce parame`tre dans la phase ordonne´e on peut conside´rer le syste`me en taille N
finie de sorte que le mode correspondant a` Jµ = 2 domine d’un facteur N les moyennes,
ou bien appliquer un champ magne´tique h couple´ au mode a` Jµ = 2, et analyser la
re´ponse du syste`me a` ce champ.
Les deux me´thodes donnent le meˆme re´sultat. La premie`re fac¸on de proce´der est
celle qu’on adopte dans la suite de ce chapitre, parce que ce travail a e´te´ initialement
e´labore´ en ces termes-ci. La deuxie`me fac¸on est de´crite dans le papier [111] issu de cette
partie du travail de the`se.
6.2.1 Phases statiques
Pour obtenir le diagramme des phases statiques du mode`le on calcule la susceptibilite´
du syste`me dans l’e´tat stationnaire a` s = 0, ce qui e´quivaut a` e´valuer le parame`tre
d’ordre du syste`me comme il a e´te´ fait en [69].
Les e´quations (6.32, 6.33) pour la susceptibilite´ et sa partie complexe nous donnent,
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pour s = 0, la condition de causalite´ χ¯ = 0 et l’e´quation suivante pour χ :
χ =
1
N
∑
µ
1
4uχ− βJµ . (6.37)
Si χ > β/2u, ce qui correspond a` la condition en (6.34) pour s = 0 , on peut
approximer la somme sur les valeurs propres Jµ par une inte´grale sur la distribution
ρ(Jµ), ce qui donne :
χ =
1
β2
(
2uχ−
√
4u2χ2 − β2
)
. (6.38)
La solution de cette e´quation est donne´e par
χ1 =
1
4u− β2 , (6.39)
a` condition que β <
√
2u.
La tempe´rature critique en dessous de laquelle le syste`me s’ordonne est donc donne´e
par βc =
√
2u. On remarque que cette transition statique a bien lieu d’eˆtre dans ce
mode`le vu la ressemblance avec le mode`le sphe´rique [69] et le mode`le a` p-spins mous
[10] qui posse`dent tous les deux en une transition de phase statique.
Si β > βc, le mode correspondant a` la valeur propre Jµ = 2 se peuple macroscopi-
quement. On doit donc imposer que la susceptibilite´ soit donne´e par
χ2 =
β
2u
+
ǫ
N
. (6.40)
Ensuite on se´pare de la somme (6.37) le terme correspondant a` Jµ = 2 et on fait tendre
N →∞ dans le reste de la somme ce qui donne :
χ2 =
1
4uǫ
+
1
2β2
(4uχ−
√
(4uχ)2 − 4β2) , (6.41)
d’ou`
χ2 =
β
2u
+
β
2N(β2 − β2c )
+O(N−2) . (6.42)
On remarque que la susceptibilite´ est discontinue au point critique : χ1(βc) 6= χ2(βc).
La susceptibilite´ est la de´rive´e seconde de l’e´nergie libre statique du syste`me donc la
transition de phase statique qu’on observe est de deuxie`me ordre.
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6.2.2 Phases dynamiques
On analyse dans cette section la dynamique du syste`me dans l’espace des histoires
dans chacune des phases statiques β < βc et β > βc. En particulier on montre, en
calculant l’e´nergie libre dynamique du syste`me, que dans la phase ordonne´e a` β > βc
une transition dynamique a lieu a` s = 0. Pour le montrer on e´value dans la suite les
quantite´s χ(s) et χ¯(s) dans les deux re´gimes de tempe´rature qu’on a distingue´s dans
la section pre´ce´dente.
Dans ce qui suit on simplifie la notation en posant :
x(s) = 4uχ(s) (6.43)
y(s) = −2(s− 8uχ¯(s)) . (6.44)
On remarque que y(s) > 0 quand s < 0, et donc la condition (6.34), qui se traduit
en (x(s) − 2β)2 + y(s) > 0, est toujours ve´rifie´e pour s < 0. Cela fait que la phase
a` basse tempe´rature ne soit ordonne´e que si s ≥ 0. Pour s < 0 aucun mode n’est
macroscopiquement peuple´ et le syste`me se trouve une phase de´sordonne´e“non triviale”,
de´crite dans la suite de cette section.
Phase paramagne´tique
Dans la phase a` haute tempe´rature β < βc, les e´tats-s pour lesquels le syste`me est
de´sordonne´, i.e. la dynamique du syste`me est active, sont ceux qui correspondent a`
s < sc(β) ou` sc(β) est la quantite´ positive solution de l’e´quation
(x(sc)− 2β)2 + y(sc) = 0 . (6.45)
Pour s < sc(β) les susceptibilite´s s’obtiennent en re´solvant les e´quations (6.35, 6.36).
Le proble`me est qu’on ne peut effectuer analytiquement les inte´grales sur le de´sordre
en (6.35, 6.36), on re´sout donc ces e´quations pour s→ 0+ et on obtient :
x(s→ 0+) = 4u√
4u− β2 + s
u
2(2u− β2)√4u− β2 (6.46)
y(s→ 0+) = −2s 2u− β
2
(4u− β2) . (6.47)
On ve´rifie facilement que cette solution satisfait bien la condition (x(s)−2β)2+y(s) >
0 pour s petit. Quand le tempe´rature s’approche de la tempe´rature critique, β → β−c ,
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la de´rive´e de la susceptibilite´, ou de fac¸on e´quivalente, dx/ds diverge. Cela signale la
pre´sence d’une transition de phase de deuxie`me ordre vers une phase ordonne´e. On
peut montrer que cette transition vers la phase ordonne´e survient a` une tempe´rature
supe´rieur pour s > 0. En effet au point critique l’e´quation (6.45) nous donne une
solution sc(βc) > 0. Pour calculer cette solution autour de s = 0, ou β = βc, on re´sout
l’e´quation (6.45) en utilisant les solutions (6.46, 6.47), et on voit que
lim
β→βc
sc(β) = O((βc − β)3) . (6.48)
Pour avoir l’expression de sc(β) on de´veloppe les inte´grales (6.35), (6.36) en puis-
sances de s pour s≪ 1 et s/(βc−β)3 fixe´, d’ou`, en tenant compte de l’e´quation (6.45)
on obtient :
sc(β) =
2π2
3βc
(βc − β)3 pour β → β−c . (6.49)
Phase ordonne´e
On conside`re le domaine de tempe´rature dans lequel le syste`me est ordonne´ en
prenant β > βc =
√
2u et s > 0.
On re´crit les e´quations (6.32, 6.33) en fonction des nouvelles variables :
x(s) =
1
N
∑
µ
4u√
(x− βJµ)2 + y
(6.50)
y(s) + 2s = 8u
(
1
N
∑
µ
(x− βJµ)√
(x− βJµ)2 + y
− 1
)
. (6.51)
Le terme correspondant au mode peuple´ macroscopiquement va dominer ces sommes.
Pour s = 0 on a impose´ x(0) = 2β +O(1/N) ; on impose donc que pour s petit
x(s) = 2β + x0(s) +
1
N
x1(s) +O(N−2) , (6.52)
y(s) = y0(s) +
1
N
y1(s) +O(N−2) , (6.53)
et que ces quantite´s soient telles que (x(s) − 2β)2 + y(s) = O(1/N2). En explicitant
cette condition on a :
(x0(s))
2 + y0(s) = 0 (6.54)
2x0(s)x1(s) + y1(s) = 0 (6.55)
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qui, avec les e´quations (6.50, 6.51), de´terminent de fac¸on univoque nos quatre inconnues
x0(s), y0(s), x1(s) et y1(s). Il nous reste a` isoler le terme divergent dans les e´quations
(6.50,6.51) et faire tendre N →∞ dans le reste de la somme. L’e´quation (6.50) donne
a` l’ordre dominant :
x0(s) + 2β
4u
=
1√
x21 + 2x0x2 + y2
+
1
β
+
+
∫
dJµρ(Jµ)
[
1√
β2(2− Jµ)2 + 2βx0(2− Jµ)
− 1
β(2− Jµ)
]
(6.56)
ou` on a soustrait dans l’inte´grale la partie singulie`re en s = 0 pour que l’inte´grale
converge. On rajoute cette partie hors inte´grale, ce qui donne le 1/β.
On s’inte´resse a` l’inte´grale en (6.56) : on change de variable en posant β(2− Jµ) =
z x0(s), ce qui donne :
∫ 4β
x0
0
dz
2π
x0
β
√
z x0
β
(
4− z x0
β
)(
1√
z2x20 + 2z x
2
0
− 1
z x0
)
=
√
x0
β2
(√
x0
2
− 2
√
2β
π
− x0
3π
√
2
β
)
. (6.57)
En gardant seulement les termes d’ordre dominant quand s→ 0 on a donc :
x0(s)
4u
+
β2 − 2u
2uβ
− 1√
x21 + 2x0x2 + y2
=
x0
2β2
− 2
√
2x0
πβ3/2
+O(x3/20 ) . (6.58)
En proce´dant de la meˆme fac¸on pour l’e´quation (6.51) on a une deuxie`me e´quation :
1√
x21 + 2x0x2 + y2
= −x0
8u
+
s
4ux0
− 2
√
2x0
3πβ3/2
+O(x3/20 ) . (6.59)
En ne gardant que les termes O(x1/20 ) on trouve enfin :
s
4x0
− 8
√
2x0
3πβ3/2
=
β2 − 2u
2uβ
(6.60)
ce qui donne :
x0(s) =
β
2(β2 − 2u)s−
8uβ
√
2
3π(β2 − 2u)5/2s
3
2 (6.61)
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Donc les quantite´s x(s) et y(s) sont donne´es a` l’ordre dominant en 1/N , en tenant
compte de l’e´quation (6.54), par :
x(s) =2β +
β
2(β2 − 2u)s−
8uβ
√
2
3π(β2 − 2u)5/2s
3
2 + o(s
3
2 ) +O( 1
N
) (6.62)
y(s) =− β
2
4(β2 − 2u)2s
2 + o(s2) +O( 1
N
) (6.63)
On remarque que la solution y(s) < 0 assure que (x(s) − 2β)2 + y(s) = o(s3). Ces
quantite´s divergent pour s fini et β → β+c .
Phase paramagne´tique non-triviale
On prend maintenant s < 0 mais on reste dans la phase a` basse tempe´rature. Le
syste`me se trouve dans une phase de´sordonne´e puisque
(x(s)− 2β)2 + y(s) > 0 . (6.64)
Cette phase de´sordonne´e est ne´anmoins non-triviale et signale la pre´sence d’une tran-
sition de phase dynamique a` s = 0 pour β > βc. Pour le montrer on cherche la solution
des e´quations (6.35,6.36), dont on reprend les inte´grales :
I1(x, y) =
∫
dJµρ(Jµ)
1√
(x− βJµ)2 + y
. (6.65)
I2(x, y) =
∫
dJµρ(Jµ)
(x− βJµ)√
(x− βJµ)2 + y
. (6.66)
Pour effectuer l’inte´gration sur le de´sordre on change l’e´chelle de nos parame`tres selon :
x→ x′ = 2− x
β
, y → y′ = y
β2
, (6.67)
et on change la variable d’inte´gration Jµ en zβ = Jµβ − x. On a donc :
I1(x
′, y′) =
∫ x′
−4+x′
dz
2πβ
√
4(x′ − z)− (x′ − z)2√
z2 + y′
(6.68)
I2(x
′, y′) =
∫ x′
−4+x′
dz
2π
−z√4(x′ − z)− (x′ − z)2√
z2 + y′
(6.69)
Puisque β > βc et s < 0, on a que x
′, y′ > 0. La limite pour s → 0 devient une
limite pour y′ → 0 mais si on prend la limite pour y′ → 0 en gardant x′ > 0 on a
108 CHAPITRE 6. MODE`LE A` P SPINS AVEC P = 2
I1(x
′, y′ → 0) → ∞. Donc re´sout les e´quations (6.68, 6.69) dans la limite x′2 ≪ 1 et
y′/x′2 ≪ 1.
On commence par e´valuer la limite de l’inte´grale (6.68) en la se´parant en trois
parties :
βI1(x
′, y′) =
∫ x′
−x′
dz
2π
√
x′(4− x′)√
y′ + z2
(6.70)
+
∫ x′
−x′
dz
2π
√
4(x′ − z)− (x′ − z)2 −√x′(4− x′)√
z2 + y′
(6.71)
+
∫ −x′
x′−4
dz
2π
√
4(x′ − z)− (x′ − z)2√
z2 + y′
. (6.72)
La premie`re inte´grale s’effectue facilement et donne
√
x′/π ln (4x′2/y′)+O(√x′). Dans
les deuxie`me et troisie`me parties on peut prendre d’abord la limite pour y′ → 0 de
l’inte´grant puis inte´grer, ce qui donne O(√x′) pour la deuxie`me ligne et 1 + O(√x′)
pour la troisie`me. On a donc l’expression suivante pour la limite y′ ≪ x′2 ≪ 1 de
l’e´quation (6.68) :
βI1(x
′, y′) = π−1
√
x′ ln (4x′
2
/y′) + 1 +O(
√
x′) . (6.73)
On e´value maintenant la limite pour (y′/x′2) → 0 de l’expression (6.69). On utilise
la me´thode pre´ce´dente en se´parant l’inte´grale en deux parties comme il suit :
I2(x
′, y′)− 1 =
∫ x′
−x′
dz
2π
√
4(x′ − z)− (x′ − z)2
(
−z√
z2 + y
− 1
)
(6.74)
+
∫ −x′
x′−4
dz
2π
√
4(x′ − z)− (x′ − z)2
(
−z√
z2 + y
− 1
)
.
Dans la premie`re inte´grale on introduit w = z/x′ et σ = y′/x′2, d’ou` il vient :
(x′)3/2
∫ 1
−1
dw
2π
( −w
σ + w2
− 1
)√
4(1− w)− x′(1− w)2) . (6.75)
La limite pour (y′/x′2)→ 0 de cette quantite´ peut eˆtre e´value´e directement en prenant
l’inte´grant en σ = x′ = 0, d’ou` on a −4(x′)3/2/(3π)[1 +O(√x′)].
Pour le deuxie`me terme en (6.74), on de´veloppe l’inte´grant en puissances de σ =
y′/x′2. Le terme d’ordre dominant s’annule et le deuxie`me terme est d’ordre O(y′/√x′),
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ce qui est d’ordre infe´rieur aux termes d’ordre O((x′)3/2). On arrive donc a` l’expression
pour (6.69) :
I2(x
′, y′) = 1− 4(x
′)3/2
3π
. (6.76)
En utilisant les expressions (6.73, 6.76) on arrive a` une e´quation auto-cohe´rente pour
x′(s) :
β2
4u
(2− x′) = 1 +
√
x′
π
ln
4x′2
y′
+O(y′/
√
x′) +O(
√
x′) . (6.77)
L’ordre qui va dominer l’expression x(s) = β[2−x′(s)] pour y′/x′2 → 0 est donne´ par :
x(s) = β
(
2− π
2
4u2
(β2 − 2u)2
ln2 (1/y′(s))
)
. (6.78)
En remplac¸ant dans l’e´quation (6.76) l’expression pour x′ on a une e´quation pour χ¯(s)
χ¯(s) = − π
2
12u3
(β2 − 2u)3
ln3 (1/y′(s))
. (6.79)
Vu que y′ ≪ (x′)2 et que χ¯(s) ∼ (x′)3/2 on a que pour s→ 0, χ¯≫ y′. Cela signifie, en
conside´rant l’expression y′ = −2(s − 8uχ¯)/β2, qu’a` petit s on a s ≃ 8uχ¯ + o(1). Cela
simplifie les expressions pour χ(s) et χ¯ qui deviennent :
χ(s) =
β
2u
[
1−
(
3π
16u
) 2
3
(−s) 23
]
(6.80)
χ¯(s) =
s
8u
(6.81)
pour s < 0 et β > βc. Donc pour s = 0 on retrouve les re´sultats obtenus dans la phase
ordonne´e χ¯ = 0 et χ = β/(2u).
6.2.3 Transition de phase dynamique
De l’analyse pre´ce´dente on obtient donc une susceptibilite´ pour T < Tc qui montre
une singularite´ en s = 0. L’espression de χ(s) change lors du passage par ce point
critique, mais χ(s→ 0+) = χ(s→ 0−). La susceptibilite´ est donc continue sur la ligne
s = 0 pour β > βc, mais sa de´rive´e premie`re subit une discontinuite´.
Vu que la susceptibilite´ est proportionnelle a` la de´rive´e premie`re de la fonction de
grandes de´viations (voir e´quation (6.9)), la transition dynamique est du second ordre.
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s
Phase ordonne´e Phase ordonne´e
Phase paramagne´tique Phase paramagne´tique non-triviale
ββc

Fig. 6.1 – Le diagramme des phases pour le mode`le a` p = 2 spins. L’origine des axes
est mise en β = βc et s = 0. Pour β < βc la transition entre histoires actives et inactives
advient a` un s = sc 6= 0, dont l’expression pour s ≃ 0 est donne´e en (6.45), tandis que
pour β < βc la transition a lieu a` s = 0.
En figure 6.1 on repre´sente le diagramme des phases du syste`me. La transition de
phase statique entre la phase de´sordonne´e et la phase ordonne´e a` proprie´te´s vitreuses
se retrouve sur l’axe s = 0. Les phases indique´es sur le diagramme sont les phases
dynamiques que le syste`me suit dans l’espace des histoires. Pour β > βc la transition
a lieu sur l’axe s = 0 : si s < 0 on est dans une phase de´sordonne´e, appele´e phase
paramagne´tique non-triviale ou` la susceptibilite´ est donne´e par l’e´quation (6.80), tandis
que si s > 0 on est dans une phase ordonne´e, ferromagne´tique, ou` la susceptibilite´
est donne´e par l’e´quation (6.62). Pour β < βc la ligne de transition est donne´e par
l’e´quation (6.49), qui est trace´e en figure ; au dessous de cette ligne le syste`me est dans
sa phase de´sordonne´e, ou` la susceptibilite´ est donne´e par l’e´quation (6.46), par contre
pour s > sc(β) l’expression (6.46) n’est plus valable, et le syste`me s’ordonne a` nouveau.
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Il y a donc une transition dynamique pour un s finie aussi pour β < βc.
6.3 Formulation en termes d’un ope´rateur hermi-
tien
On ouvre une parenthe`se pour montrer qu’en traduisant la moyenne sur les histoires
en une e´volution d’e´tats quantiques a` travers un ope´rateur hermitien on arrive, a` partir
de l’hamiltonien (6.4), a` e´crire une action S diffe´rente de la (6.24), mais qui donne les
meˆmes moyennes d’observables physiques. En particulier on arrive au re´sultat obtenu
pre´ce´demment pour la susceptibilite´ dans l’e´tat-s du syste`me.
On veut calculer
Zs =
∫
DφPK(φ, s, t) = 〈e−sK〉 ∼ etψK(s) (6.82)
ou` φ est l’ensemble des N valeur des spins φ = {φ0, . . . , φN}, et ψK(s) est la plus
grande valeur propre de l’ope´rateur d’e´volution WK .
En me´canique quantique l’amplitude de probabilite´ de trouver le syste`me dans un
e´tat φ au temps t, est la projection de cet e´tat final sur l’e´tat fondamental du syste`me,
c’est a` dire :
〈φ|e−
R t
0 Hˆsym|0〉〈0|in〉 (6.83)
ou` |in〉 est l’e´tat initial du syste`me, |0〉 son e´tat fondamental et l’ope´rateur d’e´volution
Hˆsym est l’ope´rateur hamiltonien syme´trise´ selon :
Hˆsym = e
H
2 Hˆe
−H
2 , (6.84)
ou` H est donne´ en (6.4) et
Hˆ =
∑
µ
p2µ
2m
+H . (6.85)
On adopte dore´navant la convention 2m = ~ = 1 qui donne des moments pµ = φ˙µ.
En calculant la probabilite´ (6.83) on va avoir l’exponentielle de la plus grande valeur
propre de l’ope´rateur d’e´volution, qui va nous donner ψK(s).
En explicitant l’e´quation (6.84) on trouve que l’ope´rateur d’e´volution est :
Hˆsym = −
∑
µ
δ2
δφ2µ
+ Ueff ou` Ueff =
∑
µ
1
4
(
δ(βH)
δφµ
)2
− 1
2
δ2(βH)
δφ2µ
. (6.86)
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En traduisant l’e´volution temporelle des spins en une inte´grale de chemin on arrive
(voir par exemple [114] pour une de´monstration explicite) a` l’expression suivante pour
la fonction de partition donne´e en (6.82) :
Zs =
∫
Dφ exp−
∑
µ
∫ t
0
dt′
[
1
4
(
∂φµ
∂t′
)2
+ Ueff(t
′)− s
2
φ2µ
]
(6.87)
ou` le potentiel actif est donne´ a` l’ordre dominant en N par :
Ueff(t) =
1
4
∑
µ
[
(4uX(t)− βJu)2φ2µ − 2uβφ2µ
]
, (6.88)
et ou` la quantite´ X(t) est la susceptibilite´ non-moyenne´e de´finie en (6.16). On est en
tout cas oblige´ d’augmenter les degre´s de liberte´ de notre syste`me en introduisant une
autre quantite´ fluctuante :
Y (t) =
1
4N
∑
µ
(4uX(t)− βJµ)2φ2µ . (6.89)
On conside`re les quantite´s X(t) et Y (t) comme constantes par rapport au champ φ a`
l’aide de multiplicateurs de Lagrange λ et λ′, ce qui donne :
Z =
∫
N2
dλdλ′
(2πi)2
dXdYDφ exp
[
−N
∫ t
0
dt′(λ(t′)X(t′) + λ′(t′)Y (t′))+
−
∑
µ
∫ t
0
dt′
[
1
4
(
∂φµ
∂t′
)2
− 1
4
∑
µ
[
(4uX − βJu)2φ2µ
]− s
2
φ2µ ++2uβφ
2
µ
− (λ(t′)φ2µ(t′) + λ′(t′)(4uX(t′)− βJµ)2φ2µ(t′)/4)
]]
. (6.90)
Vu que les quantite´s X(t) et Y (t) sont des constantes dans les champs, on peut effectuer
l’inte´grale gaussienne sur les champs φ. Par ailleurs, on veut e´valuer cette fonction en
utilisant la me´thode du col. On remplace donc les valeurs fluctuantes par leurs valeurs
moyenne´es
χ(s) =
1
N
∑
µ
〈φ2µ〉s (6.91)
ξ(s) =
1
4N
∑
µ
〈(4uχ(s)− βJµ)2φ2µ〉s , (6.92)
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qu’on va e´valuer a` t = 0 puisqu’elle sont moyenne´es dans l’e´tat-s stationnaire. On e´crit
donc la fonction de partition sous la forme :
Z =
∫
dλdλ′
(2πi)2
dχdξ exp (−NtF(λ, λ′, χ, ξ)) (6.93)
avec
F = λχ+λ′ξ−1
2
(s−4uβ)χ−ξ− 1
2N
∑
µ
∫
dω
2π
ln
(
ω2
2
+ 2λ+
λ′
2
(4uχ− βJµ)2
)
(6.94)
ou` l’on a effectue´ un passage en transforme´e de Fourier pour pouvoir inte´grer sur les
variables de spin φµ. On normalise la fonction de partition par la constante (infinie)
exp(−(t/2) ∫ ln(ω2/2)), ce qui donne :
F = λχ+ λ′ξ − 1
2
(s− 4uβ)χ− ξ − 1
2N
∑
µ
√
4λ+ λ′(4uχ− βJµ)2 . (6.95)
On e´value enfin Z a` travers la me´thode du col : en de´rivant l’e´quation (6.95) par
rapport aux quatre variables en jeu on obtient :
λ′ = 1 , (6.96)
λ =
1
2
(s− 4uβ)− 1
2N
∑
µ
4u(4uχ− βJµ)√
4λ+ λ′(4uχ− βJµ)2
, (6.97)
χ =
1
N
∑
µ
1√
4λ+ λ′(4uχ− βJµ)2
, (6.98)
ξ =
1
2N
∑
µ
(4uχ− βJµ)2√
4λ+ λ′(4uχ− βJµ)2
. (6.99)
En posant 4λ = −2(s − 8uχ¯) on arrive a` une paire d’e´quations identiques aux
e´quations (6.32, 6.33) pour la susceptibilite´ et sa partie complexe.
On a montre´ donc que pour traite´ ce proble`me on peut faire recours a` deux formu-
lations diffe´rentes.
6.4 Discussion des re´sultats
On a e´tudie´ ce mode`le a` p-spins mous avec p = 2 en calculant la susceptivite´ dy-
namique dans les diffe´rentes phases de la dynamique du syste`me et on a trouve´ une
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transition de phase dynamique de second ordre en s = 0 dans la phase a` basse tempe´-
rature. Ceci est en accord avec les re´sultats obtenus en applicant le formalisme ther-
modynamique des histoires au mode`le d’Ising en champ moyen, ou` comme dans notre
mode`le une transition de phase statique de second ordre a lieu entre une phase ordon-
ne´e et une phase de´sordonne´e, et une transition dynamique a lieu dans la phase a` basse
tempe´rature [80]. Cette transition dynamique semble donc une fois de plus caracte´riser
la dynamique vitreuse de la phase a` basse tempe´rature de notre mode`le.
La diffe´rence principale avec tous les mode`les e´tudie´s pre´ce´demment a` travers ce
formalisme est qu’ici la transition dynamique trouve´e est du second et non du premier
ordre. Il faut souligner a` ce propos que le mode`le a` p = 2-spins n’a pas toutes les
proprie´te´s vitreuses classiques qu’ont par exemple les mode`les a` p-spin avec p ≥ 3 (voir
[88, 69]). Le fait que la transition dynamique soit de deuxie`me ordre pourrait refle´ter
le fait que le se´paration spatio-temporelle entre diffe´rentes re´gions du syste`me n’est
pas si nette que dans les mode`les conside´re´s jusqu’ici dans cette the`se. Pour ve´rifier
cette hypothe`se on pourrait calculer la longueur de corre´lation, de´finie par 〈|φk|2〉s, ou`
φk est la transforme´e de Fourier spatiale du champ φµ, dans chaque phase dynamique
du syste`me. Ceci a e´te´ fait en [111] pour une version en dimension finie du mode`le
ferromagne´tique de´crit en Appendice A, ou` pour β > βc une longueur de corre´lation
qui diverge dans la phase ordonne´e mais pas dans la phase paramagne´tique non-triviale
a e´te´ identifie´e. Ce travail reste a` faire dans le cas du mode`le de´sordonne´.
De meˆme la transition a` s 6= 0 dans la phase a` haute tempe´rature n’a pas d’inter-
pre´tation imme´diate : le seul e´tat physique du syste`me, ou` la dynamique non-biaise´e
a lieu, est l’e´tat a` s = 0, donc si une transition dynamique advient en s = 0 on peut
l’associer a` une coexistence entre plusieurs re´gimes dynamiques explicite´e, a` l’occasion,
par un caracte`re dynamiquement he´te´roge`ne du syste`me. Si par contre la transition a
lieu a` un s 6= 0 pour tout N , on ne peut rien dire sur son interpre´tation physique.
En appendice A on reporte l’analyse de la version non-de´sordonne´e de ce mode`le,
on discute ses proprie´te´s vitreuses et de´crit le diagramme des phases dynamiques du
mode`le.
Conclusion
La ligne directrice de cette the`se a e´te´ de montrer qu’une dynamique de vitreuse est
le reflet d’une discontinuite´ entre deux types de re´alisations temporelles dans l’espace
des configurations que le syste`me peut suivre. Ces re´alisations temporelles sont connues
a` travers l’application du formalisme thermodynamique des histoires de Ruelle adapte´
aux dynamiques markoviennes en temps continu. En particulier pendant ces trois ans
mon travail a e´te´ d’e´valuer, nume´riquement et analytiquement, la fonction de grandes
de´viations ψK(s) des syste`mes e´tudie´s par rapport a` l’activite´ K des histoires suivies.
Dans le cas des mode`les cine´tiquement contraints la fonction de grande de´viation
a e´te´ e´value´e nume´riquement via des simulations de dynamique dans l’espace des his-
toires. Les re´sultats nume´riques en taille finie ont comple´te´ des re´sultats analytiques
existant en champ moyen, en confirmant l’hypothe`se faite que l’he´te´roge´ne´ite´ dyna-
mique des mode`les KCM est le reflet d’une transition dynamique de premier ordre
dans l’espace des re´alisations temporelles que le syste`me a pu suivre.
Ensuite le passage aux mode`les de verres avec de´sordre gele´ a montre´ que ces affir-
mations sont bien fonde´es : en e´tudiant le mode`le de pie`ges a` dynamique dirige´e et la
phase a` basse tempe´rature du mode`le a` e´nergies ale´atoires on a prouve´, a` travers une
de´monstration heuristique et la re´solution nume´rique d’e´quations aux valeurs propres,
que la fonction de grandes de´viations, ou e´nergie libre du syste`me, pre´sente une discon-
tinuite´ de premier ordre la` ou` la dynamique du syste`me est vitreuse. On a remarque´ que
les caracte´ristiques dynamiques de´pendent de la statistique des extreˆmes du de´sordre
utilise´e : pour un mode`le a` e´nergies ale´atoires dont la statistique du de´sordre donne
une dynamique non-vitreuse, on a montre´ que la transition de phase dynamique n’est
pas pre´sente.
L’e´tude du mode`le a` p = 2-spin a repre´sente´ une difficulte´ majeure pour plusieurs
raisons. D’abord le formalisme thermodynamique des histoires tel qu’il a e´te´ applique´
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aux chaˆınes de Markov ne peut eˆtre utilise´ dans ce cas. Les variables e´tant continues,
le calcul de la fonction de grandes de´viations passe par une formulation proche de la
the´orie des champs, et ne peut se limiter a` e´valuer la plus grande valeur propre d’un
ope´rateur, comme il a e´te´ fait pour les KCMs et le mode`le de pie`ges et a` e´nergies
ale´atoires. Deuxie`mement la transition n’e´tant pas de premier ordre, l’interpre´tation
en termes d’he´te´roge´ne´ite´s dynamiques n’est pas si imme´diate. Tout de meˆme on a
re´ussi a` prover que cette transition a lieu a` s = 0 seulement dans la phase ordonne´e, a`
dynamique ralentie, de ce mode`le.
Donc pour re´sumer on a e´tabli en e´tudiant l’e´nergie libre dynamique de plusieurs
mode`les de verres que la` ou` la dynamique est vitreuse, que ce soit a` cause de la basse
tempe´rature, du type de de´sordre, ou d’une contrainte cine´tique, une transition de
phase dynamique a lieu a` s = 0, c’est a` dire que la dynamique physique du syste`me,
non biaise´e par le parame`tre s, se trouve en un point de coexistence entre deux re´gimes
dynamiques diffe´rents : le re´gime a` s < 0 ou` la dynamique est active, et celui a` s >
0 ou la dynamique est inactive. On a montre´ dans chaque cas que quand la cause
du ralentissement dynamique disparaˆıt, i.e. quand le syste`me n’est plus vitreux, la
transition de phase dynamique disparaˆıt aussi.
6.5 Perspectives
On donne dans ce paragraphe quelques voies a` explorer.
– Le formalisme thermodynamique des histoires devrait pouvoir s’adapter aux phe´-
nome`nes de´crits par des mode`les de syste`mes quantiques. Les transitions de phase
quantiques, ou la de´cohe´rence qui caracte´risent certains de ces syste`mes, pour-
raient eˆtre, a` notre avis, encore une fois une conse´quence d’une discontinuite´ dans
l’espace des histoires suivies par le syste`me.
– La me´thode de simulation de la dynamique dans l’espace des histoires, de´crite en
section 4.2.1 pourrait eˆtre adapte´e aux simulations de dynamique mole´culaire qui
n’ont pas pour base une me´thode Monte-Carlo, pour que la liaison entre les he´-
te´roge´ne´ite´s dynamiques par exemple d’une solution de collo¨ıdes et la dynamique
dans l’espace des histoires puisse eˆtre explore´e en de´tails.
– L’adaptation du formalisme de De Dominicis et al a` l’e´tude de la dynamique dans
l’espace des histoires faite dans la section 6.1 ouvre la porte a` l’e´tude de tous les
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mode`les de´sordonne´s qui pre´sentent des proprie´te´s vitreuses et qui sont e´tudie´s en
ge´ne´ral a` travers la me´thode des re´pliques.
– L’e´tude de l’e´nergie libre dynamique, quantite´ centrale de ce travail, pourrait don-
ner d’autres informations sur les caracte´ristiques dynamiques des syste`mes hors
l’e´quilibre, de´passant la liaison e´tablie entre une discontinuite´ de cette fonction et
une dynamique vitreuse. Cette fonction est un instrument puissant d’e´tude des
phe´nome`nes hors l’e´quilibre et me´rite plus d’attention.
– Dans le cadre des phe´nome`nes vitreux, une liaison pre´cise entre le vieillissement
d’un syste`me vitreux et la dynamique dans l’espace des histoires du syste`me reste
encore a` e´tablir, ansi que la caracte´risation physique de l’ordre des transitions
dynamiques.
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Annexe A
Mode`le Ferromagne´tique
On s’inte´resse dans cette section a` la version sans de´sordre de notre mode`le a` p = 2
spins mous avec une matrice de couplage constante. La dynamique de ce mode`le est
de´termine´e par l’Hamiltonien
βH = −βJ
2N
∑
i,j
σiσj +
u
N
∑
i,j
σ2i σ
2
j , (A.1)
invariant sous transformations du groupe des ope´rateurs de rotation O(N). Il s’agit
donc d’un cas particulier du mode`le O(N) en dimension d quelconque et potentiel non-
line´aire introduit en [85] et e´tudie´ dans plusieurs articles (voir par exemple [27] et [26]).
Ce mode`le repre´sente un syste`me qui, refroidi au dec¸a` d’une tempe´rature critique Tc,
pre´sente une croissance de domaines avec fluctations non-triviales [26] et commence
a` viellir. Il a e´te´ montre´ que ce mode`le n’a pas les meˆme syme´tries qu’un mode`le de
verres [26], mais sa dynamique dans la phase ordonne´e a des points en commun avec
un mode`le a` p = 2 spins [36].
En utilisant les meˆmes techniques utilise´es pour le mode`le a` p = 2 spins dans le
chapitre 6, on calcule pour ce mode`le la fonction de grandes de´viations, ou e´nergie
libre dynamique, par rapport a` l’observable K = −1
2
∑
µ φ
2
µ, on analyse le diagramme
des phases dynamiques du syste`me, et discute l’interpre´tation des re´sultats.
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A.1 Application du formalisme thermodynamique
des histoires
On proce`de comme en section 6.1 en appliquant a` ce mode`le le formalisme de De
Dominicis et al [34]. On impose que les spins obe´issent a` l’e´quation de Langevin :
∂tσi = −δ(βH)
δσi
+ξi(t) avec 〈ξi(t)ξj(t′)〉 = 2δijδ(t−t′) et 〈ξi(t)〉 = 0 , (A.2)
a` travers laquelle la fonction de partition du syste`me s’e´crit :
Z =
∫
DσDσ¯ exp(−
∫
dt
∑
i
σ¯i(∂tσi +
δ(βH)
δσi
− σ¯i)) . (A.3)
On diagonalise la matrice des couplages Jij : cette matrice a tous les e´le´ments e´gaux a`
J/N , donc elle a N−1 valeurs propres nulles et une e´gale a` J . On effectue une rotation
des spins σi =
∑
γ Γiγφγ, ou` Γ est la matrice orthogonale qui diagonalise Jij. On force
la dynamique a` explorer les e´tats-s correspondant a` l’activite´ K = −1
2
∑
µ φ
2
µ, et donc
la fonction de partition Zs = 〈e−sK〉 devient :
Z =
∫
DφDφ¯ exp(−
∫
dt
∑
µ
(φ¯µ(∂tφµ − βJφµδµ,N+4u
N
∑
ν
φ2νφµ−φ¯µ))−
s
2
φ2µ) . (A.4)
En suivant la de´marche de la section 6.1.1 on de´finit les quantite´s stationnaires :
χ(s) =
1
N
∑
µ
〈φ2µ〉s , (A.5)
χ¯(s) =
1
N
∑
µ
〈φµφ¯µ〉s , (A.6)
en termes desquelles la fonction de partition devient
Z = e8uN
R
χ¯χ
∫
DφDφ¯e−Ss/
∫
DφDφ¯e−S0 , (A.7)
avec Ss donne´e par
Ss =
∫ ∑
µ
[
φ¯µ(∂t + 4uχ− βJδµ,N)φµ − φ¯2µ −
(s
2
− 4uχ¯
)
φ2µ)
]
. (A.8)
A.2. DIAGRAMME DES PHASES 121
A.2 Diagramme des phases
Dans cette section on analyse les diagrammes des phases statiques et dynamiques
de notre syste`me en utilisant comme parame`tre d’ordre la susceptibilite´ dans l’e´tat-s.
Les e´quations pour la valeur stationnaire de χ¯ et χ sont obtenues de fac¸on auto-
consistente en e´valuant les moyennes des quantite´s (A.5, A.5) a` travers l’action donne´e
en (A.8). En e´crivant les champs en termes de leurs transforme´es de Fourier, on calcule
les moyennes de φµ(ω)φµ(−ω) et φµ(ω)φ¯µ(−ω), d’ou` on obtient les valeurs stationnaires
de la susceptibilite´ et de sa partie complexe :
χ =
1√
(4uχ)2 − 2(s− 8uχ¯) +
1
N
1√
(4uχ− Jβ)2 − 2(s− 8uχ¯) (A.9)
χ¯ =− 1
2
+
4uχ
2
√
(4uχ)2 − 2(s− 8uχ¯) −
1
2N
+
4uχ− Jβ
2N
√
(4uχ− Jβ)2 − 2(s− 8uχ¯) (A.10)
Pour pouvoir passer a` la limite pour N →∞ de ces e´quations il faut que la condition :
(4uχ− βJ)2 − 2(s− 8uχ¯) > 0 (A.11)
soit satisfaite pour tout s. Comme dans le cas du p-spin la condition (A.11) correspond
a` la condition pour laquelle le syste`me est dans une phase de´sordonne´e. Le syste`me
se trouve dans une phase ordonne´e quand le mode µ = N correspondant a` la valeur
propre non-nulle de la matrice de couplage se peuple macroscopiquement, et son poids
statistique est dominant dans la fonction de partition. La condition (A.11) devient dans
ce cas
(4uχ− βJ)2 − 2(s− 8uχ¯) = O( 1
N2
) . (A.12)
Ici aussi, dans le cas ou` s < 0 la condition (A.11) est toujours ve´rifie´e, donc une
phase paramagne´tique non-triviale est pre´sente aussi dans ce mode`le.
A.2.1 Phases statiques
Les e´quations (A.9, A.10) pour s = 0 donnent :
χ =
1
4uχ
+
1
N(4uχ− βJ) et χ¯ = 0 (A.13)
avec la condition 4uχ(s = 0)− Jβ > 0.
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Si cette condition est ve´rifie´e on trouve
χ =
1√
4u
. (A.14)
La transition d’une phase a` l’autre a donc lieu a` βc =
√
4u/J .
Si β > βc on doit conside´rer l’ordre N de l’e´q. (A.13) en choisissant
χ =
βJ
4u
+
ǫ
N
, (A.15)
qui, inse´re´ en (A.13) donne :
χ(β > βc) =
β√
4uβc
+
β
NJ(β2 − β2c )
. (A.16)
Dans la limite thermodynamique la susceptibilite´ est donc continue au point critique.
En taille finie la susceptibilite´ diverge au point critique.
A.2.2 Transition de phase dynamique
On analyse la dynamique dans l’e´tat-s du syste`me dans les deux re´gimes de tempe´-
rature.
Dans la phase de´sordonne´e a` β < βc on impose que s < sc(β) ou` sc(β) est la solution
de l’e´quation (4uχ(sc)− Jβ)2 − 2(sc − 8u ¯χ(sc)) = 0.
Tant que s < sc(β) les susceptibilite´s χ et χ¯ sont la solution de la limite pour N
grand des e´quations (A.9, A.10) :
χ(s) =
1√
(4uχ(s))2 − 2(s− 8uχ¯(s)) (A.17)
χ¯(s) =
2uχ(s)√
(4uχ(s))2 − 2(s− 8uχ¯(s)) −
1
2
. (A.18)
On trouve :
χ(s) =
√
s+ 4u+
√
s2 + 8us+ 64u2
4u
√
3
(A.19)
χ¯(s) =
s− 8u+√s2 + 8us+ 64u2
24u
(A.20)
qui satisfait la condition (4uχ(s))2 − 2(s− 8uχ¯(s)) > 0.
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Dans la phase ferromagne´tique on doit imposer que :
(4uχ(s)− Jβ)2 − 2(s− 8u ¯χ(s)) = O( 1
N2
) (A.21)
ce qui fait que le terme correspondant au mode µ = J n’est plus d’ordre O(1/N) dans
les e´quations (A.9, A.10).
On pose :
χ(s) = χ0(s) +
ǫ(s)
N
(A.22)
χ¯(s) = χ¯0(s) +
ǫ¯(s)
N
(A.23)
ou` χ0(s) et χ¯0(s) satisfont (4uχ0(s)− Jβ)2 − 2(s− 8uχ¯0(s)) = 0.
En imposant que les termes d’ordre O(1/√N) dans les e´q.s (A.9, A.10) disparaissent
on a la contrainte :
ǫ¯(s) =
1
2
(Jβ − 4uχ0(s))ǫ(s) . (A.24)
En re´solvant le syste`me d’e´quations dans la limite pour s≪ 1 on obtient
χ0(s) =
Jβ
4u
+ s
Jβ
4u(4u− J2β2) + s
2 Jβ(4u+ J
2β2)
8u(4u− J2β2)3 (A.25)
χ¯0(s) = s
1
8u
− s2 J
2β2
16u(4u− J2β2)2 (A.26)
ǫ(s) =
Jβ
J2β2 − 4u + s
Jβ(J2β2 + 4u)
(J2β2 − 4u)3 + s
2J
3β3(12uJ2β2)
(J2β2 − 4u)5 (A.27)
ǫ¯(s) = s
J2β2
2(J2β2 − 4u)2 + s
2 3J
2β2(J2β2 + 4u)
4(J2β2 − 4u)4 . (A.28)
On ve´rifie que cette solution satisfait (4uχ0(s) − Jβ)2 − 2(s − 8uχ¯0(s)) = O(s3). En
taille finie ou a` s fini ces quantite´s divergent lorsque β → β+c .
Pour s < 0 la condition (A.11) est toujours ve´rifie´e. Le calcul de la susceptibilite´
dans cette phase se re´duit donc au calcul dans la phase paramagne´tique qui donne
les expressions (A.19), (A.20). Ce calcul est en effet inde´pendant de la tempe´rature, a`
diffe´rence du calcul de la susceptibilite´ dans la phase paramagne´tique non-triviale du
p = 2-spin.
La fonction de grandes de´viations de ce syste`me est facilement e´crite en inte´grant
sur les variables de champ la fonction de partition donne´e en e´q. (A.7), ce qui donne :
lim
N→∞
ψK(s)
N
=
1
2
(4uχ(s)−
√
(4uχ(s))2 − 2(s− 8uχ¯(s))) + 8uχ(s)χ¯(s) . (A.29)
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Cette quantite´ satisfait la relation donne´e en (6.9) entre la susceptibilite´ et la de´rive´e
de la fonction de partition.
En de´veloppant l’expression (A.19) autour de s = 0 on trouve que :
χ(s) =
1√
4u
+
1
32u
√
u
s , (A.30)
ce qui montre que pour β > βc la susceptibilite´, et donc la de´rive´e premie`re de la
fonction de grandes de´viations subit une discontinuite´ en s = 0, et une transition de
phase dynamique a lieu. En particulier :
lim
s→0+
χ(β > βc) > lim
s→0−
χ(β > βc) (A.31)
ce qui prouve que dans la phase inactive a` s < 0 la solution qui maximise la fonction
de grandes de´viations est bien la solution ordonne´e e´crite en (A.25), tandis que dans
la phase active a` s < 0 la susceptibilite´ ne de´pend pas de la tempe´rature, et se trouve
eˆtre la (A.19).
Le diagramme des phases de ce mode`le est en tout point e´quivalent au diagramme
du p = 2-spin repre´sente´ en figure 6.1, sauf que la transition qui a lieu a` s = 0 pour
β > βc est de premier ordre.
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