In this paper we will reconsider the topological structure of Menger probabilistic normed spaces (briefly PN-spaces) under the t-norm M. We will prove that this topology is compatible with the topology induced by a countable and separating family of semi-norms, and hence the well-known theorems of classical functional analysis (such as the principle of uniform boundedness, open mapping and closed graph theorems) are valid in this context also. We will meanwhile obtain a method by which one may construct easily a large class of PN-spaces. Finally, using this method, we see that a certain subspace of bounded linear operators between PN-spaces, i.e. the class of strongly bounded linear operators, has a natural PN structure.
Introduction
The notion of a probabilistic metric space was first introduced by K. Menger in [5] . In this theory, the concept of the distance between two points has a probabilistic nature, i.e., it is exhibited by distribution functions. This theory was extended later to probabilistic normed linear spaces bySerstnev [8] and generalized by several other authors (see [1, 2] ). In this paper, we will consider a Menger probabilistic normed space under the t-norm M, and will obtain some results on its derived topology. In Section 3, we introduce the notion of strongly bounded linear opera-tors between these spaces, and will see that there is a natural probabilistic norm on the class of such operators.
We first recall some notations and the definition of a probabilistic normed space according to those of [7] and [1] . By a distribution function (briefly a d.f.) we mean a non-decreasing function The space Δ is partially ordered, using the usual point-wise ordering of functions. In this case, 0 will be the maximal element of Δ + .
There is also defined a metric, d L (the modified Levy metric), on Δ. The convergence with respect to this metric is equivalent to the weak convergence of d.f.'s, i.e., for a sequence (F n ) n∈N and F in Δ, F n d L
−→ F if and only if F n (t) → F (t) for all t ∈ R where F is continuous.
A triangle function is a mapping τ : Δ + × Δ + → Δ + that is commutative, associative, nondecreasing in each variable and with 0 as identity. By the continuity of such a function we mean the uniform continuity with respect to the natural product topology on Δ + × Δ + . Typical continuous triangle functions are
and
where T is a continuous t-norm, i.e. a continuous binary operation on the interval [0, 1] that is associative, commutative, non-decreasing in each variable and has 1 as identity; and T * is a continuous t-conorm, by which we mean a continuous binary operation on [0, 1] which is related to a continuous t-norm through
for all x and y in X, and λ ∈ [0, 1].
If τ = τ T and τ * = τ T * , for some continuous t-norm T with the corresponding t-conorm T * , then the PN-space (X, ν, τ T , τ T * ) is called a Menger PN-space.
A PN-space is called aSerstnev space if it satisfies (N1) and (N3) and the following condition
, ∀α ∈ R − {0} and ∀t 0, which clearly implies (N2), and also (N4) (with τ * = τ M ) in a strengthened form, i.e.,
for every λ ∈ [0, 1] (see [1] ).
In this paper, we will consider those PN-spaces for which τ = τ M = τ * (which are clearly Serstnev, as well as Menger PN-spaces also), and will denote such spaces simply by the pair (X, ν).
There is a natural topology on a PN-space (X, ν, τ, τ * ), called the strong topology, which is defined by the system of neighborhoods
where p ∈ X and r > 0.
In the next section, we will show that in the case of a PN-space (X, ν), this topology is locally convex. We will also obtain a sufficient condition under which we may impose a probabilistic norm on a linear space.
Local convexity of strong topology
Let D be the set of all non-decreasing and left continuous functions defined on the interval (0, 1), and D + the subset consisting of all non-negative f ∈ D. For F ∈ Δ, define F : (0, 1) → R by
We have the following lemma whose proof is found in [7] . 
G(t − h) F (t) G(t + h)
for all t ∈ R and all h > 0. Thus, if t ∈ R is a point of continuity of G, then F (t) = G(t). The same argument holds for the points of continuity of F . Now suppose t ∈ R is a point where F and G are both discontinuous. Choose an increasing sequence (t n ) n∈N of common points of continuity of F and G such that t n → t. The left continuity of F and G leads to the desired conclusion. 2 Lemma 2.3. For F and G in Δ + , we have
Proof. See [7] . 2 Definition 2.4. For F in Δ + and a non-negative α ∈ R, the multiplication of α and F , denoted by M α F , is defined by
It is easily seen that:
Lemma 2.5. For F in Δ + and a non-negative α ∈ R, we have
Let (X, ν) be a PN-space. The map X → D + given through the composition of the maps
will be denoted by . , and for x ∈ X, the value of x at ω ∈ (0, 1), simply by x ω , i.e.
The proof of the following theorem is easily obtained, using the definition of a PN-space, Lemmas 2.1, 2.3 and 2.5. 
Remark 2.7.
Note that all assertions of Theorem 2.6 are to be understood point-wise. Thus for every ω ∈ (0, 1), the map . ω : X → R is a semi-norm on X. Moreover the family of semi-norms { . ω ; ω ∈ (0, 1)} separates X i.e., if x ω = 0 for all ω ∈ (0, 1), then x = 0 (see also [6] for an equivalent definition of a separating family).
The following proposition, which in a sense may be considered as a converse of Theorem 2.6, introduces a simple way of constructing PN-spaces. We recall that for a non-decreasing function
Clearly l − f is non-decreasing and left continuous. We also denote the Lebesgue measure on (0, 1) by m. 
Then, there exists a unique map ν : X → Δ + , defined by
such that (X, ν) is a PN-space. Moreover,
for all x ∈ X and ω ∈ (0, 1).
It is easily seen that ν x is non-decreasing with ν x (t) = 0 for t 0 and lim t→+∞ ν x (t) = 1. Thus, in order to have ν x ∈ Δ + , it suffices to show that it is left continuous. But this is obtained, using the properties of a measure and the fact that, by (i), the set {ω ∈ (0, 1) | p(x, ω) < t} is an interval, and hence Lebesgue measurable, for all x ∈ X and t ∈ R. We now prove that (X, ν) is a PN-space. First, suppose that ν x = 0 for some x ∈ X. Then m{ω ∈ (0, 1) | p(x, ω) < t} = ν x (t) = 1 for all t > 0, hence p(x, ω) = 0 for all ω ∈ (0, 1). The separability assumption implies x = 0.
For x and y in X and the real t > 0, suppose
and hence ω ν x+y (t). Thus
which is (N3).
The equality ν αx = M |α| ν x follows directly from (5). This leads to (N2) and, according to [1] , (N4) also.
Finally, we prove (6). For ω ∈ (0, 1) and x ∈ X, suppose ν x (t ) < ω for some t ∈ R. Hence p(x, ω) t . Now using (4), we have
Thus, for ω 0 ∈ (0, 1), using the fact that x = (ν x ) is a left continuous function, we deduce
Conversely, for ε > 0 there exists ω ε < ω 0 such that
Hence, l − p(x, ω 0 ) − ε < x ω 0 for all ε > 0, which completes (6). The uniqueness of ν follows from Corollary 2.2. 2 Remark 2.9. Let (X, ν) be a PN-space, and p :
Then, by Theorem 2.6 and Remark 2.7, the map p satisfies all conditions of Proposition 2.8.
Since the inverse of the map :
(see [7] ) hence, in this case, the probabilistic norm given by (5), coincides with ν itself.
Using Proposition 2.8, we may construct many examples of PN-spaces. We may still generalize Example 2.11 to the product of a finite number of PN-spaces. The following corollary gives a simple way of constructing a probabilistic norm on the product space. We are now ready to state the main theorem of this section. We recall that the strong topology of a PN-space (X, ν) is metrisable (see [7] ). Proof. It is easily seen that the countable family of semi-norms {p(., ω) | ω ∈ (0, 1) ∩ Q} is separating on X. Hence, there exists a metrisable topology τ on X, which turns X into a locally convex space and such that for a sequence (x n ) n∈N in X, x n τ − → 0 if and only if p(x n , ω) → 0 for all ω ∈ (0, 1) ∩ Q (see [6] ). Now, in order to show that the two topologies are compatible it is enough to prove that for a sequence (x n ) n∈N in X, x n → 0 in the strong topology if and only if x n τ − → 0. First assume that x n → 0 in the strong topology, which is to say (ν x n ) n∈N converges weakly to 0 . Thus for t < 0, ν x n (t) → 0, and for t > 0, ν x n (t) → 1. To prove that p(x n , ω) → 0, choose ε > 0. For t 0 ∈ (0, ε) and ω 0 ∈ (0, 1) ∩ Q with ω < ω 0 , we have ω 0 < ν x n (t 0 ) for n large enough, which implies that t 0 is an upper bound of the interval {t ∈ R | ν x n (t) < ω 0 }. Hence, by Remark 2.9,
Conversely, suppose p(x n , ω) → 0 for all ω ∈ (0, 1) ∩ Q. Since ν x n ∈ Δ + , so ν x n (t) = 0 for all t 0. For t > 0 and ε > 0, if ω is chosen in (1 − ε, 1) ∩ Q, then the assumption p(x n , ω) → 0 yields the inequality p(x n , ω) < t for n large enough. Hence, by (5)
thus, ν x n converges weakly to 0 , which completes the proof. 2 Remark 2.14. Let (X, ν) be a PN-space.
(i) If, under the strong topology, X is complete also, then according to Theorem 2.13, it will be a Fréchet space (see [6] ). Thus, all the known classical theorems of functional analysis, such as Open Mapping and Closed Graph Theorems, or the principle of uniform boundedness, may be reformulated in this context also. (ii) Let p : X × (0, 1) → [0, +∞) be given by (7) . Then, by Remark 2.7 and Theorem 2.13, the family
where B X,ω (x 0 ; r) is given by {x ∈ X, x − x 0 ω < r}, forms a local basis for the strong topology. Moreover, a subset E of X is bounded if and only if the map p(., ω) : X → [0, +∞) is bounded on E, for every ω ∈ (0, 1) (see [6] ). This property will specifically be used in the next section.
Bounded linear operators on PN-spaces
In this section, we first give an equivalent condition for a linear operator between two PNspaces to be bounded. Then, we will introduce the class of strongly bounded linear operators. We will see that, this later space may be equipped with a probabilistic norm, and hence turns out to be itself a PN-space.
Let X and Y be two PN-spaces. We remind that, for topological vector spaces X and Y , a linear operator T : X → Y is called bounded if T (E) is bounded (in Y ) whenever E is a bounded subset of X. Metrisability of the PN-spaces implies that T is bounded if and only if T is continuous (see [6] ). As usual, the set of all bounded linear operators from X to Y is denoted by  B(X, Y ) .
In what follows let J := {(ω, ω ) | ω, ω ∈ (0, 1)} ⊂ R 2 .
Definition 3.1. Let X and Y be two PN-spaces. For a linear operator T : X → Y and a pair (ω, ω ) ∈ J , the norm T (ω,ω ) is defined by
where B X,ω := {x ∈ X | x ω 1}.
One of the most important features of the norm defined above, is illustrated in the following lemma.
Lemma 3.2. For a pair
for all x ∈ X.
,ω for all r > 0. But then, according to Definition 3.1, r T x ω T (ω,ω ) or T x ω 1 r T (ω,ω ) . Now, tending r to infinity, we obtain T x ω = 0. Hence, (9) is satisfied. If, on the other hand, x ω = 0, then since
∈ B X,ω , the result follows once more, using (8). 
if F is not identically zero), then T ∈ B(X, Y ).
We now introduce an important subspace of B(X, Y ). The converse follows directly from Definition 3.5, using the fact that, for ω ∈ (0, 1), the set B X,ω is a probably bounded subset of X. 2 
. Hence, B X,ω is bounded in X for all ω ∈ (0, 1). Thus 
satisfies all conditions of Proposition 2.8. Thus, there exists a unique probabilistic norm
Proof. The proof of the first part is straight forward and hence omitted. For the second part, let T ∈ B s (X, Y ) and ω 1 < ω 2 . Since B X,1−ω 1 ⊆ B X,1−ω 2 and T x ω 1 T x ω 2 , we have 
Different notions of boundedness
Notions of bounded and strongly bounded operators, discussed in Section 3, have also been introduced by some other authors, but in a different sense. To be clear, in [3] and [4] , these notions are defined in the general context of probabilistic normed spaces (Definition 1.1). In this section, we recall these definitions in the context of a PN-space (X, ν), and partially compare them with those of ours. (ii) E is perhaps bounded, if E is bounded (in the topological vector space (X, ν) ) and, for every t ∈ (0, +∞), there exist x ∈ E and ω ∈ (0, 1), such that x ω t.
As it is apparent from this lemma, the class of D-bounded subsets of X is included in that of bounded subsets of X. Now, according to Definition 4.1, different kinds of boundedness are also defined for linear operators (see [3, 4] ). (Using the notations of this article, T : X → Y is strongly bounded (in the above sense) if and only if there exists k > 0 such that T x ω k x ω , for all x ∈ X and ω ∈ (0, 1).) Thus, it is clear that these notions of boundedness (for operators, as well as subsets of a PNspace), introduced in the above mentioned references, are in fact different from similar notions defined in our article, though there exist some intersections. These differences are natural, since there are various ways of extending a subject, and various points of view.
