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Abstract
Performing statistical inference in high-dimensional models is an outstanding challenge. A ma-
jor source of difficulty is the absence of precise information on the distribution of high-dimensional
regularized estimators.
Here, we consider linear regression in the high-dimensional regime p  n and the Lasso
estimator. In this context, we would like to perform inference on a high-dimensional parameters
vector θ∗ ∈ Rp. Important progress has been achieved in computing confidence intervals and
p-values for single coordinates θ∗i , i ∈ {1, . . . , p}. A key role in these new inferential methods is
played by a certain debiased (or de-sparsified) estimator θ̂d that is constructed from the Lasso
estimator. Earlier work establishes that, under suitable assumptions on the design matrix, the
coordinates of θ̂d are asymptotically Gaussian provided the true parameters vector θ∗ is s0-sparse
with s0 = o(
√
n/ log p).
The condition s0 = o(
√
n/ log p) is considerably stronger than the one required for consistent
estimation, namely s0 = o(n/ log p). In this paper, we consider Gaussian designs with known
or unknown population covariance. When the covariance is known, we prove that the debiased
estimator is asymptotically Gaussian under the nearly optimal condition s0 = o(n/(log p)
2). Note
that earlier work was limited to s0 = o(
√
n/ log p) even for perfectly known covariance.
The same conclusion holds if the population covariance is unknown but can be estimated
sufficiently well, e.g. under the same sparsity conditions on the inverse covariance as assumed
by earlier work. For intermediate regimes, we describe the trade-off between sparsity in the
coefficients θ∗, and sparsity in the inverse covariance of the design. We further discuss several other
applications of our results to high-dimensional inference. In particular, we propose a thresholded
Lasso estimator that is minimax optimal up to a factor 1 + on(1) for i.i.d. Gaussian designs.
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1 Introduction
1.1 Background
Consider random design model where we are given n i.i.d. pairs (y1, x1), (y2, x2), · · · , (yn, xn) with
yi ∈ R, and xi ∈ Rp. The response variable yi is a linear function of xi, contaminated by noise wi
independent of xi
yi = 〈θ∗, xi〉+ wi , wi ∼ N(0, σ2) . (1)
Here θ∗ ∈ Rp is a vector of parameters to be estimated and 〈 · , · 〉 is the standard scalar product.
In matrix form, letting y = (y1, . . . , yn)
T and denoting by X the matrix with rows xT1 ,· · · , xTn we
have
y = X θ∗ + w , w ∼ N(0, σ2In×n) . (2)
We are interested in the high-dimensional regime wherein the number of parameters p exceeds
the sample size n. Over the last 20 years, impressive progress has been made in developing and
understanding highly effective estimators in this regime [CT07, BRT09, BvdG11]. A prominent
approach is the Lasso [Tib96, CD95] defined through the following convex optimization problem
θ̂Lasso(y,X;λ) ≡ arg max
θ∈Rp
{
1
2n
‖y −Xθ‖22 + λ‖θ‖1
}
. (3)
(We will omit the arguments of θ̂Lasso(y,X;λ) whenever clear from the context.)
A far less understood question is how to perform statistical inference in the high-dimensional
setting, for instance computing confidence intervals and p-values for quantities of interest. Progress
in this direction was achieved only over the last couple of years. In particular, several papers
[Bu¨h13, ZZ14, JM14b, VdGBRD14, JM14a] develop methods to compute confidence intervals for
single coordinates of the parameters vector θ∗. More precisely, these methods compute intervals
Ji(α) depending on y,X, of nearly minimal size, with the coverage guarantee
P
(
θ∗i ∈ Ji(α)
) ≥ 1− α− on(1) . (4)
The on(1) term is explicitly characterized, and vanishes along sequence of instances of increasing
dimensions under suitable condition on the design matrix X.
The fundamental idea developed in [ZZ14, JM14b, VdGBRD14, JM14a] is to construct a debiased
(or de-sparsified) estimator that takes the form
θ̂d = θ̂Lasso +
1
n
MXT(y −Xθ̂Lasso) , (5)
where M ∈ Rp×p is a matrix that is a function of X, but not of y. While the construction of M
varies across different papers, the basic intuition is that M should be a good estimate of the precision
matrix Ω = Σ−1, where Σ = E{x1xT1 } is the population covariance.
Assume θ∗ is s0-sparse, i.e. it has only s0 non-zero entries. The key result that allows the
construction of confidence intervals in [ZZ14, VdGBRD14, JM14a] is the following (holding under
suitable conditions on the design matrix). If M is ‘sufficiently close’ to Ω, and the sparsity level is
s0 
√
n
log p
, (6)
2
then θ̂di is approximately Gaussian with mean θ
∗
i and variance of order σ
2/n.
The condition (6) comes as a surprise, and is somewhat disappointing. Indeed, consistent estima-
tion using –for instance– the Lasso can be achieved under the much weaker condition s0  n/ log p.
More specifically, in this regime, with high probability [CT07, ZH08, BRT09, YZ10, BvdG11]
∥∥θ̂Lasso − θ∗‖22 ≤ Cs0σ2n log p . (7)
This naturally leads to the following question:
Does the debiased estimator have a Gaussian limit under the weaker condition s0 
n/ log p?
Let us emphasize that the key technical challenge here does not lie in the fact that M is not a
good estimate of the precision matrix Ω. Of course, if M is not close to Ω, then θ̂d will not have a
Gaussian limit. However earlier proofs [ZZ14, VdGBRD14, JM14a] cannot establish the Gaussian
limit for s0 &
√
n/ log p, even if Ω is known and we set M = Ω. Even the idealized case where the
columns of X are known to be independent and identically distributed (i.e. Ω = I) is only understood
in the asymptotic limit s0, n, p→∞ with s0/p, n/p having constant limits in (0, 1) [JM14b].
In order to describe the challenge, let us set M = Ω, and recall the common step of the proofs in
[ZZ14, VdGBRD14, JM14a]. Using the definitions (2), (5), we get
√
n(θ̂d − θ∗) = √n(θ̂Lasso − θ∗) + 1√
n
ΩXT(Xθ∗ + w −Xθ̂Lasso)
=
1√
n
ΩXTw +
√
n(ΩΣ̂− I)(θ∗ − θ̂Lasso) ,
(8)
where Σ̂ = XTX/n ∈ Rp×p is the empirical design covariance. Since w ∼ N(0, σ2In), it is easy
to see that vector ΩXTw/
√
n has Gaussian entries of variance of order one. In order for θ̂d to be
approximately Gaussian, we need the second term (which can be interpreted as a bias) to vanish.
Earlier papers [ZZ14, VdGBRD14, JM14a] address this by a simple `1-`∞ bound. Namely (denoting
by |Q|∞ the maximum absolute value of any entry of matrix Q):∥∥∥√n(ΩΣ̂− I)(θ∗ − θ̂Lasso)∥∥∥
∞
≤ √n|ΩΣ̂− I|∞‖θ∗ − θ̂Lasso‖1
≤ √n× C
√
log p
n
× Cs0σ
√
log p
n
≤ C2σs0 log p√
n
,
(9)
where the bound |ΩΣ̂− I|∞ ≤ C
√
(log p)/n follows from standard concentration arguments, and the
bound on ‖θ∗ − θ̂Lasso‖1 is order-optimal and is proved, for instance, in [BRT09, BvdG11].
This simple argument implies that the debiased estimator is approximately Gaussian if the upper
bound in Eq. (9) is negligible, i.e. if s0 = o(
√
n/ log p). We see therefore that this requirement is
not imposed as to control the error in estimating Ω. It instead follows from the simple `1-`∞ bound
even if Ω is known.
3
1.2 Main results
The above exposition should clarify that the `1 − `∞ bound is quite conservative. Considering the
i-th entry in the bias vector bias = (ΩΣ̂ − I)(θ∗ − θ̂Lasso), the `1-`∞ bound controls it as |biasi| ≤
‖(ΩΣ̂− I)i,·‖∞‖θ∗− θ̂Lasso‖1. This bound would be accurate only if the signs of the entries (θ∗j − θ̂Lassoj )
were aligned to the signs (ΩΣ̂ − I)i,j , j ∈ {1, . . . , p}. While intuitively this is quite unlikely, it is
difficult to formalize this intuition; Note that in a random design setting, the terms (ΩΣ̂− I)i,· and
θ∗ − θ̂Lasso are highly dependent: θ̂Lasso is a deterministic function of the random pair (X,w), while
(ΩΣ̂− I) = (ΩXXT/n− I) is a function of X.
Our main result overcomes this technical hurdle via a careful analysis of such dependencies. We
follow a leave-one-out proof technique. Roughly speaking, in order to understand the distribution of
the i-th coordinate of the debiased estimator θ̂di , we consider a modified problem in which column i
is removed from the design matrix X. We then study the consequences of adding back this column,
and bound the effect of this perturbation. An outline of this proof strategy is provided in Section
6.1.
We state below a simplified version of our main result, referring to Theorem 3.8 below for a full
statement, including technical conditions.
Theorem 1.1 (Known covariance). Consider the linear model (2) where X has independent Gaus-
sian rows, with zero mean and covariance Σ = Ω−1. Assume that Σ satisfies the technical con-
ditions stated in Theorem 3.8. Define the debiased estimator θ̂d via Eq. (5) with M = Ω and
θ̂Lasso = θ̂Lasso(y,X;λ) with λ = 8σ
√
(log p)/n.
If n, p→∞ with s0 = o(n/(log p)2), then we have
√
n(θ̂d − θ∗) = Z + oP (1) , Z|X ∼ N(0, σ2ΩΣ̂Ω) . (10)
Here oP (1) is a (random) vector satisfying ‖oP (1)‖∞ → 0 in probability as n, p → ∞, and Z|X ∼
N(0, σ2ΩΣ̂Ω) means that the conditional distribution of Z given X is centered Gaussian, with the
stated covariance.
Remark 1.2. The more complete statement of this result, Theorem 3.8 provides explicit non-
asymptotic bounds on the error term oP (1), In particular ‖oP (1)‖∞ turns out to be of order√
s0/n (log p) with probability converging to one as n, p→∞.
Theorem 1.1 raises an important question: Does the Gaussian limit hold even if M is an imperfect
estimate of Ω?
If the precision matrix Ω is sufficiently structured, then it can be reliably estimated from the
design matrix X. Both [ZZ14] and [VdGBRD14] assume that Ω is sparse, and use the node-wise
Lasso to construct an estimate Ω̂ [MB06]. They then set M = Ω̂.
We followed the same procedure and hence generalized Theorem 1.1 to the setting of unknown,
sparse precision matrix. We state here a simplified version of this result, deferring to Theorem 3.13
for a more technical statement including non-asymptotic probability bounds.
Theorem 1.3 (Unknown covariance). Consider the linear model (2) where X has independent Gaus-
sian rows with precision matrix Ω, satisfying the technical conditions of Theorem 1.1 (stated in Theo-
rem 3.8). Define the debiased estimator θ̂d via Eq. (5) with θ̂Lasso = θ̂Lasso(y,X;λ), λ = 8σ
√
(log p)/n,
and M = Ω̂ computed through node-wise Lasso (see Section 3.3).
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Let sΩ the maximum number of non-zero entries in any row of Ω. If n, p → ∞ with s0 =
o(n/(log p)2) and min(sΩ, s0) = o(
√
n/ log p), then we have
√
n(θ̂d − θ∗) = Z + oP (1) , Z|X ∼ N(0, σ2ΩΣ̂Ω) , (11)
where oP (1) is a (random) vector satisfying ‖oP (1)‖∞ → 0 in probability as n, p→∞.
Remark 1.4. As mentioned above, this version of the debiased estimator can be constructed entirely
from data. The only unspecified steps are the choice of the regularization parameter λ, and the
estimation of the noise level σ. These can be addressed as in [ZZ14, VdGBRD14, JM14a] without
changes in the sparsity condition : we will further discuss these points below.
Remark 1.5. The sparsity condition min(s0, sΩ) = o(
√
n/ log p) nicely illustrates the practical
improvement implied by our more refined analysis. If the sparsity of the precision matrix is larger
than the sparsity of θ∗, we recover the condition s0 = o(
√
n/ log p) which is assumed in the results
of [ZZ14, VdGBRD14]. (Note that [JM14a] obtain the same condition without sparsity assumption
on Ω.) In this regime, our improved analysis does not bring any advantage, since the bottleneck is
due to the inaccurate estimation of Ω.
On the other hand, if the precision matrix is sparser, we obtain a much weaker condition on the
coefficients θ∗. In particular, if sΩ = o(
√
n/ log p), then the condition on s0 is relaxed into a nearly
optimal condition s0 = o(n/(log p)
2).
It is instructive to compare this with the past progress in sparse estimation and compressed
sensing. In that context, earlier work based on incoherence conditions [DH01, DET06] implied
accurate reconstruction from a number of random samples scaling quadratically in the number of non-
zero coefficients. Subsequent progress was based on the restricted isometry property [CRT06, CT07],
and established accurate reconstruction from a linear number of measurements.
1.3 Extensions and applications
Sample splitting. An alternative approach to avoid the `1-`∞ bound in Eq. (9) is to modify the
definition of debiased estimator in Eq. (5), using sample-splitting. Roughly speaking, we can split
the same in two batches of size n/2. One batch is then used to estimate θ̂Lasso and the other batch
for y and X appearing in Eq. (5) (and possibly for computing M).
Appendix H discusses in greater detail this method. This approach is subject to variations due
to the random splitting, and does not make use of part of half of the response variables. While it
provides a viable alternative, it is not the focus of the present work.
Confidence intervals. Theorem 1.3 (and its formal version, Theorem 3.13) allows the construction
of confidence intervals using the same general procedure as in [ZZ14, VdGBRD14, JM14a]. Namely,
we construct the debiasing matrix M from the design matrix X, and an estimate σ̂ of the noise
variance. Then, for a significance level α ∈ (0, 1), we form the following confidence interval for
parameter θi:
Ji(α) ≡ [θ̂di − δ(α, n), θ̂di + δ(α, n)] (12)
δ(α, n) ≡ Φ−1(1− α/2) σ̂√
n
(M Σ̂MT)
1/2
i,i , (13)
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where Φ(x) ≡ ∫ x−∞ e−t2/2dt/√2pi is the Gaussian distribution. Section 3.3 presents a formal analysis
of this procedure. A straightforward generalization also allows to compute p-values for the null
hypothesis H0,i : θ
∗
i = 0.
Noise level and regularization. The construction of the confidence interval Ji(α) in Eqs. (12),
(13) requires a suitable choice of the regularization parameter λ, and an estimate of the noise level
σ̂. The same difficulty was present in [ZZ14, VdGBRD14, JM14a]. The approaches used there (for
instance, using the scaled Lasso [SZ12]) can be followed in the present case as well. Under the
assumptions of Theorem 1.1, the same proofs of [JM14a] show that the additional error due to the
choice of λ and σ̂ are negligible.
Semi-supervised learning. In some applications, the precision matrix Ω can be estimated more
accurately thanks to additional information. For instance, in semi-supervised learning, the statisti-
cian is given additional samples x1, x2, . . . , xN ∈ Rp with the same distribution as the {xi}1≤i≤n. For
these ‘unlabeled’ samples, the response variable is unknown. There are indeed many applications
in which acquiring the response variable is much more challenging than capturing the covariates
[CSZ06], and therefore N  n or even N  p. In this setting, we can estimate Ω more accurately
from {xi}1≤i≤N , then use this estimate to construct M .
Non-Gaussian designs. We expect that generalization of Theorem 1.1 and Theorem 1.3 should
hold for a broad class of random designs with independent sub-Gaussian rows, although new proof
ideas are required. The main technical challenge in extending the present approach is to generalize the
leave-one-out construction. As discussed in Section 6.1, when studying the effect of modifying column
i, we need to account for dependencies between columns. For Gaussian designs, these dependencies
are fully captured by the design covariance Σ.
Note that the Gaussian assumption holds in the context of estimating Gaussian graphical models.
This is itself a broad topic that attracted significant interest, since the seminal work of [MB06]. Re-
markably, recent contributions have shown the utility of debiasing methods in this context [JvdG+15b,
CRZZ15, JvdG15a].
1.4 Organization and contributions
The rest of the paper presents the following contributions:
1. Section 3. We state formally our Gaussian limit theorems, and use them to construct valid
confidence intervals, of nearly optimal size. In particular, our results subsume (and improve)
all previously known results on the debiased estimator for Gaussian designs.
2. Section 4. We establish a minimax lower bound on the `∞ norm of the non-Gaussian component
in θ̂d. This implies that our Gaussian limit theorems cannot be substantially improved.
3. Section 5. Apart from the construction of confidence intervals, our Gaussian limit theorems
have several fundamental implications. We discuss a a few examples, that we consider partic-
ularly interesting. In particular, we construct a thresholded Lasso estimator that is minimax
optimal up to a factor (1 + on(1)) (an alternative approach to the same problem was recently
proposed in [SC15]).
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Section 2 discusses relations with earlier work in this area. Outlines of the proofs of the main theorems
are given in Section 6 and Section 7 with most of the technical work deferred to appendices.
2 Related work
A parallel line of research develops methods for performing valid inference after a low-dimensional
model is selected for fitting high-dimensional data [LTTT14, FST14, TLTT14, CHS15]. The re-
sulting significance statements are typically conditional on the selected model. In contrast, here we
are interested in classical (unconditional) significance statements: the two approaches are broadly
complementary.
The focus of the present paper is assessing statistical significance, such as confidence intervals,
for single coordinates in the parameters vector θ∗ and more generally for small groups of coordinates.
Other inference tasks are also interesting and challenging in high-dimension, and were the object of
recent investigations [BEM13, BC+15, JBC15, JS15].
Sample splitting provides a general methodology for inference in high dimension [WR09, MB10].
As mentioned above, sample splitting can also be used to define a modified debiased estimator, see
Appendix H. However sample splitting techniques typically use only part of the data for inference,
and are therefore sub-optimal. Also, the result depend on the random split of the data.
A method for inference without assumptions on the design matrix was developed in [Mei14]. The
resulting confidence intervals are typically quite conservative.
The debiasing method was developed independently from several points of view [Bu¨h13, ZZ14,
JM14b, VdGBRD14, JM14a]. The present authors were motivated by the AMP analysis of the
Lasso [DMM09, BM11, BM12, BLM15], and by the Gaussian limits that this analysis implies. In
particular [JM14b] used those techniques to analyze standard Gaussian designs (i.e. the case Σ = I)
in the asymptotic limit n, p, s0 → ∞ with s0/p, n/p constant. In this limit, the debiased estimator
was proven to be asymptotically Gaussian provided s0 ≤ C n/ log(p/s0) (for a universal constant
C). This sparsity condition is even weaker than the one of Theorem 1.1 (or Theorem 3.8), but the
result of [JM14b] only holds asymptotically. Also [JM14b] proved Gaussian convergence in a weaker
sense than the one established here, implying coverage of the constructed confidence intervals only
‘on average’ over the coordinates i ∈ {1, . . . , p}.
A non-asymptotic result under weaker sparsity conditions, and for designs with dependent columns,
was proved in [JM13]. However, this only establishes gaussianity of θ̂di for most of the coordinates
i ∈ {1, . . . , p}. Here we prove a significantly stronger result holding uniformly over i ∈ {1, . . . , p}.
Most of the work on statistical inference in high-dimensional models has been focused so far on
linear regression. The debiasing method admits a natural extension to generalized linear models that
was analyzed in [VdGBRD14]. Robustness to model misspecification was studied in [BvdG+15]. An
R-package for inference in high-dimension that uses the node-wise Lasso is available [DBM+15]. An
R implementation of the method [JM14a] (which does not make sparsity assumptions on Ω) is also
available1.
1See http://web.stanford.edu/ montanar/sslasso/.
7
3 Main results: Gaussian limit theorems
3.1 General notations
We use ei to refer to the i-th standard basis element, e.g., e1 = (1, 0, . . . , 0). For a vector v,
supp(v) represents the positions of nonzero entries of v. Further, sign(v) is the vector with entries
sign(v)i = +1 if vi > 0, sign(v)i = −1 if vi < 0, and sign(v)i = 0 otherwise. For a matrix M ∈ Rn×p
and a set of indices J ⊆ [p] we use MJ to denote the submatrix formed by columns in J . Likewise,
for a vector θ and a subset S, θS is the restriction of θ to indices in S. For an integer p ≥ 1, we use
the notation [p] = {1, · · · , p} and the shorthand ∼ i for the set [p]\i. We write ‖v‖p for the standard
`p norm of a vector v, i.e., ‖v‖p = (
∑
i |vi|p)1/p and ‖v‖0 for the number of nonzero entries of v. For
a matrix A ∈ Rm×n, ‖A‖p denotes it `p operator norm; in particular, ‖A‖∞ = max1≤i≤m
∑n
j=1 |Aij |.
This is to be contrasted with the maximum absolute value of any entry of A that, as mentioned
above, we denote by |A|∞ ≡ maxi≤m,j≤n |Aij |. For a matrix A, we denote its maximum and minimum
singular values by σmax(A) and σmin(A), respectively. If A is symmetric, λmax(A) and λmin(A) are
its maximum and minimum eigenvalues. Finally, for two functions f(n) and g(n), the notation
f(n)  g(n) means that f ‘dominates’ g asymptotically, namely, for every fixed positive C, there
exists n(C) such that f(n) ≥ Cg(n) for n > n(C). We also use f(n) . g(n) to indicate that f is
‘bounded’ above by g asymptotically, i.e., f(n) ≤ Cg(n) for some positive constant C. The notations
f(n)  g(n) and f(n) = o(g(n)) are defined analogously, and we use oP ( · ) to indicate asymptotic
behavior in probability as the sample size n tends to infinity.
We will use c, C, . . . to denote generic constants that can vary from one position to the other of
the paper.
3.2 Preliminaries
This section includes some preliminary results that are repeatedly used in our proofs. We start by
some well-known results about the Lasso estimator. For the sake of simplicity, we will often use
θ̂ = θ̂(y,X;λ) instead of θ̂Lasso to denote the Lasso estimator.
We denote the rows of the design matrix X by x1, . . . , xn ∈ Rp and its columns by x˜1, . . . , x˜p ∈ Rn.
The empirical covariance of the design X is defined as Σ̂ ≡ (XTX)/n. The population covariance
will be denoted by Σ, and we let Ω ≡ Σ−1 be the precision matrix.
Definition 3.1. Given a symmetric matrix Σ̂ ∈ Rp×p and a set S ⊆ [p], the corresponding compat-
ibility constant is defined as
φ2(Σ̂, S) ≡ min
{ |S| 〈θ, Σ̂ θ〉
‖θS‖21
: θ ∈ Rp, ‖θSc‖1 ≤ 3‖θS‖1
}
. (14)
We say that Σ̂ ∈ Rp×p satisfies the compatibility condition for the set S ⊆ [p], with constant φ if
φ(Σ̂, S) ≥ φ. We say that it holds for the design matrix X, if it holds for Σ̂ = XTX/n.
It is also useful to recall some notation for the restricted eigenvalue condition, introduced by
Bickel, Ritov and Tsybakov [BRT09]. For an integer 0 < s0 < p and a positive number L, define
C(s0, L) ∈ Rp by the following cone constraints:
C(s0, L) ≡ {θ ∈ Rp : ∃S ⊆ [p], |S| = s0, ‖θSc‖1 ≤ L‖θS‖1} . (15)
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In high-dimension, the empirical covariance Σ̂ is singular. However, we can ask for non-singularity
of Σ̂ for vectors in C(s0, L). Rudelson and Zhou [RZ13] prove a reduction principle that bounds the
restricted eigenvalues of the empirical covariance in terms of those of the population covariance. We
will use their result specified to the case of Gaussian matrices.
Lemma 3.2 ([RZ13], Theorem 3.1). Suppose that σmin(Σ) > Cmin > 0 and σmax(Σ) < Cmax < ∞.
Let X ∈ Rn×p have independent rows drawn from N(0,Σ). Set 0 < δ < 1, 0 < s0 < p, and L > 0.
Define the following event
Bδ(n, s0, L) ≡
{
X ∈ Rn×p : (1− δ)
√
Cmin ≤ ‖Xv‖2√
n‖v‖2 ≤ (1 + δ)
√
Cmax , ∀v ∈ C(s0, L) s.t. v 6= 0
}
.(16)
Then, there exists a constant c1 = c1(L) such that, for sample size n ≥ c1s0 log(p/s0), we have
P(Bδ(n, s0, L)) ≥ 1− 2e−δ2n . (17)
Remark 3.3. Fix S ⊆ [p] with |S| = s0. Under the event Bδ(n, s0, 3), we have
φ2(Σ̂, S) ≥ min
θ∈C(s0,3)
s0〈θ, Σ̂θ〉
‖θS‖21
≥ min
θ∈C(s0,3)
〈θ, Σ̂θ〉
‖θS‖22
≥ (1− δ)2Cmin ,
where the second inequality follows from Cauchy-Schwartz inequality.
We next introduce the event
B˜(n, p) ≡
{
w ∈ Rn : 1
n
‖XTw‖∞ ≤ 2σ
√
log p
n
}
. (18)
On B˜(n, p) we can control the randomness due to the measurement noise. A well-known union bound
argument shows that B˜(n, p) has large probability (see, for instance, [BvdG11]).
Lemma 3.4 ([BvdG11], Lemma 6.2). Suppose that Σ̂ii ≤ 1 for i ∈ [p]. Then we have
P(B˜(n, p)) ≥ 1− 2p−1 .
The following Lemma states that the Lasso estimator is sparse. Its proof is given in Appendix A.
Lemma 3.5. Consider the Lasso selector θ̂ with λ = κσ
√
log p/n, for a constant κ ≥ 8. On the
event B ≡ B˜(n, p) ∩ Bδ(n, s0, 3), the following holds:
|Ŝ| < C∗s0 , (19)
with
C∗ ≡ 16Cmax
(1− δ)2Cmin . (20)
Our next Lemma states a property of Gaussian design matrices which will be used repeatedly in
our analysis. Its proof is very short and is given here for the reader’s convenience.
Lemma 3.6. Let vi = XΩei. Then vi and X∼i are independent.
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Proof. Define u = Ωei and fix j 6= i. Recall that x˜` denotes the `-th column of X. We write
vi =
∑p
`=1 x˜`u` and
E(vix˜Tj ) =
p∑
`=1
u`E(x˜`x˜Tj ) =
p∑
`=1
u`Σ`jIn×n =
p∑
`=1
Ω`iΣ`jIn×n = (ΩΣ)ijIn×n = 0 ,
where the last step holds since i 6= j. Since vi and x˜j are jointly Gaussian, this implies that they are
independent.
We finally introduce some parameters that are used in stating our main theorems. For an integer
k and an invertible matrix A ∈ Rp×p, we define ρ(A, k) as follows:
ρ(A, k) ≡ max
T⊆[p],|T |≤k
‖A−1T,T ‖∞ , (21)
where we adopt the convention A−1T,T = (AT,T )
−1 and recall that ‖ ·‖∞ denotes the `∞ operator norm
(maximum `1 norm of the rows). It is clear that ρ(A, k) is non-decreasing in k.
Lemma 3.7. For an invertible matrix A, we have
ρ(A, p) = ‖A−1‖∞ . (22)
Lemma 3.7 is proved in Appendix B. As a result of Lemma 3.7 and the non-decreasing property
of ρ(A, k), for any 1 ≤ k ≤ p we have
ρ(A, k) ≤ ρ(A, p) = ‖A−1‖∞ . (23)
Another bound on ρ(A, k) is as follows:
ρ(A, k) ≤ max
T⊆[p],|T |≤k
max
j∈[p]
√
k ‖A−1T,T ej‖2 ≤ max
T⊆[p],|T |≤k
√
k σmax(A
−1
T,T ) ≤
√
k
σmin(A)
. (24)
3.3 Statement of main theorems
In our first theorem, we assume that the precision matrix Ω ≡ Σ−1 is available and we set M = Ω. We
prove the corresponding debiased estimator is asymptotically unbiased provided that n s0(log p)2.
3.3.1 Known covariance
Theorem 3.8 (Known covariance). Consider the linear model (2) where X has independent Gaus-
sian rows, with zero mean and covariance Σ and θ∗ is s0-sparse. Suppose that Σ satisfies the following
conditions:
(i) For i ∈ [p], we have Σii ≤ 1.
(ii) We have σmin(Σ) > Cmin > 0 and σmax(Σ) < Cmax for some constants Cmin and Cmax.
(iii) Define C0 ≡ (32Cmax/Cmin) + 1. We have ρ(Σ, C0s0) ≤ ρ, for some constant ρ > 0.
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Let θ̂ be the Lasso estimator defined by (3) with λ = κσ
√
(log p)/n, for κ ∈ [8, κmax]. Further, let θ̂d
be defined as per equation (5), with M = Ω ≡ Σ−1. Then, there exist constants c, C depending solely
on Cmin, Cmax, and κmax, such that, for n ≥ max(25 log p, cs0 log(p/s0)) the following holds true:
√
n(θ̂d − θ∗) = Z +R , Z|X ∼ N(0, σ2ΩΣ̂Ω) , (25)
P
(
‖R‖∞ ≥ Cρσ
√
s0
n
log p
)
≤ 2pe−c∗n/s0 + pe−n/1000 + 8p−1 , (26)
with c∗ ≡ Cmin/16.
The proof of this theorem is presented in Section 6.
This theorem states that if the sample size satisfies n = Ω(s0 log p), then the maximum size of
the ‘bias’ Ri over i ∈ [p] is bounded by
‖R‖∞ = OP
(√s0
n
log p
)
.
On the other hand, each entry of the ‘noise term’ Zi has variance σ
2(ΩΣ̂Ω)ii. Applying Lemma 7.2
in [JM13], we have |ΩΣ̂Ω − Ω|∞ = oP (1) and thus mini∈[p](ΩΣ̂Ω)ii ≥ minii Ωii − oP (1) is of order
one because Ωii ≥ C−1max. Hence, |Ri| is much smaller than Zi for n s0(log p)2. We summarize this
observation in the remark below.
Remark 3.9. (Discussion of the assumptions on Σ.) Assumption (i) sets the normalization of the
design matrix. Assumptions (ii) on the eigenvalues of Σ is common in high-dimensional models.
Further, note that by Assumption (ii) and invoking Eq. (24), we have ρ(Σ, C0s0) ≤
√
C0s0/Cmin.
Using this bound for ρ in Eq. (26), we recover the bound ‖R‖∞ . s0 log p/
√
n which is established
in previous work [ZZ14, VdGBRD14, JM14a]. Note that this bound on the bias does not require
Assumption (iii) (namely, that ρ is a bounded constant). However, Theorem 3.8 asserts that, if ρ is
a constant (Assumption (iii)), we have a sharper bound on the bias, namely ‖R‖∞ .
√
s0/n log p.
A large family of covariance matrices satisfy conditions of Theorem 3.8. Examples include block
diagonal matrices where the size of blocks are bounded, and circulant matrices, where Σi,j = r
|i−j|,
for some r ∈ (0, 1).
Corollary 3.10. Under the assumptions of Theorem 3.8, if s0  n/(log p)2, then θ̂d is normal
distributed. More precisely, let σ̂ = σ̂(y,X) be an estimator of the noise level satisfying, for any
ε > 0,
lim
n→∞ supθ∗∈Rp; ‖θ0‖0≤s0
P
(∣∣∣ σ̂
σ
− 1
∣∣∣ ≥ ε) = 0 . (27)
If s0  n/(log p)2, then, for all x ∈ R, we have
lim
n→∞ supθ0∈Rp; ‖θ∗‖0≤s0
∣∣∣∣∣P
{√
n(θ̂di − θ∗i )
σ̂[ΩΣ̂ΩT]
1/2
i,i
≤ x
}
− Φ(x)
∣∣∣∣∣ = 0 . (28)
Armed with a precise distributional characterization of θ̂d, we can construct asymptotically valid
confidence intervals for each parameter θ0,i as per Eqs. (12), (13). Validity of the constructed con-
fidence intervals requires a consistent estimator of σ. There are several proposal for such estimator.
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A non-exhaustive list includes [FL01, FL08, SBvdG10, Zha10, SZ12, BC13, RTF13, Dic12, FSW09,
BEM13]. For concreteness, we use the the scaled Lasso [SZ12] given by
{θ̂, σ̂} ≡ arg min
θ∈Rp,σ>0
{ 1
2σn
‖Y −Xθ‖22 +
σ
2
+ λ¯‖θ‖1
}
. (29)
The following proposition shows that the scaled Lasso estimate σ̂ satisfies the consistency criterion
(27).
Lemma 3.11. Let σ̂ be the scaled Lasso estimator of the noise level, see Equation (29), with λ¯ =
10
√
(2 log p)/n. Then σ̂ satisfies Equation (27).
We refer to our earlier work [JM14a, Appendix C] for the proof of Lemma 3.11.
Furthermore, in the context of hypothesis testing, we can test the null hypothesis H0,i : θ0 = 0
versus the alternative HA,i : θ0,i 6= 0. We construct the two sided p-values
Pi = 2
(
1− Φ
( √n|θ̂di |
σ̂(ΩΣ̂ΩT)
1/2
i,i
))
. (30)
The decision rule follows immediately: we reject H0,i if Pi ≤ α.
Remark 3.12. It is worth noting that the sample splitting approach, discussed in Appendix H, does
not require Assumption (iii) in Theorem 3.8. However as pointed in the introduction, this approach
suffers from variability due to the random splitting and does not make use of half of the response
variables.
3.3.2 Unknown covariance
We next generalize our result to the case of unknown covariance, where following [ZZ14, VdGBRD14]
we construct the debiasing matrix M using node-wise Lasso on matrix X. For reader’s convenience,
we first describe this construction.
For i ∈ [p], we define the vector γˆi = (γˆi,j)j∈[p]\i ∈ Rp−1 by performing sparse regression of the
i-th column of X against all the other columns. Formally
γˆi(λ˜) = arg min
γ∈Rp
{ 1
2n
‖x˜i −X∼iγ‖22 + λ˜‖γ‖1
}
, (31)
where X∼i is the sub-matrix obtained by removing the i-th column (and columns indexed by [p] \ i).
Also define
Ĉ =

1 −γˆ1,2 · · · −γˆ1,p
−γˆ2,1 1 · · · −γˆ2,p
...
...
. . .
...
−γˆp,1 −γˆp,2 · · · 1
 , (32)
and let
T̂ 2 = diag(τˆ21 , . . . , τˆ
2
p ), τˆ
2
i =
1
n
(x˜i −X∼iγˆi)Tx˜i . (33)
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Finally, define M = M(λ˜) by
M = T̂−2Ĉ . (34)
Theorem 3.13 (Unknown covariance). Consider the linear model (2) where X has independent
Gaussian rows, with zero mean and covariance Σ. Suppose that Assumptions (i), (ii), (iii) in The-
orem 3.8 hold true for Σ. We further let sΩ be the maximum sparsity of the rows of Ω ≡ Σ−1,
i.e.
sΩ ≡ max
i∈[p]
|{j 6= i,Ωi,j 6= 0}| . (35)
Let θ̂ be the Lasso estimator defined by (3) with λ = κσ
√
(log p)/n, for κ ∈ [8, κmax] and let θ̂d be
debiased estimator with M given by (34) and λ˜ = K
√
log p/n (with K a suitably large universal
constant). Suppose that sΩ  n/(log p).
Then, there exist constants c, C depending solely on Cmin, Cmax, κmax such that, for n ≥ cs0 log p,
the following holds true:
√
n(θ̂d − θ∗) = Z +R , Z|X ∼ N(0, σ2M Σ̂MT) , (36)
‖R‖∞ ≤ Cρσ
√
s0
n
log p+ Cσmin(s0, sΩ)
log p√
n
, (37)
with probability at least 1− 2pe−c∗n/s0 + pe−cn + 8p−1, for some constants c∗, c′, c′′ > 0.
The proof of Theorem 3.13 is deferred to Section 7.
A result similar to Corollary 3.10 holds true for the case of unknown covariance.
Corollary 3.14. Let σ̂ = σ̂(y,X) be an estimator of the noise level satisfying Eq. (27) for any ε > 0.
Under the assumptions of Theorem 3.8, if min(s0, sΩ)
√
n/ log p and s0  n/(ρ(log p)2), then
for all x ∈ R we have
lim
n→∞ supθ0∈Rp; ‖θ∗‖0≤s0
∣∣∣∣∣P
{ √
n(θ̂di − θ∗i )
σ̂[M Σ̂MT]
1/2
i,i
≤ x
}
− Φ(x)
∣∣∣∣∣ = 0 , (38)
where M is given by equation (34).
Using the above distributional characterization, we can construct confidence intervals for the
individual model parameters θ∗i as in (12), (13) with M given by (34) and σ̂ given by the scaled
Lasso as per (29). For hypothesis testing task, two sided p-values can be built similar to (30), where
we replace ΩΣ̂Ω with M Σ̂MT.
3.4 Numerical illustration
Our goal in this section is to numerically corroborate the results of Theorem 3.8 and Theorem
3.13. More specifically, we would like to check whether the debiased estimator exhibits an unbiased
Gaussian distribution provided that the sample size scales linearly with the number of nonzero
parameters.
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We generate data from linear model (1) with the following configuration. We fix p = 3000 and
consider regression parameter θ0 with support S0 chosen uniformly at random from the index set
[p] and θ0,i = 0.15 for i ∈ S0 and zero otherwise. The design matrix X has i.i.d. rows drawn from
N(0,Σ), where Σ ∈ Rp×p is the circulant matrix with entries Σi,j = 0.8|i−j|. The measurement noise
w has i.i.d. standard normal entries.
Let s0 = |S0| and ε = s0/p be the sparsity level and δ = n/p denote the under sampling rate. We
vary ε in the set {0.1, 0.15, 0.2, 0.25, 0.3} and for each value of ε we compute critical value of δ above
which the unbiased estimator admits a Gaussian distribution. We will denote this critical value
as δc and define it as follows. We vary δ and for each pair (ε, δ), compute the debiased estimator
(with M = Σ−1) for 100 realizations of noise w. We then compute the empirical kurtosis of each
coordinate Ti =
√
n(θ̂di − θ∗i )/(σ[M Σ̂M ]1/2i,i ). For i ∈ [p], let γδi denote the empirical kurtosis of Ti,
where we make the dependence on δ explicit in the notation. Denote by m(γδ) and SD(γδ) the mean
and the standard deviation of γδ = (γδ1 , . . . , γ
δ
p), respectively. We further define the standard error
SE(γδ) = SD(γδ)/
√
p. We use one standard error rule to decide the value of δc. Namely,
δc = arg min{δ ∈ (0, 1), s.t., m(γδ) ≤ SE(γδ) } . (39)
Figure 1 corresponds to ε = 0.2. The dots indicate m(γδ) and the dotted lines correspond to
m(γδ)± SE(γδ). By one standard error rule, the estimated value of δc works out at δc = 0.57.
Figure 2 shows δc versus ε. The black curve corresponds to the case of known covariance, where
we set M = Ω and the red curve corresponds to the case of unknown covariance, where M is set
as in Equation (34). The figure confirms that δc scales roughly linearly in ε (for small ε). In other
words, in order for the debiased estimator to have unbiased Gaussian distribution, the sample size
n has only to scale linearly in the support size s0. (Note that for the circulant covariance chosen in
this example, sΩ = 2).
4 Minimax lower bound on the residual R
In case that the design covariance matrix is unknown, Theorem 3.13 establishes the following high
probability bound on the residual term R:
‖R‖∞ ≤ Cρσ
√
s0
n
log p+ Cσ min(s0, sΩ)
log p√
n
. (40)
For sparse precision matrices, such that sΩ 
√
n/(log p), the residual term ‖R‖∞ vanishes asymp-
totically under the near optimal condition s0  n/(log p)2. The question we will study in this section
is whether such condition on sΩ is necessary. To answer this question, we develop a minimax lower
bound on ‖R‖∞. This also clarifies the connection between our results and the ones of [CG15], whose
general approach we build on here.
Before presenting our results we need to introduce some notations and definitions.
Consider the linear model (2) and define parameters of the form γ = (θ,Ω, σ2), which consists of
the signal θ, precision matrix Ω = Σ−1, and the noise standard deviation σ.
For α ∈ (0, 1) and a given parameter space Γ, denote by Iα(Γ) the set of all (1 − α)-confidence
intervals for θ1 over the entire space Γ,
Iα(Γ) ≡
{
Jα(y,X) : inf
γ∈Γ
Pγ(θ1 ∈ Jα(y,X)) ≥ 1− α
}
, (41)
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Figure 1: Empirical kurtosis of the (rescaled) debiased Lasso estimator Ti =
√
n(θ̂di − θ∗i )/(σ[M Σ̂M ]1/2i,i ). We
plot the kurtosis m(γδ) (over coordinates and 100 independent realizations) versus δ along with the upper
and lower one standard error curves, as a function of the number of samples per parameter δ. Here, ε = 0.2
and δc = 0.57 is our empirical estimate for the number of samples above which the debiased estimator is
approximately Gaussian.
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Figure 2: Critical number of samples per coordinate δc, versus fraction of non-zero coordinates ε. For δ > δc(ε)
the debiased Lasso estimator is empirically Gaussian distributed in our experiment. The approximately linear
relationship at small ε is in agreement with our theory.
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where Pγ is the induced probability distribution on (y,X) for random gaussian design X and noise
realization w, given the fixed signal θ. Here and below we focus on the first coordinate θ1 without
loss of generality. For a given interval Jα(y,X) ∈ Iα(Γ), we let `(Jα( · ),Γ) be the maximum expected
length over a parameter space Γ,
`(Jα( · ),Γ) = sup
γ∈Γ
Eγ{`(Jα(y,X))} , (42)
with Eγ expectation with respect to Pγ . We further define the minimax rate for the expected length
of confidence intervals over Γ as follows:
`∗α(Γ) = inf
Jα( · )∈Iα(Γ)
`(Jα( · ),Γ) . (43)
We next define parameter space Γ(s0, sΩ, ρ) as follows. Applying inequality (23), we relax Condi-
tion (iii) as ‖Ω‖∞ ≤ ρ and write
Γ(s0, sΩ, ρ) ≡
{
γ = (θ,Ω, σ2) : ‖θ‖0 ≤ s0, σ2 ∈ (0, c],
(Ω−1)ii ≤ 1, 1
Cmax
< σmin(Ω) ≤ σmax(Ω) < 1
Cmin
, ‖Ω‖∞ ≤ ρ,
max
i∈[p]
|{j 6= i,Ωi,j 6= 0}| ≤ sΩ
}
. (44)
Quantities c, Cmin and Cmax ≥ 1 are constant which do not effect the minimax rate and therefore
we have not made them explicit in our notation Γ(s0, sΩ, ρ).
Proposition 4.1. Consider a debiased estimator of form (5) with M being a function of X and θ̂
the Lasso estimator at regularization parameter λ. Further, let R =
√
n(M Σ̂− I)(θ̂− θ∗) be the bias
term and Q = diag(M Σ̂MT) be the variance term. Suppose that there exist a choice of M and λ
such that
lim
n→∞P
(
sup
{
‖R‖∞ : (θ∗,Ω, σ2) ∈ Γ(s0, sΩ, ρ)
}
≤ ∆n
)
= 1 , (45)
lim
n→∞P
(
sup
{
‖Q‖∞ : (θ∗,Ω, σ2) ∈ Γ(s0, sΩ, ρ)
}
≤ C
)
= 1 , (46)
for some known ∆n and for some known constant C. Then, we have
`∗α(Γ(s0, sΩ, ρ)) .
(1 + ∆n)√
n
. (47)
Note that since Q is a function of only X, the arguments θ∗ and σ2 in Equation (46) are super-
fluous. To establish the above upper bound, we construct a confidence interval Jdα using a debiased
estimator, such that Jdα ∈ I(Γ(s0, sΩ, ρ)). We refer to Section I.1 for the proof of Proposition 4.1.
The next proposition provides a lower bound on `∗α(Γ(s0, sΩ, ρ)).
Proposition 4.2. Suppose that α ∈ (0, 1/2) and s0 . min(pη, n/ log p) for some constant 0 ≤ η <
1/2. Further, assume ρ ≥ 1.02. The minimax expected length for (1 − α)-confidence intervals of θ1
over Γ(s0, sΩ, ρ) satisfies
`∗α(Γ(s0, sΩ, ρ)) &
1√
n
+ min
(
s0
log p
n
, sΩ
log p
n
, ρ
√
log p
n
)
. (48)
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Proposition 4.2 generalizes the result of [CG15, Theorem 2] which shows that without the sparsity
constraint on Ω and the constraint ‖Ω‖∞ ≤ ρ, the minimax rate for expected confidence interval
length is lower bounded as `∗α(Γ(s0, p)) ≥ (1/
√
n + s0 log p/n). Proposition 4.2 provides a more
refined lower bound that takes into account the sparsity structure of the precision matrix. We refer
to Section I.2 for its proof.
By comparing the upper and lower bounds on `∗α(Γ(s0, sΩ, ρ)), we conclude that the condition
min(s0, sΩ) log p .
√
n is necessary for having ‖R‖∞ ≤ ∆n → 0. If this is not the case then
∆n & min(s0, sΩ) log p/
√
n.
In particular, in order to get ∆n = o(1) at a nearly optimal condition s0  n/(log p)2, we need
the precision matrix to be sparse with sΩ .
√
n/(log p).
5 Other applications
Our main results, Theorem 3.8 and Theorem 3.13 establish a Gaussian limit for the debiased Lasso
estimator. While our main motivation was the construction of confidence intervals for single coordi-
nates of the parameter vector, we want to emphasize that the Gaussian limit has other important
applications. We illustrate this point using three examples: (i) We establish a characterization of
the Lasso estimator in terms of a certain denoising problem. (ii) We develop a new thresholded
Lasso estimator and provide a tight characterization of its `2 risk. In the case of standard Gaussian
designs this approach is minimax optimal up to a factor 1+on(1). (iii) We prove that the celebrated
Stein’s Unbiased Estimate of the prediction risk [Efr12] is consistent in high dimension an unbiased
estimator, for standard Gaussian designs.
5.1 A probabilistic approximation result for the Lasso
As a first consequence of our main theorem, we obtain a precise approximation result for the Lasso
estimator. In order to state this result, let ηΣ : Rp → Rp be defined by
ηΣ(z) ≡ arg min
θ∈Rp
{1
2
∥∥Σ1/2(θ − z)∥∥2
2
+ λ‖θ‖1
}
. (49)
Note that the minimizer is always unique because Σ is strictly positive definite. In the case Σ = I, ηΣ
coincides with component-wise soft thresholding at level λ. More generally, ηΣ( · ) can be viewed as a
denoising operator associated to the problem of estimating θ∗ from the noisy observation z = θ∗+ w˜,
where w˜ has covariance Σ. Our next theorem connects the Lasso to this denoising problem.
Theorem 5.1. Consider the linear model (2) where X has independent Gaussian rows, with zero
mean and covariance Σ, satisfying the assumptions of Theorem 3.8. Further assume the following
condition:
(iv) Letting C∗ ≡ 32Cmax/Cmin, we assume ‖ΣT,T c‖∞ ≤ ρ˜ for some constant ρ˜ and all T ⊆ [p],
|T | ≤ 2C∗s0.
Let θ̂Lasso = θ̂Lasso(y,X;λ) be the Lasso estimator with λ = κσ
√
(log p)/n, for κ ∈ [8, κmax]. Then,
there exist constants c, C˜ (depending on Cmin, Cmax, ρ, ρ˜, κmax), such that for n ≥ max(25 log p, cs0 log(p/s0)),
the following holds true with high probability.∥∥∥θ̂Lasso − ηΣ(θ∗ + 1
n
ΩXTw
)∥∥∥2
2
≤ C˜σ2
(s0 log p
n
)2
. (50)
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Under the hypothesis of this theorem, the Lasso `2 error is known to be bounded as ‖θ̂Lasso−θ∗‖22 ≤
C(s0 log p)/n [BRT09]. Hence, Theorem 5.1 provides a characterization of the Lasso estimator that
is one order of magnitude more accurate than what available in the literature.
This characterization is particularly convenient if the population covariance has a simple struc-
ture. For instance we obtain the following immediate corollary that characterizes the `2 error for
standard designs.
Corollary 5.2. Consider the linear model (2) where X has independent Gaussian rows, with zero
mean and covariance Σ = I. Let θ̂Lasso = θ̂Lasso(y,X;λ) be the Lasso estimator with λ = κσ
√
(log p)/n,
for a constant κ ≥ 8. Then, for n ≥ max(25 log p, cs0 log(p/s0)) we have
‖θ̂Lasso − θ∗‖22 =
∑
i∈supp(θ∗)
EZ
{[
η(θ∗i + n
−1/2Zi;λ)− θ∗i
]2}
+OP
(
σ2
√
s0 log p
n
∨ σ2
(s0 log p
n
)3/2)
.
(51)
where expectation is taken with respect to Zi ∼ N(0, 1), and the OP ( · ) is uniform for κ ∈ [8, κmax].
Let us emphasize that this is not an upper bound, but an equality up to higher order terms.
It provides a connection between the Lasso mean square error and the mean square error of soft-
thresholding denoising in the classical sequence model. A similar connection was anticipated –for
instance– in [DMM11, DJM13]. An asymptotic characterizations of the Lasso mean square error for
standard Gaussian designs was first obtained in [BM12]. However, in the present case we recover
this as a corollary of a result for general Gaussian designs, and in a non-asymptotic form.
5.2 Minimax optimal estimation
The analysis in the last section suggests that it is possible to reduce the estimation error through a
two step procedure. For the sake of simplicity, we shall assume here that Σ is known. Our approach
can be extended to imperfectly known covariance by using Theorem 3.13, but we leave this for future
work. The suggested procedure is:
(i) Compute the Lasso estimator θ̂Lasso = θ̂Lasso(y,X;λ) with λ = 8σ
√
(log p)/n.
(ii) Compute the debiased estimator θ̂d = θ̂Lasso + n−1ΩXT(y −Xθ̂Lasso).
(iii) Compute a new estimator θ̂(2) by soft thresholding θ̂d component-wise, namely
θ̂
(2)
i = η(θ̂
d
i ; τi) , τi =
√
2σ2Ωii log(p/s0)
n
. (52)
Here η(x; τ) ≡ (|x| − τ)+sign(x) is the scalar soft-thresholding function.
Let us emphasize that in the last step we soft-threshold at a level that is smaller than the
regularization used in the Lasso. Indeed, since Ωii ≤ C−1min, we have τi = O(
√
log(p/s0)/n), while λ
is of order
√
(log p)/n.
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Theorem 5.3. Consider the linear model (2) where X has independent Gaussian rows, with zero
mean and covariance Σ, satisfying the assumptions of Theorem 3.8. Further assume s0 → ∞,
s0/p→ 0 and (s0(log p)3)/n→ 0. Let θ̂(2) be the two-step estimator defined above. Then
∥∥θ̂(2) − θ∗∥∥2
2
≤ 2s0σ
2
n
log(p/s0)
 1
s0
∑
i∈supp(θ∗)
Ωii
(1 + oP (1)) . (53)
Note that, in the case Σ = I, the right-hand side of (53) is minimax optimal risk, up to a factor
going to one as n, s0, p → ∞ [SC15]. Cande´s and Su [SC15] recently proved that SLOPE achieves
the same guarantee for Gaussian designs with Σ = I. On one hand, the approach of [SC15] has the
advantage of being adaptive to unknown sparsity level s0. On the other, Theorem 5.3 establishes
this result as a special case of a guarantee holding for more general Gaussian designs.
5.3 SURE estimate of the prediction error
Define the Lasso prediction error as
R(y,X, θ∗) ≡ 1
n
∥∥X(θ̂Lasso − θ∗)∥∥2
2
+
1
n
‖w‖22 . (54)
Notice that the first term is the standard prediction error, for given design matrix X. The second
term is the residual error that would be present even for the perfect estimator θ̂ = θ∗. We include this
contribution for mathematical convenience, but it is just a constant, independent of the estimator.
The naive empirical estimate for the prediction error is
R̂(y,X) ≡ 1
n
∥∥y −Xθ̂Lasso∥∥2
2
. (55)
Of course we expect the empirical risk to under-estimate the actual risk. Stein’s Unbiased Risk
Estimate (SURE) provides a corrected estimate
R̂SURE(y,X) ≡ 1
n
∥∥y −Xθ̂Lasso∥∥2
2
+
2σ2
n
‖θ̂Lasso‖0 . (56)
This approach has a rich history for which we can only provide a few pointers. Donoho and Johnstone
used SURE to develop an adaptive denoising procedure via wavelet thresholding. From the perspec-
tive of linear regression, this corresponds to X being proportional to an orthogonal matrix. Efron
[Efr12] developed a general formula for estimating the prediction error, based on Stein’s ideas, and
clarified the connection with classical model selection criteria such as Akaike’s information criterion
[Aka74], and Mallows Cp [Mal73]. Zou, Hastie and Tibshirani [ZHT
+07] showed that the number of
degrees of freedom (which enters Efron’s formula) coincides with the number of non-zero parameters
‖θ̂Lasso‖0. They also proved that R̂SURE(y,X) is consistent in the classical low-dimensional regime
n→∞ with p fixed.
To the best of our knowledge, this is the first case in which R̂SURE(y,X) is proved to be consistent
in high dimension (although in a restricted setting, namely for Gaussian designs).
Theorem 5.4. Consider the linear model (2) where X has independent Gaussian rows, with zero
mean and identity covariance Σ = I. Let θ̂Lasso = θ̂Lasso(y,X;λ) be the Lasso estimator with λ ≥
19
9σ
√
(log p)/n. If n, p → ∞ with s0 = o(n/(log p)2), then there exists εn → 0 as n → ∞, such that
the following holds with probability at least 1− e−ct2 − on(1):∣∣R̂SURE(y,X)− R(y,X, θ∗)∣∣ ≤ tσ2√
n
+
s0σ
2εn
n
. (57)
Let us emphasize a few important points:
• The error bound in Eq. (57) is of smaller order with respect to the correction in (56) which
typically is of order s0σ
2/n.
• The SURE risk estimate R̂SURE(y,X) is perfectly well defined for arbitrary design covariance
Σ.
• While our proof applies to standard designs, Σ = I, we expect the conclusion of Theorem 5.4
to hold more generally. This is also confirmed by the simulations discussed below.
In Figure 3, we present the results of a numerical simulation with p = 5000, n = 1800. We choose
a subset S ⊆ [p] of size s0 = |S| = 100 uniformly at random and set θ∗0,i = 0.1 if i ∈ S and θ∗0,i = 0,
otherwise. The design matrix X has i.i.d random rows xi ∼ N(0,Σ) with Σij = r|i−j|. We set r = 0.1
to illustrate a case of low correlation between predictors and r = 0.9 for a case of high correlation.
In our simulations, we replace the noise level σ appearing in Eq. (56) with an estimate σ̂, obtained
as follows. We first run scaled Lasso and then perform least square after model selection to mitigate
the estimation bias. More precisely, we use the R-package scalreg with the default value for the
regularization parameter in the scaled Lasso cost function. This selects a model Ŝ. We then perform
least square on Ŝ to obtain an estimate θ̂LS. The noise variance is computed as σ̂ = ‖y−Xθ̂LS‖2/
√
n.
The agreement between R̂SURE(y,X) and R(y,X, θ
∗) is excellent.
Let us mention that [BEM13] also studied estimators similar to R̂SURE(y,X), and related ideas
were developed in [OK15] on the basis of non-rigorous but insightful statistical mechanics techniques.
Other approaches to the risk estimation, e.g. [CG16], are based on sample-splitting, which has
complementary shortcomings.
6 Proof of Theorem 3.8 (known covariance)
6.1 Outline of the proof
Fix arbitrary integer i ∈ [p]. In our analysis, we focus on the i-th coordinate θ∗i , and then discuss
how the argument can be adjusted to apply to all the coordinates simultaneously. Our argument
relies on a perturbation analysis. We let θ̂p be the Lasso estimator when one forces θ̂pi = θ
∗
i . With a
slight abuse of notation, we use the representation θ = (θi, θ∼i).2 Adopting this convention, we have
θ̂p = (θ∗i , θ̂
p
∼i) where
θ̂p∼i = arg min
θ
Ly,X(θ∗i , θ) . (58)
Throughout, we make the convention that Ly,X(θ∗i , θ) ≡ Ly,X((θ∗i , θ)).
2Or without loss of generality one can assume i = 1.
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Figure 3: Lasso prediction error R(y,X, θ∗), empirical prediction error R̂(y,X), and SURE estimator R̂SURE
curves versus λ for the simulation setting described in Section 5.3.
We observe that θ̂p∼i can be written as a Lasso estimator. Specifically, by definition of Lasso cost
function we have
Ly,X(θ∗i , θ) =
1
2n
‖y − x˜iθ∗i −X∼iθ‖22 + λ|θ∗i |+ λ‖θ‖1 .
Letting y˜ ≡ y − x˜iθ∗i = w +X∼iθ∗∼i, we obtain
θ̂p∼i = arg min
θ
Ly˜,X∼i(θ) . (59)
Let vi = XΩei and expand θ̂
d
i − θ∗i as follows:
√
n(θ̂di − θ∗i ) ≡
√
nθ̂i +
1√
n
eTi ΩX
T(y −Xθ̂)−√nθ∗i
=
√
nθ̂i +
vTi√
n
[
w + x˜i(θ
∗
i − θ̂i) +X∼i(θ∗∼i − θ̂∼i)
]
−√nθ∗i
=
√
n
(
1− 1
n
〈vi, x˜i〉
)
(θ̂i − θ∗i ) +
vTi√
n
[
w +X∼i(θ∗∼i − θ̂∼i)
]
. (60)
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We decompose the above expression into the following terms:
Zi ≡ v
T
i w√
n
,
R
(1)
i ≡
√
n
(
1− 〈vi, x˜i〉
n
)
(θ̂i − θ∗i ) ,
R
(2)
i ≡
vTi√
n
X∼i(θ∗∼i − θ̂p∼i) ,
R
(3)
i ≡
vTi√
n
X∼i(θ̂
p
∼i − θ̂∼i) .
(61)
The bulk of the proof consists in treating each of the terms above separately. Term Zi gives the
Gaussian component Z in equation (25). For bounding R
(2)
i , note that θ̂
p
∼i is a deterministic func-
tion of (y˜, X∼i) (and thus a deterministic function of (w,X∼i)) by Equation (59). Further, vi is
independent of X∼i, as per Lemma 3.6, and independent of noise w. Hence, vi is independent of
X∼i(θ∗∼i − θ̂p∼i). Bounding R(3)i relies on a perturbation analysis showing that the solutions of Lasso
θ̂ and its perturbed form θ̂p, are close to each other.
6.2 Technical steps
Let Z = (Zi)1≤i≤p. We rewrite Z as
Z =
1√
n
ΩXTw .
Since w ∼ N(0, σ2I) is independent of X, we get
Z|X ∼ N(0, σ2ΩΣ̂Ω) .
Let R(1) = (R
(1)
i )
p
i=1, R
(2) = (R
(2)
i )
p
i=1, R
(3) = (R
(3)
i )
p
i=1 ∈ Rp. In the following, we provide a
detailed analysis to control the terms R(1), R(2), R(3).
• Bounding term R(1): Recalling the definition vi = XΩei, we write
R
(1)
i =
√
n
(
1− 1
n
eTi ΩX
TXei
)
(θ̂i − θ∗i ) .
Therefore,
‖R(1)‖∞ ≤
√
n|I− ΩΣ̂|∞‖θ̂ − θ∗‖2 .
For A > 0, let Gn = Gn(A) be the event that
Gn(A) ≡
{
X ∈ Rn×p : |ΩΣ̂− I|∞ ≤ A
√
log p
n
}
. (62)
Using the result of [JM14a, Lemma 6.2] for n ≥ (A2Cmin)/(4e2Cmax) log p we have
P(X ∈ Gn(a)) ≥ 1− 2p−c , c = A
2Cmin
24e2Cmax
− 2 .
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By choosing A ≡ 10e√Cmax/Cmin we get c ≥ 1. Therefore, provided that n ≥ 25 log p,
P(X ∈ Gn(A)) ≥ 1− 2p−1 . (63)
In addition, on the event B ≡ Bδ(n, s0, 3) ∩ B˜(n, p) we have [BvdG11]
‖θ̂ − θ∗‖2 ≤
√
20
(1− δ)2Cminλ
√
s0 .
Combining the above bounds, we obtain that on event Gn(A) ∩ B,
‖R(1)‖∞ ≤ 5κAσ
(1− δ)2Cmin
√
s0
n
log p . (64)
• Bounding term R(2): To lighten the notation, we define
ζi ≡ 1√
n
X∼i(θ∗∼i − θ̂p∼i) . (65)
As discussed θ̂p∼i is a Lasso estimator with design matrix X∼i and response vector y˜ = y − x˜iθ∗i , as
per equation (59). We recall the following results on the prediction error of the Lasso estimator,
which bounds ‖ζi‖2.
Proposition 6.1 ([BvdG11], Theorem 6.1). Let S ≡ supp(θ∗∼i). Then on the event B˜(n, p), we have
for λ ≥ 8σ√(log p)/n,
‖ζi‖22 ≤
4λ2|S|
φ2(S, Σ̂∼i,∼i)
.
From the definition of the compatibility constant (cf. Definition 3.1), it is clear that φ2(S, Σ̂∼i,∼i) ≥
φ2(S, Σ̂). Therefore, combining Proposition 6.1 and Remark 3.3, we arrive at the following corollary:
Corollary 6.2. On the event B ≡ Bδ(n, s0, 3) ∩ B˜(n, p), we have for λ ≥ 8σ
√
(log p)/n,
‖ζi‖22 ≤
4λ2s0
(1− δ)2Cmin .
Employing Corollary 6.2, we derive a tail bound on R
(2)
i .
For i ∈ [p] define the event
Ei ≡
{
‖ζi‖22 ≤
4λ2s0
(1− δ)2Cmin
}
. (66)
By Corollary 6.2, we have B ⊆ Ei for i ∈ [p]. Hence, for any value t > 0
P
(
‖R(2)‖∞ ≥ t;B
)
≤ P
(
max
i∈[p]
|vTi ζi| ≥ t; Ei
)
≤ pmax
i∈[p]
E
{
I(|vTi ζi| ≥ t) · I(Ei)
}
≤ 2pmax
i∈[p]
E
(
exp
[
− t
2
2Ωii‖ζi‖2
]
· I(Ei)
)
≤ 2p exp
(
− c∗t
2
s0λ2Ωii
)
,
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with c∗ ≡ (1 − δ)2Cmin/8. In the third inequality, we applied Fubini’s theorem, and first integrate
w.r.t vi and then w.r.t ζi using the fact that vi and ζi are independent. Note that vi ∼ N(0,ΩiiIn×n)
and thus vTi ζi|ζi ∼ N(0,Ωii‖ζi‖2). Further, on the event Ei, ‖ζi‖2 can be bounded as in Equation (66).
Setting t ≡ κσ√2s0/(c∗Cminn) log p, we get
P
(
‖R(2)‖∞ ≥ κσ
√
2s0
c∗Cminn
log p;B
)
≤ 2p−1 . (67)
• Bounding term R(3): In order to bound the last term, we first need to establish the following main
lemma that bounds the distance between Lasso estimator and the solution of the perturbed problem.
We refer to Section 6.3 for the proof of Lemma 6.3.
Lemma 6.3 (Perturbation bound). Suppose that Σii ≤ 1, for i ∈ [p]. Set λ = 8σ
√
(log p)/n and let
B(Cδ) ≡ B˜(n, p) ∩ Bδ(n,Cδs0, 3). The following holds true.
P
(
‖θ̂∼i − θ̂p∼i‖2 ≥ C ′λ;B(Cδ)
)
≤ 2 exp
(
− c∗n
s0
)
+ exp
(
− n
1000
)
, (68)
where,
C ′ ≡24ρ(1 + δ)
√
Cmax
(1− δ)2Cmin , c∗ ≡
1
8
(1− δ)2Cmin ,
Cδ ≡ 16Cmax
(1− δ)2Cmin + 1 .
We are now ready to bound term R(3).
|R(3)i | ≤
1√
n
‖vTi X∼i‖∞‖θ̂p∼i − θ̂∼i‖1
≤
√
Cδs0
n
‖vTi X∼i‖∞‖θ̂p∼i − θ̂∼i‖2
≤
√
Cδs0n |ΩΣ̂− I|∞‖θ̂p∼i − θ̂∼i‖2 ,
where in the first inequality we used Lemma 3.5, which implies that ‖θ̂p∼i − θ∗∼i‖0 ≤ Cδs0, under B.
Therefore, by Lemma 6.3 and equation (63) and since B(Cδ) ⊆ B, we have
P
(
|R(3)i | ≥ C ′′σ
√
s0
n
log p;B(Cδ)
)
≤ 2 exp
(
− c∗n
s0
)
+ exp
(
− n
1000
)
+ 2p−2 ,
with C ′′ ≡ κ√(C∗ + 1)AC ′. Hence, by union bound over the p coordinates, we get
P
(
‖R(3)‖∞ ≥ C ′′σ
√
s0
n
log p;B(Cδ)
)
≤ 2p exp
(
− c∗n
s0
)
+ p exp
(
− n
1000
)
+ 2p−1 . (69)
We are now in position to prove the claim of Theorem 3.8.
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Using equations (60) and (61), we have
√
n(θ̂d − θ∗) = Z + R, where Z|X ∼ N(0, σ2ΩΣ̂Ω) and
R = R(1) +R(2) +R(3). Combining equations (64), (67) and (69), we get
P
(
‖R‖∞ ≥ C
√
s0
n
log p;Gn(A) ∩ B(Cδ)
)
≤ 2p exp
(
− c∗n
s0
)
+ p exp
(
− n
1000
)
+ 4p−1 , (70)
where C is given by
C ≡ κσ
( 5A
(1− δ)2Cmin +
√
2
c∗Cmin
+
√
CδAC
′
)
. (71)
Further, for n ≥ max(25 log p, c1Cδs0 log(p/s0)), we have
P
(
(Gn(A) ∩ B(Cδ))c
)
≤ P(Gn(A)c) + P(B˜(n, p)c) + P(Bδ(n,Cδs0, 3)c)
≤ 2p−1 + 2p−1 + 2e−δ2n = 4p−1 + 2e−δ2n , (72)
where we used bound (63), Lemma 3.2 and Lemma 3.4.
The result follows from equations (70) and (72), and setting δ = 1− 1/√2.
6.3 Proof of Lemma 6.3 (perturbation bound)
Lemma 6.4. For all θ ∈ Rp−1 the following holds true.
1
2n
‖X∼i(θ − θ̂p∼i)‖22 ≤ Ly,X(θ∗i , θ)− Ly,X(θ∗i , θ̂p∼i) . (73)
Lemma 6.4 is proved in Appendix C.
Lemma 6.5. Let fk(x) =
c
2(x− a− uk)2 + λ|x|+ bk for k = 1, 2. Further assume that minx f1(x) ≤
minx f2(x). Then,
f1(a)− f2(a) ≤ (c|u2|+ λ)|u1 − u2|+ c
2
(u1 − u2)2 . (74)
Lemma 6.5 is proved in Appendix D.
Lemma 6.6. For θ ∈ Rp−1 define
u(θ) ≡ x˜
T
i (w +X∼i(θ
∗
∼i − θ))
‖x˜i‖2 (75)
Also let ci ≡ ‖x˜i‖2/n. Then, the following relation holds true.
L(θi, θ) = λ|θi|+ ci
2
(θi − θ∗i − u(θ))2 −
ci
2
u(θ)2 + L(θ∗i , θ)− λ|θ∗i | . (76)
Lemma 6.6 is proved in Appendix E.
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We let f1(x) = L(x, θ̂∼i) and f2(x) = L(x, θ̂p∼i). Note that (θ̂i, θ̂∼i) is the minimizer of Ly,X(θi, θ∼i).
Therefore, min f1(x) = L(θ̂i, θ̂∼i) ≤ min f2(x). Using decomposition (76) and applying Lemma 6.5
with
c = ci, a = θ
∗
i , u1 = u(θ̂∼i), u2 = u(θ̂
p
∼i), (77)
b1 = −ci
2
u(θ̂∼i)2 + L(θ∗i , θ̂∼i)− λ|θ∗i |, (78)
b2 = −ci
2
u(θ̂p∼i)
2 + L(θ∗i , θ̂p∼i)− λ|θ∗i | , (79)
we obtain
L(θ∗i , θ∗∼i)− L(θ∗i , θ̂p∼i) ≤ (ci|u(θ̂p∼i)|+ λ)|u(θ̂∼i)− u(θ̂p∼i)|+
ci
2
(u(θ̂∼i)− u(θ̂p∼i))2 . (80)
We next write
ci
2
(u(θ̂∼i)− u(θ̂p∼i))2 =
1
2n
(θ̂∼i − θ̂p∼i)TXT∼ix˜ix˜Ti X∼i(θ̂∼i − θ̂p∼i) =
1
2n
‖Px˜iX∼i(θ̂∼i − θ̂p∼i)‖22 , (81)
where Px˜i ≡ x˜ix˜Ti /‖x˜i‖2 denotes the projection on the direction of x˜i.
We lower bond the left-hand side of Equation (80) using Lemma 6.4 and employing the above
identity to get
1
2n
‖P⊥x˜iX∼i(θ̂∼i − θ̂p∼i)‖22 ≤ (ci|u(θ̂p∼i)|+ λ)|u(θ̂∼i)− u(θ̂p∼i)| . (82)
Next preposition bounds ci|u(θ̂p∼i)|. We defer the proof of Proposition 6.7 to Appendix F.
Proposition 6.7. Let B ≡ B˜(n, p) ∩ Bδ(n, s0, 3), where the events Bδ(n, s0, 3) and B˜(n, p) are given
as per equations (16) and (18). The following holds true.
P
(
|ciu(θ̂p∼i)| ≥ 1.25ρλ;B
)
≤ 2 exp
(
− c∗n
s0
)
.
where c∗ ≡ (1− δ)2Cmin/8.
We further have
|u(θ̂∼i)− u(θ̂p∼i)| =
|x˜iX∼i(θ̂p∼i − θ̂∼i)|
‖x˜i‖2 ≤
‖X∼i(θ̂p∼i − θ̂∼i)‖
‖x˜i‖ . (83)
We next upper bound the term ‖X∼i(θ̂∼i − θ̂p∼i)‖.
The corollary below follows from Proposition 3.5 and its proof is given in Appendix G.
Corollary 6.8. Set λ = κσ
√
(log p)/n, for a constant κ ≥ 8. On the event B(C∗) ≡ B˜(n, p) ∩
Bδ(n, (C∗ + 1)s0, 3), the following holds.
1
n
‖X∼i(θ̂∼i − θ̂p∼i)‖2 ≤ (1 + δ)2Cmax‖θ̂∼i − θ̂p∼i‖2 . (84)
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Corollary 6.8 is proved in Appendix G.
We next lower bound ‖x˜i‖2. Observe that the entries x˜2i` − 1, ` ∈ [n], are zero-mean sub-
exponential random variables. We obtain the following tail-bound inequality by applying Bernstein-
type inequality for sub-exponential random variables. (See e.g. [JM14b, Equation (190)].)
P
(
‖x˜i‖ >
√
n
5
)
≤ e−n/1000 . (85)
Combining the results of Proposition (6.7) and equations (84) and (85), we obtain that on event
B, with probability at least 1− e−n/1000 − 2e−c∗n/s0 , the following holds:
1
2n
‖P⊥x˜iX∼i(θ̂∼i − θ̂p∼i)‖22 ≤ 12ρ(1 + δ)
√
Cmaxλ‖θ̂∼i − θ̂p∼i‖ (86)
The last step is to lower bound the left-hand side of Equation (86). Write
P⊥x˜iX∼i(θ̂∼i − θ̂p∼i) = X∼i(θ̂∼i − θ̂p∼i)− Px˜iX∼i(θ̂∼i − θ̂p∼i)
= X∼i(θ̂∼i − θ̂p∼i)− x˜i
〈 x˜i
‖x˜i‖2 , X∼i(θ̂∼i − θ̂
p
∼i)
〉
.
Define vector µ ∈ Rp with
µi ≡ −
〈 x˜i
‖x˜i‖2 , X∼i(θ̂∼i − θ̂
p
∼i)
〉
, µ∼i = θ̂∼i − θ̂p∼i .
Then µ ∈ C(Cδs0, 3), by Proposition 3.5, with Cδ = C∗ + 1 . Hence, on the event B(n,Cδs0, 3), we
have
1
2n
‖P⊥x˜iX∼i(θ̂∼i − θ̂p∼i)‖2 =
1
2n
‖Xµ‖2
≥ 1
2
(1− δ)2Cmin‖µ‖2
≥ 1
2
(1− δ)2Cmin‖θ̂∼i − θ̂p∼i‖2 . (87)
Finally, note that C(s0, 3) ⊆ C(Cδs0, 3), since Cδ ≥ 1. Therefore, Bδ(n,Cδs0, 3) ⊆ Bδ(n, s0, 3), by
definition. Letting B(Cδ) ≡ B˜(n, p) ∩ B(n,Cδs0, 3), we have B(Cδ) ⊆ B. Combining equations (86)
and (87), we obtain
P
(
‖θ̂∼i − θ̂p∼i‖ ≥
24ρ(1 + δ)
√
Cmax
(1− δ)2Cmin λ ;B(Cδ)
)
≤ 2 exp
(
− c∗n
s0
)
+ exp
(
− n
1000
)
. (88)
This completes the proof.
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7 Proof of Theorem 3.13 (unknown covariance)
We decompose
√
n(θ̂d − θ∗) into three terms:
√
n(θ̂d − θ∗) = √n(θ̂ − θ∗) + 1√
n
MXT(y −Xθ̂)
=
√
n(I−M Σ̂)(θ̂ − θ∗) + 1√
n
MXTw
=
√
n(I− ΩΣ̂)(θ̂ − θ∗)︸ ︷︷ ︸
I1
+
√
n(Ω−M)Σ̂(θ̂ − θ∗)︸ ︷︷ ︸
I2
+
1√
n
MXTw︸ ︷︷ ︸
I3
.
Note that the term I1 is exactly the bias vector R of the debiased estimator in case of known
covariance (with M = Ω). Therefore, by invoking the result of Theorem 3.8, we have
P
(
‖I1‖∞ ≥ C
√
s0
n
log p
)
≤ 2pe−c∗n/s0 + pe−n/1000 + 8p−1 + 2e−δ2n . (89)
We next provide two bounds on ‖I2‖∞.
In our first bound, we use duality of `∞ norm (on Σ̂(θ̂ − θ∗)) and `1 norm on rows of Ω−M as
follows:
‖I2‖∞ ≤
√
n‖Ω−M‖∞‖Σ̂(θ̂ − θ∗)‖∞ . (90)
By the KKT condition for θ̂, there exists a vector ξ in the subgradient of the `1 norm at θ̂, such that
Σ̂(θ̂ − θ∗) = XTw/n− λξ . Therefore,
‖Σ̂(θ̂ − θ∗)‖∞ ≤ 1
n
‖XTw‖∞ + λ‖ξ‖∞ . (91)
We have ‖ξ‖∞ ≤ 1 and on event B˜(n, p),
1
n
‖XTw‖∞ ≤ 2σ
√
log p
n
≤ λ
4
. (92)
Using these bounds in Equation (91), we obtain ‖Σ̂(θ̂ − θ∗)‖∞ ≤ 5λ/4 . As proved in [VdGBRD14,
Theorem 2.4], we have ‖M −Ω‖∞ . sΩ
√
(log p)/n. Combining these bounds in Equation (90) gives
our first bound on I2.
‖I2‖∞ .
√
nsΩ
√
log p
n
√
log p
n
. sΩ log p√
n
. (93)
To obtain a second bound on I2, we proceed by writing I2 as
I2 =
√
n
[
(ΩΣ̂− I)− (M Σ̂− I)
]
(θ̂ − θ∗) . (94)
Therefore,
‖I2‖∞ ≤
√
n
(
|ΩΣ̂− I|∞ + |M Σ̂− I|∞
)
‖θ̂ − θ∗‖1 . (95)
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On event Gn(A) (see Equation (62)), we have |ΩΣ̂−I|∞ .
√
(log p)/n. Further, for sΩ  n/ log p, we
have |M Σ̂− I|∞ .
√
(log p)/n. For the proof of this inequality we refer the reader to [VdGBRD14],
Equation (10) and Lemma 5.3 therein. In addition, on the event B ≡ Bδ(n, s0, 3) ∩ B˜(n, p) we have
‖θ̂ − θ∗‖1 . s0λ ≈ s0
√
(log p)/n. (See e.g., [BvdG11].)
Combining these bounds, we arrive at
‖I2‖∞ . s0 log p√
n
. (96)
We summarize bounds given by (93) and (96) as
‖I2‖∞ . min(s0, sΩ) log p√
n
. (97)
Finally, note that
I3|X ∼ N(0, σ2M Σ̂MT) .
The result follows by letting Z ≡ I3 and R ≡ I1 + I2.
Acknowledgements
The authors would like to thank Jason D. Lee and Cun-Hui Zhang for stimulating discussions, and
Zhao Ren for valuable comments to improve the presentation. A.M. was partially supported by NSF
grants CCF-1319979 and DMS-1106627, and the AFOSR grant FA9550-13-1-0036.
References
[AGZ09] G. W. Anderson, A. Guionnet, and O. Zeitouni. An introduction to random matrices.
Cambridge University Press, 2009. 47, 53
[Aka74] H. Akaike. A new look at the statistical model identification. Automatic Control,
IEEE Transactions on, 19(6):716–723, 1974. 19
[BC13] A. Belloni and V. Chernozhukov. Least squares after model selection in high-
dimensional sparse models. Bernoulli, 19(2):521–547, 2013. 12
[BC+15] R. F. Barber, E. J. Cande`s, et al. Controlling the false discovery rate via knockoffs.
The Annals of Statistics, 43(5):2055–2085, 2015. 7
[BEM13] M. Bayati, M. A. Erdogdu, and A. Montanari. Estimating lasso risk and noise level.
In Advances in Neural Information Processing Systems, pages 944–952, 2013. 7, 12,
20
[BLM15] M. Bayati, M. Lelarge, and A. Montanari. Universality in polytope phase transitions
and message passing algorithms. The Annals of Applied Probability, 25(2):753–822,
2015. 7
29
[BM11] M. Bayati and A. Montanari. The dynamics of message passing on dense graphs, with
applications to compressed sensing. IEEE Trans. on Inform. Theory, 57:764–785,
2011. 7
[BM12] M. Bayati and A. Montanari. The LASSO risk for gaussian matrices. IEEE Trans.
on Inform. Theory, 58:1997–2017, 2012. 7, 18
[BRT09] P. J. Bickel, Y. Ritov, and A. B. Tsybakov. Simultaneous analysis of Lasso and
Dantzig selector. Amer. J. of Mathematics, 37:1705–1732, 2009. 2, 3, 8, 18, 34
[Bu¨h13] P. Bu¨hlmann. Statistical significance in high-dimensional linear models. Bernoulli,
19(4):1212–1242, 2013. 2, 7
[BvdG11] P. Bu¨hlmann and S. van de Geer. Statistics for high-dimensional data. Springer-Verlag,
2011. 2, 3, 9, 23, 29
[BvdG+15] P. Bu¨hlmann, S. van de Geer, et al. High-dimensional inference in misspecified linear
models. Electronic Journal of Statistics, 9(1):1449–1473, 2015. 7
[CD95] S. Chen and D. Donoho. Examples of basis pursuit. In Proceedings of Wavelet Appli-
cations in Signal and Image Processing III, San Diego, CA, 1995. 2
[CG15] T. T. Cai and Z. Guo. Confidence intervals for high-dimensional linear regression:
Minimax rates and adaptivity. arXiv:1506.05539, 2015. 14, 17, 43, 45
[CG16] T. T. Cai and Z. Guo. Accuracy assessment for high-dimensional linear regression.
arXiv:1603.03474, 2016. 20
[CHS15] V. Chernozhukov, C. Hansen, and M. Spindler. Valid post-selection and post-
regularization inference: An elementary, general approach. arXiv:1501.03430, 2015.
7
[CRT06] E. Candes, J. K. Romberg, and T. Tao. Stable signal recovery from incomplete and in-
accurate measurements. Communications on Pure and Applied Mathematics, 59:1207–
1223, 2006. 5
[CRZZ15] M. Chen, Z. Ren, H. Zhao, and H. Zhou. Asymptotically normal and efficient es-
timation of covariate-adjusted gaussian graphical model. Journal of the American
Statistical Association, (just-accepted):00–00, 2015. 6
[CSZ06] O. Chapelle, B. Scho¨lkopf, and A. Zien. Semi-Supervised Learning. MIT Press, Cam-
bridge, 2006. 6
[CT07] E. Cande´s and T. Tao. The Dantzig selector: statistical estimation when p is much
larger than n. Annals of Statistics, 35:2313–2351, 2007. 2, 3, 5
[DBM+15] R. Dezeure, P. Bu¨hlmann, L. Meier, N. Meinshausen, et al. High-dimensional infer-
ence: Confidence intervals, p-values and r-software hdi. Statistical Science, 30(4):533–
558, 2015. 7
30
[DET06] D. Donoho, M. Elad, and V. Temlyakov. Stable recovery of sparse overcomplete
representations in the presence of noise. IEEE Trans. on Inform. Theory, 52(1):6–18,
2006. 5
[DH01] D. L. Donoho and X. Huo. Uncertainty principles and ideal atomic decomposition.
IEEE Trans. on Inform. Theory, 47(7):2845–2862, 2001. 5
[Dic12] L. H. Dicker. Residual variance and the signal-to-noise ratio in high-dimensional linear
models. arXiv:1209.0012, 2012. 12
[DJ94] D. L. Donoho and I. M. Johnstone. Minimax risk over lp balls. Prob. Th. and Rel.
Fields, 99:277–303, 1994. 49
[DJ95] D. Donoho and I. Johnstone. Adapting to unknown smoothness via wavelet shrinkage.
J. Amer. Statist. Assn., 90:1200–1224, 1995. 49
[DJM13] D. L. Donoho, I. Johnstone, and A. Montanari. Accurate prediction of phase tran-
sitions in compressed sensing via a connection to minimax denoising. Information
Theory, IEEE Transactions on, 59(6):3396–3433, 2013. 18
[DMM09] D. L. Donoho, A. Maleki, and A. Montanari. Message Passing Algorithms for Com-
pressed Sensing. Proceedings of the National Academy of Sciences, 106:18914–18919,
2009. 7, 49
[DMM11] D. Donoho, A. Maleki, and A. Montanari. The Noise Sensitivity Phase Transition in
Compressed Sensing. IEEE Trans. on Inform. Theory, 57:6920–6941, 2011. 18
[Efr12] B. Efron. The estimation of prediction error. Journal of the American Statistical
Association, 2012. 17, 19
[FL01] J. Fan and R. Li. Variable selection via nonconcave penalized likelihood and its oracle
properties. Journal of the American Statistical Association, 96(456):1348–1360, 2001.
12
[FL08] J. Fan and J. Lv. Sure independence screening for ultrahigh dimensional feature
space. Journal of the Royal Statistical Society: Series B (Statistical Methodology),
70(5):849–911, 2008. 12
[FST14] W. Fithian, D. Sun, and J. Taylor. Optimal inference after model selection.
arXiv:1410.2597, 2014. 7
[FSW09] J. Fan, R. Samworth, and Y. Wu. Ultrahigh dimensional feature selection: beyond
the linear model. The Journal of Machine Learning Research, 10:2013–2038, 2009. 12
[JBC15] L. Janson, R. F. Barber, and E. Cande`s. Eigenprism: Inference for high-dimensional
signal-to-noise ratios. arXiv:1505.02097, 2015. 7
[JM13] A. Javanmard and A. Montanari. Nearly optimal sample size in hypothesis testing for
high-dimensional regression. In 51st Annual Allerton Conference, pages 1427–1434,
Monticello, IL, June 2013. 7, 11
31
[JM14a] A. Javanmard and A. Montanari. Confidence intervals and hypothesis testing for high-
dimensional regression. The Journal of Machine Learning Research, 15(1):2869–2909,
2014. 2, 3, 5, 6, 7, 11, 12, 22, 53
[JM14b] A. Javanmard and A. Montanari. Hypothesis Testing in High-Dimensional Regression
under the Gaussian Random Design Model: Asymptotic Theory. IEEE Trans. on
Inform. Theory, 60(10):6522–6554, 2014. 2, 3, 7, 27
[JS15] L. Janson and W. Su. Familywise error rate control via knockoffs. arXiv:1505.06549,
2015. 7
[JvdG15a] J. Jankova´ and S. van de Geer. Honest confidence regions and optimality in high-
dimensional precision matrix estimation. arXiv:1507.02061, 2015. 6
[JvdG+15b] J. Jankova, S. van de Geer, et al. Confidence intervals for high-dimensional inverse
covariance estimation. Electronic Journal of Statistics, 9(1):1205–1229, 2015. 6
[Led01] M. Ledoux. The concentration of measure phenomenon. In Mathematical Surveys and
Monographs, volume 89. American Mathematical Society, Providence, RI, 2001. 47,
50, 53, 54
[LTTT14] R. Lockhart, J. Taylor, R. J. Tibshirani, and R. Tibshirani. A significance test for the
lasso. The Annals of Statistics, 42(2):413, 2014. 7
[Mal73] C. L. Mallows. Some comments on cp. Technometrics, 15(4):661–675, 1973. 19
[MB06] N. Meinshausen and P. Bu¨hlmann. High-dimensional graphs and variable selection
with the lasso. The Annals of Statistics, 34:1436–1462, 2006. 4, 6
[MB10] N. Meinshausen and P. Bu¨hlmann. Stability selection. Journal of the Royal Statistical
Society: Series B (Statistical Methodology), 72:417–473, 2010. 7
[Mei14] N. Meinshausen. Group bound: confidence intervals for groups of variables in sparse
high dimensional regression without assumptions on the design. Journal of the Royal
Statistical Society: Series B (Statistical Methodology), 2014. 7
[OK15] T. Obuchi and Y. Kabashima. Cross validation in lasso and its acceleration.
arXiv:1601.00881, 2015. 20
[RTF13] S. Reid, R. Tibshirani, and J. Friedman. A study of error variance estimation in Lasso
regression. arXiv Preprint arXiv:1311.5274, 2013. 12
[RZ13] M. Rudelson and S. Zhou. Reconstruction from anisotropic random measurements.
IEEE Trans. on Inform. Theory, 59(6):3434–3447, 2013. 9
[SBvdG10] N. Sta¨dler, P. Bu¨hlmann, and S. van de Geer. `1-penalization for mixture regression
models (with discussion). Test, 19(2):209–256, 2010. 12
[SC15] W. Su and E. Candes. Slope is adaptive to unknown sparsity and asymptotically
minimax. arXiv:1503.08393, 2015. 6, 19
32
[SZ12] T. Sun and C.-H. Zhang. Scaled sparse linear regression. Biometrika, 99(4):879–898,
2012. 6, 12
[Tib96] R. Tibshirani. Regression shrinkage and selection with the Lasso. Journal of the Royal
Statistical Society: Series B (Statistical Methodology), 58:267–288, 1996. 2
[TLTT14] J. Taylor, R. Lockhart, R. J. Tibshirani, and R. Tibshirani. Exact post-selection
inference for forward stepwise and least angle regression. arXiv:1401.3889, 2014. 7
[VdGBRD14] S. Van de Geer, P. Bu¨hlmann, Y. Ritov, and R. Dezeure. On asymptotically optimal
confidence regions and tests for high-dimensional models. The Annals of Statistics,
42(3):1166–1202, 2014. 2, 3, 4, 5, 6, 7, 11, 12, 28, 29
[Ver12] R. Vershynin. Introduction to the non-asymptotic analysis of random matrices. In
Y. Eldar and G. Kutyniok, editors, Compressed Sensing: Theory and Applications,
pages 210–268. Cambridge University Press, 2012. 34, 41
[WR09] L. Wasserman and K. Roeder. High dimensional variable selection. Annals of Statis-
tics, 37(5A):2178, 2009. 7
[YZ10] F. Ye and C.-H. Zhang. Rate minimaxity of the lasso and dantzig selector for the lq
loss in lr balls. The Journal of Machine Learning Research, 11:3519–3540, 2010. 3
[ZH08] C.-H. Zhang and J. Huang. The sparsity and bias of the lasso selection in high-
dimensional linear regression. The Annals of Statistics, pages 1567–1594, 2008. 3
[Zha10] C.-H. Zhang. Nearly unbiased variable selection under minimax concave penalty. The
Annals of Statistics, 38(2):894–942, 2010. 12
[ZHT+07] H. Zou, T. Hastie, R. Tibshirani, et al. On the degrees of freedom of the lasso. The
Annals of Statistics, 35(5):2173–2192, 2007. 19
[ZZ14] C.-H. Zhang and S. S. Zhang. Confidence intervals for low dimensional parameters
in high dimensional linear models. Journal of the Royal Statistical Society: Series B
(Statistical Methodology), 76(1):217–242, 2014. 2, 3, 4, 5, 6, 7, 11, 12
33
A Proof of Lemma 3.5
This proposition is an improved version of Theorem 7.2 in [BRT09].
We first recall the definition of restricted eigenvalues as given by:
φmax(k) ≡ max
1≤‖v‖0≤k
〈v, Σ̂v〉
‖v‖22
.
Clearly, φmax(k) is an increasing function of k.
Employing [Ver12, Remark 5.4], for any 1 ≤ k ≤ n and a fixed subset J ⊂ [p] with |J | = k, we
have
P
(
σmax(Σ̂J,J) ≥ Cmax + C
√
k
n
+
t√
n
)
≤ 2e−ct2 ,
for t ≥ 0, where C and c depend only on Cmax. Therefore, by union bound over all possible subsets
J ⊆ [p] we obtain
P
(
φmax(k) ≥ Cmax + C
√
k
n
+
t√
n
)
≤ 2
(
p
k
)
e−ct
2 ≤ 2e−ct2+k log p+k , (98)
for t ≥ 0.
Let Ŝ ≡ supp(θ̂). Recall that the stationarity condition for the Lasso cost function reads XT(y−
Xθ̂) = nλ v(θ̂), where v(θ̂) ∈ ∂‖θ̂‖1. Equivalently,
1
n
XTX(θ∗ − θ̂) = λ v(θ̂)− 1
n
XTw .
On the event B˜(n, p), we have ‖XTw‖∞ ≤ nλ/4. Thus for all i ∈ Ŝ∣∣∣∣ 1n [XTX(θ∗ − θ̂)]i
∣∣∣∣ ≥ λ2 .
Squaring and summing the last identity over i ∈ Ŝ, we obtain that, for h ≡ n−1/2X(θ∗ − θ̂),
λ2
4
|Ŝ| ≤ 1
n
∑
i∈Ŝ
(eTi X
Th)2 = 〈h, 1
n
X
Ŝ
XT
Ŝ
h〉 ≤ ‖Σ̂
Ŝ,Ŝ
‖22‖h‖2 ≤ φmax(|Ŝ|)‖h‖22 . (99)
By a similar argument as in Corollary 6.2, on the event B ≡ B˜(n, p) ∩ B(n, s0, 3) we have
‖h‖22 ≤
4λ2s0
(1− δ)2Cmin .
Thus,
|Ŝ| ≤ 16φmax(Ŝ)
(1− δ)2Cmin s0 . (100)
Note that |Ŝ| ≤ n by the fact that the columns of X are in generic positions. Using monotonicity
property of φmax(·), we have φmax(|Ŝ|) ≤ φmax(n). Invoking equation (98) with k = n, we have
φmax(n) < c1
√
log p with high probability for some constant c1.
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Hence, by equation (100)
|Ŝ| < C˜s0
√
log p , C˜ ≡ 16c1
(1− δ)2Cmin . (101)
Now, we use this bound on |Ŝ| along with equation (100) to get a better bound on |Ŝ|. Again by
using the fact that φmax(k) is a non-decreasing function of k, we have
φmax(|Ŝ|) < φmax(C˜s0
√
log p) ≤ Cmax , (102)
with high probability where we used the assumption n  s0(log p)2. Using this bound in equa-
tion (100), we get
|Ŝ| < 16Cmax
(1− δ)2Cmin s0 .
The result follows.
B Proof of Lemma 3.7
By definition of `∞ operator norm, for a symmetric invertible matrix A we have
‖A−1‖∞ ≡ max
v 6=0
‖A−1v‖∞
‖v‖∞ = maxu6=0
‖u‖∞
‖Au‖∞ =
1
minu6=0
‖Au‖∞
‖u‖∞
. (103)
Note that for any set T ⊆ [p] we have
min
u6=0
‖Au‖∞
‖u‖∞ ≤ minu˜6=0
‖AT,T u˜‖∞
‖u˜‖∞ ,
whence we obtain
‖A−1‖∞ ≥ 1
minu6=0
‖AT,T u˜‖∞
‖u˜‖∞
= ‖A−1T,T ‖∞ . (104)
Since the above inequality holds for any T ⊆ [p], we obtain the desired result.
C Proof of Lemma 6.4
For θ we have
Ly,X(θ∗i , θ) =
1
2n
‖y − x˜iθ∗i −X∼iθ‖2 + λ‖θ‖1 + λ|θ∗i |
Let y˜ ≡ y − x˜iθ∗i . We then have
Ly,X(θ∗i , θ) =
1
2n
‖y˜ −X∼iθ̂p∼i −X∼i(θ − θ̂p∼i)‖2 + λ‖θ‖1 + λ|θ∗i |
= Ly,X(θ∗i , θ̂p∼i) +
1
2n
‖X∼i(θ − θ̂p∼i)‖2 −
1
n
〈y˜ −X∼iθ̂p∼i, X∼i(θ − θ̂p∼i)〉
+ λ‖θ‖1 − λ‖θ̂p∼i‖1 (105)
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Since θ̂p∼i is the minimizer of Ly,X(θ∗i , θ) by KKT condition we have
1
n
XT∼i(y˜ −X∼iθ̂p∼i) = λξ, ξ ∈ ∂‖θ̂p∼i‖1 . (106)
Applying equation (106) in equation (105) we get
Ly,X(θ∗i , θ)− Ly,X(θ∗i , θ̂p∼i) =
1
2n
‖X∼i(θ − θ̂p∼i)‖2 + λ
(
‖θ‖1 − ‖θ̂p∼i‖1 − 〈ξ, θ − θ̂p∼i〉
)
≥ 1
2n
‖X∼i(θ − θ̂p∼i)‖2 ,
where the last step follows from the definition of a subgradient.
D Proof of Lemma 6.5
Define xopt,1 = arg minx f1(x). It is simple to see that xopt,1 = η(a + u1;λ/ci), where η(x;α) is the
soft-thresholding function given by
η(x;α) =

x− α x ≥ α ,
0 |x| ≤ α ,
x+ α x ≤ −α .
By substituting for xopt,1 in equation (76) and after some algebraic manipulations, we obtain
f1(xopt,1) = ciH(a+ u1;λ/ci) + b1 ,
where H(x;α) is the Huber function:
H(x;α) =

α|x| − α22 if |x| > α ,
x2
2 if |x| ≤ α .
Similarly, setting xopt,2 = arg minx f2(x) we have
f1(xopt,2) = ciH(a+ u2;λ/ci) + b2 .
Define ∆1 ≡ f1(a) − f(xopt,1) and ∆2 ≡ f2(a) − f(xopt,2). Substituting for f1(a) and f2(a), we
get
∆1 = ci
u21
2
+ λ|a| − ciH(a+ u1;λ/ci) , (107)
∆2 = ci
u22
2
+ λ|a| − ciH(a+ u2;λ/ci) . (108)
We then write
f1(a)− f2(a) = ∆1 −∆2 + f1(xopt,1)− f2(xopt,2) ≤ ∆1 −∆2 , (109)
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where we use the assumption minx f1(x) ≤ minx f2(x).
Finally we bound ∆1 −∆2 as follows:
∆1 −∆2 = ciu
2
1 − u22
2
+ ci
{
H(a+ u2;λ/ci)−H(a+ u1;λ/ci)
}
≤ ciu2(u1 − u2) + (u1 − u2)
2
2
+ λ|u1 − u2|
where the last inequality holds since H′(x;α) = x− η(x;α) and hence |H′(x;α)| ≤ α and due to the
mean-value theorem.
E Proof of Lemma 6.6
To lighten the notation, we drop the subscripts y,X in Ly,X(·). Recall that ∆(θ) ≡ Ly,X(θ∗i , θ) −
L+(θ). We start by expanding L(θi, θ).
L(θi, θ) = 1
2n
‖y − x˜iθi −X∼iθ‖22 + λ|θ∗i |+ λ‖θ‖1 .
Plugging in y = x˜iθ
∗
i +X∼iθ
∗
∼i + w and rearranging the terms, we obtain
L(θi, θ) = 1
2n
‖w +X∼i(θ∗∼i − θ)‖22 +
1
n
〈θ∗i − θi, x˜Ti (w +X∼i(θ∗∼i − θ))〉
+
1
2n
‖x˜i‖2(θ∗i − θi)2 + λ|θi|+ λ‖θ‖1 . (110)
Therefore,
L(θ∗i , θ) =
1
2n
‖w +X∼i(θ∗∼i − θ)‖22 + λ|θ∗i |+ λ‖θ‖1 . (111)
Combining equations (110) and (111), we rewrite L(θi, θ) as
L(θi, θ) =L(θ∗i , θ) +
1
n
〈θ∗i − θi, x˜Ti (w +X∼i(θ∗∼i − θ))〉
+
1
2n
‖x˜i‖2(θ∗i − θi)2 + λ|θi| − λ|θ∗i |
=λ|θi|+ 1
2n
‖x˜i‖2
(
θi − θ∗i −
x˜Ti
‖x˜i‖2 (w +X∼i(θ
∗
∼i − θ))
)2
− 1
2n‖x˜i‖2
(
x˜Ti (w +X∼i(θ
∗
∼i − θ))
)2
+ L(θ∗i , θ)− λ|θ∗i | . (112)
Writing expression (112) in terms of ci ≡ ‖x˜i‖2/n and u(θ), given by (75), we get
L(θi, θ) = λ|θi|+ ci
2
(θi − θ∗i − u(θ))2 −
ci
2
u(θ)2 + L(θ∗i , θ)− λ|θ∗i | . (113)
The result follows.
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F Proof of Preposition 6.7
Let T = supp(θ̂p∼i) ∪ supp(θ∗). By Lemma 3.5, |T | < Cδs0, where
Cδ ≡ C∗ + 1 = 16
(1− δ)2
Cmax
Cmin
+ 1 .
J = J˜\{i}. For i ∈ [p] define
Σi|T ≡ Σi,i − Σi,T (ΣT,T )−1ΣT,i .
Since x˜i and XT are jointly Gaussian, we have
x˜i = XT (ΣT,T )
−1ΣT,i + Σ
1/2
i|T z , (114)
where z ∈ Rn is independent of XT with i.i.d standard normal coordinates.
Recalling the definition of ci ≡ ‖x˜i‖2/n and u(θ), given by equation (75), we write ci|u(θ̂p∼i)| as
ci|u(θ̂p∼i)| =
1
n
∣∣∣∣x˜Ti (w +X∼i(θ∗∼i − θ̂p∼i))∣∣∣∣
=
1
n
∣∣∣∣x˜Ti (w +XT (θ∗T − θ̂pT ))∣∣∣∣
≤ 1
n
|x˜Ti w|+
1
n
Σ
1/2
i|T
∣∣∣∣zTXT (θ∗T − θ̂pT )∣∣∣∣+ 1n
∣∣∣∣Σi,T (ΣT,T )−1XT∼iX∼i(θ∗T − θ̂pT )∣∣∣∣
≤ 1
n
|x˜Ti w|+
1
n
Σ
1/2
i|J
∣∣∣∣zTXT (θ∗T − θ̂pT )∣∣∣∣+ 1n‖Σi,T (ΣT,T )−1‖1‖XTTXT (θ∗T − θ̂pT )‖∞ . (115)
The first inequality here follows from equation (114).
In the following we bound each term on the RHS of equation (115) individually.
On the event B˜(n, p), defined by equation (18), we have
1
n
‖x˜Ti w‖ ≤
1
n
‖XTw‖∞ ≤ 2σ
√
log p
n
≤ λ
4
. (116)
We use Corollary 6.2 to bound the second term of expression (115). We recall the event
Bδ(n, s0, 3), given by equation (16) and let B ≡ Bδ(n, s0, 3) ∩ B˜(n, p). Further, recall the nota-
tion ζi ≡ X∼i(θ∗∼i − θ̂p∼i)/
√
n = XT (θ
∗
T − θ̂pT )/
√
n and the event Ei defined by equation (66). We
write
P
( 1√
n
Σ
1/2
i|T |zTζi| ≥ λ;B
)
≤ P
( 1√
n
Σ
1/2
i|T |zTζi| ≥ λ; Ei
)
= E
{
I
( 1√
n
Σ
1/2
i|T |zTζi| ≥ λ
)
· I(Ei)
}
≤ 2E
(
exp
[
− nλ
2
2‖ζi‖2
]
· I(Ei)
)
≤ 2 exp(−c∗ n
s0
) , (117)
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with c∗ ≡ (1− δ)2Cmin/8. Here, the penultimate inequality follows from Fubini’s theorem where we
first integrate w.r.t z and then w.r.t ζi. Note that z and ζi are independent. Therefore, z
Tζi|ζi ∼
N(0, ‖ζi‖2). In the last step, we applied Corollary 6.2.
We next bound the third term on the RHS of equation (115). Note that the KKT conditions for
optimization (59) reads
1
n
XT∼i(w +X∼i(θ
∗
∼i − θ̂p∼i)) = λξ , (118)
for ξ ∈ ∂‖θ̂p∼i‖1. Since θ∗∼i − θ̂p∼i is supported on T , we have X∼i(θ∗∼i − θ̂p∼i) = XT (θ∗T − θ̂pT ). To
lighten the notation, let
ν ≡ 1
n
XTTXT (θ
∗
T − θ̂pT ) .
We know by equation (118),
‖ν‖∞ ≤ 1
n
‖XTTw‖∞ + λ‖ξT ‖∞ .
On the event B˜(n, p) we have
1
n
‖XTTw‖∞ ≤ 2σ
√
log p
n
≤ λ
4
.
Combining the above two inequalities we obtain
‖ν‖∞ ≤ 5λ/4 . (119)
We next employ Condition (iii) to bound ‖Σi,T (ΣT,T )−1‖1. Define T˜ = T ∪ {i} and write the
inverse of ΣT˜ ,T˜ using Schur complement:
Σ−1
T˜ ,T˜
=
(
Σ−1i|T −Σ−1i|TΣi,TΣ−1T,T
−Σ−1T,TΣT,iΣ−1i|T Σ−1T,T + Σ−1T,TΣT,iΣ−1i|TΣi,TΣ−1T,T
)
.
By Condition (iii) and as |T˜ | ≤ Cδs0, ‖Σ−1T˜ ,T˜ ei‖1 ≤ ρ. Further, by Condition (i), Σi|T ≤ Σi,i ≤ 1.
Hence, we get
ρ ≥ ‖Σ−1
T˜ ,T˜
ei‖1 ≥ 1 + ‖Σi,T (ΣT,T )−1‖1 . (120)
Using equations (116) to (120), we bound the RHS of equation (115) as follows. Under the event
B,
ci|u(θ̂p∼i)| ≤
5λ
4
ρ .
G Proof of Corollary 6.8
Note that θ̂p∼i is the Lasso estimators corresponding to (y˜, X∼i), according to equation (59). As a
corollary of Proposition 3.5, on event B, ‖θ̂p∼i‖0 ≤ C∗s0, with C∗ ≡ (16Cmax/Cmin)(1 − δ)−2. Also,
‖θ̂∼i‖0 ≤ s0. Therefore,(0, θ̂∼i−θ̂p∼i) ∈ C((C∗+1)s0, 3) and, by definition, on event Bδ(n, (C∗+1)s0, 3),
the claim holds true.
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H Sample splitting techniques
In this appendix, we discuss how sample splitting can be used to modify the debiased estimator as to
go around the sparsity barrier at s0 = o(
√
n/ log p). This provides an alternative to the more careful
analysis carried out in the main body of the paper, that we discuss for the sake of simplicity. As
mentioned in the introduction, sample splitting has its own drawbacks, most notably the dependence
of the results on the random data split, and the sub-optimal use of all the samples.
For the sake of notational simplicity we assume here that the number of samples is 2n and is
randomly split in two batches of size n: (x1, y1), . . . , (xn, yn), and (x1, y1),. . . , (xn, yn). Note that
the change of notation only amounts to a constant multiplicative factor in the sample size, which is
of no concern to us. In vector notation, these batches are denoted as (y,X) and (y,X). We then
proceed as follows:
1. We use the second batch to compute the Lasso estimator, namely
θ̂(y,X;λ) ≡ arg max
θ∈Rp
{
1
2n
‖y −Xθ‖22 + λ‖θ‖1
}
. (121)
2. We use the first batch to compute the debiasing matrix M , e.g. using the node-wise Lasso as
in Section 3.3.
3. We use the first batch to implement the debiasing, namely
θ̂split = θ̂(y,X) +
1
n
MXT
(
y −Xθ̂(y,X)) . (122)
The main remark is that, thanks to the splitting, X is statistically independent from θ̂, which greatly
simplifies the analysis. Notice that we did not use the responses in y.
For the sake of simplicity, we shall analyze this procedure in the case in which the precision matrix
Ω is known, and we hence set M = Ω. The generalization to M constructed via the node-wise Lasso
is straightforward as in the proof of Theorem 3.13.
The next statement implies that, for sparsity level s0 = o(n/(log p)
2),the sample splitting debiased
estimator is asymptotically Gaussian.
Proposition H.1. Consider the linear model (2) where X has independent Gaussian rows, with
zero mean and covariance Σ. Suppose that Σ satisfies the technical conditions of Theorem 3.8
Let θ̂ be the Lasso estimator defined by (3) with λ = 8σ
√
(log p)/n. Further, let θ̂split be the mod-
ified (sample-splitting) debiased estimator defined in Eq. (122) with M = Ω ≡ Σ−1. Then, there exist
constants c, C depending solely on Cmin, Cmax, δ and ρ, such that, for n ≥ c max(log p, s0 log(p/s0))
the following holds true:
√
n(θ̂d − θ∗) = Z +R , Z|X ∼ N(0, σ2ΩΣ̂Ω) , (123)
lim
n→∞P
(
‖R‖∞ ≥ C
√
s0
n
log p
)
= 0 . (124)
Proof. Proceeding as in the proof of Theorem 3.8, it is sufficient to bound the bias term of
√
n(θ̂split−
θ∗), which is given by (cf. (8))
R ≡ √n(ΩΣ̂− I)(θ∗ − θ̂) . (125)
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To lighten the notation, let u = θ∗ − θ̂. Expanding R we get
R =
√
n(ΩΣ̂− I)u = 1√
n
n∑
i=1
(Ωxix
T
i − I)u . (126)
To control ‖R‖∞, we bound each component Rj individually. Let ej be the j-th element of the
standard basis with one at the j-th position and zero everywhere else. We write
Rj =
1√
n
n∑
i=1
(eTj Ωxi)(x
T
i u)− uj .
Let Zi ≡ (eTj Ωxi)(xTi u) − uj . Note that conditional on (y,X), θ̂ and therefore u are deterministic.
Furthermore, since the first batch (y,X) is independent of (y,X), the rows xi are independent
conditional on (y,X). Therefore, Zi|(y,X) are independent with E(Zi|y,X) = eTj ΩΣu− uj = 0. We
let ‖ · ‖ψ1 and ‖ · ‖ψ2 respectively denote the sub-exponential and sub-gaussian norms and condition
on (y,X) in the sequel. As shown in [Ver12, Remark 5.18],
‖Zi‖ψ1 ≤ 2‖(eTj Ωxi)(xTi u)‖ψ1 .
In addition, for any two random variables v and w, we have ‖vw‖ψ1 ≤ 2‖v‖ψ2‖w‖ψ2 . Hence,
‖(eTj Ωxi)(xTi u)‖ψ1 ≤ 2‖eTj Ωxi‖ψ2‖xTi u‖ψ2
= 2‖eTj Ω1/2‖2‖Ω1/2xi‖2ψ2‖Ω−1/2u‖2
≤ 2
√
Cmax/Cmin ‖Ω1/2xi‖2ψ2‖u‖2 .
Given that Ω1/2xi ∼ N(0, I), we get ‖Ω1/2xi‖ψ2 = 1. Hence, maxi ‖Zi‖ψ1 ≤ C‖u‖2 with C ≡
4
√
Cmax/Cmin. Applying Bernstein-type inequality [Ver12, Proposition 5.16], for every t ≥ 0, we
have
P
{∣∣∣∣ n∑
i=1
1√
n
Zi
∣∣∣ ≥ t ∣∣∣∣(y,X)} ≤ 2 exp [− cmin( t2C2‖u‖22 , t
√
n
C‖u‖2
)]
, (127)
where c > 0 is an absolute constant. Observe that on the event B ≡ Bδ(n, s0, 3) ∩ B˜(n, p)3, we have
‖u‖22 = ‖θ∗ − θ̂‖22 . s0λ2 .
Therefore, by using tail bound (127) and applying union bound over the p entries of R, we get (for
n ≥ c log p with c a suitable constant)
‖R‖∞ .
√
s0
n
log p ,
with high probability.
3See Section 3.2 for definition of Bδ(n, s0, 3) and B˜(n, p)
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I Proof of Propositions 4.1 and 4.2
I.1 Proof of Proposition 4.1
Fix M and λ for which Equations (45)-(46) hold true and let
θd = θ̂ +
1
n
MXT(y −Xθ̂) .
We construct confidence interval Jdα centered at θ̂
d as follows:
Jdα ≡ [θ̂d1 − δ(α, n), θ̂d1 + δ(α, n)] (128)
δ(α, n) ≡ Φ−1(1− α/2) 1
(1− ε)√n min{σ̂
√
Q1,
√
(1 + ε)cC}+ ∆n√
n
, (129)
where ε ∈ (0, 1/2) is arbitrary fixed value and Φ(x) ≡ ∫ x−∞ e−t2/dt/√2pi is the Gaussian distribution.
Further, recall that c is the bound on σ in the definition of Γ(s0, sΩ, ρ).
We have
`(Jdα) ≤ 2Φ−1(1− α/2)
1
(1− ε)√n
√
(1 + ε)cC +
∆n√
n
, (130)
and therefore, Eγ{`(Jdα)} . (1 + ∆n)/
√
n.
We next show that Jdα ∈ Iα(Γ). Define the following events:
E1 ≡ {(1− ε)σ ≤ σ̂ ≤ (1 + ε)σ}, (131)
E2 ≡ {‖Q‖∞ ≤ C} , (132)
E3 ≡ {‖R‖∞ ≤ ∆n} . (133)
We further let E = E1 ∩ E2 ∩ E3 and Z = eT1MXTw/
√
n. Since Z/
√
n|X ∼ N(0, σ2Q1/n), we have
P
( 1√
n
|Z| ≤
√
Q1
n
σΦ−1(1− α/2)
∣∣∣X) = 1− α . (134)
By integrating w.r.t X we get the same coverage probability unconditionally. Note that on event E ,
σ̂
√
Q1 ≤
√
(1 + ε)σ2C and on Γ(s0, sΩ, ρ), we have σ ≤
√
c. Further, σ ≤ σ̂/(1−ε). Hence, on event
E
δ(α, n) = Φ−1(1− α/2) σ̂
(1− ε)
√
Q1
n
+
∆n√
n
≥ Φ−1(1− α/2)σ
√
Q1
n
+
∆n√
n
≡ δ0(α, n) . (135)
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We have the following bound on the coverage probability
P(θ∗1 ∈ Jdα) = P(|θ̂d1 − θ∗1| ≤ δ(α, n)) (136)
≥ P({|θ̂d1 − θ∗1| ≤ δ0(α, n)} ∩ E) (137)
(a)
≥ P
({ 1√
n
|Z| ≤
√
Q1
n
σΦ−1(1− α/2)
}
∩ E
)
(138)
≥ P
( 1√
n
|Z| ≤
√
Q1
n
σΦ−1(1− α/2)
)
− P(Ec) (139)
(b)
= 1− α− P(Ec) = P(E)− α , (140)
where (a) follows from the decomposition θ̂d1 = θ
∗
1 + Z/
√
n+ R/
√
n and the fact that ‖R‖∞ ≤ ∆n
on E ; (b) follows from Equation (134). Since P(E)→ 0, we obtain
lim inf
n→∞ infγ∈Γ(s0,sΩ,ρ)
Pγ(θ∗1 ∈ Jdα) ≥ 1− α . (141)
Therefore, as claimed,
`∗α(Γ(s0, sΩ, ρ)) ≤ Eγ{`(Jdα)} . (1 + ∆n)/
√
n . (142)
I.2 Proof of Proposition 4.2
The proof follows the same lines as [CG15][Theorem 3]. Under the gaussian design model, the data
pairs (yi, xi) has a joint gaussian distribution with mean zero and covariance Σ˜, where Σ˜ admits the
following block decomposition:
Σ˜ =
(
Σ˜yy Σ˜yx
Σ˜xy Σ˜xx
)
=
(
θTΣθ + σ2 θTΣ
Σθ Σ
)
, (143)
where we posit the model y = Xθ + w with w ∼ N(0, σ2I). (Throughout this section, we simplify
our notations by writing θ instead of θ∗ for the true model parameters.) We also define PSD(p) ≡
{M ∈ Rp×p : M  0}, the set of positive semidefinite matrices of size p.
Notice that there is a one-to-one map between the parameter space Γ ≡ {γ = (θ,Ω, σ2) : θ ∈
Rp,Ω ∈ PSD(p), σ2 ∈ R+} and PSD(p + 1). Specifically, define the function h : PSD(p + 1) 7→ Γ as
h(Σ˜) = ((Σ˜xx)
−1Σ˜xy, (Σ˜xx)−1, Σ˜yy − (Σ˜xy)T(Σ˜xx)−1Σ˜xy). The inverse map h−1 is given by
h−1((θ,Ω, σ2)) =
(
θTΩ−1θ + σ2 θTΩ−1
Ω−1θ Ω−1
)
. (144)
We next define a null hypothesis H0 and an alternative hypothesis H1 as follows. Let s∗ = min(s0−
1, sΩ) and s1 = s0 − s∗ ≥ 1. The null space is a singleton H0 = {γˇ = (θˇ, I, σˇ2)} with θˇ1 = 0,
‖θˇ‖0 = s1 − 1 and σˇ2 ∈ (0, c]. We further let S = supp(θˇ) and denote by piH0 the point mass prior
on H0.
Next we construct the alternative parameter space H1. First, we define the following set
A(ν, k) ≡
{
δ : δ ∈ Rp1 , ‖δ‖0 = k, δi ∈ {0, ν} for 1 ≤ i ≤ p1
}
, (145)
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where p1 = p − s1. We set k ≡ min(s∗, (ρ− 1.01)/ν) where ρ comes from the constraint ‖Ω‖∞ ≤ ρ
in the definition of Γ(s0, sΩ) . Later in the proof we enforce some constraints on the value of ν and
in the hindsight, set a suitable value for ν that complies with those constraints.
For a given δ ∈ Rp1 , define Σ˜δ as follows (here the block decomposition corresponds to decompo-
sition [p] = {1} ∪ S ∪ (Sc \ 1)):
Σ˜δ =

‖θˇ‖2 + σˇ2 0 θˇTS σˇδT
0 1 01×s1 δT
θˇS 0s1×1 Is1×s1 0s1×p1
σˇδ δ 0p1×s1 Ip1×p1
 . (146)
We let F ≡ {Σ˜δ : δ ∈ A(ν, k)} and construct the alternative space
H1 =
{
(θ,Ω, σ2) : γ = h(Σ˜δ) for some Σ˜δ ∈ F
}
. (147)
We need to show that if Σ˜δ ∈ F then h(Σ˜δ) ∈ Γ(s0, sΩ, ρ). Let (θ,Ω, σ2) = h(Σ˜δ). Then,
θ1 =
−σˇ‖δ‖2
1− ‖δ‖2 , θS = θˇS , θSc\{1} = (σˇ − θ1)δ. (148)
Therefore, ‖θˇ‖0 = 1+|S|+‖δ‖0 = 1+(s1−1)+s∗ = s0. Further, if ν ≤ 1/√s∗, then ‖δ‖2 ≤ √s∗ν < 1
and we have
σ2 = ‖θˇ‖2 + σˇ2 − ‖θˇS‖2 − σˇ(σˇ − θ1)‖δ‖2 = σˇ2 − σˇ
2‖δ‖2
1− ‖δ‖2 ≤ σˇ
2 < c . (149)
Finally we note that
Ω =
1
1− ‖δ‖2
 1 0 −δT0 (1− ‖δ‖2)Is1×s1 0s1×p1
−δ 0p1×s1 (1− ‖δ‖2)Ip1×p1 + δδT
 (150)
Hence, maxi∈[p] |{j 6= i,Ωi,j 6= 0}| = ‖δ‖0 ≤ s∗ ≤ sΩ. Further, (Ω−1)ii = 1 for all i ∈ [p]. Also by
Weyl’s inequality, if ‖δ‖2 ≤ √s∗ν ≤ min(Cmax−1, 1−Cmin), then Cmin ≤ σmin(Σ) ≤ σmax(Σ) ≤ Cmax.
The last condition is on ‖Ω‖∞. We have
‖Ω‖∞ ≤ 1 + ‖δ‖1
1− ‖δ‖2 ≤
ρ− 0.01
1− (ρ− 1.01)ν ≤ ρ , (151)
where the second inequality is due to the fact that δ ∈ A(ν, k) and k ≤ (ρ − 1.01)/ν. The last
inequality holds if we choose ν < 0.01ρ(ρ−1.01) .
Summarizing, (θ,Ω, σ2) ∈ Γ(s0, sΩ, ρ) if we choose
ν ≤ min
{ 1√
s∗
(Cmax − 1), 1√
s∗
(1− Cmin), 0.01
ρ(ρ− 1.01)
}
. (152)
Let pi be the uniform prior on δ over A(ν, k) for a fixed ν (whose value is to be determined later) and
denote by piH1 the induced prior over H1. We define f1 and f0 as the density function of marginal
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distribution of data (y, x) with priors piH0 and piH1 respectively. Precisely, for γ = (θ,Ω, σ
2) and
i ∈ {0, 1}, we have fi(y, x) =
∫
fγ(y, x)pii(dγ), where fγ is the induced density on (y, x) for random
xi ∼ N(0,Ω−1) and noise w ∼ N(0, σ2), with y = 〈x, θ〉+ w when we fix the signal θ.
Applying [CG15, Lemma 1], we have (noting that θ1, θˇ1 are deterministic)
Eγˇ{`(Jα(y,X))} ≥ |θ1 − θˇ1|
(
1− 2α− TV(f1, f0)
)
+
, (153)
where for two density functions TV(f1, f0) ≡
∫ |f1(z)−f0(z)|dz denotes their total variation distance.
Also recall the χ2 distance between f1 and f0:
χ2(f1, f0) ≡
∫
f21 (z)
f0(z)
dz − 1 .
It is well known that TV(f1, f0) ≤
√
χ2(f1, f0). Using [CG15, Lemma 2] we have
χ2(f1, f0) + 1 = Eδ,δ˜(1− 2δTδ˜)−n ≤ Eδ,δ˜ exp(4nδTδ˜) , (154)
for δ and δ˜ two independent random draws from prior pi over A(ν, k).
By [CG15, Lemma 3] we obtain
Eδ,δ˜ exp(4nδ
Tδ˜) ≤ e k
2
p1−k
(
1− k
p1
+
k
p1
e4nν
2
)k
. (155)
We set ν = c
√
(log p)/n. Since k ≤ s0 . pη for some constant η ∈ [0, 1/2), by choosing c small
enough, we can ensure that TV(fpiH1 , fpiH0 ) ≤ 1/2− α. Further, given that s∗ ≤ s0 . n/ log p and ρ
is a constant, condition (152) holds true for small enough c.
Finally, by invoking inequality (153) and substituting for θ1 from Equation (148) and θˇ1 = 0, we
obtain
Eγˇ{`(Jα(y,X))} ≥ σˇ‖δ‖
2
1− ‖δ‖2
(1
2
− α
)
 kν2 = min(ρν, s∗ν2) . (156)
Note that the inequality (156) implies that `∗α(Γ(s0, sΩ)) & min(ρν, s∗ν2). Using ν 
√
(log p)/n and
s∗ = min(s0 − 1, sΩ), we get Eγˇ{`(Jα(y,X))} & min(ρ
√
(log p)/n, s∗(log p)/n). Proof of the lower
bound rate 1/
√
n follows along the same lines as the proof in [CG15, Theorem 3].
It is worth noting that Equation (156) is much stronger than the implied minimax lower bound.
Indeed it shows that the expected length of confidence intervals at any given point in a large subset
of Γ(s0, sΩ), namely {(θˇ, I, σˇ) : ‖θˇ‖0 = s1 − 1, σˇ2 ∈ (0, c]}, is at least of the provided lower bound
rate.
J Proof of Theorem 5.1 and Corollary 5.2
J.1 Proof of Theorem 5.1
Throughout the proof, we will use θ̂ = θ̂Lasso(y,X) to denote the Lasso estimator. Using the KKT
conditions, it is immediate to see that this satisfies
θ̂ = ηΣ(θ̂
d) (157)
= ηΣ
(
θ∗ +
1
n
ΩXTw +
1√
n
R
)
, (158)
45
with R =
√
n(ΩΣ̂− I)(θ∗ − θ̂) defined as in Theorem 3.8. We also define θ̂0 by
θ̂0 ≡ ηΣ
(
θ∗ +
1
n
ΩXTw
)
. (159)
Recall that Ŝ = supp(θ̂) is the support of the Lasso estimator. By Proposition 3.5, we have, with
high probability |Ŝ| ≤ C∗s0 for a constant C∗. Define Ŝ0 = supp(θ̂0). Proceeding as in Proposition
3.5, we obtain, with high probability |Ŝ0| ≤ C∗s0 as well. Letting S ≡ Ŝ ∪ Ŝ0, we have |S| ≤ 2C∗s0.
Write z0 ≡ θ∗ + n−1ΩXTw, r ≡ R/√n. By Eq. (158), and the definition of ηΣ( · ), cf. Eq. (49),
we have
1
2
∥∥Σ1/2(θ̂ − z0 − r)∥∥2
2
+ λ‖θ̂‖1 ≤ 1
2
∥∥Σ1/2(θ̂0 − z0 − r)∥∥2
2
+ λ‖θ̂0‖1 . (160)
Expanding the squares on both sides, this can be rewritten as
1
2
∥∥Σ1/2(θ̂ − θ̂0)∥∥2
2
− 〈r,Σ(θ̂ − θ̂0)〉 ≤ −〈(θ̂ − θ̂0),Σ(θ̂0 − z0)〉+ λ‖θ̂0‖1 − λ‖θ̂‖1 . (161)
By the KKT conditions for θ̂0 (which follow from the definition (159), and the definition of ηΣ), there
exists a vector v(θ̂0) in the subgradient of the `1 norm at θ̂
0, such that Σ(θ̂0 − z0) + λ v(θ̂0) = 0.
Hence, by definition of subgradient
1
2
∥∥Σ1/2(θ̂ − θ̂0)∥∥2
2
− 〈r,Σ(θ̂ − θ̂0)〉 ≤ −λ[‖θ̂‖1 − ‖θ̂0‖1 − 〈v(θ̂0), (θ̂ − θ̂0)〉] ≤ 0 . (162)
Using the assumption σmin(Σ) ≥ Cmin, we have
Cmin‖θ̂ − θ̂0‖22 ≤ 2〈Σr, (θ̂ − θ̂0)〉 (163)
≤ 2‖(Σr)S‖2‖θ̂ − θ̂0‖2 . (164)
Hence
‖θ̂ − θ̂0‖22 ≤
8
C2min
{‖ΣS,SrS‖22 + ‖ΣS,ScrSc‖22} (165)
≤ 8
C2min
{
C2max|S|‖r‖2∞ + ρ˜2|S|‖rSc‖2∞
}
(166)
≤ 32(C
2
max + ρ˜
2)
C2min
C∗
s0
n
‖R‖2∞ ≡ C˜2
s0
n
‖R‖2∞ . (167)
The proof is completed by using Theorem 3.8.
J.2 Proof of Corollary 5.2
As in the previous section, we use θ̂ = θ̂Lasso(y,X) to denote the Lasso estimator and define θ̂0 by
θ̂0 ≡ η
(
θ∗ +
1
n
XTw;λ
)
. (168)
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Note that, by Lemma 3.4, we have ‖XTw/n‖∞ < λ with high probability, whence Ŝ0 ≡ supp(θ̂0) ⊆
S ≡ supp(θ∗). By triangular inequality and Theorem 5.1, we get
‖θ̂ − θ∗‖2 = ‖θ̂0 − θ∗‖2 +OP
(σs0 log p
n
)
= ‖(θ̂0 − θ∗)S‖2 +OP
(σs0 log p
n
)
. (169)
We next show that ‖(θ̂0 − θ∗)S‖ concentrates around its expectation. Fixing X ∈ Rn×p, define
F (w;X) = ‖θ̂0S − θ∗S‖2 =
∥∥∥η(θ∗ + 1
n
ΩXTw +
1√
n
R)S − θ∗S
∥∥∥
2
.
Noting that the soft-thresholding function η(·;λ) is 1-Lipschitz continuous, we have
F (w;X)− F (w′;X) =
∥∥∥η(θ∗ + 1
n
ΩXTw +
1√
n
R)S − θ∗S
∥∥∥
2
−
∥∥∥η(θ∗ + 1
n
ΩXTw′ +
1√
n
R)S − θ∗S
∥∥∥
2
≤
∥∥∥η(θ∗ + 1
n
XTw;λ
)
S
− η
(
θ∗ +
1
n
XTw′;λ
)
S
∥∥∥
2
≤ 1
n
∥∥(XTw −XTw′)S∥∥2
≤ 1
n
‖XS‖2 ‖w − w′‖2 . (170)
Next by the Bai-Yin law [AGZ09]), we have ‖XS‖2 ≤ 2(√s0 +
√
n), with high probability. Therefore,
using s0 ≤ n, we obtain F (w;X)− F (w′;X) ≤ 4‖w − w′‖2/
√
n.
Denote by Pw and Ew probability and expectation with respect to w. By Gaussian isoperimetry
[Led01], we have P(F (w;X) − Ew{F (w;X)} ≥ t) ≤ 2 e−cnt2/σ2 , for some universal constant c > 0 .
This implies Ew‖(θ̂0 − θ∗)S‖2 = Ew{‖(θ̂0 − θ∗)S‖22}1/2 +O(σ/
√
n), and therefore
‖(θ̂0 − θ∗)S‖2 ≤ Ew{‖(θ̂0 − θ∗)S‖22}1/2 +
tσ√
n
, (171)
with probability at least 1− 2e−ct2 . Using this together with Eq. (169), we get
‖θ̂ − θ∗‖2 = ‖θ̂0 − θ∗‖2 +OP
(σs0 log p
n
)
(172)
=
√
Ew
{‖(θ̂0 − θ∗)S‖22}+OP( σ√n ∨ σs0 log pn ) (173)
=
√ ∑
i∈supp(θ∗)
E
{[
η(θ∗i + n−1/2Z˜i;λ)− θ∗i
]2}
+OP
( σ√
n
∨ σs0 log p
n
)
, (174)
where in the last equality expectation is with respect to Z˜i ∼ N(0, ‖x˜i‖22/n). The proof is completed
by using the fact that, with high probability, maxi∈[p]
∣∣‖x˜i‖22/n − 1∣∣ ≤ C√(log p)/n, and bounding
the resulting error.
K Proof of Theorem 5.3
Throughout this proof, we denote by Pw and Ew, the probability and the expectation with respect
to the noise vector w (conditional on X). Let
τ i ≡
√
2σ2(ΩΣ̂Ω)ii log(p/s0)
n
, (175)
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and define the estimators θ̂(1), θ
(1)
by
θ
(1)
i ≡ η
(
θ∗i +
1
n
(ΩXTw)i; τ i
)
, (176)
θ̂
(1)
i ≡ η
(
θ∗i +
1
n
(ΩXTw)i; τi
)
. (177)
Throughout this section, Ln denotes a deterministic sequence with Ln → ∞ arbitrarily slow as
n → ∞. First we claim that,, ‖θ(1)‖0, ‖θ̂(1)‖0 ≤ s0Ln with high probability for any such sequence
Ln. In other to prove this, recall that S ≡ supp(θ∗), and consider i 6∈ S. Conditional on X, we
have (ΩXTw)i/n ∼ N(0, σ2(ΩΣ̂Ω)ii/n). Hence, for Z ∼ N(0, 1) independent of X, and by Wn a
chi-squared random variable with n degrees of freedom, we get
P(θ̂(1)i 6= 0) = P
(|(ΩXTw)i| ≥ nτi) (178)
= P
(
|(ΩΣ̂Ω)1/2ii Z| ≥
√
2Ωii log(p/s0)
)
(179)
≤ P
(
|Z| ≥
√
2(1 + δ)−1 log(p/s0)
)
+ P
(
(ΩΣ̂Ω)ii ≥ (1 + δ)Ωii
)
(180)
≤
(
s0
p
)1−δ
+ P(Wn ≥ n(1 + δ)) (181)
≤
(
s0
p
)1−δ
+ e−cnδ
2 ≤ Cs0
p
, (182)
where the last inequality follows with high probability by taking δ = C0
√
log(p/s0)/n, and using
the assumption that log(p/s0)
3/n → 0. Hence, by Markov inequality ‖θ̂(1)‖0 ≤ s0Ln with high
probability. The claim follows by the same argument for θ
(1)
.
We next claim that ‖θ̂(2)‖0 ≤ s0Ln with high probability as well. Indeed, by definition
θ̂
(2)
i ≡ η
(
θ∗i +
1
n
(ΩXTw)i +
1√
n
Ri; τi
)
, (183)
Using the fact that ‖R‖∞ ≤ Cσ
√
s0(log p)2/n, with high probability (cf. Theorem 3.8) and proceed-
ing along the same lines as above, we obtain
P(θ̂(2)i 6= 0) ≤ P
(
|(ΩΣ̂Ω)1/2ii Z| ≥
√
2Ωii log(p/s0)− C
√
s0(log p)2
n
)
+ P
(
‖R‖∞ > Cσ
√
s0(log p)2
n
)
≤
(
s0
p
)1−δ
exp
{
C
√
s0(log p)2 log(p/s0)
n
}
+ e−cnδ
2
+ o(1) (184)
≤ Cs0
p
, (185)
where in the final step we used the assumption s0(log p)
3/n → 0. Hence, by Markov inequality, we
have ‖θ̂(2)‖0 ≤ s0Ln, with high probability as claimed.
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Therefore , with high probability,∥∥θ̂(2) − θ̂(1)‖2 ≤ 1√
n
‖R‖∞
√
‖θ̂(2)‖0 + ‖θ̂(1)‖0 (186)
≤ Cσ√
n
√
s0(log p)2
n
√
2s0Ln =
√
2LnCσ
s0 log p
n
. (187)
Analogously, we have∥∥θ(1) − θ̂(1)‖2 ≤√‖θ(1)‖0 + ‖θ̂(1)‖0 ·max
i∈[p]
∣∣τˆi − τi∣∣ (188)
≤
√
s0LnCmax
√
2σ2 log(p/s0)
n
·max
i∈[p]
∣∣(ΩΣ̂Ω)ii − Ωii∣∣ , (189)
where we used the fact that C−1max ≤ Ωii ≤ C−1min is bounded uniformly and |
√
x−√y| ≤ |x− y|/√4c
for x, y ≥ c. Since (ΩΣ̂Ω)ii/Ωii is distributed as Wn/n, for Wn a chi-squared random variable with n
degrees of freedom, and Ωii ≤ C−1min, we have maxi∈[p]
∣∣(ΩΣ̂Ω)ii − Ωii∣∣ ≤ C√(log p)/n. Substituting
above, we get ∥∥θ(1) − θ̂(1)‖2 ≤√2LnCmaxCσ √s0 log p
n
. (190)
Hence, using triangular inequality together with Equations. (187) and (190), we obtain∥∥θ̂(2) − θ∗‖2 ≤ ∥∥θ(1) − θ∗‖2 + Cσ√Ln s0 log p
n
(191)
≤ ∥∥θ(1)S − θ∗S‖2 + ∥∥θ(1)Sc ‖2 + Cσ√Ln s0 log pn , (192)
for some constant C > 0.
We are left with the task of bounding ‖θ(1)S − θ∗S‖2 and ‖θ
(1)
Sc ‖2.
• Bounding ‖θ(1)S − θ∗S‖2. Fixing X ∈ Rn×p, we let F (w;X) ≡ ‖θ
(1)
S − θ∗S‖2. Letting σ2i ≡
σ2(ΩΣ̂Ω)ii/n, and denoting by Z ∼ N(0, 1) a standard Gaussian random variable, we have
Ew{F (w;X)2} (a)=
∑
i∈S
EZ
{[
η
(
θ∗i + σi Z;σi
√
2 log(p/s0)
)− θ∗i ]2} (193)
(b)
≤ 2 log(p/s0)
∑
i∈S
σ2i (194)
(c)
≤ 2s0σ
2
n
log(p/s0)
(
1
s0
∑
i∈S
Ωii
) {
1 + C
√
log p
n
}
≡ F 2 . (195)
Here, (a) follows because (ΩXTw)/n ∼ N(0, σ2i ), (b) because the soft-thresholding risk is maximized
for θ∗i → ∞[DJ94, DJ95, DMM09], and (c) because, as remarked above, with high probability we
have maxi∈[p]
∣∣(ΩΣ̂Ω)ii − Ωii∣∣ ≤ C√(log p)/n.
Recall that F
2
denotes the upper bound on the right-hand side of Eq. (195). Let G0 denote the
set of matrices X for which the bound Ew{F (w;X)2} ≤ F 2 holds. By above argument P(G0) → 1
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as n, p→∞. Now note that, since η( · ; τ) is Lipschitz continuous (with Lipschitz constant equal to
one), and denoting by θ̂(1)(w) the vector defined in Eq. (177) with noise vector w, we have∣∣F (w;X)− F (w′;X)∣∣ ≤ ‖θ̂(1)(w)S − θ̂(1)(w′)S‖2 (196)
≤ 1
n
C−1min‖XS‖2‖w − w′‖2 . (197)
By the Bai-Yin law, we have ‖XS‖2 ≤ 2(
√
n +
√
s0) ≤ 4
√
n with high probability (since s0 ≤ n).
Define, G = G0 ∩ {X ∈ Rn×p : ‖XS‖2 ≤ 4
√
n}. By Gaussian isoperimetry [Led01], we have, on G,
Pw
(
F (w;X) ≥ Ew{F (w;X)} + t
)
≤ e−c nt2/σ2 . This implies E{F (w;X)} = F + O(σ/√n). Hence,
with high probability, ∥∥θ(1)S − θ∗S∥∥2 ≤ F + Lnσ√n . (198)
• Bounding ‖θ(1)Sc ‖2. As above, we let σ2i ≡ σ2(ΩΣ̂Ω)ii/n. Denoting by Z ∼ N(0, 1) a standard
Gaussian random variable, we write
Ew{‖θ(1)Sc ‖22} =
∑
i∈Sc
EZ
{
η
(
σi Z;σi
√
2 log(p/s0)
)2}
(199)
(a)
≤
∑
i∈Sc
σ2i EZ
{
η
(
Z;
√
2 log(p/s0)
)2}
(200)
(b)
≤ C s0
p
∑
i∈Sc
σ2i (201)
= C
s0σ
2
np
Trace(ΩΣ̂Ω) . (202)
Here, (a) follows because η(c x; cλ) = c η(x;λ) and (b) by a Gaussian integral calculation. As men-
tioned above, (ΩΣ̂Ω)ii/Ωii is distributed as Wn/n for Wn a chi-squared random variable with n
degrees of freedom. Tail bounds on chi-squared random variables, together with the fact that
Ωii ≤ C−1min is bounded uniformly, imply that Trace(ΩΣ̂Ω) ≤ Cp, with high probability. Hence,
with high probability with respect to the choice of X, Ew{‖θ(1)Sc ‖22} ≤ Cs0σ2/n for some constant
C > 0. Hence, with high probability
‖θ(1)Sc ‖2 ≤ σ
√
s0Ln
n
. (203)
The proof is completed by putting together Equations (192), (198), (203) and setting Ln = log p.
L Proof of Theorem 5.4
Throughout this section, we let θ̂ = θ̂Lasso denote the Lasso estimator. Define θ̂0 by
θ̂0 ≡ η
(
θ∗ +
1
n
XTw;λ
)
, (204)
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where η( · ;λ) is componentwise soft thresholding, defined for scalars via η(x;λ) ≡ (|x| − λ)+sign(x).
Further we denote by Pw and Ew probability and expectation with respect to w (conditional on X).
Finally, let Ŝ ≡ supp(θ̂), Ŝ0 ≡ supp(θ̂0) and S ≡ Ŝ ∪ Ŝ0.
Expanding the square in the definition of R̂(y,X), we obtain
R(y,X, θ∗)− R̂(y,X) = 2
n
〈w,X(θ̂ − θ∗)〉 (205)
=
2
n
〈w,X(θ̂0 − θ∗)〉+ 2
n
〈w,X(θ̂ − θ̂0)〉 (206)
≡ ∆1(w,X, θ∗) + ∆2(w,X, θ∗) . (207)
We will separately study the error terms ∆1 and ∆2.
We start by considering a preliminary remark.
Lemma L.1. Let X ∈ Rn×p have iid entries Xij ∼ N(0, 1), and define
G1(M) ≡
{
X ∈ Rn×p : max
i∈[p]
∣∣∣‖x˜i‖22
n
− 1
∣∣∣ ≤M√ log p
n
, max
i 6=j∈[p]
∣∣∣ 〈x˜i, x˜j〉‖x˜i‖2‖x˜j‖2
∣∣∣ ≤M√ log p
n
}
. (208)
Then, for M a large enough constant, we have P(X ∈ G1(M)) ≥ 1− p−10.
Further, under the assumptions of Theorem 5.4, we have P(S ⊆ S) ≥ 1− p−3.
Proof. The lower bound on P(X ∈ G1(M)) is standard, and follows from union bound along with
tail bounds on chi-squared random variables.
As for the lower bound on P(S ⊆ S), using the definition (204) we get that
P(Ŝ0 6⊆ S) ≤ P(Ŝ0 6⊆ S; X ∈ G1(M)) + P(X 6∈ G1(M)) (209)
≤
∑
i∈Sc
P
(∣∣ 1
n
(XTw)i
∣∣ ≥ λ; X ∈ G1(M))+ p−10 (210)
≤ pP
(1.1σ√
n
|Z| ≥ λ
)
+ p−10 . (211)
where, in the last expression Z ∼ N(0, 1), and we used maxi∈[p] ‖x˜i‖2 ≤ 1.1. The claim then follows
by a direct calculation.
In order to bound P(Ŝ 6⊆ S) note that, by definition,
θ̂ = η
(
θ∗ +
1
n
XTw +
1√
n
R;λ
)
. (212)
The proof follows the same lines as above noting that, by Theorem 3.8, ‖R‖∞/
√
n ≤ λ/100 with
high probability.
Lemma L.2. Under the assumptions of Theorem 5.4, there exists a constant C such that, with high
probability
|∆2| ≤ Cs0σ
2
n
√
s0(log p)3
n
. (213)
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Proof. We have
|∆2| ≤ 2
n
‖(XTw)S‖2‖θ̂ − θ̂0‖2 (214)
≤ 2
n
√
|S|‖XTw‖∞‖θ̂ − θ̂0‖2 (215)
≤ 2
n
√
s0 · 2σ
√
n log p · C˜
√
s0
n
‖R‖∞ , (216)
where the last inequality follows from Lemma L.1 along with the bound (167), for Σ = I. Using
Theorem 3.8 we obtain the claim.
Next consider term ∆1 in the decomposition (207). We first compute its expectation with respect
to the noise vector w.
Lemma L.3. Assume X to have i.i.d. rows xi ∼ N(0,Σ). Then we have, with high probability with
respect to the choice of X,∣∣∣∣Ew{∆1} − 2σ2n Ew{‖θ̂0‖0}
∣∣∣∣ ≤ (Cσ2
√
log p
n3
)
Ew{‖θ̂0‖0} . (217)
Proof. Using Stein’s lemma, we get
Ew{∆1} = 2
n
n∑
i=1
p∑
j=1
XijEw{wi(θ̂0 − θ∗)j} (218)
=
2σ2
n
n∑
i=1
p∑
j=1
XijEw
{∂θ̂0j
∂wi
}
. (219)
By differentiating the KKT conditions that follow from the definition of ηΣ, cf. Eq. (49), we get that
for y = ηΣ(z), the following holds true
∂yj
∂zk
= I(yj 6= 0)
[
(ΣTT )
−1ΣT,·
]
jk
, (220)
where T = supp(y). Recall that θ̂0 = ηΣ(z) with z = θ
∗ + n−1ΩXTw and Ŝ0 = supp(θ̂0). Therefore,
∂θ̂0j
∂wi
=
p∑
k′=1
∂θ̂0j
∂zk′
∂zk′
∂wi
=
p∑
k′=1
1
n
I(θ̂0j 6= 0)
[
(Σ
Ŝ0Ŝ0
)−1Σ
Ŝ0,·
]
jk′(ΩX
T)k′i (221)
=
1
n
I(θ̂0j 6= 0)
p∑
k=1
( p∑
k′=1
[
(Σ
Ŝ0Ŝ0
)−1Σ
Ŝ0,·
]
jk′Ωk′k
)
Xik (222)
=
1
n
I(θ̂0j 6= 0)
∑
k∈Ŝ0
(Σ
Ŝ0Ŝ0
)−1jk Xik . (223)
Substituting in Eq. (219), after some manipulations we get
Ew{∆1} = 2σ
2
n
Ew
{
Trace
(
(Σ
Ŝ0Ŝ0
)−1Σ̂
Ŝ0,Ŝ0
)}
. (224)
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Using [JM14a, Lemma 6.2], we have |Σ−1Σ̂− I|∞ ≤ C
√
(log p)/n, with high probability. Hence,
Ew{Trace
(
(Σ
Ŝ0Ŝ0
)−1Σ̂
Ŝ0,Ŝ0
)− |Ŝ0|} ≤ C√ log p
n
Ew{|Ŝ0|} . (225)
The claim follows.
Lemma L.4. Under the assumptions of Theorem 5.4, the following holds
P
(∣∣∣∆1 − Ew∆1∣∣∣ ≥ tσ2√
n
)
≤ 2 e−ct2 + on(1) . (226)
Proof. Define the event
G2(M) ≡ G1(M) ∩
{
X ∈ Rn×p : λmax(Σ̂S,S) ≤ 2
}
. (227)
Using Lemma L.1, together with standard tail bounds on the singular values of Wishart matrices
[AGZ09], we get P(X ∈ G2(M)) ≥ 1− p−5 − e−cn.
Define the set
C ≡
{
w ∈ Rn : 1
n
∥∥XTw∥∥∞ ≤ λ; ‖w‖22 ≤ 2nσ2} . (228)
By a union bound argument, it is immediate to see that, for any X ∈ G2(M), P(w 6∈ C) ≤ p−6 +e−cn.
Further note the following:
1. C is convex.
2. For w ∈ C, we have Ŝ0 ⊆ S.
3. As a consequence, for w ∈ C,
‖θ̂ − θ∗‖22 ≤ s0‖θ̂S − θ∗S‖2∞
≤ s0
(
λ+
1
n
‖XTw‖∞
)2
(229)
≤ 4s0λ2 .
In order to prove the lemma, we will use Gaussian concentration [Led01], by proving that w 7→
∆1(w,X, θ
∗) is Lipschitz continuous on C. We have
∂∆1
∂wi
=
2
n
〈xi, (θ̂0 − θ∗)〉+ 2
n2
∑
j∈Ŝ0
(XTw)jXij (230)
=
2
n
(
X(θ̂0 − θ∗))
i
+
2
n2
(XP
Ŝ0
XTw)i , (231)
where P
Ŝ0
∈ Rp×p is the projector onto the indices in Ŝ0. Namely, (P
Ŝ0
)ij = 0 if i 6= j, and
(P
Ŝ0
)ii = I(i ∈ Ŝ0). Hence∥∥∇∆1∥∥22 ≤ 8n2 〈(θ̂0 − θ∗), XTX(θ̂0 − θ∗)〉+ 8n4∥∥XPŜ0XTw∥∥22 (232)
≤ 8
n
〈(θ̂0 − θ∗)S , Σ̂SS(θ̂0 − θ∗)S〉+ 8
n4
∥∥XP
Ŝ0
XTw
∥∥2
2
(233)
≤ 8
n
λmax(Σ̂SS)‖θ̂0 − θ∗‖22 +
8
n4
∥∥XP
Ŝ0
XT
∥∥2
2
‖w‖22 . (234)
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Next note that
1
n
∥∥XP
Ŝ0
XT
∥∥
2
=
1
n
∥∥XP
Ŝ0
∥∥2
2
(235)
=
1
n
∥∥P
Ŝ0
XTXP
Ŝ0
∥∥
2
(236)
= λmax(Σ̂Ŝ0,Ŝ0) ≤ λmax(Σ̂S,S) . (237)
Substituting above, and using X ∈ G2(M), we get∥∥∇w∆1∥∥22 ≤ 8nλmax(Σ̂SS){‖θ̂0 − θ∗‖22 + 1nλmax(Σ̂SS) ‖w‖22} (238)
≤ 16
n
(
4s0λ
2 + 2σ2
)
(239)
≤ 16
n
(4Cs0σ2 log p
n
+ 2σ2
)
(240)
≤ Cσ
2
n
. (241)
Hence, using Gaussian concentration [Led01] (applied to the Lipschitz extension of ∆1 from w ∈ C
to w 6∈ C), we get
Pw
(∣∣∆1 −Medw(∆1)∣∣ ≥ t) ≤ Pw(∣∣∆1 −Medw(∆1)∣∣ ≥ t; w ∈ C)+ Pw(w 6∈ C) (242)
≤ 2e−nt2/Cσ4 + Pw
(
w 6∈ C) , (243)
where Medw( · ) denotes the median w.r.t the measure Pw. The claim follows by bounding |Medw(∆1)−
Ew{∆1}| in the standard way, and using the fact that P(X 6∈ G2(M)), P(w 6∈ C)→ 0.
Lemma L.5. Fix X ∈ G1(M), and let Ln be any sequence with Ln →∞ as n→∞. Then, we have
Ew{‖θ̂0‖0} ≤ s0 + 1 , (244)
Pw
(∣∣‖θ̂0‖0 − Ew{‖θ̂0‖0}∣∣ ≥ Lns0(log p)1/4
n1/4
)
≤ M
L2n
. (245)
Proof. By Lemma L.1, P(θ̂0Sc = 0) ≥ 1− p−3. We thus get Ew‖θ̂0‖0 ≤ Ew‖θ̂0Sc‖0 + s0 ≤ p · p−3 + s0 ≤
1+s0. Since P{θ̂0Sc = 0} ≥ 1−p−3, in order to prove Eq. (245), it is sufficient to develop a tail bound
on |‖θ̂0S‖0−Ew{‖θ̂0‖0}, which we do via Chebyshev inequality. Letting Ti ≡ I(|θ∗i +n−1(XTw)i| > λ),
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we have ‖θ̂0S‖0 =
∑
i∈S Ti, whence the variance of ‖θ̂0S‖0 is given by
Varw(‖θ̂S‖0) =
∑
i,j∈S
Covw(Ti;Tj) (246)
(a)
≤
∑
i,j∈S
Covw((X
Tw)i; (X
Tw)j)√
Varw((XTw)i)Varw((XTw)j)
·
√
Var(Ti)Var(Tj) (247)
=
∑
i,j∈S
〈x˜i, x˜j〉
‖x˜i‖2‖x˜j‖2
√
Var(Ti)Var(Tj) (248)
≤M
√
log p
n
(∑
i∈S
√
Var(Ti)
)2
(249)
≤Ms20
√
log p
n
. (250)
Here (a) follows because, for jointly Gaussian random variables Z1, Z2, the correlation coefficient
between f(Z1), g(Z2) is maximized by linear functions f , g.
The claim (245) follows from Chebyshev inequality, using Eq. (250).
Lemma L.6. Let Ln be any sequence with Ln →∞. Then, under the assumptions of Theorem 5.4,
we have, with high probability, ∣∣∣‖θ̂‖0 − ‖θ̂0‖0∣∣∣ ≤ Lns0√s0(log p)2
n
. (251)
Proof. Recall that, by definition
θ̂ = η
(
θ∗ +
1
n
XTw +
1√
n
R;λ
)
, (252)
θ̂0 = η
(
θ∗ +
1
n
XTw;λ
)
. (253)
Let εn = C
√
s0(log p)2/n for C a sufficiently large constant, and define the event
G0 ≡
{
‖R‖∞ ≤ σεn; S ⊆ S
}
. (254)
By Theorem 3.8 and Lemma L.1, P(G0)→ 1 as n, p→∞. On this event, we have∣∣∣‖θ̂‖0 − ‖θ̂0‖0∣∣∣ ≤∑
i∈S
I
(∣∣∣θ∗i + 1n(XTw)i∣∣∣ ∈ [λ− 1√n‖R‖∞, λ+ 1√n‖R‖∞]
)
(255)
≤
∑
i∈S
I
(∣∣∣θ∗i + 1n(XTw)i∣∣∣ ∈ [λ− σεn√n , λ+ σεn√n ]
)
(256)
≡
∑
i∈S
Wi . (257)
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We then have, for any sequence Ln →∞,
P
(∣∣∣‖θ̂‖0 − ‖θ̂0‖0∣∣∣ ≥ Lns0εn) ≤ P(∑
i∈S
Wi ≥ Lns0εn;G1(M)
)
+ P(Gc0) + P(G1(M)c) . (258)
Using Lemma L.1, it is sufficient to show that the first term vanishes. This can be done by Markov
inequality, bounding the expectation as follows
E
{∑
i∈S
Wi;G1
}
=
∑
i∈S
P
(∣∣∣θ∗i + 1n(XTw)i∣∣∣ ∈ [λ− σεn√n , λ+ σεn√n ];G1(M)
)
(259)
(a)
≤ 2
∑
i∈S
sup
z∈R
P
(
σ‖x˜i‖2
n
Z ∈
[
z − σεn√
n
, z +
σεn√
n
]
;G1(M)
)
(260)
(b)
≤ 2s0 sup
z∈R
P (Z ∈ [z − 2εn, z + 2εn]) (261)
≤ C s0εn , (262)
where (a) holds for Z ∼ N(0, 1), and X ∈ G1(M) was used in (b).
Proof of Theorem 5.4. First notice that∣∣∣∆1 − 2σ2
n
‖θ̂‖0
∣∣∣ ≤ ∣∣∣∆1 − 2σ2
n
‖θ̂0‖0
∣∣∣+ 2σ2
n
∣∣∣‖θ̂‖0 − ‖θ̂0‖0∣∣∣ (263)
≤
∣∣∣Ew∆1 − 2σ2
n
Ew‖θ̂0‖0
∣∣∣+ ∣∣∣∆1 − Ew∆1∣∣∣ (264)
+
2σ2
n
∣∣∣‖θ̂0‖0 − Ew‖θ̂0‖0∣∣∣+ 2σ2
n
∣∣∣‖θ̂‖0 − ‖θ̂0‖0∣∣∣
(a)
≤ 2Cs0σ2
√
log p
n3
+
2tσ2√
n
+ +2Lns0σ
2 (log p)
1/4
n5/4
+ 2Lnσ
2
(s0
n
)3/2
log p (265)
≤ 2tσ
2
√
n
+
6Lns0σ
2
n
(( log p
n
)1/4 ∨ (s0(log p)2
n
)1/2)
, (266)
where the inequality (a) holds probability larger than 1 − on(1) − 2e−ct2 by lemmas L.3, L.4, L.5,
L.6 for any sequence Ln →∞ as n→∞. We let
εn ≡ 6Ln
(( log p
n
)1/4 ∨ (s0(log p)2
n
)1/2)
. (267)
Using the decomposition (207), we have∣∣∣R(y,X, θ∗)− R̂(y,X)− 2σ2
n
‖θ̂‖0
∣∣∣ ≤ ∣∣∣∆1 − 2σ2
n
‖θ̂‖0
∣∣∣+ |∆2| (268)
≤ 2tσ
2
√
n
+
εns0σ
2
n
+
Cs0σ
2
n
√
s0(log p)2
n
(269)
≤ 2tσ
2
√
n
+
2εns0σ
2
n
, (270)
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where the last inequality holds for all n large enough.
By choosing Ln to be a sequence with slow enough growth rate, e.g. Ln = (
n
s0(log p)2
)1/4, we have
εn → 0. This completes the proof for Gaussian designs.
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