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Abstract
We study the electronic and optical properties of strained single-layer SnC in the density functional theory (DFT) and tight-
binding models. We extract the hopping parameters tight-binding Hamiltonian for monolayer SnC by considering the DFT
results as a reference point. We also examine the phonon spectra in the scheme of DFT, and analyze the bonding character by
using Mulliken bond population. Moreover, we show that the band gap modulation and transition from indirect to direct band
gap in the compressive strained SnC. The applied tensile strain reduces the band gap and eventually the semiconductor to
semimetal transition occurs for 7.5% of tensile strain. In the framework of tight-binding model, the effect of spin-orbit coupling
on energy spectrum are also discussed. We indicate that while tensile strain closes the band gap, spin-orbit gap is still present
which is order of ∼ 40 meV at the Γ point. The substrate effect is modeled through a staggered sub-lattice potential in the
tight-binding approximation. The optical properties of pristine and strained SnC are also examined in the DFT scheme. We
present the modulation of real and imaginary parts of dielectric function under applied strain.
I. INTRODUCTION
2D materials are promising candidates for materials
science and technology. Among these, graphene shows in-
teresting electronic and transport properties but its tech-
nological applications are limited due to the negligible
electronic band gap at the K point. Since the band gap
at the Fermi level is essential for controlling the conduc-
tivity in electronic devices, many studies have been made
in order to open up the energy band gap of graphene [1–
4]. Contrary to the graphene, some group IV graphene-
like 2D structures, i.e., silicene [5, 6], germanene [6–8],
stanene [8–10] and their binary compounds [11–16] have
energy band gap which enable the possible technological
applications. Even graphene has gapless band structure,
stanene has band gap, Eg, around ∼ 75 meV [8] due
to the its relatively higher spin-orbit coupling (SOC).
On the other hand, previous theoretical studies confirm
that the applied strain modifies the electronic properties
of group IV binary compounds [13, 16]. Among these,
∗Electronic address: mogulkoc@science.ankara.edu.tr
monolayer honeycomb lattice of SnC (two dimensional
binary compound of carbon and tin atom) shows planar
structure where atoms are located on the same plane with
indirect energy band gap between Γ and K high symme-
try points with lower SOC according to stanene. Even
there is no experimental work related this material, some
theoretical calculations were devoted to electronic, elas-
tic and optical properties of bulk [17, 18] and monolayer
[11, 13, 19] SnC. An indirect-direct band gap transition of
SnC was predicted through adatom decoration [11] and
applied strain [13] in the scheme of DFT.
From an experimental point of view, quite recently
a novel technique for synthesis of 2D group-IV binary
compounds is presented [20]. Recently, there are also
some reports on the synthesis of GeSn [21–23] and SiGe
[20, 24, 25]. However, there is no experimental report on
the synthesis of SnC.
In this paper, we have reported that the strain mod-
ulation of electronic structure in the framework of den-
sity functional theory and tight-binding model. Even the
evolution of band structure with applied strain was ex-
amined in Ref. 13, we have constructed a tight-binding
model together with spin-orbit coupling. For the hexag-
onal crystal structure of SnC, we have investigated not
1
only electronic structure but also vibrational proper-
ties to complete the whole study for stability condition.
Moreover, the optical properties can provide detailed in-
formation about the electronic structure of the materials.
The optical properties of solids are a major topic, both
in basic research and industrial applications. While for
the former the origin and nature of different excitation
processes is of fundamental interest, the latter can make
use of them in many optoelectronic devices. Through
this motivation, we have also studied the optical prop-
erties of pristine and strained SnC in the framework of
DFT. The technological interest in SnC is driven by its
elasticity, electronic and optical properties that makes it
appropriate for optoelectronic devices.
II. MODEL AND METHOD
A. Density Functional Theory
We examine the electronic properties and phonon spec-
trum of monolayer SnC in the scheme of DFT. All of
the first-principle calculations are performed by using the
VASP package [26] except the charge density and atomic
population analysis are achieved by CASTEP package
[27]. The exchange-correlation potential is approximated
by generalized gradient approximation (GGA) with the
Perdew-Burke-Ernzerhof (PBE) functional [28, 29]. A
plane-wave basis set with kinetic energy cut-off of 500
eV is considered while performing all first-principle cal-
culations. Atomic positions and lattice constant are op-
timized by conjugate gradient method. Furthermore,
Brillouin zone integration is performed by using the
Monkhorst-Pack method [30] of 24×24×1 k-points with
vacuum spacing of 30 A˚ set along the perpendicular direc-
tion to the monolayer SnC. In the geometrical optimiza-
tion, the maximum Hellmann-Feynman force acting on
each atom is less than 0.001 eV/A˚. In addition to DFT-
PBE, hybrid Heyd-Scuseria-Ernzerhof (HSE06) [31, 32] is
employed as hybrid functional method which considers an
exchange-correlation functional consists of Hartree-Fock
(HF) exact exchange functional and the PBE functional.
Phonon spectrum of SnC is calculated by VASP package
with small displacement method using PHONOPY code
[33]. A (4 × 4 × 1) supercell consisting of 32 atoms is
considered for the phonon calculation to determine the
mechanical stability of structure.
B. Tight-binding calculations
For our tight-binding calculations we consider the one
s and three p atomic orbitals in carbon and tin atoms.
The difference between two atoms in the unit-cell leads to
different on-site energy in the tight-binding model. The
hopping between atomic orbitals is written in the Slater-
Koster model. Eqn.(1) represents the total tight-binding
FIG. 1: The planar honeycomb structure of SnC consists of
carbon (yellow) and tin (gray) atoms. The shaded area rep-
resents the unit cell of SnC.
Hamiltonian,
H =
∑
i,α
ǫi,αc
†
i,αci,α +
∑
<i,j>,α,β
t0i,j,α,βc
†
i,αcj,β (1)
where the c†i,α and ci,α are creation and annihilation
operators for electron on the atom i ∈ [C, Sn] and or-
bital α ∈ [s, px, py, pz]. We consider four atomic orbital
per atom and the total tight-binding Hamiltonian is a
8×8 matrix. The required parameters which include the
on-site energy ǫi,α and hopping between nearest neighbor
atoms < i, j > and α and β atomic orbitals t0i,j,α,β are
obtained by fitting the tight-binding band structure with
DFT results. We include the SOC in the tight-binding
calculations. The SOC Hamiltonian is proportional to
the internal dot product of orbital and spin angular mo-
mentums HSOC = λL.S, where λ is the SOC interaction
strength. By using the ladder operators the HSOC is ex-
panded based on the tight-binding basis sets [34]. The
SOC strength of carbon atoms is negligible and for tin
atoms its value is around, λ = 0.2 eV [8]. In the tight-
binding model, the external applied strain modify the
hopping integral between carbon and tin atomic orbitals.
To plot the band structure, the total Hamiltonian matrix
is diagonalized for each k point in a specific direction of
first Brillouin zone.
C. Optical properties
To examine the possible technological application of
pristine and strained structure of SnC, we investigated
the optical properties by using GGA-PBE functional
without local field effect. The linear response of a system
due to an external electromagnetic radiation is described
by the complex dielectric function ε(ω)=ε1(ω) + iε2(ω)
[35]. The dispersion of the imaginary part of complex di-
electric function ε2(ω) was derived from the momentum
matrix elements between the occupied and unoccupied
wave functions as follows,
2
ε
(αβ)
2 =
4π2e2
Ω
lim
q→0
1
q2
∑
c,v,k
2ωkδ (ǫck − ǫvk − ω)
×
〈
uc+k+eαq |uvk
〉 〈
uc+k+eαq |uvk
〉∗
where the c and v correspond to conduction and va-
lence band states respectively, and uck is the cell periodic
part of the orbitals at the k-point k. The real compo-
nent of the dielectric function, ε1(ω) is calculated via the
Kramers−Kronig relation [36]. The dielectric function
provides a comprehension of the optical properties as it
relates the electronic response of the system to the ex-
posure of electromagnetic radiations. As the hexagonal
crystal structure of SnC, they are characterized by two
independent tensor components (perpendicular and par-
allel to z axis) of the dielectric tensor. Here we have
investigated the influence of strain on the in-plane com-
ponent (E ‖ z) of dielectric functions related with strictly
2D structure of SnC.
III. RESULTS AND DISCUSSIONS
The monolayer SnC consists of two different atoms
(carbon and tin) based on planar honeycomb structure
as shown in Fig. 1. The lattice parameter of SnC is
calculated as 3.59 A˚ which is comparable with previous
reports [13, 19]. We calculate the electronic band struc-
ture of SnC in the PBE, tight-binding and HSE06 models.
It is well-known fact that DFT-PBE includes unphysical
self-Coulomb repulsion [37] which yields underestimation
of energy band gap [38–40]. By inclusion of short-range
exact Hartree−Fock exchange with HSE06, the Coulomb
self-repulsion error can be decreased [41] that gives rise
to better estimation of band gap [42].
TABLE I: Tight binding parameters for SnC.
Parameter Value (eV )
tssσ -1.6
tspσ 2.9
tppσ 2.1
tpppi -1.2
ǫs(C) -6.9
ǫs(Sn) -1.9
ǫp(Sn) 2
The on-site energy of p atomic orbital for carbon atoms
is set to zero as the reference atomic energy. The elec-
tronic band structure in three different models is pre-
sented in Fig. 2.
All three models predict an indirect band gap between
the Γ and K points in the first Brillouin zone. The Va-
lence Band Maximum (VBM) is at the K point and the
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FIG. 2: The band structure of SnC in the DFT-PBE (black
line), tight-binding (red line) and DFT-HSE06 (blue dot).
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FIG. 3: The PDOS of SnC in the DFT-PBE .
Conduction Band Minimum (CBM) is at the Γ points of
the first Brillouin zone. The size of band gap in DFT is
0.92 eV and 1.75 eV in the HSE06 model. The valence
electronic bands are matched in the DFT and HSE06
model. The discrepancy between DFT and HSE06 is
related to the conduction bands. To minimized the com-
putational cost of the calculations we use the PBE func-
tional in the following to fit with the tight binding model.
The obtained tight-binding parameters are presented in
Table I. The hopping parameters are much lower than
graphene, but hopping signs are in complete agreement
with reported parameters of graphene [34]. The elec-
tronic band gap in the tight binding model is 1.02 eV
which is originated from the difference of atomic on-site
energy of carbon and tin atoms. The presence of band
gap in SnC potentially may solve the zero-gap problem
in graphene-based materials.
3
FIG. 4: Charge density of SnC.
To determine the contribution of each atomic orbital
we calculate the Partial Density Of State (PDOS) within
the framework of DFT-PBE. The PDOS in Fig. 3 reveals
that the contribution of s and p atomic orbitals around
the Fermi level. The VBM mostly comes from the atomic
p orbitals but the CBM in the Γ point is related to atomic
s orbitals. Due to the essential role of atomic s orbital,
both s and p orbitals should be taking into account at
the tight-binding model.
In order to calculate the charge distribution between
the C and Sn atoms, we have performed the Mulliken
population analysis scheme. The structure shows an elec-
tronic charge state of 1.13 electrons for the Sn atoms,
while the C atoms -1.13 (See Table II). Calculated bond
length is also compatible with those studies which consid-
ered local density approximation (LDA) [13] and GGA
[19] exchange-correlation potentials. Additionally, to
TABLE II: Atomic Populations (Mulliken)
Species Ion s p Total Charge (e)
C 1 1.52 3.60 5.13 -1.13
Sn 1 1.18 1.69 2.87 1.13
Bond Population Length (A˚)
C-Sn 2.44 2.08
mention the nature of bonding between the Sn and C
atoms we have plotted the orbital and charge density
contour plots of the structure of SnC. From the charge
density plot of the structure in Fig. 4, it can be seen that
the hybridization occurs between s and p orbitals of car-
bon atoms. The Mulliken population analysis can facili-
tate to assign the electrons in several fractional methods
among the various parts of bonds and overlap population
has correlations with covalency or ionicity of bonding and
bond strength. Population analysis in CASTEP is car-
ried out using a projection of the plane wave states onto a
localized basis developed by Ref. 43. Population analysis
of the resulting projected states is then accomplished by
using the Mulliken formalism [44]. The Mulliken charge
and overlap population are useful in evaluating the co-
valent, ionic, or metallic nature of bonds in the system.
A high value of the bond population indicates a covalent
bond, whilst a low value indicates an ionic nature. If Mul-
liken population (MP) value is very small (or zero), bond
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FIG. 5: Phonon spectrum and partial phonon DOS of SnC.
is more ionic (ideal ionic), namely, MP→0, bond ionic-
ity increases. Also, positive and negative values of the
population indicate bonding and anti-bonding states, re-
spectively. Higher positive value of MP indicates a high
degree of covalency in the bond. There is one type of
bond with positive Mulliken population value in the crys-
tal structure of SnC. Calculated Mulliken bond popula-
tion is 2.44 which is lower than graphene (3.05 [45]) and
is higher than stanene (1.99 [45]). It can be concluded
that SnC is more covalent than stanene.
The phonon spectrum of SnC is illustrated in Fig. 5. It
is well-known fact that, spectrum consists of six phonon
branches due to the D6h point-group symmetry of the
structure. While four of them corresponds to in-plane
modes (LO, TO, LA, and TA), two quadratic branch
(ZA and ZO) corresponds to out-of-plane modes of the
structure. Analysis of the phonon spectrum provides a
reliable test for the structure stability due to the posi-
tive dynamical matrix elements which yields real phonon
frequencies. Calculated phonon spectrum of SnC is in
good agreement with Ref.19. It is also obvious from the
right panel of the Fig. 5 that while the main contribu-
tion to the LO, TO and ZO modes comes from the car-
bon atom, tin atom contributes to acoustic modes, i.e.,
LA, TA and ZA. Carbon as a light element vibrates with
higher frequency in optical branches. The difference be-
tween atomic mass for carbon and tin atoms in the unit
cell, makes an ideally large energy gap between optical
branches. The phonon density of state in the gap is zero.
The phonon group velocity which is define as dω/dk at
long-wavelength limit are 200 m/s, 630 m/s and 1300
m/s for ZA, TA and LA mode, respectively. The phonon
velocity is much smaller than graphene and stanene [46].
To modify the electronic band gap we applied a biaxial
strain to the hexagonal structure. Since the higher values
of strain can induce instability, we apply strain up to the
10%. In the DFT part atomic positions were relaxed
in the strained structure. For the tight-binding model
the hopping integrals between two atoms are modified
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FIG. 6: The effect of biaxial (a,b) tensile and (c,d) compres-
sive strain on the electronic structure in the DFT-PBE and
tight-binding models for SnC.
according to the generalized form of Harrisons law [47,
48],
ti,j,α,β = t
0
i,j,α,β × (l/l0)
η,
where l0 and l are the relaxed and strained atomic
bond length. η is a parameter which is generally differ-
ent for each atomic orbital [48]. Here, for tensile strain
and all atomic orbitals η = 4 leads to fair agreement be-
tween tight binding and DFT band structure of strained
structure. For the compressive strain the η = 2.8 for up
to 7% of strain and η = 1.8 for higher values of strain.
To model the indirect to direct band gap transition for
compressive strain higher than 7%, the on site energy
of px,y and pz atomic orbitals of carbon atoms increases
and decreases by amount of 0.5 eV, respectively. The
applied tensile or compressive strain changes the atomic
distance and consequently the overlap between different
atomic orbitals. The net effect of strain is modeled by
defining the parameter η. Fig. 6 shows the band struc-
ture of strained SnC in the DFT-PBE and tight-binding
approximations. Both models predict the variation of
band gap with applied strain. The position of VBM and
CBM are unchanged by tensile strain [13]. The atomic s
orbital in the conduction band at the Γ point move to-
ward the valence band and fill the energy band gap. The
energy band gap at the K point is almost unchanged in
the presence of tensile strain. For 10% of tensile strain
the valence and conduction bands cross each other at the
Γ point. The intrinsic SOC lifts some of degeneracies
in band structure and opens energy gap at the Γ point
for 10% of tensile strain. The compressive strain slightly
modifies the electronic band gap of SnC. For higher val-
ues of compressive strain the position of VBM is moved
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FIG. 7: The effect of strain on the electronic band gap in the
DFT-PBE and tight-binding models.
to the Γ point and the indirect to direct band gap tran-
sition occurs for strain higher than 7.5%. The proposed
tight-binding model correctly predicts the semimetal and
the indirect to direct band gap transition for tensile and
compressive strain, respectively.
Fig. 7 shows the variation of band gap as a function
of applied strain in the DFT-PBE and tight-binding ap-
proximation. Generally by increasing the lattice constant
and atomic distance, the electronic energy band gap de-
creases and reaches to zero for 7.5% of tensile strain.
The same behavior was reported for 2D nanostructure of
BN, AlN and GaN [49]. The AsN, AsP, SbAs, BiAs [50]
and single-layer black phosphorus [51] represent different
band gap variation with applied compressive and tensile
strain. The direct energy gap at the Γ point becomes zero
for tensile strain higher than 10%. Although, the SOC
has a negligible effect on the electronic structure, it opens
approximately 40 meV energy gap at the Γ point for ten-
sile strain higher than 10%. For higher value of tensile
strain, the atomic orbital overlap and the energy gap in
the DFT model decreases which cannot be predicted well
by the simple tight-binding model. We study the PDOS
for strained SnC to understand the atomic orbital contri-
bution on the strained structure. The total PDOS, s and
p decomposition are presented in Fig. 8. For compres-
sive strain, CBM energy at the Γ point increases which
opens a gap in band structure with zero PDOS. In the
case of tensile strain s orbital at the Γ and p orbital at
the K points fill the energy gap and the PDOS is nonzero
at the Fermi level. The s atomic orbital plays the crucial
rule for both compressive and tensile strain.
The applied strain modifies the electronic band struc-
ture and energy band gap in SnC. Up to here, we consider
the free standing SnC. The effect of substrate is modeled
with the staggered sub-lattice potential [52, 53] which
changes the on-site energy of A and B sub-lattices of
hexagonal lattice. The staggered potential can be writ-
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FIG. 9: The tight-binding electronic band structure of SnC
in the presence of (a,b,c) positive and (d,e,f) negative values
of staggered potential.
ten in the tight-binding model Hst = V
∑
i,α λic
†
i,αci,α,
where V is the staggered potential strength and λi = ±1
is different for carbon and tin atoms. The staggered po-
tential may also arises from the perpendicular external
electric field. Fig. 9 shows the band structure of 2D SnC
in presence of positive and negative values of staggered
potential. The sign and strength of staggered potential
is determined by the interaction between SnC and sub-
strate.
For single-layer graphene the staggered potential
breaks the space inversion symmetry and opens energy
gap in the band structure. In the case of SnC the stag-
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FIG. 10: The imaginary (a) and real part (b) of dielectric
function versus photon energy for the different values of ten-
sile and compressive strains.
gered potential increases or decreases the atomic poten-
tial by amount of V . Due to difference between on-site
energy of carbon and tin atoms the staggered potential
may eliminate or increase the on-site energy difference
of two atoms. As a result, the electronic gap decreases
or increases for positive and negative value of staggered
potential. The staggered potential mainly changes the
electronic gap at the K point. For V = 1 eV, the valence
and conduction bands cross each other and form a Dirac
cone at the K point of the first Brillouin zone. The stag-
gered potential and external strain modify the on-site
energies and hopping terms, respectively. The staggered
potential changes the sub lattice potential which modifies
the gap at the K point. On the other side the external
strain modify the hopping between atomic sites which
rescale the energy bands in the entire first Brillouin zone
and may change the band gap at any k-point.
To get deeper insight into the electronic structure
of considered SnC system, we have also computed be-
haviour of its dielectric function under the tensile and
compressive strain in the low strain regime, i.e., -5% to
5%, where the indirect band gap structure of SnC is pre-
serving. Since this function consists of real and imagi-
nary parts with different physical meanings, we consider
each part separately and present them in Fig.10. It is
well known fact that the imaginary part of the dielectric
function (ε2) is an indication of the light absorbing ca-
pacity of materials, and it is strongly correlated with the
band structure of the material. It can be seen from the
Fig.10(a) that onset values (the first step-like increase in
the figure) of each curves are compatible with the band
gap of the structures in Fig.6. It can be explained by
the confinement effect related with bond length shrink
or stretching which modifies the electronic structure [54].
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It is also clear from the Fig.10(a) that all the main ab-
sorption peaks appear in the visible region (3.26-1.65 eV)
of the electromagnetic spectrum. For the tensile strain
the peaks are red shifted by amount of ∼ 0.15 eV from
0 % to 0.25 % and 0.25 % to 0.50 % which is also re-
ported in some recent works on the optical properties
of 2D materials [54–56]. The red shift of the main ab-
sorption peaks in the spectrum shows that the band gap
is decreased as a consequence of tensile strain. On the
other hand, we see that compressive strain yields the blue
shift in the spectrum of dielectric function in the SnC
monolayer by same amount of shifting, i.e., ∼ 0.15 eV,
related with the increasing of band gap. Moreover the
real part of the dielectric function (ε1) is examined in
Fig.10(b). The important feature of ε1(ω) is the static
values in the zero frequency limit, ε1(0), which shows
the dielectric response to the static electric field. While
the ε1(0) takes values 3.72 eV and 3.05 eV (2.31 eV and
2.48 eV) for tensile (compressive) strains 5% and 2.5%,
respectively, the pristine case has 2.73 eV static dielec-
tric constant. It is also clear that the value of ε1(0)
is inversely proportional with band gap of the strained
structures which can be also extracted by the formula,
ε1(0) = 1 + (~ωp/Eg) [57–59]. In other words, static
values of ε1 increase (decrease) with increasing values
of tensile (compressive) strain. On the other hand, the
negative values of ε1, where the wave decays exponen-
tially in the medium [60], are seen in Fig.10(b). It can
be easily claimed that negativity of ε1 is pronounced for
only the tensile strain. Furthermore, refractive index of
a structure can be calculated in terms of dielectric func-
tions, i.e., n(ω) = (
√
ε21(ω) + ε
2
2(ω) + ε1(ω)/2)
1/2. For
the pristine SnC, static refractive index, n(0) is found
to be 1.65 which is higher than the refractive index of
single-layer graphene (n(0) = 1.1 [61]). In the presence of
applied strain, the tensile (compressive) strain increases
(decreases) the refraction index as n(0)+2.5% = 1.75 and
n(0)+5.0% = 1.93 (n(0)−2.5% = 1.58 and n(0)−5.0% =
1.52). Eventually, we can easily claim that the optical
properties of the SnC system can be tuned by applying
tensile and compressive strain for optoelectronic appli-
cations which is sensitive to the visible light. Here op-
tical properties are examined in the framework of DFT
without local field effects, to observe the many-body ef-
fects, i.e., plasmon excitations, excitonic effects, more so-
phisticated calculations can be performed by using DFT-
beyond models such as HSE, GW, and Bethe-Salpeter
equation (BSE) [62].
IV. CONCLUSION
In summary, we investigate that the electronic struc-
ture and optical properties of strained SnC using the
DFT and tight-binding models. The appropriate tight-
binding parameters for relaxed and strained SnC are
presented. The positive phonon spectrum confirms the
stability of 2D structure and the electronic PDOS de-
termines the contribution of different atomic orbitals in
the electronic properties of SnC. We conclude that the
phonon frequency gap is related to the different atomic
mass of carbon and tin atoms in the unit-cell. We also
analysis the Mulliken charge population which shows the
covalent nature of carbon and tin bond in SnC. Our re-
sults show the importance of atomic s orbital in relaxed
and strained SnC. Moreover, for SnC the applied ten-
sile and compressive strain may yield semiconductor to
semimetal and the indirect to direct band gap transition,
respectively. We also analyze the effect of substrate on
the electronic structure of SnC modeled by tight-binding
approach within the staggered potential term. Finally,
we study the dielectric function of SnC in the presence
of strain and show that SnC is a promising material for
the potential optoelectronic applications by strain engi-
neering.
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