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"Using Satellite Imageries in Marine Water Quality Monitoring 
-A Case of Hong Kong" 
Thesis submitted by SIU, Wai-lok for the degree of Master of Philosophy 
at the Chinese University of Hong Kong in June, 1994 
Attempt in using Landsat TM and SPOT HRV imageries in marine 
water quality monitoring with the aims of (1) deriving statistical (regression) 
models to relate ground observations with satellite multispectral data and (2) 
producing water quality maps which show the spatial variations of water 
quality parameters of chlorophyll-^ concentration, pH, salinity, secchi disk 
depth, suspended solid content, turbidity and total phosphorus is conducted in 
Hong Kong. 
With respect to the establishment of regression models, it is 
discovered that models with higher explanatory power (greater coefficients of 
determination (R2) and smaller mean square error of estimate (MSE)) are in 
most cases those derived from mean spectral reflectance data with a sampling 
mask sized 5 by 5 pixels calibrated with water samples collected on the day of 
satellite overpass on the other. 
The green-red band ratio between the summation of TM band 1 and 
band 2 data (TM1+TM2) and that of TM band 1 and band 3 (TM1+TM3) 
provide predictive models for water quality parameters related to sediment 
1 
% 
load level such as secchi disk depth, suspended solid content and turbidity 
with a high degree of reliability. However, band ratioing does not present 
satisfactory results when SPOT data are used instead, probably due to the lack 
of blue band。 
Chlorophyll-fl concentration is revealed to be related to the green 
spectrum of the satellite data, either in form of the green-blue brightness 
component as in the TM model or the natural logarithm of the green band 
(XSl) as in the SPOT model. While, total phosphorus models are all utilizing 
the red components as the independent variables. For the pH and salinity 
models, no consistency is observed from this study as these parameters bear 
no direct effects to the optics of the sea water. 
In water quality mapping, maps with classes determined by the 
quantile method are successfully produced. All of them clearly display the 
change from an estuarine conditions in the west to an oceanic environment in 
the east of the study area. The inland sheltering effect and the impact of 
human activities on the spatial variability in water quality are also shown. The 
accuracy of these maps is affected both by the reliability of the models they 
based on and also the image (radiometric) quality of the satellite data. 
This study proves that if reliable models are developed and high 
quality imageries are obtained, satellite remote sensing can provide a synoptic 
view of the spatial variations in water quality which can never be achieved by 
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1.1 Problem Statement 
Since 1986 the Environmental Protection Department (EPD) of the 
Hong Kong Government is responsible for marine water quality monitoring in 
Hong Kong (EPD, 1990). Traditional methods which involve on-site water 
sampling and laboratory tests are employed. There are only 64 sample sites 
over an area of 1830 square kilometer of our marine territorries in 1991. The 
reliance on such limited point data not only suffers from the incapability in 
providing a synoptic picture of the entire marine environment but also hinders 
the development of micro/local scale study and short-term trend analysis. 
Consequently, our present image of our marine environment is rather crude 
and vague. 
An alternative approach of marine water quality monitoring makes use 
of multispectral satellite data which are found to have significant correlation 
with a certain water quality parameters such as chlorophyll concentration, 
turbidity and suspended sediment content. The applicability of this method 
depends heavily on the construction of models, mainly regression models, 
which link up synchronous ground truth observations to the multi-spectral 
data of the corresponding locations on the image. Once the regression models 
are established, a more detailed picture of marine water pollution which 
covers the entire marine territories, can be revealed. The major weakness of 
















































































































turbidity are found to have high correlation with the spectral data. More 
details will be discussed in Chapter II. In addition, due to the limited water 
penetration ability of most spectral bands, this technique can only be applied 
to surface water monitoring. Yet, this method is still worth developing in the 
sense that it provides a more convenient means for monitoring the marine 
environment synoptically. While there have been many studies on using 
remote sensing data for water quality monitoring e.g. Baban (1993), Chacon-
Torres et al. (1992)，Ekstrand (1992)，Khorram et al. (1991) and Reddy 
(1993), little study has been performed in Hong Kong. Questions which 
remain unanswered include: 
Which water quality parameters can be modeled using satellite data ？ 
Is there any generalized model for specific water quality parameter ？ 
Can an increase in sample size compensate the effect of time lag in model 
construction ？ 
Does the relationship between specific water quality parameter and the 
satellite data appear as a simple linear one, a log-linear one or even a log-log 
one ？ 
Can spectral reflectance input provide better results than radiance or digital 
number inputs in model development ？ 
1.2 Study Area 
The marine territories of Hong Kong is chosen as the study area. The 
coastal waters of Hong Kong are influenced by the fresh water runoff of the 
3 
Pearl River (Zhujiang) and the ocean current from the South China Sea 
(Figures 1.2 & 1.3). As a result, there is a general shift from estuarine to 
oceanic conditions in a west to east direction. The effect of the Pearl River 
runoff is more pronounced during the wet seasons. The oceanography of 
marine waters, especially the inshore waters, is also affected by other factors 
such as stream runoff and coastal shape (EPD, 1990). Where in water next to 
human settlements, e.g. Tolo Harbour, and Victoria Harbour water quality is 
also affected by waste water discharge, dredging and reclamation. With 
respect to the marine water quality monitoring, our marine territories are 
divided into 10 water control zones (Figure 1.4)，each with its own unique 
setting (Table 1.1). 
1.3 Research Objectives 
The goal of this study is to examine the effectiveness and problems in 
using spacebome remote sensing data and image processing techniques for 
water quality monitoring in Hong Kong. 
More specifically, this study carries the following objectives : 
(1) to build regression models between water quality variables and 
satellite data; 
(2) to map and provide a synoptic view of the water quality conditions in 
the study area; 
(3) to analyse the spatial variations of water quality in the study area. 
When completed, this study should attain the following achievements : 
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Figure 1 2 The current vectors in the Pearl River estuary during ebb tide 
(from water quality and hydraulic model studies) (EDP, 1990) 
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figure 1.3 The current vectors in the Pearl River estuary during flood tide 
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Table 1.1 List of water control zones in Hong Kong 
Water Number of General Description 
Control monitoring stations 
Zone ‘ available in 
1987 I 1989 I 1991 
Victoria Harbour "9 [U [13 Most wastewater in Hong Kong is 
discharged in here. 
Junk bay 3 j 1 Water quality is aifectcd by reclamation. 一 
Eastern Bulter 2 3 3 As ihe eastern entrance of the Victoria 
” Harbour，it is a zone of transition between 
the Victoria Harbour and the Eastern Water. 
Western Buffer 2 4 A transitional zone which bridges the 
Victoria Harbour, llie North Western waters 
and the Southern waters 
Port Shelter 5 5 9 The indented coastline imposes dilllculties 
for turbulant mixing of water bodies 
Tolo Harbour S S S As an enclosed bay, tidal flushing etlects 
arc retarded. 
T "5 Pollutaius Irom Yuen Long, Shenzhen as 
P well as Pearl River arc trapped here. 
North Western 3 1 2 It is essentially under the influence ot run-
Water off from the Pearl River 
Southern Wa te r s “ 1 3 ~ Except lor the western portion which is 
affected by the discharge from the Pearl 
River, water quality is good in general 
Mlrs Bay & Eastern : “ 1 Facing the open Pacific Ocean the eastern 
Wfltprs - water mostly meet their objectives, 
wai ‘ 。 However, water in the Mirs Bay is affected 
by the pollution which spreads from the 
Tolo Harbour 
i C T 147 162 164 — 
(cotnpiied by the anther, after EPD，1990) 
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(1) an understanding of the factors affecting the use of regression models 
in water quality remote sensing which include the types of water quality 
parameter, the effect of time lag between water sample collection and satellite 
data acquisition, the types of spectral data input (radiance versus reflectance 
data), the impact of sampling mask size in satellite data extraction and the 
types of regression model; 
(2) the production of a set of water quality maps in which the spatial 
variations of specific water quality parameter are shown; 
(3) an identification of the procedures or techniques particularly 
applicable to the remote sensing of water quality and 
(4) a reveal of possible limitations of using satellite imageries in water 
quality monitoring. 
1.4 Rationale 
Using remote sensing techniques in marine water quality assessment is 
justified on the ground that satellite images, though are of lower spatial 
resolution, provide information for location where there is no sampling point. 
In addition, using spaceborne digital data also facilitates the use of 
Geographic Information System (GIS) for further analysis. 
The success of this research represents an alternative way of surface 
marine water quality assessment, especially useful in the winter months when 
satellites are having a greater chance of providing cloud-free imageries. It also 
encourages a closer monitoring of the impacts of future public works such as 
9 
the Port and Airport Development Strategy (PADS) which involves dredging, 
reclamation etc. on water quality. 
1.5 Organization of the Thesis 
The 6 chapters following this introduction will discuss the background, 
methods, results and conclusion of using satellite data in marine water quality 
monitoring in Hong Kong. 
In Chapter II，the optical principles involved in water quality remote 
sensing will be explained first. After that, previous examples of water quality 
models developed using multispectral data for different water quality 
parameters will also be presented. Lastly, there is also a discussion on the 
effectiveness of using techniques such as chromaticity indices or principal 
component transformation. 
In Chapter III, the methodology of this study will be outlined. 
Descriptions of the data set will be given for both the water samples as well as 
the satellite images. The methods involved in image preprocessing which 
includes image destriping, atmospheric correction and geometric correction 
will be presented, followed by the techniques adopted in data extraction and 
spectral data transformation. The methods to derive statistical water quality 
models are explained and the procedures of how water quality maps are 
produced are also described. 
In Chapter IV，the characteristics of the data set will be reviewed 
through an examination of the statistics of both water quality samples and 
satellite images in order to discover any possible inherent constraints that may 
10 
I •， 
adversely affect the construction of water quality models. For satellite data, 
the result of image preprocessing will also be assessed. 
Chapter V will present the water quality models derived from TM 
and SPOT data in this study . Discussion on the effects of the types of spectral 
data / variable input，the time lag between water samples collection and 
satellite data acquisition ’ the types of regression models and the size of 
sampling mask on the reliability of the model follows. Models derived in this 
study will also be compared with those from previous studies in order to 
search for consistency if there is any. 
In Chapter VI，water quality maps produced in this study will be 
presented. Explanation of the spatial variations as illustrated on these maps 
will also be given. Finally, there is also a discussion on the problems 
identified in the mapping procedure. 
As a concluding section, Chapter VII will first provide a summary of 
the findings worked out in this study. The limitations of this study are outlined 






In this chapter, the optical characteristics of various contents in water 
bodies including : phytoplankton pigments, suspended sediments and 
dissolved organic matters are outlined first. Previous attempts using various 
types of satellite data such as SPOT, Landsat TM, NOAA AVHRR, in water 
quality monitoring are then discussed. Examples of modeling algorithm for 
water quality parameters such as chlorophyll-^ concentration, suspended 
sediment content, sea surface temperature and others are provided as 
illustration. The application of multispectral data transformations such as band 
ratioing, chromaticity analysis and principal component transformation are 
also discussed. At last, studies related to the application of remote sensing of 
marine water quality studies in/around Hong Kong are reviewed. 
2.2 Optical Properties of Sea Water 
Despite the existence of numerous parameters in describing the optical 
properties of sea water, in remote sensing application, it is the water leaving 
radiance (Lw) of sea water that attracts most attention as it is most directly 
related to the sensor's measurement. The radiance (L) of an object is defined 
as the radiant flux per unit solid angle per unit projected area of the surface 
(Sturm, 1980). 
12 
L = — — — ( W m - ^ s r O (2.1) 
(3Acose)3co 
where 
F = radiant flux, 
A = area, . 
e = angle of incidence and 
CO 二 unit of a steradian. 
The optical principles for satellite observations of ocean color are 
summed up by Robinson (1983). It is found that the water leaving radiance of 
a given wavelength (k) can be satisfactorily approached by : 
Lw(?ii) R ( X i ) n (kif [1 - r (?u)] (2.2) 
Lw(?L2) 一 R (ki) n (k2y [1 - r (ki)] 
where 
R 二 subsurface reflectance ratio, 
n = refractive index of water and 
J- 二 Fresnel reflectivity of the water-air interface. 
According to Morel and Prieur (1977)，the value oi R can be approximately 
obtained from the balance of absorption and backscattering of light by water 
and its suspended content in most marine situations where the ratio b./a is less 
than 0.3. a is total absorption coefficient of the water and In is total 
backscatering coefficient. Since particle sizes are somewhat larger than the 
wavelengths of light, Mie scattering theory applies : 
I (2.3) 
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The spectral characteristics of sea water depend largely on the content 
of it. Typical spectral curves showing various optical properties of sea water 
with different contents (sediment, algae pigment or yellow substance) within 
the visible and near infrared bands are well presented by Morel & Prieur 
(1977) and Smith & Baker (1978). They are derived either from laboratory 
experiments, on site experiments or by theoretical modeling. In the simplest 
case of pure sea water, a marked decrease in absorption but increase in 
backscatter with decreasing wavelength is observed in the visible bands as 
shown in Figure 2.1. 
For water containing phytoplankton, optical properties vary with the 
algae species and their concentration. In spite of the variations in absorption 
level among different species of phytoplankton, it is recognized from the 
spectral curves that absorption level generally decreases with increasing 
wavelength, except for the peak around 440 nm and the "knoll" near 675 nm. 
(Figure 2.2 (a)) The effect of concentration is that a higher concentration of 
pigments shifts the wavelength of maximum transmission from about 450 nm 
to 575 nm. That is why water with high content of phytoplankton appears 
much greener (Figure 2.2 (b)). 
Dissolved organic matter (yellow substance) is commonly found with 
high concentration along coastal water where it is discharged from land both 
by natural runoff and industrial effluents. It follows that absorption values fall 
somehow in an exponential function as wavelength increases throughout the 
near ultra violet-visible domain (350-700 nm) (Bricaud，Morel & Prieur, 
1981) according to the following function : 
a a ) = a(?U)exp[-Sa-Xo)]， a = 350-700 nm) (2.4) 
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Figure 2 1 Optical properties of pure sea water 
Figure z.i (R^obinson, 1983, pp.180) 
(a) absorption and 
(b) scattering 
15 
！ T 1 1 » 1 1 \ 1 
ChlorophycGBe 
H a p t o p h y c e o e (注） 
E c 0ac11larlophyceoe O 
I ^  A r 
0 • • . . ‘ • • ^ ‘ ‘ 
400 5 0 0 6 0 0 700 nm 
z ‘� 
WAVELENGTH 
. 1 0 — ^ “ “ ： 
^ 、 ^ ^ ^ ^ ^ (b) 
1 i 1 
.01 
WAVELENGTH 
Figure 2.2 Optical properties of sea water with phytoplankton pigments 
(a) The specific absorption curves of the eight species normalized at 
(SathJ^ndranath, Lazzara & Prieur 1987，pp.410) 
(b) Irracliance reflectance as a function of wavelength for various 
values of chlorophyll like pigment concentration 
(Smith & Baker，1978，pp.266) 
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where 
a (k) = absorption coefficient and 
S = constant, independent of the choice of lo.，showing the rate of 
decrease. 
Another important factor affecting sea water color is the existence of 
suspended sediment. Strong correlation between suspended sediment 
concentration and spectral reflectance has been identified either in the simple 
linear form ( correlation coefficient (R) = 0.98) (Munday & Alfmdi’ 1979) or 
the log linear form (R = 0.83) (Tassan & Sturm，1986). An increase in 
sediment concentration dramatically strengthens the reflective power of light. 
Yet, as the spectral reflectance of suspended sediment depends also on the 
type of sediments (Novo, Hansom & Curran，1989a), the particle size 
(Bhargava & Mariam，1991) and even the view geometry ’ i.e. the sensor view 
angle and relative sensor azimuth (Novo, Hansom & Curran, 198%)，it is 
difficult to derive a typical reflectance curve for suspended sediment. 
In reality，however, the situation is much more complex as sea water 
consists of all the above elements : phytoplankton pigments, yellow substance 
and suspended solids. It is also reported that the variations in the concentration 
of each imposes prominent effect on the reflection behavior of the others. For 
example, an addition of sediments to pure culture of algae increases the 
reflectance at wavelengths longer than 550 nm (Quibell，1991)，while 
dissolved organic materials decrease upwelled reflectance from turbid waters 
(Witteet aL, 1982). 
Despite the complexity involved, general patterns of sea water can still 
be obtained by categorizing waters into two types namely ：⑴ Case 1 water, 
found mainly in open sea which optical properties are entirely dominated by 
17 
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the presence of phytoplankton pigments and (ii) Case 2 water, which includes 
all other situations especially those coastal water in which yellow substance 
and/or suspended sediments concentration(s) is/are high (Gordon & Morel, 
1983) (Table 2.1). It is observed that Case 1 water，with the strong 
absorption of blue light by algae population tends to have a decrease in 
reflectance below the wavelengths at around 540 nm and a slight increase at 
higher wavelengths. An increase in chlorophyll concentration futher 
exaggerates this effect. Thus blue-red or green-red band ratioing possibly 
yields fruitful results in chlorophyll concentration estimation. In Figure 2.3 
(b), higher reflectance ratios at wavelengths between 500 to 600 nm are results 
of sediment backscattering. Nevertheless, as observed, spectral shape does not 
change much with sediment load. An algorithm of sediment load relating 
suspended load to the absolute reflectance in a single waveband might be 
more appropriate. Whilst, for Case 2 water dominated by yellow substance, a 
marked color change from blue to green is accompanied by an increase in 
concentration of yellow substance (Robinson, 1983). 
Nichol (1993) utilized the above spectral charateristics to distinguish 
water in Singapore-Johor-Riau region into four different types : plumes 1 and 
2 (draining peat bog only), plumes 3 (draining granitic, sandstone, and peat 
bog), coastal nonplume water and clear sea water from TM data. Maximum 
likelihood classification based on band ratio of TMl and TM3 provides the 
highest degree of separability (Figure 2.4). 
2.3 Water Quality Modeling Algorithms 
Water quality refers not only to the chemical but also physical and 
biological characteristics of water in the hydrosphere (Lo, 1986). Remote 
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Table 2.1 Classification of water into case 1 & case 2 
- ,— -- — • • -- — . - . - . . . .— . . . . . 
COMPONENTS OF CASE 1 POTENTIAL COMPONENTS OF 
WATER CASE 2 WATER 
LIVING ALGAE CELLS ALL CASE 1 COMPONENTS 
PLUS : 
variable concenlrtion 、 
RESUSPENDED SEDIMENTS 
from bottom along (he coastline and 
ASSOCIATED PARTIULATE in shallow areas 
DEBRIS 
originateing from grazing by 
zooplankton and natural decay TERRIGENOUS PARTICLES 




ORGANIC MATTER yellow substance from land drainage 
liberated by algae and their debris 
(yellow substance, gelb stofQ ANTHROPOGENIC INFLUX 
particulate and dissolved materials 
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Figure 2.4 Water bodies classification by Nichol 
(Nichol, 1993’ pp.145) 
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measurement of water quality parameters depends heavily on the correlation 
between in situ measurements and the spectral data as recorded by the 
sensors. 
2.3.1 Suspended Sediment Models 
Water quality assessment based on satellite platforms could be traced 
back as early as the 1970s when Klemas, Borchardt and Treasure (1973) 
began their study of suspended sediment observation from Earth Resources 
Technology Satellite (ERTS-1). In this pioneer study, only primitive technique 
of density slicing was employed in image analysis. It was discovered that the 
red band (MSS5) provided the best contrast in the differentiation of tubidity 
levels in the study area of Delaware Bay. Similar result was also achieved by 
Kritikos, Yorinks and Smith (1974) in which statistical analysis (frequency 
distribution of pixel brightness) of the four spectral bands was carried out. 
The modeling of suspended sediment and other related water quality 
parameters such as turbidity and secchi disc depth has been one of the major 
concern for the "satellite hydrologists". Studies utilizing different sensors : 
Landsat - MSS, (Ritchie, Schiebe & McHenry，1976; Ritchie & Cooper, 1988; 
Reddy, 1993) Landsat-TM，(Lathrop & Lillesand, 1986; Brown & Walsh, 
1991; Tassan, 1987) CZSC (Tassan & Sturm 1986; Mayo et al., 1993) and 
SPOT (Lathrop & Lillesand，1989; Friodefond et al.’ 1991) had been carried 
out in various kinds of environment including lakes, (Schiebe, Harrington, Jr. 
& Ritchie，1992; Brown & Walsh，1991)，coastal inlets estuaries and bays 
(Thomas, 1980; Friodefond et al.’ 1991; Reddy, 1993) and so on. Some of the 
early experiments were summed up by Johnson and Munday (1983) and Lo 
(1986). 
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The greatest contribution from success of the above studies is the 
confirmation of the possibiltiy of using regression models to link up ground 
truth data with the corresponding satellite data for water quality mapping. The 
usual practice is to use radiance measurements derived from satellite data as 
independent variables while water quality parameters derived from ground 
investigation are treated as dependent variables. Multiple regressions are 
formulated as the number of independent variables in most cases exceeds one 
for the availability of multi-band data. Independent variables may appear in 
the form of radiance of a particular band，the square or cube of the radiance 
measurements, band ratios or even combinations of the above. 
Z •’ 
In assessing the level of significance of the models, statistical 
parameters such as the coefficient of determination (R2)，the mean standard 
error of estimation (MSE) or the F-ratio (F/Fcr) were commonly adopted to 
evaluate the performance of regression models. It is recommended that 
regression analysis should have a correlation coefficient exceeding 0.7, with 
the standard error of estimation approaching zero and a F-ratio greater than 4 
if it is to be claimed as statistically significant (Whitlock, Kuo & LeCroy， 
1982). 
Prerequisites of using multiple-regression technique are further 
elaborated by Whitlock, Kuo and LeCroy (1982) under the heading of 
environmental, ground truth and data conditions (Table 2.2). They were tested 
in the experiment in Lake Michigan by Huang & Lulla (1986). It was 
concluded that time lapse，sampling error and haze effects all have profound 
adverse effects on the reliability of water quality predictive modeling. 
Nevertheless, some items on that list are indeed quite ideal and are not easy to 
implement in reality. For instance, it is very difficult to uphold the principle of 




Table 2.2 Recommended conditions for the use of linear multiple-. 
regression technique with radiance as the independent variable 
i Linear racHatice gradient for conslitnetit of interest. 
秦 Different riullance spectra from oilier constil\iei\ls. 
4 Degree of nonlinearily of other conlnlnilors coiistaiit «m,r uave-
泰 Snuill cluinges in atino.splieric transtnission over reJiiole sensing 
scene. 
Water depth greater than remote sensing penetration depth. 
- 碁 Near-constant vertical coticentralion gradient vvilhin remote sensing 
penetration (leptli. ’、 
‘ Single remote sensing r.cene \villi l>oun(jaiie.s that give "mxim…" 
change in upwrllccl radimice. 
秦 Multiple water sample locations with near-unifomi radiance clistri-
buUon. 
暴 Multiple sample points in all plumes and water masses in scene. 
4 Hyclranlically appropriate sampling sequence. 
• Total number of water sample locations inucli greater than number 
of remote sensor bands in regression equation. 
暴 Constant sample depth (less tlian remote sensing penetmtioti 
depth). 
秦 Consistent Itaiiclling and laboratory analysis of water satnplcs. 
4 a - O 
办 r —1.0 
‘ Minimum pixel averaging with 卜n;.<’丄xr» 卜 l n x „ 
(Source : Whitlock, Kiio & LeCroy，1982) 
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the water sampling process especially when the problem of time lapse is to be 
considered as well. Hence, their recommendation serves only as a guideline in 
most of the later studies, particularly when economic consideration is the 
dominating constraint. 
It was not surprising to find that the resulted regression models yield 
similar results. In the study by Tassan & Sturm (1986) using CZCS data in 
Adriatic Sea, the following model was derived: 
log (S) = 2.166 4- 0.991 log(Xs) (2.5) 
(N = 8, R =0.83) 
where 
. Ref(520)/Ref(550) 
Xs (retrieval variable) = R^f (550) - Ref (670) 
Ref = irradiance reflectance and 
S = sediment concentration ranges from 2 to I5gm^. 
In the study in the same site using TM data, the model derived is (Tassan, 
1987): 
log (S) = (3.08 土 0.27) + (1.70 士 0.14) log (Ref(570)) (2.6) 
(R = 0.92) : . 
In the study of SPOT in Green Bay, Lake Michigan (Lathrop & Lillesand， 
1989): 
In TSS = -3.27 + 4.74 (XS2/XSl) + 68.1 (XS3) (2.7) 
(N=11，R2 = 0.93) 
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where 
TSS = total suspended solid and 
XS l - 3 = the reflectance values of SPOT XS channel 1 - 3. 
\ 
With respect to the use of MSS data, it was found in the experiment in Moon 
Lake, Mississippi (Ritchie & Cooper, 1988) that 
ESS = -73.0 + 2029.9 (MSS3) (2.8) 
(R2 = 0.81) 
where 
ESS == estimated suspended sediment (mgl-O and 
MSS3 二 the reflectance based on MSS band 3 (700 - 800 nm) pixel 
corrected data. 
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It is observed from the above models that spectral band with 
wavelength around 550 nm (red band) and around 750 nm (near infrared) are 
especially useful in correlating satellite data with sediment concentration. In 
addition, band ratio between red band and green band as suggested by the 
CZCS and SPOT models are also important variables in regression models. 
Finally, regression models which involve logarithmic transformation of either 
/ both dependent and/or independent variable seem to fit in the explanation of 
the correlation between the sediment concentration and satellite data (Tassan 
& Sturm，1986; Tassan, 1987; Lathrop & Lillesand，1989; Ritchie & Cooper， 
1988). 
Other attempts revealing different aspect of model construction were 
also carried out. Ritchie, Schiebe & McHenry (1976) found out that best 
correlation coefficient was obtained when sun angle is less than 40。. 
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Ritchie，Cooper & Jiang (1987) examined how the coefficients of 
determination (R” are affected by different spectral data inputs including (1) 
base pixel values (digital numbers stored on magnetic tapes ranging from 0 to 
127)，（2) spectral radiance (the energy within a wavelength band, radiated by a 
unit area per unit solid angle of measurement), (3) spectral reflectance (the 
ratio of the radiant energy reflected by a body to that incident on it) and (4) 
pixel values minus the minimum pixel value in scene. It was found that data 
set using base pixel values gave the poorest coefficient of determination while 
the data set with the pixel values corrected for the minimum pixel value in the 
scene yielded the best result. With spectral radiance and reflectance 
measurements lie in between, the reflectance measurements provide a 
correction between scenes which is similar to the use of the minimum pixel 
concept. In the same study, it was also discovered that multiple regression 
model did provide improvement over simple linear models. For example the 
best linear regression equation is obtained using pixel value minus minimum 
pixel value in scene : 
Suspended sediment (SS) = -25.20 + 6.86 (MSS3) (2.9) 
(R2 = 0.86) 
while the best multiple regression equation is achieved by applying radiance 
values: 
SS 二 78.56 - 554.23 (MSSl) + 149.22 (MSS2) + 1355.02 (MSS3) 
-187.38 (MSS4) 
(2.10) 
(R2 = 0.95) 
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In addition, Lathrop, Lillesand & Yandell (1991) had also proved that multi-
date models could be constructed between total suspended solid and secchi 
disc depth and red-blue band ratio (TM3 / TMl) for TM data. 
Algorithms based on numeric simulation were also developed. The 
attempt by Holyer (1978) was generally regarded as the foundation stone in 
experiments of this kind. In his study, universal multispectral suspended 
sediment algorithms for nonfilterable residue and nephelometric turbidity 
were derived through statistical anaysis. They were in form of quadratic 
equations : 
residue or turbidity = a + X [ 一 ( , ） + . (2.11) 
I = 1 
where 
n = number of spectral bands employed, 
a, bi & Ci 二 statistically-determined fitting coefficients and 
= the volume reflectance in th i th spectral band of the 
spectrometer. 
Such kind of algorithms is further developed by Topliss, Aloms & Hill 
(1990). New models both for concentration ranges 5 - 100 mgl-i and 100 -
1000 mgl-i were based on a two-flow reflectance equation. Instead of band 
reflectance, band ratios were employed. Satisfactory results were reported 
when CZCS and Landsat MSS data were used to verify the reliability of the 
models. Yet, full application of these algorithms is hindered by three major 
limitations : (1) uncertainty in the atmospheric conditions and hence 
correction routines, (2) the influence of highly absorbing dissolved material 
associated with river runoff, and (3) the exact spectral shape for broad 
wavebands. 
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2.3.2 Chlorophyll Models 
The color change of the sea induced by the presence of primary 
producers (phytoplankton), or more precisely by the presence of 
photosynthetic pigments, is detectable from space (Gower, 1986). The 
retrieval of these photosynthetic pigments (largely chlorophyll-a pigments) 
could be satisfactorily performed by the Coastal Zone Color Scanner (CZCS) 
on the Nimbus-7 satellite. Gordon et al (1980) showed that the blue-red L443 
/ L550 and the green-red L520 / L550 band ratio are useful for the portrayal 
of pigment (Chlorophyll-a and Phaeo -a) concentration over the water in Gulf 
of Mexico. Other similar algorithms were presented by Muralikrishna (1992). 
Using CZCS data can only provide estimations with accuracy of ±35% in 
Case 1 water, as CZCS imageries possesses only one channel，at 670 nm，for 
atmospheric correction. (Gower, 1986) 
Mapping chlorophyll-^z concentration had also been carried out using 
Landsat MSS (Khorram & Cheshire，1985; Verdin, 1985) and TM (Tassan， 
1993； Dekker & Peters, 1993) data. Again, exponential models best account 
for the relationship between pigment concentration and satellite data. For 
example in the study of the Flaming Gorge Reservoir by Verdin (1985)： 
CHLa = 1.37 exp (107 MSS6) (2.12) 
(R2 二 0.68) 
where 
CHLa = chlorophyll-fl concentration in mgm-3 
MSS6 二 reflectance of band 6. 
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For the case study of the lakes in Netherland by Dekker and Peters (1993), it 
was identified that: 
In Pigm = -43.54 + 15.97 In TM3 (2.13) 
(R2= 83) 
where 
Pigm = pigment concentration in mgl-i and 
TM3 = digital number of band 3. 
As mentioned earlier, CZCS sensor failed in providing estimation with high 
accuracy because of the atmospheric effects of CZCS imageries. However, for 
TM images, with the presence of the infrared band TM4 (760 - 900 nm), hazy 
effects could be removed more effectively. Tassan & d'Alcala (1993) 
suggested a varying aerosol load composition model best eliminate the 
atmospheric effects. However the limitation of the model lies on its 
dependence on the correlation between sediment and chlorophyll-a 
concentration. 
2.3.3 Sea Surface Temperature Models 
Many satellites such as the DMSP, NOAA, GMS-1 and TIROS-N are 
equipped with thermal infrared sensors like AVHRR, HIRS/MSU, VAS. 
Temperature modeling algorithms were developed by Prabhakara et al (1974) 
and Maul (1981). Results of the early attempts in sea surface temperature 
modeling were complied by Johnson and Munday (1983). The errors involved 
in infrared sensing of sea surface temperature from space such as imperfect 
transmittance models, uncertain or unknown atmospheric pressure-
temperature-humidity vertical profiles, temperature discontinuities at the air-
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sea interface, temperature differences between surface and bulk water, and 
neglect of surface emissivity and reflectance at that early stage were discussed 
by Sidran (1980). 
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Since the operation of TM sensor, sea surface temperature pattern with 
high spatial resolution (120m by 120m) could be obtained. However, unlike 
the water quality parameters of suspended sediment or chlorophyll-a 
concentration, the relationship between sea surface temperature and TM Band 
6 values appeared in simple linear form. Besides, as the emissivity of water 
within the 10-13 mm wavelength is close to that of a blackbody, water 
temperature could be derived from TM thermal band by the "internal source 
calibration method" (Bartolucci & Mao，1988). The advantage of this method 
over the empirical method is that it does not require the simultaneous 
collection of reference data. Look-up tables relating digital counts (DC) stored 
on tapes to temperature in degree Celcius for Landsat-4 and Landsat-5 were 
prepared first by converting DCs to in-band radiances and then evaluating the 
following equation. 
Xl + [i+l]A9i 
L 二 S i K e J 灯 - S R i ) (2.14) 
入 L + iAX, 
where 
L = In-band radiance in mW/cm^.sr, 
c = Speed of light, 
h 二 Planck's constant, 
k = Boltzmann's constant, 
T == Temperature in K, 
X 二 Wavelength, 
二 10 mm, 
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AX = 0.01 mm, 
i = 0.299， 
SRi = Average TM spectral system response between, and 
e = Emissivity (= 1 for blackbodies) 
Successful experiments in mapping surface water temperture pattern have also 
been reported in the Great Lakes (Lathrop & Lillesand, 1987)，the Norwegian 
coastal areas (Pedersen, 1986) and the Omura Bay of Japan (Wouthuyzen, 
Gotoh & Uno, 1993). In the Japanese example, four different models for four 
different seasons were developed : 
For autumn : SST = 0.3008 TIR - 17.4949 (2.15) 
(n = 101; R = 0.976; SE(Y) 二 0.310C) 
For winter: SST = 0.3746 TIR - 27.3233 (2.16) 
(n = 68;R = 0.988; SE(Y) = 0.24。C) 
For spring: SST = 0.3094 TIR-21.6972 (2.17) 
(n = 62; R 二 0.993; SE(Y) = 0.45。C)，and 
For summer : SST = 0.5300 TIR -54.0352 (2.18) 
(n = 19; R = 0.963; SE(Y) 二 0.35。C) 
where SST = Sea surface temperature in oc， 
TIR == TM6IR data, 
n = number of samples 
R = coefficient of correlation and 
SE(Y) = Standard error of Y 
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2.3.4 Salinity Models 
Regression technique was also employed to model other water quality 
parameters. For example, in the study of salinity in the San Francisco Bay 
Delta by Khorram (1982), salinity model based on MSS data as : 
salinity = 56.96 - 1.228 MSSl - 3.004 MSS3 + 8981 MSS4 (2.19) 
(R2 = 0.75) 
where 
MSSX = the mean radiance values in band X. 
While Baban (1993) found the following equation best describes the 
relationship between salinity and the TM data in the lakes of Norfolk Broads, 
UK : 
Z o 
Salinity = -102+9.8 TM3 
(N = 9，r = 0.75, rms 7.06) 
where 
TM3 = average TM band 3 data from a 3 by 3 sampling mask. 
It is thus believed that salinity modeling is possible by means of digital 
processing ofLandsat digital data (Khorram, 1982). 
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2.3.5 Total Phosphorus Models 
As an important indicator of the nutrition state of water bodies, models 
relating total phosphorus and satellite data were also developed. For example, 
Baban (1993) modeled total phosphorus with the following model: 
Total P (mgl-0 = -872 + 47.4 TM2 (2.21) 
(N = 9,R = 0.78,RMS = 2 9 ) : 。 
where 
TM2 二 Digital number of TM band 2 and 
RMS == Standard error of estimate. 
Similar result was also obtained in the study by Dekker and Peters (1993) in 
lakes in the Netherlands : 
PuH=-6.13.70+ 19.88 TM2 (2.22) 
(N = 9，R2 = 0.75) 
where 
TM2 = average Digital Number of TM Band 2 from a 3 by 3 sampliing 
matrix. 
It is recognized that models correlating water quality parameters generally 
suffered from low reliability (smaller R or R2). It may be due to the fact that 
these variables do not affect water colour directly and their correlation with 
satellite data were only built upon their "indirect" correlation with other 
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Figure 2.5 Use of chromaticity diagram inwater quality remote sensing 
(Bukata, Bruton & Jerome, 1983，pp. 169) 
The loci of the relationships between X，and Y，for water masses ^f^ i^g 
J l chlororhJSl a and t o t a l suspended mineral concentrations but defined b) 
a dissolved organic carbon concentration of zero. 
49 
2.4 Use of Chromaticity Technique 
Chromaticity transformation of spectral data had been widely adopted 
in water quality modeling for both MSS (Lindell et al, 1986; Munday, 1983) 
and TM (Ekstrand, 1992) data since the discussion by Munday and Alfoldi 
(1975). Originally, chromaticity indices are used to represent the hue 
informations of different colors in a tristimulus space which is made up of the 
three color primaries : red, green and blue. In 1931 the Commission 
Internationale de rEclairage (CIE) (International Commission for 
Illuminatiuon) defined a tristimulus space as follows : 
X Y ， Z (2 23) 
where 
X，y，z = red, green, blue primaries 
X, Y, Z = CIE chromaticity coordinates. 
It should be noted that summation of X，Y and Z must equal unity (Campbell, 
1987). 
In remote sensing applications spectral bands such as MSS 4 to 6 had 
二 
been utilized for the derivation of chromaticity indices (Alfoldi & Munday， 
1978). The infrared band 6 was used as a substitute of the missing primary. As 
the sum of the chromaticity indices must equal one, a chromaticity diagram 
can be constructed using only two axes. Early attempts which involved 
plotting of loci of the relationship between chromaticity indices for water 
masses varying in chlorophyll-fl and total suspended mineral concentrations 
failed in estimating chlorophyll and sediment concentration, despite their 
ability in distinguishing clear and turbid water (Bukata, Bruton & Jerome, 
1983) (Figure 2.5). 
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Chromaticity technique was reported to be an operational method in 
suspended sediment modeling which overcomes some environmental noises 
such as solar angle effect, sediment types and atmospheric conditions in the 
experiment conducted along Swedish coast (Lindell et al., 1986). However, in 
the study of Himmerfjarden bay on the Swedish east coast by Ekstrand (1992)， 
it was found that there existed no strong correlation between chromaticity 
indices and chlorophyll-a concentration. So, the reliability of this technique is 
still in doubt. 
2.5 Principal Component Transformation 
二 c-
Another widely used technique was the principal component analysis 
(PCA). It is realized that PCA is a linear transformation of the data on to a 
number of orthogonal planes perpendicular to each other on a n-dimensional 
space (n = number of variables) arranged in the order of importance. 
Regression analysis then tests for linear relations between the weighting 
factors (eigenfactors) and the concentration of particular water quality 
parameter. (Sathyendranath et al., 1989). Encouraging results were achieved 
in a number of applications. Recent examples include the mapping of 
chlorophyll-^ concentration by SPOT data (Chacon-Torres et al, 1992) and 
high correlations identified between iron and magnesium concentration in 
total suspended solids and the principal component derived from TM band 1 
to 4 data (Braga, Satzer & de Lacerda, 1993). 
2.6 Remote Sensing Water Quality Analysis in Hong Kong 
With regard to the application of remote sensing techniques in water 
quality monitoring in Hong Kong, the only one citation in this category is an 
attempt of photographic analysis of water quality changes by Lo (1976). Yet, 
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there was nothing to do with multispectxal analysis. Another related research 
by Lo and Hutchinson (1991) in which the turbidity patterns of the Zhujiang 
Estuarine region were mapped, though utilized MSS and SPOT data as data 
: 、、 
input, employed only simple techniques of density slicing, again failed in 
providing any guideline for modeling water quality with satellite data within 
or near the marine territories of Hong Kong. 
2.7 Summary 
Using satellite data in water quality monitoring essentially relies on the 
statistical models, mainly regression models, which link up the multispectral 
data and the ground observations. Models related to the retrieval of sediment 
content, chlorophyll concentration and turbidity provide satisfactory results in 
most cases as these parameters are directly related to the optical properties of 
water bodies. Models related to other parameters such as salinity, total 
phosphorus can only give lower degrees of explanatory power (smaller values 
in R2) as these parameters bear no direct relationship to the satellite data. 
Therefore, cautions should be given when dealing with the results from these 
models. 
As observed that an increased concentration in phytoplankton shifts 
the wavelength of maximum transmittion from about 450 nm to 575 nm, the 
red-blue band ratio succeeded in providing a measure to pigment 
concentration estimation (Gordon, Mueller & Hovis，1980). On the other 
hand, it is discovered from previous studies that good sediment modeling 
algorithms usually include the red and/or near infrared band(s) whose water 
penetration power is limited. Sea surface temperature can be satisfactorily 
modeled from thermal infrared data either by regression models or by 
“internal source calibration’，. 
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Transformation of spectral data by chromaticity technique and 
principal component analysis did provide improvements in some cases. Yet, 
the number of experiments using these techniques is comparatively small and 
their applicability and limitations are still not fully understood. 
A problem commonly found in past examples was the lack of 
sufficient ground observations. It was found that regression models were 
usually built upon sample sizes of only 10 or even below. This should 
undoubtedly impose adverse effects on the explanatory power of the models. 
The only remedy to this problem is to collect "representative" samples from 
different locations. Yet, this involves some a priori knowledge to the 




3.1 Data Set 
3.1.1 Water Sampling and Water Quality Parameters 
Marine water quality samples collected by the Environmental 
Protection Department are employed in this study for the calibration of 
spectral data and development of models. The 78 sampling stations are 
divided into 10 sub-zones, with the greatest number in the Victoria Harbour 
and relatively smaller number for the "outlying" territories : e.g. Mirs Bay, 
Southern Water sub-zones (Figure 1.1) (Table LI). Water quality samples are 
extracted from these stations during daytime. As only a few samples are 
available for the exact days on satellite overpass (8 samples for 1987，6 
samples for 1989 and none for 1991 data), water quality data within a 
maximum of 11 days ( 5 days before and 5 days after of the day of satellite 
flying-over) are utilized for setting up the ground observation database. 
For each water sample, over twenty parameters are measured and 
investigated to scruntinize its quality. They fall into three categories mainly : 
(1) physico-chemical determinands, (2) bacterial determinands and (3) 
nutrients and chlorophyll determinands (Table 3.1). Some of these parameters 
are measured on-site, for example, temperature, secchi disc depth，while 
others such as biological oxygen demand (B0D5), chlorophyll content are 
worked out from laboratory analyses by both the Environmental Protection 
Department and the Government Chemist. In most circumstances, marine 
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Table 3.1 List of water quality parameters 
Physio-chemical Determinands : ,,.,. ：,• 
Biological Oxygen Demand (BODS) (mg/1) 
Conductivity (mmho/cm) 
Dissolved Oxygen (mg/1) 
Dissolved Oxygen in percentage of saturation (%) 
pH 
Salinity (%) 
Secchi Disc Depth (m) 、 
Temperature (。(：） 
Turbidity (NTU) 
Suspended Solid (mg/1) 
Total Volatile Solid (mg/1) 
Silica (mg/1) 
Bacterial Determinands 
Faecal colifum (number/100ml) 
Escherichia coli (number/100ml) 







TKN (filtered and unfiltered)(mg/l) 
TP (filtered and unfiltered) (mg/1) 
(Source : EPD, 1990) 
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water is sampled from three different depths : (1) surface (1 m below water 
surface), (2) mid-level (mid-depth of water column) and (3) bottom (1 m 
above seabed). Only surface data are used in this study as electromagnetic 
radiation within the visible range can only penetrate water with a depth of 
several metres. As wavelength increases, its penetration ability diminishes 
accordingly. This characteristic has been reviewed in Chapter II. 
In this study, seven water quality parameters are examined. They are 
(1) chlorophyll-a concentration (CHL), (2) hydrogen-ion concentration (pH), 
(3) salinity (SAL), (4) secchi disk depth (SD), (5) suspended solid content 
(SS), (6) total phosphate (TP) and (7) turbidity (TB). 
Chlorophyll-fl pigment concentration : Chlorophylls are green pigments in 
plants that function in photosynthesis by absorbing radiant energy from the 
Sun, predominately from blue (435-438 nm) and red (670-680 nm) region of 
the spectrum (Allaby, 1992). Chlorophyll-^z (and its bacterial equivalents), the 
most important pigment, has various forms with different absorption peaks, 
e.g. chl a 670，695,700，680 (Ma, 1983). 
Hydrogen-ion concentration (pH) : The negative logarithm to the base 10 of 
the hydrogen-ion concentration of an aqueous solution is termed the pH value. 
A pH value of 7.0 denotes a neutral water, or one in which there is a balance 
between dissociated hydrogen and hydroxyl ions. An excess of hydrogen ions 
indicates an acid solution with a corresponding pH value less than 7.0. 
Conversely, an excess of hydroxyl ions indicates a basic solution which has a 
pH value greater than 7.0. The full pH scale is from 0 to 14. Most natural 
waters are within one or two units of neutrality. In addition, most natural 
waters are buffered solutions which resist changes in pH upon the addition of 
acids or bases (Chow, 1964). 
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Salinity ： Salinity is a measure of all the dissolved salts - not just sodium 
chloride - in sea water. It is defined as the total amount of dissolved solids in 
seawater (in parts per thousand (ppt; %o) by weight after certain chemical 
changes have taken place (Groves & Hunt, 1980). 
Secchi-disk depth : Transperancy varies with the number, size and nature of 
particles suspended in the water and also with the nature and intensity of 
illumination. The rate of decrease of light energy with depth is called the 
extinction coefficient. The earliest method of measuring transparency was by 
means of a secchi disk, a white disk a little less than 1ft (30 cm) in diameter. 
This was lowered into the sea, and the depth at which it disappeared was 
recorded (Groves & Hunt, 1980). 
Suspended solid content : Suspended solids are defined as particles large 
enough to be removed from water during their passage through a specific type 
of laboratory filter. They are usually large enough to settle in quiescent water 
to become part of the bottom deposits of streams and lakes or appear on the 
surface as scum if they are lighter than water (Lamb, 1985). 
Total Phosphorus : Phosphorus, normally present as phosphate, is an 
important element in surface water quality. It is essential to life and in many 
situations it may be the growth-limiting element. Relatively high 
concentration may be present in some surface waters as the result of discharge 
of wastewater treatment works，effluents, in which most of the phosphate may 
have been derived from domestic detergent powders. Other phosphates may 
be present as the result of agricultural run-off and organic phosphates will be 
present in animal wastes or in decaying cell material. Phosphorus in surface 
water will overwhelmingly be present either as orthophosphates or as 
polyphosphates (Ellis, 1989). The total phosphorus present in a water sample 
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may be operationally divided, by filtration into, into particulate phosphorus 
and total dissolved phosphorus (Tailing, 1993). 
Turbidity : It refers to the scattering of light by particles in the water, which 
can cause a cloudy or milky appearance (Lamb, 1985). It is expressed in 
Nephelometric Turbidity Units (NTU). 
Among them, chlorophyll-a concentration, suspended solid content, 
turbidity and secchi disk depth have been proved as optically related to the 
upwelling radiance of sea water as mentioned in Chapter II. Salinity and total 
phosphorus content have also been studied by many reseachers all over the 
world (Khorram, 1982; Khorram & Cheshire, 1985; Baban, 1993; Hinton, 
1991; Rimmer, Collins & Pattiaratchi, 1987). Acidity，a parameter not studied 
before, is chosen as it is an important factor affecting the efficiency of 
chemical activity as well as the aquatic life in water bodies. Water pH is 
known to affect growth rate and perhaps behaviour and reproduction. For 
instance, the speckled trout apparently can survive in water with a pH range 
from 4.1 to 9.5. It is known though, that some marine species survive only in a 
very narrow pH range. Even so, some acids, such as tannic and chromic acids, 
are highly toxic irrespective of pH (Connell, 1981). Yet, as acidity bears no 
direct influences on the optical properties of water, cautions are needed in the 
interpretation of results. In addition sea surface temperature (SST) is also 
examined for TM data. Examination of these three parameters thus not only 
provides us with a more detailed protrayal of our marine environment but also 
helps in making comparison with previous studies. 
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3.1.2 Satellite Data 
One Landsat 5 - Thematic Mapper (TM) imagery dated February 13’ 
1989 and two SPOT multispectral images taken on January 14，1987 and 
December 21，1991 respectively are employed in the analysis. Table 3.2 
illustrates the spectral data acquired by the two sensors while Table 3.3 lists 
the scene specifications of the three images. Multispectral digital data stored 
on magnetic tapes are processed using the E AS I/PACE image processing 
package with a DEC 5000/200 workstation. 
3.1.2.1 Image Preprocessing 
3.1.2.1.1 Radiometric Correction 
Data for both TM and SPOT images are stored in digital numbers 
ranging from 0 to 255 which bear no concrete physical meaning at all. It is 
therefore necessary to convert these data to real physical values, in this case 
spectral radiance and reflectance respectively. This conversion facilitates 
temporal comparison among the images. In-band spectral radiances (in mW 
cm-2 steri mnrOare defined as the energy within a wavelength band, radiated 
by a unit area per unit solid angle of measurement, for TM data are calculated 
by following the equation suggested by Markham and Barker (1986): 
T T … T (LMAXX- LMINX) (QCAL) n U 
= QCALMAX (3.” 
where 
QCAL 二 Calibrated and quantized scaled radiance 
in units of Digital Numbers (DN), 
LMINX = Spectral radiance at QCAL 二 0，for wavelength X, 
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Table 3.2 Spectral bands of Landsat TM and SPOT HRV 
(a) Landsat TM 
Band Spectral resolution Centre Bandwidth Description 
wavelength (nm) Wavelength (nm) 
(nm) 
TMT 450-520 \M5 ^ [70 visible blue-
green 
TM2 3 i r 6 0 0 — 560 80 visible green 
TM3 "M)-690 660 60 visible red 
TM4 "760-900 830 "TO liear infrared 
TM5 1350-1750 1650 200 mid-infrared 
TM6 1040-1251 11453 "IT! thermal 
infrared 
TM7 2080-2350 2215 270 infrared 
(b) SPOT HRV 
Band Spectral resolution~ Centre Bandwidth" Description 
wavelength (nm) Wavelength (nm) 
(nm) 
XS1 500-590 550 90 visible green 
XS2 610-680 650 70 visible red 
XS3 790-890 850 100 near infrared 
Z 
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Table 3.3 Imaging and scene parameters of the satellite data 
Satellite N a m e ~ Landsat 5 SPOTl SP0T2 
Instrument, TM,1 HRV2 HRVl 
Mode 
L ^ “ n r " IB 
Date of 890213 870114 911221 
acquisition 
(YYMMDD) 
Time of : 110814 nUWl 
acquisition in ‘ ^ 
Hong Kong time 
(HHMMSS) 
Sun elevation U T ) T O 
(deg) 
Azimuth (deg )~ +134.0 +153.4 +157.0 
Scene center £1145705 El 141347 El 140406 
longitude (DMS) 
Scene center N0223708 N()2224()9 N0223030 
latitude (DMS) 
Gain factors TMl: 1.09644/ XSl :5 XSl: 6 
(gain/bias) -0.00256 (00.87040) (01.03890) 
or 
(gain number TM2:2.44911 / XS2:6 XS2:7 
(abs cal gain)) -0.1953 (00.89849) (01.15744) 




LMAXx, = Spectral radiance at QCAL = QCALMAX, 
for wavelength X, 
QCALMAX = Range of rescaled radiance in DN, for wavelength X and 
L入 = SpectrafrMiance, for wavelength X, 
For SPOT HRV data, conversion is much simpler. Spectral radiance 
can be derived from the following formula (Price, 1987): 
(3.2) 
where 
La = spectral reflectance in mW cm-2 ster^ mm-i, 
DN = Digital number stored in the CCT and 
a(m) = absolute gain on the header record. 
In order to avoid the effect of Sun elevation angle differences and the 
eccentricity of the Earth's orbit (except for TM band 6)，the exoatmospheric 
reflectance a unitless value which expresses the ratio of radiant energy 
reflected by a body to that incident on it is also computed using the following 
equation (Markham and Barker, 1986): 
r = (71) (LX) (d2) (3 3) 
—(ESUNX) (cos 0s) 
where 
r = unitless effective at-satellite planetary reflectance, 
LX = spectral radiance at sensor aperture(mWcm-2sterimm-i), 
d = Earth-Sun distance in astronomical units from nautical 
handbook, 
ESUNX = Mean solar exoatmospheric irradiances mWcm-^sterimm-i and 
Os = solar zenith angle in degree. 
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Instead of the exoatmospheric reflectance, TM6 radiance data can be 
converted to effective at-satellite temperatures using the equation by Markham 
and Barker (1986): 
K2 
二 In (K\/LX+ 1) (3.4) 
where 
T = effective at -satellite temperature in Kelvin, K, 
K2 = calibration constant 2 in K which equals 1260.56 for Landsat-5, 
K1 = calibration constant 1 in mW/cmVster/mm which equals 60.776 
for Lansat-5, 
hX = spectral radiance in mW/cm^ster^mm ^ 
3.1.2.1.2 Atmospheric Correction 
Calibrated spectral radiance and reflectance data are, nevertheless, still 
not ready for analysis as satellite sensors have actually picked up not only 
signals from the sea surface but also radiant energy from other sources, mostly 
from scattering effects of the atmosphere (Figure 3.1). Radiometric calibration 
aiming at removing the atmospheric effects is therefore necessary. There exist 
two approaches in atmospheric correction (Chacon-Torres et al., 1992). One 
of them involves in-situ sampling in which ground reference data measured by 
spectrometer during image acquisition are compared with satellite data. Their 
differences are used in the calibration processes. As imageries used in this 
experiment were taken years a p , it is impossible to carry out this method of 
atmospheric correction • 
Another alternative of atmospheric correction is applying 
mathematical models based on radiative transfer theories. Such kind of models 
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Figure 3 1 Remote sensing platform of sea water 
h g (McCluney，1976’ pp.5) 
50 
"Z. ,、 
had been developed by Smith & Baker (1982), Gordon et al (1983) and Sturm 
(1981) for the Coastal Zone Colour Scanner (CZCS) and by Tassan (1993) 
for TM data. It is reported that despite its lower accuracy than the use of 
radiometer, atmospheric correction models do not involve ground-based 
measurement and provide reasonable accuracy when effective standard 
reflectors, pollution free-atmosphere and good quality imageries are available 
(Chacon-Torres et al” 1992). 
This study adopts the atmospheric correction algorithm by 
Vanouplines (1986) which is based on Sturm's (1981) model. The main 
reason for using this model is that it requires only one variable input namely 
the meteorological visibility. In this study, ground visibility at the Royal 
Observatory recorded during the hour of image acquisition is inputted to the 
model. This algorithm computes the water leaving radiance Lw as : 
l w x = LA - (Lp rx + L h g x ) - a (> . ,x ,o ) ( lp rxo + Lhg； )^) (3 .5) 
where 
L = spectral radiance, 
lPR = path radiance due to Rayleigh scattering, 
l h g 二 radiance due to diffuse radiance reflected from the 
water surface, 
2i(k,Xo) = aerosol path radiance ratio, 
\ = spectral band central frequency in nm and 
Xo == reference band central frequency in nm. 
The near infrared band (band 4 for TM and XS3 for SPOT) are taken as the 
reference band whose upwelling subsurface radiance of "clear water" is 
assumed to be zero or negligible. The term (LPR + LHG) can be solved by the 
following equation : 
: 、 5 1 
l p r + l h g = Eo (Tozone^) (Tair) + ( t^a (卯）+Tma)} (3.6) 
where 
Eo = extraterrestrial solar spectral irradiance, 
Tozone = transmittance of ozone, 
Tair = optical thickness of air, 
pM(\|/) = Rayleigh phase functions, 
T^A = transmittance of molecular aerosols, 
}io = cos-and 
9 = sun elevation angle. 
The aerosol path radiance ratio a(?i，人o) can be worked out by the following 
formula: 
Taero(?i) Eo(k) Tozone(A^ ，|i，HO) (3.7) 
， Taero(?io) Eo(?io) Tozone(?io,|i,|io) 
where taero is optical depth of aerosols which can be approached using 
visibility data in accordance with : 
T a e r o ⑷ = ( 3 . 9 1 2 (V.O - 0.0116) (550A) {H(l- exp(-5.5/H)) 
+ 12.5 exp (-5.5/H) + 3.77 exp(-5.5/H)} (3.8) 
where 
V 二 the visibility in km and 
H = 0.886 + 0.0222V. 
Except visibility, all the above terms can be checked and worked out from 
standard tables about atmospheric radiation (e.g. Iqbal，1983). Atmospheric 
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correction is then performed for each pixel over water surfaces with reference 
to equation (3.4). 
3.1.2.1.3 Geometric Correction 
Geometric correction of satellite images are performed with respect to 
the Hong Kong metric grid system. A total of 85 ground control points 
(GCPs) can be identified on both the imageries and from 1: 50,000 
topographic maps (HM50CL, Sheet No.l & 2) (Figure 3.2). The map 
corodinates are digitized using PC ARC/INFO - a vector based geographic 
information system package. Grid reference values in form of northings and 
eastings are output. The corresponding image coordinates (pixel and line 
number) are then matched according to these map coordinates. Image 
registrations are achieved by setting up third order polynomial regression 
equations which tie the ground control points with the corresponding pixels. 
Xs = Ao + Ai(X)+ A2(Y) + A3(XY) + A4(X2) + A5(Y2) + A6(X2Y) + kiQCP) 
+A8(X3) + A9(y3) (3.9) 
Ys = Bo + Bi(X)+ B2(Y) + B3(XY) + B4(X2) + B5(Y2) + B6(X2Y) + Bi(XY^) 
+ B8(X3) + B9(y3) (3.10) 
where Xs and Ys are pixel number and line number of the image respectively; 
Ao and Bo are the constant terms expressing the offset from the origin and Ai 
and Bi (i 二 1，2， 9) are the regression coefficients for X and Y which are 











































































































































A nearest neighbour resampling method is adopted. It is because this 
method which determines the grey-level value from the closest pixel to the 
input coordinate specified tand assigns that value to the output coordinate 
invloves no change in grey-level value. Accuracy of the whole process is 
assessed by the root mean square error (RMSE) which expresses the error in 
number of pixels. 
RMSE = ((XI - X。rg)2 + (Yi - Yorg y ) 05 (3.11) 
where 
XI = computed row coordinate in the original image, 
y i == computed column coordinate in the original image, 
Xorg = orignial row coordinate of the GCP in the image, and 
Yorg = original column coordinate of the GCP in the image. 
Three RMSE values are taken into account : the RMSE for X coordinate 
transformation, the RMSE for Y coordinate transformation and finally an 
overall RSME. Theoretically, all the three values should approach zero for 
optimal corrective procedure. However, values less than the a pixel size is 
acceptable for most application. 
3.1.2.2 Data Extraction 
Location of sampling stations recorded in latitude - longitude format 
are available from the EPD. They are then inputted in PC ARC/INFO format 
and converted to eastings and northings from which the images are registered 
through Transverse Mercator projection transformation. Corresponding pixel 
and line numbers are then read off from individual full resolution images. In 
55 
addition, sampling masks sized 3 by 3 pixels and 5 by 5 pixels are also 
extracted. They are placed on the image with the sampling stations fall on the 
centre of the kernels. The averge pixel values within the kernels are then used 
for analysis. This method not only minimizes the error involved in the 
mislocation of sampling sites but also helps in eliminating random noises in 
images. 
3.1.2.3 Spectral Data Transformation 
As reported from previous remote sensing studies (Tassan & Sturm, 
1986; Lathrop & Lillesand’ 1989; Lathrop, Lillesand & Yandell, 1991)，band 
ratios especially the red-green ratio did provide useful information about water 
quality monitoring, particularly for sediment content. Hence, a number of new 
variables are derived by different combinations of the spectral band data, 
either in form of band radiance and reflectance. (Table 3.4). Moreover, 
principal component transformation is also tried out so that its effectiveness in 
remote water quality modeling can be evaluated. At last, as for the TM data, 
there are three spectral bands covering almost the wavelengths within the 
visible range available, chromaticity indices are computed to show the relative 
significance of the red, green and blue components in affecting the color of 
the water. They are derived with reference to the simple equations listed 
below : 
Blue index 二 TMl / (TMl + TM2 + TM3) (3.12) 
Green index 二 TM2/ (TMl + TM2 + TM3) (3.13) 
Red index 二 TM3/ (TMl + TM2 + TM3) (3.14) 
where 
TMl-3 = radiance or reflectance value of TM band 1-3 data. 
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Table 3.4 List of spectral variables and their symbols 
(a) Landsat 5 - TM data 
I Primary Data Set 
TM Bandl (450-520nm) data (TMl) ‘ ：： 
TM Band2 (520-600nm) data (TM2) 
TM Band3 (630-690nm) data (TM3) 
n Chromaticity Indices 
Blue Index derived from : (TMCEB) 
Green Index derived from : : .. (TMCIG) 
Red Index derived from : (TMCIR) 
n i Principal Component Transformation 
First Principal Component (TMPCl) 
Second Principal Component 、 (TMPC2) 
Third Principal Component 、(TMPC3) 
IV Band Ratio 
1. Square and Cube 
(TM1)2 _ S Q ) 
(TM2)2 CrM2SQ) 
(TM3)2 CTMSSQ) 
( tm I )3 (TMICB) 
CrM3)3 CrM3CB) 









T M _ 3 
T M 3 _ 二 
TM3 脚 2 二 ) 
TMl/CrMl+TM2) ^ ^ ^ 
TMl/CrM2+TM3) ；^  二 
TM2/CrMl+TM2) 
TM2/CrMl+TM3) ； = 
TM2/(TM2+TM3) S 二 
TM3/(TM1+TM2) ； 
TM3/(TM2+TM3) 二 仏 
CrMl+TM2)/(TMl+TM3) ™ ^^^ 
CrMl+TM3) / CrM2+ TM3) 
c r 臉 TM3) / CTMl. TM2) 《 
CrM2-fTM3)/(TMl+TM3) (TM2313) 
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Table 3.4 (Continued) 
(b) For SPOT HRV data 
I Primary data 「 ？ 
(500-590nm) data (XSl) 
(610-680nm) data (XS2) 
n Band ralio 




(XS2)3 V (XS2CB) 
2. Band Average 




XS1/(XS1+XS2) (XSl 12) 
XS2/(XS1+XS2) (XS212) 
m Principal Component Transformation 
First Principal Component (XSPCl) 
Second Principal Component (XSPC2) 
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3.2 Statistical Water Quality Models 
The core of this study is to build up models which link up ground 
observations and satellite data. Regression models are developed in which 
water quality parameters measured in-situ and satellite data are treated as the 
dependent and independent variables respectively. In this study, the effect of 
the following elements in affecting the accuracy of the model are examined. 
They include the effect of (a) time lag (number of days between water 
sampling and satellite overpass), (b) number of sampling points, (c) sizes of 
sampling mask (3 by 3 pixels or 5 by 5 pixels) and (d) types of regression 
models. Four different types of regression models are tested : 
Simple Linear Model: Y = a + Z bi Xi (3.15) 
Logarithmic Model: Y 二 a + bi InXi (3.16) 
Exponential Model: In Y 二 In a + S In bi Xi (3.17) 
Power Model: In Y = In a + Z bi In Xi (3.18) 
where 
Y = dependent variable, 
X = independent variable, 
a = constant term, 
b = regression coefficient and 
i 二 number of independent variable included. 
Stepwise multiple regression procedures are carried out using the 
Statistical Package for Social Science (SPSS) for PC Window version. 
Stepwise regression is a modified version of forward regression that permits 
reexamination, at every step, of the variables incorporated in the model in 
previous steps. A variable that is entered at an early stage may become 
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superfluous at a later stage because of its relationship with other variables now 
in the model. To check on this possibility, in each step, a partial F test for each 
variable presently in the model is made although it is the most recent variable 
entered, irrespective of its actual entry point into the model. That variable with 
the smallest nonsignificant partial F statistic (if there is such a variable) is 
removed. The model is refitted with the remaining variables, the partial F，s 
are obtained and similarly examined, The whole process continues until no 
more variable can be entered or removed (Kleinbaum, Kupper and Muller, 
1988). The use of the stepwise procedure thus helps in selecting the spectral 
(independent) variable(s) which best explain(s) the relationship between the 
water quality parameters and the satellite data. 
Following the suggestion by Whitlock，Kuo and LeCroy, (1982)，the 
coefficient determination ( R 2 ) , the mean standard error of the estimate (MSE) 
and F-ratio are chosen in the assessment of the accuracy of the regression 
models. 
The coefficient of determination (R2) is a measure of the proportion of 
total variation that can be accounted for by the regression model. Its value lies 
between 0 to 1, and the larger the number, the better the performance of the 
model. In general a value greater than 0.7 is regarded as reliable. 
On the other hand, the value for the mean standard error of the 
estimate (MSE) should approach zero if the regression model is accurate as 
this parameter measures the dispersion of the errors unexplained by the model: 
y (Ypi - YiP (3.19) 
MSE 二 2； ( N - P ) . 
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where 
Ypi = the predicted value of water quality parameter, 
Yi = the actual value of water quality parameter, 
N = total number of ground observations and 
P = number of estimated coefficient. 
Lastly, the F ratio is calculated by comparing the F value computed 
from F test to a crtical value from F distribution tables. F values can be 
worked out by the following formula : 
K 一 Y (Tpi - Ym)2 (3.20) 
h 二丄（Yi - Ypi)2 
where Ym = mean of water quality parameter. 
The critical F values are determined by setting a 95% confidence level. 
Ideally, this F-ratio which expresses the adequacy of the least-square process 
(Huang and Lulla, 1986), should exceed 4 if the model is to be claimed 
significant (Draper and Smith, 1966). 
3.3 Water Quality Mapping 
The best regression model obtained for each image, for each water 
quality parameter is used to produce maps showing the pattern of water 
quality of our marine environment. First, areas covered by water are extracted 
from the infrared image (Band 4 for TM and XS3 for SPOT) by masking the 
land areas through thresholding. Predicted water quality parameter values are 
then worked out for each pixel covering the sea. A number of classes 
indicating different levels of water quality are determined through an 
examination of the statistical distribution of values of pixels covering the sea. 
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Lastly，density slicing methods is applied to produce maps showing marine 
water quality. The statistical pattern of each water quality parameter depicted 
by the models are then investigated. The temporal variation among the three 
days are also studied to explore whether determination of water quality occurs 





This chapter gives an account of the data-sets, both ground 
observations and spectral data used in the study. Descriptive statistics will be 
provided as illustrations of the variability of the data. For satellite data, the 
procedures applied and the problems involved in image preprocessing will 
also be discussed. Emphasis will be placed on the constraints imposed by the 
data upon model construction. 
4.2 Water Quality Samples 
4.2.1 Sample Data for TM Experiment 
Ground truth data collected from 28 stations in the Victoria Harbour, 
the Eastern Harbour, Junk Bay and Tolo Harbour are utilized in the 
experiment (Figure 4.1) (Table 4.1). Among them, a total of six samples, 
three from Eastern Buffer and three from Junk Bay, were collected on 13 
February, 1989 _ the day of satellite data acquisition. If the time lag allowed is 
released to 土2 days, 8 more san^ples from Tolo Harbour are also included. 
When the acceptable time lag period is extended to 土4 days, another 14 
samples collected from Victoria Harbour are included in the dataset. It is 
noted that these samples are collected from sea surfaces where pollution level 
are believed to be higher than the average. The Victoria Harbour and Eastern 









































































































































































Table 4.1 List of water quality samples for the TM experiment 
- — . ^ 
卜 , “ 各 IcHL loH I SAL |SD 卜 S J t P J ^ ^ ^ S S j r 
rWrTf90209 2.5 8.13 31.51 - 2./ 2.0 O-U：) 4 , 5 0 1 1 ^ 




Kong Island. In Junk Bay, there was extensive reclamation works in 1989 for 
the development of this new town. Tolo Harbour was also affected both by 
waste water from Shatin and Tai Po and by reclamation at Ma On Shan. 
Consequently, water sample data from these sample sites may represent a 
certain degree of bias which may adversely affect later analyses. 
Within this period, weather conditions were stable over Hong Kong. 
Under the influence of a strong anticyclone developed over mainland China, 
fine sunny condition prevailed. The only exception was on 09 February when 
a cold surge brought along some light rain (Royal Observatory, 1989). 
Nonetheless, it is assumed that such a scanty rainfall of only 2.7mm (recorded 
at the Royal Observatory) makes no fatal influence on the quality of the 
ground truth data set. 
Table 4.2 provides a :brief description of the data. The dramatic 
increase in the mean, standard deviation and range of chlorophyll 
concentration with increasing sample size (time lag) is apparently the effect of 
the extreme values of 120 and 150 mg/m^ from stations TM2 and TM4 
respectively. The pH values of the 28 samples which range from 7.8 to 8.9 
possesse a much lower fluctuation and so are the variations in salinity. 
Although values in secchi-disk depth vary from a minimum of 1 m to a 
maximum of 4 m, the standard deviations are still reasonably low. Similar to 
the case of chlorophyll concentration, great variation in suspended solid 
content is contributed by the extreme value of 45 mg/1 from the station TM2 
and the high values from stations VM8，VM9，VMIO, VM12 and VMM. 
Despite the low values in the standard deviation of total phosphorus, the small 
mean values indicate that the variability is indeed not low. Another case where 
extreme values result in an increased variability is found in turbidity. Owing 
to the exceptionally great specific heat capacity of water, variations in sea 
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Table 4.2 Statistics of ground observations in the TM 1989 experiment 
Variable I Mean Std Dcv R a n g e [ M m Sample 
Size 
14.57 35.711 148.90 U 15U.0 
CHL 10 r r 150.0 14 
732 硕 25.90' 1.1 27.0 06 
026 T a T — J J ^ ^ 
pH Z Z I Z I Z Z I M I Z Z B Z Z Z p o 
1 0 9 O o 0.29 8.2 _；;JJ ^ 
31.33 
SAL I I O T I I ^ Z I I ： ^ ^ l l ^ Z H g ： 
— J U T 009 — ^ 3 2 _ 3 1 J _ _ 3 1 ^ — — ^ 
sd i z i ^ i i n n i i z i M i i i i s i i i S — — 
— 1 9 2 ^ ^ 
r r s z n ^ o z z H H L i ^ ^ 
SS ^ 11.33 44.00 1.0 45.0 ^ 
" M Z Z M Z Z I H ^ ― ^ 
TP O W Z Z M - — M i M ^ ^ 
o r 0 1 ) 2 n w _ _ _ ^ _ _ ^ — — g 
g r r — ^ Z U L Z l ^ Z H H ^ 
™ ————nrr05" 23 13.5 14 
n:93 060 _ _ ^ 3 . 6 _ _ ^ — — ^ 
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surface temperature is very low. The maximum range in sea surface 
temperature within the 28 samples is only 2°C. As a whole, it is noticed that 
with an increased number of samples (time lag), variabilities of ground data 
increase accordingly. This may in turn affect the development of regression 
models which will be discussed in Chapter V. 
4.2.2 Sample Data for SPOT Experiment 
Nineteen water samples from Victoria Harbour, Junk Bay, Eastern 
Buffer, Port Shelter and North Western sub-zone are included in the 1987 
SPOT study (Figure 4.2) (Table 4.3). From these, 8 samples from the Victoria 
Harbour (7 for secchi disk depth data) were collected on the day of satellite 
overpass, while others were collected within a time period of ±5 days, i.e. 
from 09 January to 19 January. Three samples from Port Shelter and three 
samples from North-western zone were collected 1 day and 5 days after the 
satellite overpass respectively. For the remaining 5 samples from Eastern 
Buffer and Junk Bay, they were however collected 5 days before the satellite 
flew-over. As shown in Figure 4.2, the 1987 ground dataset has the highest 
degree of spatial representation. Data are not only coming from Victoria 
Harbour and Tolo Harbour where sampling trips are more frequent. Samples 
from both the east (Port Shelter) and the west (North-western) are also 
included. Yet, there was no secchi disk depth sample from station VM3. 
Except the trace amount of rainfall collected on 18 January 1987， 
weather was fine and stable, a typical condition under the influence of dry 











































































































































































Table 4.3 List of water quality samples for the SPOT 1987 experiment 
..•.+ • . .. — • 
• i o n l D a t e ICHL | pH | SAL SB | SS TP TB 
H S ^ i n r " I I I E i i m 要 
5 I I Z 5 | E ： 
OT^ [^ im ： ^ Pfi JIF 
ffi^ W I ^ I；!!! 4 4 _ 
"g7?nTr" x n r " ： ^ l E l f l ^ ^ 
T T T " m z 4 4 ~ " S I " " 
• W I T M U E ^ ^ 
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It is observed that despite an extended period of data collection, 
variations are not necessarily greater (Table 4.4). Standard deviations 
sometimes even drop as in the cases of pH, salinity, secchi-disk depth, 
suspended solid and turbidity with a longer time lag accompanied by a larger 
number of samples. Without the occurrence of some extreme values, the 
standard deviations are generally lower when compared to the 1989 dataset, 
except for the secchi-disk depth data where a maximum value of 7 m brings 
about high values in mean, standard deviation and range. 
Ground truth data for 1991 consist of 19 samples from two sub-zones 
namely the Tolo Harbour and the Victoria Harbour，which samples were 
collected on 17 December and 23 December respectively (Figure 4.3) (Table 
4.5). Besides this spatial bias of observations, the 1991 dataset also suffers 
from the mismatch of water sampling and satellite overpass. There is not a 
single ground data collected on 21 December - the date of satellite data 
acquisition. Apart from the odd drizzle on 23 December, weather conditions 
were generally fine and mild (Royal Observatory, 1992). 
Generally speaking, variabilities in the 1991 ground truth data are 
results of extreme values (Table 4.6). The values for chlorophyll concentration 
are below 1.0 for all stations except for TM3 and VMl. Compared with the 
data from the 1987 and 1989，chlorophyll concentration in Victoria Harbour 
seldom falls below 1. However, as mentioned earlier there also exists an 
extreme value of 150 mg/m3 in the 1989 dataset. The range in chlorophyll 
concentration may be high. It is because unlike other parameters e.g. turbidity 
or salinity, chlorophyll concentration reflects the biological activities of the 
water concerned. Numerous factors such as water temperature, chemistry, 
nutrient content，amount of dissolved oxygen and 麵 y others are related to 
the growth of algae. An extreme high degree of local variation is therefore 
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Table 4.4 Statistics of ground observations in the SPOT 1987 experiment 
Variable M e a n Stcl Dev Range M m p ^ 
^ 丄00 6 JO 1.10 
r m H T O M O O UP 3.60 H 
c 瓜 o r r ^ I Z I ^ 
pH 8 . 0 6 ~ ( T T T _ _ 0 4 6 _ 7 | 7 _ — — ^ 
SAL _ _ 0 3 2 — 3 ( 0 9 z i n i ^ 
T M — J M O ) _ L O O 
~ ^ 0 3 2 Z Z Z ^ Z Z Z I H % 
m I l l i z m _ p o ^ 
0 ( ) T o i r o m _ _ ^ ^ 
™ g r r ^ o r ~ O I M _ _ ( u s n 






























































































































































Table 4.5 List of water quality samples for the SPOT 1991 experiment 
Station Date CHL pH | SAL | SD SS TP TB 
TM2 1911217 0.21 8.101 30.361 1.0| 5.01 0.131 3.9 
im^Tnirj 31.0^  ~rr 2.5 ~OIT 2.0 
TM4 9l l i l7 0 T ~ O ) 4 ~1.16 1.1 ~ ~ T J 
~ T o w j ' ^ u m 2.2 
' W ^ ' m i r r 0.5 8.47 31.16 2.0 2.0 0.14 
i M T - ' W i n 5 T 1 . 3 9 31,60 ~ 1 : 0 ~ T O ~ O m _ 
i W " >^11217 J I M Z I 3 I I 1 I M I I M I I H I I 1 M _ L I 
T m ^ T f J i r r 0.2 o ^ 31.88 ~ ？ n 1.5 0 . 0 1 _ _ u 
VMl 911223 O " 8.04 T T W 1.4 _ 3 . 5 0.05 6T 
VMl m m 1.4 T o 0.07 TT 
-w^mm _ _o J； iM 3L41 1.6 ^ Z Q M — ^ 
VM5 9 1 1 2 2 3 ~ 0 J 7.98 31.26 ~ ~ E T _ 7 . 0 0.06 _ 5 J 
VM6 9 i m 3 (U ~7：85 " T m T J _ 5 . 5 0.07 M 
- m r T n m 0.3 7 .93^302 ~ n o 10.0 o m ^ J 
VKi8 m i i ' i U.2 " " I W _ ^ ^ L O 0.08 32,u 
则 o.i5 27.0 
- m w y m r r q j I 7.941 31.60I o.6| i2.ui u.isi n.u 
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Table 4.6 Statistics of ground observations in SPOT 1991 experiment 
Variable I Mean Std Dcv R a n g e ” Min Max Sample 
Size 
c h l 0 .911 2 . t t i 8.601 0.201 8.801 ” ! 
1.02 15^ 8.60 i m 8.80 H 
m s.07 0 .21 0.86 t 6 2 8.47 19 
t m ( u 2 0.43一 7 . 6 2 ~ j m h 
m ” _ _ 1 4 4 3 p ) 19 
^ ^ I H M I Z I I g g ^ m ^ 32.10 rr 
" s d 1 . 4 j o r 4 .uu 19 
Eos 0 9 LL 
r . 4 7 _ _ 4 0 . 5 0 0 3 0 
~ 1 x 0 5 LL 
TP o r — o i u 0.19' 0.01 ^ n g l i 
o m n i ) 4 0.13 o.ot> 0.18 n 
t b i i 
~ 1 2 3 0 9.131 4.CX)| ：52力0| 11 
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justified. Of course, extreme values may also be the consequence of sampling 
of laboratory errors. However, as there is no evidence to prove this, this 
extreme value is still assumed to reflect reality. Extreme high values in 
suspended solid content (41 mg/1) and turbidity (32 NTU) were recorded from 
station TM8 which is located near the Green Island and these contribute to the 
high variability for these two parameters. As higher than average records in 
suspended solid content (27 mg/1 in 1989 and 6 mg/1 in 1987) and turbidity 
(34 NTU in 1989 and 4.8 NTU in 1987) were also reported from the 1989 and 
1987 datasets, such high values in 1991 may not represent sampling errors. 
In sum, variations in ground observations are essentially the result of 
some extreme values. If these extreme values exist in the samples of no time 
lag, an increase in sample size tends to reduce their effect. As more samples 
from different locations are added to the dataset when the time lag allowed is 
lengthened, the increase in variability can be the results of spatial 
differentiation, extension of time or both. Another problem is that there can 
be no conclusion on the reliability of the extreme values as variations in some 
water quality parameters (e.g. chlorophyll concentration) may be high. It is 
therefore impossible to tell whether sampling error occurs. 
4.2.3 Correlations Among Parameters 
For the 1989 data, when sample size is 6 (no time lag), a high 
correlation exists among suspended solid content and turbidity (0.9094) and so 
for the correlation between secchi disk depth and (1) suspended solid content 
(-0.8311)，（2) total phosphorus (-0.8721) and (3) turbidity (-0.8477) (Table 
4.7). High correlation among suspended solid content, secchi disk depth and 
turbidity are understood, as they are in fact different measures to the sediment 
content of water bodies. While the high correlation between total phosphorus 
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Table 4.7 Correlation matrices of ground data in the TM 1989 experiment 
(a) Sample Size = 28 (Time lag : 土4 days) 
- ICHY IPH I SAL [SB ISS 丨 TP 丨 IB — 
“ 
PH 0.7539 TOOOIT - 、 
W ~ ' : Q 7 7 l ^ " ^ 0 3 2 T r 1.0000 
-GD -0.^546 -0.0219 0.4391 T M K T 
•SS A 懒 i . o _ 1 
TP i r r m r -o.Mov ^TOs^ o.i655 Toour 
TO~ m m ' -0.2501 I-0.16281-0.6108 I U.6896 0.08 /4 iMXT 
(b) Sample Size = 14 (Time lag = +1 days) 
ICHY IPH I SAL [SB I SS I TP I IB 
"CHY“ 1 ^ 0 “ 
PH 0.8362 TOOlxr 
STJ：~"1077062 - ^ 1 6 1.0000 
SD 0.5732 IjjOOO 
- O E ^ l J A W r -0.5958 
^ ^ ^ ^ i m W -0.7967|4);/UJO|O.5107 I 0.9J4/ | IXXKXT] 
(c) Sample Size = 6 (Time lag = 0 clays) 
I cay IPH I SAL I SB [SS 丨 n^ 丨 Hi 
c h y ~ T O ^ I 
PH 0.S621 KQQOO 
m - 0 . 4 4 7 5 JJOOOO 
T O M R ^T^MT 0.7997 
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and secchi disk depth (also fairly high with suspended solid content: 0.7196) 
may imply that phosphorus in particulate form which is attached to the 
sediments. There is also high correlation between pH and chlorophyll content 
(0.8621) and the reason for this may be due to the fact that carbon dioxide in 
the water is consumed by algae in the process of photosynthesis, resulting in 
higher pH values. As sample size increases, there is a higher variation in the 
data, resulting in a general decrease in correlations among parameters. For 
example, the correlation between suspended solid concentration and turbidity 
drops from 0.9094 to 0.5107 when sample size changes from 6 to 14. 
Consistent strong positive correlations between suspended solid 
content and turbidity are reported from both the 1987 and 1991 data set 
(Tables 4.8 & 4.9). Except for 8 samples case in 1987, the correlation 
coefficients are all greater than 0.9. Fairly high negative correlations between 
secchi disk depth and other parameters mentioned above such as suspended 
solid content, total phosphorus and turbidity are also observed for both years. 
Unlike the 1989 dataset, correlation coefficients do not necessarily decrease 
with increasing sample size for the 1987 data. For example the correlation 
between suspended solid content and turbidity is highest (0.9177) if sample 
size is 19，lowest (0.8648) if sample size is 7 and in between (0.9024) when 
sample size is 10. The correlation between secchi disk depth and turbidity， 
however, is highest (-0.6954) when sample size is 10’ lowest (-0.5935) when 
sample size is 7 and in between (-0.6171) when sample size is 19. Yet there 
can be no concrete conclusion to this. The strong correlation between pH and 




Table 4.8 Correlation matrices of ground data in SPOT 1987 experiment 
(a) Sample Size = 19 (Time lag = ±5 days), *Sample Size = 18 
ICHY |PH I SAL ISP* [SS [TP ITB 
CriY T O ^ Z Z H 
P H ~ i n W 1.0000 ~ — ； 
• § A L ~ -0.1627 0.5722 l.OUOO 
W 0 3 5 7 2 O.lUl TOOOCT 
"SS "THW^^OMW -0.5509 -0.6856 TOOOlT 
T P — 
TB 0.0835 -0.3475 -0.5547 -0.6171 0.9177 0.2154 l.OOOU 
(b) Sample Size = 11 (Time lag 二 +1 days), * Sample Size = 10 
ICHY |PH I SAL ISD* I SS I TP I TB 
TUOOO；； — 
TH i m o r T o o o u 
m ~ 0.0961 0.9312 1.0000 
Q.3712 0.9423 0.8442 1.0000 
"SS -0-25^6 -U.717T^.7878 -0 . 75 ^ 1.0000 
I P - I q o P T -0.9037 -0.948^ 
T5 T Q ^ -0.6645 I-0.76261-0.69541 0.9024 |A6//U 丨 l.OOCK) 
(c) Sample Size = 8 (Time lag = 0 days), * Sample Size = 1 
ICHY |PH I SAL [SB* I SS \ iV I IB 
C H Y “ l.QQOO 
PH -0.0175 TOOOO" 
m " " " " O J I W 0.8205 l.OOUO -
" g D ^ - O n T T 0.7854 0.7682 l.OOOO 




Table 4.9 Correlation matrices of ground data in SPOT 1991 experiment 
、 
(a) Sample Size = 19 (Time lag = 土4 days) 
ICHY IPH ISL I SB [SS TP ITB 
VHY""" 1.0000 
m;~m7W 1.0000 
SL 0.1668 ' O J m ' 1.0000 
• § D " 7 ) 1 ) 0 0 2 " 0.59^5 0.4113 1.0000 
— 
TP nfVx)i l)^ )^ )\(^  - ( U U ^ 3 ^ 5 5 2 -0.0071 1.0000 
TB -6.1245 -0.6368 -0.3099 -0.5964 0.9417 0.0366 i . m O 
(b) Sample Size 二 11 (Time lag = +2 days) 
「 ICHY IFH ISL [SB ISS I TP |TB 
C H Y 1 . 0 0 0 0 
pH 0.i25i Toooir 
^ E o.isAl 'oiwr umo 
SD 0.2923 0.4241 0.2595 1.0000 
-jTWm -n -0.6/16 -0.7320 1.0000 广 
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4.3 Image Preprocessing 
A quarter scene sized 1700 pixels by 1700 lines taken by the Landsat 5 
Thematic Mapper on February 13’ 1989 is employed. It was a fine sunny day, 
with moderate wind, good visibility and a very low cloud cover, a typical 
example of the winter situation when anticyclonic activity dominates (Table 
4.10). The image covers most marine territories of the eastern and central 
Hong Kong but not of the western portion. Despite the cloud free condition, 
the image is quite hazy, especially for the visible bands where the effect of 
scattering is prominent. Moreover, serious striping effects are also recognized, 
again more severe for the visible bands. In order to overcome all these 
problems, image destriping and atmospheric correction are applied in order to 
minimize errors involved in the above systematic noises. 
Image qualities for the two SPOT images are comparatively better than 
that of the TM image. The 1987 image taken on 14 January 1987 covers most 
area of the territories. However, cloud appears in the lower bottom part of the 
scene and the sea east of the Hong Kong Island is affected. As indicated in 
Table 4.10，the weather conditions on 14 January, 1987 was not as fine as that 
on 13 February, 1989. There was fresh easterly wind from the open Pacific 
which brought about a much cloudier weather conditions. Unlike TM data, 
striping effect on SPOT images appears in columns. The striping effects are 
more apparent in the XS band 2 (red band) image where 4 alternate darker and 
brighter strips from the right hand side to the left hand side of the scene can be 
roughly identified. However, as this 1987 image is a type "lb" SPOT data 
format where preliminary geometric preprocessing has been applied no 
further corrective measures can be done to minimize the striping effects. 
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Table 4,10 Environmental conditions on dates of satellite data acquisition 
Wind Speed* Visibility ** M a m 
Direction * Aniountof 
Cloud ** 
(degree) (km/h) (km) (%) 
Jan 14, 1987 080 |36.5 
Feb 13, 1989 “ 060 24.7 08 ^ 
Dec 1^91 |08U I 30.7 ju / I 22 
* recorded at Wan gl an Isl and 
recorded at Royal Obsrvalory 
Source : Royal Observatory, Hong Kong. 
Z ^ 
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The 1991 image (taken December 21, 1991) provides a better view 
over our western marine territory which is not shown on either the 1987 or 
1989 image. Nonetheless, the southern water territories are not included. 
Stable atmospheric conditions, with moderate easterly wind, good visibility 
and considerably low amount of cloud are associated with the dominance of 
winter monsoon. 
4.3.1 Image Destriping 
Radiometric errors in form of sensor striping, scan striping, or a 
combination of both can be caused by slight errors in the internal calibration 
system, variations in the response of the sensors, or by random additive noise 
(Poros & Peterson，1985). For TM data, this usually appears in form of 
alternative 16 brighter and 16 darker lines which is the result of differential 
forward and backward scanning of the sensor (Plate 4.1). In order to correct 
these instrumentation errors, a simple algorithm by Richards (1993) is adopted 
and applied to TMl to TM3 data in this study. In this method, pixel values of 
each spectral band are calibrated separately by the application of the following 
equation : 
DNccr = ^ DN + n w - ^ m (4.1) 
s s 
where 
DN 二 old brightness of a pixel， 
DNcor = corrected (destriped) value, 
niref = reference values of mean brightness 
S^f = standard deviation of reference data, 
m 二 mean of the detector under consideration and 
S = standard deviation of the detector under consideration. 
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Plate 4.1 The striping effect in TM band 1 image 
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Correction of radiometric mismatches among the detectors can then be 
effected by adopting one detector as a standard and adjusting the brightness of 
all pixels recorded by each other detector so that their mean brightness and 
standard deviations match those of the standard detector (Richards, 1993). In 
our example, only pixels representing water surfaces are used in establishing 
the reference data set, since pixels over land whose mean and variance 
(standard deviation) are much greater may adversely affect the sensitivity of 
the model. The pixels with higher brightness are used to set up the reference 
data. As the differences between the forward scans and backward scan appear 
to be greater for the upper part of the image, correction by setting up the 
reference data for the whole image and adjusting all the darker pixels 
simultaneously according to equation 4.1 does not provide satisfactory result. 
Instead, darker pixels in each 16-lines strips must be corrected according to 
the reference data extracted from the neighbouring brighter strips, so that local 
variations can be entertained. This process repeats until all the lines within the 
image are processed. This method helps in improving the overall image 
quality but not in eliminating the instrumentation noises entirely, possibly 
because variations in pixel values over water is smaller as compared with that 
over land (Plate 4.2). 
4.3.2 Atmosphereic Correction 
The atmospheric correction algorithm by Vanouplines (1986) requires 
a reference band which the upwelling subsurface radiance of "clear water" 
was supposed to be zero or negligible. As suggested, TM4 is taken as the 
reference band. Correction is then applied to TM 1 to TM3. Terms like 
Rayleigh path radiance, skyglitter and aerosol path radiance ratio are first 
prepared (Table 4.11). Spectral radiance converted from digital numbers are 
then inputted to equation (3.6) to work out the water leaving radiance. 
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Plate 4.2 TM band 1 image corrected for the striping effect 
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Table 4.11 Parameters used in atmospheric correlation 
(a) TM89 image 
Parameters Band 1 Band 2 Band 3 Band 4 
Eo 191.78 179.24 152.58 102.60 
Tozone . D.的48 'W.mi "MSIS ToOoD 
Tair 6 . m m " 5 W I uum 
irmi imm mmi i m m 
T^ A 0.9981 l.QQOQ “ 1.0000 1.0000 “ 
e Tm TOTS 'JTM irm 
-y g g g g 
H 1.0636 1.0636 ‘ 1.0636 “ 1.0636 “ 
3.3556 2.6093 “ 1.9246 “ 
LPH+LHO 0.0205 |o.QlQ4 0.0046 10.0012 — 
(b) SPOT 87 
Parameters |xSl : 。 XS2 IXS3 
195.55 165.48 104.84 “ 
0.8921 — 0.%66 1.0000 
-：^ 0.1614 — o.osn o.om 
r o o o o T O O O O 1.0000 — 
0 TT^O TTM Tm 
V - IS — 18 —"T^ 
H 1.2856 172856 _ 1.2856 
• ： ^ 2 . 5 4 0 9 R M T 9 一 
Lph+Lho O.Oon 6.6045 \O.Ooil 
(c) SPOT 91 
Parameters |xSl lxS3 
15 196.66 166.42 105.43 
Tozone "0.8041 O M i l.QOQO 
： ^ "OOP 0.0 :^^ 8 0.0179 
0.0O02 '0.0002 0.0002 
T^ 1.0000 — 1.0000 l.QQOQ 
^ -JoM 40.60 40.60 
V 1 T " 7 
H 1.0414 一 1.0414 1.0414 
^ I W O -
S^-^LHC 0.009^ 10.004^ 
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For consistency and simplicity, atmospheric correction algorithms for 
TM data are modified to fit in the SPOT data. For SPOT data, near-infrared 
XS3 data are chosen as the reference band，leaving only two bands available 
for further analyses. Better images are obtained after the correction. As SPOT 
data do not include the scattering sensitive visible blue band, improvement in 
image quality are not as marked as that for the TM data. 
It must be stressed that despite a fewer number of spectral bands 
available after atmospheric correction, it is still necessary to do so because (1) 
atmospheric scattering effects do affect the later modeling processes 
adversely, especially for the spectral bands with short wavelength (TMl & 
TM2 and SPOT XSl ) and (2) the reference spectral bands whose uncorrected 
radiance values are already very low contain limited information indeed. As 
this simple atmospheric correction algorithm utilizes the meteorological range 
(visibility) as the sole environmetal input, the effectiveness of correction will 
undoubtedly depend on the values of this variable. This has been confirmed by 
the calibration by VanoupUnes (1986). In this study, visibility data from the 
Royal Observatory at 11:00 a.m. (time of data acquisition) are input to the 
model, assuming homogeneous atmospheric condition over the whole study 
area. 
4.3.3 Geometric Correction 
Radiometrically corrected images have to be further processed. 
Geometric correction is necessary if the coordinates in images (in form of 
pixel numbers and line numbers) are to be matched with coordinate systems 
for maps (e. g. grid reference, or latitude _ longitude). In this experiment, a 
total of 60 ground control points are used to tied up the the TM image and 
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map grid references (Eastings and Northings) in meters on the other. A third 
ordered polynomial (Table 4.12) is generated in this way. The overall root 
mean square error (RMSE) of the model is 0.64 pixel (0.47 for X and 0.42 for 
Y). The overall result is satisfactory. Based on the above polynomial, image 
registration is done to produce a gemetrically corrected image with a size of 
2012 pixels by 1545 lines. 
A total of 55 and 48 GCPs are fitted in third ordered polynomials used 
for geometric correction for the 1987 and 1991 SPOT images respectively. 
Results are shown in Table 4.12. As the 1991 image covers vast areas of the 
western water and also part of Shenzhen where very few GCPs are collected, 
the 1991 model suffers from an overall error of greater than 1 pixel. 
Nonetheless, such an error is still within the level of tolerance. The 
application of a sampling mask for data extraction, which could provide a 
remedy for the comparatively low accuracy of geometric correction. Image 
registration follows to produce geometrically corrected images sized 4024 
pixels by 3090 lines. 
4.4 Data Extraction 
4.4.1 Descriptive Statistics of the Spectral Data Samples 
Mean pixel values in spectral radiance from matrices sized 3 by 3 and 
5 by 5 pixels respectively are further converted to exoatmospheric 
reflectance, so that basically four primary data sets of satellite data are 
available for analysis. They are ⑴ the mean radiance values from a 3 by 3 
pixels masks,⑵ the mean radiance values from a 5 by 5 pixels masks, (3) the 
mean reflectance values from a 3 by 3 pixels mask and (4) the mean 
reflectance values from a 5 by 5 pixels mask respectively. The only exception 
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Table 4.12 Results of Geometric Correction 
(a) 1987 SPOT data 
Model Parameters | Value of Ai (i = 1”..’9) Value ol' Bi (i = 1”..，9T 
Constant . +0.205924E+5 +a222041E+06 
X . -0.685514 E-Ol =0.1997 85E+00 — 
•y -0.^ 7534g£-Ql -0.485745E+00 
"XT -0.17125 lE-06 +0.2235 89E-(J6 
I P 4-0.227604£-06~ +().121330E-06 _ 
-Yi •幻 E-12 +0.416Q74E-06 
X^Y +0.255659ET12 +0.27 8647JE-12 
-0.1 54422E-'I 2 -0.421241E-12~ 
-Q.175917E-r2 -0.13995 IE-12 “ 
Y3 I -0.237477E-13 -0.248177E-13 
Number of ground control points = 55 ~ ~ . 
Root Mean Square Error (RMSE) in Pixels : X = 0.5’ Y 二 0.52, Overall = 0.72 
(b) 1989 TM data 
Model Parameters |Valuc ol Ai (i = 1’...’9) Value ol Bi (i = 1”..,9) 
toislant n-0.166819E-f()6 ： 
X +0.436857E+00 -0.298867fc+UU 
Y — +0.105266E+()0~ -0.269313E+00 
w -().4(U765E-06 +0.7999225-U6 
W -0,251662E-()6 一 -0.41()338E-07 
Y2 +().10326:^ E-06 一 -0.124926E-U6 
小n 叫n4fS3E-12 ~ -0.272237E-12 
XY^ -Q.113891E-12 — -0.207425E-12 
^ r - -Q.281539b-ll+0.104435E-12_ 
^ ：0：400()81£-14 +ai21663E12 
SSeOal^UanrUeCEorilKEl lilVixels : X 二 0.47’ Y = 0.42，Overall = 0.64 
(c) 1991 SPOT data 
N/r�U | Vain.. n( Al (I 二 1…9) Value ol Bi (1 二 1,:..,力 
^ ^ +0.916977b+U0 ‘ -0.56996/b+UO 
4 -.n zlflTjOXF^"" -0.171758E-01_ 
4 y +0.8914/4E-()6 
+0.32787QE-06 一 +0.237198E-06_ 
^ -0353514b-06 一 -0.501395E-06_ 
《 ？0T01372R-11 -m.2M548b-lZ___ 
Number ol ground。^”口口；^盟；；，^乂。!^  . X = 0 90 Y = 0.99’ Overall = 1.34 
Root Mean Square Error (RMSE) in Pixels .入 一 u.川’ ” 
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is for TM6, the thermal infrared data. Due to the lower spatial resolution 
(120m by 120m) of the data, only the 3 by 3 pixels sampling masks are 
applied. In addition, digital numbers are converted to effective at-satellite 
temperature according to equation 3.4. Descriptive statistics of the TM 
primary data reveals the folio wings (Tables 4.13 and 4.14). 
(1) As sample size increases, the mean values and standard deviation 
increases accordingly. For example, as sample size increases from 6 to 28，the 
mean and standard deviation for the 3 by 3 radiance samples increase from 
2.16，0.88 and 0.15 to 2.29^ 1.02 and 0.20 Wm-^ sr-i for TMl to TM3 
respectively (Table 4.14). This is because with a larger sample size, samples 
with great values are included. For instance, as sample size changes from 6 to 
28’ the maximum value of the 3 by 3 mean radiance value for TMl increases 
from 2.3 to 2.6 Wm ^sr^  as the maximum value of 2.6395 Wm-^ sr-i from 
station VM 14 is added to the dataset. 
(2) The differences between the mean values of data from the two 
sampling masks are small for all bands. The difference between the mean 3 by 
3 and 5 by 5 radiance samples for TMl and TM2 are only 0.1 Wm- s^r^  if 
sample size is 14 (Table 4.14) • For the differences in mean reflectance, there 
is almost no difference at all (if data are corrected to 2 decimal places). 
(3) Yet, differences do appear when the standard deviation values are 
taken into account. The standard deviations of data from 3 by 3 sampling 
mask are consistently higher than those from a 5 by 5 one. For example, the 
standard deviations in radiance for the TM 1 and TM3 from a 3 by 3 mask are 
0.17, 0.15 and 0.07 respectively which are greater than those from a 5 by 5 
mask (0.15，0.14 and 0.06 repectively) when sample size is 28. The effect of a 








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4.14 Statistics of spectral data in the TM 1989 experiment 
I Variable Mean Std Dev Range J ^ i n Jv4ax N 
ITM1 = 
[ R i a l ” 2.291 0.171 0.671 2.0U| 2.60丨 28一 
T i p (TIT 0.39 ~ 2.Q0 2M 14' 
TTE oJT O.jd 2.00 130 
[ R 3 3 5 ” 2 3 9 OAS 0.64 1.90 2M 28 
H T a n OM TM 2A0 14 
“ “ " X r j CUT 0.31 一 1.90 230 06 
M S O M 0.01 0.04 0.05' 1 
0.05 0.00 0.01 O M 0.05 14 
O M U M CTOT 0 . 0 4 " 0.05 
1 ^ 5 M 5 0.04 0 5 28 
l i 
51)41 ().()• I 0.01 I 0.041 •.•51 06 
ItM2 . , … .… 
[ m i ” 1.021 0.151 0.61 Q.BUI 1.4U 28 
— 0 . 9 5 
OR ；0.22 olo —里 06 
“ 0.09 or OM 1.10 ^ 
ngo ^ 1.00 06 
fRdrs ^ Z I Z l I E I _ _ — 議 研 0.0 巧 ^ 
~ ( n ) 2 — I M Z Z m l l l M ： MlH—^ 
n 09 n ^ I Z M O 0.02 .0.02 ^ 
[ M S N (N 0.00 ‘ Q.UI ^ 0.05 _ ^ 
— Z 0 2 Z Z I H Z Z M L Z Z M ^ ^ ^ 
_ (m\ 0.001 0.001 0.021 U.U2I 孤 
…叫 0 07 1 illJl o.iol 0.401 _ _ _ ^ 
R ^ ~ ~ S 0 0 5 0 7 6 - — O N O _ _ _ ^ 
— o T 5 ' — i m — J M _ ( M O _ ^ — — ^ 
h w O T T T — O ) „ ^ Z H J ^ 
fe ^ o o i z w Z I l M _ 
^ o o l ) O o 0 : 0 0 _ _ M O ^ 
^ ^ O O O o u r 0 l ) 0 _ M L ^ 
0 . 0 0 O I X T OOO__OjH ^ 
104 I9 0 7 4 S L K T ^ M W Z M M I I I I ^ 
I ^ g g ~ o u H i & h T M M l m 
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(4) Statistics of the values of average TM6 digital number from the 3 by 3 
pixels sampling masks reveals that variabilities are limited. In the case of 0 
day time lag, all 6 samples have the same mean value of 104, indicating no 
difference at all. There is a number of possibilities for this : the sensitivity of 
the sensor, the vast area covered by the sampling mask or the great specific 
heat capacity of water. 
Nevertheless, the situation is different for the SPOT datasets. Above 
all, it should be reminded that there is an exceptionally low valued case of VM 
10 in the 1991 dataset. It is because of its extreme proximity to the coast due 
to the extention of reclaimed land. A larger sampling mask results in even 
lower values as more pixels from land are included. Atmospheric correction 
when applied to this problematic case yields negative values and it discarded 
from the mean 5 by 5 reflectance data set. 
In general, mean and standard deviation values from the 1991 data are 
consistently higher than those in the 1987 dataset, especially for the TM2 data 
(Table 4.15 - Table 4.18). For example, the mean and standard deviation of 
the 5 by 5 band 2 radiance data in 1991 are 0.70 and 0.28 Wm-^sr^  
respectively which are more than double to those in the 1987 dataset whose 
mean and standard deviation are 0.28 Wm-sr^ and O.lSWm-sr^ respectively • 
This may be the result of the differences in sensor sensitivity or atmospheric 
conditions. 
The mean values decrease for both radiance and reflectance data with 
an increasing sample size regardless the sampling mask size. For example, the 
mean radiance value drops from 1.52 Wnv^sn to 1.34 W.-^sr^ when 
sampling size increases from 8 to 19 for the SPOT XSl 1987 data while that 
falls from 1.87 to 1.54 Wm-2sr-l for the 1991 dataset. The reason for this is 
94 
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Table 4.15 List of satellite data in the SPOT 1987 experiment .. 
\ 
Station Mask Size = 3 一 Mask Size = 5 一 
R a d l |Rad2 | Ref 1 RcTTI  Rad 1 | Rad 2 Ref 1 |Rcf2 
EMI 1.1369 ^01304 0.0792~ 0.0106 1.1532 "01738 0.0803 0.0141 
EN^ 1.1369 " o T t ^ 0.0792"" 0.0140 1.1302 "oUlT" 0.0787 “ 0.0123 
JM2 1.1512 " 0 2 8 ^ 0.0802一 0.0234 1.1405 0.2540 0.0794 “ 0.0206 
JM3 1.0730 0.0986 0.0747 0.0080 1.0613 T o S ^ 0.0739 0.0072 
JM4 TT97r" 0.1649 “ 0.0834 '00133 1.1664一 0.1540 "a0812 0.0125一 
NM2 1.6475 0.5685 0.1147一 0.0460 1.6292 0.5574 0.1134 " 0.0451 
NM3 1.1914 0.5878 0.0830一 0.0476 1.9242 0.6011 0.1340 _ 0.0487 
NM4 1.6714 " 0 5 7 ^ 0.1164 “ 0.0466 1.7082 ' O S T ^ 0.1189 0.0469 
PM4 0.8833 0.0407 0.0615 . 0.0033 0.8978 " 0 0 3 ^ 0.0625 0.0029 
PM7 1.0842 0.1426 0.0755 0.0115 1.0924 " o T s ^ 0.0761 0.0126 
PM8 1.0860 0.1836 0.0756 ' 0.0149 1.1239 0.2040 0.0783 ""0.0165 
VM3 1.0619 0.0670 0.0739 '0.0054 1.0440 "0067^ 0.0727 0.0054 
" W T " T543F 0.3033 0.1075 1.5454 "OJOSF 0.1076 0.0249 
VMS 1.5966 0.2455 0.1112 ' 0.0199 1.6196 T l ^ 0.1128 0.0218 
VM9 1.4943 "0383^" 0.1040 “ 0.0310 1.4887 "0378?" 0.1037 0.030^ 
VMl之 II 1.8280 10.4736 0.1273 0.0383 1.8418 0.4712 0.1282 10.0381 
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Table 4.16 Statistics of spectral data in the SPOT 1987 experiment 
Variable Mean Std Dcv Range Min Max N 
XS l 
1531 •“|L . J4 10.28 10.94 10.88 I 1.83 119 
T39 0.30 0.94 OM 1.83 11 
TSL ' ^ M ^ J T I 1.06 “ 1.83 M 
R ^ ~ U . ^ ~ ~ 1.92 一 19 
T I 5 0.29 0.94 0.90 1.84 — U 
T ? 7 ； 1 . 0 4 — 1.84 _ _ J ) 8 
• M I ™ — ; N ; G R ~ W _ 0.13 19 
l U Q ~ ~ 0 1 ) 2 " 0 . 0 7 0.06 0.13 11 
" o n — 
"01)9 0.02 007 0 . 06 _ _ 
"009 U M _CU)7 0.06 0.13 11 
-QJQ -MN 0.06 10.07 108 
'xsi. 
PnrH 0.17 10.18 1 I 二 丨：？— 
i m " 0 4 0.04 0.47 11 
" O I L S U M ~ 0.41 0.Q7 0.47 08 _ 
~ I U Y R — J ; N R ~ ' Q.04 Q.OO O . O 5 _ 
j r n z z m i z m i z m _ ^ — — 
002 i n n 0.03 0 . 0 1 _ a04 08——： 
“ u m ” i n n O . O 5 Q.OO o . o g _ _ ^ 
“ i m O M o m _ M i — l l 
^ ~ ^ [ O - O ? - I 0.01 I 0.04 |U8 
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Table 4.17 List of satellite data in SPOT 1991 experiment 
Station Mask Size = 3 Mask Size = 5 
kadi [kad2 Ikefl I kef 2 kadi |kad2 I kef 1 [kef 2 
TM2 0.8531 ' a n ^ 0.0579 ‘ 0.0090 0.8283 " O O T ^ 0.0563 0.0062 
TM3 0.8745 "00971~ 0.0594 0.0075 0.8706 "0097^" 0.0591 0.0075 
TM4 0.9762 "5T847 0.0663 0.0143 0.9762 "OTTST" 0.0663 0.0134 
TM5 1.0153 0.1551 0.0690一 0.0120 0.9922 " o T S ^ 0.0674 0.0128 
TM6 1.0202 "51785 0.0693一 0.0138 1.0511 " a H z T 0.0714 _ 0.0164 
TM7 1.2918 "03682 0.0876一 0.0284 1.2623 "O^STT 0.0857 “ 0.0261 
TM8 0.9814 "00876 0.0667 0.0068 0.9900 "oIooT" 0.0672 “ 0.0078 
TM9 1.6970 " 0 4 0 ^ 0.1153 • 0.0311 1.6693 0.3640 0.1134 0.0281 
VMl 1.9317 "asTlF" 0.1312 0.0395 1.9339 0.4871 0.1314 0.0376 
VM2 1.9604 0.5901 0.1332 ‘ 0.0456 1.9420 IOTOT" 0.1319 0.0441 
VM3 1.6873 0.3851 0.1146一 0.0297 1.6948 0.3932 0.1151 0.0304 
VM4 2.1208 0.6477 0.1441 一 0.0500 2.1229 "OMST" 0.1442 “ 0.0497 
VM5 1.8984 0.5467 0.1290" 0.0422 1.8886 0.5172 0.1283 “ 0.0399 
VM6 2.8051 TT63F" 0.1905 0.0900 2.8132 T T 4 2 ^ 0.1911 0.0882 
VM7 2.2275 0.8950 0.1513 0.0691 2.1924 0.8769 0.1489 0.0677 
VMS 2.2709 "08440^ 0.1543 0.0652 2.2624 0.8321 0.1537 0.0643 
VMIO 0.7440 0.2359 0.0051 一 0.0182 ~ - ^ 
VM12 1.1416 0.3875 0.0775 0.0300 1.1485 0.3875 0.0780 0.0299 
VM14 2.4628 丨 1.1446 0.1673 丨 O.OSiTll 2.4667 I 1.1386 0.1676 10.0897 
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Table 4.18 Statistics of spectral data in the SPOT 1991 experiment 
Variable Mean Std Dcv Range Min Max N 
XS1 
Rad3 1.54 10.70 12.73 10.07 [2.81 19 
1.87 0.73 T tT " 0.07 2.81 TI 
Rad5 T52 0.62 — 1.98 0.83 TSl 18 _ 
2.05 'Was 1.66 1.15 一 2.81 l o 
R S n ~ 0.10 0.05 0.19 “ 0.01 ITW 
0.13 0.05 "OTP 0.01 0.19 n 
~ 0 . 1 1 "5704 0.13 0.06 0.19 18 
"014 0.03 i m 0.08 0.19 10 
R S A I “ 1 0 . 4 7 10.34 1.08 10.09 1.16 19 
0.67 0.31 U J i 0.24 一 1.16 11 
0.34 1.06 " M s 1.14 ~ 18 
0.70 0.28 "0775 0.39 1.14 10 TM Um 0.08 0.01 0.09 19 — 
I H B U m 0.07 0.02 一 0 . 0 9 J j 
W 5 ~ 0.04 U m 0.08 0.01 0.09 18 
10.05 10.02 10.06 10.03 0.09 lU 
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the inclusion of some smaller values when sampling size increases. For 
example, the inclusion of those lower than average data from Tolo Harbour 
reduces the mean value in 3 by 3 mean XS band 1 radiance values from 1.87 
to 1.54 Wm-2sri. For changes in standard deviation, there is a general increase 
with increasing sampling size, except for the 1991 band 1 mean 3 by 3 
radiance data, where standard deviation drops from 0.73 to 0.70 Wm-^sr-i. 
There seems to be no consistency on the effect of the sampling mask 
sizes. For the 1987 data, a larger mask brings along lower mean values but 
higher standard deviations. For instance, mean and standard deviation of the 
band 1 radiance changes from 1.52 and 0.22 Wm-^ sr-i to 1.47 and 0.24 Wm-
2sri respectively when mask size increases from 3 by 3 pixels to 5 by 5 pixels, 
given that the sample size equals 8. In contrast, a larger mask results in higher 
mean values but lower standard deviation for the 1991 data. Mean and 
standard deviation of band 1 radiane varies from 1.87 and 0.73 Wm- s^r^  to 
2.05 and 0.45 Wm-^ sr-^  respectively when mask size increasse from 3 by 3 to 
5 by 5 pixels, given a sample size of 11. 
In sum, there seems to be no consistency on the effect of differences in 
sample sizes and sampling mask sizes on the mean and standard deviations 
among the 3 sets of data. In fact, variations depend much on whether the 
datasets with no time lag are having above or below average values or some 
extreme cases. Anyway, the statistical variations of these spectral data should 
undoubtedly affect the development of regression models and their effects will 
be discussed in Chapter V. 
: - 9 9 
4.4.2 Data Transformation 
For each set of data, primary data are further processed in the 
derivation of transformed data which are proved useful in water quality 
modeling from previous experiments. They include principal component 
transformation, chromaticity indices and band ratios of the multispectral data 
(Table 3.5). For SPOT data owing to the lack of the visible blue band, no 
chromaticity index is derived. There are also fewer possible combinations of 
band ratios available. 
Among all the secondary data listed in Table 3.5, the derivation of the 
principal component transformation requires further elaboration. Principal 
component analyses for both the radiance and reflectance data sets are first 
carried out. For the TM experiment, a sample of 1172029 pixels from water 
covering areas is used for the derivation of the three eigenvectors 
(components). For the radiance data set, the first and second component 
explain 61.65% and 34.17% of the total variance of the data set, while the 
third one explains the remaining 4.18% (Table 4.19). The first component is 
largely a red component, the second being a blue-red and the third a green-
blue one. In the case of reflectance data PCA, the first component nearly 
explains most of the total variance (87.14%), whilst the second and the third 
components help only in the explanation of the remaining few percentage 
(Table 4.20). This time, in contrast, it is the green-blue component that 
accounts for most of the variance. Again it is the blue-green component being 
the second one，while the red component ranks last. 
The results of PCA for the SPOT data show a high degree of 
consistency. This is probably because only two spectral bands are inputted for 
the analyses. A total of 7414698 and 7385858 pixels are sampled from the 
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Table 4.19 List of eigenvectors generated from principal component 
analyses using radiance data input 
(a) 1987 SPOT data 
Sample size = 7414698 pixels 
PCI = - 0.95566863 (XSl )- 0.29444426 (XS2) 
Eigenvalue = 42.6718, Deviation = 6.5324, Percentage of variance explained = 95.98 
PC2 = 0.29444426 (XSl)- 0.95556863 (XS2) 
Eigenvalue = 1.7871，Deviation = 1.3368, Percentage of variance explained = 4.02 
(b) 1989 TM data 
Sample size = 1172029 
PCI = - 0.34331113 (TML) - 0.23532632 (TM2) - 0.90926278 (TM3) 
Eigenvalue = 27.5914, Deviation 二 5.2528，Percentage of variance explained = 61.65 
PC2 = 0.8194448 (TMl) + 0.39802846 (TM2) _ 0.41241217 (TM3) 
Eigenvalue = 15.2899, Deviation = 3.9102’ Percentage of variance explained = 34.17 
PC3 = -0.45896411 (TMl) + 0.88667625 (TM2) - 0.05618929 (TM3) 
Eigenvalue = 1.8701，Deviation 二 1.3675, Percentage of variance explained 二 4.18 
(c) 1991 SPOT data 
Sample size = 7385858 
PCI = - 0.88892555 (XSl) _ 0.45805171 (XS2) 
Eigenvalue = 146.5786, Deviation 二 12 J070, Percentage of variance explained 二 97.20 
PC2 = 0.45805171 (XSl) _ 0.88892555 (XS2) 




Table 4.20 List of eigenvectors generated from principal component 
analyses using reflectance data input 
(a) 1987 SPOT data 
Sample size = 7414698 pixels 
PCI = - 0.84488583 (XSL) - 0.53494662 (XS2) 
Eigenvalue = 0.0201’ Deviation = 0.1417, Percentage of variance explained = 99.56 
PC2 = 0.53494662 (XSl) - 0.84488583 (XS2) 
Eigenvalue = 0.0001’ Deviation = 0.0094, Percentage of variance explained = 0.44 
(b) 1989 TM data 
Sample size = 1172029 
PCI = - 0.53464729 (TML) + 0.76208395 (TM2)+ 0.36521238 (TM3) 
Eigenvalue = 0.0000，Deviation = 0.0064’ Percentage of variance explained : 87.14 
PC2 = - 0.84046543 (TMl) + 52459037 (TM2) + 0.13573088 (TM3) 
Eigenvalue = 0.0000, Deviation = 0.0019，Percentage of variance explained = 7.59 
PC3 = - 0.08814856 (TMl) - 0.37951648 (TM2) + 0.92097610 (TM3) 
Eigenvalue = 0.0000，Deviation = 0.0016. Percentage of variance explained 二 5.26 
(c) 1991 SPOT data 
Sample size = 7385858 
PCI = _ 0.86098933 (XSl) - 0.50862288 (XS2) 
Eigenvalue = 0.7182，Deviation = 0.8475，Percentage of variance explained 二 96.80 
PC2 = 0.50862288 (XSl)- 0.86098933 (XS2) 
Eigenvalue 二 0.0237，Deviation 二 0.1541’ Pcrccmagc of variance explained = 3.20 
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1987 and 1991 images respectively for the analyses. For the 1987 image, the 
first component which accounts for 96% of the total variance is a brightness 
component, loaded on green band mainly. The second component explains the 
remaining 4% of the total variance is contrast between green and red 
components. Similar results are obtained in the 1991 image. 
Principal components derived from reflectance data are similar to 
those from reflectance data. The first eigenvector for the 1987 image which 
explains almost all (99.56%)of the total variance again is a brightness 
component. The second component again provides a contrast between green 
and red bands. Similar results are found in the PCA results of the 1991 image. 
4.4.3 Correlations Among Spectral Variables 
Table 4.21 to Table 4.23 show the correlation matrices of the primary 
spectral data for the three experiments. As reflectance data are derived from 
radiance data through linear transformations, correlation among spectral 
bands using either type of input should yield the same results. It is therefore 
necessary to show only the correlation matrices of spectral bands using 
radiance data input. It is found that when the 5 by 5 sampling masks are 
applied, higher correlations are identified. For example, the correlation 
coefficient between TMl and TM2 increases from 0.8730 to 0.9025, when 
sample size equals 28 and so do the other cases. The reason for this can be 
explained by the reduction in the random noise with a larger sampling mask 
which has been explained in the earlier section (4.4.1). 
Higher correlation coefficients can also be obtained if the sample size 
is increased. Using the example of the correlation coefficient between the TM 
band 1 and band 2 again, the values of the coefficient increases from 0.6742 
103 
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Table 4.21 Correlation matrices of mean primary TM 1989 spectral data 
\ 
(a) Sample size = 6 
Mask Size = 3 Mask Size = ~ 
T M l '1M 2 1M j T M l TM 2 TM 3 
Tm^^^11.0000 I 1-0000 I 
J ^ ~ 0 573S 1 0000 — 0.6742 1.0000 
TM3 ||O'.8§56 10.4173 丨 1.0000 ||0.9611 10.6525 I I.IXM) 
(b) Sample Size = 14 
Mask Size = j || Mask ^ize = 5 
TM 1 TM 2 TM 3 TM 1 I M 2 I M 3 
m n — 1 0 0 0 0 ~ ~ i | i . o o o o 
- M ~ 06245 TOQOQ 0.7948 IJJOOO 
T S - ^ f t F O.Sl 6 ll.OUOO k m l 10.9/16 
(c) Sample Size = 28 
M a s k ~ Sizx = 3 Mask Size = C 
T M l TM 2 |TM3 p M 1 TM 2 I M 3 _ 
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Table 4.22 Correlation matrices of mean primary SPOT 1987 spectral data 
\ 
(a) Sample Size = 8 
(b) Sample Size = 11 
(c) Sample Size 二 19 
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Table 4.23 Correlation matrices of mean primary SPOT 1991 spectral data 
(a) Sample Size = 11 (^ sample size 二 10), 
‘ Mask Size = 3 Mask Size =5* 一 
XSl |XS2 \\XS\ 丨 XS2 
XS l I 1.0000 1-0000 一 
XS2 0.S441 l.OOUO 110.8945 丨 l.OCXK) 
(b) Sample Size = 19 (^sample size = 18) 
Mask Size 二 3 Mask Size 二 5* 
XSl IXS2 I t e " 丨 x w 
XS 1 111 uuoo ifTOUOO 
X S T ^ ||o'.898U 1.0000 -|l 0.9541 I l.CXXKJ 
二 -
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to 0.9025 when the sample sizes increase from 6 to 28, given the same mask 
size of 5 by 5 pixels. As more samples are included, the bias within the data 
can be reduced, which in turn gives a higher correlation. The only exception 
comes from the 1987 data. The highest correlation is found when the sample 
size is 11. The correlation between band XSl and XS2 is 0.9289 when sample 
size equals 11 and mask size is 5 by 5 pixels which is higher than 0.9172 and 
0.9215 obtained when the samples sizes equal 19 and 8 respectively. 
Nevertheless, the differences are small indeed. 
Correlation matrices showing the correlations among the spectral 
variables for both TM and SPOT data are given in Table 4.24 to Table 4.26. 
As a whole it is not difficult to find that correlation coefficients among most 
of the spectral variables exceed 0.8. In fact many transformed variables are 
simply multiplications (squares and cube) and ratioings among variables and 
high correlations are therefore expected. Consequently, independent variables 
in the multiple regression models are also likely to have high correlations 
among them. The increased explanatory power of the regression models as 
more spectral variables are inputted is thus results of redundancy. Stepwise 
regression procedures in which independent variables are inputted in blocks 
are recommended as in case where independent variables included in the 
equation are highly correlated to each other, it can be replaced by the model 
generated in the previous step. 
4.5 Summary 
Inspection of the datasets reveals that sample size and the time lag in 
data collection appears to be a critical factor affecting both the ground 
observations and the spectral data. While the statistics of the spectral data are 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































should therefore be paid to the effects of these two factors on the construction 
of regression models. Consistently high correlation among water quality 
parameters of secchi disk depth, suspended solid content and turbidity are also 
identified and similar pattern of maps showing the spatial distribution of these 
parameters are thus expected. While the high correlations among the spectral 
variables should be treated with caution as the explanatory power of the 
multiple regression models may be adversely affected by these highly 
correlated independent variables if the case of redundance occurs. 
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CHAPTER V 
ANALYSIS OF WATER QUALITY MODELS 
5.1 Introduction 
This chapter will present the models derived from both TM and SPOT 
data for various water quality parameters. Emphases will be given on the 
effects of the types of spectral data input (radiance vs reflectance inputs), the 
size of sampling mask, the number of samples (also the length of time lag) and 
the type of regression model (linear，logarithmic, exponential or power) on the 
reliability of the models. Whether models for a particular parameter can be 
associated with certain spectral vairables will also be examined. Models 
derived from TM data will also be compared with those from SPOT to see if 
consistency exists or not. Last, comparisons between models in this study and 
those from past studies will also be done. 
5.2 Criteria for Assessing Water Quality Models 
In this study, the effects of the followings on the development of water 
quality models are assessed. 
(1) Type of spectral data input 
As mentioned in Chapter III，spectral reflectance whose value is not 
affected by the effect of the Sun. elevation 崎 be a good substitute for the 
spectral radiance in the construction of water quality models. In this study, the 
validity of this hypothesis will be verified. 
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(2) Size of sampling mask 
In order to reduce the random noise in the satellite data and minimize 
the possible error from mislocation of sampling stations on the image, 
sampling masks are used during the spectral data extraction process. Masks of 
two different sizes : 3 by 3 pixels and 5 by 5 pixels are applied. Mean pixel 
value of the 9 and 25 pixels respectively are used in the development of 
models. Whether larger mask helps in reducing random errors and thus 
provides better models will be assessed. 
(3) Number of samples (effect of time lag) 
Theoretically, a larger number of samples should have a greater 
probability of providing regression models with higher explanatory power. 
Nevertheless, in this study, an increase in sample size is accompanied by a 
corresponding increase in time lag between water sampling and satellite 
overpass. It is therefore worth examining if an increase in sample size can 
compensate the effect of a lengthened time lag or not. 
(4) Types of regression model 
As mentioned in Chapter II，previous studies revealed that the 
relationship between certain water quality parameters such as suspended 
sediment content and the satellite data may be a geometric rather than a simple 
arithmatic one. Hence, some water quality models from past studies appear as 
logarithmic, exponential or power models other than simple linear models. 
This study tries to investigate if water quality models of particular parameter 
a . associated with specific type of model or not. The general form of the 
regression models in Table 5.1 to Table 5.21 is ： 
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Y = a + b l ( X l ) + b2 (X2 ) (5.1) 
In linear models, equations appear exactly the same as the above one, while 
in logarithmic models. In X I and In X2 are used instead. The dependent 
variable (Y) becomes In Y when an exponential model is established. Finally, 
in the power models, the natural logarithms of both the dependent (In Y) and 
independent variables (In X I & In X2) are taken into account. 
(5) Spectral variables 
Lastly, it is also important to find out whether models for particular 
water quality parameter can be developed by certain spectral band(s)，their 
ratio, or their transformations (chromaticity indices, principal component 
transformation, etc.). 
Based on the above setting，48 attempts (2 types of spectral input, 2 
different sizes of sampling mask, 3 different sizes of samples and 4 different 
types of regression models) of model construction are performed for each 
water quality parameter in the TM 1989 and SPOT 1987 experiments. The 
only exception is the development of sea surface temperature models in the 
TM experiment in which only mean digital numbers from sampling masks of 
3 by 3 pixels are used in simple linear regression analyses. As the SPOT 1991 
data have only 2 different sample sizes (i.e. n二 19 or n 二 11)，a total of 32 
attempts are worked out for the 1991 experiment. 
For each trial, a stepwise multiple regression procedure is performed, 
independent (spectral) variables are included in the equation if the. 
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significance level of F-to-enter is less than the entry value of 0.05, and is 
removed if the significance level is greater than the removal value of 0.1. The 
reliability of the resultant equations are evaluated step by step according to the 
criteria suggested by Whitlock, Kuo & LeCroy (1982). First, if no variable has 
a significance level of probability of F smaller than 0.05，then there is in fact 
no equation formed at all. If regression models are successfully constructed, 
then their coefficients of determination (R^) will be taken as the most 
important indicator of their accuracy. Usually, good regression model should 
have a R^ greater than 0.7. Yet, in this study, a R^ value exceeding 0.5 is 
considered acceptable. Equations with sufficiently high R2 values must also 
possess a mean standard error (MSE) less than 1 standard deviation of the 
ground observation. Finally, the F-ratio is taken into account as a reference 
indicator only. The criterion of a F-ratio of 4 or above will not be observed 
strictly in this study. 
5.3 Models Derived from TM Data 
5.3.1 Models of Various Water Quality Parameters 
(a) chlorophyll-fl 
With regard to the modeling of chlorophyll-^ concentration, a total of 
3 equations are obtained (Table 5.1). However，two of them are rejected as the 
independent variables in the equations are highly correlated to each other. The 
correlation between the second principal component (TMPC2) and the cube of 
band 3 (TM3CB) is -0.7806 while that between TMPC2 and band 3 (TM3) is 

















































































































































mean reflectance data from a 5 by 5 sampling mask and with only one 
independent variable of TMPC2. As mentioned in Chapter IV，TMPC2 is a 
green-blue contrast component. This finding confirmed the optical property 
reviewed in Chapter II that an increase in chlorophyll content makes water 
look greener. The value of coefficient of determination (R^) is high (0.86) and 
the value of mean square error (MSE) is reasonably low (6.088 mg/m^). The 
F-ratio (3.14) is quite close to 4 too (Figure 5.1). 
(b) pH 
Models related to pH ^ e all built upon "synchronized" data in which 
mean values of either radiance or reflectance from the 5 by 5 pixels sampling 
masks are used (Table 5.2). If radiance inputs are adopted, the second 
principal component (TMPC2) (blue component) gives most information on 
pH value. While the independent variables for the models using reflectance 
inputs are either TMl or the square of TMl. All the eight models possess 
similar R^ values (0.74 to 0.78)，low MSEs (0.003-0.007) and similar F-
ratios (1.49 _ 1.84). It seems that models using radiance data inputs yield 
slightly better results. The best model is a logarithmic model built upon 
radiance data with the same independent variable of TMPC2 as in the 
chlorophyll model (Figure 5.2). Such a coincidence may be interpreted as the 
result of the high correlation (0.8621) between chlorophyll concentration and 
pH values of the ground dataset. In fact, water with high chlorophyll 
concentration is likely to have lower pH values because carbon dioxides in the 
water is consumed by algae in photosynthesis. With this assumption, pH 
models can be established as long as cotrelations between pH and chlorophyll 
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Figure 5 1 Scatterplot of In chlorophyll-^ versus TMPC2 reflectance, : 



















































































































































































































































� . . . . 
8.5 I ： 
8.4 
R 8.3 • 
. . \ ； 
8.2- - 。 
Rsq = 0.7799 
•^'.62 S S S ^ T2 ^ ^ 
lnTMPC2 (radS) 
Figure 5.2 Scatterplot of pH versus In TMPC2 radiance, including the best 
fit line in TM 89 experiment 
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(c) salinity 
Only two models for salinity are available (Table 53). They are both 
based on 6 mean reflectance inputs sampled from 5 by 5 pixels masks. They 
also have the same independent variable of the third principal component 
: 、、 
which is a red component. Both models have the same R^s (0.68)，the same 
MSEs (0.023 %) and the same F-ratio values (1.11) (Figure 5.3). These 
models suggested that salinity can be modeled by the red component of the 
spectral data. As mentioned earlier, the red component is especially sensitive 
to the sediment content in water bodies. In the case of the marine water of 
Hong Kong, variability in salinity is dominated by the amount of fluvial 
output from the Pearl River. As river runoff in an estuarine environment is 
characterized by high sediment load, the relationship between salinity and the 
spctral data can thus be established in this way indirectly. 
(d) secchi disk depth 
The best secchi disk depth model is formed when mean reflectance 
data with no time lag from a 5 by 5 pixels sampling masked are adopted 
(Table 5.4). It is an linear model with a high R2 of 0.91，a low MSE 0.135 m 
and a high F-ratio of 5.04. The independent variable in this equation is the 
band ratio of (TM1+TM2) and (TM1+TM3). Similar models are obtained 
when the types of spectral inputs and mask size are changed. The independent 
variables in secchi disk depth models are either the band ratio of (TM1+TM2) 
and (TM1+TM3) or the second principal component (green-blue contrast 
component). Although a total of 7 models with 2 independent variables are 
also derived, the high correlation among the independent variables in these 
equations does not let their high values of R2 count. For instance, with regard 
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Igure 5.3 Scatterplot of salinity versus TMPC3 reflectance, including the best fit litie 


























































































































































































































































































































































































































































































































































































































































meaningless as the independent variables which are reciprocals of each other 
have a high correlation of 0.9998. All the 7 models are rejected owing to this 
reason. The best model which utilizes the band ratio between (TM1+TM2) 
and (TM1+TM3) further confirms that ratioing of these spectral band can be 
used to model secchi disk depth for water transparency (Figure 5.4). 
(e) suspended solid content 
A total of 16 models are obtained from the experiment, all of them are 
with a sample size of 6 (Table 5.5). In general, better results in terms of R^ 
values are associated with exponential and power models in which the natural 
logarithm of suspended solid content is used as the dependent variable. For 
example, for models based on the mean radiance values from 3 by 3 pixels 
masks, the R^s for the linear and logarithmic models are both 0.68 but those 
for exponential and power models are as high as 0.81 and 0.80 respectively. 
While better results are also achieved when data from 5 by 5 sampling masks 
are utilized. Taking the radiance based exponential models as an example, the 
R2 for this type of model from a sampling mask of 3 by 3 pixels is 0.82 but 
that from the 5 by 5 pixels mask is 0.90. It is also observed that for most of the 
models, the independent variable is the band ratio of (TM1+TM2) and 
(TM1+TM3). The only exceptions are the band ratio of TM3/TM2 for 
radiance based linear models and the band ratio of TM2/(TM2+TM3) for all 
logarithmic models . The best model is an exponential model with mean 5 by 
5 reflectance values. It has a high R^ value of 0.90 a reasonably low MSE of 
0.588 mgA and a high F-ratio of 4.51 (Figure 5.5). The relationship between 
suspended solids and the red-green band ratio is once again confirmed. 
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Figure 5.5 including the best fit line in TM 89 experiment 
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(f) turbidity 
The results from turbidity models are similar to those from suspended 
solid content models (Table 5.6). Again, all of them are derived from the 6 
synchronized samples collected on 14 February. Owing to a relative lower 
variability in ground observations, better performances in terms of R^ are 
obtained. The standard deviation of turbidity with respect to the mean of 3.38 
NTU is 0.84 NTU only, while the standard deviation of suspended solid 
content with regard to the mean of 2.75 mg/1 is 1.16 mg/1. Models with highest 
R2 values (0.92) are all derived from mean 5 by 5 reflectance data. They have 
a common independent variable of (TM1+TM3)/(TM1+TM2). Slightly poorer 
results (R2 = 0.91) come from models using mean 5 by 5 reflectance data 
inputs or linear and exponential models with mean 3 by 3 pixels radiance 
inputs. In the former case the independent variables are the green chromaticity 
indices while those for the latter are the third (red) principal components. 
Remaining models with R2 less than 0.90 all utilize the band ratio of 
(TM 1 +TM2)/(TM 1+TM3) as the independent variables. The best model is a 
linear model derived from mean 5 by 5 pixels reflectance data with a highest 
R2 (0.92) and a lowest value in MSE (0.067) and also a high F-ratio of 6.31 
(Figure 5.6). Like the secchi disk model and the turbidity model, it has the 
band ratio between (TM1+TM2) and (TM1+TM3) as the independent 
variable, which further confirms the usefulness ratio between these spectral 
bands in sediment load estimation. 
(g) total phosphorus ‘ 
Total phosphorus models are again derived from 6 samples in which 
time lag equals 0 day (Table 5.7). They all have high R^ values in general 
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Figure 5.6 Scatterplot of turbidity versus (TMl+TM3)/(TMl4-TM2) 






















































































































































































































































































































































































































































































































































































































































































































































































































































































which means that they all can actually provide accurate estimation regardless 
of their R2 values. The best model is a power regression model derived from 
the mean 5 by 5 pixels reflectance data in which the R^ and F-ratio equal 0.94 
and 2.71 respectively. It utilizes the band ratio between (TM1+TM3) and 
(TM1+TM2) as the independent variable. Indeed this variable is also found 
from other equations with a sampling mask of 5 by 5 pixels (Figure 5.7). 
As phosphorus content in sea water should theoretically bear no direct 
optical relation to satellite data, it is therefore suspected that it is actually the 
particulate phosphate that correlates to the spectral data. To verify this 
hypothesis, total particulate phosphate content is derived by subtracting total 
soluble phosphate from total phosphate. It is then treated as a dependent 
variable in further regression analysis. The result is summed up in Table 5.8. 
Generally, they yield better results than total phosphate models with respect to 
R2 values. Nevertheless, it is difficult to generalize which spectral variable(s) 
is/are particularly useful in particulate phosphate estimation. It is also 
interesting to find that besides being an exponential model, the conditions 
associated with the best total phosphorus model no longer fit in the best 
particulate phosphate model which is derived from 5 samples using mean 3 
by 3 pixels radiance inputs. This particulate phosphate model whose 
independent variable is the cube of TM band 3 (TM3CB) has a high R2 (0.95) 
and a low MSE (0.000 mgA) and a high F-ratio (5.36). In order to see if high 
content of particulate phosphate is associated with high sediment load, 
correlation coefficient between total particulate phosphate and suspended solid 
is also worked out. Consequently, a coefficient of 0.7632 tells that the high 
correlation between total phosphate and the spectral data may probably be 
established indirectly through the high correlation between the sediment load 
and the corresponding spectral response indeed. 
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Figure 5 7 Scatterplot of In total phosphorus versus TMPC3 reflectance, 



































































































































































































































































































































































(h) sea surface temperature 
Digital Number of TM6 the themal infrared data are converted to 
effective at-satellite temperature using equation 3.4 suggested by Markham 
and Barker (1986). Table 5.9 shows the result as converted in A marked 
difference is observed when computed effective at-satellite temperature values 
are compared with the ground truth observations. The gap between them is 
believed to be contributed mainly by the atmospheric effects. The look-up 
table by Bartolucci and Chang (1988) is also consulted. The corresponding 
temperature readings between digital numbers 103 and 107 range from 15.0 to 
16.0 °C. Results are close to in-situ measurements (Table 5.9). 
This study, however, fails in presenting any sea surface temperature 
model because correlations between sea surface temperature and TM6 data are 
not only low but also inconsistent to each other from the limited samples. 
Scatter-plots between sea surface temperature and TM band 6 digital numbers 
show no particular pattern between them (Figure 5.8 - 5.10). From the 3 trials 
using data with different sample sizes, a correlation of 0.2487 is resulted when 
all 28 samples are used. If only 14 data are employed so that the effect of time 
lag is reduced, a slightly larger correlation coefficient of -0.3885 is worked 
out. Yet, the correlation between the 2 variables becomes negative which 
seems to be unreasonable, as values of TM band 6 data should increase with 
higher temperature. As mentioned in Chapter IV, when only data with no time 
lag is taken into account, the corresponding TM6 data for all 6 samples are 
equal to 104，as a result no coxrelation coefficient can be computed. There are 
two reasons for the failure of sea surface temperature model construction. 
First the sample size in this study is actually insufficient, especially for that of 
synchronized data. W h e n compared with past studies, the sample size in this 
experiment falls far behind the others. For example, a total of 19 to 101 
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Figure 5.8 Scatterplot of TM6 digital numbers against sea surface 
temperature (SST), when sample size is 28 
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table 5 9 Sea surface temperature as derived f r o m different models 
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samples are found in the temperature mapping attempt by Wouthuyzen, Gotoh 
& Uno (1993). Another reason is the low sensitivity of the spectral data. This 
is best illustrated by the 6 sychronized data where no difference is found at all. 
5.3.2 Summary 
Based on the best models for each parameter (Table 5.10), the 
following conclusion can be drawn. 
(1) Best models are all derived using samples with no time lag. As the 
marine environment in Hong Kong is subject to the influences from both 
fluvial and oceanic processes. Changes during a short period of time can be 
dramatic. To minimize the time lag between satellite overpass and water 
sampling is of prime importance. All the models suggest that using 
"synchronized" data set offers the best result. 
(2) Except for the particulate phosphorus model, all the models are 
obtained using a sampling mask sized 5 by 5 pixels. The reason for this is 
simply that with a larger mask in which more than a double of samples 
(pixels) (25 as compared to 9) are included. The random noise within the 
mask can be more effectively minimized. 
(3) Models related to sediment content (secchi disk depth, suspended solid 
and turbidity) are all having independent variables of the band ratios between 
(TM1+TM2) and (TM1+TM3). It confirms the literature findings that 
sediment content can be related to the reflectance ratios between the green and 
red bands. Yet, in this experiment it is found that satisfactory results may 
require the additional assistance of the blue band in band ratioing perhaps this 





































































































































































































































































































































































































































While models for other parameters are associated with spectral 
variables tranformed from principal component analyses. It is the second 
(green-blue contrast) component for chlorophyll-a concentration and pH 
models which are in fact parameters highly correlated to each other. And it is 
the third component (red) for salinity and total phosphorus models probably 
because these parameters are to a certain extent related to the sediment or 
mineral content of sea water. 
(4) Simple linear models (for salinity, secchi disk depth and turbidity) and 
exponential models (for chlorophyll, suspended solid and total phosphorus, 
particulate phosphate) are the two most common types of regression models 
obtained in this study. Owing to the limited sample size, it is difficult to 
generalize and propose which model is more appropriate for a particular water 
參 
quality parameter. 
(5) Except for the pH, turbidity and particulate phosphate models, it is the 
reflectance data input which yields better results. However, in fact, the 
reflectance models for these 3 parameters are only slightly inferior to the best 
models. It is therefore justified to conclud that reflectance input yields better 
results in general as they are not affected by the effects of Sun's elevation. 
(6) From the contrasting examples of the chlorophyll and suspended solid 
models on the one hand and the pH and salinity models on the other, it is 
recognized that the MSE values of the models are related to the standard 
deviations of ground data to a considerable extent. 
(7) Better regression models in terms of R2 values are obtained from 
models related to sediment content of sea water (secchi disk depth, suspended 
144 
solid and turbidity) as the values of these parameter bear strong correlation to 
the optical properties (e.g. reflectance) of sea water. 
5.4 Models Derived from SPOT Data 
5.4.1 Models of Various Water Quality Parameters 
(a) chlorophyll-fl 
Chlorophyll models can only be derived successfully from SPOT 1987 
data only (Table 5.11). All of them are obtained with a sample size of 11 (i.e. 
a time lag of +1 day). All of them have the independent variable of XSl or its 
square and cube multiplication. Again it is consistently the green band that 
accounts for the variations in chlorophyll. Most of them comes from a 
sampling mask of 3 by 3 pixels. It is interesting to find out that there are two 
best models which are indifferent to each other in terms of the sampling mask 
size (3 by 3 pixels), R^ (0.64)，the MSEs (0.360 mg/m^), the F-ratio (3.14)，the 
type of regression (power regression) and the independent variable (XSl) 
(Figure 5.11). No matter radiance or reflectance input are used, the same result 
is achieved. XSl , the green band yield the best result beacuse as mentioned in 
Chapter II，water bodies with a higher concentration of chlorophyll pigments 
appear greener (Figure 2.2 (b)). 
(b) pH 
Models related to the estimation of pH values from SPOT 1987 
multispectral data suffers from low R2 values (0.52-0.57)、in general (Table 
5.12). Most of them are derived from the 11 samples collected on 14 and 15 












































































































































































































































































































































































































































































































1 . 0 - • 
i X 
L .6-
Rsq = 0.6415 
0.0 , Tl on 
.ts ^ ‘ -2.4 -2.2 -2.0 
lnXS1 (ref3) 
Figure 5 11 Scatterplot of In chlorophyll-a versus In XS l reflectance, 












































































































































































































































































































































































































































































































































































































































































































































































































































































































change as different types of spectral data inputs. For examples, all models 
using sychronized mean 3 by 3 reflectance inputs have the second principal 
component as the independent variables while those using the 11 mean 
radiance data from the 3 by 3 pixels sampling masks have the same 
independent variable of the band average of XSl and XS2. Similar association 
are also identified between mean 5 by 5 radiance input and XSl (or its square 
and cube) and between the mean 5 by 5 reflectance input and XSl (or its 
cube).The best model derived is the power model with 11 samples from the 
mean 5 by 5 reflectance values which has a R^ of 0.57, a MSE of 0.014 and F-
ratio of 2.30 (Figure 5.12). Although it has the same independent variable 
(XSl) as that of the chlorophyll model again, this time chlorophyll 
concentration bear no significant correlation (0.2301) with pH. In fact this 
time pH is quite highly correlated to parameters of salinity, secchi disk depth 
and total phosphorus. 
Models using SPOT 91 spectral data are also constructed in relation to 
pH estimation (Table 5.13). All together 17 models are successfully built. 
Better models are those derived from the 11 samples (time lag == 2 days) 
whose R2 values are higher. The best model obtained is a power model using 
mean 3 by 3 radiance data as inputs (Figure 5.13). It has a high R^ value of 
0.88 and a very neglectable MSE of 0.002 and a very large F-ratio of 12.34. In 
fact, all the models using the data with a +2 days time lag (i.e. sample size 二 
11) have more or less similar statistics. The best model is just slightly better 
than the remaning ones. The contrasting results from the 2 SPOT experiments 
bring no conclusion on the development of pH model as this parameters has 
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Figure 5.12 Scatterplot of pH versus In XS1 reflectance，including the best 
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(c) salinity 
Salinity models are developed only when the "synchronized" SPOT 
1987 data are used (Table 5.14). Nevertheless, the R2 values of all these 
models are low (0.50-0.53). They are either logarithmic or power models. If 
data from the 3 by 3 pixels masks are used, the independent variables are the 
band average of XS l and XS2. If mean 5 by 5 values are used, the 
independent variables become XS 1 or it square and cube. The best model is a 
logarithmic model with mean 5 by 5 reflectance input. The independent 
variable, R2，MSE and F-ratio are XSl , 0.53，0.058 % and 1.94 respectively 
(Figure 5.14). It has the same independent variable of XSl as that of the best 
pH model because their correlation is high (0.9312). Nevertheless，as pH is 
not related to the optical properties of marine water, it can not provide an 
answer to the possible relationship between XSl and salinity either. 
(d) secchi disk depth 
Sechhi disk models can be derived from samples collected on the exact 
day, one day after and ±5 days with the 1987 data (Table 5.15). Again, the 
‘ model with two independent variables is rejected because of the high 
correlation (0.9816) between the two independent variables : XSl and 
XSICB. For spectral data, all models are built from mean data from 3 by 3 
pixels. R2 values are highest when sample size equals 11 (0.72-0.73), lowest 
when sample size is 19 (0.56-0.57) and in between when sample size is 8 
(0.61-0.65). Regression models with a sample size of 11 which have the 
highest R2 values are utilizing either the first principal component XSPCl or 
simply XSl as the independent variable. While those with 8 samples which 
have lower R2 values are using the second principal component XSPC2 in 
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tigure 5.14 Scatterplot of salinity versus In XSl reflectance, including the 
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reflectance data as inputs (Figure 5.15). The independent variable is the 
second (red-green contrast) principal component XSPC2. The R^, MSE and F-
ratio of the model are 0.65, 0.113 m and 1.58 respectively. Hence, it is 
suggested that besides band ratioing, the contrast between the green and red 
band may work in sediment load modeling as well. 
(e) suspended solid content 
f 
No suspended solid models can be obtained when synchronized data 
are used. The R^ values are quite low (0.55 - 0.71) (Table 5.16). Models with 
two independent variables are all rejected, because again they are highly 
correlated to each other. For examples, the correlation between XSl and it 
cube XSICB is 0.9953. Over half of the models utilize XSl or its square or 
cube as the independent variable. The best model is a logarithmic model using 
mean 5 by 5 reflectance inputs (Figure 5.16). The spectral variable used is 
XSICB. The model has a R^ of 0.67，a MSE of 2.256 mgA and a F-ratio of 
3.58. Without the presence of the blue band, simple band ratio between the 
green and red ratio no longer works, instead the the cube of XSl become the 
variable most highly correlated with suspended solid. 
(f) turbidity 
All turbidity models are associated with ground observations sampled 
on the exact day of satellite overpass and one day after in 1987 (Table 5.17). 
All but the power model are built upon the spectral variable of XS2 square 
(XS2SQ). As mentioned in Chapter II，the high association are observed 
between the red band and sediment load in water bodies from previous 
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Mfeure 5 16 Scatterplot of suspended solid versus In XS ICB reflectance, 
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Mgure 5 17 Scatterplot of t u r b i d i t y versus XS2SQ renectance, including the 
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radiance or reflectance) inputs have exactly the same result: same R^ (0.73)， 
same MSE (2.075 NTU) and same F-ratio (4.81) (Figure 5.17). 
(g) total phosphorus 
Total phosphorus is another parameter which regression models can be 
successfully built for both 1987 and 1991 data (Tables 5.18 and 5.19). Only 
three models are developed for the 1987 data. All are built upon exact day 
data. They all use mean 3 by 3 relectance data input in which the second 
principal components are selected as the independent variables. The best 
model is the exponential model with a R2 of 0.71, a MSE of 0.001 mg/1 and a 
F-ratio of 2.45 (Figure 5.18). 
In contrast, a series of total phosphorus models are formed from the 
1991 experiment (Figure 5.19). Among them, 4 linear models with more than 
1 independent variables are constructed using 19 or 18 samples. They are all 
rejected too as high correlations (0.8821) exist between the second principal 
component XSPC2 and the band ratio between XSl and XS1+XS2. The 
exponential model with XSPC2 and the band ratio between XSl and XS2 as 
‘ the independent variable is rejected for the same reason. For the remaining 16 
models, all of them are built using ground observations collected 2 days after 
the day of satellite image acquisition. In this case linear and exponential 
models are all having the independent variable of XSPC2 while logarithmic 
and power models are associated with band ratio between XS2 and XS 1+XS2 
for data sampled from a 3 by 3 mask and between XSl and XS1+XS2 for 
models with data sampled from a 5 by 5 mask. The best model is an 
exponential model with mean 3 by 3 reflectance data as inputs and XSPC2 as 
the independent variable. It has a R^ of 0.71，a very small MSE of 0.001 mg/1 
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For the modeling of particulate phosphate, regression analysis yield 
fruitful result in the 1987 experiment only (Table 5.20). A total of 3 equations 
are obtained, all of which have higher R2 values than the total phosphorus 
model with the same setting. The best model is a logarithmic model using 
mean 3 by 3 reflectance data in which a high R^ of 0.89, a extremely low 
MSE of 0.000 mg/l and a very high F-ratio are achieved when the band 
average between XSl and XS2 is adopted as the independent variable. The 
correlation of particulate phosphate and suspended solid has, however, a 
negative value (-0.4873) this time. The correlation between these 2 variables 
is not confirmed. 、 
5.4.2 Summary 
Best regression models from SPOT 1987 data are listed in Table 5.21. 
It is first noticed that they are all models with reflectance input. Variables 
derived from principal component transformation remain to be important 
factors for the modeling of several parameters such as pH, secchi disk depth 
and total phosphorous. Without the presence of the blue band, band ratio no 
longer appears to work so good as in the TM experiment. Again, no 
‘ conclusion can be drawn upon the association between the types of regression 
model and the types of water quality parameters. In additions, comparatively 
higher values in R^ are again associated with parameters of secchi disk depth, 
turbidity and suspended solid content. 
The SPOT 1991 experiment which suffers from the lack of 
synchronized ground observations gives only models for 2 parameters. Yet, 
these models which are related to parameters of acidity and total phosphorus 
enjoy a considerably high R2 and F-ratio. However, as counter examples to the 





















































































































































































































































































































































































































































































































































































































only two examples are definitely insufficient to generalize any rule regarding 
this attempt. Similarities between these two models may only be the result of 
random chances. 
5.5 Comparisons Among Models 
5.5.1 Comparisons Among Models Derived from TM and SPOT Data 
Above all, there exists a difference in model performance between 
TM and SPOT models. It must be stressed that, however, despite the lower 
values in R2 and F-ratios of the SPOT models，the MSEs are not necessarily 
much higher when compared to TM models. This difference may be 
contributed by several factors. First, SPOT data has less spectral bands 
(variables) available for model construction. In addition, all except the secchi 
disk depth, total phosphorus and total particulate phosphate models in the 
1987 experiment are built upon non-sychronized data, this should doubtlessly 
impose adverse effects on the reliability of the model. 
All models, other than the models from the 1991 data, are utilizing 
‘ reflectance data as spectral inputs. As mentioned before, the reflectance data 
help in eliminating the effect of the Sun's elevation, improve the radiometric 
quality of the dataset, thus provide better results in model development. 
Consistent results in terms of spectral variables included in the model 
are obtained from chlorophyll, pH and total phosphorus models. In the 
chlorophyll model, they are the TMPC2 (green-blue component) for the TM 
model and the XSl (green band) that help in the estimation of chlorophyll 
concentration. Same situations are found among pH models except for the 
model based on 1991 data. For the case of total phosphorus models, the 
1 7 1 
independent variable in the TM equation is TMPC3 (red-green contrast 
component) and that for both SPOT models is XSPC2 (green-red contrast 
component). For the other models, differences are identified. For examples, 
for those models related to sediment load in the sea water such as secchi disk 
depth, suspended solid and turbidity the spectral variables in the TM models 
are in form of band ratios but those for SPOT are not. As explained before, 
these may be the result of the lack of the blue band in SPOT data. 
5.5.2 Comparisons with Past Models 
As mentioned in Chapter II, the blue-red and green-red band ratios are 
identified as useful spectral variables in chlorophyll model development. In 
this study, it is found out that the spectral variables in the chlorophyll models 
for TM and SPOT experiments are TMPC2 and XSl repectively. The TMPC2 
is essentially a contrast between the blue band (TMl) and the bands of green 
and red (TM2 & TM3). This complies the results from previous studies. 
However, for the SPOT 87 experiment, it is the green band (XSl) that 
correlates much to chlorophyll concentration which indeed constrats with past 
study by Dekker and Peters (1993) in which the red band XS3 was found most 
‘ useful in chlorophyll estimation. Yet, it is still worth noted that both models 
are power models, although the independent variables appears to be different. 
Red-green and red-blue band ratios are also important variables for the 
development of sediment models (Lathrop, Lillesand & Yandell，1991). In the 
TM experiments, it is not simply the TM3AM2 or its reciprocal that counts. 
Band ratio appear in a more complicated form in which the blue band (TMl) 
is also taken into account: (TMl+Tm2)/(Tml+TM3) or its reciprocal. For the 
SPOT 1987 data, the availability of only two bands restricts the opportunity to 
assess the usefulness of band ratios. There are 3 different variables for the 
172 
derivation of models related to sediment content. For secchi disk depth, it is 
the XSPC2 (red-green contrast component), for suspended solid it is the 
XSICB and for turbidity it is XS2SQ. They are related to the green or red 
band, which is to a certain extent conform the models from past studies in 
which the green and red bands are identified as useful in sediment condition 
estimation (Khorram et al., 1991; Lathrop & Lillesand, 1986; Lathrop, 
Lillesand & Yandell，1991). 
Previous salinity model，e.g. Baban (1993)，used TM3 (red band ) as 
the independent varaible. In our experiment it is found that the PC3, red-green 
contrast component, fits in the TM data better instead. No salinity model has 
been derived from SPOT data before. Nevertheless, the independent varaible 
of XS l (green band) does not match with other salinity models which 
employed the inputs from the red band. 
Total phosphate model from Baban (1993) utilized TM2 (green band) 
as the spectral variable in total phosphorus estimation. As discussed before in 
our study the independent variables in the total phosphorus models are 




In the development of regression models between ground observation 
and satellite data, it is discovered that best models are usually constructed 
from water samples with minimum time lag from satellite overpass on the one 
hand and spectral reflectance data sampled from a larger sampling masks on 
the other. There is no concrete conclusion on which type(s) of regression 
model are particularly suitable for the estimation of specific water quality 
173 
parameter. Models related to parameters whose magnitude bear direct 
connection to the optics of water bodies e.g. chlorophyll concentration, 
suspended solid content, turbidity and secchi disk depth in this study are 
similar to those from past studies, though there may be some modification in 




CHAPTER VI ’ 、 一 ” 
：^ WATER QUALITY MAPPING 
6.1 Introduction 
f 
In this chapter, attempts in water quality mapping in Hong Kong using 
the regression models established in Chapter V will be discussed. Explanation 
of tesultant patterns for specific water quality will be given. At last, the 
difficulties encountered in the mapping process will be brought out. 
6.2 Classification Schemes for Various Water Quality Parameters 
The best regression models developed for each water quality parameter 
are used in the production of water quality maps in Hong Kong in 1987，1989 
and 1991 respectively. Firstly, values of specific water quality parameter for 
each pixel that represents water are worked out using the best regression 
‘ equation obtained from the modeling procedures discussed in Chapter V. 
Values derived from the above procedure is then rescaled and finally mapped 
on 8-bit (256) unsigned character images. Rescaling is necessary because the 
values for some parameters such as total phosphorus are usually well below 1. 
Moreover, rescaling also helps in making full use of the 256 brightness levels 
and thus provides more accurate results. Furthermore, in order to avoid zero 
values in computed water quality parameters which may coincide with the 
pixel values over land, a constant of 1 or 100 depending on the range of the 
expected computed values is added in some cases in the rescaling process as 
the last step before mapping. The rescaling functions for different water 
175 
quality parameters are listed in Table 6.1. The statistics of the mapped values 
for each parameter in 3 different years are then extracted from the resultant 
images using the image histogramming function of the software - XPACE so 
that a classification scheme can be drawn and color-coded maps^an .Jpe 
； produced. 
V 
、 Table 6.2 shows the statistics of the computed values for each water 
quality parameter from the 3 different images. As there are only 2 equations 
available for the SPOT 1991 experiment, their statistics are considered in the 
classification of pH and total phosphorus only. From the statistics of the 
computed water quality in 1987 and 1989，it is recognized, however, that 
except for salinity, considerable differences exist both in terms of mean and 
standard deviation, probably due to the inapplicability of the models to the 
whole study area . For example, the mean values in suspended solid content 
and turbidity in 1987 are almost twice as large as those in 1989，whilst the 
difference in total phosphorus is even more than 10 folds. Even though for 
some parameters like secchi disk depth whose mean values are more or less 
the same (1.97 m in 1987 & 2.49 m in 1989)，a large difference in standard 
deviation still exists (17,26 m in 1987 & 2.15 m in 1989). For this unmatched 
‘ pattern in water quality, there is no way in developing classification schemes 
which are applicable to all situations. This is because schemes that fit in all 
cases must be one with a wide range of values. Then it may come to a 
situation that the data in the image with a higher mean concentrate at the top 
few classes but those from another with a lower mean, however, cluster 
essentially in the few classes at the opposite end. 
The large values in standard deviation for parameters in which no data 
stretching are applied in the mapping process, e.g. turbidity and secchi disk 








t效We 6.1 Rescaling functions used in water quality mapping 
CHL : lOY+1 
pH : 255Y/14 
SAL : 100(Y-30) +1 
SD : Y+lOO 
SS : lOY+1 
TP : lOOY+1 
TB : Y+1 









table 6.2 Statistics of water quality maps 
187 189 1 
Vitm |S.D. I Mean |S.D. | Mean | S.D. 
2.461 2.231 2.791 4.161 - - — 
7.89 O.Of 8.12— 0.20 i M 0.5? 
1.97 — 17.26 2.49 2.15 - -
" 6 l ) 9 S M 3.52" 3.99 - ：： ^ 
OTT 0.09 1.30 “ 0.66 0.15 M l 
6.551 7.471 3.811 14.611 - I -
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image and the inapplicability of the regression model. As the best models used 
here are actually developed from a few samples (6 in 1989 dataset, 8 or 11 in 
1987 dataset and 10 or 11 in the 1991 dataset) they can help in the estimation 
* ‘； 
of the values of water quality parameters that falls within the same ^ giQgQ.as 
？J . 
、 those used in the models. Errors of unacceptable level may appear when the 
> regression models are used in the extrapolation process to predict values 
outside the immediate study (sampling) area. It is therefore recommended 
from previous study (Baban, 1993) that caution must be exercised in making 
«r 
predictions of the dependent variable Y whenever it falls outside the range. 、 
Therefore, it becomes more sensible to draw a relative classification 
scheme than to develop one utilizing absolute values. To serve this purpose, 
the method of quantile, that is to divide the data to 4 equal groups : the top 
25%, the bottom 25% and the mid 50% which is divided into 2 groups, is 
finally adopted. It is because to divide the data into 4 equal portions each 
shares approximately 25% of the total number of pixels avoids the possible 
problem of grouping the extreme values (errors) into one class which does not 
reveal the actual water quality of the area. In addition, 4 classes are in fact 
- adequate to show the water quality in terms of high, medium and low which 
are good enough in a relative classification scheme where no numeric value is 
to be retrieved. Except for the secchi disk depth data in 1987 in which only 3 
classes are delineated because over half of the total number of pixels have the 
same value, the data in all other cases are divided into 4 classes in the above 
mentioned manner. 
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6.3 Water Quality Maps 
Plates 6.1 to 6.16 show the resultant water quality maps produced 
using the quantile method. Pixels whose values are within the bottoj3:i^ 25.%, 
� the lower mid-50%, the upper mid-50% and the top 25% are colored dark 
> blue, cyan, yellow and red respectively. The only exception is for the secchi 
disk depth in which a reversed scheme is adopted as a lower secchi disk depth 
value actually represents a poorer water quality, 
» 
6.3.1 Water Quality Mapping Using TM.Data 
There are altogether 7 maps describing the water quality in 1989. 
Despite the striping effects, they can still provide general views of the spatial 
variations in water quality over Hong Kong. The results of the 3 maps 
showing secchi disk depth, suspended solid content and turbidity obviously 
display similar patterns (Plates 6.1 - 6.3). The western portion where large 
quantities of sediment are flushed out from the Pearl River is an area of high 
suspended solid content and turbidity but low secchi disk depth. Whereas the 
eastern and southern marine territories which is under the dominance of 
‘ strong oceanic influences, are the areas where relatively clearer water is 
found. The Victoria Harbour in between the above two distinctive zones 
becomes the region for water mixing. Extreme high values in turbidity and 
suspended solid content are also observed in the Rambler Channel, again an 
area where sediments can not be effectively carried away. Extreme turbid 
conditions are however also identified, in inlets and bays such as the Sha Tau 
Kok Hoi (Staling Inlet) or the Three Fathoms Cove and Sai Kung Hoi near 
the Sai Kung peninsular in the east where sediment content should not appear 
so high. It is therefore suspected that sea surface reflectance in these areas of 
180 
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, ； folate 6.2 Suspended solid map derived from 1989 TM data 
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shallow water are suffering from the bottom effect of the sea bed. 
Unfortunately, there is no water sample from there to verify this. 
r 
The maps showing salinity and pH values indicate the cjjtegiij^ al 
、 properties of the sea water. Salinity within the marine environment of Hong 
> Kong is dominated by the influence of fluvial activity of the Pearl River. As 
shown in Plate 6.4, areas with lower salinity (blue area) occupy the western 
portion of the marine territories. However, the difference is not so apparent as 
February is a winter month in which the amount of fresh water discharge is 
comparatively lower. Areas with high salinity, such as the area east and south 
of Hong Kong Island are areas under strong marine influences. Salinity level 
is high in both the Victoria and Tolo Harbour again for the discharge of waste 
water. Unlike the situations for many other water quality parameters, it is 
found that some coastal inlets are areas with lower salinity. This is because 
they are usually areas with fresh water inflow from streams. 
Spatial variations in pH values again reflect the relative importance of 
the fluvial runoff from the Pearl River on the one hand and the marine 
influence from the Pacific on the other (Plate 6.5). It is clearly shown that 
‘ water west of Hong Kong Island has relatively lower pH value while that east 
of Hong Kong Island has the relatively highest values. The Victoria Harbour 
in between is a transition zone. The Mirs Bay in the north-east does not 
possess particularly high pH because marine influence is relatively weak there 
during the winter months when prevailing wind is coming from a north or 
north-east direction. As a nearly enclosed area, the Tolo Harbour has its own 
spatial pattern of pH variation. Highest values are located in the coastal water 
near Shatin and Tai Po. pH values diminish gradually towards the Tolo 
Channel in the north-east when the effect of domestic discharge of waste 
water from the new towns fades. 
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, ： t>late 6.5 pH map derived from 1989 TM data 
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’ Plate 6.6 Chlorophyll-^2 map derived from 1989 TM data 
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Chlorophyll-fl and total phosphorus content are important indicators to 
show the nutrition status of water bodies. For chlorophyll-^, high 
concentration areas include Junk Bay, Tolo Harbour, Victoria Harbour and 
厂r 
eastern inshore water of Lantau Island (Plate 6.6). Again they are are^ .^h^re 
、 water relatively stagnant and for the case of Victoria Harbour and Tolo 
> Harbour, outfall of domestic waste water also encourages algae blooming. In 
fact, there is a total of 14 reports of red tide occurrence in Tolo Harbour in 
1989 which accounts for 58.3% of the total number of red tide occurrence in 
Hong Kong in that year (EPD, 1990). 
The map showing total phosphorus distribution differs from the above 
mentioned maps in the way that the pixels are less organized (Plate 6.7). Area 
with comparatively lower total phosphorus content is found over the sea lying 
next to the eastern coast of the Hong Kong Island. Whereas two zones with 
relatively high total phosphorus concentration are identified. The first one 
extends from Ma Wan through south Tsing Yi Island, Green Island to Lamma 
Island in the extreme south. Another appears as an extensive area from Mirs 
Bay in the north-east running south to the open sea east of Po Toi Island. In 
other areas including Victoria Harbour and Tolo Harbour, pixels showing total 
phosphorus level are well mixed which reveal no particular pattern. As total 
phosphorus in sea water is to a great extent contributed by the river runoff, the 
relatively low concentration in the water next to the east of Hong Kong Island 
can be explained by its long distance from the Pearl River. Nevertheless, there 
seems to be no evidence to support the existence of comparatively high 
concentration over the open water lying in the extreme east. The only 
explanation for this may be related to the high value in standard deviation of 
this parameter as listed in Table 6.2. The more dispersed the data are, the 
wider the class ranges are, especially for the class containing extreme values. 
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Plate 6,7 Total phosphorus map derived from 1989 TM data 
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estimation. However, as there is no data for verification, no concrete 
conclusion can be drawn. 
* ： 
6.3.2 Water Quality Mapping Using SPOT Data ^ 
、 It is discovered in the first place that maps derived from SPOT 87 
- satellite dajta, show apparent signs of error. They are contributed mainly by the 
striping effect of the original image indicated by the shape breaks between 
classes which appears as columns in the image. Marked striping effects are 
observed in the maps showing secchi disk depth and total phosphorus (Plates 
6.8 and 6.9). Both of them are produced using regression models with the 
second principal component (XSPC2) as the independent variable. As the 
second principal component is heavily loaded on the red band (0.8549) (Table 
4.20), the striping effects in band XS2 is amplified. In the total phosphorus 
map, a marked blue strip of lower values in total phosphorus is recognized 
(Plate 6.8). For the secchi disk depth map, a similar situation appears but this 
time, blue color represents high values instead since the color coding scheme 
is reversed (Plate 6.10). In spite of the striping problem, the water quality in 
area west of Tsing Yi Island is still to a certain extent reliable. The 
‘ comparatively high content in total phosphorus but low value in secchi disk 
depth in the Deep Bay can still be delineated. 
Another map suffers from the striping problem is the turbidity map 
(Plate 6.10). The spectral variable used in the regression model for turbidity 
mapping is the square of XS2 (XS2SQ). Again，the difference between darker 
pixels and brighter pixels are further exaggerated geometrically as the square 
of their spectral reflectances are to be compared. The area west of Tsing Yi 
Island is again an area of high turbidity. Yet, if compared with the open sea 
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、 Plate 6.9 Secchi disk depth map derived from 1987 SPOT data 
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lower turbidity. Although water within the Victoria Harbour is under-
estimated, a plume showing comparatively high turbidity is identified in this 
way in area between Tsing Yi and Stonecutters Island. 
\ For the remaining 4 maps which are all utilizing regression models 
、 with XSl or its cube (XSICB) as the independent variable. The striping 
effect is less profound. The suspended solid map shows a marked decreasing 
trend from west to east if the area east of Hong Kong Island is ignored (Plate 
6.11). It is again observed that in areas where water movement is limited, for 
example, in Tolo Harbour, Port Shelter, Rambler Channel and many other 
bays and inlets, there is high suspended solid content. Similar patterns are also 
identified in the maps showing pH and salinity (Plates 6.12 and 6.13). The 
map showing chlorophyll-a distribution also shows the shift from fluvial to 
oceanic condition as chlorophyll-a pigments are usually brought by river 
runoff (Plate 6.14). However, as in the case of turbidity, the particularly low 
chlorophyll-fl concentration in Tolo Harbour is questionable. Radiometric 
error in the image is again suspected to be related to this. 
Nevertheless, as explained in Chapter III, no radiometric correction 
‘ can be applied to the image with respect to this striping error. The available 
image is ordered in lb - format with geometric correction performed to 
compensate for image skew. The ability of these maps to explain the spatial 
variations in water quality is of doubt Without the 1987 water quality maps 
not only means the inability in the protrayal of the spatial variations in water 
quality in that year but also implies the impossibility of making temporal 
comparison in water quality with the 1989 data. 
Despite the poor results from the 1987 image, water quality maps are 
sucessfully produced from the other SPOT image in 1991. From these 2 
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、 Plate 6.15 Total phosphorus map derived from 1991 SPOT data 
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pictures, 4 classes of different degree of water quality can be easily identified. 
The total phosphorus map reveals that phosphorus is brought by the runoff of 
the Pearl River (Plate 6.15). Some is trapped in the Deep Bay where water 
mobility is relative low. High concentration in total phosphorus 罗入teads 
；, • . 
further south until when this fluvial runoff is blocked by the Lantau Island. 
Through the transition zone of west Lamma Channel and the Victoria 
Harbour, the eastern water has a relatively lower phosphorus content as 
oceanic influences replace the estuarine activities. 
to 
The overall quality of the 1991 pHmap is good. The only exception is 
for the shallow water found along the eastern coast of the territories, where the 
regression model is inapplicable. Fluvial runoff whose pH values are lower 
can be clearly distinguished from marine water in the east (Plate 6.16). It is 
observed that the influence from the Pearl River outflow on pH is blocked by 
the Hong Kong Island and Kowloon Peninsular which act as a barrier to the 
east flowing water. The effect of topography on pH is also illustrated in some 
inlets and bays (e.g. Tolo Harbour, Port Shelter) where higher pH values are 
associated with relatively more stagnant water. This can be explained by algae 
bloom which raises the water pH by consuming carbon dioxide from water 
during phothosynthesis. Area with high pH values is also found in the 
Rambler Channel between Tsing Yi Island and Tsuen Wan. Waste water 
loaded with various kinds of chemicals from industries such as electroplating 
industries, dyeing industries is discharged to the Channel without any 
treatment, resulting in extraordinary high values in pH. 
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6.4 Difficulties Encountered in Water Quality Mapping 
There are several determinating factors governing the accuracy of 
water quality maps. In this section the difficulties faced during the rq^pping 
i • 
process and the related sources of error will be discussed. Recommendations 
for furture research on using satellite data in marine water quality monitoring 
are also suggested as possible remedies. 
to 
Above all, the most critical factor in water quality mapping is of 
course the availability of regression models. In this study, it is so unfortunate 
that only 2 regression equations are derived from the 1991 dataset. Although, 
more models are available in the SPOT 1987 experiment, some of them suffer 
from low explanatory power (small values of R”. Despite the fact that 
regression models used in the TM experiment are superior over the models 
derived from SPOT data in terms of R^, they are established from 6 samples 
which are all found in the eastern portion (Junk Bay and Eastern buffer zone) 
of the marine territories. As mentioned above, interpretation of the results 
from such kind of models with very small sample sizes requires extra caution 
because these models may not provide accurate estimations when they are 
applied to data outside the range of the independent variables used in model 
development. Also, regression models are only applicable to area where water 
depth exceeds the depth in which light can penetrate. Hence, errors are 
sometimes found along shallow coast. There is no way to avoid this problem 
and the only solution will probably be assigning these coastal areas with 
shallow water as one individual class. 
The determination of a classification scheme also affect the appearence 
of the map produced. If there is only one satellite image, either absolute or 
relative classification scheme can be appropriate. If several images are to be 
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compared and analysed, then the possibility of using an absolute classification 
scheme will depend on the statistical distributions of the water quality data, as 
derived from the regression models, among the images. An absolute 
4 
classification scheme is feasible only when the mean and standard d^yiatipn 
values of the data from different images agree with each other. An absolute 
classification scheme is preferred if one have to retrieve the exact value for the 
water quality parameters. If, however, only the relative magnitude of the water 
quality parameters such as one in terms of high, medium and low is sufficient, 
a relative classifiction scheme based on percentile may be adopted. No matter 
which classification scheme is chosen, caution should be exercised in class 
breaking. As the marine environment is a complicated one, abrupt changes 
may occur within a small area. It is therefore recommended not to divide the 
data into too many classes, otherwise some classes will become difficult to be 
recognized in the image as their corresponding pixels are mixed together. In 
other words, classes should be of considerable sizes (in terms of percentage of 
the total mapped area). The relative classification scheme has advantage over 
the absolute one in this way. 
Certainly, even with the very best regression model and an appropriate 
classification scheme, the satellite image in which classes are to be delineated 
from, should possess good image quality. As identified in this study, map 
quality will be adversely affected by the striping effect or other radiometric 
errors inherent in the original image. In the example of the SPOT 87 maps, it 
is realized that classification tends to bring out the striping effect which is less 
apparent in the original image. In order to produce high quality water quality 




In this study, it is discovered that in order to produce water quality 
maps utilizing different types of satellite images (Landsat TM an^SPQT 
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HRV) as well as different regressions models for the same water quality 
parameters, it is sometime impossible to adopt a common classification 
scheme based on absolute physical values. Instead, the adoption of a relative 
classification scheme based on percentile (quantile in this case) solve the 
above problem. Nevertheless, it is also found that some problems such as the 
existence of radiometric errors (image striping in this case) which can impose 
fatal errors on the water quality maps produced are difficult to overcome. 
From the water quality maps produced, especially those from TM, the 
interplay of the fluvial runoff from the Pearl River in the west and the marine 
activity from the Pacifics in the east on the determination of the water quality 
of the marine environment around Hong Kong is well illustrated. This shift 
from an estuarine to an oceanic environment are clearly identified from maps 
showing chlorophyll-a concentration, pH, salinity, secchi-disk depth, 
suspended sediment content, turbidity and total phosphorus concentration. The 
effect of local topography like the presence of shelter in bays and inlets as 
well as the impact of human activity on the water quality are also shown. For 
example, areas with higher concentration in chlorophyll-a are found in Tolo 
Harbour where domestic sewage is discharged to and the inland coast of 
eastern Lantau from the chlorophyll map of 1989 derived from TM data. 
The results of water quality mapping using regressional models 
derived from ground observations and satellite data essentially depend on (1) 
the reliability and the applicability of the regression models, (2) the 
classification scheme and (3) the image quality of the satellite data. It is 
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recommended that regression models with a large number of representative 
samples and high coefficients of determination (R^) should be adopted in 
respect to satellite images which are free from radiometric errors in the 





CHAPTER VII 》 � ：• 
CONCLUSION 
7.1 Summary of Findings 
In this study, marine water quality monitoring in Hong Kong using 
satellite imagery is achieved by the establishment of regression models 
between ground truth water quality data and multispectral satellite data. 
Regressions models are developed to relate TM and SPOT data with water 
quality parameters of chlorophyll-a concentration, pH，salinity, secchi disk 
depth, suspended solid content, turbidity and total phosphorus. Water quality 
maps are then produced using the predicted values derived from the regression 
models. 
7.1.1 S ummary on Water Quality Modeling 
Ideally, ground data should be synchronized as much as possible with 
time and day when the satellite data are acquired in order to minimize the 
errors due to water movement. In this study, It is found that models with 
higher explanatory power (R^) are those utilizing water sample data collected 
on the exact day of satellite image acquisition. In the SPOT 91 experiment 
where no water sampling took place on the day of satellite overpass, only two 
models are derived. An increase in sample size by including samples 
collected within a few days of the satellite overpass, does not necessarily 
overcome the defects introduced by an extended time lag due to the dynamic 
nature of the marine environment. 
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Besides, more reliable regression models can also be obtained when 
spectral reflectance data are inputted as independent variables in regression 
analysis because these are data of higher radiometric quality in which the 
effect of the Sun's elevation is removed. , 
In addition, the performance of the regression models is also affected 
by the data extraction process. It is identified in this study that, in most cases, 
a larger sampling mask, such as one with a dimension of 5 by 5 pixels helps in 
minimizing both the error involved in the mislocation of the water sampling 
stations in the image and the random noises within the sampling mask. This 
study, however, can only show that a 5 by 5 pixels mask is better than a 3 by 
3 pixels mask. Whether an even larger sampling mask is appropriate is not 
assessed. 
In this study, no conclusion can be drawn on which type of regression 
model (linear, logarithmic, exponential, power) is particularly suitable for the 
modeling of specific water quality parameter. Since the number of samples is 
small, no consistent pattern is observed from various trials in the experiment. 
For the models derived from TM data, a high degree of consistency 
prevails among models related to sediment load (secchi disk depth, suspended 
solid content and turbidity). They all have coefficients of determination of 
over 0.90. Similarity in terms of the spectral variable adopted is also 
observed. The independent variable in form of band ratio between 
(TM1+TM2) and (TM1+TM3) in these three models also agrees with previous 
studies in which the red-green band ratio is identified as particularly sensitive 
in sediment modeling in water bodies. 
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Besides band ratioing, principal component transformation of spectral 
variables is also found to be an effective tool in water quality modeling in 
both TM and SPOT experiments. The green-blue brightness component is 
useful in chlorophyll-a and pH estimation for TM data. While the g^en-ned 
contrast component can be applied to model total phosphorus content. 
When models derived from TM and SPOT data are compared, it is 
found that despite the lower spatial resolution of the Landsat TM data, more 
reliable regression models in terms of higher coefficients of determination are 
derived from them as TMl, as the blue band possessing strongest penetration 
power is available for analysis. This factor also accounts for the differences in 
the spectral variables adopted for the modeling of the same water quality 
parameter in TM and SPOT data. For example, the chlorophyll-<2 model 
derived from TM data utilized the green-blue brightness component as the 
independent variable, while that from SPOT data is the green band (XSl) as 
there is no blue band for the derivation of the green-blue brightness 
component. Another effect of the absence of blue band in SPOT data is that 
the green-red band ratio no longer acts as the independent variable in secchi 
disk, suspended solid and turbidity models as those in the TM models. 
7.1.2 Summary on Water Quality Mapping 
Water quality maps are produced by the application of regression 
models in water quality parameters estimations. Since the statistics among 
water quality maps in different dates show no sign of agreement, it is 
determined to draw classification schemes by the quantile method. Owing to 
the intrinsic radiometric errors in form of striping in both TM and SPOT 
imageries, distortions and errors therefore become inevitable. Nevertheless, 
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the general trends in the spatial variations of water quality parameters are still 
noticeable. 
As shown on the various water quality maps, spatial varia]jons:Jn 
water quality in the study area are basically contributed by three factors 
namely, (1) the shift from estuarine envionment in the west to the oceanic 
environment in the east, (2) the inlets and bays which retard water flow and 
(3) the impacts of human activities. 
The shift from an estuarine environment to an oceanic environment is 
well illustrated in the water quality maps by a general increase in salinity, 
secchi disk depth and pH but a general decrease in chlorophyll concentration, 
suspended solid content, turbidity and total phosphorus content from the Pearl 
River mouth in the west to the open Pacifics in the east. 
The effect of inlets and bays on water quality appears mainly as higher 
concentrations of chlorophyll-a, suspended solid and total phosphorus. While 
the impact of human activity is best shown in Victoria Harbour, Tolo Harbour 
and the Rambler Channel where domestic sewage and industrial effluents are 
poured into. These locations are usually classified as areas severely affected 
by high concentration of chlorophyll-a and turbidity in the water quality maps. 
7.2 Limitations of the Study 
As mentioned before, the most critical factor in water quality 
monitoring using satellite data is the construction of water quality models. The 
models developed in this study, however, are based on a very limited sample 
size. The maximum number of samples is just 11. Although this has been a 
common problem found in many other studies all over the world, the samples 
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collected in this study also suffer from a considerable degree of locational 
bias，especially when only synchronized samples are taken into account. 
Using a regression model based on a few samples collected in a restricted area 
to estimate water quality over a vast area of hundreds of square kilpinet^rs 
where homogeneity does not exist in general is risky indeed . 
The satellite data also brings about constraints in this study. The 
striping effect in both TM and SPOT images not only imposes possible errors 
in data extraction in the first place but also leads to serious distortions in the 
water quality mapping. At the same time, errors may also arise in areas of 
shollow water depth where the satellite is picking up reflected energy from the 
sea bed. 
Possible radiometric errors may also come from the atmospheric 
correction algorithm. The main reason for using the atmospheric correction 
algorithm by Vanouplines (1986) is its simplicity because it demands only one 
input : visibility. However, whether the assumption of zero water leaving 
radiance at near infrared band holds or not is not verified. Even there is no 
problem in the correction model, to use the visibility data at the Royal 
Observatory as a representation for the whole territories may also lead to 
possible errors. 
Finally, it is a pity that the accuracy of water quality maps cannot be 
assessed, as all samples are already used in the development of regression 
models. The maps in this study can only provide a rough image of the marine 
water quality but not a quantitative retrieval of parameter values. 
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7.3 Recommendations for Further Studies 
Although the idea of using satellite data in marine water quality 
monitoring is affirmed in this study, there are still rooms of improvejpient.in 
future developement of this technique, especially for the case of Hong Kong. 
On.a theoretical basis, the spectral behaviour of sea water is not totally 
understood, especially in marine Hong Kong where marine water quality is 
affected by the the fluvial runoff from the Pearl River, the oceanic influence of 
the Pacifics, the effects of tidal activities as well as the impacts of human 
activities in form of domestic and industrial waste water discharge. Results 
from other studies may not apply to this unique setting as they are conducted 
either in laboratories or lakes where the hydrology is less complicated. On site 
investigations similar to that by Bartolucci, Robinson & Silva (1977)，McKim, 
Merry & Layman (1984)，Novo, Hansom & Curran (1989)，Piech, Schott & 
Stewart (1978), Tassan (1988)，Spitzer & Dirks (1987) and Witte et a/.(1982) 
should be carried out in order to reveal the optical properties of sea water, 
which may provide clues in the selection of spectral variables in regression 
model construction. 
Of course, if better data both in terms of quality and quantity are made 
available, more fruitful results are expected. This question is of two folds: an 
increase in number of ground observations as well as satellite imageries. At 
this stage, water quality samples are collected by the Environmental 
Protection Department. With limited resources and time, a very small number 
of samples can be collected in one day. It is therefore suggested that future 
studies can be conducted in a local scale (e.g. in Tolo Harbour) with a focus 
on some water quality parameters which are identified to be most highly 
correlated to satellite data (e.g. turbidity). With a reduction in the size of the 
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study area, the chance of obtaining cloud-free imageries is increased. As the 
number of parameters studied becomes fewer, there is also a greater chance to 
collect more synchronized water samples rather than depending on the data 
from the Environmental Protection Department. With these improv^pjnents, 
more fruitful results are expected. 
As only 3 satellite images are used in this study, the results obtained 
may explain the situation in these 3 days. No general rule can be concluded 
from such a limited number of trials. It is thus recommended that future 
studies can be carried out by an increased employment of imageries such that 
results form different situation can be compared in order to seek general rules 
governing the application of multispectral data in marine water quality 
assessment. However, as cloud-free images can only be obtained during the 
winter months, the actual number of images that can be used for a year is 
scarce. This problem also restricts our investigation in the wet season. 
Finally, there are still a number of questions in water quality modeling 
which are remained unanswered. For example, despite the identification of 
better results associated with data extracted from a 5 by 5 pixels sampling 
mask in this study, it is uncertain whether better results can be achieved with 
the appliaction of an even larger sampling mask. In addition there is also no 
consistency on which type of regression model (linear, logarithmic, 
exponential and power) is associated with particular water quality parameters 
as observed from the results of the 3 experiments in this study. It is therefore 
advised that futher studies can focus on these issues to determine their effects 
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