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Transforme´e de Mellin des inte´grales- fibres
associe´es a` l’intersection comple`te non-de´ge´ne´re´e
Susumu TANABE´
Re´sume´. La transforme´e de Mellin de l’inte´grale -fibre est cal-
cule´e pour certaines classes d’intersection comple`te non-de´ge´ne´re´e
affine, surtout les cas nomme´s simpliciables. On met a` jour la
structure de re´seaux des poˆles de la transforme´e de Mellin a` l’aide
des donne´es topologiques qui de´crivent la structure de Hodge de la
varie´te´ affine. On e´tablit la relation de l’inte´grale-fibre avec la fonc-
tion hyperge´ome´trique de Horn et de Gel’fand-Kapranov-Zelevinski.
Comme application, nous de´montrons une hypothe`se propose´e par
Berglund et autres sur la syme´trie de miroir.
0 Introduction
Ici on calcule concre`tement l’inte´grale-fibre associe´e a` la varie´te´ affine d’intersection comple`te
(IC) non-de´ge´ne´re´e au moyen de sa transforme´e de Mellin.
D’abord nous fixons la situation. Pour les deux varie´te´s complexes X = soit CN soit (C×)N et
S = Ck, on regarde une application
(0.1) f : X → S
telle que Xs := {(x1, · · · , xN ) ∈ X ; f1(x) + s1 = 0, . . . , fk(x) + sk = 0}. Soient f1(x), · · · , fk(x)
des polynoˆmes qui de´finissent l’intersection comple`te, non-de´ge´ne´re´e au sens de Danilov-Khovanski
[11]. Soit n la dimension de la varie´te´ X0 = n ≥ 0. Regardons une hypersurface de dimension
N + k− 1, Ws := {(x1, · · · , xN , y1, · · · , yk) ∈ X × (C×)k; y1(f1(x) + s1) + . . .+ yk(fk(x) + sk) = 0}.
Pour la compactification Xs (resp. Ws) des varie´te´s Xs (resp. Ws) dans les varie´te´s toriques
proprement construites, les re´sultats de Terasoma (cas homoge`ne) [32], Dimca (cas quasihomoge`ne)
[9], Mavlyutov (cas ge´ne´ral) [19] impliquent l’existence d’un isomorphisme entre les parties primitives
de la cohomologie PHN−k(Xs) et PHN+k−2(Ws). Re´cemment Terasoma a e´tabli la version affine
de cet isomorphisme pour Xs et Ws de´finis dans les tores [33], [34]. L’utilisation effective de cet
isomorphisme (et de ses analogues) s’est baptise´e sous le nom de “technique de Cayley” (Cayley
trick). Dans ce travail, on regarde cet isomorphisme entre les structures de Hodge d’une fac¸on un
peu plus de´taille´e. C’est a` dire, on calcule la transforme´e de Mellin des inte´grales fibres associe´es a`
Xs au moyen de l’isomorphisme en se servant de la technique de Cayley pour la varie´te´ affine.
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Surtout, dans cette deuxie`me partie du travail, a` part des cas quasihomoge`nes, nous nous inter-
essons au cas de la singularite´ du type d’A’Campo:
(0.2) fi(x) = x
α1i
1 + x
α2i
2 + · · ·+ xαN,iN , 1 ≤ i ≤ k.
Pour le cas N = 2, (α11, α21) = (3, 2), (α12, α22) = (2, 3), la monodromie locale de la singularite´
f1(x)f2(x) = 0 a e´te´ e´tudie´e par A’Campo dans [1]. L’IC de ce type la` nous fournit des exemples
importants des cas simpliciables (voir §1.4).
Ici nous nous servons de la transforme´e de Mellin d’inte´grales-fibres parce qu’elle permet de
mieux visualiser les proprie´te´s importantes des varie´te´s d’IC non-de´ge´ne´ne´re´es par rapport aux
autres repre´sentations soit d’inte´grales elles meˆmes soit des e´quations diffe´rentielles (connexion de
Gauss-Manin). Cette situation a incite´ certains auteurs comme C.Sabbah [26], [27], D.Barlet[3],
F.Loeser [18] a` poursuivre des recherches sur la transforme´e de Mellin d’inte´grales fibres qui etaient,
entre autres, motive´es par une ide´e de P.Deligne reproduite dans [25].
Dans le §1 nous nous souvenons des faits utiles sur la technique de Cayley pour l’IC afin de
de´finir l’inte´grale fibre associe´e a` f . Dans le §2, nous interpre´tons l’inte´grale- fibre comme fonc-
tion hyperge´ome´trique ge´ne´ralise´e au sens de Mellin-Barnes-Pincherle. Du surcroit, on montre que
l’inte´grale fibre satisfait le syste`me des e´quations diffe´rentielles du type de Horn. Pourtant le degre´
de chaque e´quation diffe´rentielle est exprime´ au moyen du caracte´ristique d’Euler d’une varie´te´ d’IC.
Dans le §3, les poˆles de la transforme´e de Mellin de l’inte´grale- fibre sont exprime´s au moyen de la
structure de Hodge mixte de´crite dans [4].
Dans le §4.1, on e´tablit une relation entre les notions des deux fonctoins hypege´ome´triques
ge´ne´ralise´es: celle de Horn et celle de Gel’fand-Kapranov-Zelevinski. Dans le §4.2, 4.3, nous regar-
dons les applications de notre calcul a` la syme´trie de miroir: les cas d’IC projective de Givental’
et les cas d’IC a` des poids multiples quasihomoge`nes. En se servant des re´sultats du §2, nous
de´montrons une hypothe`se propose´e par Berglund, Candelas et les autres.
Je tiens a` remercier T.Terasoma, V.Golyshev de leurs discussions utiles. J’aimerais aussi men-
tionner les inteˆrets since`res de H.Kimura et de Y.Haraoka comme motivation importante pour
l’ame´lioration des §2, §3 et §4.1.
1 Technique de Cayley
1.1. Quasihomoge´nisationOn reprend la situation et les notations de §0. On introduit encore
les notations suivantes. Soit Tm = (C \ {0})m = (C×)m un tore complexe de dimension m. On
note par xi le monoˆme xi := xi11 · · ·xiNN pour le multi-indice i = (i1, · · · , iN) ∈ ZN , et par dx la
N−forme volume dx := dx1 ∧ · · · ∧ dxN . Avec la lettre ζ, on note le multi-indice ζ = (ζ1, · · · , ζk) ∈
(Z≥0)k. Nous nous servons aussi des notations x1 := x1 · · ·xN , yζ = yζ11 · · · yζkk , sz = sz11 · · · szkk et
ds = ds1 ∧ · · · ∧ dsk. Dans cette section on conside`re l’extension de l’application f de la varie´te´
torique PΣ dans C
k. Nous poursuivons la construction de [6] et [19]. On de´finit le nombre M
comme la dimension de l’espace ambiant minimum pour que nous puissons rendre les polynoˆmes
(f1(x), · · · , fk(x)) simultane´ment quasihomoge`nes en multipliant certains termes par des nouvelles
variables:
xi → x′jxi j = 1, 2, · · · .
Notons par (f1(x, x
′), · · · , fk(x, x′)) les polynoˆmes ainsi obtenus. Ils so nt quasihomoge`nes par
rapport a` certain poids c.a`.d. il existe des nombres entiers positifs (w1, · · · , wN , w′1, · · · , w′M−N ) tels
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que leur pgdc soit e´gal a` 1 et qu’on ait la relation suivante:
(1.1.1) E(x, x′) =
N∑
i=1
wixi
∂
∂xi
+
M−N∑
j=1
w′jx
′
j
∂
∂x′j
,
de telle sorte que
E(x, x′)(fℓ(x, x′)) = pℓfℓ(x, x′) pour ℓ = 1, · · · , k,
ou` on appelle E le champ d’Euler.
Exemple On ajoute au polynoˆme f(x) = xa1 + x1x2 + x
b
2, avec a, b > 2, la variable nouvelle x
′
1
en telle sorte que le polynoˆme f(x, x′) = xa1 + x
′
1x1x2+ x
b
2, devienne quasihomoge`ne par rapport au
poids (b, a, ab− a− b).
Il y a en ge´ne´ral des choix des termes que l’on modifie pour re´aliser une quasihomoge´ne´ite´ (voir
§1.5, 1.6, §3.2).
De´sormais nous nous servirons de la notation des variablesX := (X1, · · ·XM ) := (x1, · · · , xN ,x′1, · · · ,
x′M−N ) et celle du polynoˆme par fℓ(X) := fℓ(x, x
′). Si on introduit un champ d’Euler,
E(X ′) =
N∑
i=1
wixi
∂
∂xi
+
M−N∑
j=1
w′jx
′
j
∂
∂x′j
+XM+1
∂
∂XM+1
,
alors on a la relation suivante:
E(X ′)(fℓ(X) +X
pℓ
M+1sℓ) = pℓ(fℓ(X) +X
pℓ
M+1sℓ) pour ℓ = 1, · · · , k.
D’ici bas on note X ′ := (X,XM+1). Soit MZ un re´seau inte´gral de rang N et NZ son re´seau dual,
NZ = Hom(MZ,Z). Nous notons par MR (resp. NR) l’extension naturelle a` l’espace re´el de MZ
(resp. NZ). Nous conside´rons la situation pour ~e1, · · · , ~eM+1 ge´ne´rateurs des coˆnes unidimensionels
tels que
∑M+1
ℓ=1 R~eℓ = NR. On peut de´finir un e´ventail rationel simplicial Σ dans NR comme
ensemble des coˆnes simpliciaux engendre´s par ~e1, · · · , ~eM+1 ci-dessus. Notre construction ci-dessus
du champ E(X ′) correspond a` l’exhaussement d’un espace NR×N′R avec une base des ge´ne´rateurs
~˜eN+1, · · ·~˜eM+1 tels que
N∑
i=1
wi~˜ei +
M−N∑
j=1
w′j~˜ej + ~˜eM+1 = 0.
Ici on a pN(~˜ej) = ~ej pour la projection pN : NR ×N′R → NR. Pourtant la dimension de l’espace
vectoriel NR ×N′R doit eˆtre minimale c.a` .d. dim(NR ×N′R) = M.
Dans la suite, regardons l’homomorphisme injectif
ϕ :MZ → ZM+1,
de´fini par
ϕ(~m) = (< ~m,~e1 >, · · · , < ~m,~eM+1 >).
Le conoyau de cette application est un groupe abe´lien fini
Cl(Σ) = ZM+1/ϕ(MZ)
dont on peut de´finir le groupe (dit le tore de Ne´ron-Severi),
D(Σ) := SpecC[Cl(Σ)].
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En plus on introduit l’espace affine,
AM+1 = SpecC[X ′].
Soit Xˆσ :=
∏
~ei 6∈σXi, et on de´finit l’ide´al
B(Σ) =< Xˆσ : σ ∈ Σ >⊂ C[X1, · · · , XM+1].
Soit Z(Σ) := V(B(Σ)) ⊂ AM+1 la varie´te´ de´finie par B(Σ).
A l’instar de la me´thode initie´e par M.Audin, on construit la varie´te´ torique PΣ comme le
quotient de U(Σ) := AM+1 \ Z(Σ) par l’action du groupe D(Σ):
PΣ = U(Σ)/D(Σ),
avec dim D(Σ) =M + 1−N, dim U(Σ) =M + 1.
Graˆce a` la compatibilite´ de l’action deD(Σ) sur U(Σ) et celle sur Vs := V(f1(X)+X
p1
M+1s1, · · · , fk(X)+
XpkM+1sk) ⊂ AM+1, on est ramene´ a` de´finir le sous-ensemble ferme´ Xs de PΣ vu que celui-ci est un
quotient ge´ome´trique,
Xs := Vs ∩ U(Σ)/D(Σ).
Nous notons aussi Vsi := V(fi(X) +X
pi
M+1si), Xsi := Vsi ∩ U(Σ)/D(Σ).
De´finition 1 ([19]) On dit que Xs est une IC non-de´ge´ne´re´e si pour chaque {i1, · · · , iℓ} ⊂ {1, · · · , k}
l’ensemble Xsi1 ∩ · · · ∩ Xsiℓ ∩Tτ de´finit une sous-varie´te´ lisse de codimension ℓ pour n’importe quel
τ ⊂ Σ, ou` Tτ = {X ∈ AM+1 : Xˆτ 6= 0, Xj = 0 si ~ej ⊂ τ}.
Dore´navant on prend pour s telle valeur de Ck que sa fibre Xs soit non singulie`re. On dit que Xs
est une intersection quasi-lisse si Vs ∩U(Σ) est soit vide soit une sous-varie´te´ lisse de codimension k
dans U(Σ). Il est connu qu’il existe un ensemble ferme´ D(f) de Ck tel que Xs pour s ∈ Ck \D(f)
est une intersection non- de´ge´ne´re´e si V0 de´finit la singularite´ isole´e d’intersection comple`te dans
AM = SpecC[X1, · · · , XM ].
Ici on se souvient de l’espace projectif quasihomoge`ne P(k−1)(w′′1 , · · · , w′′k ) [10], [6] qui est de´fini
comme la varie´te´ torique associe´e aux coˆnes simpliciaux de l’espace vectoriel re´el de dimension k
engendre´ par les vecteurs non-ze´ros {~ǫ1, · · · ,~ǫk} qui satisfont la relation w′′1~ǫ1 + · · · + w′′k~ǫk = 0.
Conside´rons maintenant un polynoˆme
(1.1.4) G(X ′, s, y) := y1(f1(X) +X
p1
M+1s1) + · · ·+ yk(fk(X) +XpkM+1sk),
de´fini sur une varie´te´ torique P(E) qui est un espace fibre´ par P(k−1)(w′′1 , · · · , w′′k ) de la varie´te´ PΣ :
P(E) = PΣ ×P(k−1)(w′′1 , · · · , w′′k ) muni d’un bidegre´
(w(y1), · · · , w(yk)) = (1, 1, · · · , 1), (w(X1), · · · , w(XM+1)) = (0, 0, · · · , 0).
L’anneau des coordone´es homoge`nes au sens de [19] de P(E) est C[X1, · · · , XM+1, y1, · · · , yk]. Cela
veut dire qu’il existe le champ d’Euler
(1.1.5) E(X ′, y) =
N∑
i=1
wixi
∂
∂xi
+
M−N∑
j=1
w′jx
′
j
∂
∂x′j
+XM+1
∂
∂XM+1
+
k∑
ℓ=1
w′′ℓ yℓ
∂
∂yℓ
,
en sorte que
E(X ′, y)ybfb(X) = (w′′b + pb)ybfb(X), 1 ≤ b ≤ k,
E(X ′, y)G(X ′, s, y) = w(F )G(X ′, s, y),
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pour w(G) = w′′1 + p1 = · · · = w′′k + pk. Dans cette situation on peut de´finir la varie´te´:
Ws := {(X ′, y) ∈ P(E) : G(X ′, s, y) = 0},
avec dimWs = N+k−2. De´sormais on va se servir de la notation w(•) pour le poids quasihomoge`ne
d’un polynoˆme, d’une forme etc. determine´ par le champ d’Euler E(X ′, y) un objet quasihomoge`ne
•.
On peut conside´rer le technique de Cayley sans re´fe´rence au [19]. Notamment on introduit un
polynoˆme,
H(x, y) := y1f1(x) + · · ·+ ykfk(x) ∈ Z[x1, · · · , xn, y1, · · · , yk].
Soient ~n1, · · · , ~nM+k les e´le´ments de l’ensemble supp(H(x, y)) ⊂ ZN+k. On de´finit un e´ventail ra-
tionel simplicial Σ˜ dans RN+k comme ensemble des coˆnes simpliciaux engendre´s par ~n1, · · · , ~nM+k.
Pour M˜Z =MZ × Zk, on regarde l’homomorphisme injectif
ϕ : M˜Z → ZM+k,
de´fini par
ϕ( ~˜m) = (< ~˜m,~n1 >, · · · , < ~˜m, ~nM+k >).
Le conoyau de cette application est un groupe abe´lien fini
Cl(Σ˜) = ZM+k/ϕ(M˜Z)
dont on peut de´finir le groupe
(1.1.6) D(Σ˜) := SpecC[Cl(Σ˜)].
On peut construire la varie´te´ torique PΣ˜ associe´e a` l’espace affine,
AM+k = SpecC[X1, · · · , XM , y1, · · · , yk],
d’une fac¸on paralle`lle a` la construction de la varie´te´ PΣ.
1.2. Situation torique Dore´navant nous notons par F le polynoˆme suivant,
(1.2.1) F (X, s, y) := y1(f1(X) + s1) + · · ·+ yk(fk(X) + sk),
Pour la hypersurface Ws on se souvient du fait fondamental ([11] 6.2, [19] lemma 4.3) lors
d’application du technique de Cayley.
Lemme 1.1 Si Xs est une intersection non-de´ge´ne´re´e au sens de la De´finition 1, alors l’hypersurface
Ws est aussi non-de´ge´ne´re´e.
Pour Ws non-de´ge´ne´re´e on de´finit l’anneau de Jacobi comme suit:
(1.2.2) J(G) :=<
∂G(X ′, s, y)
∂X1
, · · · , ∂G(X
′, s, y)
∂XM
,
∂G(X ′, s, y)
∂XM+1
,
∂G(X ′, s, y)
∂y1
, · · · , ∂G(X
′, s, y)
∂yk
>,
pour s ∈ Ck \ D(f) de´fini inde´pendamment du choix concre`t de s. De plus, il est connu qu’il
existe une correspondance entre variation inifinitesimale de structure de Hodge GriF PH
n(Xs) et
Gri+k−1F PH
n+2k−2(Ws), pour 0 ≤ i ≤ n. Voir [32] (pour le cas f homoge`ne), [9] (cas quasiho-
moge`ne) et [19] (cas ge´ne´ral).
On note par PHN(PΣ \ ∪ki=1Xsi) la partie primitive de´finie comme quotient
HN(PΣ \ ∪ki=1Xsi)/ ⊔kℓ=1 (j∗ℓHN (PΣ \ ∪ki=1Xsi))
6 S. TANABE´
ou` jℓ : PΣ \ ∪ki=1Xsi → PΣ \ ∪i6=ℓXsi . Selon [9] on trouve l’isomorphisme provoque´ par le re´sidu de
Poincare´:
RXs : H
N (PΣ \ ∪ki=1Xsi)→ PHN−k(Xs),
dont le noyau est e´gal a` ⊔kℓ=1j∗ℓ (HN (PΣ \ ∪ki=1Xsi)). D’autre part on a la suite exacte ([6], 10.11):
0→ HN+k−3(P(E)) [Ws]→ HN+k−1(P(E)) iΣ→ HN+k−1(P(E) \Ws) Res→ PHN+k−2(Ws)→ 0.
Nous introduisons encore une autre partie primitive PHN+k−1(P(E) \Ws) que l’on de´finit comme
conoyau de l’injection
iΣ : H
N+k−1(P(E))→ HN+k−1(P(E) \Ws).
D’autre part d’apre`s [19] on a l’isomorphisme entre PHN+k−2(Ws) et PHN−k(Xs). Avant de for-
muler l’e´nonce´ central de la section, on introduit quelques notations associe´es a` un ensemble des
indices I ⊂ {1, · · · ,M + 1} avec |I| = N. Notamment,
XˆI =
∏
i6∈I
Xi, dXI = dXi1 ∧ · · · ∧ dXiN , det(eI) = det(< ~mj , ~eik >)1≤j≤N,1≤i1<i2<···<iN≤M+1,
ou` ~m1, · · · , ~mN une base du re´seau MZ. On de´finit
Ω0(X
′) =
∑
|I|=N
det(eI)Xˆ
′
IdX
′
I ,
qui s’ave`re le ge´ne´rateur de H0
(
PΣ,Ω
N
PΣ
(w1, · · · , wN , w′1, · · · , w′M−N )
)
. D’ici bas on utilise la no-
tation X ′J
′
yζ = xi11 · · ·xiNN x′i
′
1
1 · · ·x′
i′M−N+1
M−N+1y
ζ1
1 · · · yζkk . Alors on obtient la Proposition suivante.
Proposition 1.2 (Transformation cohomologique de Radon cf. [19], [33])
Il existe l’isomorphisme entre les parties primitives des groupes de cohomologie comme suit:
(1.2.3)PHN(PΣ \ ∪ki=1Xsi)→ PHN+k−1(P(E) \Ws)
X ′J
′
Ω0(X
′)
(f1(X) +X
p1
M+1s1)
ζ1+1 · · · (fk(X) +XpkM+1sk)ζk+1
| → X
′J′ωζΩ0(X ′) ∧ Ω1(ω)
F (X ′, ω, s)ζ1+···+ζk+k
,
ou` Ω1(ω) =
∑k
ℓ=1(−1)ℓ+1w′′ℓ ωℓdω1∧
ℓ∨· · ·∧dωk. Et l’e´le´ment X ′J′yζ ∈ C[X ′, y]/J(F ), avec w(X ′J′+1yζ+1)
= (ζ1 + · · ·+ ζk + k)w(F ).
1.3. Situation affine
Si on restreint la varie´te´ torique P(E) ci-dessus a` son intersection avec le tore maximal TN+k−1,
la partie primitive de la cohomologie HN+k−2(Ws ∩ TN+k−1) peut he´riter certaines proprie´te´s
de PHN+k−2(Ws). Notamment il est connu ([6], 11.6) que WN+k−2HN+k−2(Ws ∩ TN+k−1) ∼=
PHN+k−2(Ws). Il est naturel d’espe´rer que l’on trouve dans des proprie´te´s de l’inte´grale IζX′J′ ,∂γ(s)
certaine re´flexion de celles de la structure de Hodge PHN+k−2(Ws). Dans la suite, nous e´tudions
l’inte´grale fibre de´finie sur un (M + 1)−cycle dans TM+1.
On prend un cycle γ(s) ∈ HM+1−k(Vs ∩TM+1) et de´finit l’inte´grale fibre y associe´e,
(1.3.1) Iζ
X′J
′
,∂γ
(s) := (
1
2π
√−1)
k
∫
∂γ(s)
X ′J
′
dX ′
(f1(X) +X
p1
M+1s1)
ζ1+1 · · · (fk(X) +XpkM+1sk)ζk+1
,
ou` ∂γ(s) ∈ HM+1(TM+1 \∪ki=1Vsi ∩TM+1) est un cycle obtenu a` l’aide de ∂, l’ope´rateur de cobord
de Leray. Quant a` l’ope´ration de Leray, on renvoie au livre de F.Pham [24], ou bien a` celui de
V.A.Vassiliev [37]. Nous notons par ψJ′ une (M + 1− k)-forme me´romorphe telle que
X ′J
′
dX ′ = df1 ∧ · · · ∧ dfk ∧ ψJ′ .
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Alors le the´ore`me de re´sidus de Leray implique l’e´galite´ suivante:
(1.3.2) Iζ
X′J
′
,∂γ
(s) =
1
Γ(ζ1 + 1) . . .Γ(ζk + 1)
(
∂
∂s
)ζ
∫
γ(s)
ψJ′
=
1
Γ(ζ1 + 1) . . .Γ(ζk + 1)
(
∂
∂s
)ζI0
X′J
′
,∂γ
(s)
ou` ( ∂
∂s
)ζ = ( ∂
∂s1
)ζ1 . . . ( ∂
∂sk
)ζk .
Dans cette situation, on formule la version inte´grale de la Proposition 1.2.
Proposition 1.3 Pour un cycle de Leray Γs ⊂ HM+1(TM+1 \∪ki=1Vsi ∩TM+1) tel que ℜ(fi(X) +
XpiM+1si)|Γs < 0 hors sa partie compacte, l’e´galite´ suivante a lieu:
Γ(ζ1 + 1) · · ·Γ(ζk + 1)
∫
Γs
(f1(X) +X
p1
M+1s1)
−ζ1−1 · · · (fk(X) +XpkM+1sk)−ζk−1
X ′J
′+1dX ′
X ′1
= Γ(ζ1+ · · ·+ζk+k)
∫
Sk−1
+
(w′′)×Γs
X ′J
′
ωζdX ′ ∧ Ω0(ω)
(ω1(f1(X) +X
p1
M+1s1) + · · ·+ ωk(fk(X) +XpkM+1sk))ζ1+···+ζk+k
.
ou` Sk−1+ (w”) = {(ω1, · · · , ωk) : ω
w
′′
w′′
1
1 + · · · + ω
w
′′
w′′
k
k = 1, ωℓ > 0 pour tout ℓ,w
′′ =
∏
1≤i≤k w
′′
i } et
Ω0(ω) la (k − 1)−forme de volume sur Sk−1+ (w′′),
Ω0(ω) =
1
w(F )
k∑
ℓ=1
(−1)ℓw”ℓωℓdω1 ∧
ℓ∨· · · ∧ dωk.
De´monstration D’abord on se souvient de la relation classique:
(1.3.3)
∫
Γs
∫
R+
eyj(fj(X)+X
pj
M+1
sj)y
ζj
j dyj ∧ dX ′ = Γ(ζj + 1)
∫
Γs
(fj(X) +X
pj
M+1sj)
−ζj−1dX ′,
qui se de´duit de la de´finition de la fonction de´lta de Dirac comme re´sidu. Alors on a l’e´galite´:
(1.3.4)
∫
(R+)k
∫
Γs
e(y1(f1(X)+X
p1
M+1
s1)+···+yk(fk(X)+XpkM+1sk))X ′J
′
yζdy ∧ dX ′
= Γ(ζ1 + 1) · · ·Γ(ζk + 1)
∫
Γs
X ′J
′
(f1(X) +X
p1
M+1s1)
−ζ1−1 · · · (fk(X) +XpkM+1sk)−ζk−1dX ′
= Γ(ζ1 + 1) · · ·Γ(ζk + 1)( 1
2π
√−1)
kIζ
X′J
′
,Γs
(s).
Si on transforme le terme gauche de (1.3.4) en effectuant le changement des variables (y1, · · · , yk) :=
(σ
w′′
1
w(F )ω1, · · · , σ
w′′
k
w(F )ωk), avec σ ∈ R, (ω1, · · · , ωk) ∈ Sk−1+ (w”) et l’homothe´tie naturelle induite
X ′ → (σ
w1
w(F )X1, · · · , σ
wN
w(F )XN , σ
w′
1
w(F )XN+1, · · · , σ
w′
M
w(F )XM , σ
1
w(F )XM+1), on aura∫
Γs
∫
Sk−1
+
(w”)
∫
R+
eσ(ω1(f1(X)+X
p1
M+1
s1)+···+ωk(fk(X)+XpkM+1sk))σζ1+···+ζk+k−1X ′J
′
ωζdσ ∧Ω0(ω)∧ dX ′
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= Γ(ζ1 + 1) · · ·Γ(ζk + 1)
∫
Γs
∫
Sk−1
+
(w”)
X ′J
′
ωζΩ0(ω) ∧ dX ′(∑k
ℓ=1 ωℓ(fℓ(X) +X
pℓ
M+1sℓ)
)ζ1+···ζk+k .
Ici on se sert des formules (1.3.3), dy1 ∧ · · · ∧ dyk = σ
w′′
1
+···+w′′
k
w(F )
−1dσ ∧ Ω0(ω) et de la relation
w(X ′J
′+1) +
∑k
ℓ=1(ζℓ + 1)w
′′
ℓ − (ζ1 + · · ·+ ζk + k)w(F ) = 0. C.Q.F.D.
On remarque ici que si on applique le changement de variables
(X ′, y)→ (X
w1
w(F )
M+1X1, · · · , X
wN
w(F )
M+1XN , X
w′
1
w(F )
M+1XN+1, · · · , X
w′
M
w(F )
M+1XM , XM+1, X
w′′
1
w(F )
M+1y1, · · · , X
w′′
k
w(F )
M+1yk),
au terme gauche de (1.3.4), on obtient l’inte´grale∫
(R+)k
∫
Γs
eXM+1(y1(f1(X)+s1)+···+yk(fk(X)+sk))XJyζXζ1+···ζk+k−1M+1 dy ∧ dX ∧ dXM+1
qui est e´gale a`
(1.3.5) Iζ
XJ,γ
(s) :=
∫
γs
XJ+1(f1(X) + s1)
−ζ1−1 · · · (fk(X) + sk)−ζk−1 dX
X
a` constante pre`s. Ici l’indice de´note J = (i1, · · · , iM ) et le cycle γs ∈ HM (TM \ Xs|XM+1=1)
est une projection de Γs sur T
M ). On va donc pre´ferer le travaille avec l’inte´grale (1.3.5) a` celui
avec (1.3.1). L’indice iM+1 perdue dans l’expression (1.3.5) peut eˆtre recupere´e par la relation
iM+1 = −1− w(XJ+1)−
∑k
ℓ=1(ζℓ + 1)w
′′
ℓ + (ζ1 + · · ·+ ζk + k)w(F ).
Dans cette situation nous pouvons formuler la version affine de la Proposition 1.2. On se sert
de la notation de la varie´te´ affine
ZF (X,0,y) = {(X, y) ∈ TM+k;F (X, 0, y) = 0}.
Proposition 1.4 ([33]) Soit (f1(X), · · · , fk(X)) comme dans §1.1. On de´note par Xq = {X ∈
TM ; fq(X) = 0}, 1 ≤ q ≤ k l’hypersurface dans TM . Soit F (X, s, y) un polynoˆme comme (1.2.1),
alors on a l’isomorphisme ci-dessous comme structure de Hodge,
(1.3.6)
PHM+k−1(ZF (X,0,y)) → PHM (TM \X1 ∪ · · · ∪Xk)
XJyζ dX∧dy
dF
7→ XJdX
f1(X)ζ1+1···fk(X)ζk+1
ou`
XJyζ ∈ C[X, y]
〈X1 ∂F (X,0,y)∂X1 , · · · , XM
∂F (X,0,y)
∂XM
, y1f1(X), · · · , ykfk(X)〉
.
La structure de Hodge mixte de PHM+k−1(ZF (X,0,y)) sera de´crite dans §3.1 d’une fac¸on plus
de´taille´e.
En se servant de la Proposition 1.3 on reduit la transforme´e de Mellin de l’inte´grale (1.3.1) a`
une inte´grale du type d’Euler:
(1.3.7) M ζ
J,γs
(z) :=
∫
Π
szIζ
XJ,γs
(s)
ds
s1
=
∫
Sk−1
+
(w′′)×γΠ
XJωζsz−1dX ∧ Ω0(ω) ∧ ds
(ω1(f1(X) + s1) + · · ·+ ωk(fk(X) + sk))ζ1+···+ζk+k
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=
∫
R+
σζ1+···+ζk+k
dσ
σ
∫
Sk−1
+
(w′′)
ωζΩ0(ω)
∫
γs
XJdX
∫
Π
sz−1eσ(ω1(f1(X)+s1)+···ωk(fk(X)+sk))ds,
ici le cycle Π est choisi en sorte qu’il e´vite les poˆles de l’inte´grale Iζ
XJ,γ
(s) et qu’il soit homologue a`
Rk (cf. [22], (2.1.4)). On se sert de la notation γΠ := ∪s∈Π(s, γs). Il ne faut pas le confondre avec
l’onglet de Lefschetz, car γΠ est plus toˆt un tuyau sans onglet.
Et puis, nous ree´crivons, a` constante pre`s, la dernie`re expression par
(1.3.8)
∫
(R+)k×γΠ
eΨ(T )XJ+1yζ+1sz
dX
X1
∧ dy
y1
∧ ds
s1
ou`
(1.3.9) Ψ(T ) = T1(X, s, y) + · · ·+ TL(X, s, y) = F (X, s, y),
dans lequel chaque terme Ti(X, s, y) repre´sente un monoˆme des variablesX, s, y du polynoˆme (1.2.1).
Nous allons appeler le polynoˆme (1.1.6) (note´ par Ψ(T )) fonction de phase.
1.4. Lemmes combinatoires Ici on pre´pare quelques lemmes de caracte`re combinatoire qui
sont utiles pour le calcul de la transforme´e de Mellin (1.3.7).
De´sormais on note par L le nombre des monoˆmes en (X, s, y) qui prennent part a` la fonction
de phase. Dans le cas de la singularite´ d’A’Campo (0.2), on a L = (N + 1)k, avec
(1.4.1) T1 = y1x
α1,1
1 , T2 = y1x
α2,1
2 , · · · , TL = yksk.
D’ici bas pour (0.2), on suppose toujours que la matrice
(1.4.2)


α1,1 · · · α1,N
... · · · ...
αk,1 · · · αk,N

 ,
est de rang k.
Si le nombre L est strictement plus petit que le nombre des variables (X, s, y) = M + 2k, alors
nous appelons le cas “abondant”. Par contre, si M + 2k < L le cas “de´ficitaire”.
Dans le cas de´ficitaire, on peut de´finir le nombre m comme le nombre minimal des nouvelles
variables
(1.4.3) x′′ = (x′1, · · · , x′m)
pour rendre le nombre des variables e´gal a` celui des termes selon la fac¸on introduite au §1.1. Par
exemple, la relation (1.4.1) devient comme suit:
(1.4.4) T1 = y1x
′
1x
α1,1
1 , T2 = y1x
′
2x
α2,1
2 , · · · , T(N+1)k−1 = ykx′mxαN,kN , T(N+1)k = yksk.
Pour simplifier nous introduisons l’e´criture des polynoˆmes
fi(X) = X
~α1,i + · · ·+X~ατi,i , 1 ≤ i ≤ k,
ou` X~αj,i = X
αj,i,1
1 · · ·Xαj,i,MM = xαj,i,11 · · ·xαj,i,NN x′αj,i,N+11 · · ·x′αj,i,MM−N . Le nombre τi de´note le nombre
des termes qui sont pre´sents dans l’expression fi(X). On a ainsi τ1 + · · ·+ τk + k = L.
Proposition 1.5 Pour la varie´te´ torique PΣ (resp. PΣ˜) associe´e a` Xs de´finie par (0.2), (1.4.1),
on a dimD(Σ) = dimD(Σ˜) + 1 = (N − 1)(k − 1), et
(1.4.5) m = dimD(Σ)− 1 = dimD(Σ˜) = (N − 1)(k − 1)− 1.
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C’est a` dire, l’addition convenable (voir Lemme 3.5. ci-dessous) des nouvelles variables x′ =
(x′′, x′m+1) = (x
′
1, · · · , x′m, x′m+1) a` f1(x), · · · , fk(x) rend notre polynoˆme G(X ′, 0, y) de (1.1.4) quasi-
homoge`ne.
De´monstration D’abord on remarque que ~αj,i = (0, · · · , 0, · · · , 0,
j
∨· · · ,αj,i,j , 0, · · · , 0), 1 ≤ i ≤ k,
1 ≤ j ≤ N, selon la notation ci-dessus. Pour de´montrer la proposition, il suffit de trouver l’ensemble
minimal de vecteurs supple´mentaires ~ej,i, (j, i) ∈ A˜, |A˜| = m+ 1 tel que ~αj,i − ~αj+1,i + ~ej,i posse`de
un unique vecteur vertical dans CN+m+1. Si la condition (1.4.2) est satisfaite, on voit que l’espace
vectoriel engendre´ par
~αj,1 − ~αj+1,1, 1 ≤ j ≤ N − 1
~αj,i − ~αj+1,i + ~ej,i, 1 ≤ j ≤ N − 1, 2 ≤ i ≤ k,
avec
∧
1≤j≤N−1,2≤i≤k ~ej,i 6= 0 posse`de unique vecteur vertical∧
1≤j≤N−1
(
~αj,1 − ~αj+1,1
) ∧
1≤j≤N−1,2≤i≤k
(
~αj,i − ~αj+1,i + ~ej,i
)
dans CN+(N−1)(k−1). On en de´duit que la dimension de l’espace desire´ doit eˆtre m + 1 = (N −
1)(k − 1). C.Q.F.D.
1.5 En suite, on va conside´rer une parame´trisation simple de la varie´te´ de´finie par (0.1). Pour
fixer la situation, de´sormais on tient uniquement compte du cas de´ficitaire des variables. Les cas
abondants des variables seront traite´s ailleurs (par exemple (4.2.1), (4.2.2) ci-dessous). On note
(1.5.1) Ξ :=t (x1, · · · , xN , x′1, · · · , x′m, s1, · · · , sk, y1, · · · , yk),
(1.5.2) Log T :=t (log T1, · · · , log TL)
(1.5.3) Log Ξ :=t (log x1, · · · , log xN , log x′1, · · · , log x′m, log s1, · · · , log sk, log y1, · · · , log yk).
Ici on oublie la variable x′m+1 en la fixant x
′
m+1 = 1. Alors, une e´quation line´aire e´quivalente a`
(1.4.4) s’e´crit comme,
(1.5.4)
log T1 = log y1+log x
′
1+α1,1log x1, log T2 = log y1+log x
′
2+α2,1log x2, · · · , log T(N+1)k = log yk+log sk.
Ree´crivons cette relation line´aire (1.5.4) au moyen d’une matrice L ∈ End(ZL),
(1.5.5) Log T = L · Log X.
Dore´navant, les colonnes des matrices L, L−1 etc. seront toujours range´es en correspondance avec
l’ordre des variables donne´ ci-dessus dans (1.5.1), (1.5.2), (1.5.3).
Bien entendu, on peut modifier, avec une certaine liberte´, de monoˆmes du polynoˆme f en y
ajoutant des parame`tres (x′1, · · · , x′m), comme on verra dans l’exemple suivant. C’est a` dire, on peut
ajouter x′ comme chez (1.6.3) ou bien (1.6.7) ci-dessous. On va revenir a` cette question plus tard
au §3.2. Voir Remarque 5 a` propos de la compactification de Terasoma.
Ne´anmoins, dans le cas de la singularite´ (0.2), le choix des monoˆmes auxquels on multiplie´ les
parame`tres supple´mentaires est un peu de´licat. Notamm ent, il faut suivre les re`gles suivantes pour
e´viter la de´ge´ne´rescence de la matrice L de la relation (1.5.5).
Lemme 1.6 Pour (0.2) et (1.4.3), on a une matrice non-de´ge´ne´re´e L si on suit les re`gles suivantes:
a. Pour l’indice i ∈ {1, · · · , N} fixe´, il faut choisir au moins un des monoˆmes xαj,i,jj , 1 ≤ i ≤ k
que on ne modifie pas.
b. Pour l’indice i ∈ {1, · · · , k} fixe´, il faut choisir au moins un des termes xαj,i,jj , 1 ≤ j ≤ N que
on ne modifie pas.
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Par exemple, on peut modifier les termes de yℓ(fℓ(x) + sℓ) pour ℓ assez grand de la fac¸on suivante:
(1.5.6) yℓ(fℓ(x, x
′) + sℓ) = yℓ(xα1ℓ1 +
N∑
i=2
x′i,ℓx
αiℓ
i + sℓ).
Ainsi on cre´e un polynoˆme qui de´pend des (N − 1) nouveaux parame`tres (x′2,ℓ, · · · , x′N,ℓ) qui
n’apparaˆissent pas aux f1(x, x
′) + s1, · · · fℓ−1(x, x′) + sℓ−1. On arrive a` une notion naturelle qui
contient le cas (0.2).
De´finition 2 Nous appelons une IC (0.1) simpliciable, s’il existe un polynoˆme (1.1.4) tel que
dimD(Σ) = L − 2k − N + 1 et tel que la matrice L de´finie par (1.5.5) soit non-de´ge´ne´re´e. Nous
appelons tel polynoˆme (1.1.4) simplicial.
Dans le cas ou` l’IC est simpliciable, on peut e´noncer une nouvelle proposition, analogue a` la Proposi-
tion 1.5. C’est a` dire une relation entre le nombre des variables ne´cessaires pour la quasihomoge´ne´ite´
et le nombre m de (1.4.3).
Proposition 1.7 Pour l’IC simpliciable plonge´e dans PΣ (resp. PΣ˜), on a la relation suivante;
(1.5.7) m = dim D(Σ)− 1 = dimD(Σ˜) =M −N.
Dore´navant, on va donc identifier M = N +m.
On se souvient ici de la notion de non-de´ge´ne´rescence d’un polynoˆme qui s’entraˆine de sa sim-
pliciabilite´.
De´finition 3 L’hypersurface de´finie par un polynoˆme g(x) =
∑
α∈supp(g) gαx
α ∈ C[x1, · · · , xn] se
dit non-de´ge´ne´re´ si et seulement si pour n’importe quel ξ ∈ Rn≥0 l’inclusion suivante a lieu,
{x ∈ Cn;x1 ∂g
ξ
∂x1
= · · · = xn ∂g
ξ
∂xn
= 0} ⊂ {x ∈ Cn;x1 · · ·xn = 0}
ou` gξ(x) =
∑
{β;<β,ξ>≤<α,ξ>, pour tout α∈supp(g)} gαx
α.
Proposition 1.8 Si la matrice L est non-de´ge´ne´re´e, l’hypersurface ZF (X,0,y) est non-de´ge´ne´re´e au
sens de la De´finition 3.
De´monstration D’abord on remarque que pour ξ = (
M︷ ︸︸ ︷
0, · · · , 0,
k︷ ︸︸ ︷
1, · · · , 1) on a F ξ(X, 0, y) =
F (x, 0, y). Il est ne´cessaire que l’e´quation suivante ait aucune solution dans TM+k pour la non-
de´ge´ne´rescence de l’hypersurface ZF (X,0,y),
X1
∂F (X, 0, y)
∂X1
= · · · = XM ∂F (X, 0, y)
∂XM
= y1f1(X) = · · · = ykfk(X) = 0.
Cett’e´quation entraˆine,
(1.5.8)
T1(X, y) = T2(X, y) = · · · = Tτ1(X, y) = Td1+1(X, y), · · · , Td2+1(X, y), · · · , Tdk−1(X, y) = 0,
avec dq :=
∑q
i=1 τi+ q. Pour resoudre l’e´quation (1.5.8) dans T
M+k, il suffit de chercher la solution
non-triviale du syste`me,
LLog Ξ0 =
t (−∞, · · · ,−∞),
Log Ξ0 :=
t (log x1, · · · , log xN , log x′1, · · · , log x′m, 0, · · · , 0, log y1, · · · , log yk).
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Si detL 6= 0 une solution quelconque Log Ξ0 contient un e´le´ment −∞. Cela veut dire que l’e´quation
(1.5.8) n’a pas de la solution dans TM+k. C.Q.F.D.
1.6. Exemple On conside`re un exemple de l’IC non-de´ge´ne´re´e de´fini par 3 polynoˆmes qui
de´pendent de deux variables,
(1.6.1) fi(x) = x
αi
1 + x
βi
2 , 1 ≤ i ≤ 3.
Alors la fonction de phase a 9 termes, pourtant elle de´pend de 8 variables-parame`tres: y1(x
α1
1 +
xβ12 + s1) + y2(x
α2
1 + x
β2
2 + s2) + y3(x
α3
1 + x
β3
2 + s3).
On se trouve au cas de´ficitaire. On ajoute un autre parame`tre x′1 qui met notre polynoˆme sous
forme convenable. Notamment, on regarde
(1.6.2) y1(x
α1
1 + x
β1
2 + s1) + y2(x
α2
1 + x
β2
2 + s2) + y3(x
α3
1 + x
′
1x
β3
2 + s3),
au lieu de la fonction de phase initiale.Alors on a
(1.6.3)
T1 = y1x
α1
1 , T2 = y1x
β1
2 , T3 = y1s1, T4 = y2x
α2
1 , T5 = y2x
β2
2 , T6 = y2s2, T7 = y3x
α3
1 , T8 = y3x
′
1x
β3
2 , T9 = s3.
Dans ce cas la`, on est ramene´ a` resoudre l’e´quation line´aire suivant:
(1.6.4) Log T = L3 · Log X.
ou`
(1.6.5) L3 =


α1 0 0 0 0 0 1 0 0
0 β1 0 0 0 0 1 0 0
0 0 0 1 0 0 1 0 0
α2 0 0 0 0 0 0 1 0
0 β2 0 0 0 0 0 1 0
0 0 0 0 1 0 0 1 0
α3 0 0 0 0 0 0 0 1
0 β3 1 0 0 0 0 0 1
0 0 0 0 0 1 0 0 1


,
Log T =t (log T1, log T2, log T3, log T4, log T5, log T6, log T7, log T8, log T9)
Log X =t (log x1, log x2, log x
′
1, log s1, log s2, log s3, log y1, log y2, log y3).
Autrement dit, on a relation:
Log X = L3
−1 · Log T,
avec
L3
−1 =
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(1.6.6)
1
δ(1, 2)


β2 −β2 0 −β1 β1 0 0 0 0
α2 −α2 0 −α1 α1 0 0 0 0
−δ(2, 3) δ(2, 3) 0 δ(1, 3) −δ(1, 3) 0 −δ(1, 2) δ(1, 2) 0
β1 α2 −α1 β2 δ(1, 2) −α1 β1 α1 β1 0 0 0 0
β2 α2 −β2 α2 0 −α1 β2 β1 α2 δ(1, 2) 0 0 0
α3 β2 −α3 β2 0 −β1 α3 β1 α3 0 −δ(1, 2) 0 δ(1, 2)
−β1 α2 α1 β2 0 α1 β1 −α1 β1 0 0 0 0
−β2 α2 β2 α2 0 α1 β2 −β1 α2 0 0 0 0
−α3 β2 α3 β2 0 β1 α3 −β1 α3 0 δ(1, 2) 0 0


.
Ici on s’est servi de la notation δ(i, j) = αiβj − αjβi, 1 ≤ i, j ≤ 3. Pourtant on note que det(L3) =
δ(1, 2). Si on regarde une autre parame´trisation:
(1.6.7) y1(x
α1
1 + x
β1
2 + s1) + y2(x
α2
1 + x˜
′
1x
β2
2 + s2) + y3(x
α3
1 + x
β3
2 + s3).
On aura Log T˜ = L2 · (log X˜ ′) avec la matrice:
(1.6.8) L2 =


α1 0 0 0 0 0 1 0 0
0 β1 0 0 0 0 1 0 0
0 0 0 1 0 0 1 0 0
α2 0 0 0 0 0 0 1 0
0 β2 1 0 0 0 0 1 0
0 0 0 0 1 0 0 1 0
α3 0 0 0 0 0 0 0 1
0 β3 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 1


,
(1.6.9) L2
−1 =
1
δ(1, 3)


β3 −β3 0 0 0 0 −β1 β1 0
α3 −α3 0 0 0 0 −α1 α1 0
δ(2, 3) −δ(2, 3) 0 −δ(1, 3) δ(1, 3) 0 δ(1, 2) −δ(1, 2) 0
β1 α3 −α1 β3 δ(1, 3) 0 0 0 −β1 α1 β1 α1 0
β3 α2 −β3 α2 0 −δ(1, 3) 0 δ(1, 3) −β1 α2 β1 α2 0
α3 β3 −α3 β3 0 0 0 0 −α1 β3 α3β1 δ(1, 3)
−β1 α3 α1 β3 0 0 0 0 β1 α1 −β1 α1 0
−β3 α2 β3 α2 0 δ(1, 3) 0 0 β1 α2 −β1 α2 0
−α3 β3 α3 β3 0 0 0 0 α1 β3 −β1 α3 0


14 S. TANABE´
(1.6.10) L3 · C32 = L2
avec C32 = − δ(1,3)δ(1,2) . On a det(L2) = −δ(1, 3).
2 Repre´sentation Mellin-Barnes-Pincherle de l’inte´grale
fibre
2.1 L’inte´grale- fibre en tant qu’une fonction hyperge´ome´trique ge´ne´ralise´e
Nous notons par XJ le monoˆme xi11 · · ·xiNN x′i
′
1
1 · · ·x′imm . Dans le cas de l’IC simpliciable, on a
m =M −N. On reprend la forme
(2.1.1) M ζ
J,γs
(z) :=
∫
Π
szIζ
XJ,γs
(s)
ds
s1
,
pour certain cycle Π qui e´vite les poˆles de Iζ
XJ,γ
(s). D’ailleurs il serait utile de voir le calcul du
chapitre pre´ce´dent, en liaison avec la notion des fonctions hyperge´ome´triques ge´ne´ralise´es (FHG)
au sens de Mellin-Barnes-Pincherle [2], [20]. Par cette formulation la FHG de Gauss s’exprime par
l’inte´grale,
2F1(α, β, γ|s) = 1
2πi
∫ z0+i∞
z0−i∞
(−s)z Γ(z + α)Γ(z + β)Γ(−z)
Γ(z + γ)
dz, −ℜα,−ℜβ < z0.
L’ensemble des indices des colonnes et des rayons de la matrice L sera note´ par I,
I := {1, · · · , L}.
Ici on se souvient de la relation L = N + m + 2k = M + 2k. La notion suivante facilitera notre
formulation des re´sultats.
De´finition 4 Nous appelons une fonction g(z) = g(z1, · · · , zk) ∆− pe´riodique pour ∆ ∈ Z>0, si
g(z) = h(eπ
√−1 z1∆ , · · · , eπ
√−1 zk∆ ),
pour une fonction rationelle h(ζ1, · · · , ζk) quelconque.
Pour (0.1) une IC simpliciable, on a l’e´nonce´ comme suit.
Proposition 2.1 1)Il existe un cycle Π ∈ Hk(Tk \ S.S.IζXJ,γ(s)) tel que la transforme´e de Mellin
(2.1.1) se repre´sente comme produit des Γ− fonctions a` un facteur g(z) de fonction ∆− pe´riodique
pre`s:
M ζ
J,γ(z) = g(z)
∏
a∈I
Γ
(La(J, z, ζ)),
avec
(2.1.2) La(J, z, ζ) =
∑N
j=1 A
a
j (ij + 1) +
∑m
j=1 C
a
j (i
′
j + 1) +
∑k
ℓ=1 (B
a
ℓ zℓ +D
a
ℓ (ζℓ + 1))
∆
, a ∈ I.
Ici on a la matrice aux e´le´ments entiers,
(2.1.3) tT = (Aa1 , · · · , AaN , Ca1 , · · · , Cam, Ba1 , · · · , Bak , Da1 , · · · , Dak)1≤a≤L,
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avec p.g.d.c.(Aa1 , · · · , AaN , Ca1 , · · · , Cam, Ba1 , · · · , Bak , Da1 , · · · , Dak) = 1, pour tout a ∈ [1, L], ou` la ma-
trice ∆−1T est l’inverse de L. Ainsi ∆ > 0 est determine´ d’une manie`re unique. Pourtant les
coefficients (2.1.2) satisfont les proprie´te´s suivantes pour chaque indice a ∈ I :
a Soit La(J, z, ζ) = ∆∆zℓ, c.a`.d. Aa1 = · · · = AaN = 0, Ba1 = · · ·
ℓ∨· · · = Bak = 0, Baℓ = 1.
b Soit
La(J, z, ζ) =
∑N
j=1A
a
j (ij + 1) +
∑m
j=1 C
a
j (i
′
j + 1) +
∑k
ℓ=1B
a
ℓ (zℓ − ζℓ − 1)
∆
2) Pour chaque l’indice 1 ≤ ℓ ≤ N, 1 ≤ q ≤ k, 1 ≤ j ≤ m fixe´ les e´galite´s suivantes ont lieu:
(2.1.4)
∑
a∈I
Aaℓ = 0,
∑
a∈I
Baq = 0,
∑
a∈I
Caj = 0.
3)Parmi les fonction line´aires La, a ∈ I la relation suivante a lieu:∑
a∈I
La(J, z, ζ) = ζ1 + · · ·+ ζk + k.
De´monstration
1) D’abord on se souvient de la de´finition de la Γ−fonction,∫
Ca
e−TaT σaa
dTa
Ta
= (1− e2πiσa)Γ(σa),
pour l’unique cycle Ca nontrivial qui tourne autour de Ta = 0 avec les asymptotes ℜTa → +∞. On
transforme l’inte´grale (1.3.8) a` l’aide de l’application (1.5.5),
(2.1.5)
∫
(R+)k×γΠ
eΨ(T (X,s,y))XJ+1szyζ+1
dX
X1
∧ dy
y1
∧ ds
s1
= (detL)−1
∫
L∗(R+k×γΠ)
e
∑
a∈I
Ta
∏
a∈I
TLa(J,z,ζ)a
∧
a∈I
dTa
Ta
.
Evidemment l’inte´grale (2.1.5) est e´gale au (1.3.8) a` des fonctions ∆− pe´riodiques pre`s. Ici L∗(R+k×
γΠ) de´note l’application d’un chaˆine dans CMX × Cks × Cky au celui dans CM+2kT induite par la
transformation (1.5.5). On peut conside´rer une action naturelle λ : Ca → λ(Ca) de´finie par la
relation, ∫
λ(Ca)
e−TaT σaa
dTa
Ta
=
∫
(Ca)
e−Ta(e2π
√−1Ta)σa
dTa
Ta
.
A l’aide de cett’action le chaˆine L∗(R+k × γΠ) s’ave`re homologue au chaˆine,
∑
(j
(ρ)
1 ,···,j
(ρ)
L
)∈[1,∆]L
m
j
(ρ)
1 ,···,j
(ρ)
L
k∏
a=1
λj
(ρ)
a (R+)
L∏
a′=k+1
λj
(ρ)
a′ (Ca′),
avecm
j
(ρ)
1 ,···,j
(ρ)
L
∈ Z. Celui-ci explique l’apparition du facteur g(z) =∑
(j
(ρ)
1 ,···,j
(ρ)
L
)∈[1,∆]L mj(ρ)1 ,···,j
(ρ)
L∏k
a=1 e
2π
√−1j(ρ)a La(J,z,ζ) ∏L
a′=k+1 e
2π
√−1j(ρ)
a′
La′ (J,z,ζ)(1−e2π
√−1La′ (J,z,ζ)) a` part de la fonction Γ(•).
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Dans la suite, on s’occupe de l’analyse des facteurs de la fonction Γ chez l’inte´grale (2.1.5).
Dans ce but, on repre´sente la matrice L (resp.L−1) comme un ensemble des L colonnes proprement
range´es:
(2.1.6) L = (~v1, ~v2, , · · · , ~vL), L−1 = (~w1, ~w2, , · · · , ~wL), ~wa =t (wa,1, · · · , wa,L).
Les vecteurs colonnes de L−1 sont divise´es en 3 groupes:
1 les colonnes avec tous les e´le´ments formellement non-ze´ros.
2 avec unique e´le´ment non-ze´ro (= 1) qui produit zi, 1 ≤ i ≤ k.
3 avec les e´le´ments non-ze´ros qui produisent une fonction line´aire en ζ +1,J+1 d’apre`s (2.1.2).
Dans l’argument plus loin, les premie`res deux groupes des colonnes nous importent.
Le produit inte´rieur des vecteurs (J, z, ζ) et ~wa de´finit la fonction line´aire sous question:
(2.1.7) La(J, z, ζ) = (J + 1, z, ζ + 1) · ~wa.
La colonne qui correspond a` la variable log si de L consiste en un seul e´le´ment non-ze´ro (= 1)
a` la position τ1 + · · · + τi + i. Pourtant la colonne de L qui correspond a` la variable log x′ℓ aussi
consiste d’un e´le´ment non-ze´ro (= 1) qui n’est pas en position τ1 + · · ·+ τi + i, (1 ≤ i ≤ k). Notons
simplement, cette correspondance par
~vρ(i) =
t (0, · · · , 0,
σ(i)
∨· · ·1, 0, · · · , 0),
qui entraˆine chez L−1,
~wσ(i) =
t (0, · · · , 0,
ρ(i)
∨· · ·1, 0, · · · , 0).
Ici ρ, σ : {N + 1, · · · ,M + k} → I est l’injection qui envoye les nume´ros des colonnes correspondant
aux variables s, x′ a` l’ensemble total des indices I. En suite, on divise les colonnes de L−1 en
k groupes Λ1, · · · ,Λk ⊂ I dont chacun repre´sente Λb = {τ1 + · · · + τb−1 + b, · · · , τ1 + · · · + τb +
b} ⊂ I. Pour ce groupe, on peut constater les proprie´te´s suivantes. a) La colonne ~vM+k+b =t
(0, · · · , 0, 0,
τ1+···+τb−1+b∨· · ·0, 1, 1, · · · , · · · ,
τ1+···+τb+b∨1, · · · , 1, 0, · · · , 0), avec τb+1, (1 ≤ b ≤ k) e´le´ments non-ze´ros (= 1). b)
Pour les vecteurs ~wa du cas 1 ci-dessus,
(2.1.8)
∑
a∈Λb
wa,j = 0 si j 6=M + k + b, 1 ≤ b ≤ k,
et puis il existe un autre vecteur du meˆme groupe Λb qui satisfait:
(2.1.9) wσ(i),j = δρ(i),j ,
ou` δ·,∗ est le symbole delta de Kronecker. Le vecteur (2.1.9) corresopnd au groupe 2.
2) Les 1e`re , · · · , M + k−ie`me vecteurs rayons de la matrice L−1 sont orthogonaux aux vecteurs
~vM+k+1, · · · , ~vM+2k ci-dessus. Cela signifie les relations (2.1.4).
3) L’e´nonce´ se de´duit du point 2). C.Q.F.D.
En vue de la Proposition 2.1, on peut introduire les sous-ensembles des indices a ∈ {1, 2, · · · ,M}
comme suit.
De´finition 5 Le sous-ensemble I+q ⊂ {1, 2, · · · , k} (resp. I−q , I0q ) consiste en indices a tels que le
coefficient Baq de La(J, z, ζ) (2.1.2) soit positif (resp. negatif, ze´ro). D’une fac¸on analogue, on
de´finit le sous-ensemble J+r ⊂ {1, 2, · · · ,m} (resp. J−r , J0r ) qui consiste en les indices a tels que le
coefficient Car de La(J, z, ζ) soit positif (resp. negatif, ze´ro)
Transforme´e de Mellin 17
2.2. Syste`me de Horn Pour assurer la convergence de la transforme´e de Mellin inverse de
M ζ
J,γ(z) de (2.1.1), on ve´rifie que la transofrme´e de Mellin M
ζ
J,γ(z) admet l’e´stimation suivante
quitte a` multiplier une fonction ∆− pe´riodique g(z).
|M ζ
J,γ(z) |< CJexp(−ǫ | Im z |) lorsque Im z →∞, dans un secteur d’ouverture < 2π.
pour un certain ǫ > 0,
Avant d’e´noncer un lemme directement applicable a` notre situation, on se rappelle un lemme
e´le´mentaire pour l’inte´grale:
(2.2.1)
∫ z0+i∞
z0−i∞
szg(z)
ν∏
j=1
Γ(z + αj)
Γ(z + ρj)
dz.
Lemme 2.2 Si on choit une des fonctions suivantes g+(z) (resp. g−(z)) en tant que g(z), alors
l’inte´grand de (2.2.1) est de de´croissance exponentielle lorsque Im z tend vers ∞ dans le secteur
0 ≤ arg z < 2π, (resp. −π ≤ arg z < π.)
g±(z) = 1 + e±2πiβν
ν∏
j=1
sin2π(z + αj)
sin2π(z + ρj)
,
avec βν = −1 +
∑ν
j=1(ρj − αj)
De´monstration
Il suffit de se rappeler
ν∏
j=1
Γ(x+ iy + αj)
Γ(x+ iy + ρj)
→ const. | y |−(βν+1)
lorsque y → ±∞. Ici, on se sert de la formule de Binet:
log Γ(z + a) = log Γ(z) + a log z − a− a
2
2z
+O(| z |−2)
si | z |>> 1, . Le facteur | s−(x+iy) |= r−xeθy, pour s = reiθ donne la contribution exponentiellement
de´croissante dans chaque cas. C.Q.F.D.
Nous introduisons la notation
Lj(z) = Aj1z1 +Aj2z2 + · · ·+Ajkzk +Aj0, 1 ≤ j ≤ p
Mj(z) = Bj1z1 +Bj2z2 + · · ·+Bjkzk +Bj0, 1 ≤ j ≤ r.
Lemme 2.3 Pour que l’inte´grale
(2.2.2)
∫
Πˇ
szg(z)
∏p
j=1 Γ(Lj(z))∏r
j=1 Γ(Mj(z))
dz1 ∧ · · · ∧ dzk
avec g(z) une fonction ∆− pe´riodique convenable de´finisse une fonction a` croissance polynomiale a`
ses lieux singuliers (y compris ∞) il suffit que les conditions suivantes soient safisfait.
i) Pour chaque i > 0
(2.2.3)
p∑
j=1
Aj,i =
r∑
j=1
Bj,i
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ii) Le nombre
(2.2.4) α = minz∈Sk−1
( p∑
j=1
|Lj(z)−Aj0| −
r∑
j=1
|Mj(z)−Bj0|
)
soit non-negatif.
De´monstration Pour voir l’existence d’une direction d’inte´gration lelong laquelle l’inte´grand
de (2.2.2) est de de´croissance exponentielle, on recourt a` une astuce de No¨rlund [20] comme au
lemme 2.2. Si on utilise la notation comme suit:
βi =
∑
j
Aj,i −
∑
j
Bj,i
η =
p∑
j=1
Aj,0 −
r∑
j=1
Bj,0 − 1
2
(p− r)
l’inte´grand de (2.2.2) se comporte comme e
∑
k
j=1
(− 12απ|uj |+θjuj)∏k
j=1 |vj |βjvj+η(Rj/ρj)γ pour cer-
tain γ, ρ1, · · · , ρk ∈ R et s = (R1eiθ1 , · · · , Rkeiθk) lorsque le norme de la variable zj = uj + ivj tend
vers l’infini. Il est facile de voir cela de la formule de Stirling (Whittaker-Watson, Chapter XII,
Exemple 44). L’estimation ci-dessus entraˆine imme´diatement le lemme. C.Q.F.D.
Remarque 1 Dans [22] les auteurs ont e´tabli un the´ore`me semblable a` notre dans le cas ou` α de
(2.2.4) est strictement positif.
Si on applique ce lemme a` notre inte´grale, on voit qu’il existe un cycle Πˇ
(2.2.5) Iζ
XJ,γ
(s) :=
∫
Πˇ
g(z)
∏
a∈I+q ∪I0q Γ
(La(J, z, ζ))∏
a¯∈I−q Γ
(
1− La¯(J, z, ζ)
) s−zdz,
avec une fonction g(z) rationelle en eπiLa(J,z,ζ), a ∈ I. Ici on se souvient de la relation Γ(z)Γ(1−z) =
π
sin πz
. Une autre consequence importante de la proposition ci-dessus est le the´ore`me suivant:
The´ore`me 2.4 L’inte´grale Iζ
XJ,γ
(s) satisfait un syste`me des e´quations du type de Horn comme
suit:
(2.2.6) Lq,J(ϑs, s, ζ)I
ζ
XJ,γ
(s) =
[
Pq,J(ϑs, ζ)− s∆q Qq,J(ϑs, ζ)
]
Iζ
XJ,γ
(s) = 0, 1 ≤ q ≤ k
avec
(2.2.7) Pq,J(ϑs, ζ) =
∏
a∈I+q
Baq−1∏
j=0
(La(J,−ϑs, ζ) + j)
(2.2.8) Qq,J(ϑs, ζ) =
∏
a¯∈I−q
−Ba¯q−1∏
j=0
(−La¯(J,−ϑs, ζ)− j),
ou` I+q , I
−
q , 1 ≤ q ≤ k. sont les ensembles des indices de´finis dans la De´finition 5. Pourtant les
degre´s des deux ope´ratuers Pq,J(ϑs, ζ), Qq,J(ϑs, ζ) sont e´gaux. Notamment ils s’expriment par la
relation suivante,
(2.2.9)
∑
a∈I+q
Baq = |χ(Xq)| = |χ(X˜q)|,
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ici Xq signifie la varie´te´ affine de dimension M − 1,
Xq := {(X, s)|sq=1 ∈ TM+k−1; f1(X) + s1 = · · · = fq−1(X) + sq−1 =
= fq(X) + 1 = fq+1(X) + sq+1 = · · · = fk(X) + sk = 0}.
Nous notons par X˜q l’IC de´finie dans T
M+1,
X˜q := {(x, sq) ∈ TM+1; f1(x) = · · · = fq−1(x) = fq(x) + sq = fq+1(x) = · · · = fk(x) = 0}.
De´monstration Pour un cycle γ qui re´alise l’expression (2.1.1) de la transforme´e de Mellin, l’e´nonce´
est une conse´quence e´vidente du (2.2.5). Pour l’autre cycle γ′, on applique l’argument de [4], [5],
[25] 3.4.1, qui dit que l’inte´grand de l’expression∫
γ′
∫
Γ
[
Pq,J(ϑs, ζ)− s∆q Qq,J(ϑs, ζ)
]
(f1(X) + s1)
−ζ1−1 · · · (fk(X) + sk)−ζk−1XJdX,
donne derive´e d’une forme rationelle sur TM \X1 ∪ · · · ∪Xk (notation de la Proposition 1.4).
Nous prouvons ici donc (2.2.9). Soit Eq sous-espace de R
L
(z,ζ,J) de´fini par zq = 0, ζ = 0. Alors
on a l’e´galite´ pour a ∈ I+q
Baq = (M + k − 1)!volM+k−1(
〈
~v1|Eq ,
a∨· · ·, ~vL|Eq
〉
),
ou` ~vi i−e`me vecteur rayon de la matrice L. En fait
〈
~v1|Eq ,
a∨· · ·, ~vL|Eq
〉
est formellement un polye`dre
avec L − 1 vertexes (y compris {0}) dans Eq dont le volume est e´gal au volume d’un simplexe
avec (M + k − 1) vertexes dans Eq qui appartiennent a` l’un des polye`dres de Newton ∆(f1(X) +
s1),∆(fq−1(X) + sq−1), ∆(fq(X) + 1), ∆(fq+1(X) + sq+1), · · · , ∆(fk(X) + sk).
Dans la matrice L on multiplie les rayons qui correspondent aux termes de fℓ(X) par λℓ (ℓ 6= q).
Notons par L(λ) la matrice ainsi modi fie´e. Alors
det(L(λ)) = λτ11 · · ·λτkk det(L),
ou` τi = nombre des termes dans l’expression fi(X). Evidemment τ1 + · · · τk + k = L. Si on calcule
le (M + q, ℓ)−mineur ( de´terminant de la matrice que l’on obtient de L en enlevant (M + q)−ie`me
colonne et ℓ−ie`me rayon de L(λ)). On remarque ici que M + 1, · · ·M + k colonnes sont ceux qui
correspondent a` z1, · · · , zk. Le (M + q, ℓ)−mineur sous question nous donne le (M + q, ℓ)−mineur de
L multiplie´ par λτ11 · · ·λτℓ−1ℓ λτkk dont l’homoge´ne´ite´ en (λ1, · · · , λk) est e´gal a` L− k− 1 =M + k− 1.
D’apre`s la de´finition du volume mixte de Minkowski, le somme de tous les simplexes possibles
engendre´s par M + k − 1 vertexes qui appartiennent a` l’un des polye`dres de Newton ∆(f1(X) +
s1),∆(fq−1(X) + sq−1), ∆(fq(X) + 1), ∆(fq+1(X) + sq+1), · · · , ∆(fk(X) + sk) doit eˆtre le somme
des coefficients positifs de λa11 · · ·λakk ,
a1 + · · ·+ ak =M + k − 1, a1 ≥ 1, · · · , ak ≥ 1
chez les (M + q, ℓ)−mineurs avec 1 ≤ ℓ ≤ L. Ce somme est e´gal a` ∑a∈I+q Baq . D’autre part d’apre`s
le the´ore`me de Khovanski-Oka [16], [21] le caracte´ristique d’Euler de l’intersection comple`te Xq
s’exprime par des donne´es combinatoires,
1
(M + k − 1)! |χ(Xq)| =
volM+k−1
(
∆(f1(X)+s1),∆(fq−1(X)+sq−1),∆(fq(X)+1),∆(fq+1(X)+sq+1), · · · ,∆(fk(X)+sk)
)
.
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L’e´galite´ |χ(X˜q)| = |χ(Xq)| est une conse´quence facile d’alge`bre line´aire. C.Q.F.D.
On peut formuler une condition de non-re´sonance pour le syste`me (2.2.6).Notamment, l’ensemble
des fonctions line´aires⋃
a∈I+q
{La(J, z, ζ),La(J, z, ζ) + 1, · · · ,La(J, z, ζ) +Baq − 1},
ait aucune intersection avec l’ensemble⋃
a¯∈I−q
{La¯(J, z, ζ),La¯(J, z, ζ) + 1, · · · ,La¯(J, z, ζ) −Ba¯q − 1}.
Dans le cas de non-re´sonance ci-dessus, le de´gre´ de l’ope´rateur Lq,J(ϑ, ζ) est e´gal a` |χ(Xq)|.
Corollaire 2.5 La varie´te´ caracte´ristique du syste`me (2.2.6) est e´gale a` la varie´te´
Λ = {(s, ξ) ∈ T ∗Cks ;σ(Lq)(s, ξ) =
[
Pq,0(sξ, 0)− s∆q Qq,0(sξ, 0)
]
= 0, 1 ≤ q ≤ k}
ou` sξ = (s1ξ1, · · · , skξk). Le lieu singulier de (2.2.6) est contenu dans l’ensemble R = {s ∈
Cks ;R[σ(L1)(s, ξ), · · · , σ(Lk)(s, ξ)] = 0} ou` R[σ(L1)(s, ξ), · · · , σ(Lk)(s, ξ)] ∈ C[s] est le re´sultant
des polynoˆmes σ(L1)(s, ξ), · · · , σ(Lk)(s, ξ).
Malheureusement dans plusieurs cas le re´sultant R[σ(L1)(s, ξ), · · · , σ(Lk)(s, ξ)] est identiquement
ze´ro. Pour de´duire des informations essentielles sur le lieu singulier du syse`me (2.2.6), on introduit
la notion de “re´sultant re´siduel”. Soit L0(s, ξ) le p.g.d.c. des polynoˆmes σ(L1)(s, ξ), · · · , σ(Lk)(s, ξ)
alors le re´sultant re´siduel est de´fini comme le re´sultant des polynoˆmes σ(L1)(s,ξ)
L0(s,ξ)
, · · · , σ(Lk)(s,ξ)
L0(s,ξ)
.Divers
experiments sur les cas concre`ts nous permettent de formuler la conjecture suivante.
Conjecture Le polye`dre de Newton du re´sultant re´siduel R[σ(L1)(s,ξ)
L0(s,ξ)
, · · · , σ(Lk)(s,ξ)
L0(s,ξ)
] de´pourvu
du facteur de forme sd11 · · · sdkk coincide avec le somme mixte de Minkowski
∑k
q=1
∑
a¯∈I−q ∆(La¯) pour
∆(La¯) := {z ∈ Rk+;σ(Lq)(s, ξ) ≤ ℓa¯} pour le choix propre des la¯.
Ici on de´finit le somme mixte de Minkowski pour deux polye`dres par ∆1 +∆2 = {z1 + z2; z1 ∈
∆1, z2 ∈ ∆2}. On peut trouver des exemples qui supportent cette conjecture dans [23] pour des
syste`mes de Horn qui n’ont pas force´ment d’origine ge´ome´trique. Il est probable que une e´tude
de´taille´e du polytoˆpe secondaire introduit par les auteurs du [14] peut donner une re´ponse combi-
natoire a` cette question.
Corollaire 2.6 Chaque solution du syste`me (2.2.6) peut eˆtre represente´e comme combinaison line´aire
des fonctions:
Iζ
XJ,γδ
(s) :=
∫
Πˇδ
∏
a∈I+q ∪I0q Γ(La(J, z, ζ))∏
a∈I−q
(
Γ(1− La(J, z, ζ)
)s−zdz,
associe´e a` un cycle Πˇδ ⊂ {z ∈ Ck;La(J, z, ζ) ∈ Z≤0}.
Il s’agit d’une me´thode ge´ne´ralise´e de Frobenius. Voir [28], Chap. 2, 3.
Ici nous introduisons la notion du support de la transforme´e de Mellin M ζ
J,γ(z) qui contribue
essentiellement a` l’inversion de´crite au corollaire 2.6.
De´finition 6 Pour un indice q ∈ [1, k] fixe´ on note par supp(q)(M ζ
J,γ)(z) l’ensemble des poˆles
d’ordre ≥ k de l’expression ∏
a∈I+q Γ(La(J, z, ζ))∏
a∈I−q
(
Γ(1− La(J, z, ζ)
) .
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Remarque 2 On remarque ici que les re´seaux de l’ensemble supp(q)(M ζ
J,γ)(z) donnent naissance a`
la bonne κ-filtration (κ =k) introduite par C.Sabbah [25], [26].
Nous introduisons une fonction me´romorphe qui depend de z, (η(1), · · · , η(k)), (η′(1), · · · , η′(k)) ∈
Zk, (α
(ℓ)
1 , · · · , α(ℓ)k ), (β(ℓ)1 , · · · , β(ℓ)k ) ∈ Qk et ∆ un entier positif.
a(z) =
∏k
ℓ=1 Γ(
<α(ℓ),z>
∆ + η
(ℓ))∏k
ℓ=1 Γ(
<β(ℓ),z>
∆ + η
′(ℓ))
,
ou` < α(ℓ), z >= α
(ℓ)
1 z1+ · · ·+α(ℓ)k zk. L’expression < β(ℓ), z > se de´finit d’une fac¸on analogue. Nous
introduisons la notation, z +∆er = (z1, · · · , zr−1, zr +∆, zr+1, · · · , zk).
Lemme 2.7 Pour la fonction a(z) on a la relation suivante:
a(z+∆eq)
a(z)
=
∏k
ℓ:α
(ℓ)
q >0
∏α(ℓ)q −1
j=0
(
<α(ℓ),z>
∆ + j + η
(ℓ)
)∏k
m′:β
(m′)
q <0
∏−β(m′)q
j=1
(
<β(m
′),z>
∆ − j + η′(m
′))
∏k
m:α
(m)
q <0
∏−α(m)q
j=1
(
<α(m),z>
∆ − j + η(m)
)∏k
ℓ′:β
(ℓ′)
q >0
∏β(ℓ′)q −1
j=0
(
<β(ℓ
′),z>
∆ − j + η′(ℓ
′)
) .
De´monstration L’e´nonce´ s’entraˆine de la relation recurrente bien connue:
Γ(
α(n+∆)
∆
+ ζ) = Γ(
αn
∆
+ ζ)(
αn
∆
+ ζ)(
αn
∆
+ 1 + ζ) · · · (αn
∆
+ α− 1 + ζ),
si α > 0.
Γ(
α(n+∆)
∆
+ ζ) = Γ(
αn
∆
+ ζ)(
αn
∆
+ ζ − 1)−1(αn
∆
+ ζ − 2)−1 · · · (αn
∆
+ ζ + α)−1,
si α < 0.C.Q.F.D.
La compatibilite´ du syste`me (2.2.6) au sens d’Ore-Sato ([28]) se de´duit de la proposition ci-
dessus.
Proposition 2.8 Les coefficients rationels
(2.2.10) Rq(z) =
Pq,J(z, ζ)
Qq,J(z+∆eq, ζ)
,
de´finis pour les ope´rateurs (2.2.7), (2.2.8) satisfont la condition de compabitilite´:
(2.2.11) Rq(z +∆er)Rr(z) = Rr(z +∆eq)Rq(z), q, r = 1, · · · , k.
3 Structure de Hodge de l’inte´grale fibre
3.1. Structure de Hodge du groupe de cohomologie d’une hypersurface dans un tore
Nous nous souvenons des notions fondamentales sur la structure de Hodge mixte du groupe de
cohomologie d’une hypersurface dans un tore selon [4], [11].
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Soit Π un polye`dre convexe de dimension n dans Rn avec tous les vertexes dans Zn. Soit SΠ ⊂
C[x±1 , · · · , x±n ] un sous-anneau de l’anneau des polynoˆmes de Laurent de´fini comme suivant:
(3.1.1) SΠ := C⊕
⊕
~α
k
∈Π,∃k≥1
C · x~α.
Nous notons par ∆(f) l’envelope convexe de l’ensemble ~α ∈ supp(f) qui s’appelle polye`dre de
Newton d’un polynoˆme de Laurent f(x). Nous introduisons l’ideal de Jacobi comme suit:
(3.1.2) Jf,∆(f) =
〈
x1
∂f
∂x1
, · · · , xn ∂f
∂xn
〉 · S∆(f).
Soit τ une facette ℓ−dimensionelle du ∆(f) et on de´finit
(3.1.3) f τ (x) =
∑
~α∈τ∩supp(f)
a~αx
~α,
ou` f(x) =
∑
~α∈supp(f) a~αx
~α. Le polynoˆme de Laurent f(x) s’appelle Π− re´gulier, si ∆(f) = Π et
pour chaque facette ℓ−dimensionelle τ ⊂ ∆(f) (ℓ > 0) les e´quations polynomiales:
f τ (x) = x1
∂f τ
∂x1
= · · · = xn ∂f
τ
∂xn
= 0,
ne posse`dent pas de solutions communes dans Tn = (C×)n.
Proposition 3.1 Soit f un polynoˆme de Laurent tel que ∆(f) = Π. Alors les conditions suivantes
sont e´quivalentes.
(i) Les e´le´ments x1
∂f
∂x1
, · · · , xn ∂f∂xn donne naissance a` une suite re´gulie`re dans S∆(f).
(ii)
dim
( S∆(f)
Jf,∆(f)
)
= n!vol(Π).
(iii) f est Π−re´gulier.
Pour un polynoˆme f Π−re´gulier, il est possible d’introduire une filtration sur Π = S∆(f) qui est
de´finie comme suit. L’inclusion ~α ∈ Sk soit vraie si et seulement si ~αk ∈ ∆(f). Par conse´quence nous
avons une filtration croissante;
C ∼= {0} = S0 ⊂ S1 ⊂ · · · ⊂ Sn ⊂ · · · ,
dont une filtration de´croissante est de´duit sur S∆(f)
Jf,∆(f)
:
Fn
( S∆(f)
Jf,∆(f)
) ⊂ Fn−1( S∆(f)
Jf,∆(f)
) ⊂ · · · ⊂ F 0( S∆(f)
Jf,∆(f)
)
.
Elle s’appelle filtration de Hodge de S∆(f)
Jf,∆(f)
. Il faut remarquer ici que la filtration de Hodge se
termine par le n−ie`me terme.
Nous nous rapelons la notion du polynoˆme d’Ehrhart:
De´finition 7 Soit Π un polytoˆpe convexe de dimension n. Nous notons la se´rie de Poincare´ d’un
alge`bre gradue´ SΠ par
PΠ(t) =
∑
k≥0
ℓ(kΠ)tk,
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QΠ(t) =
∑
k≥0
ℓ∗(kΠ)tk,
ou` ℓ(kΠ) (resp.ℓ∗(kΠ) ) de´note le nombre des points entiers dans kΠ. (resp. points entiers inte´rieurs
dans kΠ ). Alors nous appelons
ΨΠ(t) =
n∑
k=0
ψk(Π)t
k = (1− t)n+1PΠ(t),
ΦΠ(t) =
n∑
k=0
ϕk(Π)t
k = (1− t)n+1QΠ(t),
les polynoˆmes d’Ehrhart.
Les polynoˆmes d’Erhart satisfont la relation suivante,
tn+1ΨΠ(t
−1) = ΦΠ(t).
Dore´navant notre objet central sera le groupe de cohomologie de l’hypersurface Zf := {x ∈
Tn; f(x) = 0}.On a un isomorphisme important pour la filtration de Hodge filtration du PHn−1(Zf ).
The´ore`me 3.2 ([4]) Pour la partie primitive PHn−1(Zf ) du Hn−1(Zf ), on a isomorphisme suiv-
ant;
(3.1.4)
F iPHn−1(Zf )
F i+1PHn−1(Zf )
∼= Grn−iF
( S∆(f)
Jf,∆(f)
)
=
F i
( S∆(f)
Jf,∆(f)
)
F i+1
( S∆(f)
Jf,∆(f)
) .
En plus
dim Grn−iF
( S∆(f)
Jf,∆(f)
)
=
∑
q≥0
hi,q(PHn−1(Zf )) = ψn−i(∆(f)),
pour i ≤ n− 1.
Quant’a` la filtration par le poids, nous avons la caracte´risation comme suit. Afin d’introduire la
notion du strate du support de l’alge`bre S∆(f)
Jf,∆(f)
nous nous servons de la convention d’identifier un
polynoˆme x~α ∈ S∆(f) avec ~α ∈ Zn. Un strate de dimension (n−j) du supp(S∆(f)) est de´fini comme
l’ensemble des points~i ∈ k∆(f), k = 1, 2, · · · tels que ~i
k
se trouve sur la facette (n−j)−dimensionelle
du ∆(f) et au meˆme temps il n’appartient a` aucune facette (n− j − 1)−dimensionelle Π′ ⊂ ∆(f).
The´ore`me 3.3 On peut identifier la filtration par le poids sur PHn−1(Zf ) avec la filtration de´croissante
0 =Wn−2 ⊂Wn−1 ⊂ · · · ⊂W2n−2 = PHn−1(Zf ),
telle que Wn+i−1 ∼={ les points entiers situe´s sur le strate du supp
( S∆(f)
Jf,∆(f)
)
de dimension ≥ (n− i)
mais sur aucun strate de dimension (n− i− 1) } pour 0 ≤ i ≤ n− 2.
Le the´ore`me ci-dessus est une conse´quence facile du Theorem 8.2 [4]. Tout d’abord nous notons que
la suite exacte suivante a lieu,
0→ Hn(T)→ Hn(T \ Zf ) Res→ Hn−1(Zf )→ 0.
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L’application de re´sidu de Poincare´ Res donne un morphisme de la structure de Hodge mixte du
type (−1,−1),
Res(F j Hn(T \ Zf )) = F j−1 Hn−1(Zf ), Res(Wj Hn(T \ Zf )) =Wj−2 Hn−1(Zf ).
On a donc,
0→Wn+i Hn(T)→Wn+iHn(T \ Zf ) Res→ Wn+i−2Hn−1(Zf )→ 0,
pour i = 2, · · · , n− 1 ou`
(3.1.5) W2n−1 Hn(T) = · · · =Wn−1 Hn(T) = 0,
et dim W2n H
n(T) = 1. En tenant compte du (3.1.5) on voit que l’application de re´sidu de Poincare´
Res entraˆine l’isomorphisme
Res :Wn+iH
n(T \ Zf ) Res→ Wn+i−2Hn−1(Zf ),
pour i = 1, · · · , n− 1. La structure combinatoire Wn+iHn(T \ Zf), i = 1, · · · , n− 1 est bien e´tablie
par le Theorem 8.2 [4].
3.2. La transition
Notons par x′ les parame`tres supple´mentaires qui ont e´te´ introduits dans §1 pour le cas de´ficitaire
des variables. On s’interesse ici a` la fac¸on de modifier les termes par les variables supple´mentaires
x′ = (x′1, · · · , x′m). Nous supposons que le terme Tij , 1 ≤ j ≤ m du (1.3.9) contient le facteur x′j .
Nous notons par l’inte´grale- fibre Iζ
xJ,γ
(s) pour ce choix de modification concret
(3.2.1) Iζ
xJ,γ
(s) =
∫
γ
(f1(x, x
′) + s1)−ζ1−1 · · · (fk(x, x′) + sk)−ζk−1xJ+1 dx
x1
dx′
x˜′1
De´finition 8 On conside`re la transforme´e de Mellin (2.1.1) pour l’inte´grale (3.2.1) pour q ∈ [1, k]
fixe´ comme (2.2.5). Nous notons l’envelope convexe de l’ensemble supp(q)(M ζ
J,γ(z)) (de´fini dans la
De´finition 6) qui contient infiniment beaucoup des points z avec zq < 0, par Σ
q
J
⊂ Rk. Alors nous
appelons le bord de cet ensemble ∂Σq
J
les spectres de l’inte´grale-fibre Iζ
xJ,γ
(s).
Proposition 3.4 Les spectres de l’inte´grale-fibre (3.2.1) Iζ
xJ,γ
(s) sont donne´s par des hyperplanes
affines:
∂Σq
J
= ∂
{ ⋃
a∈I
{z;La(J, z, ζ) ≤ 0, pour a ∈ I+q , zi ≥ 0 , i 6= q }
}
.
De´monstration Dans le domaine de´fini comme {z ∈ RM ;La(J, z, ζ) < 0, p(a)q > 0, zq < 0 et
zi > 0, (i 6= q)} pour a ∈ [1, L] = I fixe´, on trouve infiniment beaucoup de points-poˆles chez une
repre´sentation de la transforme´e de Mellin indexe´e par q ∈ [1, k],
M ζ
J,γ(z) =
∏
a∈I+q ∪I0q Γ(La(J, z, ζ))∏
a∈I−q Γ
(
1− La(J, z, ζ
) .
Pourtant La(J, z, ζ) = 0 est une e´quation qui prend part a` la de´finition du ∂ΣqJ comme un ensemble
semi-alge´brique. C.Q.F.D.
Bien entendu les spectres ∂Σq
J
se diffe`re de ceux de
I˜ζ
xJ,γ
(s) =
∫
γ˜
(f1(x, x˜
′) + s1)−ζ1−1 · · · (fk(x, x˜′) + sk)−ζk−1xJ+1 dx
x1
dx˜′
x˜′1
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que nous notons ∂Σ˜q
J
qui est de´finie pour une autre fac¸on d’ajouter des parame`tres supplementaires
x˜′ = (x˜′1, · · · , x˜′m) dans laquelle le terme Ti˜j , 1 ≤ j ≤ m du (1.3.9) contient le facteur x˜′j .
On a de´ja` remarque´ telle sorte d’ambiguite´ de choix des parame`tres supple´mentaires dans
l’exemple 1.6, (1.6.2) et (1.6.7). Heureusement cette diffe´rence est controlable par une proce´dure
assez simple.
Proposition 3.5 Soient
Log Ξ =t (log x1, · · · , log xN , log x′1, · · · , log x′m, log s1, · · · , log sk, log y1, · · · , log yk),
et
Log Ξ˜ =t (log x1, · · · , log xN , log x˜′1, · · · , log x˜′m, log s1, · · · , log sk, log y1, · · · , log yk),
deux syste`mes des variables-parame`tres diffe´rents. Soient les parame´trisations de Cayley correspon-
dant:
Log T = L · Log Ξ = L˜ · Log Ξ˜.
Alors les spectres de l’inte´grale-fibre Iζ
xJ,γ
(s) sont transforme´es dans ceux de I˜ζ
xJ,γ
(s) par la re`gle
suivante:
L˜ · L−1(∂Σq
J
) = ∂Σ˜q
J
.
En fait cette transition peut eˆtre mieux comprise dans le cadre de la the´orie de Terasoma sur la
compactification de l’espace produit des fibres et celui des parame`tres (voir Remarque 5 ci-dessous).
3.3 Il existe un syste`me de poids pour les variables (x, x′′, s, y) pour que la relation suivante
associe´e au monoˆme Tν(y,X), 1 ≤ ν ≤ L de (1.3.9) soit vraie. Il existe le champ d’Euler E(ν),
(3.3.1) E(ν)(x, x′′, 1, y, s) =
N∑
i=1
w
(ν)
i xi
∂
∂xi
+
m∑
j=1
w′(ν)j x
′
j
∂
∂x′j
− x′m+1
∂
∂x′m+1
+
k∑
ℓ=1
(q
(ν)
ℓ yℓ
∂
∂yℓ
+ p
(ν)
ℓ sℓ
∂
∂sℓ
),
qui agit sur le polynoˆme F (x, x”, 1, y, s) + (x′m+1 − 1)Tν(x, s, y) en sorte que
E(ν)(x, x”, 1, y, s)(F (x, x”, 1, y, s)− Tν(x, s, y)) = 0,
(3.3.2) E(ν)(x, x”, 1, y, s)Tν(x, s, y) = Tν(x, s, y).
Autement dit, le polynoˆme F (x, x”, 1, y, s)+ (x′m+1− 1)Tν(y,X) est quasihomoge`ne par rapport au
poids (3.3.1) qui est de´termine´ de telle fac¸on que w′(ν)m+1 = w
(ν)(x′m+1) = −1. Le remplacement de
Tν(x, s, y) par x
′
m+1Tν(x, s, y) dans F (x, x”, 1, y, s) entraˆine la quasihomoge´ne´ite´. Nous introduisons
les vecteurs-poids pour chaque ν:
~w(ν) = (w
(ν)
1 , · · · , w(ν)N ),
~w′
(ν)
= (w′(ν)1 , · · · , w′(ν)m ),
(3.3.3) ~p(ν) = (p
(ν)
1 , · · · , p(ν)k ).
Nous appelons une quasihomoge´ne´ite´ w(ν)(•) triviale s’il existe iν tel que p(ν)i = 0 pour tous les
indices i 6= iν et p(ν)iν > 0. Nous de´signons par IT ⊂ I (resp. INT ) l’ensemble des poids triviaux
(resp. non-triviaux). Il est facile de voir que |IT | = k.
Les autres quasihomoge´ne´ite´s seront appele´es non-triviales.
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Lemme 3.6 1). La quasihomoge´ne´ite´ de´finie par (3.3.1) correspond au vecteur-colonne ~vν de la
matrice L−1, (2.1.6).Et elle donne naissance a` la fonction line´aire Lν(J, z, ζ), 1 ≤ ν ≤ L.
2) Il existe M + 1 poids non-triviaux. C’est a` dire |INT | =M + 1.
De´monstration 1). Pour simplifier, supposons que l’expression y1f1(X) de (1.1.4) ne contient pas
des variables x′. Alors le vecteur ~v1 de (2.1.6) correspond a` la quasihomoge´ne´ite´ non-trivaile qui
provient de la multiplication x
α1,1
1 → x′m+1xα1,11 car ~v1 est vertical a` tout les vecteurs horizontaux
de L sauf le premier,
(3.3.4)


L 1
0
...
0


(
~v1
−1
)
= 0.
Ainsi en ge´ne´ral le vecteur ~vi nous donne la quasihomoge´ne´ite´ (soit triviale soit non-triviale) qui
provient de la multiplication Ti(x, s, y) → x′m+1Ti(x, s, y). 2). Pour chaque polytoˆpe simplicial, il
existe M + 1 fac¸ons d’ajouter un vertexe nouveau tel qu’il produise une quasihomoge´ne´ite´ non-
triviale. En fait, les cas triviaux correspondent soit a` la multiplication des types sℓ → x′m+1sℓ, (k
cas) x′jTi(x, x
′′, s, y) → x′m+1x′jTi(x, x′′, s, y) (m cas), soit a` la multiplication telle que les re`gles a
et b du lemme 1.5 soient viole´es (k − 1 cas). Nous avons L− (m+ 2k − 1) =M + 1. C.Q.F.D.
Le syste`me de poids ~w(ν)(•), ~w′(ν)(•), ν ∈ I est donne´e par les vecteurs-poids (3.3.3) ci-dessous.
The´ore`me 3.7 1). Pour un monoˆme XJ+1yζ+1 dX∧dy
dF
∈ GrrFPHM+k−1(ZF (X,0,y)), l’inclusion
suivante a lieu:
(3.3.5) ∂Σℓ
J
⊃ ∂
{ ⋃
ν∈I+
ℓ
{{z;Lν(J, z, ζ) ≥ 0, p(ν)ℓ > 0} ∩q 6=ℓ {zq ≥ 0}}}
ou` l’ine´galite´ comme suit est satisfaite,
(3.3.6) M + k − r < Lν(J, 0, ζ) ≤M + k − r + 1.
2). Quant a` la filtration par le poids on a l’e´stimation suivante. Pour l’e´le´ment XJ+1yζ+1 dX∧dy
dF∈ GrrFGrWM+k−1+qPHM+k−1(ZF (X,0,y)), 1 ≤ q ≤M+k−2, il existe q− paire d’indices {ν1, · · · , νq} ⊂
I+ℓ tel que l’intersection des poˆles de M
ζ
J
(z)
∂ΣℓJ ⊃ {z ∈ Ck;Lν1(J, z, ζ) = · · · = Lνq (J, z, ζ) = 0} 6= ∅.
Par contre, si on prend I+ℓ ∋ νq+1 6∈ {ν1, · · · , νq} quelconque, on a
q+1⋂
j=1
{Lνj (J, z, ζ) = 0} = ∅.
De´monstration 1) On applique le The´ore`me 3.2 au simplexe Π de´fini comme Π = ∆(F (X, 0, y)+
1). On remarque la relation
Π = {{(J+ 1, ζ + 1) ∈ RM+k; 0 ≤ Lν(J, 0, ζ) ≤ 1, ν ∈ IT ∪ INT }
qui de´coule du fait que le vecteur (~w(ν), ~w′
(ν)
, ~p(ν),−~p(ν)) non-trivial est vertical a` l’hyperplan
engendre´ par les vertexes du simplexe Π excepte´s le vertexe ~ℓν qui correspond au ν−ie`me rayon de
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la matrice L. On se souvient ici que |IT ∪ INT | = M + k + 1 d’apre`s lemme 3.6, 2). Puisque pour
tel ν, le monoˆme Tν(X, y) ne de´pend pas des variables (s1, · · · , sk), on peut conside´rer la projection
pr(~ℓν) ∈ RM+k. On voit que
〈pr(~ℓν′), (~w(ν), ~w′(ν),−~p(ν))〉 = 0, si ν′ 6= ν,
〈pr(~ℓν), (~w(ν), ~w′(ν),−~p(ν))〉 = 1,
Ces relations nous donnent la de´scription de´sire´e du simplexe Π. On remarque ici,
∆(F (X, 0, y)) = Π ∩ {(J, ζ) ∈ RM+k;< ζ,1 >= 1},
et Π∩ZM+k = {0}∪ (∆(F (X, 0, y))∩ZM+k). Il est donc possible d’appliquer les argments ci-dessus
du PHM+k−1(ZF (X,0,y)+1) au groupe PHM+k−1(ZF (X,0,y)). D’apre`s la proposition 3.4, le bord
∂Σℓ
J
est de´fini par Lν(J, z, ζ) = 0, ν ∈ I+ℓ . En revanche les hyperplans
{(J+ 1, ζ + 1) ∈ RM+k;Lν(J, 0, ζ) = 0, ν ∈ I+ℓ ∪ I−ℓ }
contiennent le bord du simplexe (M +k−r) ·Π si XJ+1yζ+1 dX∧dy
dF
∈ GrrFPHM+k−1(ZF (X,0,y)). On
en de´duit que l’ensemble
{{z;Lν(J, z, ζ) ≥ 0, p(ν)ℓ > 0} ∩q 6=ℓ {zq ≥ 0}} est contenu dans l’ensemble
comple´mentaire de Σℓ
J
dans RM .
2) Si le point (i0+ 1, i′0+ 1, ζ0+ 1) = (J0 + 1, z0+ 1) ∈ RM+k satisfait un syste`me d’e´quations
(3.3.7) Lνj (J0, 0, ζ0) = 〈~p(νj),−(ζ0 + 1)〉+ 〈~w(νj), i0 + 1〉+ 〈 ~w′
(νj)
, i′0 + 1〉 = 0,
pour νj , j = 1, 2, · · · , q ≤M + k − 2, alors il existe une solution z0 de multiplicite´ q telle que
(3.3.7)′ Lν(J0, z0, ζ0) = 〈~p(νj), z0 − (ζ0 + 1)〉+ 〈~w(νj), i0 + 1〉+ 〈 ~w′(νj), i′0 + 1〉 = 0.
Car ce syste`me la` est e´quivalent au (3.3.7) apre`s remplacement de la variable ζ0+1 par z0−(ζ0+1).
E´videmment tel z0 s’associe a` un hyperplan de codimension q dans RM+k
J,ζ × Rkz qui passe par
(J0 + 1, z0, ζ0 + 1). D’apre`s le the´ore`me 3.3, le fait que le point (i0 + 1, i′0 + 1, ζ0 + 1) satisfait le
syste`me (3.3.7) est e´quivalent a` l’appartenance du monoˆme xi
0+1x′i
′0+1yζ
0+1 dX∧dy
dF
∈ WM+k−1+q
du groupe PHM+k−1(ZF (X,0,y)). Pour conside´rer la graduation GrWM+k−1+q , il suffit d’exclure les
strates qui correspondent a` WM+k−1+q′ , 0 ≤ q′ ≤ q. C.Q.F.D.
Remarque 3 En se servant de l’isomorphisme (1.3.6), on peut formuler le the´ore`me pour
XJdX
f1(X)ζ1+1 · · · fk(X)ζk+1 ∈ PH
M (TM \X1 ∪ · · · ∪Xk),
par rapport a` la structure de Hodge induite sur PHM (TM \X1 ∪ · · · ∪Xk).
Lemme 3.8 Supposons que un syste`me des e´quations line´aires
(3.3.8) La(J, z, ζ) = −na, a ∈ Jq ⊂ I, na ∈ Z≥0,
avec q = p+k posse`de une solution z = z˙ telle que z˙i ∈ Z≤0 pour au moins une indice i ∈ {1, · · · , k}.
En plus pour q = p+ k + 1 le syste`me (3.3.8) des e´quations n’a pas des solutions comme ci-dessus.
Alors la monodromie locale de l’inte´grale Iζ
xJ,γ
(s) autour de l’origine s = 0 a cellule de Jordan de
taille p+ 1.
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En vue du lemme ci-dessus, la monodromie locale de l’inte´grale Iζ
XJ,γ
(s) autour de l’origine s = 0
peut avoir une cellule de Jordan de taille q + 1 pour certains γ ∈ HM−k(Xs). Ce fait entraˆine
l’e´nonce´ sur la filtration par le poids comme au [36].
Nous formulons une interpre´tation de notre The´ore`me 3.7 en se servant de la formulation
classique de P.Deligne [8]. Soient XJ
0+1yζ
0+1 dX∧dy
dF
∈ GrWM+k−1+qPHM+k−1(ZF (X,0,y)) et (J0 +
1, z0, ζ0 + 1) un point qui satisfait l’e´quation (3.3.7)′ tel que les conditions du The´ore`me 3.7, 2)
soient vraies. On conside`re La(J, z, ζ) comme fonction line´aire de´finie dans l’espace affine (J, z) ∈
CM+k. Nous de´signons par X˜ un voisinage ouvert suffisamment petit du point (J0+1, z0) ∈ CM+k
(pour chaque z d’un point (J, z) ∈ X˜ les conditions du The´ore`me 3.7, 2) soient vraies) et par Yνj
l’hyperplan,
Yνj := {(J0 + 1, z0) ∈ X˜ ;Lνj (J, z, ζ0) = 0}, 1 ≤ j ≤ q.
De`s que 1 ≤ q ≤M + k − 2, la reunion des hyperplans,
Y := Yν1 ∪ Yν2 ∪ · · · ∪ Yνq ,
est un diviseur a` croisements normaux. D’apre`s 3.1, [8], on peut de´finir Ω1
X˜
< Y > le sous OX˜−
module localement libre engendre´ par Ω1
X˜
et
dz,JLνj (J,z,ζ0)
Lνj (J,z,ζ0) en telle sorte que Ω
p
X˜
<Y >=
∧p
Ω1
X˜
<
Y > soit un OX˜−module des p−formes diffe´rentielles sur X˜ a` poˆle logarithmique le long de Y. Nous
conside´rons une application M−Res (Mellin- Re´sidu),
M−Res :
∏
a∈I
La(J, z, ζ0)dz| →
∑ ∧
a∈I˜;|I˜|=M+k,I˜⊂IT∪INT
dz,JLa(J, z, ζ0)
La(J, z, ζ0) ∈ Ω
M+k
X˜
<Y > .
Si on se souvient de la filtration par le poids Wq(Ω
p
X˜
<Y >) du [8], un sous module de Ωp
X˜
<Y >
forme´ des combinaisons line´aires de produits,
α ∧ dz,JLν1(J, z, ζ
0)
Lν1(J, z, ζ0)
∧ · · · ∧ dz,JLνr (J, z, ζ
0)
Lνr (J, z, ζ0)
,
avec α ∈ ΩM+k−r
X˜
, 0 ≤ r ≤ q, on a l’inclusion suivante,
(3.3.9) M−Res(M ζ0
J
(z)dz) ⊂Wq(ΩM+kX˜ <Y >).
4 Quelques applications .
4.1. A−Fonction Hyperge´ome´trique de Gel’fand-Kapranov-Zelevinski
Si nous remplac¸ons les variables x′ par s′ = (s′1, · · · , s′m) conside´re´es comme les variables de
de´formation des polynoˆmes f1(x), · · · , fk(x), nous pouvons regarder l’inte´grale
(4.1.1) Iζ
xi,γ
(s, s′) =
∫
γs,s′
(f1(x, s
′) + s1)−ζ1−1 · · · (fk(x, s′) + sk)−ζk−1xi+1 dx
x1
,
et sa transforme´e de Mellin
(4.1.2) M ζ
i,γ(z, z
′) :=
∫
Π
szs′z
′+1I˜ζ
xi,γ
(s, s′)
ds
s1
∧ ds
′
s′1
,
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au lieu des (1.3.5) et (1.3.7). En fait, le calcul totalement paralle`le a` celui du §2 nous donne,
(4.1.3) M ζ
i,γ(z, z
′) = g(z, z′)
∏
a∈I
Γ(La(i, z, z′, ζ)),
ou` la fonction line´aire La(i, z, z′, ζ) est de´finie d ’une fac¸on analogue a` (2.1.2). Il s’en de´duit que
l’inte´grale I˜ζ
xi,γ
(s, s′) satisfait le syste`me ci-dessous.
(4.1.4) La(i, z, z′, ζ) :=
∑N
j=1 A
a
j (ij + 1) +
∑k
ℓ=1 (B
a
ℓ zℓ +D
a
ℓ (ζℓ + 1)) +
∑m
j=1 C
a
j (z
′
j + 1)
∆
, a ∈ I
(4.1.4)1
L˜q,i(ϑs, ϑs′s, s
′, ζ)I˜ζ
Xi,γ
(s, s′) :=
[
P˜q,i(ϑs, ϑs′ , ζ) − s∆q Qq,i(ϑs, ϑs′ , ζ)
]
I˜ζ
xi,γ
(s, s′) = 0, 1 ≤ q ≤ k
avec
(4.1.4)2 P˜q,i(ϑs, ϑs′ , ζ) =
∏
a∈I+q
Baq−1∏
j=0
(La(i,−ϑs,−ϑs′ , ζ) + j),
(4.1.4)3 Q˜q,i(ϑs, ϑs′ , ζ) =
∏
a¯∈I−q
−Ba¯q−1∏
j=0
(−La¯(i,−ϑs,−ϑs′ , ζ)− j),
ou` I+q , I
−
q , 1 ≤ q ≤ k sont les ensembles des indices de´finis dans la De´finition 5.
(4.1.4)4 L˜
′
r,i(ϑs, ϑs′s, s
′, ζ)I˜ζ
Xi,γ
(s, s′) :=
[
P˜ ′r,i(ϑs, ϑs′ , ζ)−s′∆r Q′r,i(ϑs, ϑs′ , ζ)
]
I˜ζ
xi,γ
(s) = 0, 1 ≤ q ≤ k
(4.1.4)5 P˜
′
q,i(ϑs, ϑs′ , ζ) =
∏
a∈J+r
Car−1∏
j=0
(La(i,−ϑs,−ϑs′ , ζ) + j)
(4.1.4)6 Q˜q,i(ϑs, ϑs′ , ζ) =
∏
a¯∈J−r
−Ca¯r−1∏
j=0
(−La¯(i,−ϑs,−ϑs′ , ζ)− j).
Remarque 4 Comme m = dim D(Σ) − 1 = dim D(Σ˜) (voir (1.4.5)), on peut conside´rer que le
syste`me (4.1.4)∗ est de´fini sur (C×)k× (D(Σ)/C×) (resp. (C×)k×D(Σ˜)) pour D(Σ) (resp. D(Σ˜))
le groupe de Ne´ron-Severi.
D’apre`s le point 2.4 de [15] les expressions (4.1.3), (4.1.4)∗ donnent l’uniformisation de Horn du
discriminant des polynoˆmes f1(x, s
′) + s1, · · · , fk(x, s′) + sk.
Ds,s′ = {(s, s′) ∈ Ck+m; f1(x, s′) + s1 = · · · = fk(x, s′) + sk = 0, rank

 gradx f1(x, s′)· · ·
gradx fk(x, s
′)

 < N,
pour certain x ∈ TN}.
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Soit ∆f (s, s
′) le polynoˆme qui de´finit Ds,s′ sans multiplicite´. Pour les fonctions suivantes qui sont
∆−ie`me racines des fonctions rationelles,
ψq(z, z
′) =

 ∏a∈I+q (∑kℓ=1Baℓ zℓ +∑mj=1 Caj z′j)Baq∏
a¯∈I−q (
∑k
ℓ=1−Ba¯ℓ zℓ −
∑m
j=1 C
a¯
j z
′
j)
−Ba¯q


1
∆
, 1 ≤ q ≤ k,
φr(z, z
′) =
( ∏
a∈J+r (
∑k
ℓ=1B
a
ℓ zℓ +
∑m
j=1 C
a
j z
′
j)
Car∏
a¯∈J−r (
∑k
ℓ=1−Ba¯ℓ zℓ −
∑m
j=1 C
a¯
j z
′
j)
−Ca¯r
) 1
∆
, 1 ≤ r ≤ m.
on de´finit l’application h,
(4.1.5) h : Ck+m \ {0} → (C×)k+m,
(z, z′)→ (ψ1(z, z′), · · · , ψk(z, z′), φ1(z, z′), · · · , φm(z, z′)).
On se souvient ici que les ensembles I+q ⊂ {1, 2, · · · , k} (resp. I−q ), J+r ⊂ {1, 2, · · · ,m} (resp. J−r )
ont e´te´ introduits dans la De´finition 3 du §2.1.
En vue de la proprie´te´ (2.1.3), la fonction rationelle ψq(z, z
′)∆ (resp. φr(z, z′)∆) est de poids
homoge`ne ze´ro par rapport aux variables (z, z′) et donc on peut la regarder comme l’application
de CP k+m−1 au lieu de celle de Ck+m. L’application (4.1.5) n’est qu’une application inverse de
l’application de Gauss logarithmique;
Ds,s′ ∩ (C×)k+m → CP k+m−1,
(s, s′)→ (s1 ∂
∂s1
∆f (s, s
′) : · · · : sk ∂
∂sk
∆f (s, s
′) : s′1
∂
∂s′1
∆f (s, s
′) : · · · : s′m
∂
∂s′m
∆f (s, s
′)
)
.
Soit
f¯ℓ(x, a) = a1,ℓx
~α1,ℓ + · · ·+ aτℓ,ℓx~ατℓ,ℓ + a0,ℓ. 1 ≤ ℓ ≤ k.
Pour la simplicite´ on se sert de la notation a := (a0,1, · · · , aτk,k) ∈ TL. Nous regardons le cobord
de Leray ∂γa d’un cycle γa ∈ HN−k(Xa,Z) de l’IC Xa = {x ∈ TN ; f¯1(x, a) = · · · = f¯k(x, a) = 0}.
Alors on peut de´finir par
Φζ
xJ,γa
(a0,1, · · · , aτk,k) :=∫
∂γa
k∏
ℓ=1
f¯ℓ(x, a)
−ζℓ−1xJ+1
dx
x1
,
une A− fonction hyperge´ome´trique de Gel’fand-Zelevinski-Kapranov [14] associe´e aux polynoˆmes,
fℓ(x) = x
~α1,ℓ + · · ·+ x~ατℓ,ℓ , 1 ≤ ℓ ≤ k,
xJ = xI11 · · ·xINN , x~αj,ℓ = xαj,ℓ,11 · · ·xαj,ℓ,NN .
On impose ici la condition de non-de´ge´ne´rescence de la De´finition 1 pour l’IC Xs obtenue d’apre`s
la proce´dure de´crite dans §1.1 pour n’importe quelle addition des variables supple´mentaires x′. Il
est commode de conside´rer la matrice suivante analogue a` la matrice L (1.5.5),
M(A) :=


1 1 · · · 1 0 0 · · · 0 0 · · · 0 0 · · · 0
0 0 · · · 0 1 1 · · · 1 0 · · · 0 0 · · · 0
0 0 · · · 0 0 0 · · · 0 1 · · · 0 0 · · · 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · 0 0 · · · 1 1 · · · 1
0 α111 · · · ατ111 0 α121 · · · ατ221 0 · · · 0 α1k1 · · · ατkk1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0 α11N · · · ατ11N 0 α12N · · · ατ22N 0 · · · 0 α1kN · · · ατkkN


.
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Nous supposons d’ici bas toujours rank(M(A)) = k +N. En suite, on conside`re un re´seau Λ ⊂ ZL
des L−vecteurs de´finis par le syste`me line´aire des e´quations ci-dessus:
τq∑
i=0
b(j, q, ν) = 0, 1 ≤ q ≤ k,
k∑
q=1
τq∑
j=1
αjqℓb(j, q, ν) = 0, 1 ≤ ℓ ≤ N.
Ici nous avons note´ par (b(0, 1, ν), · · · , b(τ1, 1, ν), b(0, 2, ν), · · · , b(τ2, 2, ν), · · · , b(τk, k, ν)), 1 ≤ ν ≤
m+ k, une Z base du Λ.
Pour un sous-ensemble K ⊂ {(0, 1), · · · , (k, τk)} tel que les colonnes ~mj,q(A), (j, q) ∈ K de la
matrice M(A) engendrent l’espace RN+k sur R et |K| = N + k on de´finit d’apre`s [14] l’ensemble
des indices (de´te´rmine´s par la me´thode de Frobenius ge´ne´ralise´e),
Π((ζ + 1,J+ 1),K) = {((λ(0, 1, ν), · · · , λ(τ1, 1, ν), · · · , λ(τk, k, ν))}1≤ν≤|det(~mj,q(A))(j,q)∈K|,
qui satisfont le syste`me des e´quations suivantes,
τν∑
j=0
λ(j, q, ν) + ζq + 1 = 0, 1 ≤ q ≤ k,
k∑
q=1
τq∑
j=1
αjqℓλ(j, q, ν) − (Iℓ + 1) = 0, 1 ≤ ℓ ≤ N.
Soit T une triangulation du polye`dre de Newton ∆(F (x,1, y) + 1) pour F (x,1, y) de´fini comme
au (1.2.1) selon la de´finition [14], 1.2. Pourtant on impose la condition que λ(j, q, ν) ∈ Z pour
(j, q) 6∈ K. Soient K1,K2 ∈ T deux simplexes diffe´rents de la triangulation T. On suppose que pour
(λ(0, 1, νp), · · · , λ(k, τk, νp)) ∈ Π((ζ + 1,J+ 1),Kp), λ(j, q, νp) ∈ Z pour (j, q) 6∈ Kp, (p = 1, 2) avec
1 ≤ νp ≤ |det(~mρ(A))ρ∈Kp |. On introduit la condition de T− non-re´sonance sur (ζ + 1,J+ 1)
(4.1.6) (λ(0, 1, ν1), · · · , λ(k, τk, ν1)) 6≡ (λ(0, 1, ν2), · · · , λ(k, τk, ν2)) mod Λ,
pour n’importe quel paire (λ(0, 1, νp), · · · , λ(k, τk, νp)) ∈ Π((ζ + 1,J+ 1),Kp), p = 1, 2. Une adap-
tation du theorem 3 [14] a` notre situation peut eˆtre formule´e comme suit.
The´ore`me 4.1 La fonction Φζ
xJ,γa
(a) satisfait le syste`me des e´quations comme suit.
1) ( τq∑
j=0
aji
∂
∂aji
+ ζq + 1
)
Φζ
xJ,γa
(a) = 0, 1 ≤ q ≤ k,
( ∑
1≤q≤k,1≤j≤τq
αjq1ajq
∂
∂ajq
−(I1+1)
)
Φζ
xJ,γa
(a) = · · · = ( ∑
1≤q≤k,1≤j≤τq
αjqNajq
∂
∂ajq
−(IN+1)
)
Φζ
xJ,γa
(a) = 0,
( ∏
{(j,q);b(j,q,ν)>0}
(
∂
∂ajq
)b(j,q,ν) −
∏
{(j,q);b(j,q,ν)<0}
(
∂
∂ajq
)−b(j,q,ν)
)
Φζ
xJ,γa
(a) = 0, 1 ≤ ν ≤ L− (k +N).
2) La dimension des solutions au point ge´ne´rique de a ∈ TL du syste`me ci-dessus est e´gal a`
(N + k)!volN+k∆(F (x,1, y) + 1) si la condition (4.1.6) de T-non-re´sonance est satisfaite.
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Dans la suite nous rangeons les parame`tres a = (a0,1, · · · , aτk,k) par leur ordre d’apparition
et de´finissons les parame`tres indexe´s de nouveau a1 = a1,1, · · · , aτ1 = aτ1,1, aτ1+1 = a0,1, · · · ,
aL−1 = aτk,k, aL = a0,k. Nous introduisons la notation analogue du (1.5.3),
(4.1.7) Ξ(A) :=t (log X1, · · · , log XN , log a1, · · · , log aL, log U1, · · · , log Uk).
log T1 =< ~α1,1, log X > +log a1 + log U1,
...
log Tτ1 =< ~α1,τ1 , log X > +log aτ1 + log U1,
...
log TL = log aL + log Uk.
On conside`re l’e´quation
L(A) · Log Ξ(A) = L · Log Ξ,
ici la matrice L(A) est construite comme suit. Les colonnes ~ℓi(A) = ~wi, 1 ≤ i ≤ N avec les vecteurs
~wi de´finis comme la colonne de la matrice L dans (1.5.5). Pour les colonnes du nume´ro N+1 a` N+L
(~ℓN+1(A), · · · , ~ℓN+L(A)) = idL. Les colonnes ~ℓN+L+j(A) =t (
τ1+···+τj−1+j−1︷ ︸︸ ︷
0, · · · , 0, 0, ,
τj+1︷ ︸︸ ︷
1, 1, · · · , 1, 0, · · · , 0), 1 ≤
j ≤ k. Autrement dit, la matrice L(A) est obtenue apre`s l’insertion d’une matrice idL dans la matrice
transpose´e tM(A) entre la k−ie`me et la (k+1)−ie`me colonne quitte a` des permutations ne´cessaires
des colonnes apre`s l’insertion.
Proposition 4.2 Il existe un cycle γa tel que l’e´galite´ suivante soit vraie pour une inte´grale de´finie
dans (4.1.1),
(4.1.8) Φζ
xJ,γa
(a) = Bζ
J
(a)Iζ
xJ,γ
(s(a), s′(a)),
ici
sℓ(a) =
L∏
j=1
a
σj,N+ℓ
j , , 1 ≤ ℓ ≤ k,
s′ρ(a) =
L∏
j=1
a
σj,N+k+ρ
j , , 1 ≤ ρ ≤ m,
Bζ
J
(a) =
N∏
ℓ=1
(
L∏
j=1
a
σj,ℓ
j )
Iℓ+1
k∏
ν=1
(
L∏
j=1
a
σj,N+k+m+ν
j )
ζν+1.
Les exposants σj,ℓ sont de´finis par la relation suivante
(4.1.7) L−1 · L(A) =


1 · · · 0 σ1,1 · · · σL,1 0
...
. . .
...
...
...
...
...
...
...
0 · · · 1 σ1,N · · · σL,N 0
0 · · · 0 σ1,N+1 · · · σL,N+1 0
...
. . .
...
...
...
...
...
...
...
0 · · · 0 σ1,N+k+m · · · σL,N+k+m 0
0 · · · 0 σ1,N+k+m+1 · · · σL,N+k+m+1 1 · · · 0
...
. . .
...
...
...
...
...
...
...
0 · · · 0 σ1,L · · · σL,L 0 · · · 1


.
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La transition du cycle γ(a) a` γ est ge´re´e par les transformations,
Xi = (
L∏
j=1
a
σj,i
j )
−1 · xi.
De´monstration Il suffit de remarquer la relation
xJ+1yζ+1
dx
x1
∧ dy
y1
= Bζ
J
(a)XJ+1U ζ+1
dX
X1
∧ dU
U1
.
C.Q.F.D.
On peut donc conclure que (au moins localement sur une carte aj 6= 0 pour j ∈ I, |I| = k +m)
A−fonction hyperge´ome´trique du type de GZK (4.1.1) est exprime´e au moyen d’une inte´grale-fibre
annule´e par un syste`me de Horn. On peut trouver un pareil e´nonce´ chez [15].
Corollaire 4.3 Dans le cas ou` dim D(Σ) = 1, c.a`.d. m = 0 au (1.5.7), la condition de T−non
re´sonance (4.1.6) est e´quivalente a` la condition,
xJ+1yζ+1
dx
x1
∧ dy
y1
∈ GrWN+k−1HN+k−1(ZF (x,0,y))).
Corollaire 4.4 La dimension de l’espace des solutions du syste`me du The´ore`me 4.1 au point
ge´ne´rique est e´gal a` |χ(ZF (x,1,y))| si la condition de T− non-re´sonance (4.1.6) est satisfaite.
De´monstration Il faut conside´rer l’envelope convexe des vecteurs qui correspondent aux vertexes
des polynoˆmes y1(f1(x)+1)+ · · · +yk(fk(x)+1). C’est a` dire (~α1,1, 1, 0, · · · , 0),· · · ,(~ατ1,1, 1, 0, · · · , 0),
(~α1,2, 0, 1, 0, · · · , 0), · · · , (~ατk,k, 0, · · · , 0, 1) ∈ ZN+k. Ils se trouvent sur l’hyperplan ζ1 + · · ·+ ζk = 1.
Il est donc possible de regarder le volume (N+k−1) dimensionel (N+k−1)!volN+k−1(∆(F (x,1, y))
qui est e´gal au (N +k)!volN+k(∆(F (x,1, y)+1). Le caracte´ristique d’Euler est exprime´ comme suit
|χ(ZF (x,1,y))| = (N + k − 1)!volN+k−1
(
∆(F (x,1, y))
)
,
d’apre`s Khovanski-Oka [16], [21]. C.Q.F.D.
Le corollaire ci-dessus avec la Proposition 4.2 nous donne
Corollaire 4.5 La dimension du syste`me (4.1.4)1, (4.1.4)4 est e´gal a` |χ(ZF (x,1,y))| si la condition
de T−non-re´sonance (4.1.6) est satisfaite.
Remarque 5 (Compactification de Terasoma) Dans 3.2 nous avons regarde´ la relation entre deux
syste`mes diffe´rents de multiplier L−(N+k) termes par nouvelles variables (x′1, · · · , x′m) et (x˜′1, · · · , x˜′m).
Nous conside´rons un ensemble des triangulations J = { la fac¸on de choisir (N + k)−termes de
l’expression y1f1(x)+ · · ·+ ykfk(x) }. Alors e´videmment un (N +k)−simplexe, Ti i ∈ J correspond
au chaque choix des L− (N + k) termes auxquels les nouvelles variables sont multiplie´es.
Par exemple dans (1.6.2) les termes de nume´ros 1, 2, 4, 5, 7 sont libres de ces variables, pourtant
dans (1.6.2) les termes de nume´ros 1, 2, 4, 7, 8 les sont. Les deux tores parame´tre´s par les variables
(s′1, · · · , s′m) ∈ Tm = S′i1 et (s˜′1, · · · , s˜′m) ∈ Tm = S′i2 sont ainsi indexe´s par i1, i2 ∈ J . Terasoma
[35] compactifie l’espace
∐
a∈TL(Xa, a) au moyen d’un espace produit
∏
i∈J PΠ ×
∏
i∈J S
′
i. Ici Π
de´note le diagramme de Newton ∆(y1f1(x) + · · ·+ ykfk(x)) et PΠ la varie´te´ torique y associe´e. Il
colle deux chartes PΠ × S′i1 et PΠ × S′i2 dans leur compactification (note´e par H˜J ) au moyen de la
transition mentionne´e dans la Proposition 3.5 quitte a` modifier (x′1, · · · , x′m) et (x˜′1, · · · , x˜′m) dans
(s′1, · · · , s′m) et (s˜′1, · · · , s˜′m).
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4.2 Application a` la syme´trie de miroir pour les espaces projectifs
Comme chez Givental’ [12] Nous regardons l’intersection comple`te de´finie par r + 1 fonctions:
(4.2.1) Xs := {(x0, · · ·xn) ∈ Tn+1; f0(x) + s = 0, f1(x) + 1 = 0, · · · , fr(x) + 1 = 0}.
ou`
(4.2.2) f0(x) = x0x1 · · ·xn, fi(x) = xℓ1+···+ℓi−1 + · · ·+ xℓ1+···+ℓi−1+ℓi−1 1 ≤ i ≤ r.
Ici on comprend que ℓ0 = 0. On conside`re la fonction de phase comme au (1.1.5)
′,
y0(f0(x) + s) +
r∑
i=1
yi(fi(x) + 1) = T0 + T1 + · · ·+ Tn+r+3.
La transforme´e de Mellin de l’inte´grale fibre associe´e a` Xs ci-dessus peut eˆtre calcule´ par la matrice;
L,
Log T = L · Log Ξ,
ici la notation est comme au §1.
(4.2.3) L =


1 1
ℓ1−3︷︸︸︷· · · 1 1 · · · 1 0 1 0 0 · · · 0
0 0 · · · 0 0 · · · 0 1 1 0 0 · · · 0
1 0 · · · 0 0 · · · 0 0 0 1 0 · · · 0
0 1 · · · 0 0 · · · 0 0 0 1 0 · · · 0
...
...
. . .
...
... · · · ... ... ... ... ... · · · ...
0 0 · · · 1 0 · · · 0 0 0 1 0 · · · 0
0 0 · · · 0 0 · · · 0 0 0 1 0 · · · 0
0 0 · · · 0 1 · · · 0 0 0 0 1 · · · 0
...
...
...
...
...
. . .
...
...
...
...
... · · · ...
0 0 · · · 0 0 · · · 1 0 0 0 0 · · · 0


.
Alors la transforme´e de Mellin de l’inte´grale fibre associe´e a` Xs ci-dessus peut eˆtre calcule´ par la
matrice; (L)−1, qui se calcule facilement;
(4.2.4)
L
−1 =


0 0 1 0
ℓ1−3︷︸︸︷· · · 0 −1 0 0 ℓ2−3︷︸︸︷· · · 0 0 n+r−ℓ1−ℓ2−2︷︸︸︷· · · 0
0 0 0 1 · · · 0 −1 0 0 · · · 0 0 · · · 0
...
...
...
... · · · ... ... ... ... · · · ... ... · · · ...
0 0 0 0 · · · 1 −1 0 0 · · · 0 0 · · · 0
0 0 0 0 · · · 0 0 1 0 · · · 0 −1 · · · 0
0 0 0 0 · · · 0 0 0 1 · · · 0 −1 · · · 0
...
...
...
... · · · ... ... ... ... · · · ... ... · · · ...
0 0 0 0 · · · 0 0 0 0 · · · 1 −1 · · · 0
...
...
...
... · · · ... ... ... ... · · · ... ... · · · ...
−1 1 1 1 · · · 1 −ℓ1 1 1 · · · 1 −ℓ2 · · · −ℓr
1 0 −1 −1 · · · −1 ℓ1 −1 −1 · · · −1 ℓ2 · · · ℓr
0 0 0 0 · · · 0 1 0 0 · · · 0 0 · · · 0
0 0 0 0 · · · 0 0 0 0 · · · 0 1 · · · 0
...
...
...
... · · · ... ... ... ... · · · ... ... · · · ...
0 0 0 0 · · · 0 0 0 0 · · · 0 0 · · · 1


.
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En re´sultat nous avons la transofrme´e de Mellin M ζ
J,γ(z) de l’inte´grale pe´riode I
ζ
xJ,γ
(s) pour l’IC
(4.2.1) admet une expression comme suit a` des fonctions pe´riodiques pre`s,
M ζ
J,γ(z) =
n∏
i=0
Γ(z − ζ0 + Ii)
r∏
j=1
Γ(−
ℓ1+···+ℓj−1∑
i=ℓ1+···+ℓj−1
Ii − ℓjz + ℓjζ0 + ζj + 1),
en particulier
(4.2.5) M00,γ(z) =
Γ(z)n+1∏r
ν=1 Γ(ℓνz)
,
toujours a` des fonctions pe´riodiques pre`s. Cette formule a e´te´ reclame´e dans [12]. On se sert ici des
notations des §2 et §3.
Si on regarde les vecteurs colonnes de la matrice L−1 apre`s en avoir de´pourvu les r + 2 vecteurs
rayons d’en bas, on obtient une se´rie de vecteurs (1, 0, · · · , 0),(0, 1, 0, · · · , 0), (0, · · · , 0,
ℓ1∨1, · · · , 0),
ℓ1︷ ︸︸ ︷
(−1, · · · ,−1, 0, · · · , 0), · · · ,
ℓ1+···+ℓi−1−1︷ ︸︸ ︷
(0, · · · , 0 , 1, 0, · · · , 0),
ℓ1+···+ℓi−1︷ ︸︸ ︷
(0, · · · , 0 , 1, 0, · · · , 0), · · · ,
ℓ1+···+ℓi︷ ︸︸ ︷
(0, · · · , 0, 1, 0, · · · , 0),
ℓ1+···+ℓi−1︷ ︸︸ ︷
(0, · · · , 0 ,
ℓi︷ ︸︸ ︷
−1, · · · ,−1, 0, · · · , 0), 1 ≤ i ≤ r. Ces r groupes des vecteurs donnent naissance a` un
e´ventail Σ qui de´finit lavarie´te´ torique PΣ = P
ℓ1×Pℓ2×· · ·×Pℓr . En particulier, on peut constater
que l’inte´grale-fibre associe´e a` l’IC (4.2.2) avec r = 1 coincide avec la quantum cohomologie de la
varie´te´ Pn. Voir [30].
4.3 L’hypothe`se de Berglund, Candelas et des autres.
Dans l’article [7] les auteurs ont propose´ une hypothe`se naturelle sur l’inte´grale-fibre associe´e a`
la varie´te´ de Calabi-Yau Xs qui est une syme´trie de miroir par rapport a` la varie´te´ de Calabi-Yau
ge´ne´rique multi-quasihomoge`ne Y de codimension ℓ de´finie dans le produit des espaces projectifs
quasihomoge`nes P
(τ1)
(g
(1)
1 ,...,g
(1)
τ1+1
)
× . . .×P(τk)
(g
(k)
1 ,...,g
(k)
τk+1
)
dont la codimension est ℓ. Dans cette section,
nous verifions leur hypothe`se pour le cas ℓ = k.
Tout da´bord nous conside´rons le syste`me suivant des e´quations de´finies dans (C×)n,
(4.3.1) f1(x) = x
~v
(1)
1 + · · ·+ x~v(1)τ1 ,
f2(x) =
∏
j∈I(1)
xj + 1,
...,
f2i−1(x) = x~v
(i)
1 + · · ·+ x~v(i)τi ,
f2i(x) =
∏
j∈I(i)
xj + 1,
...,
f2k−1(x) = x~v
(k)
1 + · · ·+ x~v(k)τk ,
f2k(x) =
∏
j∈I(k)
xj + 1.
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Ici, I(j), 1 ≤ j ≤ k sont les ensembles d’indices comple´mentaires l’un a` l’autre tels que ∪q∈[1,k]I(q) =
{1, · · · , n} et I(q) ∩ I(q′) = ∅ si q 6= q′. Dore´navant nous nous serverons des notations τ˜ν := |I(ν)| et
bq :=
∑q
ν=1 τν . On suppose que
k∑
ν=1
τν = b
k = n.
L’e´quation f2j−1(x) (resp.f2j(x)) est donne´e par les monoˆmes avec les puissances ~v
(j)
1 , · · · , ~v(j)τj ∈ Zn
(resp. ~v
(j)
τj+1
∈ Zn) telles que pour le vecteur poids ~g(q) = (
bq−1︷ ︸︸ ︷
0, · · · , 0, g(q)1 , · · · , g(q)τq ,
n−bq︷ ︸︸ ︷
0, · · · , 0) ∈ Zn≥0,
1 ≤ q ≤ k la relation ci-dessous soit vraie,
(4.3.2) Q
(q)
j :=< ~v
(j)
1 , ~g
(q) >= · · · =< ~v(j)τj , ~g(q) >=< ~v(j)τj+1 , ~g(q) > , 1 ≤ j ≤ k,
en sorte que g
(q)
τq+1
= Q
(q)
q . Cela signifie que le point ~v
(j)
τj+1
appartient a` l’hyperplan de dimension
τj − 1 engendre´ par ~v(j)1 , ~v(j)1 , · · · , ~v(j)τj . L’e´galite´ suivante est demande´e si on suppose que Xs soit
une varie´te´ de Calabi-Yau:
(4.3.3)
k∑
j=1
Q
(q)
j =
τq∑
i=1
g
(q)
i =< ~g
(q), (
bq−1︷ ︸︸ ︷
0, · · · , 0,
τq︷ ︸︸ ︷
1, · · · , 1,
n−bq︷ ︸︸ ︷
0, · · · , 0) >, 1 ≤ q ≤ k.
On ne suppose pas, pourtant, cette condition dans l’argument suivant.
Du surcroˆit, on impose que pour chaque e´le´ment λ ∈ Aut(Xj), du groupe de l’automorphisme
de l’hypersurface Xj = {x ∈ Tn; f2j−1(x) = 0} la relation (λ∗f2j−1)(x) = λ∗(x~v
(j)
τj+1) soit valable.
Si on applique la technique de Cayley au syste`me ci-dessus, on obtient un polynoˆme
(4.3.4) F (x, s, y) =
k∑
j=1
y2j−1(f2j−1(x) + sj) +
k∑
j=1
y2jf2j(x),
avec L = n + 3k termes. Pour faciliter la manipulation avec la matrice L ainsi construite pour
F (x, s, y) nous introduisons la notation aν := τ1 + · · · + τν + 3ν = bν + 3ν. En particulier, le
ai−1 + 1−e`me terme de F (x, s, y) correspond a` y2i−1x~v
(i)
1 et le ai − 3 = (ai−1 + τi)−e`me terme -
y2i−1x
~v(i)τi . Le (ai − 1)−e`me terme - y2i
∏
j∈I(i) xj .Le (a
i − 2)−e`me terme - y2isi. Le ai−e`me terme
- y2i.
On conside`re l’e´quation pour Ξ = (ξ1, · · · , ξL),
(4.3.5) tL · Ξ =t (1, · · · , 1, z1, · · · , zk),
e´quivalente a` la relation,
(4.3.6) Ξ =t L−1 ·t (1, · · · , 1, z1, · · · , zk).
Ainsi on obtient d’expressions line´aires (ξ1(z), · · · , ξL(z)) = (L1(0, z, 0), · · · ,LL(0, z, 0) pour i =
0, ζ = 0 en termes des fonctions line´aires de´finies dans la Proposition 2.1. Si on ree´crit la matrice L
en tenant compte des (4.3.1), (4.3.4) on a le vecteur rayon comme suit:
(4.3.7) v¯(ν)q = (v
(ν)
q,1 , v
(ν)
q,2 , · · · , v(ν)q,τ1 , · · · , v(ν)q,n,
2ν−2︷ ︸︸ ︷
0, · · · , 0, 1,
3k−2ν+1︷ ︸︸ ︷
0, · · · , 0),
Transforme´e de Mellin 37
1 ≤ ν ≤ k, 1 ≤ q ≤ τν . En se servant des notations du (3.1.13), §3 pour les vecteurs poids de la
matrice L−1, on peut de´duire les syste`mes suivants pour chaque ν et q fixe´s.
(4.3.8)
v
(ν)
q,1w
(aν)
1 + v
(ν)
q,2w
(aν)
2 + · · ·+ v(ν)q,nw(a
ν)
n = −1 pour a(ν−1) + 1 ≤ q ≤ a(ν−1) + τν ,
= 0 ailleurs.
(4.3.9) v
(1)
1,jp
1
q + v
(1)
2,jp
2
q + · · ·+ v(1)τ1,jp(τ1)q + v
(2)
1,j p
(τ1+4)
q + · · ·+ v(2)τ2,jp(τ1+τ2+3)q + · · ·+ v
(k)
τk,j
p(a
k−3)
q
= −1 pour j ∈ I(q)
= 0. pourj 6∈ I(q)
Il faut remarquer que le syste`me (4.3.8) pour ν fixe´ (resp. (4.3.9) pour un q fixe´) consiste de
n−e´quations line´aires inde´pendantes par rapport aux inconnus {w(aν)1 , · · · , w(a
ν)
n }, (resp. {p(j)q ; j ∈
IΛ}. Ici nous avons note´ par IΛ l’ensemble des indices {1, · · · , L} \∪kν=1{aν − 2, aν − 1, aν}. On voit
encore des autres conditions ne´ce´ssaires sur w
(aν−1)
j ,
(4.3.10)
∑
j∈I(ν)
w
(aν−1)
j = 1,
(4.3.11)
∑
j∈I(ν)
w
(aν )
j = −1,
puisque le produit de la (aν − 1)−ie`me colonne de L−1 avec le (aν − 1)−ie`me rayon de L est e´gal a`
1. D’autre part n+2ν−ie`me colonne de L avec le j−ie`me rayon (1 ≤ j ≤ n+2) de L−1 est e´gal a` 0
qui signifie w
(aν−1)
j + w
(aν )
j = 0. En plus on voit que∑
j∈I(ν)
w
(aν
′−1)
j =
∑
j∈I(ν)
w
(aν
′
)
j = 0,
pour ν′ 6= ν. On de´finit une (n× k)− matrice V Λ comme suit:
(4.3.12) V Λ := (tv
(1)
τ1+1
, · · · ,t v(k)τk+1),
ou` tv
(q)
τq+1
est un n− vecteur qui correspond au supp(f2ν)\{0}. En vu de la quasihomoge´ne´ite´ (4.3.2)
on peut de´finir une k × k matrice comme suivant:
(4.3.13) Qˆ :=


Q
(1)
1 · · · Q(1)k
...
...
...
Q
(k)
1 · · · Q(k)k

 =

 ~g
(1)
...
~g(k)

 · V Λ.
Pour la simplicite´ de la formulation, nous nous servons d’une matrice diagonale,
(4.3.14) G = diag(g
(1)
1 , · · · , g(1)τ1 , g
(2)
1 , · · · , g(2)τ2 , · · · , g
(k)
1 , · · · , g(k)τk ).
Dans la suite, nous allons conside´rer le cas avec rang(Qˆ) = k. Introduisons une matrice n× n :
(4.3.15) LΛ :=


~v
(1)
1
~v
(1)
2
...
~v
(1)
τ1
...
~v
(k)
τk


.
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Pour la commodite´ nous nous servons d’une n× k matrice,
Q := LΛ(
t~g(1), · · · t~g(k)) = Qˆ ·

 ~g
(1)
...
~g(k)

 ·G−1 =
=


Q
(1)
1
τ1−2︷︸︸︷· · · Q(1)1 Q(1)2 τ2−2︷︸︸︷· · · Q(1)2 · · · Q(1)k
τk−2︷︸︸︷· · · Q(1)k
Q
(2)
1
τ1−2︷︸︸︷· · · Q(2)1 Q(2)2 τ2−2︷︸︸︷· · · Q(2)2 · · · Q(2)k
τk−2︷︸︸︷· · · Q(2)k
...
...
...
...
...
...
...
...
...
...
Q
(k)
1
τ1−2︷︸︸︷· · · Q(k)1 Q(k)2
τ2−2︷︸︸︷· · · Q(k)2 · · · Q(k)k
τk−2︷︸︸︷· · · Q(k)k


.
Dans cette situation, on de´duit du (4.3.9) le syste`me ci-dessous:
(4.3.16)


~P1
~P2
...
~Pk

 · LΛ = − tV Λ,
avec ~Pq = (p
(1)
q , p
(2)
q , · · · , p(τ1)q , · · · , p(a
k−3)
q ). Si on note par Lˇj le j−e`me vecteur colonne de la matrice
LΛ, on de´duit dire´ctement du (4.3.16) l’e´quation:
〈z1 ~P1 + z2 ~P1 + · · ·+ zk ~Pk, Lˇj〉+ zq = 0 si j ∈ I(q).
On construit une matrice T L que l’on obtient de la matrice transpose´e tL apre`s des permutations
propres des colonnes en telle sorte que chaque rayon de T L corresponde au vertexe d’un polynoˆme
(4.3.4)T TF (x, s, y) =
k∑
j=1
y2j−1(T f2j−1(x) + sj) +
k∑
j=1
y2j
T f2j(x),
pour les polynoˆmes,
(4.3.1)T T f2q−1(x) = x
T~v
(q)
1 + · · ·+ x
T~v
(q)
τ˜q ,
T f2q(x) =
∏
ℓ∈T I(q)
xℓ + 1, 1 ≤ q ≤ k, 1 ≤ q ≤ k.
D’une facon analogue aux (4.3.12)− (4.3.15) on peut de´finir le syste`me des poids
(T~g(1), · · · ,T ~g(k)),
TQ
(q)
j = 〈T~v(j)r ,T ~g(q)〉, 1 ≤ r ≤ τ˜q, 1 ≤ j, q ≤ k.
Il est facile a` voir que les e´quations du T (4.3.1) de´finissent une IC dans P
(τ˜1)
(T g
(1)
1 ,...,
T g
(1)
τ˜1+1
)
× . . . ×
P
(τ˜k)
(T g
(k)
1 ,...,
T g
(k)
τ˜k+1
)
avec T g
(q)
τ˜q+1
=T Q
(q)
q . Nous introduisons des matrices analogues au cas (4.3.1),
(4.3.12)T TV Λ := (t(T v
(1)
τ˜1+1
), · · · ,t (T v(k)τ˜k+1)),
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ou` T v
(q)
τq+1
est un n− vecteur qui correspond au supp(T f2q) \ {0}.
(4.3.13)T T Qˆ :=


TQ
(1)
1 · · · TQ(1)k
...
...
...
TQ
(k)
1 · · · TQ(k)k

 =


T~g(1)
...
T~g(k)

 ·T V Λ.
(4.3.14)T TG = diag(T g
(1)
1 , · · · ,T g(1)τ˜1 ,T g
(2)
1 , · · · ,T g(2)τ˜2 , · · · ,T g
(k)
1 , · · · , T g(k)τ˜k ).
(4.3.15)T TLΛ :=


T~v
(1)
1
T~v
(1)
2
...
T~v
(1)
τ˜1
...
T~v
(k)
τ˜k


.
On remarque ici que par la construction TLΛ =
t
LΛ. Enfin on introduit les fonctions line´aires
TΞ := (T ξ1(z), · · · ,T ξL(z)), de´finies par la relation,
(4.3.6)T TΞ = t(T L)−1 ·t (1, · · · , 1, z1, · · · , zk).
TQ := TLΛ(
t(T~g(1)), · · · t(T~g(k))).
Nous pouvons introduire l’ensemble des indices T IΛ analogue au IΛ. Nous avons les indices du
IΛ 1 = j1 < · · · < jn = L− 4 et celles du T IΛ, 1 = i1 < · · · < in = L− 4. Dans cette situation, nous
conside´rons deux conditions sur les fonctions (4.3.1),
(4.3.17)


T ξi1(z)
...
T ξin(z)

 = G · V Λ ·


T ξ(1)(z)
...
T ξ(k)(z)

 ,
pour certaines fonctions line´aires (T ξ(1)(z), · · · ,T ξ(k)(z)) et
(4.3.17)′

 ξj1 (z)...
ξjn(z)

 =T G ·T V Λ ·

 ξ
(1)(z)
...
ξ(k)(z)

 ,
pour des fonctions line´aires (ξ(1)(z), · · · , ξ(k)(z)). En plus nous nous servons de la condition
(4.3.17)′′ TV Λ = V Λ,
apre`s une permutation propre des variables lors de la construction du polynoˆme TF (x, s, y) par
(4.3.1)T . On remarque que sous la condition (4.3.17)′′ l’e´galite´ suivante a lieu entre les nombres des
termes pre´sents dans (4.3.1) et (4.3.1)T
τν = τ˜ν , 1 ≤ ν ≤ k,
car
n︷ ︸︸ ︷
(1, · · · , 1) ·V Λ = (τ˜1, · · · , τ˜k),
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n︷ ︸︸ ︷
(1, · · · , 1) · TV Λ = (τ1, · · · , τk).
En plus nous imposons une condition supple´mentaire,
(4.3.17)′′′ rank(Qˆ) = rank(T Qˆ) = k.
The´ore`me 4.6 La transforme´e de Mellin M00,γ(z) de l’inte´grale pe´riode I
0
x0,γ(s) pour l’IC (4.3.1)
admet une expression comme suit a` des fonctions ∆− pe´riodiques pre`s, si elle satisfait les conditions
(4.3.17),(4.3.17)′,(4.3.17)′′, (4.3.17)′′′.
(4.3.18) M00,γ(z(ξ)) =
∏k
ν=1
∏τν
j=1 Γ(
T g
(ν)
j ξ
(ν))∏k
ν=1 Γ(
∑k
q=1
TQ
(ν)
q ξ(q))
.
Ici z(ξ) = (z1(ξ), · · · , zk(ξ)) est une k−tuple des fonctions line´aires en variables ξ = (ξ(1), · · · , ξ(k))
de´finies par la relation (4.3.6).
D’une fac¸on syme´trique M00, T γ(z(ξ)) pour l’IC, (4.3.1)
T admet une expression comme suit a` des
fonctions ∆ pe´riodiques pre`s,
(4.3.18)T M00, T γ(z(ξ)) =
∏k
ν=1
∏τν
j=1 Γ(g
(ν)
j
T ξ(ν))∏k
ν=1 Γ(
∑k
q=1Q
(ν)
q
T ξ(q))
.
Les T ξ(ν) sont de´finies par la relation (4.3.6)T .
Afin de faciliter l’argument de l’e´preuve, nous formulons un e´nonce´ auxiliaire.
Lemme 4.7 Sous les conditions du The´ore`me 4.6, la transforme´e de Mellin M00,γ(z) de l’inte´grale
pe´riode I0x0,γ(s) pour l’IC (4.3.1) admet une expression comme suit a` des fonctions ∆ pe´riodiques
pre`s,
M00,γ(z) =
k∏
i=1
Γ(zi)
∏
j∈IΛ
Γ(ξj(z)).
De´monstration Il faut donc de´montrer que les solutions spe´ciales du syste`me (4.3.5) satisfont
(4.3.19) ξaν−2(z) = ξaν−1(z) = zν , ξaν (z) = 1− zν .
Pour le voir, on remarque que le syste`me ci-dessous est une conse´quence directe de la relation
LL
−1 = idL,
(4.3.20)
n∑
i=1
v
(ν)
q,i w
(aν)
i + q
(aν)
2µ−1 = 0, a
(µ−1) + 1 ≤ q ≤ aµ−1 + τµ, µ ∈ [1, k].
−
n∑
i=1
w
(aν )
i =
n∑
i=1
w
(aν−1)
i = 1.
La dernie`re se de´duit des (4.3.10) et (4.3.11). Soit ν(j) ∈ [1, k] tel que j appartienne au I(ν(j)), alors
on a
(4.3.21)
∑
i∈IΛ
v
(ν(j))
i,j p
(i)
q + p
(aν(j)−1)
q = 0,
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pour q ∈ [1, k].
On en de´duit les relations suivantes.
(4.3.22) q
(aν)
2ν−1 = q
(aν)
2ν = 1,
(4.3.23) q
(aν
′
)
2ν−1 = q
(aν
′
)
2ν = 0, pour ν
′ 6= ν.
L’e´galite´ q
(aν
′
)
2ν = 0 se de´duit du fait que le produit de la a
ν−1−ie`me colonne de L−1 avec le aν′−ie`me
rayon de L est e´gal a` 0. D’autre part, le produit de la (n+2ν)−ie`me colonne de L avec le aν′−ie`me
rayon de L−1 est e´gal a` q(a
ν′)
2ν−1+q
(aν
′
)
2ν = 0. Cela de´montre (4.3.23). Le produit de la a
ν−ie`me colonne
de L−1 avec le aν
′−ie`me rayon de L est e´gal a` q(aν
′
)
2ν−1 + p
(aν
′
)
ν = 0. D’ou` s’entraˆine l’e´galite´ p
(aν
′
)
ν = 0
pour ν 6= ν′. Le produit de la (aν − 1)−ie`me colonne de L−1 avec le (aν′ − 2)−ie`me rayon de L est
e´gal a` q
(aν−1)
2ν′−1 + p
(aν−1)
ν′ = 0. Par consequence, on a
(4.3.24) p
(aν−1)
ν′ = 0 pour ν 6= ν′,
p(a
ν−1)
ν = −q(a
ν−1)
2ν−1 = 1, p
(aν)
ν = −1,
car p
(aν)
ν + p
(aν−1)
ν = 0. En plus on voit que
(4.3.25) q(a
ν−1)
r = 0, r 6= 2ν − 1.
En somme, graˆce aux (4.3.20), (4.3.22), (4.3.24),
ξaν (z) =
n∑
i=1
w
(aν)
i +
2k∑
r=1
q(a
ν)
r +
k∑
q=1
p(a
ν)
q zq = −1 + 1 + 1− zν = 1− zν .
D’autre part (4.3.20), (4.3.25), (4.3.24), entraˆinent
ξaν−1(z) = 1 + 0− 1 + zν = zν .
Quant’a` la fonction ξaν−2(z) il est facile de voir que tout les e´le´ments de la (aν−2)−ie`me colonne
de L−1 consiste des ze´ros sauf le (n+ 2k + ν)−ie`me e´le´ment qui est e´gal a` 1.
On a donc l’e´galite´
M00,γ(z) =
k∏
i=1
Γ(zi)
2Γ(1− zi)
∏
j∈IΛ
Γ(ξj(z)) =
k∏
i=1
π
sin πzi
Γ(zi)
∏
j∈IΛ
Γ(ξj(z)).
C.Q.F.D.
De´monstration du The´ore`me 4.6 On de´montre la relation suivante,
 1− z1...
1− zk

 =T Qˆ

 ξ
(1)(z)
...
ξ(k)(z)

 .
En fait
t(TQ) ·t (T LΛ)−1 · TV Λ

 1− z1...
1− zk

 =


T~g(1)
...
T~g(k)

 ·T V Λ

 1− z1...
1− zk

 = T Qˆ

 1− z1...
1− zk


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qui se de´duit du (4.3.6)T et du (4.3.13)T . D’autre part graˆce a` la condition (4.3.17)′′ on a
t(TQ)·t(TLΛ)−1· TV Λ

 1− z1...
1− zk

 =t (TQ)·L−1Λ ·V Λ

 1− z1...
1− zk

 =T Qˆ


T~g(1)
...
T~g(k)

·TG−1


T ξj1 (z)
...
T ξjn(z)

 .
La dernie`re e´galite´ s’explique par la relation t(TQ) =T Qˆ


T~g(1)
...
T~g(k)

 ·TG−1 et par une consequence
directe du (4.3.16),
L
−1
Λ · V Λ

 1− z1...
1− zk

 =


T ξj1 (z)
...
T ξjn(z)

 .
Le chaˆine des e´galite´s ci-dessus est vrai en vue du (4.3.16) et du (4.3.17),
T Qˆ


T~g(1)
...
T~g(k)

 · TG−1


T ξj1(z)
...
T ξjn(z)

 =T Qˆ

 ~g
(1)
...
~g(k)

 ·G−1


T ξj1 (z)
...
T ξjn(z)


=T Qˆ

 ~g
(1)
...
~g(k)

 ·G−1GV Λ


T ξ(1)(z)
...
T ξ(k)(z)

 = T Qˆ · Qˆ


T ξ(1)(z)
...
T ξ(k)(z)

 .
L’e´galite´,

 ~g
(1)
...
~g(k)

 ·G−1 =


1
τ1−2︷︸︸︷· · · 1 0 τ2−2︷︸︸︷· · · 0 · · · 0 τk−2︷︸︸︷· · · 0
0
τ1−2︷︸︸︷· · · 0 1 τ2−2︷︸︸︷· · · 1 · · · 0 τk−2︷︸︸︷· · · 0
...
...
...
...
...
...
...
...
...
...
0
τ1−2︷︸︸︷· · · 0 0 τ2−2︷︸︸︷· · · 0 · · · 1 τk−2︷︸︸︷· · · 1


=
=


T~g(1)
...
T~g(k)

 · TG−1 =


1
τ˜1−2︷︸︸︷· · · 1 0 τ˜2−2︷︸︸︷· · · 0 · · · 0 τ˜k−2︷︸︸︷· · · 0
0
τ˜1−2︷︸︸︷· · · 0 1 τ˜2−2︷︸︸︷· · · 1 · · · 0 τ˜k−2︷︸︸︷· · · 0
...
...
...
...
...
...
...
...
...
...
0
τ˜1−2︷︸︸︷· · · 0 0 τ˜2−2︷︸︸︷· · · 0 · · · 1 τ˜k−2︷︸︸︷· · · 1


,
est une conse´quence des relations τν = τ˜ν , 1 ≤ ν ≤ k mentionne´es comme corollaire du (4.3.17)”.
Graˆce a` la condition rank(T Qˆ) = n celui-la` signifie
 1− z1...
1− zk

 = Qˆ


T ξ(1)(z)
...
T ξ(k)(z)

 .
Transforme´e de Mellin 43
D’une fac¸on syme´trique, en supposant que rank(Qˆ) = n, on a
 1− z1...
1− zk

 = T Qˆ

 ξ
(1)(z)
...
ξ(k)(z)

 .
On en de´duit directement la relation de´sire´e,
k∏
ν=1
Γ(zν) =
k∏
ν=1
Γ(1−
k∑
q=1
TQ(ν)q ξ
(q)(z)) =
1∏k
ν=1 Γ(
∑k
q=1
TQ
(ν)
q ξ(q)(z))sin
(
π
∑k
q=1
TQ
(ν)
q ξ(q)(z)
) .
D’ailleurs le lemme 4.7 et la condition (4.1.17)′ nous donne
ξaν−1+j =
T g
(ν)
j ξ
(ν), j ∈ [1, τν ]
qui signifie ∏
j∈IΛ
Γ(ξj(z)) =
k∏
ν=1
τν∏
j=1
Γ( T g
(ν)
j ξ
(ν)).
La formule (4.3.18)T se de´montre d’une fac¸on comple`tement paralle`le. C.Q.F.D.
Conjecture Le pair (G·V Λ, TG· TV Λ) correspond aux syme´tries quantique (QX)et ge´ome´trique
(GX) de l’IC X, (4.3.1) pourtant le pair (TG · TV Λ, G · V Λ) a` celles-ci de l’IC Y, (4.3.1)T au sens
de [7].
En fait, dans le cas k = 1, on peut facilement voir la dualite´ comme suit existe
QX = (ZQˆ;G),GX = (ZT Qˆ; TG),
GY = (ZQˆ;G), QY = (ZT Qˆ; TG),
avec |G| = Qˆ qui se de´duit de la condition de Calabi-Yau.
En liaison avec la syme´trie de miroir, on conside`re l’alge`bre structurel de l’IC de dimension n−k
note´e par X et de´finie par (4.3.1),
AX :=
C[x]
(f1 + f2 − 1, · · · f2k−1 + f2k − 1)C[x] ,
et la filtration naturelle sur lui,
AjX := {xα ∈ AX ;
k∑
q=1
〈α,~g(q)〉 = j},
avec le polynoˆme de Poincare´,
PAX (λ) =
∑
j∈Z≥0
dim(AjX)λ
j .
D’une manie`re analogue, on de´finit les notions correspondantes de l’IC de la meˆme dimension note´e
par Y et de´finie par (4.3.1)T ,
AY :=
C[x]
(T f1 +T f2 − 1, · · ·T f2k−1 +T f2k − 1)C[x] ,
44 S. TANABE´
AjY := {xα ∈ AY ;
k∑
q=1
〈α,T ~g(q)〉 = j},
PAY (λ) =
∑
j∈Z≥0
dim(AjY )λ
j .
Alors le re´sultat classique du [10] nous donne,
(4.3.26) PAX (λ) =
∏k
q=1
∏k
ν=1(1− λQ
(ν)
q )∏k
ν=1
∏τν
j=1(1 − λg
(ν)
j )
, PAY (λ) =
∏k
q=1
∏k
ν=1(1− λ
TQ(ν)q )∏k
ν=1
∏τν
j=1(1− λ
T g
(ν)
j )
.
En suite on introduit les variables (t1, · · · , tk) ∈ Tk telles que
k∏
ν=1
s
TQ(ν)q
ν = tq, 1 ≤ q ≤ k.
Graˆce a` la condition (4.3.17)′′, cett’e´quation est toujours resoluble par rapport aux variables s = s(t).
On conside`re la transforme´e de Mellin inverse de M00,γ(z(ξ)) associe´e a` l’IC (4.3.1),
Uα(s) =
∫
Πˇα
∏k
ν=1
∏τν
j=1 Γ(
T g
(ν)
j ξ
(ν)(z))∏k
ν=1 Γ(
∑k
q=1
TQ
(ν)
q ξ(q)(z))
s−z+1dz,
ou` Πˇα ⊂ Tk est un cycle qui e´vite les lieux singuliers de l’inte´grand. Il est facile de voir que
Uα(s(t)) = det(
T Qˆ)−1
∫
T Qˆ−1(Πˇα)
∏k
ν=1
∏τν
j=1 Γ(
T g
(ν)
j ξ
(ν))∏k
ν=1 Γ(
∑k
q=1
TQ
(ν)
q ξ(q))
t−ξ
(1)
1 · · · t−ξ
(k)
k dξ
(1) ∧ · · · ∧ dξ(k).
La transforme´e de Mellin inverse Uα(s(t)) est annule´e par le syste`me suivant d’e´quations diffe´rentielles,
Lν(tν , ϑt)Uα(s(t)) = 0, 1 ≤ ν ≤ k,
ou`
Lν(tν , ϑt) =

 τν∏
j=1
T g
(ν)
j
−1∏
r=0
(−T g(ν)j ϑtν + r)− tν
k∏
µ=1
TQ(µ)ν −1∏
r=0
(
k∑
q=1
TQ(µ)q ϑtq − r)

 , 1 ≤ ν ≤ k.
Nous notons par |χ(X˜ν)| le de´gre´ de l’ope´rateur Lν(t, ϑt) : |χ(X˜ν)| =
∑k
µ=1
TQ
(µ)
ν =
∑τν
j=1
T g
(ν)
j =
T g
(ν)
τν+1
. On de´finit la restriction de l’ope´rateur Lν(t, ϑt) au toreT = {t ∈ Ck; ti = 0, i 6= ν}\{tν = 0}
comme suit,
L˜ν(tν , ϑtν ) :=

 τν∏
j=1
T g
(ν)
j
−1∏
r=0
(−T g(ν)j ϑtν + r)− tν
k∏
µ=1
TQ(µ)ν −1∏
r=0
( TQ(µ)ν ϑtν − r)

 .
Sur l’espace de dimension |χ(X˜q)| des solutions annule´es par L˜q(tq, ϑtq ), on conside`re la mon-
odromie M
(0)
q ∈ GL(|χ(X˜q)|,C) (resp. M (∞)q ∈ GL(|χ(X˜q)|,C)) autour du point tq = 0 (resp.
tq =∞). Alors l’expression ci-dessus de l’ope´rateur L˜ν(tν , ϑtν ) entraˆine,
det(M (∞)q − λq · id|χ(X˜q)|) =
k∏
ν=1
(1 − λ
TQ(ν)q
q ), det(M
(0)
q − λq · id|χ(X˜q)|) =
τq∏
j=1
(1− λ
T g
(q)
j
q ).
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Par conse´quence la fonction rationelle de´finie par
MX(λ1, · · ·λk) :=
k∏
q=1
det(M
(∞)
q − λq · id|χ(X˜q)|)
det(M
(0)
q − λq · id|χ(X˜q)|)
s’exprime
(4.3.27) MX(λ1, · · ·λk) =
∏k
q=1
∏k
ν=1(1− λ
TQ(ν)q
q )∏k
q=1
∏τq
j=1(1− λ
T g
(q)
j
q )
.
Pour la fonction rationelleMY (λ1, · · ·λk) de´finie d’une mane`re analogue a` la fonctionMX(λ1, · · ·λk),
on a
MY (λ1, · · ·λk) =
∏k
q=1
∏k
ν=1(1− λ
Q(ν)q
q )∏k
q=1
∏τq
j=1(1 − λ
g
(q)
j
q )
.
Soit Y¯ la compactification de l’IC Y ⊂ Tn dans le produit des espaces projectifs quasiho-
moge`genes P := P
(τ1)
(T g
(1)
1 ,...,
T g
(1)
τ1+1
)
× . . . × P(τk)
(T g
(k)
1 ,...,
T g
(k)
τk+1
)
. On peut de´finir le faisceau cohe´rent
OP(ζ), ζ = (ζ1, · · · , ζk) dont la section sur un ouvert UI = {x ∈ Cn;xi 6= 0, i ∈ I} est donne´e par
Γ(UI ,OP(ζ)) := {xα;α = (α1, · · · , αn) ∈ Zn, αi ≥ 0 pour i 6∈ I, 〈T g(q), α〉 = ζq, 1 ≤ q ≤ k}.
On de´finit le faisceau cohe´rent OY¯ (ζ) par la section sur l’ouvert UI ,
Γ(UI ,OY¯ (ζ)) := {xα ∈ AY ;α = (α1, · · · , αn) ∈ Zn, αi ≥ 0 pour i 6∈ I, 〈T g(q), α〉 = ζq, 1 ≤ q ≤ k}.
Pour lui on introduit le caracte´ristique d’Euler,
χ(OY¯ (ζ)) :=
n−k∑
i=0
(−1)idimHi(OY¯ (ζ)).
D’apre`s [10], [13] le polynoˆme de Poincare´ du caracte´ristique d’Euler,
POY¯ (t1, · · · , tk) :=
∑
ζ∈(Z≥0)k
χ(OY¯ (ζ))tζ11 · · · tζkk
admet une expression comme suit,
(4.3.28) POY¯ (t1, · · · , tk) =
∏k
ν=1
∏k
q=1(1− t
TQ(ν)q
ν )∏k
ν=1
∏τν
j=1(1− t
T g
(ν)
j
ν )
.
Pour le faisceau OX¯(ζ) de´fini d’une fac¸on analogue au OY¯ (ζ), on de´finit
POX¯(t1, · · · , tk) :=
∑
ζ∈(Z≥0)k
χ(OX¯(ζ))tζ11 · · · tζkk .
Pour celui-la` on a,
POX¯(t1, · · · , tk) =
∏k
ν=1
∏k
q=1(1− t
Q(ν)q
ν )∏k
ν=1
∏τν
j=1(1− t
g
(ν)
j
ν )
.
Si on compare (4.3.26), (4.3.27) et (4.3.28) on obtient l’e´nonce´ suivant.
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The´ore`me 4.8 Pour les IC X et Y de´finies par (4.3.1) et (4.3.1)T on a la relation suivante,
MX(λ, · · · , λ) = POY¯ (λ, · · · , λ) = PAY (λ),
MY (λ, · · · , λ) = POX¯(λ, · · · , λ) = PAX (λ).
Exemple 4.3.1, La varie´te´ de Schimmrigk Comme exemple simple, mais peu trivial, on
regarde l’exemple suivant e´tudie´ dans [7],
f1(x) =
3∑
i=0
x3i , f2(x) = x1x2x3 + 1,
f3(x) =
3∑
i=1
xix
3
i+3, f4(x) = x0x4x5x6 + 1.
Alors on a les matrices ci-dessous,
L =


3 0 0 0 0 0 0 1 0 0 0 0 0
0 3 0 0 0 0 0 1 0 0 0 0 0
0 0 3 0 0 0 0 1 0 0 0 0 0
0 0 0 3 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 1 0
0 1 1 1 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0
0 1 0 0 3 0 0 0 0 1 0 0 0
0 0 1 0 0 3 0 0 0 1 0 0 0
0 0 0 1 0 0 3 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 1
1 0 0 0 1 1 1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0


.
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L
−1 =


1/3 −1/9 −1/9 −1/9 0 1/3 −1/3 0 0 0 0 0 0
0 2/9 −1/9 −1/9 0 1/3 −1/3 0 0 0 0 0 0
0 −1/9 2/9 −1/9 0 1/3 −1/3 0 0 0 0 0 0
0 −1/9 −1/9 2/9 0 1/3 −1/3 0 0 0 0 0 0
−1/9 −1/27 227 227 0 −1/9 1/9 2/9 −1/9 −1/9 0 1/3 −1/3
−1/9 227 −1/27 227 0 −1/9 1/9 −1/9 2/9 −1/9 0 1/3 −1/3
−1/9 227 227 −1/27 0 −1/9 1/9 −1/9 −1/9 2/9 0 1/3 −1/3
0 1/3 1/3 1/3 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
1/3 −1/9 −1/9 −1/9 0 0 0 1/3 1/3 1/3 0 −1 1
0 0 0 0 0 0 0 0 0 0 0 0 1
0 −1/3 −1/3 −1/3 1 1 −1 0 0 0 0 0 0
−1/3 1/9 1/9 1/9 0 0 0 −1/3 −1/3 −1/3 1 1 −1


.
D’apre`s la construction (4.3.4)T base´e sur la matrice transpose´e t(L) il est facile de voir que
T fℓ(x) = fℓ(x), 1 ≤ ℓ ≤ 4. La matrice TL−1 = L−1 nous donne les fonctions line´aires
ξ(1) = −1
3
(z1 − 1) + 1
9
(z2 − 1), ξ(2) = −1
3
(z2 − 1).
On en de´duit facilement que pour f(x) ainsi que T f(x) on a la transforme´e de Mellin de la pe´riode,
M00,γ(z) = Γ(−
1
3
(z1 − 1) + 1
9
(z2 − 1))3Γ(−1
3
(z2 − 1))4Γ(z1)Γ(z2) = Γ(ξ
(1))3Γ(ξ(2))4
Γ(3ξ(1) + ξ(2))Γ(3ξ(2))
,
a` des fonctions 27−pe´riodiques pre`s.
D’une manie`re analogue, on peut conside´rer l’IC,
f1(x) =
n∑
i=0
xni , f2(x) = x1x2 · · ·xn + 1,
f3(x) =
n∑
i=1
xix
n
i+n, f4(x) = x0xn+1xn+2 · · ·x2n + 1,
dont l’inte´grale fibre est exprime´e par
M00,γ(z) =
Γ(ξ(1))nΓ(ξ(2))n+1
Γ(nξ(1) + ξ(2))Γ(nξ(2))
,
a` des fonctions nn−pe´riodiques pre`s.
Il faut remarquer que notre matrice L satisfait une condition inte´ressante ci-dessous.
La condition de carre´ magique Pour chaque q ∈ [1, k] fixe´, on peut trouver une application
univalente σ : b ∈ IΛ → {1, · · · , n} telle que
pbq = w
aq
σ(b), pour tout b ∈ IΛ.
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Cette condition joue un roˆle central lors de l’interpretation de la dualite´ bizarre d’Arnol’d sur
l’e´change des nombres de Gabrielov et de Dolgachev de point de vue de la syme´trie de miroir [17].
Exemple 4.3.2 Nous conside´rons un exemple d’une hypersurface e´tudie´ dans [7]. Avec les
notations ci-dessus, nous avons les donne´es suivantes.
f1(x) = x
7
1 + x
7
2x4 + x
7
3x5 + x
3
4 + x
3
5, f2 = x1x2x3x4x5.
L =


7 0 0 0 0 1 0 0
0 7 0 1 0 1 0 0
0 0 7 0 1 1 0 0
0 0 0 3 0 1 0 0
0 0 0 0 3 1 0 0
0 0 0 0 0 1 0 1
1 1 1 1 1 0 1 0
0 0 0 0 0 0 1 0


,
L
−1 =


6
49 −1/49 −1/49 − 249 − 249 0 1/7 −1/7
− 2147 19147 − 2147 − 11147 − 4147 0 2/21 −2/21
− 2147 − 2147 19147 − 4147 − 11147 0 2/21 −2/21
−1/21 −1/21 −1/21 521 −2/21 0 1/3 −1/3
−1/21 −1/21 −1/21 −2/21 521 0 1/3 −1/3
1/7 1/7 1/7 2/7 2/7 0 −1 1
0 0 0 0 0 0 0 1
−1/7 −1/7 −1/7 −2/7 −2/7 1 1 −1


On a donc la transforme´e de Mellin de la pe´riode associe´e a` l’IC {x ∈ (C×)5; f1(x)+ s1 = 0, f2(x)+
1 = 0} exprime´e ci-dessous a` des 7−fonctions pe´riodiques pre`s,
M00,γ(z) = Γ(−
1
7
(z1 − 1))3Γ(−2
7
(z1 − 1))2Γ(z1) = Γ(ξ
(1))3Γ(2ξ(1))2
Γ(7ξ(1))
.
D’apre`s la construction (4.3.4)T on voit que
T f1(x) = x
7
1 + x
7
2 + x
7
3 + x2x
3
4 + x3x
3
5,
T f2 = x1x2x3x4x5.
On a alors la transforme´e de Mellin de la pe´riode associe´e a` l’IC {x ∈ (C×)5; T f1(x) + s1 =
0, T f2(x) + 1 = 0} exprime´e ci-dessous a` des 147−fonctions pe´riodiques pre`s,
M00,γ(z) = Γ(−
1
7
(z1 − 1))Γ(− 2
21
(z1 − 1))2Γ(−1
3
(z1 − 1))2Γ(z1) = Γ(3ξ
(1))Γ(2ξ(1))2Γ(7ξ(1))2
Γ(21ξ(1))
.
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