ABSTRACT: Based on the deep learning theory, a novel facial expression recognition method, which utilizes both Principal Component Analysis (PCA) and stacked denoising autoencoders (SDAE), is proposed in this paper. At first, PCA is used as a linear dimensionality reduction method on the expression features, and subsequently non-linear dimensionality is further learnt by a greed layer-wise method of stacked denoising autoencoders. Then, some meaningful and low-dimensioned expression features can be learnt and used to classify. The comparative experiment results show that the proposed method is more effective than some other expression recognition methods based on deep learning theories and it can also get higher expression recognition accuracy than traditional non-deep learning based expression recognition methods.
INTRODUCTION
The facial expression is not only the major way to express emotion for people, but also the main mark to identify human's emotion. So the facial expression recognition plays a significant role in emotion computing [1] . In recent years, the facial expression recognition has been widely applied to the man-machine interaction, distance education management, vehicle safety driving, public security monitoring and so on.
The traditional facial expression recognition methods include five steps: acquiring data, preprocessing, feature extraction, feature selection, and expression classification [2, 3, 4] . The feature plays a key role in the classification result and generally finishes before expression classification independently. And so far, a variety of feature representation methods have been proposed, such as Gabor, discrete cosine transform (DCT), local binary pattern (LBP), etc..
As building a nonlinear neural network which has several hidden layers, deep learning transforms the data by a layer-wised way to learn the essential features. Thus a neural network is built and used to express images, voice, or text like a human brain [5] . Compared with the feature expression methods, deep learning can depict the rich inner information of data, thus ultimately to improve the classification accuracy. In recent years, some deep learning methods, such as restricted Boltzmann machine, deep belief networks and convolution neural network have been applied in facial expression recognition. In 2002, Fasel B. used convolution neural network to identify expression [6] . In 2014, Liu Yunfan, et al. utilized the optical flow feature and sparse autoencoder for facial expression recognition [7] . In the same year, Lv Y., et al. detected the face components by deep belief networks, and then did the facial expression recognition using autoencoder [8] . In 2015, H Jung, et al. developed a facial expression recognition system using deep neural network and convolutional neural network [9] . In the same year, Liu P, et al. proposed the combination of deep belief networks and AdaBoost method for facial expression recognition [10] . In spite that the facial expression recognition method based on deep learning has achieved great progress, the expression recognition rate is still low if we just use a single deep learning model. We need to modify the model and do a lot of work, although the process of model training and recognition is more complex.
In this paper, a novel facial expression recognition method, which utilizes both Principal Component Analysis (PCA) and stacked denoising autoencoders (SDAE), is proposed. First we use the PCA to do the linear feature reduction. And then the dimension of the data is reduced by a nonlinear way while the stacked denoising autoencoders learn the features. Thus some more effective features of expression could be learnt. Both of the average forecast time and facial expression recognition rate are improved. The simulation experiment results show the effectiveness of the proposed method.
THE STACKED DENOISING AUTOENCODERS
In this section, we will first introduce the denoising autoencoders which is the basic block of stacked denoising autoencoders. And then the training process of the SDAE will be introduced.
Denoising autoencoders
Assume that the autoencoder has a strong robustness to the partially destroyed inputs [11, 12] . As shown in Figure 1 , the input x is corrupted to the partially destroyed vector x  by means of the stochastic mapping
. In this paper, we get the partially destroyed vector x  by randomly setting a fixed part of input x∈ [0, 1] d to 0. Then the corrupted input is x  mapped, as with the basic autoencoder, to a hidden representation
,where θ={W,b}.W is a weight matrix with size of d′ * d and b is a bias matrix with the dimension of d′, s(x)=1/(1+e -x ). Then y is reconstructed to z=gθ′ (y)=s(W′y+b′), where θ′={W′,b′}. We can obtain the optimal weight matrix of reverse mapping as W′=W T . Then by minimizing the average reconstruction error between input and the reconstructed vector, we can get the optimal model parameters like Equation (1):
Where the lost function L, each component of vector x and z belongs to Bernoulli distribution, and uses cross entropy to measure the distance between x and z like Equation (2): Figure 1 . The structure of denoising autoencoders.
Stacked denoising autoencoders
In this paper, the stacked denoising autoencoders is got by stacking the denoising autoencoders [13, 14] . As shown in Figure 2 , x is the input,ŷ is the classification output, and hi are the hidden layers. The training process is shown as follows: (1) Initially train the first denoising autoencoder considering the input is the image and h1=y. Then train the model as the method stated in part 2.1 to get the parameters of the first denoising autoencoder; (2) Use h1 got from step (1) as the input of the second denoising autoencoder and h2=y. Then train it as a denoising autoencoder to get the parameters of second denoising autoencoder; (3) Iterate through step (2) to train the rest denoising autoencoders until to the n-1 denoising autoencoder; (4) Use hn got from last step as input of the final model, andŷ as the output. Train the last model also as a denoising autoencoder to get the classification results. 
FRAMEWORK OF FACIAL EXPRESSION RECOGNITION METHOD BASED ON SDAE
As shown in Figure 3 , the proposed method consists of three steps. Firstly the images are cropped and normalized in the preprocessing phase. And then the dimension of the input feature is reduced by Principal Component Analysis (PCA). Then the SDAE is trained layer-wised after being stetted its parameters, while the test images are preprocessed and feature dimension reduced by PCA. The trained SDAE learn feature layer-wised and classify. 
Feature reduction method
In order to remove the redundant composition in facial expression and eliminate the dependence of data, the facial image is reduced dimension by PCA after preprocessing. Principal Component Analysis is defined as an orthogonal linear transformation mathematically. It transforms the data to a new coordinate system in which the greatest variance by some projection of the data lies on the first coordinate, the second greatest variance on the second coordinate, and so on [15] . According to the singular value decomposition of the covariance matrix of the dataset x, construct the projection axis of dimension reduction:
Where m is the amount of sample, n is the dimension of sample, ε is the error coefficient and always less than 0.01. The dimension reduction range error is: 
where xapprox is the output of sample. The optimal dimension of reduction is fixed by principal component contribution rate:
where δ is always 0.99.
Using the principle component values to replace the original data, we can extract the main component of expression. Besides the SDAE will reduce dimension by a nonlinear way when it's learning features. We utilize the PCA to reduce the dimension by a linear way first. Thus we can get the main composition of expression and more effective features. Thus the training and test of SDAE can be more efficient.
Stacked denoising autoencoders
The stacked denoising autoencoders is stacked by the autoencoder with denoising criterion. Compared with other deep learning models, such as deep belief networks and convolutional neural network, it has a stronger ability to learn feature. And SDAE has been applied to digit recognition successfully [11] . In order to take advantage of SDAE's strong ability to learn feature, the SDAE is applied to facial expression recognition firstly in this paper.
If the raw pixel feature is used for SDAE to recognize facial expression, the expression recognition rate will be lower because of the redundant composition in facial expression. So a new facial expression recognition method based on PCA and SDAE is proposed. Firstly the facial images are reduced feature by PCA after be preprocessed. Then it is used for SDAE to learn feature and classify. The parameters of SDAE is set as the autoencoder's criterion which is the dimension of every denoising autoencoder's output is smaller than input so as to learn lower dimension features [11] . In this paper, the model parameter is used the method put forward in the article [16] . That is the dimension of DAE output is lower than the dimension of DAE input to learn the low dimension feature and to remove the irrelevant features. The number of hidden layer nodes of SDAE decrease from input to output of SDAE.
EXPERIMENTS

Experimental settings
In order to demonstrate the effectiveness of the proposed method, the experiments were conducted on two classical facial expression datasets that are extend Cohn-Kanade (CK+) and JAFFE [17, 18, 19] . And experiments were aimed to classify the expression to six classes which are angry, disgust, fear, happy, sad and surprise [20] . To get the emotion part of a face, the images were clipped by the method mentioned in [21] . Firstly, the eyes and nose are located, if the distance between the two pupils is d, then the size of the clipped image is 2.2d*1.8d. At last, normalization is conducted after all the images have been clipped. 600 images from CK+ were selected as the samples and the 10-fold cross validation was adopted. For JAFFE dataset, 183 images were selected as the samples without neutral expression while the 7-fold cross validation was adopted as the size of samples was small.
The dimension of data is reduced to 512 by PCA. So the number of hidden nodes is 500,400,200 from lowest hidden layer to highest one for CK+. Because the JAFFE dataset is small, the number of hidden layer is 500,400,300,200,100 from lowest hidden layer to highest one for JAFFE to learn better feature.
Experimental results analysis
Contrast experiments of SDAE with different
parameters Demonstrating the parameters of SDAE [15] used in this paper can obtain higher facial expression recognition, and contrast experiments are performed. All experiments in this part utilize the proposed method to recognize the expression. According to set different parameters for SDAE, such as the amount of layers and the amount of nodes in every layer, we use these models to test. The experiments are shown in Figure 4 and 5. Different parameters of SDAE are shown in Table 1 . The row "SDAE" means layers of SDAE. The hi mean the amount of nodes in every layer as shown in Figure 2 . SDAE  H6  H5  H4  H3  H2  H1  4  300  500  5  200  400  500  6  200  300  400  500  7  100  200  300  400  500  8  50  100  200  300  400  500 After analyzing the experimental results, we can conclude that the parameters of SDAE used in this paper can get higher recognition rate. For both the CK+ and Jaffe dataset, if the iteration of training for each model is the same, the recognition rate increases when the layers of model increase within a certain range, because it can learn more advanced features thus to get a higher recognition rate. But if the amount of model layers increases further, the complex of training for model will learn worse feature and lead to a worse result. And the experiments show that 5 layers structure of SDAE for CK + and 7 layers structure of SDAE for JAFFE can get better recognition rate. For a single curve in the figure, with the increase of iteration for model training, the model can learn more advanced features thus to get a higher recognition rate. But if the iteration increases further, it will lead to over-fitting of the model training and a worse recognition results.
4.2.2
The necessity verification of PCA feature reduction experiment Contrast experiments are set in this section to verify the necessity of PCA feature reduction. For the input of the SDAE, we compare the feature reduced dimension by PCA used in this paper with the raw pixel feature. Then two kinds of features are used to train and test the SDAE. The experiments are conducted on the CK+ and JAFFE dataset. The results are shown below: Table 2 shows the experimental results. The raw pixel feature, feature reduced feature by PCA were put into the model for experiments. The results indicate PCA dimension reduction combined with SDAE for learning and classification can get better performance than the raw pixel features combined with SDAE. This result demonstrates the necessity of feature dimension reduction. For conclusion, the proposed method which combined the PCA and SDAE can get better facial expression recognition rate.
Contrast experiments of different deep learning methods
Deep learning is proposed in recent years. Several deep learning methods have been applied to facial expression recognition. So contrast experiments were set to compare two deep learning methods and two classical methods with our proposed method. They are respectively deep belief networks, convolutional neural network, artificial neural network and support vector machine with local binary patterns. The results are displayed as follows. After analyzing the experimental results, we can conclude that the proposed PCA+SDAE method can get higher recognition rate compared with the above methods. It demonstrates the auto learning ability of deep learning, and also proves that the auto learned feature can describe the expression better than the raw pixel feature and extracted feature that can lead better recognition rate.
CONCLUSION
A novel facial expression recognition method based on Principal Component Analysis and stacked denoising autoencoders was proposed in this paper. The experimental results indicate the proposed method can get better performance than other deep learning based methods and non-deep learning methods. In addition, the feature reduced feature by PCA can get better performance than the raw pixel features to train and test the SDAE. Currently, the model structure is chosen by experiments, how to choose the optimized model structure can be researched in the future. At last, most of the facial expression recognition can only applied for frontal face, how to recognize the facial expression with pose can also be discussed in the future.
