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Macdonald symmetric functions of rectangular
shapes
Tommy Wuxing Cai
Abstract. Using vertex operator we study Macdonald symmetric func-
tions of rectangular shapes and their connection with the q-Dyson Lau-
rent polynomial. We find a vertex operator realization of Macdonald
functions and thus give a generalized Frobenius formula for them. As
byproducts of the realization, we find a q-Dyson constant term orthogo-
nality relation which generalizes a conjecture due to Kadell in 2000, and
we generalize Matsumoto’s hyperdeterminant formula for rectangular
Jack functions to Macdonald functions.
1. Introduction
Macdonald symmetric functions [13] Qλ(q, t) form a remarkable class of
symmetric functions. They are indexed by partitions λ and depending on
parameters q, t. They includes many types of symmetric functions as special
cases such as Jack functions Qλ(α) and Hall–Littlewood functions Qλ(0, t) .
When the Young diagram of λ is of rectangular shape, i.e., λ = (k, k, · · · , k),
we say that the corresponding symmetric function is of rectangular shape.
For example, Q(2,2,2)(0, t) is a rectangular Hall-Littlewood function. We
study the rectangular Macdonald functions using vertex operator.
First, we find a solution to the long-standing problem of vertex operator
realization of Macdonald symmetric functions. Jing’s vertex operator [9] re-
alizes Hall-Littlewood functions gracefully. However, a generalization of this
realization to Jack functions or Macdonald functions is far from immediate.
Jing and the author gave a vertex operator realization of Jack functions in
[3, 5]. In this work, we generalize this realization of Jack functions to Mac-
donald functions, as the limit q → 1 of the later goes back to the case of Jack
functions. It comes out that our realization here is different from that in [9].
Roughly speaking, we use two steps to construct Macdonald functions. In
the first step, we realize Macdonald functions of rectangular shapes, and in
2010 Mathematics Subject Classification. Primary: 05E05; Secondary: 17B69, 05E10.
Key words and phrases. Macdonald functions, vertex operators, q-Dyson constant
term.
1
2 TOMMY WUXING CAI
the second step, we use these rectangular Macdonald functions to construct
those of general shapes (Theorem 6.9). We explain briefly the first step here.
Let F = Q(q, t) be the field of rational functions in two independent
variables q, t. The space of symmetric space is a free commutative associative
algebra Λ generated by variables p1, p2, · · · over F (as we are considering
Macdonald functions). Let Q[12Z] be the group algebra of {e
nη : n ∈ 12Z}
(with multiplication being emηenη = e(m+n)η). Extend Λ to V which is
defined to be V = Λ ⊗ Q[12Z]. We consider the case that t = q
β where β
is an arbitrary positive integer. Define the following operators Xi’s on V
using the following generating function:
X(z) = exp
(∑
n≥1
pnz
n
n
1− qnβ
1− qn
)
M(z) exp
(∑
n≥1
−
∂
∂pn
z−n
q−nβ − qnβ
1− qnβ
)(1.1)
=
∑
n
X−nz
n,
where M(z).v ⊗ emη = z(2m+1)βv ⊗ e(m+1)η . For rectangular partition λ =
(ks) and positive integer β, we prove that (as a special case of Theorem 5.2):
(X−k)
s.1⊗ esη/2 =
(q; q)sβ
(q; q)sβ
Q(ks)(q, q
β)⊗ esη/2,(1.2)
where the q-Pochhammer symbol (z; q)n = (1 − z)(1 − q
z) · · · (1 − qn−1z).
This way, we realize Macdonald functions of rectangular shapes using vertex
operator.
Second, we give a q-Dyson orthogonality relation which generalizes a
conjecture of Kadell. To study the vertex operator realization of Macdonald
functions, we consider the following Laurent polynomial:
Fβ,q[s; t] = Fβ,q(z1, . . . , zs;w1, . . . , wt)(1.3)
=
∏
1≤i<j≤s
( zi
zj
; q
)
βi
(qzj
zi
; q
)
βj
s∏
i=1
t∏
j=1
( zi
wj
; q
)−1
βi
,
where β = (β1, . . . , βs) is a sequence of positive integers. If for all i, j,
|qbzi/wj | < 1 (b = 0, 1, . . . , βi − 1), then we can expand Fβ,q[s; t] into an
infinite sum of monomials of the form zk11 · · · z
ks
s w
−m1
1 · · ·w
−mt
t with ki ∈ Z,
mj ∈ Z≥0 and k1 + · · · + ks = m1 + · · · +mt. However, not all monomials
of this form appear in the expansion. The orthogonality relation (Theo-
rem 4.7) asserts the vanishing of certain monomials, with the coefficients of
some monomials also given. The t = 1 case of this relation (see Theorem
4.5) was conjectured by Kadell [10]. Andrews’s q-Dyson constant term con-
jecture [1], which was first proved by Zeilberger and Bressoud [15], is about
Fβ,q[s; 0]. We also give a proof of this conjecture, based on the observation
that Fβ,q[s; 0] and Fβ,q[s; 1] have the same constant term. The splitting for-
mula for Fβ,q[s; 1] (see Proposition 4.2) is critical in these proofs. We like
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to mention that this splitting formula may be helpful in the computation of
the non-constant term of Fβ,q[s; 0]. After this study was finished, we found
that the first proof of Kadell’s conjecture was given in 2012 [12]. Our proofs
here are elementary.
Third, we find a formula which connects q-Dyson Laurent polynomial
with Macdonald functions of rectangular shapes. We have the following
raising-operator-type formula for rectangular Macdonald functions:
(q; q)sβ
(q; q)sβ
Q(ks)(q, q
β) =
∏
1≤<i<j≤s
(Di
Dj
; q
)
β
(qDj
Di
; q
)
β
.(Qk(q, q
β))s,(1.4)
where Qn’s are the one-row Macdonald functions and the operator Di lowers
the ith subscript by 1: Di.Qλ1 · · ·Qλi · · ·Qλs = Qλ1 · · ·Qλi−1 · · ·Qλs (see
Definition 3.2 for rigorous definition). Formula (1.4) is a special case-the
t = 0 case-of the formula (5.2) in Theorem 5.2. The q = 1 case of (1.4) is
equivalent to Matsumoto’s Hyperdeterminant formula for rectangular Jack
functions [14]. Matsumoto’s formula was generalized to almost rectangular
shapes (Qλ with λ = ((k + 1)
t, ks)) in [2], and this generalized formula is
equivalent to the q = 1 case of our formula (5.2). Formula (1.4) can also
be specified to the case of Hall–Littlewood functions. To do this, we set
t = qβ, then use the formula (z; q)n = (z; q)∞/(zq
n; q)∞ (with (z; q)∞ =
(1− z)(1− qz)(1 − q2z) · · · ). Formula (1.4) turns into:
(q; q)∞
(qts; q)∞
((qt; q)∞
(q; q)∞
)s
Q(ks)(q, t)(1.5)
=
∏
1≤<i<j≤s
(Di/Dj ; q)∞
(tDi/Dj ; q)∞
(qDj/Di; q)∞
(qtDj/Di; q)∞
.(Qk(q, t))
s.
Now the q = 0 case of this formula is the rectangular case of the well-known
raising operator formula for Hall–Littlewood functions:
Q(ks)(q, t) =
∏
1≤<i<j≤s
(1−Di/Dj)
(1− tDi/Dj)
.(Qk(q, t))
s.(1.6)
We can not generalize formula (1.5) to general shapes. However, we can
express a Macdonald function as the coefficient of some monomial of a Lau-
rent polynomial (see Remark 6.10 at the end of the last section). We should
also mention that the raising operator formula for Macdonald functions was
given by Lassalle and Scholosser [11], as a generalization of the formula for
the two-row Macdonald functions [8].
This paper is organized as following. The basic notions about Macdon-
ald functions are given in Section 2, and in Section 3 we define the vertex
operator which we use to realize Macdonald functions. The q-Dyson orthog-
onality relations are studied in Section 4. We devote Section 5 to the vertex
operator realization of Macdonald functions of almost rectangular shapes,
and the special case of Jack functions are also considered. Finally in Sec-
tion 6, we use the rectangular Macdonald functions to construct Macdonald
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functions of general shapes and give a generalized Frobenious formula for
Macdonald functions.
2. Partitions and Macdonald functions
We give some notations and definitions of partitions and Macdonald
symmetric functions in this section, most of which are from [13].
A partition is a sequence λ = (λ1, λ2, . . . , λs) of non-negative integers
in weakly decreasing order. The set of all partitions is denoted by P. The
length l(λ) of λ is defined to be the number of nonzero parts of λ; i.e.,
l(λ) = max{i : λi 6= 0}. We adopt the convention that λi = 0 for i > l(λ).
We write λ ⊢ n if the weight of λ, which is defined to be |λ| =
∑
i≥1 λi,
equals n. For λ, µ of the same weight, we write λ ≥ µ if
∑
j≤i(λj − µj) ≥ 0
for all i. This defines the dominance ordering. As usual, we write λ > µ if
λ ≥ µ but λ 6= µ.
For a partition λ, we let xλ denote the monomial xλ11 x
λ2
2 · · · . For a
Laurent polynomial F = f(x1, x2, ·, xs), we use notation C.T. F for the
constant term of F .
Sometimes we write λ = (1m12m2 · · · ), where mi = mi(λ) is the multi-
plicity of i in λ. For two partitions λ, µ, one defines the set union λ ∪ µ by
mi(λ ∪ µ) = mi(λ) +mi(µ) for all i.
In this paper, we also write a partition in the form of λ = (an11 a
n2
2 · · · a
nr
r ),
where it means maj (λ) = nj > 0 and a1 > a2 > . . . > ar > 0. For example,
one has (43) = (4, 4, 4) and (4231) = (4, 4, 3).
To visualize partitions, one identifies a partition λ with its Young dia-
gram Y (λ), which is a collection of left justified rows with λ1 boxes on the
first (top) row and λ2 boxes on the second row and so on. We call a partition
with all its parts identical a rectangular partition, a partition of rectangular
shape or a rectangle, as its Young diagram is of that shape. So λ = (ks)
(k, s > 0) is of rectangular shape. Similarly, one calls λ = ((k + 1)t, ks)
(k, s ≥ 1, t ≥ 0) an almost rectangular partition [2].
Let ΛF be the free commutative associative algebra generated by p1, p2, . . .
over F , where F = Q(q, t) is the field of rational functions in two indepen-
dent indeterminate q, t. We call the elements in ΛF symmetric functions.
The power sum symmetric functions pλ = pλ1pλ2 · · · (λ ∈ P, p0 = 1) form a
basis of ΛF . Let Λ
n
F be the subspace spanned by the set {pλ : |λ| = n}. We
see that ΛF is a graded algebra; it is the direct sum of Λ
0
F = F , Λ
1
F = Fp1,
Λ2F and so on. We define a scalar product on ΛF by
(2.1) 〈pλ, pµ〉 = δλµzλ
∏
i≥1
1− qλi
1− tλi
(λ, µ ∈ P),
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where δλµ is the Kronecker symbol, and zλ =
∏
i≥1 i
mi(λ)mi(λ)!. The gen-
eralized complete symmetric function Qn(q, t) is defined by:
(2.2) exp
(∑
n≥1
pnz
n
n
1− tn
1− qn
)
=
∑
n
Qn(q, t)z
n.
The generalized complete symmetric functions gλ(q, t) = Qλ1(q, t)Qλ2(q, t) · · ·
(λ ∈ P) form a basis of ΛF . Macdonald symmetric functions Qλ(q, t) form
an orthogonal basis of ΛF . It is given by the following:
Lemma 2.1. [13] There is a unique family of symmetric functions Qλ(q, t) ∈
ΛF (λ ∈ P) satisfying the following conditions:
(1) Qλ(q, t) = gλ(q, t) +
∑
µ>λ dλµgµ(q, t);
(2) 〈Qλ(q, t), gµ(q, t)〉 = 0 if µ > λ.
We see that Qλ(q, t) is in Λ
|λ|
F and Q(n)(q, t) equals Qn(q, t). We remark
that our treatment of symmetric functions here is to look at them as ele-
ments in a commutative algebra generated by p1, p2, . . . . Originally pn is
the formal power sum xn1 + x
n
2 + · · · , and the symmetry is in these vari-
ables x1, x2, . . . . However, we are interested in this commutative algebra
treatment of ΛF in this study. In fact, Lemma 2.1 can also be proved-in [4]
for example-inside this framework (without going back to those varialbles
x1, x2, . . . ). We should also mention that there is another basis {Pµ(q, t)}
such that 〈Qλ(q, t), Pµ(q, t)〉 = δλµ. Both Qλ’s and Pλ’s are called Macdon-
ald symmetric functions but we are only interested in Qλ(q, t)’s. Moreover,
we only study the case that t = qβ, where β is an arbitrary positive integer.
We will need the following formula for the norm of the Macdonald func-
tions.
Lemma 2.2. [13] For a partition λ, one has
(2.3) 〈Qλ(q, q
β), Qλ(q, q
β)〉 =
∏ 1− qλi−j+β(λ′j−i+1)
1− qλi−j+1+β(λ
′
j−i)
,
where the product go through (i, j) such that 1 ≤ i ≤ l(λ), 1 ≤ j ≤ λi, and
λ′j is the number of those i’s such that λi ≥ j.
We will also study Jack functions Qλ(α). They form an orthogonal basis
with respect to another scalar product. They can be looked as a special case
of Macdonald functions. To put it shortly, Qλ(β
−1) is the limit of Qλ(q, q
β)
as q goes to 1.
3. The vertex operator
For convenience, we extend the space of symmetric functions ΛF a little.
We define the algebra V = ΛF ⊗ Q[
1
2Z], where Q[
1
2Z] is the group algebra
of {enη|n ∈ 12Z} with multiplication given by e
mηenη = e(m+n)η . We can
extend the scalar product to V by
(3.1) 〈u⊗ emη , v ⊗ enη〉 = 〈u, v〉δmn.
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Now let us define the following vertex operator on the vector space V :
X(z) = exp
(∑
n≥1
h−nz
n
n
1− qnβ
1− qn
)
M(z) exp
(∑
n≥1
hnz
−n
−n
q−nβ − qnβ
1− qn
)
(3.2)
=
∑
n
X−nz
n,
where for positive integer n and v ⊗ emη ∈ V ,
h−n.v ⊗ e
mη = pnv ⊗ e
mη ,
hn.v ⊗ e
mη = n
1− qn
1− qnβ
∂
∂pn
v ⊗ emη ,
M(z).v ⊗ emη = z(2m+1)βv ⊗ e(m+1)η .
Remark 3.1. By definition, the operators hn and h−n are conjugate;
i.e., for x, y ∈ V , one has 〈hn.x, y〉 = 〈x, h−n.y〉.
We call M(z) the middle term of the vertex operator X(z). The term to
the left (resp. right) side of M(z) is called the creation (resp. annihilation)
part of X(z), as hn maps Λ
m
F ⊗ e
sη into Λm−nF ⊗ e
sη (for n 6= 0, and we
set ΛkF = 0 if k < 0). Acting on v ⊗ e
mη , the effect the middle term is
independent of v and that of hn (n 6= 0) is independent of e
mη . We thus say
that M(z) acts on the group algebra part of the tensor product, while the
creation part and annihilation part of X(z) act on the symmetric function
part.
We caution the reader that our notation hi’s has nothing to do with
the complete symmetric polynomials, which are one-row Schur polynomials
and we will use the notation Sn for them. Restricting their actions on
Vm = ΛF ⊗ e
mη (m ∈ 12Z), these hi’s together with the identity map I form
a basis of a Heisenberg algebra (as a Lie sub-algebra of EndF (Vm)), with
the Lie bracket satisfying
(3.3) [hn, h−m] = δm,nm
1− qn
1− qnβ
I (n > 0).
This vertex operator is related to the Laurent polynomial Fβ,q[s; t]. Re-
call that it is the special case of Fβ,q[s; t] (see (1.3)) when all βi’s equal β.
The special case Fβ,q[s; 0] is equal to
Fβ,q(z1, . . . , zs) =
∏
1≤i<j≤s
( zi
zj
; q
)
β
(qzj
zi
; q
)
β
.(3.4)
Define the lowering operator Di’s as the following:
Definition 3.2. Let F =
∑
i1,...,is
ci1i2...isD
i1
1 · · ·D
is
s be a Laurent poly-
nomial. For a symmetric functions gλ = Qλ1 · · ·Qλs , the action of F on gλ
is defined by
(3.5) F.gλ =
∑
i1,...,is
ci1i2...isQλ1−i1 · · ·Qλs−is .
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We see that Di lowers the ith subscript by one, and this is why we call it
a lowering operator. Note that if F is a Laurent polynomial of those Dj/Di’s
with i < j, then F is the usual raising operator. Thus lowering operator is a
generalization of raising operator. Also recall that we let C.T. F denote the
constant term of F and xλ = xλ11 x
λ2
2 · · · . Now we can state the connection
between X(z) and Fβ,q[s; t].
Lemma 3.3. For two partitions λ and µ of length s and t respectively,
we have
X−λ1 · · ·X−λs .1⊗ e
−sη/2(3.6)
= ǫq(β, s)Fβ,q(D1, . . . ,Ds).Qλ1(q, q
β) . . . Qλs(q, q
β)⊗ esη/2,
〈X−λ1 · · ·X−λs .1⊗ e
−sη/2, Qµ1(q, q
β) · · ·Qµt(q, q
β)⊗ esη/2〉(3.7)
= ǫq(β, s)C.T.(z
λ/wµ)−1Fβ,q[s; t],
where
(3.8) ǫq(β, s) = (−1)
βs(s−1)/2q−β(β+1)s(s−1)/4.
Proof. For convenience, set
Bj =
∑
n≥1
hnz
−n
j
−n
q−nβ − qnβ
1− qn
, Ai =
∑
n≥1
h−nz
n
i
n
1− qnβ
1− qn
.
Then we can write X(zk) = e
AkM(zk)e
Bk . Using (3.3), one has
[Bj, Ai] =
∑
n≥1
(zi/zj)
n
−n
(qn(−β) + qn(−β+1) + qn(−β+2) + · · ·+ qn(β−1)).
Thus the exponential of it can be written as following:
e[Bj ,Ai] =
β−1∏
k=−β
exp
(∑
n≥1
(zi/zj)
n
−n
qnk
)
=
β−1∏
k=−β
(1− qkzi/zj).
As [Bj , Ai] commutes with Bj and Ai (as operators on V ), we know that
eBjeAi equals eAieBje[Bj ,Ai]. This enables us to move the eBj ’s to the right
side of eAi ’s as in the following:
X(zs) · · ·X(z2)X(z1)
= eAs · · · eA1eBs · · · eB1M(zs) · · ·M(z1)
∏
1≤i<j≤s
β−1∏
k=−β
(
1− qk
zi
zj
)
.
Notice that eBk .1 ⊗ emη equals 1 ⊗ emη and the action of eAk is the same
as the multiplication of
∑
n≥0Qn(q, q
β)znk (to the symmetric function part).
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Hence we have
X(zs) · · ·X(z2)X(z1).1 ⊗ e
−sη/2
= z
(−s+1)β
1 z
(−s+3)β
2 · · · z
(s−1)β
s
∏
1≤i<j≤s
β−1∏
k=−β
(
1− qk
zi
zj
)
eAs · · · eA1 .1⊗ esη/2
= ǫq(β, s)
∏
1≤i≤j≤s
( zi
zj
; q
)
β
(qzj
zi
; q
)
β
eAs · · · eA1 .1⊗ esη/2
= ǫq(β, s)
∏
1≤i≤j≤s
( zi
zj
; q
)
β
(qzj
zi
; q
)
β
s∏
k=1
(∑
n≥0
Qn(q, q
β)znk
)
⊗ esη/2.
Now we have the formula (3.6) (by Definition (3.2)).
To prove the second formula, first we set
Y (w) = exp
(∑
n≥1
h−nw
−n
n
1− qnβ
1− qn
)
=
∑
n
Y−nw
−n,
Y (w)∗ = exp
(∑
n≥1
hnw
−n
n
1− qnβ
1− qn
)
=
∑
n
Y ∗−nw
−n.
Note that Y (w) is the creation part of X(w). The action of Y−n is the
same as multiplication of Qn(q, q
β) (to the symmetric functions part) and
〈x, Y−n.y〉 = 〈Y
∗
−n.x, y〉, i.e.,Y
∗
−n is really the conjugate of Y−n. The left side
of (3.7) is equal to the coefficient of zλ/wµ = zλ11 z
λ2
2 · · · /(w
µ1
1 w
µ2
2 · · · ) in the
following
〈X(zs) · · ·X(z1).1⊗ e
−sη/2, Y (w1) · · ·Y (wt).1⊗ e
sη/2〉(3.9)
= 〈Y (wt)
∗ · · ·Y (w1)
∗X(zs) · · ·X(z1).1⊗ e
−sη/2, 1⊗ esη/2〉
= ǫq(β, s)
∏
1≤i<j≤s
( zi
zj
; q
)
β
(qzj
zi
; q
)
β
s∏
i=1
t∏
j=1
( zi
wj
; q
)−1
β
.
Now the formula (3.7) follows. 
Let us use the vertex operator Y (w) and its conjugate Y (w)∗ to analysis
the reciprocal of the q-Pochhammer symbol (z; q)β .
Lemma 3.4. For non-negative integers m,β, the coefficient of zm in
(z; q)−1β is:
C.T. z−m(z; q)−1β = (q
β; q)m/(q; q)m.
Proof. On one hand, it is known (from Lemma 2.2) that
(3.10) 〈Qm(q, q
β), Qm(q, q
β)〉 = (qβ ; q)m/(q; q)m.
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On the other hand, 〈Qm(q, q
β), Qm(q, q
β)〉 is the coefficient of (w2/w1)
m in
〈Y (w1).1, Y (w
−1
2 ).1〉; i.e.,
〈Qm(q, q
β), Qm(q, q
β)〉 = C.T.(w2/w1)
−m〈Y (w1).1, Y (w
−1
2 ).1〉
= C.T.(w2/w1)
−m〈Y (w−12 )
∗Y (w1).1, 1〉 = C.T.(w2/w1)
−m(w2/w1; q)
−1
β .
Comparing the two expressions finishes the proof. 
4. A q-Dyson constant term relation
In this section we study the properties of the Laurent polynomial Fβ,q[s; t].
Some of these properties will be applied in the next section to the realization
of Macdonald functions, and some generalizes Kadell’s conjecture. We like
to mention that all the proofs are elementary and this section can be read
independently.
For latter application, let us first analysis the reciprocal of the q-Pochhammer
symbol (z; q)β further.
Lemma 4.1. Assume that m,β are non-negative integers and q 6= 0, 1 is a
complex number. We have the following three expressions for the coefficient
of zm in (z; q)−1β :
C.T. z−m(z; q)−1β = Sm(1, q, . . . , q
β−1)
=
β−1∑
b=0
qbm(q−b; q)−1b (q; q)
−1
β−1−b
= (qβ; q)m/(q; q)m,
where Sn(x1, . . . , xk) is the one-row Schur polynomial or homogeneous com-
plete symmetric polynomial, and it is required that (β,m) 6= (0, 0) for the
second expression.
Proof. The first expression is direct by the definition of complete ho-
mogeneous symmetric polynomials (which are one-row Schur polynomials).
The second expression comes from the following identity of complex (or
real) functions in z:
(4.1) (z; q)−1β =
β−1∑
b=0
(1− qbz)−1(q−b; q)−1b (q; q)
−1
β−b−1.
To prove this identity, one multiplies both sides by (z; q)β ; then the right
side turns into a sum of β polynomials in z, each of which is of degree β−1.
Now evaluate z = q−b for b = 0, 1, . . . , β − 1. One always gets 1 = 1 and
thus proves the identity.
The third expression is given by Lemma 3.4. We would like to give an
elementary proof without using Macdonald functions and the vertex oper-
ator. Let us make induction on β. It is trivial when β = 0. Assume that
10 TOMMY WUXING CAI
it is true for β ≥ 0. Notice that (z; q)−1β+1 is the product of (z; q)
−1
β and
(1− qβz)−1; the coefficient of zm in (z; q)−1β+1 is equal to
m∑
i=0
(qβ ; q)i
(q; q)i
qβ(m−i).(4.2)
To finish the proof, we want to show that (4.2) is equal to (qβ+1; q)m/(q; q)m.
This can be done by setting z = qβ in the following identity
m∑
i=0
(z; q)i
(q; q)i
zm−i = (qz; q)m/(q; q)m.(4.3)
This identity can easily be proved by making induction on m and noticing
that
m+1∑
i=0
(z; q)i
(q; q)i
zm+1−i = z
m∑
i=0
(z; q)i
(q; q)i
zm−i +
(z; q)m+1
(q; q)m+1
.(4.4)

Now, let us turn to study the contraction function Fβ,q[s; t]. Recall that
it is defined by the following
Fβ,q[s; t] = Fβ,q(z1, . . . , zs;w1, . . . , wt)(4.5)
=
∏
1≤i<j≤s
(zi/zj ; q)βi(qzj/zi; q)βj
s∏
i=1
t∏
j=1
(zi/wj ; q)
−1
βi
,
where β = (β1, . . . , βs) is a sequence of positive integers. The Laurent
polynomial Fβ,q[s; 1] has an important property, which is crucial in our
proofs later.
Proposition 4.2. One has the follow splitting formula for Fβ,q[s; 1]:
∏
1≤i<j≤s
( zi
zj
; q
)
βi
(qzj
zi
; q
)
βj
s∏
i=1
( zi
w1
; q
)−1
βi
=
s∑
a=1
βa−1∑
b=0
Ga,b(4.6)
where
Ga,b = (1− q
bza/w1)
−1Ba,b
i,j 6=a∏
1≤i<j≤s
(zi/zj ; q)βi(qzj/zi; q)βj ,(4.7)
with
Ba,b =
qb
∑a−1
k=1 βk+(b+1)
∑s
k=a+1 βk
(q−b; q)b(q; q)βa−b−1
×
∏
1≤i<a
(
q1−βi
za
zi
; q
)
b
(
qb+1
za
zi
; q
)
βa−b
(4.8)
×
∏
a<j≤s
(
q−βj
za
zj
; q
)
b+1
(
qb+1
za
zj
; q
)
βa−b−1
.
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Proof. Multiplying both sides of (4.6) by
∏
1≤i≤s(zi/w1; q)βi , we want
to show that
∏
1≤i<j≤s
( zi
zj
; q
)
βi
(qzj
zi
; q
)
βj
=
s∑
a=1
βa−1∑
b=0
Ha,b,(4.9)
where Ha,b = Ga,b
∏
1≤i≤s(zi/w1; q)βi is a polynomial in w
−1
1 of degree β1 +
· · · + βs − 1. Look both sides of (4.9) as polynomials in w
−1
1 . We only
need to show that each of the |β| = β1 + · · · + βs evaluations w1 = q
bza
(a = 1, . . . , s; b = 0, . . . , βa − 1) to the right side of (4.9) results in the left
side of it. Notice that Ha,b is the unique polynomial which does not vanish
when evaluating w1 = q
bza. Hence we only need to show that∏
1≤i<j≤s
( zi
zj
; q
)
βi
(qzj
zi
; q
)
βj
= Ha,b|w1=qbza .(4.10)
Canceling
∏i,j 6=a
1≤i<j≤s(zi/zj ; q)βi(qzj/zi; q)βj from both sides of it, one needs
to show: ∏
1≤i<a
( zi
za
; q
)
βi
(qza
zi
; q
)
βa
∏
a<j≤s
(za
zj
; q
)
βa
(qzj
za
; q
)
βj
=
βa−1∏
b6=k=0
(
1−
qkza
w1
) s∏
a6=i=1
( zi
w1
; q
)
βi
∣∣∣
w1=qbza
Ba,b.
Rewrite this equation such that Ba,b is on one side and compare it with
(4.8); we find that we only need to prove the following two identities:
(qza/zi; q)βa(zi/za; q)βi
(q−bzi/za; q)βi
= qbβi
(
q1−βi
za
zi
; q
)
b
(
qb+1
za
zi
; q
)
βa−b
,
(4.11)
(za/zj ; q)βa(qzj/za; q)βj
(q−bzj/za; q)βj
= q(b+1)βj
(
q−βj
za
zj
; q
)
b+1
(
qb+1
za
zj
; q
)
βa−b−1
.
(4.12)
For the identity (4.11), we multiply both the denominator and nu-
merator of its left side by (qβi−bzi/za; q)b. The denominator turns into
(q−bzi/za; q)βi+b; the numerator becomes
(qβi−bzi/za; q)b(qza/zi; q)βa(zi/za; q)βi(4.13)
= (qβi−bzi/za; q)b(qza/zi; q)b(q
b+1za/zi; q)βa−b(zi/za; q)βi ,(4.14)
where we split the middle q-shifted factorial in (4.13) and obtain (4.14).
Then we apply the following Lemma 4.3 to the product of the first two
factorials in (4.14); now the new numerator is equal to
qbβi(q−bzi/za; q)b(q
1−βiza/zi; q)b(q
b+1za/zi; q)βa−b(zi/za; q)βi .(4.15)
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Finally, we combine the first and forth factorials in (4.15) and it equals:
qbβi(q1−βiza/zi; q)b(q
b+1za/zi; q)βa−b(q
−bzi/za; q)βi+b.
Divide this by the new denominator; we get the right side of (4.11). This
finishes the proof of identity (4.11).
The identity (4.12) is proved similarly, but one starts by multiplying
(qβj−bzj/za; q)b+1 to both the denominator and numerator of its left side.
The following steps are done exactly the same way. 
Lemma 4.3. For a non-negative integer b and integers k, l, we have:
(qkzi/za; q)b(q
lza/zi; q)b = q
b(l+k+b−1)(q1−b−lzi/za; q)b(q
1−b−kza/zi; q)b.
Proof. We use the following identity
(1− qmzi/za)(1− q
nza/zi) = (q
n − zi/za)(q
m − za/zi)
in the following computations:
(qkzi/za; q)b(q
lza/zi; q)b =
b−1∏
j=0
(1− qk+jzi/za)(1 − q
l+jza/zi)
=
b−1∏
j=0
(ql+j − zi/za)(q
k+j − za/zi)
=
b−1∏
j=0
qk+l+2j(1− q−(l+j)zi/za)(1− q
−(k+j)za/zi)
= qb(l+k+b−1)(q1−b−lzi/za; q)b(q
1−b−kza/zi; q)b.

We will apply the splitting property of Fβ,q[s; 1] (Proposition 4.2) to
prove an orthogonality relation and compute some constant terms. To warm
up and for latter application, let us first give a new proof of the q-Dyson
constant term conjecture, which was given by Andrews [1] and has firstly
been proved by Zeilberger and Bressoud.
Theorem 4.4. [15] Let s, β1, . . . , βs be positive integers. The constant
term of Fβ,q(z1, . . . , zs) is:
(4.16) C.T.
∏
1≤i<j≤s
( zi
zj
; q
)
βi
(qzj
zi
; q
)
βj
=
(q; q)β1+β2+···+βs
(q; q)β1(q; q)β2 · · · (q; q)βs
.
Proof. Let us prove it by induction on s. It is trivially true if s =
1. For s ≥ 2, one observes that C.T .Fβ,q(z1, . . . , zs) is the constant term
of Fβ,q[s, 1] (as a Laurent polynomial in zi’s and w1) in Proposition 4.2.
Note that Ga,b is a polynomial in za, and that the constant term Ca of
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1≤i<j≤s(zi/zj ; q)βi(qzj/zi)βj is known by the induction assumption. We
use the notation |β| = β1 + · · ·+ βs in the following computations:
C.T. Fβ,q(z1, . . . , zs)
=
s∑
a=1
βa−1∑
b=0
qb
∑a−1
j=1 βj+(b+1)
∑s
j=a+1 βj(q−b; q)−1b (q; q)
−1
βa−1−b
Ca
=
s∑
a=1
Caq
βa+1+···+βs
βa−1∑
b=0
qb(|β|−βa)(q−b; q)−1b (q; q)
−1
βa−1−b
=
s∑
a=1
Caq
βa+1+···+βs(qβa ; q)|β|−βa/(q; q)|β|−βa
=
s∑
a=1
(q; q)|β|−βa(q; q)βa
(q; q)β1 · · · (q; q)βs
qβa+1+···+βs(qβa ; q)|β|−βa/(q; q)|β|−βa
=
(q; q)|β|
(q; q)β1 · · · (q; q)βs(1− q
|β|)
s∑
a=1
(1− qβa)qβa+1+···+βs
=
(q; q)|β|
(q; q)β1 · · · (q; q)βs
,
where we use Lemma 4.1 for the third equal sign. 
Another direct result of splitting property of Fβ,q[s; 1] (Proposition 4.2)
is the following q-Dyson orthogonality relation which was conjectured by
Kadell in [10].
Theorem 4.5. Let n be a positive integer. In the expansion of
Fβ,q[s; 1] =
∏
1≤i<j≤s
( zi
zj
; q
)
βi
(qzj
zi
; q
)
βj
s∏
i=1
( zi
w1
; q
)−1
βi
,(4.17)
the term zk11 z
k2
2 · · · z
ks
s /w
n
1 does not appear if ki < n for all i = 1, 2, . . . , s.
Moreover, the coefficient of the term zna/w
n
1 in the expansion of Fβ,q[s; 1] is:
q
∑s
j=a+1 βj
(1− qβa)(q; q)|β|−βa
(q; q)β1(q; q)β2 · · · (q; q)βs
(q|β|−βa+n+1; q)βa−1,(4.18)
where |β| = β1 + β2 + · · ·+ βs.
Proof. The first statement is clear because Ba,b is a polynomial in za.
One notices that only theGa,b’s (b = 0, 1, . . . , βa) contribute to the coefficient
of zna/w
n
1 , and that the constant term of
∏i,j 6=a
1≤i<j≤s(zi/zj ; q)βi(qzj/zi; q)βj is
(4.19) Ca =
(q; q)βa(q; q)|β|−βa
(q; q)β1 · · · (q; q)βs
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by Theorem 4.4. Hence the coefficient of zna /w
n
1 is:
βa−1∑
b=0
qnbqb
∑a−1
j=1 βj+(b+1)
∑s
j=a+1 βj(q−b; q)−1b (q; q)
−1
βa−1−b
Ca
= Caq
βa+1+···+βs
βa−1∑
b=0
qb(n+|β|−βa)(q−b; q)−1b (q; q)
−1
βa−1−b
= Caq
βa+1+···+βs(qβa; q)n+|β|−βa/(q; q)n+|β|−βa,
where the last equal sign is from Lemma 4.1. One can rewrite this last
expression into the wanted form (4.18). 
To study the vertex operator realization of Macdonald functions, we
need to further investigate the Laurent polynomial Fβ,q[s, t] for general t.
We observe that Fβ,q[s, 1] appears as a part in the product expression for
Fβ,q[s, t], so the splitting property of Fβ,q[s, 1] will be applied again to study
Fβ,q[s, t]. Before stating the theorem, we need first to generalize the domi-
nance ordering to Zn.
Definition 4.6. [13] For a vector a = (a1, . . . , an) ∈ Z
n, define a+ as
the vector obtained by rearranging a1, . . . , an in weakly decreasing order.
Furthermore, for a ∈ Zn and b ∈ Zm, we define a ≥ b if a1 + · · · + ai ≥
b1 + · · ·+ bi for all i ≥ 1, where we set 0 = cl+1 = cl+2 = · · · for c ∈ Z
l.
Theorem 4.7. For k = (k1, . . . , ks) ∈ Z
s, m = (m1, . . . ,mt) ∈ Z
t
≥0,
if the term zk/wm = zk11 · · · z
ks
s w
−m1
1 · · ·w
−mt
t appears in the expansion of
Fβ,q[s; t] (defined by (1.3)), then k
+ ≥ m+. Moreover, in the case that all
βi = β, if s = t = l(λ), then the coefficient of z
λ/wλ in Fβ,q[s; t] is
cλ = q
β[(l(λ)2−
∑
imi(λ)
2]/2
∏
i≥1
(qβ ; qβ)mi(λ)
(1− qβ)mi(λ)
×
l(λ)∏
i=1
(qβ ; q)λi+(s−i)β
(q; q)λi+(s−i)β
.(4.20)
Remark 4.8. We also have an expression for the coefficient of zλ/wλ in
Fβ,q[s, t]. The expression we found is much more complicated than that for
Fβ,q[s, t]. It involves summations and products of sequences. We thus only
give the formula (4.20) for the simplicity of it and also that it is enough for
what follows.
Proof. Observe that Fβ,q[s, t] can be written as the product of Fβ,q[s, 1]
and
∏s
i=1
∏t
j=2(zi/wj ; q)
−1
βi
. The splitting formula for Fβ,q[s, 1] (Proposition
4.2) enables us to write
(4.21) Fβ,q[s; t] =
s∑
a=1
βa−1∑
b=0
Aa,bBa,bCaDa,
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with Ba,b given by (4.8) and
Aa,b = (1− q
bza/w1)
−1,
Ca = Fβ,q(z1, . . . , ẑa, . . . , zs;w2, . . . , wt),
Da =
t∏
j=2
(za/wj ; q)
−1
βa
,
where-and in the following-the hat sign̂means omission.
For the first statement, we only need to prove the case that when m is a
partition (thus m+ = m), because Fβ,q[s; t] is symmetric in w1, . . . , wt. We
make induction on t. It is true when t = 1 by Proposition 4.2. For general t,
if a term zk/wm appears, there should be four terms from Aa,b, Ba,b, Ca,Da
respectively such that their product is zk/wm. Let us say the product is of
the following form:
zk
wm
=
zma
wm1
·
zb1+···+b̂a+···+bsa
zb11 · · · ẑ
ba
a · · · z
bs
s
·
zc11 · · · ẑ
ca
a · · · zcss
w
c′2
2 · · ·w
c′t
t
·
zd2···+dta
wd22 · · ·w
dt
t
,(4.22)
where all those powers-m, bi’s, ci’s, c
′
i’s and di’s-are non-negative integers.
The third term in (4.22) is from Ca. By the induction assumption one has:
(4.23) (ci1 , . . . , ĉia , . . . , cis) ≥ (c
′
2, . . . , c
′
t),
where (i1, . . . , îa, . . . , is) is a rearrangement of 1, . . . , â, . . . , s such that the
vector (ci1 , . . . , ĉia , . . . , cis) is in decreasing order, and we use that (c
′
2, . . . , c
′
t)
+
is greater than or equal to (c′2, . . . , c
′
t) by Definition 4.6. Now we obtain the
following three relations:
(0, ci1 , . . . , ĉia , . . . , cis) ≥ (0, c
′
2, . . . , c
′
t),
(m+
s∑
ia 6=j=1
bj,−bi1 , . . . , −̂bia , . . . ,−bis) ≥ (m, 0, . . . , 0),
(d2 · · · + dt, 0, . . . , 0) ≥ (0, d2, . . . , dt).
The first relation is from (4.23) and the other two come from the fact that
bi’s and dj ’s are non-negative. Sum the three inequalities up; we find
(ka, ki1 , . . . , k̂ia , . . . , kis) ≥ (m1,m2, . . . ,mt),(4.24)
which k+ > m+ follows.
We now turn to the second statement. We also prove it by induction
on l(λ). First, it is true if l(λ) = 1, by Lemma 4.1 . We assume that the
theorem is true when l(λ) = s − 1. For the case that l(λ) = s, let us first
write λ = (an11 a
n2
2 · · · ); i.e.,the parts of λ are n1 a1’s (a1 = λ1), n2 a2’s, etc.,
with a1 > a2 > · · · . Then we have
(4.25) zλ/wλ =
za11 z
a1
2 · · · z
a1
n1z
a2
n1+1
za2n1+2 · · · z
a2
n1+n2 · · ·
wa11 w
a1
2 · · ·w
a1
n1w
a2
n1+1
wa2n1+2 · · ·w
a2
n1+n2 · · ·
.
16 TOMMY WUXING CAI
Again, we look at the splitting formula (4.21), but with all βi = β. To obtain
zλ/wλ, one first takes (qbza/w1)
a1 from Aa,b here a is from {1, 2, . . . , n1}.
Once this term is taken, one can only take the constant term which equals
qb(a−1)β+(b+1)(s−a)β/[(q−b; q)b(q; q)β−b−1] from Ba,b and 1 from Da; other-
wise, the power of za will be greater than a1. The other powers of zi’s
(i 6= a) and wj’s (j 6= 1) are from Ca. Thus we get the following iterative
formula:
cλ =
n1∑
a=1
β−1∑
b=0
qbλ1
qb(a−1)β+(b+1)(s−a)β
(q−b; q)b(q; q)β−b−1
cλ− ,(4.26)
where λ− = (λ2, λ3, . . . , λs) = (a
n1−1
1 a
n2
2 a
n3
3 · · · ), and cλ− is the coefficient
of the following term in Fβ,q(z1, . . . , ẑa, . . . , zs;w2, . . . , wt)
za11 z
a1
2 · · · ẑ
a1
a · · · za1n1z
a2
n1+1
za2n1+2 · · · z
a2
n1+n2 · · ·
wa12 · · ·w
a1
n1w
a2
n1+1
wa2n1+2 · · ·w
a2
n1+n2 · · ·
.
Note that this coefficient cλ− remains to be the same as a ranges in the set
{1, 2, . . . , n1}, and it is obviously independent of b. Thus one can factor it
out of the double summation in (4.26). Then one uses Lemma 4.1 to find
cλ = cλ−
(qβ; q)λ1+(s−1)β
(q; q)λ1+(s−1)β
q(s−n1)β
1− qn1β
1− qβ
.(4.27)
The cλ− has the following expression by the induction assumption:
cλ− =q
β((s−1)2−
∑
imi(λ)
2+n21−(n1−1)
2)/2 (q
β; qβ)n1−1
(1− qβ)n1−1
×
∏
λ1 6=i≥1
(qβ; qβ)mi(λ)
(1− qβ)mi(λ)
s∏
i=2
(qβ ; q)λi+(s−i)β
(q; q)λi+(s−i)β
.
Note that l(λ) = l(λ−) + 1 = s, n1 = mλ1(λ). We then write cλ into the
wanted form (4.20). 
5. Almost-rectangular Macdonald functions and Jack functions
Now we return to the study of Macdonald functions of almost rectangu-
lar shapes using the vertex operators and the orthogonality relation in the
previous sections. Recall that a partition λ is of almost rectangular shape if
λ equals ((k + 1)t, ks) for a pair of positive integers k, s and a non-negative
integer t, and this λ is of rectangular shape when t = 0. These partitions
have the following property on dominance order.
Lemma 5.1. If µ is of the same weight as the almost rectangular partition
ρ = ((k + 1)t, ks), then µ ≥ ρ if and only if l(µ) ≤ s+ t.
This property can be seen from the Young diagram of ρ. As to the
formal proof, the “only if” part is simple by definition and the “if” part is
Lemma 3.7 in [3].
MACDONALD SYMMETRIC FUNCTIONS OF RECTANGULAR SHAPES 17
Now we are ready to give the vertex operator realization of Macdonald
functions of almost rectangular shapes. Let us first recall that we define the
operators Xi’s on V at the beginning of Section 2 and the lowering operator
Di’s in Definition 3.2. Let λ = (λ1, λ2, . . . , λn) be a partition of length n;
we use notation X−λ for the operator product X−λ1X−λs · · ·X−λn , and also
recall that gλ = Qλ1Qλ2 · · · .
Theorem 5.2. Let an almost rectangular partition ρ be ((k + 1)t, ks),
with k, s > 0 and t ≥ 0, and β be a positive integer. We have
X−ρ.1⊗ e
−(s+t)η/2 = ǫq(β, s + t)CρQρ(q, q
β)⊗ e(s+t)η/2,(5.1)
CρQρ(q, q
β) =
∏
1≤i<j≤s+t
(Di
Dj
; q
)
β
(qDj
Di
; q
)
β
.gρ(q, q
β),(5.2)
where
ǫq(β, n) = (−1)
βn(n−1)/2q−β(β+1)n(n−1)/4,
Cρ = q
stβ (q; q
β)s(q; q
β)t(q; q)(s+t)β
(q; qβ)s+t(q; q)
s+t
β
.
Proof. Up to the multiplication of enh, X−ρ.1 ⊗ e
−(s+t)h/2 is a linear
combination of gµ(q, q
β)’s with µ ≥ ρ by formula (3.6) and Lemma 5.1.
Furthermore, its scalar product with gµ(q, q
β) for those µ > ρ is zero by
formula (3.7) and Theorem 4.7. By Lemma 2.1, we know that (5.1) is true
for some constant Cρ. Then (5.2) follows by formula (3.6). What remains to
be done is to fix the constant Cρ. Applying Lemma 2.2 to ρ = ((k+1)
t, ks),
one has
〈Qρ(q, q
β), Qρ(q, q
β)〉 =(5.3)
(qsβ; q)k(q
β ; qβ)s−1
(q; q)k−1(qk; qβ)s
(q1+(s+t)β ; q)k(q
1+(s+1)β ; qβ)t−1
(q2+sβ; q)k−1(qk+1+sβ; qβ)t
(qβ; qβ)t
(q; qβ)t
.
Combining formula (3.7) and formula (4.20) in Theorem 4.7, we find
〈(X−ρ.1⊗ e
−(s+t)h/2, gρ ⊗ e
(s+t)h/2〉
= ǫq(β, s + t)q
stβ (q
β; qβ)s(q
β; qβ)t
(1− qβ)s+t
s+t−1∏
i=s
(qβ; q)k+1+iβ
(q; q)k+1+iβ
s−1∏
i=0
(qβ; q)k+iβ
(q; q)k+iβ
= ǫq(β, s + t)
qstβ(q2β; qβ)s−1(q
2β ; qβ)t−1(q
β ; q)k+1+(s+t−1)β(q
β; q)k+(s−1)β
(q; q)s+t−2β (q; q)k+1+sβ(q; q)k(q
k+1+(s+1)β ; qβ)t−1(qk+β; qβ)s−1
.
Notice that one has
〈(X−ρ.1⊗ e
−(s+t)h/2, gρ ⊗ e
(s+t)h/2〉 = ǫq(β, s + t)Cρ〈Qρ, Qρ〉,
by Lemma 2.1. Combining these formulae, one finds an expression for Cρ
which can be written into the wanted form. 
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5.1. Jack function of almost rectangular shapes. Let us study the
special case of Jack functions. We will show that our theorem on Macdon-
ald functions implies the hyperdeterminant formula or Jacobi-Trudi formula
for Jack functions of almost rectangular shapes [2]. Recall that the Mac-
donald function Qλ(q, q
β) goes to Jack function Qλ(β
−1) when q goes to
1. Taking the limit q → 1 in Theorem 5.2, we get the vertex operator re-
alization of Jack function Qρ(β
−1) of almost rectangular shapes and also
the following lowering operator formula (5.5) for them. This specification
covers those corresponding results in [3] and [5], where the arguments work
for ρ = ((k + 1)t, ks) with s restricted to 0 and 1. Moreover, one can see
in the following (from the proof) that for Jack function of almost rectangu-
lar shapes, the lowering operator (5.5) and the hyperdeterminant formula
(5.4) are equivalent. However, we do not know the q-analog of (5.4), i.e., a
formula for almost rectangular Macdonald functions which is of the form as
(5.4) and is equivalent to the lowering operator formula (5.2).
Corollary 5.3. [2] For an almost rectangular partition ρ = ((k +
1)t, ks) and a positive integer β, one has the following hyperdeterminant
formula for the Jack function Qρ(β
−1):
(β−1)s(β
−1)t
(β−1)s+t
((s + t)β)!
(β!)s+t
Qρ(β
−1) =
(5.4)
∑ 2β∏
i=1
sgn(σi)
t∏
i=1
Q
k+1+
∑β
j=1 σβ+j(i)−σj(i)
(β−1)
s∏
i=1
Q
k+
∑β
j=1 σβ+j(i)−σj (i)
(β−1),
where the sum runs over (σ1, σ2 · · · , σ2β) ∈ (Ss+t)
2β with Sn being the
symmetric group of degree n, and the Pochhammer symbol (x)n is defined to
be x(x+ 1) · · · (x+ n− 1).
Remark 5.4. The rectangular case-the case that t = 0-was given in [14].
The case that β = 1 gives the Jacob-Trudi formula for almost rectangular
Schur functions.
Proof. Take the limit q → 1 in (5.2). One has
(β−1)s(β
−1)t
(β−1)s+t
((s + t)β)!
(β!)s+t
Q((k+1)t,ks)(β
−1)(5.5)
=
∏
1≤i<j≤s+t
(
1−
Di
Dj
)β
(
1−
Dj
Di
)β
.
(
Qk+1(β
−1)
)t(
Qk(β
−1)
)s
.
Observe that (1 − Di/Dj)(1 − Dj/Di) = (Dj − Di)(D
−1
j − D
−1
i ). We can
re-write the operator in the right side of (5.5) as a product of Vandermonde
determinants. We then expand these determinants into an alternating sum
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of monomials. Hence we have the following:
∏
1≤i<j≤s+t
(
1−
Di
Dj
)β
(
1−
Dj
Di
)β
=
( ∑
σ∈Ss+t
sgn(σ)
s+t∏
i=1
D
σ(i)−1
i
)β( ∑
σ∈Ss+t
sgn(σ)
s+t∏
i=1
D
−σ(i)+1
i
)β
=
∑ 2β∏
i=1
sgn(σi)
s+t∏
i=1
D
∑β
j=1 σj(i)−σj+β (i)
i ,
where the summation runs over all (σ1, σ2, . . . , σ2β) ∈ S
2β
s+t. Now (5.4)
follows by Definition 3.2 of the lowering operator Di. 
6. A Frobenious formula for Macdonald functions
In this section, we first use the technique of vertex operator to find a
combinatorial formula for rectangular Macdonald functions. then we itera-
tively construct all Macdonald functions with those rectangular ones. As a
result, we find a combinatorial formula expressing Macdonald functions as
a linear combination of power sums. We also give an example to show that
how can one express a Macdonald functions as the coefficient of a monomial
in a Laurent polynomial.
For convenience, let us write our vertex operator as the following form:
X(z) = exp
(∑
n≥1
h−nz
n
nǫn
)
M(z) exp
(∑
n≥1
hnz
−nτn
−n
)
=
∑
n
X−nz
n,(6.1)
where
ǫn =
1− qn
1− qnβ
and τn =
q−nβ − qnβ
1− qn
.(6.2)
Now we define the following notations for a partition λ:
ǫλ = ǫλ1ǫλ2 · · · and τλ = τλ1τλ2 · · · ,(6.3)
where we set ǫ0 = τ0 = 1. The following definitions will also be used in the
combinatorial formula that we are going to give.
Definition 6.1. Let λ, µ be two partitions, if mi(λ) ≥ mi(µ) for all
i, we write µ ⊂′ λ. In this case, we define the set difference λ\µ by
mi(λ\µ) = mi(λ) − mi(µ), and the multiplicity binomial
(m(λ)
m(µ)
)
is defined
to be
∏
i
(mi(λ)
mi(µ)
)
.
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Using these notations, we first have the following formulae by computa-
tions:
exp
(∑
n≥1
h−nz
n
nǫn
)
.v ⊗ emη =
∑
ν∈P
z−1ν ǫ
−1
ν pνz
|ν|v ⊗ emη ,
(6.4)
exp
(∑
n≥1
hnz
−nτn
−n
)
.pλ ⊗ e
mη =
∑
µ⊂′λ
(
m(λ)
m(µ)
)
(−1)l(µ)τµǫµz
−|µ|pλ\µ ⊗ e
mη .
(6.5)
Then we use these formulae to compute the successive actions of the vertex
operator. We found a combinatorial formula as in the following.
Proposition 6.2. For a partition λ = (λ1, . . . , λs) of length s, a positive
integer β and n ∈ 12Z, we have
X−λs · · ·X−λ1 .1⊗ e
nη(6.6)
=
∑
µ,ν
s∏
i=1
(−1)l(ν
i)τνi
zνi
(
m(µi−1)
m(µi\νi)
)
(−1)l(µ
s)pµs
τµsǫµs
⊗ e(n+s)η,
where the sum is over pairs of partition sequences µ = (µ0, µ1, . . . , µs), ν =
(ν1, ν2, . . . , νs), such that |µi| = λ1 + · · · + λi − i(i + 2n)β (thus µ
0 = (0)),
νi ⊂′ µi, and µi\νi ⊂′ µi−1.
Proof. By (6.4), it is easy to see that it is true when s = 1. Assume
that (6.6) is true; let us consider X−λs+1X−λs · · ·X−λ1 .1⊗ e
nη. To compute
it, we act X(z) to (6.6) and take the coefficient of zλs+1 . First, act the
annihilation part of X(z) to the right side of (6.6) using formula (6.5); the
result is: ∑
µ⊂′µs
∑
µ,ν
s∏
i=1
(−1)l(ν
i)τνi
zνi
(
m(µi−1)
m(µi\νi)
)
(6.7)
×
(−1)l(µ
s)
τµsǫµs
(
m(µs)
m(µ)
)
(−1)l(µ)τµǫµz
−|µ|pµs\µ ⊗ e
(n+s)η.
Acting the middle term to it, the result is the same as one multiplies
z(2(n+s)+1)β to (6.7) and changes e(n+s)h to e(n+s+1)h. Then one apply the
creation part of X(z) to this result using (6.4), and take the coefficient of
zλs+1 . We find that X−λs+1X−λs · · ·X−λ1 .1⊗ e
nη equals the following:
∑
νs+1
∑
µ⊂′µs
∑
µ,ν
s∏
i=1
(−1)l(ν
i)τνi
zνi
(
m(µi−1)
m(µi\νi)
)
(6.8)
×
(−1)l(µ
s)
τµsǫµs
(
m(µs)
m(µ)
)
(−1)l(µ)τµǫµz
−1
νs+1
ǫ−1
νs+1
p(µs\µ)∪νs+1 ⊗ e
(n+s+1)η .
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where νs+1 subjects to |νs+1|−|µ|+(2(n+s)+1)β = λs+1. Finally, we replace
the variable µ with µ = µs\(µs+1\νs+1). Note that
(m(µs)
m(µ)
)
=
( m(µs)
m(µs\µ)
)
; we
can write (6.8) into the wanted form. 
From now on, we consider symmetric functions in ΛF (not the V as in
the previous sections).
Definition 6.3. For a rectangular partition R = (ks), a positive integer
β and a partition µ ⊢ ks, we define
gR,µ(β, q) = (−1)
βs(s−1)/2qβ(β+1)s(s−1)/4
(q; q)sβ
(q; q)sβ
(−1)l(µ)
τµǫµ
(6.9)
×
∑
µ,ν
s∏
i=1
(−1)l(ν
i)τνi
zνi
(
m(µi−1)
m(µi\νi)
)
,
where the sum is over pairs of partition sequences µ = (µ0, µ1, . . . , µs), ν =
(ν1, ν2, . . . , νs), such that µs = µ, |µi| = ik + i(s − i)β (thus µ0 = (0)),
νi ⊂′ µi, and µi\νi ⊂′ µi−1, the notations τλ, ǫλ are defined in (6.2) and
(6.3), and the other notations can be found in Definition 6.1.
Now let us consider λ = (ks) in Proposition 6.2 and t = 0 in Theorem
5.1. We have the following combinatorial formula for Macdonald function
of rectangular shapes.
Corollary 6.4. For a rectangular partition R = (ks) and a positive
integer β, we have
QR(q, q
β) =
∑
µ⊢ks
gR,µ(β, q)pµ.(6.10)
6.1. Iterative construction with rectangular Macdonald func-
tions. As it was done to Jack function in [5] (see Remark 4.23 there), we
can generalize formula (6.10) to Macdonald functions of general shapes. Let
us first introduce the definition of the complement of a partition in a rect-
angular partition.
Definition 6.5. [5] For a rectangular partition R = (ks), and a parti-
tion λ satisfying λ1 ≤ k and l(λ) ≤ s, we define the complement λ = R−
′ λ
of λ in R by
(6.11) λi = k − λs+1−i for i = 1, 2, . . . , s.
(Recall that µi = 0 for all i > l(µ).) Specifically, we define C(λ) = (λ
l(λ)
1 )−
′λ
and call it the exact complement of λ.
The exact complement of λ is simpler in shape than λ in terms of the
number of (lower-right) corners of λ. To explain it explicitly, we first give
the following:
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Definition 6.6. [5] For a partition λ = (an11 a
n2
2 · · · a
nr
r ) with a1 >
a2 · · · > ar > 0 and n1, n2, . . . , ns > 0, we call r the (lower-right) corner
number of λ, and denote it as nc(λ) = r.
For this λ we have C(λ) = (a1 − ar)
nr(a1 − ar−1)
nr−1 · · · (a1 − a2)
n2 ,
thus nc(C(λ)) = nc(λ) − 1 if nc(λ) > 1. Note that nc(λ) = 1 is to say λ
is rectangular. Let us define nc(λ) = 0 for λ = (0). We see that the map
C lowers the corner number of every nonzero partition-a partition which is
not (0)-by one.
What really makes the exact complement interesting is the following
property on Macdonald functions. This property is known in [5] (see Remark
4.9 there).
Lemma 6.7. For a rectangular partition R = (ks), a partition µ with
µ1 ≤ k and l(µ) ≤ s and a partition ν one has:
(6.12) 〈QµQν , QR〉 6= 0 if and only if ν = R−
′ µ.
Recall that for a symmetric function F ∈ ΛF , the operator F
∗ is defined
by 〈F ∗.u, v〉 = 〈u, Fv〉. Thus the equivalence relation (6.12) is to say that
Q∗µ.QR
.
= QR−′µ, where-and in the following-the sign
.
= means that the two
sides are different only by a nonzero scalar multiplication. Specifically,
(6.13) Q∗
C(λ).Q(λl(λ)1 )
.
= Qλ,
as (λ
l(λ)
1 )−
′
C(λ) = λ. This property provides us an iterative method to con-
struct Macdonald functions with those of rectangular shapes. For example,
let us show that
(6.14) Q(6,6,3,2,2)
.
= (Q∗(11).Q(43))
∗.Q(65).
First, we set λ = (6, 6, 3, 2, 2); then (λ
l(λ)
1 ) equals (6
5). Therefore we have
(6.15) Qλ
.
= Q∗
C(λ).Q(65)
by (6.13). We find that C(λ) equals (4, 4, 3) by definition. Write µ = C(λ);
then (µ
l(µ)
1 ) equals (4
3). Again we have
(6.16) QC(λ) = Qµ
.
= Q∗
C(µ).Q(43)
But C(µ) equals (11). Replacing (6.16) into (6.15), we get (6.14).
Based on this example, we define a sequence of rectangles associated to
a partition as the following.
Definition 6.8. For a nonzero partition λ, we define the rectangular
filtration of λ R(λ) = (R1, R2, . . . , Rr) iteratively by the following:
(1) If λ is of rectangular shape, we set R(λ) = (R1) = (λ);
(2) Otherwise, defineR(λ) = ((λ
l(λ)
1 ), R2, R3, . . . , Rr), where (R2, R3, . . . , Rr)
is the rectangular filtration of C(λ).
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We see that the r in the definition is equal to the corner number of λ.
Now we can state the main result of this section.
Theorem 6.9. Let R(λ) = (R1, R2, . . . , Rr) be the rectangular filtration
of λ. Denoting fi = QRi(q, q
β), we have
Qλ(q, q
β)
= cλ(q, q
β)((· · · ((f∗r .fr−1)
∗.fr−2)
∗. · · · ).f2)
∗.f1
= cλ(q, q
β)
∑
µ
r∏
i=1
gRi,µi(β, q)((· · · ((p
∗
µr .pµr−1)
∗.pµr−2)
∗. · · · ).pµ2)
∗.pµ1 ,
where cλ(q, q
β) is a non-vanishing rational function of q, qβ, gRi,µi(β, q) is
given by Definition 6.3 and the sum is over sequences of partitions µ =
(µ1, µ2, . . . , µr) such that |µi| = |Ri|.
Proof. For the first equal sign, let us make induction on the corner
number of λ. If nc(λ) = 1, λ is already a rectangular partition and there is
nothing to do. Otherwise, Qλ
.
= Q∗
C(λ).f1 by (6.13), but nc(C(λ)) = nc(λ)−1,
and the induction comes in to construct QC(λ). This proves the first equality.
The second equal sign follows directly from the first one by Corollary
6.4. 
We remark that for λ = (an11 a
n2
2 · · · a
nr
r ), it is not difficult to give a direct
description of its rectangular filtration R(λ) = (R1, R2, . . . , Rr):
Ri = (a˙
n∗i
i ) where n
∗
2i+1 =
∑
i<j<r−i+1 nj, n
∗
2i =
∑
i<j≤r−i+1 nj and a˙2i =
ai − ar−i, a˙2i+1 = ai+1 − ar+1−i (ar+1 = 0).
Remark 6.10. We also remark that we can use this method to express
Macdonald functions as the coefficients of some monomials of certain Lau-
rent polynomial. Let us give an example to show how to do this.
We consider partition λ = (8, 8, 2, 2, 2), notice that Qλ
.
= Q∗(63).Q(85).
Up to scalar, Q(ks)(q, q
β) is the coefficient of zk1z
k
2 · · · z
k
s in the following
(6.17)
P (z1, . . . , zs) =
∏
1≤i<j≤s
( zi
zj
; q
)
β
(qzj
zi
; q
)
β
s∏
a=1
exp
(∑
n≥1
h−nz
a
n
1− qnβ
1− qn
)
.1.
Thus we see that, up to a scalar multiplication, Qλ(q, q
β) is the coefficient
of w61w
6
2w
6
3z
8
1z
8
2 . . . z
8
5 in the following:
P (w1, w2, w3)
∗.P (z1, z2, . . . , z5)
=
∏
1≤i<j≤3
(wi
wj
; q
)
β
(qwj
wi
; q
)
β
∏
1≤i<j≤5
( zi
zj
; q
)
β
(qzj
zi
; q
)
β
×
3∏
a=1
exp
(∑
n≥1
hnw
n
a
n
1− qnβ
1− qn
) 5∏
b=1
exp
(∑
n≥1
h−nz
n
a
n
1− qnβ
1− qn
)
.1.
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Using the technique as in the proof of Lemma 3.3, one can remove the an-
nihilation operators (the exponents with hn’s) to the right of the creating
operators (the exponents with h−n’s). We find that up to a scalar multipli-
cation, Q(8,8,2,2,2)(q, q
β) is the coefficient of w61w
6
2w
6
3z
8
1z
8
2 . . . z
8
5 in
=
∏
1≤i<j≤3
(wi
wj
; q
)
β
(qwj
wi
; q
)
β
∏
1≤i<j≤5
( zi
zj
; q
)
β
(qzj
zi
; q
)
β
×
3∏
a=1
5∏
b=1
(wazb; q)
−1
β
5∏
b=1
∑
n≥0
Qn(q, q
β)zna .
One can formalize this example to general Macdonald functions. Then the
result can be looked as a generalized form of raising operator formula, as
the raising operator formula is essentially to express a symmetric function
as the coefficient of some monomial in a Laurent polynomial.
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