Results from simulations of electromagnetic drift-resistive ballooning turbulence for tokamak edge turbulence in realistic single-null geometry are reported. The calculations are undertaken with the BOUT three-dimensional fluid code that solves Braginskii-based fluid equations [X. Q. Xu and R. H. Cohen, Contrib. Plasma Phys. 36, 158 (1998) 
I. INTRODUCTION
The edge region of tokamak plasmas continues to be an active research area because of its importance in influencing particle and energy confinement in the plasma as a whole, 1 the importance of the plasma interaction with the divertor plates and the wall of the vacuum vessel, 2 and the richness of the collective phenomena in the edge. The edge plasma is subject to plasma turbulence that degrades energy and particle confinement and can include transient events like the Edge Localized Mode (ELM) as well as the formation of filamentary structures. Understanding the turbulence in the tokamak edge plasma is challenging to theory and modeling. Direct numerical simulation has become a useful tool for exploring physics of tokamak edge plasma turbulence because the physics and tokamak geometry are too complex for analytical theory.
The direct simulation in realistic geometry of turbulence in L-mode discharges in the DIII-D tokamak 3 edge plasma is useful for understanding turbulence in tokamak edge plasmas. These L-mode discharges exhibit stationary steadystates and are less complex for modeling than are H-mode discharges. In this work comparisons of the simulation results to DIII-D L-mode data from experimental diagnostics are reported. Experimental observations and transport analyses have established that the edge region of L-mode tokamak plasmas exhibits anomalous transport of particles and energy. 4 There are strong gradients in the edge region that provide drive mechanisms for collective modes of instability that can lead to the observed anomalous transport. Antecedents for the work presented here are the earlier studies by Carreras and co-workers, 5, 6 and by Guzdar, Drake and co-workers [7] [8] [9] [10] [11] wherein resistive interchange, resistive ballooning, and drift-resistive ballooning modes were considered. The theory of resistive interchange modes traces back to the earlier classic papers of Furth et al. 12 and Coppi. 13 The references cited here are intended as representative examples of a larger body of work.
The simulation results and comparison to L-mode discharge data from DIII-D reported here based on the driftresistive ballooning physics model are inspired by the earlier work of Carreras et al., and Guzdar et al., using plasma fluid equations solved numerically [14] [15] [16] [17] in a realistic, single-null geometry for DIII-D for conditions specific to a series of well-characterized L-mode discharges. Detailed comparisons are shown for the simulation results and experimental data provided by a scanning Langmuir probe [18] [19] [20] and beamemission spectroscopy (BES) [21] [22] [23] where available for DIII-D shots #119 919 and 119 934. These shots are both L-mode discharges; shot #119 934 has somewhat lower edge plasma density and electron temperature than in #119 919.
The principal results here are that simulations based on the drift-resistive ballooning model yield fluctuation amplitudes, particle and heat fluxes, inferred transport coefficients, correlation lengths, and spectra that agree with experiment within an order of magnitude and within factors of 2 or better for some of the data. The agreement of the simulations with the experimental measurements varies with respect to including more physics in the model equations within the suite of models investigated.
The paper is organized as follows. The Introduction is followed in Sec. II by a description of the model equations and the simulation methodology. Section III presents a discussion of the simulation results and the diagnostics in the simulations, and comparison to the experimental data. The paper concludes in Sec. IV with a summary discussion. There is an appendix providing the specification of input profiles for the simulations.
II. MODEL EQUATIONS FOR EDGE TURBULENCE
The model equations for fluid turbulence in tokamak edge region are predicated on the validity of the assumption that the edge plasma is sufficiently collisional. The Braginskii 24 two-fluid equations in drift ordering for a strongly magnetized, collisional plasma [25] [26] [27] [28] provide the foundation for the model equations used for the simulations. The model equations used are a simplified, reduced set of equations that embody the physics of drift-resistive ballooning in an electromagnetic model that can include temperature fluctuations for both electron and ion species. The reduction of the Braginskii equations in the drift ordering to the simpler set of equations used here is somewhat arbitrary but illustrates various physics terms and shares the philosophy of earlier published work exploring model equations for edge turbulence. [5] [6] [7] [8] [9] [10] [11] For example, the evolution equations for the temperature fluctuations are much simplified and include only E Â B convection and parallel thermal conduction.
The dynamical equations in our model describe the time-evolution of non-axisymmetric fluctuations of plasma densityÑ i , the potential vorticity-, electron parallel velocityṽ ke , ion parallel velocityṽ ki , electron temperatureT e , and ion temperatureT i . Here, the notation is f ¼ f 0 þf , where the subscript 0 represents the underlying axisymmetric equilibrium quantities that are not evolved in time; the tilde symbol represents the non-axisymmetric perturbations that are evolved; and the sum represents the total
where the various auxiliary quantities are defined as follows:
Here, the standard notation is used: E is the electric field, A k is the parallel component of the vector potential, B is the magnetic field, e is the electron charge, and j e;i k is the electron/ion parallel thermal conduction.
Equations ( (1)- (6)) do not assume that the fluctuations are small. However, the relation between the electric potential and vorticity -¼ N i qr 2 ? / is simplified from the full form, as given in Ref. 14, using the Boussinesq approximation. This takes advantage of the separation of spatial scales of turbulence and background profiles, k ? L n;T ) 1; and relies on the smallness of the density fluctuations, N i =N i0 ( 1. These assumptions are reasonably well satisfied in the simulations reported here, k ? L n;T $ 10 and N i =N i0 Շ 30%. However, the Laplacian of the ion pressure fluctuation is dropped in relating the vorticity to electrostatic potential to simplify the model. Various fluxes and transport coefficients used for comparison with experimental data are the radial particle flux C ? , electron conductive heat flux q cond ?;e , electron convective heat flux q conv ?;e , and the corresponding diffusivities defined as where the subscripts f; t stand for averaging in the toroidal angle and time.
The system of equations Eqs. ( (1)- (7)) forms the largest set used in the simulations reported here. Several smaller subsets of this system were used for analyzing the sensitivity of the results to particular terms.
• Case 1:
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Case 1 is the simplest in the list: it includes only Eqs. ( (1)- (4)) and does not includeb Á r terms. However, these equations support the drift-resistive ballooning mode physics, [5] [6] [7] [8] [9] [10] [11] [15] [16] [17] 27 which is enough to capture the main features of instability growth and resulting turbulence. Case 6 is the most complete system: it includes all terms in Eqs.
( (1)- (6)).
The dynamic equations Eqs. ( (1)- (6)) determine the time-evolution for non-axisymmetric components of all fluid variables, while the axisymmetric toroidal field components N i0 ; T e;i0 , and / 0 are fixed by the defined initial profiles matched to experimental probe data and are not evolved. The choice of N i0 ; T e;i0 , and / 0 profiles is discussed further in the text and in the Appendix. Note that a completely selfconsistent determination of the axisymmetric profiles in the simulation would require proper inclusion of sources and sinks for plasma and energy, interaction of the plasma with neutrals and plasma facing components which would make it a formidable multiscale problem in time and space. On the other hand, based on the strong separation of time-scales for turbulence and axisymmetric transport in this problem, it is reasonable to take the axisymmetric components as frozen in time, which is the choice made in this study.
The numerical solution of equations in BOUT is described in the published literature, Refs. 15-17 and 27. The present study uses BOUT as described in Ref. 28 , but in the future this work will transition to the more modern edge modeling framework BOUTþþ. 17 The equations are solved as an initial-value problem on a three-dimensional spatial mesh, and the mesh is based on the reconstruction computed with the equilibrium reconstruction code EFIT. 53 The spatial mesh is generated using the UEDGE code. 29 For tokamak simulations, BOUT uses quasi-ballooning coordinates with twist-shift periodic boundary conditions wrapping around the torus toroidally and poloidally, and with radial boundary conditions on the fields or their radial derivatives. 28 An oddeven numerical mode is controlled in the simulations reported here by inclusion of a numerical hyper-viscosity term Àar (1)- (6)) with a chosen so that the Nyquist mode has amplification factor less than unity, while the physical modes of interest at longer parallel wavelength are negligibly influenced by the numerical viscosity. Various benchmarks to verify the BOUT code are documented in published literature. 16, 28, 30, 31 The simulation domain is a periodic toroidal wedge. In the simulations reported here, for most cases the toroidal domain size is 2p=N w where N w ¼ 16, and the toroidal grid size uses N z ¼ 64 grid points. Thus, the toroidal mode numbers represented on the grid range from N w ¼ 16 to N w Â N z =2 ¼ 512 (although the upper third of the spectrum is poorly represented due to the usual finite-difference effects). The simulations results reported here are not sensitive to doubling the toroidal domain size (while simultaneously doubling N z ). The radial domain size used is 0:9 < w norm < 1:15. At the outer midplane this translates to 0:98 R=R sep 1:03, where R sep is the major radius at the location of the magnetic separatrix. For most of the simulations, a relatively coarse radial grid was used, with N r ¼ 40 grid points, to speed up the throughput. In simulations with double radial resolution, the saturated amplitudes forÑ i ;T e ;T i ;/ are within 10%-20% of those with the coarser radial grid, and thus, the grid resolution is considered sufficient for this scoping study aiming to establish relevance of the model to the experiment. Furthermore, as discussed subsequently in the text, in the simulations results no significant spectral power is observed in the saturated density fluctuation power spectrum beyond the radial wavenumber k r $ 5 [rad/cm] while the radial Nyquist wavenumber is larger than that by a factor of 2.5, which confirms that the radial resolution is sufficient for capturing the gross features of the studied turbulence.
III. SIMULATIONS AND COMPARISON TO EXPERIMENTAL DATA
A. Edge plasma turbulence in shot #119 919
The first shot studied is #119 919, which is a wellcharacterized DIII-D L-mode discharge that exhibits steadystate turbulence. For the simulations, the plasma profiles and EFIT equilibrium-reconstruction data are taken from the DIII-D database and the computational mesh is constructed using the grid-generator built in the UEDGE code. Then a suite of BOUT runs is carried out for the cases defined in Sec. II.
In the simulations, plasma instabilities start from a small initial seed, go through a linear growth phase, and then progress to a saturated state ( 
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Phys. Plasmas 20, 055906 (2013) modestly higher amplitudes than does case 4 without T i fluctuations. With finite electron and ion temperature fluctuations there is increased interchange drive through the pressure weighted curvature in the vorticity equations, Eq. (2), if the equilibrium temperature and density radial gradients share the same sign (<0) on the outside of the torus where there is bad curvature. With the unperturbed equilibrium gradients fixed and self-consistent zonal flow generation precluded, the saturated steady-state turbulence results from the nonlinear terms in Eqs.
( (1)- (6)) mediating a balance between the linearly unstable modes and the damped modes with finite toroidal mode numbers. Such a mechanism for saturation of fluid turbulence is well established in the fluid dynamics and plasma physics literature. 32 At saturation (Figs. 2-5), the turbulence is dominant on the outboard side of the tokamak, peaks near the outer midplane and near the separatrix, and extends a few centimeters on either side of the separatrix. Note that in all R-Z twodimensional contour plots of the fluctuations, Z denotes a vertical Cartesian coordinate distinguished from the toroidallike z BOUT coordinate. All plotted densities, temperatures and electric potential quantities that are denoted as RMS (root-mean-square average with respect to toroidal angle) or fluctuating are the perturbed time-dependent quantitiesf and do not include the time-independent equilibrium values f 0 .
Another visualization of the ballooning nature of the turbulence is shown in Fig. 6 which plots the RMS density fluctuation and the relative density fluctuation as a function of radius in the outer midplane and as a function of the poloidal angle on the separatrix for case 1 (all of the cases share this structure).
The relative electron density fluctuations reach 20%-30% near the separatrix (Fig. 2) , and the peak electron temperature fluctuations are of order 50% (Fig. 3 ). The electron turbulent particle and thermal fluxes are likewise localized (Figs. 4 and 5) and are dominant on the outboard side and very small on the inboard side. The strong in-out asymmetry in the fluctuations is apparently caused by the curvature drive on the outer side of the plasma and is consistent with expectations and observed in experiments, for example, on the Alcator C-Mod tokamak. 33 Furthermore, there is an apparent up-down asymmetry, which is probably associated with the presence of the X point in the plasma at the bottom of the cross section and the influence of the X point on the magnetic shear.
Tables I and II summarize the key observables at saturation in the simulations corresponding to the various cases defined in Sec. II. Various fluxes and transport coefficients in Table I 
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Phys. Plasmas 20, 055906 (2013) corresponding diffusivities defined in Sec. II. Note that case 1a did not reach saturated steady-state turbulence at the end of simulation (1.8 ms).
The simulation results shown throughout corresponding to snapshots of fluctuation amplitudes as functions of radius at saturation or the end of the simulation are RMS-averages with respect to the toroidal angle. However, the fluctuation amplitudes still have a temporal variability of 620%-50%, which should be kept in mind when comparing the simulation data to experiment. At fixed position, the experimental data for the probe have error bars of a few percent; however, the uncertainty of the probe position translates into much larger error bars when comparing simulation and probe data. Measurements with scanning Langmuir probes have been benchmarked against other diagnostic measurements and are documented in the literature. Shot #119 919 in DIII-D is a well-characterized L-mode shot that exhibited steady-state turbulence. Simulation results are compared to data from a scanning Langmuir probe 18 and from BES 21 in Tables I and II , respectively, and in Figs. 7 and 8, respectively. There is no BES data available for #119 919, and the BES data are taken from a similar shot #119 921. Note that comparison of the probe data shown in Fig. 7 with the BES data shown in Fig. 8 indicates agreement in the peak amplitude of the relative density perturbation normalized to the background density jÑ i =N i0 j $ 10% peaking near the separatrix and localization widths 2-4 cm (given the resolution limits of the diagnostics). The relative agreement of the simulations for cases 4, 5, and 6 with respect to the experimental measurements is within an order of magnitude and within a factor of 2 or better for some cases.
In comparing the simulations to the BES data, it is important to take into account the restrictions on spatial resolution set by the BES imaging grid, which has 1 cm separation radially and toroidally in its 4 Â 4 approximately square grid. This restriction on spatial resolution necessitates processing the simulation data through a low-pass filter that mimics the 1 cm limit in resolution. This is accomplished by making use of the GKV software. 37, 38 Spatial filtering (1D or 2D) is required in the simulation diagnostics to model the
The correlation functions computed in GKV and shown later are defined by the standard normalized integrals. Simulation results for case 5 with T e and T i fluctuations agree with the probe data for the peak values and relative localization of the density and electron temperature fluctuations and the radial particle flux for 2:25 m R 2:31m in Fig. 7 to better than factors of 2, while the peak value of the electron conductive heat flux in the simulation is significantly larger than the probe data. However, the convective component of the electron heat flux measured by the probe $2:4 Â 10 4 J m À2 s À1 agrees with the simulation to better than a factor of 2; and the convective heat flux is much larger than the conductive heat flux, so that the agreement between the simulation and the probe data on the total electron heat flux is also better than a factor of 2. The particle and energy 2013) diffusivities in the simulations for case 5 agree within factors of 2 with the diffusivities used in two-dimensional UEDGE simulations to match experimental data for profiles (Table I ).
The agreement of the filtered simulation data with BES data shown in Fig. 8 is better than a factor of 2 for the relative density fluctuation amplitude and localization, and for the peak of the density fluctuation power spectrum and its width. The radial half-width of the filtered density correlation function in the simulation is O(1/3) of that measured by BES. The overall comparison of the simulation results with the probe and BES data in Tables I and II shows that the agreement generally improves as more physics is added in the progression from cases 1 to 5. Note that perpendicular correlation lengths of order 1-2 cm, broadband spectra 10-100 kHz, and fluctuation levels 10%-50% seen in the DIII-D data and the simulations here are typical of scrapeoff-layer turbulence and have been observed in other tokamaks and in gyrofluid simulations. 39 No significant power is observed in the saturated density fluctuation power spectrum beyond a radial wavenumber magnitude equal to 5 rad/cm in the simulations (the Nyquist wavenumber is 2.5 Â larger than this) as shown in Fig. 9 . The power spectra are relatively isotropic with respect to the wavenumbers k r and the binormal k z . This is reproduced with the number of radial cells increased from 40 to 80; again no significant spectral energy is observed in the power spectrum for radial wavenumbers greater than for jk r j $ 5 rad=cm. Moreover, the saturated amplitudes for the density, temperature, and potential fluctuations at the separatrix in the simulation with 2Â radial resolution are within 10%-20% of those with the coarser radial grid. The cell size with 40 radial cells is $0.25 cm, which is 5 Â the ion Larmor radius at 100 eV and B 0 ¼ 2 T for hydrogen, q s $ 0:05 cm However, the spectra for the turbulence indicates that there is negligible energy at scales shorter than or equal to the grid scale, which suggests that the ion Larmor radius spatial scale is not relevant in the spectrum of the turbulent fluctuations.
Next, the influence of an imposed radial electric field derived from / 0 and the concomitant imposed zonal flow on the edge turbulence is investigated. The model of E r0 used here is based on fitting an axisymmetric scalar electric potential to charge-exchange re-emission (CER) 40 and edge Langmuir probe data. Because the domain extends to smaller radii than are accessible to the probe, extrapolation of the structure of the E r0 inferred from the probe to smaller radii in such a way as to fit the CER data is challenging. The CER data have temporal scatter and lower spatial resolution than does the Langmuir probe. The model for E r0 retains terms in a polynomial expansion of the electric potential through the second radial derivative determined from a smooth fit to the probe data and extrapolates smoothly to smaller radii (Fig. 10) . The detailed E r0 structure from the probe data near Plasmas 20, 055906 (2013) the separatrix in the model is not retained in this fit. The CER data neither confirm nor refute the structure seen in the probe data near the separatrix. The shearing rate determined by dV E =dr in the model is shown in Fig. 10(c) , where V E is the radial component of the E Â B velocity. Note that the maximum shearing rate in the model is $2:4 Â 10 4 s À1 , which is significantly smaller (by a factor of 4) than the observed linear growth rates in the BOUT simulations which are O(1) Â10 5 s À1 . The temporal evolution of the root-meansquare electron density fluctuation and electric potential amplitudes for case 1 (no temperature fluctuations) is shown in Fig. 11(a) with and without the imposed E r0 . Similar plots are shown in Fig. 11(b) with the inclusion of the T e fluctuation amplitude for cases 4, 5, and 6. With E r0 imposed, the linear growth rates are weaker; and saturation is delayed. Figure  11 (a) shows that the fluctuation amplitudes are still drifting to higher values when the simulation with finite E r0 was terminated. The simulations in Fig. 11(b) show modest reductions in saturated amplitudes for finite E r0 and substantial reductions for 5 Â E r0 for the durations of these simulations. The quantitative agreement of case 6 to probe and BES data is worse than for case 5 (E r0 ¼ 0) in Tables I and II . With 5 Â E r0 the maximum shearing rate exceeds the observed growth rate in the absence of the sheared V E ; and the stabilizing effect of the flow shear is profound (Figs. 11(a) and 11(b) ), which is in keeping with the established paradigm. 41 In Figure 12 , a different visualization of the simulation results for cases 5 and 6 for #119 919 is provided. Figure 12 represents the probe and simulation data with respect to the BOUT radial position in the midplane of the BOUT simulation geometry as in Figs. 2-5, 10, and 16, which is offset by þ1.5 cm from the probe radial position located a few cm below the midplane. The radial position is corrected to the midplane in Figs. 7, 14 , and 17. The vertical error bars on the simulation data in Fig. 12 represent the temporal variability of the fluctuation-related quantities in the saturated state. Other simulations have been undertaken with a different model E r0 , which show complete recovery of the saturation amplitudes obtained with E r0 ¼ 0 when the simulations are run long enough. The long-time effects of an imposed E r0 for this and other models of E r0 merit further study in the future. Moreover, the contributions from self-consistent generation of zonal flows will be included in future work.
Additional simulations have been undertaken examining the influence of alternative boundary conditions on the fluctuating fields / and A k . The additional simulations addressed case 6a (includes both T e and T i fluctuations, and E r0 with radial boundary conditions /; A k ¼ 0 at either the inner or outer radial boundary and /; A k ¼ 0 at the other radial boundary, or dð/; A k Þ=dx ¼ 0 at both inner and outer radial boundaries. The simulation results with /; A k ¼ 0 at the inner boundary and dð/; A k Þ=dx ¼ 0 at the outer boundary are the same as those obtained in case 6a with /; A k ¼ 0 at both radial boundaries. The simulation results with dð/; A k Þ=dx ¼ 0 at both inner and outer radial boundaries are the same as with dð/; A k Þ=dx ¼ 0 at the inner boundary and /; A k ¼ 0 at the outer radial boundary, and yield the same linear and nonlinear results as in case 6a with /; A k ¼ 0 at both radial boundaries with the exception that a 610% oscillation with frequency $100 kHz emerges superposed on the fluctuating potential / at saturation but not at a noticeable level in the temperature and density fluctuations. The temporal oscillation is accompanied by a small additional perturbation in the radial profiles of the fluctuations near the inner radial boundary.
C. Edge plasma turbulence in shot #119 934
The second studied shot is DIII-D L-mode discharge #119 934, with the edge plasma somewhat colder and lower 
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Cohen et al. Phys. Plasmas 20, 055906 (2013) density than in #119 919. Plots of the radial electron density and electron temperature profiles for #119 919, and 119 934 are exhibited in Fig. 13 . Discharge #119 934 is more collisional than #119 919 because of the stronger dependence of the collision frequency on the temperature. The growth rate for resistive ballooning from Eq. (31) of Ref. 6 scales as
, where g is the classical electrical resistivity, b is the ratio of kinetic energy density to magnetic energy density, T is the temperature (assume T e % T i and n is the plasma density). Hence, for $50% reduced temperature and plasma density, the resistive ballooning growth rate is expected to decrease by 1=ͱ2; and this is consistent with the simulation results here. In Fig. 14 are plotted the experimental electron density and electron temperature fluctuation amplitudes, the radial electron particle flux, and the total electron thermal flux as functions of major radius from the 
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Cohen et al. Phys. Plasmas 20, 055906 (2013) probe data near the midplane. In Fig. 14 , the fluctuation amplitudes and fluxes are similar in shots #119 930 and 119 934, and smaller than in shot #119 919 consistent with expectation based on consideration of the resistive ballooning growth rate. This is reinforced by the results of the simulations of case 5 with T e and T i fluctuations for shots #119 919 and #119 934 whose temporal evolution (Fig. 15) shows modestly reduced growth rates (reductions of $20%) and somewhat lower RMS fluctuation amplitudes in the midplane for shot #119 934. In comparing Figs. 7 and 16, it can be seen that the turbulent fluctuations have similar radial extents in both the #119 919 simulation and #119 934 experimental data. Radial plots of the fluctuation amplitudes and fluxes in the outer midplane at saturation from the case 5 simulation with T e and T i fluctuations are also compared to probe data from #119 934 in Fig. 16 . In Fig. 17 are plotted the turbulent particle flux and the conductive and convective components of the energy fluxes as functions of the probe radial position for the case 5 simulations (with T e;i fluctuations and E r ¼ 0) of discharges #119 919 and #119 934. The fluxes are lower in the lowertemperature, lower-density #119 934 plasma. The simulations and the probe data generally agree within a factor of 2 for the density and temperature fluctuations, the radial particle flux, and the electron total heat flux. Because the total particle flux in the simulation agrees within a factor of 2 with the probe data, so does the convective heat flux; and the agreement of the total heat flux summed over the convective and conductive components between experiment and simulation is significantly better than for the conductive heat flux alone. The turbulence in the midplane peaks just inside the separatrix, apparently driven by the strong gradients there and the longer connection length.
In Fig. 18 is shown a simple fit of the radial electric field E r0 to the probe and CER data for shot #119 934. As with the fit of E r0 to the data for shot #119 919, the sharp structure seen in E r0 in the probe data inside the separatrix is again omitted; and a smooth second radial derivative of the electric potential to smaller radii is extrapolated so that there is a good fit to the CER data at radii inside the separatrix (Fig.  18 ). Deferred to future work is the incorporation into the Fig. 19 . The linear growth rate is reduced with the inclusion of E r0 in the simulation, but the turbulence eventually recovers fluctuation amplitudes that are comparable to case 5 with E r0 ¼ 0 (Fig. 19) . The density and electron temperature fluctuation amplitudes are modestly higher in the probe data than in the simulations, and the influence of finite E r0 is weak (Fig. 16) . The electron particle and total thermal fluxes based on the probe data cut through the simulation data (Fig. 16 ), and these fluxes at the end of the simulation shown in Fig. 18 are lower compared to the case with E r0 ¼ 0 by factors of 2-4 in the case with finite E r0 . Overall the agreement of the simulations with finite E r0 and E r0 ¼ 0 with the probe data is within factors of 2-3 or better for shot #119934.
An additional simulation of case 6 (with electron and ion temperature fluctuations and E r0 ) for #119 934 conditions was undertaken with a modification of the model equations, Eqs. (1) and (2), in which A k ¼ 0, i.e., a purely electrostatic model for resistive drift ballooning. Given that the edge plasma is low b, b < 10 À4 for T e $ 50 eV; n $ 10 13 cm À3 , and B 0 $ 2 T, where b is the ratio of thermal energy density to magnetic energy density) such that bm i =m e ( 1, it is expected that the electromagnetic modifications should be weak. Indeed, the purely electrostatic simulation yields results for the turbulent fluctuations that differ less than 10%-20% from the results of the electromagnetic model case 6 shown in Figures 15 and 16 , which is well within the temporal variability of the observables at saturation.
IV. DISCUSSION AND CONCLUSIONS
In this work simulation results and comparison to L-mode discharge data from DIII-D in the edge region straddling the last closed flux surface are reported. This work can be viewed as a validation exercise for a turbulence simulation using Braginskii-based simplified plasma-fluid equations applied to the study of the edge turbulence in DIII-D L-mode discharges. These model equations are based on the drift-resistive ballooning physics model evolved from the earlier work of Carreras et al., and Guzdar et al., and implemented in BOUT in a realistic, single-null geometry for DIII-D with conditions specific to a few well-characterized The principal findings here are that simulations based on the drift-resistive ballooning model yield results for fluctuation amplitudes, particle and heat fluxes, inferred radial diffusivities, correlation lengths, and spectra that agree within an order of magnitude with the DIII-D L-mode experimental data and within a factor of 2 in some cases (see Figures 7, 8, 11, 15, and 16; and Tables I and II) . Moreover, the agreement tends to improve in the progression from cases 1 to 5 (Tables I and II) . A lower density and lower temperature plasma is less unstable and less turbulent. Imposing a radial electric field in the simulations, based on a simple model fit to the probe and BES data from DIII-D, adds a sheared E Â B zonal flow that reduces the linear growth rates observed in the simulations. In the simulations of #119 919 the saturated turbulence with finite E r0 is at moderately smaller amplitudes, while in the simulations of #119 934 with E r the turbulence recovers and saturates at amplitudes very close to those observed with E r0 ¼ 0. That the stabilizing effects of E r on the turbulence and the saturation amplitudes are either modest or very weak is in keeping with the fact that the shearing rates due to E r0 are much smaller than the linear growth rates. However, for the imposed electric field E r0 scaled up by a factor of 5 there is a drastic (several orders of magnitude) reduction in the saturated turbulence levels over the time simulated. This value of E r0 corresponds to a shearing rate that is comparable to the linear growth rates and the turbulence characteristic frequencies, and this is where one would indeed expect the E r0 shearing to have a strong effect.
Remarkably, the turbulence fully recovers in the case 6a simulation of #119 934 with finite E r0 and not in the case 6a simulation of #119 919 with finite E r0 over the length of time simulated. Although #119 934 case 6a simulation has a weaker linear growth rate than in the #119 934 case 5 simulation, in the nonlinear saturation these simulations are similar, which is perhaps qualitatively consistent with observations in a number of earlier published studies showing that nonlinear instabilities in drift-wave turbulence simulations can supersede linear instabilities in determining saturated turbulence. [42] [43] [44] [45] [46] In these turbulence simulations, an imposed timeindependent E r0 produces a sheared zonal flow. This is very different from drift turbulence in a periodic cylinder system, e.g., in the Hasegawa-Wakatani studies, 47, 48 or in tokamak core gyrokinetic simulation studies, 49 where the E r0 is generated by turbulence itself via the Reynolds stress. In these two examples, the self-consistent zonal flow is of key importance for turbulence saturation. In contrast, we note that inclusion of the turbulence generated zonal flow may have little effect on saturated turbulence and transport in some instances, e.g., in the study of Holland et al. of electron temperature gradient instability there is no significant zonal flow formation exhibited. 50 Moreover, in the tokamak edge there may be a number of mechanisms, other than the turbulence generated Reynolds stress, which can contribute to or, in some regimes, perhaps completely dominate the E r . In particular, in the tokamak scrape-off layer the radial electric field is strongly influenced by the sheath boundary conditions on the target plates, finite ion-orbit loss, charge exchange with neutrals, and other non-ambipolar effects; how these effects compete with the turbulence generated Reynold's stress contributions to the zonal flows in the edge remains to be determined. It may be possible to extend the edge turbulence model used here by combining an imposed steady-state E r0 with timedependent short wavelength components of turbulencegenerated E r0 . 51, 52 This is the subject of ongoing research that will be reported in a future publication. Plasmas 20, 055906 (2013) 
