A LOW DEGREE VERTEX ELIMINATION WITH HIGH DEGREE VERTEX SELECTION HEURISTIC (LDHD)
A wireless ad-hoc network can be modeled by a graph G = (V, E), where the elements of V represent the mobile hosts and the elements of E represent the communication links.
Dominating-sets have served as "efficient" virtual backbones for ad-hoc wireless networks. A subset of vertices of a given graph is a dominating set if every vertex is either in the subset or has some neighbor in it. A small and connected dominating set is clearly needed to facilitate the routing process within the vertices in the set.
The problem of finding a minimum connected dominating set has been extensively studied in unit disc graphs (UDG), in which all nodes in the network have the same transmission range. Such graphs are undirected graphs. In practice, however, the transmission ranges of all nodes in the network need not be the same due to differences in power and functionality.
Therefore, a directed disc graph (DDG) would best model such a network.
In this thesis, we model a wireless ad-hoc network as a directed disc graph and seek a strongly connected dominating-absorbent set (SCDAS) rather than a connected dominating set in an undirected graph. Unfortunately, the strongly connected dominating-absorbent set problem (SCDAS) is NP-hard since connected dominating set problem (CDS) is NP-hard and CDS is a special case of SCDAS. [18] We propose a new heuristic approach for the Minimum SCDAS problem, which seeks a smallest SCDAS in a directed graph. We refer to it as "low degree vertex elimination with highdegree vertex selection heuristic (LDHD)". Experimental results show that LDHD outperforms all previously known algorithms for the SCDAS problem.
Related Work
The construction of virtual backbone problem based on dominating sets in wireless adhoc networks has been extensively studied in unit disc graphs (UDGs) [4] to [17] . Only recently, the problem has been explored in directed disc graphs. The authors in [18] and [19] extend their previous work on UDGs called the marking process, to asymmetric networks where nodes have different transmission ranges. The main concept of their process is that every time a node discovers that it has two neighbors that are not joined by a directed edge, it becomes part of the solution, i.e. in the strongly connected dominating absorbent set. (SCDAS) They later added more rules to decrease the number of vertices in the constructed SCDAS. No approximation ratio has been given, however. Lately, the authors in [1] and [3] proposed constant approximation algorithms for SCDAS. The authors in [3] apply Breadth First Search and Steiner
Nodes techniques. The approximation algorithm proposed in [1] works only when the transmission range ratio is bounded by some constant. Later, a polynomial-time, 3 log n approximation algorithm for the same algorithm of [1] is proposed in [21] . The authors in [1] also propose two heuristics for SCDAS. The two heuristics first find a Dominating Absorbent Set then greedily use additional nodes to make it strongly connected.
Thesis Outline
The remaining of this thesis is structured as follows: Theoretic background and algorithms for existing approaches for SCDAS are presented in chapter 2. The Low Degree
Vertex Elimination with High Degree Vertex Selection heuristic, (LDHD), is proposed in chapter 3. In chapter 4, we discuss the experimental study conducted to evaluate our approach along with the experimental results. We conclude with some direction for future work in Chapter 5.
CHAPTER TWO THEORETIC BACKGROUND AND EXISTING APPROACHES

Theoretic Background and Terminology
In this thesis, a graph is a set of nodes/hosts or vertices joined by links called edges. The A walk is a sequence of nodes in which two consecutive nodes are the end nodes of an edge in the graph. A path is a walk in which each node is distinct. A directed path is a path in a digraph.
If there is a path between each pair of nodes in a graph, the graph is said to be connected, otherwise the graph is disconnected. A directed graph in which every two nodes are joined by a directed path is a strongly connected graph. A subgraph of a graph is a subset of the nodes and the edges of the graph.
A maximal connected subgraph of G is a connected component of G. A subgraph having the entire nodes of G is called a spanning subgraph of G.
A tree is a connected graph which has no cycles. A graph without any cycle is a forest. A tree that is a spanning subgraph of a graph G is a spanning tree of G. A forest that is a spanning subgraph of a graph G is a spanning forest of G.
[22]
Existing Approaches
Currently, the best known approaches for the SCDAS problem are: (1) the DominatingAbsorbent Spanning Trees (DAST), (2) Greedy Strongly Connected Component Merging algorithm (G-CMA), both proposed in [1] , and (3) the only Exact algorithm for the SCDAS problem, the brute force algorithm of complexity 2 n , which enumerates all strongly connected dominating-absorbent sub graphs and selects the minimum among them.
Dominating-Absorbent Spanning Trees (DAST)
The Dominating-Absorbent Spanning Trees (DAST) algorithm constructs two spanning trees rooted at some node r, one outgoing and another incoming, then takes the union of the two trees, excluding the leaves, as a strongly connected dominating absorbent set.
The algorithm first forms a dominating set (DS) by constructing a spanning tree rooted at some node r. It uses a simple coloring technique which colors a vertex black once it is chosen to be in the DS. Then it colors all its out neighbors gray. The algorithm then builds an absorbent set (AS) by reversing the edges and constructing another spanning tree rooted at the same node r using the same coloring technique. The algorithm terminates by taking the union of the two trees excluding the leaves.
Greedy Strongly Connected Component Merging (G-CMA)
The Greedy Strongly Connected Component Merging algorithm (G-CMA) constructs a strongly connected dominating set (SCDAS) in two stages. First, it finds a dominating absorbent set then uses additional nodes to make the set strongly connected. To make the set strongly connected, G-CMA merges repeatedly two pair of strongly connected components via shortest path between them until one strongly connected component is left.
Exact Algorithm
There is no exact algorithm for the SCDAS problem in the literature. Thus, the 2 n brute force algorithm which enumerates all sub graphs and selects the minimum among all strongly connected dominating-absorbent sub graphs is the only way to find an exact solution to the SCDAS problem.
Since the brute force algorithm is very slow especially when the number of vertices is large, we try to make it as fast as we can by generating the sub graphs from the least order sub graph to the greatest one. The algorithm thus stops as soon as it finds the first sub graph which is strongly connected dominating and absorbent.
The algorithm we use to generate the sub graphs in increasing order is an algorithm known as the Banker's Sequence algorithm presented by Loughry in [20] which is more efficient than the other two existing algorithms for generating all sub graphs of a given graph namely the Lexicographic Ordering algorithm and Gray Codes algorithm.
CHAPTER THREE A LOW DEGREE VERTEX ELIMINATION WITH HIGH DEGREE VERTEX SELECTION HEURISTIC (LDHD)
In this chapter, we propose a new heuristic approach that is a hybrid of low-degree vertex elimination and high-degree vertex selection. We refer to this approach as LDHD.
A low-degree vertex is more likely to dominate and absorb fewer vertices than vertices of higher degree. On the other hand, a high-degree vertex with relatively more in and out neighbors can absorb and dominate more vertices than other vertices. Thus, a "good" solution will most likely contain many high-degree vertices and few low-degree vertices.
However, since the solution set must not only dominate and absorb all vertices in the graph, but also "be strongly connected, " the above statement would not be enough. In other words, despite their disability to absorb and dominate relatively many vertices, low-degree vertices might be used as intermediary vertices to strongly connect the vertices in an "optimal" solution set. For this reason, LDHD makes use of the characteristics of both: "low degree"
vertices and "high degree" vertices while taking into consideration the contribution of lowdegree vertices in providing the required "strong connectivity property".
Rather than discovering the low-degree vertices that contribute in the "strong connectivity property", the algorithm starts by deleting vertices that Do Not contribute to strong connectivity property. This can easily be done by removing a low-degree vertex from the graph and checking if the remaining graph forms a strongly connected graph. If it does, then the vertex can be deleted from the graph. Moreover, when such a vertex is deleted, it has to be dominated and absorbed by a subset of the remaining vertices. Therefore, high-degree in and out-neighbors are selected to absorb and dominate this vertex thus making use of the characteristic of high-degree vertices.
The main idea of LDHD can thus be summarized as follows: A low degree vertex can be deleted from the graph if its removal does not strongly disconnect the remaining graph.
Otherwise, it must belong to the strongly connected dominating-absorbent set (SCDAS). Once such a vertex is deleted, high degree vertices are selected to dominate and absorb this vertex.
Once a vertex is selected, it can never be deleted.
LDHD Description
Given a strongly connected directed graph, G (V, E), LDHD finds a strongly connected
dominating-absorbent set, D, as follows:
A vertex is either decided to be in the solution and colored black, or decided not to be in the solution and colored red. A white vertex is not yet decided.
Initially, all vertices are in D, the solution set, and colored white. Some preprocessing is done as follows:
 The in-neighbor of a vertex with in-degree 1 is colored black. 
If none of v's out -neighbors is black
Select the out -neighbor with maximum degree and color it black. Do preprocessing } }_______________________________________________________________________
LDHD Correctness
To show that the set D forms a SCDAS, we use induction as follows.
At step 0: D =V is clearly a SCDAS since the input graph is strongly connected.
At step i: Let
Thus every vertex not in D will be both dominated and absorbed and the set D will be strongly connected. This implies that S is a strongly connected dominating-absorbent set.
LDHD Complexity
The while loop in the algorithm is executed at most n -1 times because at each step we 
CHAPTER FOUR EXPERIMENTAL RESULTS
To have an efficient evaluation of our proposed scheme, we implemented all three heuristics, LDHD, DAST, and G-CMA in the same programming language, C, and used the same data structures (adjacency lists were used to represent the graphs). Running times were measured on an Intel Core 2 duo CPU of 2.0 GHz with 4 GB memory.
Three simulations were conducted using three random generators. The first section discusses the random graph generators, and the second section presents the simulations and experimental results.
Random Graph Generators
To measure the performance of LDHD and show its efficiency on almost all types of graphs, we present three random generators that were implemented and used to generate input graphs for the algorithms we implemented. The third generator is a general random generator used by most previous work on the problem. The first two are proposed to guarantee that LDHD outperforms all existing approaches no matter what the input graph is. Note that the generated input graph must be a simple directed strongly connected graph
Random Generator I
The algorithm first selects an arbitrary node u where 0 < u < N-1. A random number x, where 1 < x < N-1 is chosen. It then chooses randomly x nodes, s 1 ,s 2 ,s 3 ,s 4 ,…..s x and adds an edge 
Random Generator II
Although the above algorithm generates a Random Strongly Connected Directed Graph, another version of the RANDOM GENERATOR was implemented and used as a basis for our testing to guarantee the efficiency of our proposed algorithm no matter what the input graph is. In other words, RANDOM GENERATOR II attempts to generate the most Random Strongly Connected Graphs which are not characterized by any specific structure like those of RANDOM GENERATOR I.
The main idea of RANDOM GENERATOR II is that it starts with a complete directed graph and removes edges randomly to generate a user specified dense/sparse graphs. In other words, we decide and select a number of R edges to be removed where 0 < R < E-N-1 and the algorithm generates a Random Strongly Connected Graph with N vertices and E -R edges, where E = N (N-1). Obviously, this was needed to be able to compare our results on different graphs each with different average degree, i.e. different densities.
Since the above algorithm removes an edge and checks whether the remaining graph is strongly connected, its performance was very poor when implemented specially in the case of generating sparse graphs. Thus, an enhancement was made to improve its performance.
Instead of removing an edge at a time and checking whether the remaining graph is strongly connected, N/10 edges were selected at a time (Note: Experiments showed that 10 is more appropriate than some other number such as 5, 6, 7, 8, 9..), if removing these edges leaves the graph strongly connected; we just remove the selected N/10 edges, otherwise we randomly select another set of N/10 edges and do the same. The algorithm stops either when R edges were removed or when successively 1000 random sets of N/10 edges were removed and the remaining graph was strongly disconnected.
Random Generator III
To generate a random directed graph or an asymmetric network, n nodes with distinct identity numbers between 1 and n are located in a limited square area in the Euclidean plane randomly. Each node chooses a random transmission range which is bounded by some maximum and minimum values for transmission ranges. A directed edge is added from node u to node v if the Euclidean distance between u and v is less than the transmission range of u. If the generated network is strongly connected, we use it as one instance, otherwise we discard it.
Simulations
The three random graph generators presented above are used to conduct three simulations respectively. The first two simulations are based on general directed graphs, whereas the third simulation is based on unit disc graphs representing wireless ad-hoc networks.
Simulation I
Random Generator I is used to generate input graphs of n vertices where n changes from 100 to 1000 with an increase of 100. For each value of n, we study 100 instances and take the average of their results. This means that LDHD is better than both G-CMA and DAST for all values of n. 
Simulation II
Unlike Random Generator I, Random Generator II generates more random graphs which are not characterized by any specific structure and could be generated with specific parameters. To properly compare the size of the SCDAS constructed by each of the heuristics and the time (in seconds) taken to construct the set, we specify two parameters for the generator: (1) Number of Nodes (2) Average Degree (or how sparse/dense the graphs is). We vary the number of vertices, n, between 200 and 1400 as we increase by 200 and for each n, we specify 3 to 4 different Average Degrees which range from 20% of n to 80% of n. For each n and each Average degree, we investigate 100 instances and take the average of the results of each.
As shown in Table 1 As a summary, we can say that both G-CMA and DAST either perform poorly in terms of the size of the SCDAS constructed or the time taken to construct such set. Although, DAST can be faster than LDHD, it is more than 2 times worse than LDHD in terms of the size of the SCDAS.
As for G-CMA, LDHD outperforms it both in terms of computational time and the size of the SCDAS constructed. 
Simulation III
In the third experiment, we measure the performance of each approach under the effect of two network parameters: Network Density and Transmission Ratio.
Network Density
We vary network density in two ways: Moreover, compared to the optimal size of the SCDAS constructed by the EXACT algorithm, DAST constructs a SCDAS of size at most 3.8 times that of the EXACT while G-CMA constructs a SCDAS of size at most 2.42 times that of the EXACT.
We can thus notice that LDHD performs, in average, 1.5 times better than G-CMA and 2.08 times better than DAST. Moreover, LDHD is the closest to the optimal solution and almost never exceeds double the size of the optimal solution.
Network Density: Different area size
To study the effect of varying the area in the performance of each approach, we deploy 
Transmission ratio
We also study the effect of varying the transmission ratio, k=Tr max /Tr min , where Tr max is the maximum transmission range and Tr min is the minimum transmission range, on the size of the strongly connected dominating-absorbent sets (SCDAS) constructed by each of the four approaches. We conduct two experiments. In the first experiment, we randomly locate 50 nodes in a fixed 1000m × 1000m area and vary k as follows: We fix Tr max = 1000m and vary Tr min between 200m and 1000m with an increment of 200 for k=1 to 5.
In the second experiment, we measure the performances on a larger network and randomly locate 100 nodes in a fixed 1200m×1200m area and vary k as follows. We fix sure that, at every step, the constructed set is strongly connected. LDHD is a hybrid of two greedy approaches: low degree vertex elimination and high degree vertex selection. A low degree vertex is deleted if removing it doesn't strongly disconnect the graph. Once a high degree vertex is deleted, high degree neighbors dominate and absorb it.
Despite its simplicity, LDHD proves to perform the best among all existing approaches for the SCDAS problem as investigated in the simulations. Moreover, the results of the simulations show that the SCDAS formed by LDHD is very close to the optimal solution constructed by an EXACT algorithm.
Through simulations, we also showed how LDHD outperforms the best approximation algorithm (3 ln n approximation) for the SCDAS problem [21] . Thus, future work might be directed towards giving an approximation bound for the SCDAS constructed by the proposed scheme, LDHD, which would break the 3 ln n barrier. System.out.println("Could not generate a strongly connected disc graph after " + count + " trials."); else System.out.println("Succesfully generated a strongly connected disc graph after " + count + " trial(s data="The Node has:\nTransmission ratio of:" + r + "\nX-coordinate: " + xCoordinate + "\nY-coordinate: " + yCoordinate + "\n"; return data; } }
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