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Figure 1. Setup and Tasks involved in the studies presented in this paper. Participants interacted with a spatially augmented mock-up and its virtual
counterpart (left). They were iteratively presented with a spherical target from either egocentric (Study 1) and exocentric perspectives (Study 2), and
then asked to estimate the position of the target (right) using an estimator attached to a controller. The objective of this protocol is to quantitatively
measure the participants’ capability to transfer information between physical and virtual spaces, and between egocentric and exocentric perspectives.
ABSTRACT
Mixed Reality systems combine physical and digital worlds,
with great potential for the future of HCI. It is possible to
design systems that support flexible degrees of virtuality by
combining complementary technologies. In order for such
systems to succeed, users must be able to create unified mental
models out of heterogeneous representations. In this paper, we
present two studies focusing on the users’ accuracy on hetero-
geneous systems using Spatial Augmented Reality (SAR) and
immersive Virtual Reality (VR) displays, and combining view-
points (egocentric and exocentric). The results show robust
estimation capabilities across conditions and viewpoints.
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INTRODUCTION
The constant quest for improving the human interaction with
physical and digital worlds has led to the emerging of nu-
merous display technologies, input devices, and interaction
techniques. One of the earlier methods is to immerse users in
a virtual space by overriding the perception of physical space,
called Virtual Reality (VR). As Milgram and Kishino [31]
stated back in 1994, physical and digital are not opposites,
but instead sit at a continuum of Mixed Realities (MR). A
clear example of this is Augmented Reality (AR), in which
the physical world is complemented with digital information.
Being a continuum, it is possible to consider the navigation
between degrees of virtuality, or to use complementary mixed
reality modalities. This provides not only the flexibility to
choose the best modality for a given task, but also allows to
overcome technical trade-offs.
Concretely, this work focuses on the complementarity between
spatial augmentation and immersive displays: Spatial Aug-
mented Reality (SAR) [34] places the augmentation directly
onto the environment (in contrast with see-through based AR).
SAR is of great interest since it does not require to instrument
the users, while also providing a unified experience for mul-
tiple users close to the physical scene. However, SAR is not
without limitations, since it is constrained by the available
physical geometry, and neither SAR nor optical See-Through
AR (ST-AR) can completely override what the user sees. On
the other hand, immersive Head Mounted Displays (HMD-
VR) provide complete freedom from physical constraints. The
main problem with HMDs is that they isolate the users from
the physical world around them. It has been recently shown
that these technologies complement well with each other from
both conceptual and technical points of view [38]; however,
they provide very heterogeneous representations. As technol-
ogy becomes mature enough to allow these hybrid MR systems
to become more common, it is necessary to better understand
the ability of humans to interact with them. Indeed, once the
technical issues are addressed, the success of a hybrid MR
system will rely on users being able to create unified mental
models based on heterogeneous representations.
The main question addressed by this work is: are users able
to correctly complement digital and physical information in
hybrid mixed reality systems? To answer this question, we
designed an experimental protocol that requires participants to
transfer information between spatially augmented and virtual
views of a single scene. This allows us to build knowledge
to help the development of future hybrid systems that jointly
stand on both the forces of VR and AR technologies.
The contributions of the presented work are: 1) design of the
experimental protocol, used on 2) a first user study focusing on
egocentric (i.e., the natural point of view) position estimation
task in SAR, VR and their combination, and 3) a second user
study focusing on mixed egocentric and exocentric (i.e., from
outside of the user’s body) position estimation in MR and VR.
RELATED WORK
This work focuses on the empirical evaluation of participants’
performance when using MR systems. As such, it is based on
the 1) literature on MR systems, and differs from 2) previous
evaluations of MR systems by 3) deriving inspiration from
experimental approaches in Cognitive Science and VR.
Interacting with Mixed Reality Systems
The best way to understand the potential of hybrid MR sys-
tems is under Benford’s Artificiality and Transportation [4].
Artificiality is closely related with the degree of virtuality [31],
while transportation refers to the user(s) degree of presence in
either the local or a remote location (by "leaving your body
behind"). Some MR systems cover not a single point of the
artificiality-transportation space, but areas instead. Magic-
Book [8] is a physical book that supports different degrees of
artificiality (from purely physical to purely virtual), allowing
the transition from an egocentric viewpoint (no transportation)
to a location inside the book (partial transportation, since the
body is still visible). Similarly, Kiyokawa extensively studied
collaborative MR systems [22], where the focus could alter-
nate between the local scene (no transportation) to a remote
location (full transportation), and this remote scene could be
obtained through scanning (no artificiality), virtually created
(full artificiality), or a combination of both. Rekimoto stud-
ied dynamically augmenting the local space [36, 35]. More
recently, Rekimoto explored the potential of taking different
perspectives of the physical world [21, 20, 25] and asymmet-
ric perspectives of a virtual scene [17]. Moving towards the
physical world, Ullmer and Ishii combined complementary
displays and tangible interfaces [42]. In this line of work,
we previously explored complementary display modalities in
combination with tangible interfaces, to support increasing
artificiality and transportation when needed [38, 37].
Previous Evaluations of Mixed Reality Systems
When looking at the MR literature, the users’ performance is
rarely a studied factor [12], even if it is critical for the system’s
success. Most evaluations focus on either i) the quality of
the subjective experiences generated [7, 6], ii) their impact on
learning [13], or iii) the communication between users [32,
23, 24]. To our knowledge, only a handful of evaluations ex-
plore the performance on perception tasks, perhaps given the
difficulties of building MR experimental protocols [3]. The
existing evaluations focus on depth estimation, asking the par-
ticipants: i) if a virtual object is in front or behind a wall [14],
ii) asking to estimate the distance to a target either verbally
or with an object (error in meters) [19, 30, 10], or iii) the
depth of a virtual floating object (error in cm) [5]. In all cases
where accuracy was measured, the targets were visible when
the estimations were made, thus evaluating perception and not
explicitly evaluating the mental representation (i.e., could the
users operate once the information is not available?).
Understanding Spaces
When looking at the existing MR systems it is possible to
observe that some of them involve different views of a sin-
gle space. This has been previously explored in VR: Stoak-
ley’s World-in-Miniature [41] allows an immersed to ob-
serve an additional external view of their surroundings, while
CALVIN [28] allows the asymmetric collaboration between
users inside and outside a single scene. It would be of great
interest to know more about the users’ performance when
combining the information of these heterogeneous views, and
perhaps know more of the underlying mental processes. For
this, we can look at the approaches used in Cognitive Science
and VR.
Wang and Simons [44] studied the capability of participants to
perceive changes on a physical scene, between changes in ob-
ject orientation and viewpoint (the latter being more accurate).
M.A. Amorim [1] evaluated the capability of participants to
orient themselves in relation with an object, and vice versa,
while in VR. Steinicke et al. [40] showed that using a vir-
tual replica of the physical space as transitional environment
can reduce depth compression in VR, evaluated through blind
walking. In order to evaluate the construction of a correct
spatial model, these experiments share the a three step struc-
ture: the participants are provided with information (1), and
shortly after removing the information (2), participants are
asked to operate based on what they were shown (3). This
same structure is the one selected for our studies, yet the task
is completed by operating in the peripersonal space and based
on both the physical and digital worlds.
STUDY DESIGN
We designed a Mixed Reality experimental protocol that re-
quires participants to estimate the location of a previously
presented target. This experiment was used on two different
studies: the first study involves an egocentric task (i.e., from
the participant’s perspective) in order to characterize users’
accuracy, while the second study combines both egocentric
and exocentric views. This section describes the details of
the environment where the task takes place, and the details
regarding implementation and calibration.
Scene and Task
We tested the interaction with an augmented physical mock-up
and its virtual counterpart (Figure 1). For this, we used the 3D
printed mock-up of a small town with 3 types of landmarks (5
houses, 3 trees and a church) over lasercutted hexagonal bases
(18cm diameter, 6 cm diameter per cell); the landmarks were
distributed on a non-symmetrical layout, and the mock-up
was placed at the center of a circular table (135cm diameter).
The SAR version provided basic texture mapping. The virtual
version reproduced not only the augmented mock-up and ta-
ble, but also the room where the experience took place. To
increase reproducibility, the used 3D models are available for
3D printing, and as assets for Unity3D 1.
Both studies involved a position estimation task. Participants
were sitting facing the mock-up, and were iteratively shown a
spherical target (3cm in diameter) in a location either inside
or around the mock-up at one of three possible heights (3.0,
6.0 or 9.0cm). After the target was hidden, the participants
were asked to place an estimation using a sphere (also 3cm of
diameter) attached to a wand controller (Figure 3-left), and to
confirm the estimation by pressing controller’s trigger (using
the soft "hair-trigger" trigger mode to mitigate unintended
movement when clicking).
Homogenization of Conditions
The researcher conducting the study was sitting next to the
participant (90 degrees to the participant’s right, also facing
the mock-up, Figure 2). The conditions involving physical
targets required the researcher to manually place and remove
the target, the position indicated using projection. During
this time (when they had to interact with the mock-up), the
participants were asked to close their eyes, while a board was
placed in front of their eyes to prevent peeking. To keep the
conditions as similar as possible, the VR counterpart steps
displayed a black screen, using a fade to black to make it less
abrupt.
To standardize the time measurements and workload, each of
the steps that required attention were preceded by a 3 second
countdown, and this was indicated visually on the helmet, but
also verbally for all conditions. The time per trial was recorded
to evaluate its impact on the performance.
Ethical Authorization
The study design as well as data managing was approved be-
forehand by the ethics committee of Inria France (COERLE).
1http://team.inria.fr/potioc/accuracy-sar-vr/
Apparatus
The software was implemented using the approach described
in [38]. The hardware layout was comprised of off-the-shelf
components: 4 Optitrack flex 3 cameras, an LG projector
PF80G and a HTC Vive set (helmet, controllers and light-
houses). The tracking of the controllers was performed using
Optitrack (figure 2) instead of the HTC tracking. This decision
was based on the fact that HTC Vive uses sensor fusion for
tracking, and as a result the world position of the components
is not known accurately enough for our case.
Figure 2. Experiment setup: HTC Vive lighthouses were placed in front
of the participant, while the Optitrack cameras and the LG projector
where placed around and over the participant.
Calibration
To guarantee the quality of the results, the system was cali-
brated at least once per day. First, the Optitrack volume was
calibrated over and around the table, and the origin was set
to the center of the table. Then, the projector was calibrated
using OpenCV camera calibration functionality2, by match-
ing 3D points in the Optitrack frame of reference with 2D
points in the projector’s image plane. The OpenCV perspec-
tive matrix was transformed into a projection matrix [26] by
taking into account resolution and near and far planes. Finally,
the alignment between Optitrack coordinate system and HTC
Vive was performed computing the 3D to 3D transform using a
controller with infrared markers as reference (Figure 3-right).
The Optitrack calibration reported an error at sub-millimeter
scale (under 0.2mm), while the projection calibration showed
in average a reprojection error of 3.8px (reflected on 1.8mm
of error at the center of the mock-up in average). The HTC
2CalibrateCamera http://docs.opencv.org/2.4/doc/tutorials/
calib3d/camera_calibration/camera_calibration.html
Figure 3. Controller with estimation attached to it (left). Controller
used to align Optitrack and HTC Vive spaces, markers placed to easily
identify origin and orientation of the controller (right).
Vive to Optitrack registration error was in the order of 1cm,
which only affected the head position, since the controller was
tracked using Optitrack to guaranty higher precision.
STUDY 1: EGOCENTRIC ESTIMATION
The first study focused on comparing performances and subjec-
tive similarities between the physically augmented and virtual
scenes, in order to provide a baseline for more complex tasks
(Study 2). The objective of Study 1 was to test if:
H1: People using a mixed reality environment are able to
perceive information in one space, virtual or physical, and
then use this information to accurately operate in the other
space.
Operational hypothesis: The accuracy on a position estima-
tion task (i.e., placing an element at a previously indicated lo-
cation) in hybrid conditions (combining SAR and VR) should
be not bigger than in pure conditions (either SAR or VR).
Participants
In order to recruit participants for the study we made a public
announcement and posted it on the mailing lists of both the
institute and the university. A total of 18 participants (11
male, 7 female) volunteered to take part in the study. Their
ages ranged from 21 to 51 (Mean = 26±9), all of them except
one were right handed, and they all had normal or corrected-
to-normal vision. Most of the participants were students or
members of the research institute. Most of the participants
play video games: 6 of them play frequently, 9 of them play
occasionally, while 3 of them never play. Most of them (11)
played sports frequently while growing up, 6 occasionally, and
one never. 10 still do sports frequently now, 5 occasionally,
and 3 never. 13 of them already had experience with HMD
based virtual reality, and 10 of them with AR applications.
This demographic information was obtained in order to detect
influencing factors.
Procedure
Participants were welcomed and asked to sign a consent form
that explained the objectives of the study along with clarifi-
cations regarding the anonymity of the data, known risks of
VR and that they were volunteers (i.e., free to stop at any
time). Once the consent form was signed, participants filled
a demographic questionnaire : age, gender, sports and video
game habits, and experience with AR and VR. Then, they
filled two mental task tests to know more about their profile:
3D mental rotation test [43], and 2D spatial orientation [16].
These questionnaires took around 20 minutes to complete.
The evaluation involves a position estimation task, comprised
of 4 runs with 12 trials each, using a within-participant coun-
terbalanced conditions. Four conditions were considered (Ta-
ble 4.2): seeing the target either in SAR or VR, and pointing
either in SAR or VR; the hybrid conditions (SAR_VR and
VR_SAR) required the participants to either place or remove
the helmet, and for this reason they were alternated to re-
duce discomfort (i.e., one trial of SAR_VR, then one trial of
VR_SAR, and so on). To keep the trial length homogeneous,
then the combined SAR_VR and VR_SAR was divided in
2 runs, for a total of four runs, in 3 groups of conditions to
counterbalance (Table 4.2). Of the 12 trials, 2 were discarded
leaving a total of 10 usable trials per run: the first trial was
explicitly mentioned to the participant as a practice trial, while
the seventh trial had to be discarded to compensate for the fact
that SAR_VR and VR_SAR where divided on two runs. Each
run was followed by the NASA TLX [15] (standard question-
naire used to estimate the effort required to complete a given
task), and a custom questionnaire for the conditions involving
the HMD (Figure 7).
CONDITION See target Make estimation
Type Code (Egocentric view) (Egocentric view)
SAR SAR_SAR SAR SAR
MR SAR_VR SAR VRVR_SAR VR SAR
VR VR_VR VR VR
Table 1. Conditions for Study 1. Four conditions were grouped in three
runs, based on their type. Only egocentric perspective was involved.
At each trial, the participant was presented with a target for
5 seconds, and then had to estimate where they considered
the target was previously located, by placing an estimation
artifact of the same size (Figure 3). Once the estimation
was confirmed, the target was displayed again, along with an
indicator of the estimation position at the table level. The
reason why the estimation feedback was placed at the table
level was to keep both SAR and VR conditions equivalent
(since it is not possible to make 2 physical objects intersect to
provide feedback for the SAR condition).
Finally, a short unstructured interview was conducted, to know
more about how the participants felt during the experience.
The evaluation took around 45 minutes, given a total time of
around 65 minutes for the whole experience.
Measurements
For each trial we registered in a log file the positions (target,
estimation, head position) and times (total, estimation_start
and estimation_end). From this, all the metrics were obtained.
Accuracy - Absolute error: The absolute error is the distance
between the target location and the estimation location in
world coordinates (expressed in centimetres (cm)).
Accuracy - Failure count: we consider failures those trials
with estimation error over 6cm. This decision was based on
the properties of scene (6cm is the size of one cell of the
mock-up, and twice the diameter of the target), over that limit
we consider the participants forgot or confused landmarks.
Failures were counted, but not considered when computing
mean error distance.
Accuracy - Depth error: The depth error is computed as the
signed distance between the target location and the estimation,
taken from the participant’s point of view.
Cognitive Load: After each run, the participants were asked
to complete the NASA TLX.
Subjective Experience: evaluated with a custom 7-point Lik-
ert scale questionnaire, and completed after the conditions
involving the HMD (Question listed in Figure 7).
Results - Study 1
In this section, we present the analysis of the data collected,
including accuracy, workload and subjective experience.
Data Analysis
To ensure independence, trials were reduced to one sample
per participant per factor combination (using mean). In the
cases the data presented a non-normal distribution, we used the
Aligned Rank Transform [45] to correct our data (indicated
with a ART subscript when presenting the results). Then,
we used ANOVA on the data (corrected or otherwise), and
used Bonferroni as post-hoc analysis. Bivariate correlations
were computed using Pearson when non-categorical variables
where involved. All the data analysis was performed using
SPSS 23. The obtained results are displayed at two levels: i)
p-values for statistically significant differences, paired with
mean values and confidence intervals (grouping the trials per
participant), and ii) distribution box-plots (not grouped). This
was done as an effort to complement the p-values [11], and
allow the reader to have their own interpretation of the data.
Accuracy Results
Failure count: The number of estimations with an error over
6cm (i.e., over twice the diameter of the target) was overall
low (5.8%): 3.9% in SAR_SAR, 5.6% in VR_SAR, 6.7% in
SAR_VR, and 7.2% in VR_VR. As mentioned in measure-
ments, these estimations were not considered when computing
the mean error.
Accuracy The accuracy of the subjects did not seem to be
affected by the condition, according to a one-way ANOVA
(F(3,68)ART = 0.491, p = 0.690). To better understand the
results, the targets and their estimations were divided in clus-
ters based on their distance from the mock-up (inside or out-
side) and angle from the center (left, right, top), giving a
total of 6 clusters (Figure 4). Results are presented in Fig-
ure 5. We conducted a two-way ANOVA explaining the
absolute error by the condition and the region. The ANOVA
did not show a significant effect of condition on the absolute
error (F(3,380)ART = 1.724, p = 0.162). It showed a signifi-
cant difference in absolute error between the targets’ regions
(F(5,380)ART = 9.793, p < 0.001). Finally, the ANOVA re-
jected the interaction effect between condition and region for
the absolute error (F(15,380)ART = 1.129, p = 0.328). Fig-
ure 5 presents the error distribution per region and condition.
For the region, the absolute error on targets outside the mock-
up is significantly higher than for the targets inside, while
Figure 4. 48 target locations (left), 6 regions (center), and the 48 targets
clustered by region (right). The participant (not represented) would be
placed at the bottom of the picture.
Figure 5. Absolute error: The effect of region by condition. The charts
present both mean with confidence 95% intervals at one sample per-
participant (black), and distribution at one sample per-trial (colored).
estimations for the same region show similar results for differ-
ent conditions (except for VR_VR). The failures match this
result: out of the estimations with an error over 6cm, most are
positioned in the outside clusters (37/42), half of which are in
the outer top cluster (18/37).
Depth error: There is a strong effect of depth in error on
the condition, particularly for VR_VR. A one-way ANOVA
showed a significant difference in depth error between condi-
tions (F(3,60)ART = 5.285, p = 0.003). It is possible to look
at the depth error as a signed variable (Figure 6). In our case
a positive depth error means that the estimation is between
the real target position and the user. Participants tended to
estimate the target closer to them than it really is, even more
in the VR_VR condition.
Figure 6. Depth error: A positive error in depth implies that the partici-
pants estimated closer to themselves (presented this way for clarity).
Subjective Experience Results
The results obtained by the subjective experience questionnaire
(Figure 7, 7-Likert scale) and the comments obtained during
the interview were similar.
First and foremost, no statistical differences were found be-
tween mean scores for MR and VR conditions (F(1,34) =
0.002, p = 0.969, inverting the values of negative questions
Q6 and Q7). A descriptive analysis shows that both modalities
received rather positive scores (mean scores, MR: 1.65±1.50;
VR: 1.64±1.55, values ranging between -3 and 3), that the
participants perceived both spaces as the same once they un-
derstood the mapping (Q4), and felt the mock-up was in front
of them even while immersed (Q3). Note that even for the
VR_VR condition, participants were sitting in front of the
mock-up, thus seeing it before and after the run. All but one of
them felt overall precise, and accredited the estimation error to
Figure 7. Subjective experience based on a 7-Likert scale questionnaire,
values between -3 and 3. Error bars indicate confidence intervals.
themselves (Q1), rather than the system (Q2); this difference
was confirmed verbally during the interview (the participant
which questioned the system accuracy tended to face directly
down during the experience, thus occluding the HMD track-
ing). When considering the fidelity of the registration between
SAR and VR modalities, the answers present a high variance
(Q5), and participants mentioned that noticed this effect only
after reading the question.
Both during the protocol and the following interview, par-
ticipants mentioned difficulties with the helmet or the VR
rendering. Several participants were initially disoriented by
the lack of feedback on where their hands were. Most partici-
pants mentioned that the illumination of the virtual scene was
different than the physical one, and in particular the shadows
were too strong; participants reported that the height of the
estimator was harder to see while in VR. Some participants
(in particularly, females) mentioned that the helmet felt heavy,
and we had difficulties with some of participant’s haircuts.
Workload Results
Regarding the NASA TLX workload, only 17/18 subjects
were evaluated, since one of them provided an incomplete
questionnaire and had to be discarded. The tasks measured by
the NASA TLX are the three groups of the study (SAR, VR,
and MR). We conducted a two-way ANOVA on the workload
estimated by the subjects explained by the task and the order
in which the tasks were passed. The ANOVA showed no effect
of the task on the workload (F(3,54) = 0.453, p = 0.716), no
effect of the order (F(3,54) = 0.253, p = 0.859), and no inter-
action between task and order (F(7,54) = 0.400, p = 0.898).
The obtained results are displayed later on when discussing
the workload for both studies (Figure 11).
Influencing Factors
We found some influence of the demographic data collected
and the mental rotation tasks on the accuracy of the subjects.
The questionnaires were used as a way to know more about the
population rather than to correct the results and further experi-
mentation should be conducted to obtain reliable conclusions;
still, tendencies can be observed.
Mental tests: The mean error shows an inverse correla-
tion with spatial orientation (r = −0.387, p = 0.01), and
no significant correlation with mental rotation capabilities
(r = −0.045, p = 0.721); as reported [16], both tests show
correlation with each other (r = 0.601, p = 0.01). Even
when both mental rotation tests show correlation with playing
sports (particularly playing while growing up, Mental Rotation:
r = 0.425, p = 0.01, Spatial Orientation: r = 0.530, p = 0.01),
no correlation was found between sports and estimation error.
Gender: Females obtained higher values for absolute error
(females: 2.76±0.43 vs males: 2.38±0.50), to a significant
extent (2-way ANOVA gender and condition: F(1,64) =
10.586, p = 0.002), while there was no interaction between
gender and condition. The same effect appears for the signed
depth error (females: 0.98±0.57 vs males: 0.64±0.53), also
significant (F(1,56) = 7.482, p = 0.008). This is consistent
with other studies involving depth estimation in VR [2]. Ad-
ditionally, differences between genders were found in rela-
tionship with the mental tasks: the correlation with mental
rotation between spatial orientation and estimation error is
significant only for males (males: r =−0.705, p = 0.015; fe-
males: r =−0.087, p = 0.852); this could indicate a sample
effect explaining the difference in performance between gen-
ders. We consider the differences in accuracy between genders
not large enough in practice, even when significant.
No trial duration influence, no order effect: Even when the
time taken to complete one trial was different for each condi-
tion (F(3,68) = 21.692, p < 0.001), no correlation was found
between this time and the estimation error (r =−0.022, p =
0.852), perhaps because the differences are small in prac-
tice (time between hiding the target and confirming estima-
tion: SAR_SAR 11.8±1.8s; SAR_VR 15.4±5.7s; VR_SAR
12.7±2.6s; VR_VR 9.6±1.4s). Skill transfer between VR and
physical environments has been found in the past for other
tasks (e.g., [39, 27]), yet such an effect was not detected
(F(2,60) = 0.798, p = 0.455), nor an interaction between or-
der and condition (F(6,60) = 0.689, p = 0.659).
Study 1 - Conclusion
The results of the first study indicate that both spaces are per-
ceived and interacted-with in a complementary manner. The
error is mostly influenced by the region where the participant
is targeting, more so than the condition involved. Regarding
the hybrid conditions (SAR_VR and VR_SAR), the partici-
pants’ accuracy was not significantly different with the SAR
condition (no HMD), nor between each other.
It is also worth noting that even when in average participants
estimated closer to themselves, the VR condition is the only
showing a significant depth compression [18] when compared
to the control condition (SAR); this is the case even when
both mixed conditions required to perceive the space using
VR (either to memorize the target location, or to estimate the
location).
This first study supports the veracity of H1 (participants can
transfer information from the physical space into the virtual
space, and vice versa), both objectively and subjectively. This
result allow us to evaluate more complex tasks, such as the
combination of egocentric and exocentric viewpoints.
STUDY 2: COMPLEMENTARY VIEWS
In the second study we focused on the change of scale and
point of view, to test if:
H2: Users are able to complement their perception of a space
when being provided information from different viewpoints.
H3: Complementary views can reduce the estimation error,
particularly when dealing with far objects / lack of landmarks
from the user’s POV.
Once again, the operational hypothesis is that similar estima-
tion error between conditions would imply similar perception,
using the mixed condition as a referent to study the comple-
mentarity of modalities. To this end, accuracy should be: 1)
not worse for MR than for VR, 2) not worse than for the first
study (H2), and potentially 3) better than in study one (H3).
Participants
For Study 2, we wanted to ensure that it was possible to com-
pare the obtained results with Study 1, so we performed re-
cruitment from 2 sources: new participants obtained through
a public announcement published on institute and university
mailing lists, and repeating participants obtained by contact-
ing the participants that performed the first study.
A total of 20 participants (15 male, 5 female) volunteered
to take part in the study, 9 of which were part of Study 1.
Their ages ranged from 20 to 58 (26.8±8.4), two of them were
left handed, and they all had normal or corrected-to-normal
vision. Most of the participants were students or members of
the research institute. Around half of participants play video
games: 6 of them play frequently, 5 of them play occasionally,
while 9 of them almost never play. Part of them (7) played
sports frequently while growing up, 11 occasionally, and two
never. Four of the participants still do sports frequently, 12
occasionally, and 4 never. 12 of them already had experience
with HMD-VR, and 12 of them with mobile AR.
Procedure
The second study followed the procedure used in Study 1,
with some minor corrections. The protocol involved showing
from an egocentric point of view a location on the table where
the user will be "teleported", as an arrow oriented towards
the center of the mock-up (Figure 8-left). The number of
locations were 6, located every 60 degrees around the mock-
up at a distance of 25 cm from its centre. Once the location was
presented, the participant was then teleported to that location
thanks to the VR helmet, where he or she could see the target
location for 7 seconds. After the 7 seconds, the participant
was presented with the scene once again from an egocentric
point of view, and then asked to estimate the target’s location.
As with Study 1, feedback was displayed regarding the target
location and the participant’s estimation.
Since changing the point of view can only be done while
wearing the helmet, we considered as independent variable the
display modality used outside (i.e., to see the target location,
and to perform the estimation). As a result, 2 conditions were
considered (Table 5.2), each of them consisting of two series
of 12 trials each. The extension to 2 series was in order to
observe if there is a learning effect. Given that the task was
considered harder than in the first study, the first 2 trials were
explicitly discarded as rehearsal trials, given a total of 10
usable trials per run. These conditions were counterbalanced
within participant, and within group (i.e., the conditions were
alternated for NEW and REPEAT participants independently).
Most of the questionnaires and forms were shared with the
first study. The half of the participants that took part of the first
study did not fill the entry questionnaires, only the consent
form. The only different questionnaire was the subjective expe-
rience questionnaire, which was extended to include questions
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Table 2. Conditions for the second study.
Scene Corrections
Based on the comments from participants of the first study,
the virtual scene was improved by decreasing the intensity of
shadows. An iconic avatar was added at the location of the
participant, to give a frame of reference when immersed.
In order to keep a constant distribution of landmarks, the
mock-up was rotated 180 degrees, while the target locations
was re-randomized (Figure 8-left). Each target was associated
with one of the nearest POV locations, taking special care on
preventing total occlusions. Since the change of perspective
added a digital arrow to provide orientation, this could mod-
ify the available landmarks around the mock-up (Figure 8).
This was taken into account when considering the accuracy
similitude between studies, as explained in the Results section.
Measurements
As with Study 1, for each trial we registered on a log file the
positions (target, estimation, head position, and teleport po-
sition) and times (total, estimation_start and estimation_end).
All the metrics were computed as in Study 1 (namely, absolute
and depth error, error count, time, and cognitive load). The
subjective experience was evaluated with an extended version
of the questionnaire used for Study 1 (Figure 12).
Results
This section presents the obtained results for the second study,
and when relevant, it compares these results with the counter-
parts from Study 1.
Accuracy Results
Failures: Regarding the failures (estimations with an error
above 6cm), the total count adds up to 46 of the estimations.
Participant 19 accounted a total of 11 of these errors (27.5% of
their own estimations), presenting an outlier behaviour, and for
this reason was excluded from the evaluation. The remaining
35 failures (4.6% of the total measurements) were similarly
distributed among SAR_VR_SAR (18/35) and VR_VR_VR
conditions (17/35).
Condition, viewpoint and target location: The accuracy of
the subjects was not significantly different between conditions
(F(1,36) = 0.397, p = 0.533, Figure 9-top). The impact of
which viewpoint was used to observe the target showed no
statistical significance (F(5,210) = 0.996, p = 0.421). When
looking at the spatial distribution of the error, results show
a more uniform distribution than in the first study. No sig-
nificant statistical differences were found for the accuracy
between targets inside and outside the mock-up (F(1,72) =
0.005, p = 0.943), nor detectable interactions between condi-
tion and location (F(1,72) = 0.088, p = 0.768). Regarding
the failures, they happened similarly often outside (17/35) and
inside (18/35).
Figure 8. target locations (48) and 6 POVs, regions (6).
Participant group and accuracy between studies: There
were no statistical differences between NEW and REPEAT
participants (F(1,34)ART = 0.007, p = 0.933), nor for be-
tween REPEAT group and the other participants of Study
1 (F(1,16) = 0.007, p = 0.933). When comparing accuracy,
a significant difference in accuracy was found between stud-
ies (F(1,35)ART = 4.569, p = 0.04): overall, the first study
showed a higher estimation error than the second study. We
remind the reader that for Study 1 a strong region effect was
found; when comparing both studies, no statistical differ-
ences can be found for the internal regions (F(5,104)ART =
0.898, p = 0.485), while the external regions present signifi-
cant differences (F(5,104)ART = 4.296, p = 0.001), up to var-
ious extents. The accuracy in Study 2 (for both internal and
external targets) is similar to the accuracy for internal targets
in Study 1.
Depth error: The error from the participant’s perspec-
tive did not show significant differences between conditions
Figure 9. Estimation error per condition in comparison with Study 1
(top), and the tendency towards order effect (bottom).
(F(1,36) = 2.048, p = 0.161), nor from the exocentric per-
spective (Figure 10). When comparing the results with Study 1,
a significant difference can be found (F(5,104) = 16.114, p <
0.005), given that Study 2 presents less depth compression
on all conditions. This can be observed when comparing Fig-
ure 10 and Figure 6: both studies present similar distributions
from the egocentric perspective, yet there is a shift towards
zero for the Study 2.
Figure 10. Depth error: The error per condition for Study 2, computed
from both the egocentric (left) and exocentric (right) viewpoints. Note
the distribution around zero, in contrast with Study 1 (see Figure 6).
Order effect: The order of the conditions has a significant
impact on the accuracy (F(1,34)= 7.901, p= 0.008, Figure 9-
bottom). The post-hoc analysis shows tendencies towards im-
provement for the second condition, both for SAR_VR_SAR
(p = 0.054) and VR_VR_VR (p = 0.074).
Workload Results
When studying the impact of condition on the workload, no
significant differences were found by condition (F(2,72) =
1.221, p= 0.273), nor by order (F(3,72) = 0.078, p= 0.972),
nor an interaction between order and condition (F(3,72) =
0.753, p = 0.524). When comparing against the work-
load reported in the first study, a strong tendency was
found (F(12,127) = 2.380, p = 0.055); the post-hoc anal-
ysis reflected this tendency only between SAR_SAR and
VR_VR_VR (p = 0.099), as seen in Figure 11.
Subjective experience
As with the first study, no statistical differences were found
on mean scores between conditions (F(1,38) = 1.099, p =
0.301). A descriptive analysis of the results (Figure 12)
shows that both conditions present positive mean scores (MR:
1.04±0.53; VR:0.9±0.50, on a scale from -3 to 3, inverting
scores for negative questions).
Figure 11. Workload results from the NASA-TLX questionnaire. Both
the results for the first and second study are presented.
Figure 12. Results obtained for the subjective experience questionnaire
for the second study, using a 7-Likert scale. The results are presented on
a scale between -3 to 3 for clarity.
Questions regarding the feeling of presence (Q6) and com-
plementarity between scenes (Q5) scored consistently high.
Participants did not feel they lost contact with their body (Q8)
or location (Q4), albeit the virtual condition scored slightly
worse on these questions. The feedback was considered pre-
cise (Q3), yet slightly less precise in the virtual condition.
Participants did not feel particularly precise (Q1), nor consid-
ered the change in POV was particularly useful (Q2). When
studying the answers for Q2 (changing scale is useful) by par-
ticipant, NEW participants tended to give a slightly positive
answer (MR:0.7±1.3, VR:0.6±1.1), while REPEAT gave a
slightly negative answer (MR:−1.2±1.1, VR:0.2±1.2).
Influencing Factors
Mental tasks, video games: Opposite to the findings from
Study 1, an inverse correlation was found between estima-
tion error and mental rotation only for the virtual condition
(VR: r = −0.564, p = 0.012), and no significant correlation
was found between estimation error and spatial orientation
capabilities. In this study, no significant correlation was found
between the tests (p = 0.452). Additionally, the estimation er-
ror presented an inverse correlation with playing video-games
(r =−0.539, p = 0.017), which extended mostly to VR (VR:
r = −0.475, p = 0.04), as only a tendency towards signifi-
cance was found for MR (MR: r =−0.394, p = 0.095).
Order effect and trial duration: The tendency towards an
order effect was previously discussed. Time varied between
conditions (F(1,36) = 4.5, p = 0.041; time between hiding
the target and confirming the estimation: MR 14.3±2.2s; VR
12.9±1.7s), and an inverse correlation between time and error
was found (r =−0.4, p = 0.013). It seems that the longer the
participants take to estimate, the more precise they are.
Study 2 - Conclusion
Participants seem to be able to correctly complement the view-
points. Accuracy was not worse than for Study 1 (considering
the SAR_SAR condition as a control task), even when the task
involved can be considered harder. The similitude in accuracy
between internal and external regions can be caused by the
digital arrows acting as effective landmarks. This is supported
by comparing the results with the ones obtained for Study 1:
accuracy was found overall higher, and a tendency towards
accuracy improvement for external targets (i.e., those placed
outside the mock-up) was found. Even when participants were
overall at least as precise, they did not report a subjective
improvement regarding Study 1 (not only in average, but par-
ticularly the participants that were part of both studies). This
seems to indicate that they expected higher accuracy, perhaps
caused by seeing the scene from closer.
Overall, the obtained results support H2 (Users are able to
complement their perception of a space when being provided
information from different viewpoints). It is not possible to
make strong statements regarding H3 (Complementary views
can reduce the estimation error, particularly when dealing
with far objects / lack of landmarks from the user’s POV);
instead, it can be said that the change in perspective in combi-
nation with the addition of digital landmarks seem to reduce
the estimation error for far away objects / lack of available
landmarks from the users POV.
DISCUSSION
Understanding the accuracy results
In order to put the obtained results in perspective, Figure 13
show three cases of distances between target and estimation.
For both studies, when presented with enough landmarks,
participants were able to obtain some degree of intersection
between target and estimation (between case A and B of Fig-
ure 13). This was consistently achieved in most cases for most
participants, disregarding modality (SAR or VR) or the view-
point used to obtain the information (egocentric, exocentric).
For both studies, 25% of the estimations were under 1.5cm
(case A), around 75% of the estimations were under 3cm of
error (case B), and the remaining estimations were in most
cases under 6cm (between 93% to 97% estimations are better
than case C, depending of the condition).
In addition to the rather robust estimation capabilities for all
conditions, there could be in place a skill transfer, as shown by
Study 2. This might imply that operating in different modali-
ties could be equivalent in practice. It is worth noticing that
Figure 13. Three instances of estimation: touching the center of the
target (A), touching the target (B), and the failure threshold (C).
participants considered their performance not good enough, in
contrast with the perceived high precision of the system. This
indicates that there is room for improvement at the users’ end
before the precision of the system becomes an issue.
Finally, pure VR conditions tended to have slightly higher
error, and a significantly higher depth compression. It seems
that alternating physical and digital can reduce this effect. This
aligns with the findings of [40], and it is a strong indication
towards the construction of a unified mental model.
Study Design - Considerations
This section briefly describes the rationale behind the most
important decisions taken during the study design.
Homogeneity: At the protocol design stage, when facing a
trade-off caused by differences between SAR and HMD-VR,
we opted for the feature that could be implemented in both,
prioritizing homogeneity between conditions over usability.
For instance, when showing the estimation feedback only the
base was indicated (since it is not possible to intersect two solid
physical spheres), or the lack of explicit height indication when
making the estimation while in VR (since it would provide
an advantage over the SAR condition). Such self-imposed
limitations do not need to be preserved when designing hybrid
interfaces, allowing designers to improve each modality by
addressing their limitations independently.
Non-ecological, yet prioritizing comfort: We are aware that
putting and removing the helmet is uncomfortable and rather
non-ecological, and we are not proposing this as the correct
usage of this kind of systems, but instead as a way of eval-
uating the capabilities of the participants of combining both
spaces (it would be better to use ST helmets [8], yet the render
quality is not yet comparable to HMD-VR). For this reason,
during the first study we alternated SAR_VR and VR_SAR
conditions to minimize discomfort. As a consequence of this
decision, we lack individual answers for the post-run ques-
tionnaires (subjective questions, and workload); no significant
differences were found for the other available measurements.
Even when our objective is to move towards a unified space
(and bidirectional interaction would be ideal), these conditions
could be studied independently in the future.
Risk of survival bias: For the second study we decided to
also contact the participants from the first study, which had
the risk of presenting a survival bias. We consider that the
impact of this decision is negligible, since we are not asking
questions regarding the enjoyment of the experience (e.g., we
did not use the SUS), and we found no statistical differences
for accuracy between NEW and REPEAT participants, nor
between REPEAT and other participants of Study 1.
Study Design - Limitations
Some limitations should be explicitly mentioned, to place the
obtained results in context and to improve future evaluations.
The depth estimation error is a known effect in VR called dis-
tance compression [18]; participants reported virtual elements
as smaller while in VR. The rendering matched the field of
view of the HMD, yet we used a default InterPupillary dis-
tance (IPD); in the future, taking into account per-participant
IPD could reduce this effect. As mentioned on the subjective
experience results of Study 1, ergonomics are also a factor.
Even when the HMD used is an improvement over previous
generations, it seems to still present difficulties for the general
population, and females in particular.
There were several effects detected (gamers, sports, gender),
but the protocol was not prepared to take them into account,
and the population was not balanced in order to reach conclu-
sions. Still, these effects resonate with the literature [2, 29]. A
particular effect that could have been explicitly taken into ac-
count is the variability in working memory of the participants.
The protocol was designed to keep trials short, with less than
15 seconds between the moment the target was hidden and the
estimation was made. Additional questionnaires could be used
to measure per-participant working memory (e.g., the complex
figure test [9]), and longer memorization times per run could
be also used, at the cost of longer sessions.
CONCLUSION
In this work we presented the results of two user studies that
focus on the user’s accuracy in mixed reality systems con-
trasted with pure VR versions. The first study considered
variations – and similarities – between conditions from an
egocentric viewpoint, while the second study evaluated the
complementarity of egocentric and non-egocentric viewpoints
for target estimation.
The obtained results indicate that, as with other spatial tasks,
the accurate perception of the space is supported by the pres-
ence of landmarks. Participants showed a remarkable capabil-
ity to transfer information between SAR and VR modalities,
even between ego/exocentric POVs. Additionally, perceiving
the scene from closer seems to increase the participants’ ex-
pectations on their accuracy. It is worth mentioning that depth
compression was significantly higher than in purely physical
scenarios only for egocentric tasks that happened solely in
VR. Hybrid MR conditions do not seem to suffer from this
any more than in purely physical tasks in the case of egocen-
tric estimation. Additionally, the lack of depth compression
when changing scale (Study 2) challenges previous work [33],
perhaps caused by the range (peripersonal space) and the avail-
ability of landmarks (both physical and virtual). These results
indicate that the participants were able to construct a unified
mental model from heterogeneous representations and views.
The presented research follows a rich history of perception and
cognition studies, proposing the evaluation of mixed and hy-
brid systems from both a perceptual and cognitive standpoints.
In the future, it would be of interest to study up to which ex-
tent the complementarity of modalities extends to real world
scenarios, by exploring more complex and ecological tasks.
Finally, it would be important to test the limits of systems with
heterogeneous representations, looking for cases where users
cannot transfer knowledge between display modalities.
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