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The diffusion of macromolecules in cells and in complex fluids is often found to deviate from simple Fickian diffusion. One ex-
planation offered for this behavior is that molecular crowding renders diffusion anomalous, where the mean-squared displacement
of the particles scales as 〈r2〉 ∝ tα with α < 1. Unfortunately, methods such as fluorescence correlation spectroscopy (FCS) or
fluorescence recovery after photobleaching (FRAP) probe diffusion only over a narrow range of lengthscales and cannot directly
test the dependence of the mean-squared displacement (MSD) on time. Here we show that variable-lengthscale FCS (VLS-FCS),
where the volume of observation is varied over several orders of magnitude, combined with a numerical inversion procedure of
the correlation data, allows retrieving the MSD for up to five decades in time, bridging the gap between diffusion experiments
performed at different lengthscales. In addition, we show that VLS-FCS provides a way to assess whether the propagator associ-
ated with the diffusion is Gaussian or non-Gaussian. We used VLS-FCS to investigate two systems where anomalous diffusion
had been previously reported. In the case of dense cross-linked agarose gels, the measured MSD confirmed that the diffusion of
small beads was anomalous at short lengthscales, with a cross-over to simple diffusion around ≈ 1 µm, consistent with a caged
diffusion process. On the other hand, for solutions crowded with marginally entangled dextran molecules, we uncovered an
apparent discrepancy between the MSD, found to be linear, and the propagators at short lengthscales, found to be non-Gaussian.
These contradicting features call to mind the “anomalous, yet Brownian” diffusion observed in several biological systems, and
the recently proposed “diffusing diffusivity” model.
1 Introduction
Diffusion is a ubiquitous process observed in very different
contexts. In most systems, diffusion is “simple”, or “Fick-
ian”, i.e. characterized by a constant diffusion coefficient in-
versely proportional to the medium viscosity, by a Gaussian
distribution of displacements, and - the hallmark of simple
diffusion - by a mean-squared displacement that is directly
proportional to time. In biological systems, however, and in
particular in cells, diffusive motions are often found to deviate
from simple Fickian diffusion1. This deviation can take dif-
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ferent forms, from an apparent size-dependent viscosity of the
medium to a non-Gaussian distribution of displacements or to
a mean-squared displacement that is not directly proportional
to time2–13. Similar effects can be recreated in vitro, using
for example polymer solutions14–16, gels17–20 or colloidal sus-
pensions21. This suggests that “anomalous” diffusion, rather
than being a property of active matter, is a characteristic of
complex fluids.
Many possible reasons have been advanced to explain
deviations from simple Fickian diffusion in complex envi-
ronments, notably temporary confinement3,21,22, molecular
crowding15,16,23,24 and reversible binding to traps25,26. Ac-
cordingly, numerous models have been proposed to describe
anomalous diffusion processes (see Refs. 27–33 for reviews).
This term refers to a diffusive motion for which the mean-
squared displacement of the tracer particles scales as a power
law in time, r2(t) ∝ tα , with an anomalous exponent α 6= 1.
If α < 1, the process is referred to as sub-diffusion. Most re-
alistic models of diffusion in complex media predict that the
anomalous behaviour will occur only over a certain range of
lengthscales (prescribed by characteristic lengthscales in the
system), with a mean-squared displacement linear in time out-
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side that range21,23,34.
Experimentally distinguishing between different diffusion
models is challenging since each technique has its limitations
and tends to probe diffusion only at a single lengthscale. One
exception in that regard is single particle tracking, which has
the potential to directly test the lengthscale dependence of dif-
fusion through direct measurements of the mean-squared dis-
placement. It has successfully been used to characterize non-
Fickian diffusion in a number of systems17,21,35. However, in
its simplest form, single particle tracking does not have the
time-resolution necessary to study the fast three-dimensional
diffusion of biomolecules in aqueous environments. Thus it
cannot be used to investigate short-timescale diffusion in the
cell interior or in crowded solutions. Fluorescence recovery
after photobleaching suffers from the same limitation, with the
timescale of the processes that can be investigated limited by
the duration of the photobleaching step36. In contrast, fluo-
rescence correlation spectroscopy (FCS) has a time-resolution
that is only limited by the photophysics of the fluorophores
used to label the tracer particles and can easily reach 10 µs.
FCS traditionally provides information on diffusion around
a single lengthscale, fixed by the radius (w0) of the usually
diffraction-limited confocal observation volume. It gives ac-
cess to the characteristic time taken by fluorophores to diffuse
through this observation volume (τD). This, in turn, yields
the particle diffusion coefficient, D= w20/(4τD). A more pre-
cise analysis of the correlation data also allows detecting de-
viations from simple Fickian diffusion, and extracting a value
for the anomalous exponent of the diffusion at this particu-
lar lengthscale37,38. Recently, it has been pointed out that,
in the case of a Gaussian distribution of displacements, an
inversion procedure could be used to extract from the ACF
the mean-squared displacement over several decades in time
around τD 29,39–41. In parallel, the use of variable-lengthscale
FCS (VLS-FCS), where the value of w0 is systematically var-
ied, has been introduced to further probe the lengthscale de-
pendence of diffusion8,42,43. Its potential to test the “diffusion
law”, or dependence of the mean-squared displacement (∝w20)
on time (τD), has been tapped into to study diffusion in mem-
branes8,42,44–46 and in polymer solutions43,47–49.
In a previous study, we found using conventional single-
scale confocal FCS that the diffusion of proteins in aque-
ous solutions crowded by large molecular weight dextrans
was consistent with anomalous diffusion16. Other studies
in similar systems have also suggested that protein diffusion
in crowded marginally entangled polymer solutions deviates
from simple Fickian diffusion15,24,50–53. This, however, re-
mains somewhat controversial, as mobile obstacles are not
expected to produce anomalous diffusion23. Further, exper-
iments using either a different tracer or a different polymer
as a crowder showed opposite results54–56. In this study,
we used VLS-FCS combined with the inversion procedure of
the ACF mentioned above to test the time-dependence of the
mean-squared displacement in two different ways. This al-
lowed revisiting the nature of the diffusion of tracer proteins
in marginally entangled polymer solutions, and comparing it
with that of beads in agarose gels, a model system for cross-
linked polymer networks that has been unambiguously shown
to support anomalous diffusion18,20,57–59.
2 Theory
In this section, we briefly discuss the derivation of the auto-
correlation function (ACF) obtained as the output of an FCS
experiment in the general case of a diffusion process with a
Gaussian distribution of displacements. We then apply this
derivation to two particular cases, simple diffusion and frac-
tional Brownian motion.
2.1 Diffusion processes with a Gaussian propagator
The ACF obtained as the result of an FCS experiment is de-
fined as G(τ) = 〈δ I(t)δ I(t + τ)〉/〈I(t)〉2, where I(t) is the
collected fluorescence signal, brackets denote a time average,
and δ I(t) = I(t)−〈I〉. For a diffusion process, the ACF can be
calculated from the isotropic propagator, p(ρ,τ) (also known
as distribution of displacements, as it gives the probability for
the displacement of a particle to be equal to ρ after a time τ):
G(τ) =
1
〈c〉
∫
d~r O (~r)∫ d~r′ O (~r′) p(|~r−~r′| ,τ)
(
∫
d~r O (~r))2 (1)
This expression can be calculated in the commonly consid-
ered case of a three-dimensional (3D) Gaussian observation
volume (characterized by its 1/e2 radius, w0, and its aspect
ratio, S), O (~r) = exp(−2x2/w20−2y2/w20−2z2/(Sw0)2), and
a 3D Gaussian propagator:
p(ρ,τ) =
(
2pi
3
MSD(τ)
)− 32
exp
(
− 3ρ
2
2MSD(τ)
)
(2)
where MSD(τ) is the mean-squared displacement of the parti-
cles. In that case, the ACF takes a simple form29,39:
G(τ,w0) =
1
N
[
1+
MSD(τ)
3w20/2
]−1 [
1+
MSD(τ)
3(Sw0)2/2
]− 12
, (3)
where N is is the average number of fluorescent particles
found in the integrated observation volume, V = Sw30pi
3/2. In
Eq. 3 the dependence on w0 was made explicit, to help the
interpretation of VLS-FCS experiments. If the value of w0 is
known, then Eq. 3 can be numerically inverted for each lag
time in order to obtain the mean-squared displacement as a
function of time. It is important to keep in mind, however, that
this procedure will return the actual mean-squared displace-
ment only if the considered diffusion process has a Gaussian
and isotropic propagator.
2 | 1–14
2.2 Simple Fickian diffusion
The simplest example of a diffusion process with a Gaussian
propagator (Eq. 2) is simple Fickian diffusion, with a mean-
squared displacement linear in time, MSD(t) = 6Dt. The dif-
fusion coefficient is given by the Stokes-Einstein relationship,
D = kT/(6piηR), where R is the hydrodynamic radius of the
particle, η is the fluid viscosity, k is Boltzmann’s constant and
T is the absolute temperature. It follows from Eq. 3 that in this
case the ACF obtained as the result of an FCS experiment is:
GSD (τ,w0) =
1
N
[
1+
τ
τD
]−1 [
1+
1
S2
τ
τD
]− 12
, (4)
where τD = w20/(4D) is the characteristic decay time associ-
ated with the diffusion of the fluorophore through the obser-
vation volume.
2.3 Fractional Brownian motion
A frequently discussed anomalous diffusion process with
a Gaussian propagator is fractional Brownian motion
(FBM)60,61. An FBM process has a mean-squared displace-
ment MSD(t) = 6Atα . It then follows from Eq. 3 that:
GFBM (τ,w0) =
1
N
[
1+
(
τ
τD
)α]−1 [
1+
1
S2
(
τ
τD
)α]− 12
,
(5)
with a characteristic decay time τD = (w20/4A)
1/α . This ACF
is self-similar, meaning that if the lengthscale of the experi-
ment (i.e. w0, and thus τD) is changed, the shape of the ACF
does not change (as long as S is kept constant). This property
reflects the self-similarity of the FBM process, which does not
have any characteristic timescale or lengthscale.
It is important to recognize that, while often fit to diffusion
data, Eq. 5 is strictly correct only for a diffusion process with
a Gaussian propagator and a mean-squared displacement pro-
portional to tα . However, it has been shown to be a good ap-
proximation for a large class of anomalous diffusion processes
when studied with single-scale FCS15.
3 Experimental
3.1 Reagents
Fluorescent tracers (Alexa Fluor 488, Oregon Green 488,
Streptavidin conjugated to Oregon Green, Streptavidin conju-
gated to Alexa 488, 40 nm-diameter orange polystyrene Flu-
oSpheres) were purchased from Invitrogen (now Life Tech-
nologies, Grand Island, NY). Dextran with a peak molecular
weight of 276 kDa and a low polydispersity index of 1.73 was
obtained from Sigma-Aldrich (St. Louis, MO), and biotech-
nology grade agarose from BioShop (Burlington, Canada).
3.2 Sample preparation
For calibration and experiments in aqueous solutions, the flu-
orescent tracers were simply dissolved in phosphate buffered
saline (PBS, pH 7.4) at concentrations suitable for FCS (typ-
ically 1-10nM). In the case of the FluoSpheres, the solution
was sonicated for 20 min to reduce aggregation.
Polymer solutions were prepared as previously described,
by dissolving 276 kDa dextrans at 200 g/l in PBS16. Agarose
polymer gels were prepared by dissolving agarose in PBS at
90◦C to produce 1.3% solutions by weight. Both 500 µl of the
agarose solution and a 10 µl concentrated tracer solution were
then (separately) placed in a 60◦C bath. After several minutes,
both samples were mixed and vortexed, then returned to the
60◦C bath and sonicated for 20 min. Finally, 300 µl of the so-
lution was transferred to a pre-heated 96-well plate with cover-
slip bottom (Whatman, Clifton, NJ). Pre-heated micropipette
tips were used during the whole procedure to prevent local
cooling of the gel and large-scale spatial heterogeneities. The
plate was covered with clear plastic wrap to prevent evapora-
tion and placed in a 60◦C oven for 10 min. The sample was
then allowed to cool to room temperature over the course of
an hour before performing FCS measurements.
3.3 VLS-FCS experiments
The home-built FCS setup used for this work has been de-
scribed previously16. To perform VLS-FCS, a calibrated iris
diaphragm was added to the parallel path of the 488 nm ex-
citation beam, midway between a parallel beam expander and
the objective lens, in order to control the width of the beam.
The size of the observation volume was increased by incre-
mental reduction of the iris diameter concentric to the optical
axis (12, 4, 2.5, 1.25, 0.9 and 0.5 mm) and by selecting con-
focal pinholes with incrementally higher diameters (50, 75,
100, 150, 200, and 300 µm). This resulted in observation vol-
ume radii evenly spaced on a logarithmic scale, w0 ' 0.3 to
2.5 µm. Using a variable focus lens as a beam expander (as
done in other studies8,48) would have automatically preserved
the Gaussian profile of the excitation beam, but truncating the
beam with an iris allowed reducing the size of the beam fur-
ther and obtaining an increased range of observation length-
scales. Furthermore, the truncated excitation beam, having
had to propagate for ∼ 20 cm before reaching the objective
lens, must have taken the form of a Laguerre-Gaussian beam,
likely with a predominant TEM00 Gaussian mode. The con-
focal observation volume is then expected to be indistinguish-
able from a three-dimensional Gaussian volume, as long as
the confocal pinhole has a size adapted to that of the focal
spot62. With the pairings in beam size and confocal pinhole
we used, we could detect no deviation from Gaussian for the
observation volumes, as shown by the fact that the correlation
data produced by organic fluorophores freely diffusing in PBS
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was very well fitted assuming free diffusion (with S∼ 5−10),
even at the largest observation volumes. Although changing
the optical index of the sample by adding crowding molecules
might in principle cause optical distortions, previous works
have shown that this was the case neither for the dextran solu-
tion16 nor for the agarose gel20 we used.
An important aspect of the experiments was that the ex-
citation power reaching the objective, P, was held constant
(at 20 µW for Streptavidin-Oregon Green, and 50 µW for
the more photostable FluoSpheres) using a continuously vari-
able metallic neutral density filter. The probability for a fluo-
rophore to photobleach during its passage through the obser-
vation volume is proportional to the excitation intensity, Φ,
and to the average residence time of the fluorophores in the
observation volume, τD. Since Φ = P/(piw20) and τD ∝ w
2
0,
a constant P ensured that the probability to photobleach a
fluorophore remained approximately constant when changing
the size of the observation volume. The specific brightness
of the diffusing fluorescent particles is expected to scale as
w−20 with a constant excitation power, meaning that it should
be greatly reduced for large observation volumes, eventually
limiting the accessible range of observation sizes. However,
the fluorescence per molecule scaled as w−1.80 for the organic
dyes used in the study (e.g. varying from ∼ 30 to 1.5 kHz for
Streptavidin-Oregon Green in PBS, when increasing observa-
tion volume size), and as w−1.30 for the FluoSpheres (varying
from∼ 300 to 25 kHz in PBS). This effect, maybe due to fluo-
rescence quenching (expected to be stronger for FluoSpheres,
which are labeled with large numbers of individual fluores-
cent molecules, than for organic dyes) or saturation effects,
allowed performing acceptable FCS measurements over the
whole range of observation volumes considered.
For each observation volume size, w0 was first determined
by performing an FCS experiment with a dye with known dif-
fusion coefficient (fluorescein, D = 425 µm2/s at 25◦C (Ref.
63), or Alexa 488, D= 435 µm2/s at 22.5◦C (Ref. 64)). Then
at least ten successive measurements (each 1 to 3 min in dura-
tion) were performed at the same position in each sample.
3.4 Analysis of autocorrelation functions
The ACFs were analyzed using an expression taking into ac-
count both fluorophore diffusion and photophysics:
G(τ,w0) = GD (τ,w0)×
i=n
∏
i=1
(
1+
Ti
1−Ti e
− ττT,i
)
. (6)
GD (τ,w0) is the contribution of the fluorophore diffusion, as-
sumed to be given by either Eq. 4 or 5. The second term
accounts for the existence of independent non-fluorescent
states65. State i has a relaxation time τT,i and a fractional oc-
cupation Ti. Fitting was performed with the analysis program
Fig. 1 Characteristic times observed for Streptavidin-Oregon Green
in buffer, as a function of the excitation intensity. The diffusion time
(τD, black symbols), the relaxation time for the triplet state (τT,2,
green symbols) and the relaxation time for an additional dark state
(τT,1, pink symbols) were obtained by fitting the ACFs with Eq. 6
(mean ± standard deviation). Data obtained for two different detec-
tion volume sizes are shown: w0 = 350 nm (squares) and w0 = 675
nm (circles). At low excitation intensity, short lag time noise in
the ACF prevents determining the characteristic times of the pho-
tophysics terms reliably. Lines are fits to the data assuming either
no dependence on the energy intensity (continuous lines) or a Φ−0.5
dependence (dashed lines).
Kaleidagraph (Synergy Software). It relies on a Levenberg-
Marquardt algorithm to minimize the chi-square value, χ2 =
∑
[
Gexp (τi,w0)−Gth (τi,w0)
]2
/σ2i , where Gexp and Gth are
the experimental and theoretical values of the autocorrela-
tion function, respectively. Unless otherwise specified, un-
weighted fits (i.e. σi = 1 for all data points) were performed.
For the FluoSpheres, no photophysics term was observed,
probably due to the large number of dye molecules in each
bead. Thus, the correlation data was fitted with Eq. 6 using
n = 0. In the case of the organic dyes used for calibration,
only one non-fluorescent state, a triplet state, was detected,
and Eq. 6 was used with n = 1. For fluorescently labeled
Streptavidin an additional correlation term was observed, with
a relaxation time τT,1 that increased from 40 µs to ∼ 1 ms as
the observation volume size was increased (the small ampli-
tude of this term, T1 < 0.1, made it difficult to obtain precise
values of the relaxation time for large observation volumes).
A dependence on the observation volume size might indicate
a diffusion term. However, the characteristic time τT,1 associ-
ated with this additional term was here also found to depend
on the excitation intensity, Φ, as expected for a photophysical
process65 (Fig. 1). Since Φ decreased as the observation vol-
ume size was increased (as P was kept constant), the apparent
volume size dependence of τT,1 is thus due to its underlying
dependence on the excitation intensity. This evidences that a
photophysical rather than a diffusion process is at the origin
of the extra term observed in the correlation. This extra cor-
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relation was observed both when the protein was labeled with
Alexa Fluor 488 and with Oregon Green, but not for the dyes
alone. This further suggests that it is due to the properties of
the protein (e.g. proximity of tryptophan residues to the bind-
ing site of the dye resulting in quenching effects66,67) rather
than to that of the dyes. The amplitude of the extra correla-
tion was smallest when the protein was labeled with Oregon
Green, therefore Streptavidin labeled with Oregon Green was
used in all the experiments requiring a protein tracer. In that
case, ACFs were fitted with Eq. 6 using n= 2.
Calibration measurements done with organic dyes were fit
with Eq. 6 (assuming simple diffusion, i.e. using Eq. 4 for the
diffusive part of the ACF), yielding values for both w0 and S.
Unless otherwise specified, the correlation data obtained with
the protein samples were then fit with Eq. 6 assuming FBM
(i.e. using Eq. 5 for the diffusive part of the ACF), with the
value of S fixed to that obtained in the calibration step, in
order to retrieve α and τD. To emphasize that the value of
α obtained in this manner might differ from the true anoma-
lous exponent of the diffusion if the propagator does not obey
Eq. 2, we refer to it in the following as αACF . In the case
of measurements obtained for FluoSpheres, the FCS data of-
ten contained erratic correlations at lag times above τD, that
may be attributed to residual aggregations and poor statistics.
In order to obtain reliable fits, the data was weighted propor-
tionally to the amplitude of the autocorrelation function (i.e.
σ2i = 1/Gexp (τi,w0)), such that more weight was given to the
more reliable data found at lag times below and around the
characteristic diffusion time. This did not change the average
values of αACF or τD, but it resulted in a significant increase in
the number of data sets with stable fits.
A second type of analysis was performed on the ACF ob-
tained for the protein samples to test the nature of the diffu-
sion, as suggested recently29,41,45. After normalization of the
experimental ACFs in order to bring the amplitude of the dif-
fusive part to 1, Eq. 3 was used to perform a numerical inver-
sion of the data at each lag time (using the software Mathe-
matica), in order to extract the function MSD(τ) directly from
the data. In the following, we refer to the function obtained
in this manner as MSDACF (τ), to emphasize that it might dif-
fer from the actual mean-squared displacement if the diffusion
propagator is not Gaussian.
3.5 Analysis of diffusion laws
For each sample, the diffusion law, that is the comparison of
the value of the characteristic diffusion time extracted from the
ACF, τD, with the radius of the observation volume calculated
from the dye calibration experiment, w0, was examined to test
the scaling expected for anomalous diffusion:
w20 = 4Aτ
α
D . (7)
The value of α obtained from fitting Eq. 7 to the experimental
diffusion law is referred to in the following as αDL to empha-
size that it was obtained with the assumption of a power law
relationship between w0 and τD. For comparison with previ-
ous studies, the same data was also fitted to a non-Brownian
linear diffusion law8,42 :
τD =
1
4D
w20 + τ0. (8)
This allowed checking for the presence of a time intercept, τ0,
shown to be linked to the existence of confinement8.
4 Results
4.1 Protein diffusion in a crowded dextran solution
4.1.1 Buffer. We first verified that VLS-FCS data ac-
quired for the diffusion of a tracer protein in buffer was thor-
oughly consistent with simple diffusion. Streptavidin conju-
gated to Oregon Green was diluted in PBS at a nanomolar
concentration, and FCS experiments were performed on this
solution for a series of observation volumes. ACFs obtained
for several different values of w0 are shown in Fig. 2A (each
curve is the average of 5 ACFs obtained in the same condi-
tions for the same sample). The correlation data was fitted
assuming the presence of two photophysical processes (Eq. 6
with i = 2), as explained in section 3.4, and using the value
S= 10 obtained from calibration measurements. As shown in
Fig. 2A, the ACFs are very well fitted using a simple diffu-
sion model, i.e. fixing αACF = 1. ACFs after amplitude nor-
malization (using the value of N obtained from the fit) and lag
time normalization (using the characteristic diffusion time, τD,
obtained from the fit) are shown in Fig. 2B. The normalized
ACFs obtained at different observation volume sizes overlap
perfectly for almost four decades centred around τD, except at
very short lag times, where photophysics effects start playing
a role for ACFs obtained at small detection volumes, and at
very long lag times, where noise due to insufficient statistics
starts playing a role for ACFs obtained at large detection vol-
umes. This self-similarity illustrates the unchanging proper-
ties of diffusion as the lengthscale of the experiment is varied,
as expected for simple diffusion. For better visualization of the
asymptotic behaviour of the ACFs, they are shown in Fig. 2C
after rescaling by (τ/τD)3/2. Although the correlation data be-
comes too noisy at large lag times to observe real asymptotic
behaviour, the ACFs collapse nicely over four orders of mag-
nitude in correlation, and seem to approach a plateau at large
lag times as expected for simple diffusion.
4.1.2 Crowded polymer solution. The results obtained
for Streptavidin-Oregon Green diffusing in a concentrated
(200 g/l) solution of 276 kDa dextran dissolved in PBS (Fig. 3)
were in contrast to those observed for the protein in PBS. The
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Fig. 2 (A) Average ACFs obtained for Oregon Green-labelled Strep-
tavidin diffusing in PBS for different sizes of the observation volume
(thick lines). Fits assuming simple diffusion (Eqs. 6 and 4, i.e. with
αACF fixed to 1, and with S = 10 and n = 2) are shown (thin lines,
almost indistinguishable from the data). Both the ACFs and their fits
have been normalized by 1/N to make the amplitude of the diffusion
component equal to 1. (B) Same ACFs as in (A), after normalization
of the lag time by the characteristic diffusion time, τD. (C) Three
of the ACFs shown in (B), after rescaling by (τ/τD)3/2 (the ACF
recorded for w0 = 1.9 µm was omitted because of noise at long lag
time). The data is compared to the curve expected for free diffusion
in the absence of photophysics (Eq. 6 with αACF = 1, S = 10 and
n= 0, dashed black line).
ACFs obtained for crowded dextran solutions were consis-
tently better fitted when assuming anomalous diffusion, i.e.
letting α vary in Eq. 6 (Fig. 3A). This had been reported pre-
viously for a single FCS lengthscale16,24,50. More surprising,
however, is that the overall shape of the ACFs changes slightly
with observation lengthscale (Fig. 3B), when one would ex-
pect self-similarity for the simplest anomalous diffusion mod-
Fig. 3 (A) Average ACFs obtained for Streptavidin-Oregon Green
diffusing in PBS crowded with 276k Da dextran at 200 g/l, for dif-
ferent sizes of the observation volume (thick lines, same colour code
as in Fig. 2). Fits assuming anomalous diffusion (Eqs. 6 and 5 with
S = 10 and n = 2) are shown (thin lines). Both the ACFs and their
fits have been normalized by 1/N. The residuals of the fits assuming
either simple or anomalous diffusion are shown for the ACF acquired
at w0 = 0.60 µm. (B) Same ACFs as in (A), after normalization of
the lag time by τD. (C) Same ACFs as in (B), after rescaling by
(τ/τD)3/2. The inset shows the same curves on a linear-log scale for
lag times around τD (the ACF recorded for w0 = 1.9 µm was omitted
in the main panel because of noise at large lag time, but is shown in
the inset). The data is compared to the curve expected for free dif-
fusion in the absence of photophysics (Eq. 6 with αACF = 1, S = 10
and n= 0, dashed black line).
els, such as the FBM model presented in section 2.3. As the
lengthscale is reduced, the ACFs broadens, indicating that the
diffusion becomes more and more anomalous. The same con-
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Fig. 4 (A) Values of αACF (mean ± standard deviation) determined
for Streptavidin-Oregon Green in buffer (black circles) and in buffer
crowded with 200 g/l 276 kDa dextran (red squares) by fitting the
ACFs with Eqs. 6 and 5. (B) Diffusion laws obtained for the same
samples (filled symbols), plotted on a log scale, and fitted with Eq. 7
to extract the value of αDL (lines). (C) Same as in (B), but plotted
on a linear scale. Lines are fits of Eq. 8 to the data, showing that the
intercept at w0 = 0 is τ0 ' 0, and returning D= 119 µm2/s and D=
14 µm2/s for the diffusion coefficient of the protein in the absence
and in the presence of dextran crowders, respectively.
clusions can be reached when looking at the data rescaled with
(τ/τD)3/2 (Fig. 3C). The asymptotic behaviour of the ACFs
deviates from that expected for simple diffusion, in a slightly
scale-dependent manner.
The average values of the anomalous exponents (obtained
for several repeats of the same experiment at each length-
scale for the diffusion of streptavidin) in both PBS and dextran
Fig. 5 Mean-squared displacement of diffusing Streptavidin-Oregon
Green extracted from the ACFs shown in Figs. 2 and 3, using the
inversion procedure described in section 2.1. The data obtained in the
absence (small grey and black symbols) and in the presence (small
coloured symbols) of dextran crowding are compared. Solid lines
indicate the slopes expected for different values of the anomalous
exponent. Fits to the data assuming simple diffusion (i.e. a Gaussian
propagator and α = 1) are indicated with thin lines and return values
of the diffusion coefficient of Streptavidin of D = 90 µm2/s in the
absence of dextran crowders and D= 14 µm2/s in its presence. For
comparison, large symbols show the values of 3w20/2 as a function
of τD, i.e. the diffusion law data from Fig. 4B (black circles: in the
absence of dextran, red squares: in the presence of dextran).
are compared in Fig. 4A. As discussed above, αACF ' 1 at
all lengthscales for diffusion in PBS, while αACF varies from
' 0.85 for small observation volumes (the error is rather large
since the second photophysics term has a characteristic time
close to that of the diffusion) up to ' 1 for the larger observa-
tion volumes. The diffusion law, i.e. the relationship between
lengthscale (w0) and timescale (τD), is shown in Figs. 4B and
C. We first tested whether their might be a deviation from a
linear scaling with time, as predicted by most anomalous dif-
fusion models and as suggested by the ACFs recorded in the
presence of polymer crowding. This was done by fitting the
diffusion law with Eq. 7 (Fig. 4B). For diffusion in both PBS
and in the polymer solution, the result was too close from lin-
earity to be deemed anomalous (αDL = 1.04±0.04 in PBS and
αDL = 1.01± 0.04 in the crowded polymer solution). This
means that Streptavidin has a lengthscale-independent diffu-
sion coefficient (at the studied lengthscales) both in PBS and
in the dextran solution. In the case of the polymer solution,
this result is in apparent contradiction with the αACF < 1 val-
ues measured at small lengthscales. Next, assuming that there
was a linear relationship between τD and w20, as done for ex-
ample in Ref. 8, we fitted the experimental diffusion laws with
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Eq. 8 (Fig. 4C). Within error, there was no intercept (τ0 ' 0)
for either system.
To further explore the discrepancy in anomalous exponent
uncovered between individual ACFs and the diffusion law, we
used an ACF inversion method originally proposed by Shus-
terman et al.39,40, and later put forward in the context of
anomalous diffusion studies29,41,45. This method allows ex-
tracting a function directly from the ACF, MSDACF (τ), which
corresponds to the mean-squared displacement of the particles
as long as their diffusion is governed by a Gaussian propaga-
tor (see section 2.1). It does require a precise knowledge of
w0, which in our case was obtained at each lengthscale from a
separate calibration experiment using a dye with known dif-
fusion coefficient. The result of this inversion is shown in
Fig. 5. Each ACF provides reliable data for about two decades
in time around the characteristic diffusion time (limited by the
dye photophysics at small lag times, and by statistical noise
at large lag times). When stitched together, the data extracted
from the ACFs obtained at different observation volumes al-
lowed exploring the MSD for more than four decades in time.
If the Gaussian propagator assumption was correct, then the
MSDACF (τ) extracted at different scales should overlap. This
is clearly the case for the diffusion of the protein in PBS buffer,
for which all the MSDACF (τ) also have a slope of 1, consistent
with simple diffusion. However, in the case of the diffusion
of the protein in the crowded dextran solution, the different
MSDACF (τ) do not overlap. Each individual MSDACF (τ) has
a different slope (decreasing from 1 to≈ 0.8 as the scale is re-
duced, in agreement with the values of αACF obtained from the
correlation data, see Fig. 4A). Yet overall, they seem to align
along a line with slope 1 (in agreement with the diffusion law
showing a linear dependence between w20 and τD, see Fig. 4B).
Interestingly, for those MSDACF (τ) encompassing τ ' 10 ms,
a clear kink was observed at that timescale, showing a rather
clear delimitation between simple diffusion (above ' 10 ms
or ' 1 µm) and anomalous diffusion (below ' 10 ms).
4.2 Bead diffusion in agarose gel
Because of the ambiguous nature of the diffusion in the
crowded polymer solution, we next looked at the diffusion
of polystyrene beads in agarose gels, a system that had been
consistently reported to show anomalous diffusion using both
single particle tracking18 and FCS20,57–59. Again using VLS-
FCS, we compared the diffusion of 40 nm beads in PBS with
their diffusion in 1.3% agarose gels. Average ACFs obtained
for a representative FCS experiment with the beads in agarose
gels are shown in Fig. 6. The ACFs required fitting with an
anomalous diffusion model (Fig. 6A). Interestingly, as in the
case of the polymer solution, the degree of anomaly depended
on the lengthscale, as can be seen in the progressive broaden-
ing of the ACF and change in the asymptotic behaviour as w0
Fig. 6 (A) Average ACFs acquired for 40 nm fluorescent beads dif-
fusing in a 1.3% agarose gel, for different sizes of the observation
volume (thick lines). Fits assuming anomalous diffusion (Eqs. 6 with
n= 0 and Eq. 5, S= 4 and α left to vary) are shown (thin lines). Both
the ACFs and their fits have been normalized by 1/N. The residuals
of the fits with simple and anomalous diffusion are shown for the
ACFa acquired at w0 = 0.41 µm in the lower panel. (B) Same ACFs
as in (A), after normalization of the lag time by the characteristic dif-
fusion time, τD. (C) Four of the ACFs shown in (B), after rescaling
by (τ/τD)3/2 (the ACF recorded for w0 = 2.4 µm was omitted be-
cause of excessive noise at long lag times). The data is compared to
the curve expected for free diffusion in the absence of photophysics
(αACF = 1, S= 4 and n= 0, dashed black line).
becomes smaller (Fig. 6B and C).
This behaviour is consistent with the scale dependence of
αACF obtained directly from the fit of the ACF, as shown in
Fig. 7A. Whereas αACF ' 1 at all lengthscales for beads in so-
lution, it decreases in the case of the agarose gels from ' 1 at
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Fig. 7 (A) Values of αACF determined for fluorescent beads in buffer
(black circles) and in a 1.3% agarose gel (green squares) by fitting the
ACFs with Eqs. 6 and 5. (B) Diffusion laws obtained for these same
samples. Lines are fit to the data with Eq. 7 to extract the values of
αDL. (C) Same as in (B), but plotted on a linear scale, and fitted with
Eq. 8, showing that the intercept at w0 = 0 is τ0 ' 0, and returning
D = 8.9 µm2/s and D = 2.7 µm2/s for the diffusion coefficient of
the beads in buffer and in the presence of agarose, respectively.
the largest (micron-size) observation volumes to ' 0.85 for
the smaller (submicron-size) observation volumes achieved
here. Looking at the experimental diffusion laws (Fig. 7B),
a slight difference can this time be detected between the diffu-
sion in PBS, for which αDL = 1.01± 0.3 and the diffusion in
the agarose gel, for which αDL = 0.92±0.3. A zero intercept
was confirmed in both conditions (buffer and agarose gel) for
these diffusion laws (Fig. 7C).
Remarkably, and in stark contrast with what was observed
Fig. 8 Mean-squared displacement of diffusing fluorescent beads in
an aqueous buffer (black and grey symbols) and in a 1.3% agarose
gel, extracted from ACFs using the inversion procedure described
in section 2.1 (coloured symbols). Solid lines indicate the slopes
expected for different values of the anomalous exponent, αACF . Fits
of the data assuming simple diffusion (i.e. a Gaussian propagator and
α = 1) return a diffusion coefficient for the beads D = 9.6 µm2/s
in solution and D = 3.2 µm2/s in the agarose gel (thin lines). For
comparison, large symbols show the values of 32w
2
0 as a function of
τD, i.e. the diffusion law data from Fig. 7B (black circles: in buffer,
red squares: in agarose).
in the polymer solutions, when extracting MSDACF (τ) from
the ACFs, it was found that the functions obtained at different
scales overlapped almost perfectly, producing an MSD over 5
decades in time that curves from a slope αACF ≈ 0.85 at the
smallest scales to αACF ≈ 1 at the largest, with a cross-over
around τ ' 100 ms (Fig. 8). This allows better understand-
ing the results obtained by fitting Eq. 5 to individual ACFs
(Fig. 7). The diffusion law (Fig. 7B) is fully consistent with
MSDACF (τ) (Fig. 8), and in fact exhibits the same cross-over
that is clearly visible in MSDACF (τ). The value αDL = 0.92
obtained from the diffusion law is thus an average between
the values of α before (α ' 0.85) and after (α ' 1) the cross-
over. In full agreement with the cross-over interpretation, the
values of αFCS extracted from the ACFs go from αFCS ' 0.85
to αFCS ' 1 (Fig. 7A).
5 Discussion
5.1 On the importance of characterizing complex diffu-
sion processes over a range of lengthscales
The results of many FCS and FRAP studies are inter-
preted in terms of a diffusion constant depending on length-
scale4,5,7,10,15,16,20,68. However, in their simplest form these
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techniques have a fixed lengthscale, and thus do not pro-
vide a stringent test for anomalous diffusion. In that context,
our study demonstrates the interest of performing variable-
lengthscale experiments in order to refine the diagnostics of
anomalous diffusion. It highlights the fact that variable-
lengthscale FCS experiments can bring information on both
the propagator and the MSD of the studied diffusion process.
The MSD can be obtained from the diffusion law generated
by repeating the FCS experiments at different scales8. The
ACF, which directly depends on the propagator, reflects both
its spatial form and its temporal evolution29,69. Although the
propagator cannot be extracted directly from an experimental
ACF, an assumption can be made about its Gaussianity, and,
as discussed below, VLS-FCS data can be used to test this as-
sumption.
Several strategies have been employed for varying the size
of the FCS observation volume, notably decreasing the size
of the incoming excitation beam with a variable beam ex-
pander43 or (as done in this study, allowing to cover almost
an order of magnitude in lengthscales) with a variable diame-
ter iris8. For fluorophores restricted to two-dimensional diffu-
sion, the observation lengthscale can also be changed by plac-
ing the diffusion plane slightly out of focus70, or by using the
information captured in time-lapsed images71–73. Recently,
the possibility to extend the range of FCS measurements to
sub-diffraction observation volumes has been demonstrated
by a number of groups, using stimulated emission deple-
tion44,49,74,75, zero-mode waveguides76 or near-field optical
probes77,78. Beyond the range of accessible observation vol-
ume sizes, our study emphasizes the importance of data qual-
ity, since it determines the range of lengthscales around w0 for
which the numerical inversion procedure to recover the MSD
can be done. In favourable cases, we see that this procedure
allows extending the accessible lengthscale range from 1 to
more than 4 decades (see Fig. 8, and Fig. 9 where the inverted
FCS data is shown as a log-log plot of MSD(τ)/τ).
One important point highlighted by this study is that, al-
though often used as a diagnostic for anomalous diffusion, the
anomalous exponent extracted from ACFs, αACF , is not suffi-
cient to characterize complex diffusion processes. The com-
plete shape of the ACF, which we argue is best taken in when
inverted to generate an MSD plot (as in Figs. 5 and 8), is
much more informative, in particular because it can identify
the presence of a cross-over. This inversion procedure is valid
only in the case of a diffusion process with a Gaussian propa-
gator. In media with a particular range of domain sizes, such
as the crowded media studied here, it can be used safely for ob-
servation volumes that are either much larger or much smaller
than the size of the domains, but its use must be critically as-
sessed for intermediate observation volume sizes. Indeed, an
interesting aspect of VLS-FCS is that the validity of the in-
version procedure can be verified after the fact, by checking
Fig. 9 Mean-squared displacement divided by time for (A)
Streptavidin-Oregon Green in PBS (black symbols) or in concen-
trated Dextran solution (green symbols) and (B) FluoroSpheres in
PBS (black symbols) or in agarose gel (brown symbols). Hori-
zontal lines indicate the expected form for simple diffusion with
D = 90 µm2/s (dark grey line), D = 14 µm2/s (green line), or
D = 9.6 µm2/s (light grey line). The orange line is a fit to a
simplified model where one assumes diffusion through a series of
semi-permeable cages of well defined size, giving: MSD(τ)/(6τ) =
L2/(12τ)(1− exp(−τ/τeq))+DM 98. This fit returns the long-time
diffusion coefficient, DM = 3.4 µm2/s, the equilibration time, τeq =
1.5 ms and the size of the cages, L= 0.25 µm.
whether the inverted ACFs recorded at different lengthscales
overlap (they should in the case of a Gaussian process). It thus
provides a way to test the Gaussianity of the propagator at spe-
cific lengthscales. We note that the validity of making Gaus-
sian approximations (such as the inversion procedure we used
here) for diffusion in cross-over regions has recently been dis-
cussed in the context of single-particle tracking of diffusing
colloidal particles79. We also note that whether diffusion in
complex media is characterized by Gaussian propagators is a
current topic of interest80–82. However most of the data avail-
able so far has been obtained from single-particle experiments,
and therefore is restricted to slow diffusion processes83–85.
Obtaining information on both the propagator and the MSD
is important to discriminate between different models of
anomalous diffusion, which are distinguished by their dif-
ferent predictions for these two functions. Gaussian mod-
els of anomalous diffusion, such as the FBM model, have a
Gaussian propagator combined with an MSD that is sublinear
in time53,86. Others, like the continuous time random walk
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(CTRW) model69,87 or the obstructed diffusion model23,88–91
have neither a Gaussian propagator nor a linear MSD. Re-
cently, a “diffusing diffusivity” model was proposed to explain
diffusion processes with a linear MSD and a non-Gaussian
propagator92.
5.2 The caged diffusion of beads in agarose gels
In the case of the diffusion of beads in agarose gel (used here
as a positive control for anomalous diffusion18,20,59), both the
shapes of the individual ACFs and the diffusion law obtained
by VLS-FCS clearly indicate a deviation from simple diffu-
sion. The anomalous exponent recovered from the diffusion
law, αDL = 0.92, falls within the range of those obtained from
the individual ACFs, αACF ' 0.8−1 (Fig. 7A). Moreover, the
extraction of the MSD from each individual ACF under the as-
sumption of Gaussian diffusion yields a consistent MSD over
more than five orders of magnitude in time (Fig. 8). Our data
thus confirms that diffusion of beads in agarose gels is anoma-
lous, and further suggests that in this particular system the
anomalous diffusion process is characterized by a Gaussian
propagator. Not surprisingly, this last result differs from that
reported for much larger tracers (500 nm beads) in less dense
agarose gels (0.36% by weight)18. In that case, the tracer par-
ticles became trapped at long observation times, indicating
a very different diffusion process, and the average propaga-
tor measured by single particle tracking had an exponential
(non-Gaussian) shape. Interestingly, a varying αACF (Fig. 7A)
points to the existence of a cross-over between different dif-
fusion regimes, and therefore of a characteristic lengthscale in
the agarose gel. A cross-over is indeed clearly visible in the
continuous MSD shown in Fig. 8, where a distinct change in
slope occurs below a timescale of ' 100 ms, i.e. a lengthscale
of' 1 µm. The existence of a cross-over explains why a clear
deviation from normal diffusion is observed when looking at
the diffusion law on a log-log scale (Fig. 7B), but not when
looking at the same diffusion law on a linear scale where the
data collected at larger scales takes more importance (Fig. 7C).
In agarose gels, agarose fibres form a network, cross-linked
by hydrogen bonds, defining pores with a distribution of sizes,
through which particles that are small enough can diffuse.
For agarose gels with concentrations around 1.5 wt%, differ-
ent values have been reported for the average pore diameter
(which depends on temperature, cooling rate, pH, and buffer
ionic strength), ranging from ∼ 80 nm to ∼ 600 nm20,93–95.
Our observations are consistent with momentary trapping of
the beads in the pores formed by the agarose fibres, in which
case one expects a cross-over from simple to anomalous diffu-
sion to occur, at or slightly above the characteristic pore size.
Different analytical models have been proposed to describe the
cross-over in the MSD for arrays of cages96–98. For simplic-
ity’s sake, we have fitted our data using a model developed for
a simplified system with a single pore size, L98. The fit to the
data is imperfect (Fig. 9B), most likely because a distribution
of pore size is in fact present in our system. Yet, this simple
caging model captures the important feature of the MSD (the
cross-over), and yields L= 250 nm, a value which falls in the
expected range of pore diameters for 1.5 wt% agarose gels.
This strongly suggests that temporary caging in the agarose
gel pores is what causes the anomalous diffusion behaviour
observed for that system. Previous experiments in a com-
parable agarose system led to the same conclusion20,58, and
comparable caging effects are observed in other systems, such
as actin gels19, colloidal suspensions21 and cellular mem-
branes99.
The gel pore size is larger than the diameter of the beads
used as probe particles in this study (40 nm) and it is about
an order of magnitude smaller than the diameter of the obser-
vation volume at the cross-over (2w0 ' 2µm). We are thus
detecting the macroscopic regime (i.e. long lengthscales) of
the cross-over, where each bead may become trapped multiple
times during a passage through the observation volume. At
the largest observation volumes, the effect of trapping is ab-
sorbed into an effective diffusion coefficient as if the agarose
gel were replaced by a homogeneous medium with high ef-
fective viscosity. These results emphasize the importance of
the relative order of lengthscales of the observation volume,
the tracer, and the obstacle mesh when measuring a cross-over
effect.
5.3 The anomalous, yet Brownian motion of proteins in
crowded dextran solutions
The diffusion of proteins in crowded dextran solutions is quite
different from the diffusion of beads in agarose gels. We
worked at a dextran concentration above the overlap concen-
tration, where the average distance between adjacent dextran
molecules (' 13 nm) is smaller than their radius of gyration
(' 17 nm for 276 kDa dextran molecules16,100). In these
conditions, the polymer chains are entangled, yet fully mo-
bile, as was shown using different techniques16,56. This sys-
tem (tracer proteins in marginally entangled dextran solutions)
has been repeatedly studied by us and others and shown to
support anomalous diffusion16,24,50,51,53. Yet explanations as
to why differ widely. Using a range of different techniques,
Weiss et al.24,53 have established that the anomalous diffu-
sion observed in crowded dextran solutions is an ergodic pro-
cess (ruling out CTRW), and have proposed that it was con-
sistent with FBM. In another series of FCS studies, Waxham
et al.50,51 have argued that the anomalous behaviour observed
arose from heterogeneities in the micro-environment experi-
enced by the tracer particles, leading to a discrete distributions
of diffusion coefficients. Further, other groups have reported
simple diffusion processes in very similar systems, using both
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FCS54,55 and pulsed gradient NMR56.
Here, directly testing the lengthscale dependence of the dif-
fusion in this system showed that the process is anomalous, as
evidenced by the shape of the individual ACFs (Fig. 3), with,
as for diffusion in the agarose gel, a cross-over from simple
to anomalous diffusion below a lengthscale of ' 1µm, or a
timescale of 10 ms. Further, and in contrast to what was ob-
served for the agarose gels, our data strongly suggests a non-
Gaussian diffusion process at short lag times (below' 10 ms),
for two reasons. First, the values of the anomalous exponent
extracted from the ACF and from the diffusion law differ sig-
nificantly (Fig. 4). And second, the apparent MSDs extracted
from the ACFs do not overlap at the shorter lag times (Fig. 5);
if the diffusion process was Gaussian, they should do so. Yet,
the diffusion law seems linear in time (w20 ∝ τD, Fig. 4B), in-
dicating that the MSD is also linear. The fact that mildly en-
tangled fluids can give rise to “anomalous, yet Brownian” dif-
fusion, with a non-Gaussian propagator and yet a linear MSD,
ties in with recent observations that this type of behaviour is
frequent in biological systems83,84. It remains nevertheless a
surprising observation, because a linear MSD is often consid-
ered to be associated with a Gaussian propagator, and because
most classical anomalous diffusion models predict an MSD
deviating from linearity.
The apparently contradicting features we observed for pro-
tein diffusion in dextran solutions (namely: (i) a linear diffu-
sion law, (ii) ACFs deviating from simple diffusion and (iii)
a propagator switching from Gaussian at large lengthscales to
non-Gaussian at shorter lengthscales) can be explained by the
“diffusing diffusivity” model recently developed by Chubyn-
sky and Slater92. These authors showed that if the lengths
of the steps of a particle undergoing a random walk are cor-
related, but not their direction, then the resulting diffusion is
characterized by an MSD linear in time, and a non-Gaussian
propagator at lag times shorter than the correlation time of the
diffusion coefficient; at longer lag times a Gaussian distribu-
tion of displacements is recovered. They proposed that such a
process could occur in media that have a spatially varying vis-
cosity. Several independent simulations of tracers in colloidal
suspensions have similarly led to the conclusion that spatially
heterogeneous crowding could lead to non-Gaussian propa-
gators82, and that this non-Gaussianity could be associated
with a linear MSD80. This physical interpretation could ap-
ply to crowded dextran solutions, since each dextran molecule
forms a finite number of entanglements with its neighbours,
and this number may differ from one molecule to the next,
resulting in different conformations and mobilities for differ-
ent dextran molecules. From the point of view of the much
smaller tracer molecules, it might result in dynamic micro-
environments with different viscosity, as these tracers diffuse
across regions spanned by dextran molecules with varying
density and mobility. We note that this interpretation of our
results is not fundamentally different from that proposed in
Refs. 50 and 51, where it was argued that the anomalous
diffusion detected in dextran solutions was arising from the
presence of different micro-environments. Similar interpreta-
tions have also been invoked in the case of intracellular diffu-
sion: Recently, a spatially varying, random diffusivity101 has
been shown to be consistent with receptor motion in dendritic
cells102.
The existence of interactions between the tracer and the
larger polymer molecules could provide an alternative phys-
ical explanation for the features we observed. Careful anal-
ysis of the ACFs (as described in our previous work on this
system16) showed that the existence of a prolonged interac-
tion between the streptavidin and the dextran can be ruled
out. Indeed, if tracer/polymer complexes are stable enough to
diffuse through the observation volume without dissociating,
a second separate diffusion term should appear in the ACF,
as indeed observed in systems where specific interactions ex-
ist between the tracer and the polymer103. No such term is
observed in the case of streptavidin and dextran. This does
not immediately exclude, however, a more dynamic interac-
tion scenario, where tracer molecules may bind and unbind
during their passage through the detection volume. The dura-
tion of the tracer/polymer interaction would then introduce a
characteristic timescale in the system, which, if similar to the
characteristic residence time of the tracer in the FCS observa-
tion volume, might produce a deformation of individual ACFs
undistinguishable from that caused by FBM103. An analytical
form for the ACF can be derived in the case of rapid binding
and unbinding to a single type of immobile “traps” (“stick-
and-diffuse” model, used to explain the mobility of synaptic
vesicles34 and transcription factors104). Examination of the
scale-dependence of the ACF predicted by this model shows
that in the case of binding to immobile partners, there should
be a cross-over in the diffusion law, which is not observed
here. However, since dextran molecules are themselves dif-
fusing, it remains possible that transient interactions with a
mobile partner may lead to a distribution of diffusivity that fit
within the diffusing diffusivity framework, and therefore may
also explain our experimental observations.
Importantly, our VLS-FCS experiments finally bridge the
lengthscales between diffraction limited FCS experiments,
which consistently showed deviations from simple diffusion
for proteins in dextran solutions at sub-micron scales16,24,50,
and pulsed gradient NMR experiments, which showed that the
MSD was linear in time above 1.2 µm in that same system56.
This bridging had been called for as a means to “distinguish
a cross-over from an inconsistency between methods”105. We
show here that the apparent discrepancy between these two
types of study is indeed simply the result of a cross-over in
the diffusion behaviour just below 1 µm, as clearly visible in
Fig. 5, and as predicted in Ref. 56.
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6 Conclusion
In conclusion, we have compared the diffusion of tracers in
two simple model systems, each of which represent a different
form of crowding. Marginally entangled fluids (i.e. solutions
crowded with entangled yet mobile polymers, here dextrans)
give rise to a different type of anomaly in the diffusion
than solutions containing a cross-linked polymer network
(i.e. polymer chains or fibers held together by long-lasting
molecular bounds, here agarose gels). This difference is best
highlighted in the strikingly different forms of their MSD,
as recovered from inversion of the ACFs obtained from FCS
experiments. Whereas both show a cross-over towards non-
simple diffusion at short lag times, the perfect superposition
of the MSDs obtained at different lengthscales in the case of
the agarose gel, and their non-superposition in the case of the
dextran solution, points towards a Gaussian distribution of
displacements in the first case, and a non-Gaussian one in the
second case.
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