differential operators. Among the several things Weyl accomplished in this paper are many interesting inequalities relating the eigenvalues of Hermitian matrices A, B and A + B. One of them can be translated into the following perturbation theorem. If A and B are n × n Hermitian matrices, and their eigenvalues are enumerated as α 1 ≥ α 2 ≥ · · · ≥ α n , and β 1 ≥ β 2 ≥ · · · ≥ β n , respectively, then (1) max
Here A stands for the norm of A as a linear operator on the Euclidean space C n ; i.e.
(2) A = max { Ax : x ∈ C n , x = 1}
Apart from the intrinsic mathematical interest that Weyl's inequality (1) has, it soothes the analyst's anxiety about "the unaccustomed responsibility of numerical evaluation". If one replaces a Hermitian matrix A by a nearby Hermitian matrix B, then the eigenvalues are changed by no more than the change in the matrix. Almost the first question that arises now is whether the inequality remains true for a wider class of matrices, and for a mathematician interested in "estimating eigenvalues of nonselfadjoint differential equations and matrices" this would be more than a pure curiosity. The first wider class to be considered is that of normal matrices. (An operator A is normal if AA * = A * A. This is equivalent to the condition that in some orthonormal basis the matrix of A is diagonal. The diagonal entries are the eigenvalues of A, and A is Hermitian if and only if these are real.)
The eigenvalues, now being complex, cannot be ordered in any natural way, and we have to define an appropriate distance to replace the left-hand side of (1). If Eig A = {α 1 , . . . , α n } and Eig B = {β 1 , . . . , β n } are the unordered n -tuples whose elements are the eigenvalues of A and B, respectively, then we define the optimal matching distance
where σ varies over all permutations of the indices {1, 2, . . . , n}. The question raised by Weyl's inequality is: if A and B are any two normal matrices, then do we have
This is what Wielandt, and several others over nearly four decades, attempted to prove. We will return to that story later. The operator norm (2) is the one that every student of functional analysis first learns about. Its definition carries over to all bounded linear operators on an infinite-dimensional Hilbert space. That explains why this norm would have been Wielandt's first choice.
The Frobenius norm of an n × n matrix A is defined as
This norm arises from the inner product A, B = tr A * B and, for this reason, it has pleasant geometric features. It can be easily computed from the entries of A. If we replace the norm (2) with (5), then we must make a similar change in the distance (3) and define
Instead of (4) Hoffman and Wielandt proved the following.
Theorem 1. Let A and B be any two normal matrices. Then
Hoffman credits J. H. Wilkinson [Wil] for the publicity responsible for the theorem's popularity. Wilkinson writes
The Wielandt-Hoffman theorem does not seem to have attracted as much attention as those arising from the direct application of norms. In my experience it is the most useful result for the error analysis of techniques based on orthogonal transformations in floating-point arithmetic.
He also gives an elementary proof for the (most interesting) special case when A and B are Hermitian. In spite of Wilkinson's reversal of the order of names of its authors, the theorem is known as the Hoffman-Wielandt theorem.
Unknown, it would seem, to Hoffman and Wielandt, and to Wilkinson, the special Hermitian case of (7) had been announced several years earlier by Karl Löwner in 1934 [Lo] . This paper is very well-known for its deep analysis of operator monotone functions. Somewhat surprisingly, there is no reference to it in most of the papers and books where the inequality (7) One such consideration might go as follows. Let x = (x 1 , . . . , x n ) be a vector with real coordinates and let 
To see this, first note that the general case can be reduced to the special case n = 2. This amounts to showing that whenever x 1 ≥ x 2 and y 1 ≥ y 2 , then x 1 y 1 + x 2 y 2 ≥ x 1 y 2 + x 2 y 1 . The latter inequality can be written as (x 1 − x 2 )(y 1 − y 2 ) ≥ 0 and is obviously true.
A matrix analogue of this inequality is given in the following proposition. If A is a Hermitian matrix we denote by Eig 
is the vector whose coordinates are the same numbers arranged in increasing order. The bracket x, y stands for the usual scalar product n j=1 x j y j .
Proposition 2. Let A and B be n × n Hermitian matrices. Then
Proof. If A and B are commuting Hermitian matrices, this reduces to (8). The general case can be reduced to this special one as follows. Let U (n) be the set of all n × n unitary matrices, and let
be the unitary orbit of B. If we replace B by any element of U B , then the eigenvalues of B are not changed, and hence nor are the two inner products in (9). Consider the function f (X) = tr AX defined on the compact set U B . The two inequalities in (9) are lower and upper bounds for f (X). Both will follow if we show that every extreme point X 0 for f commutes with A.
A point X 0 on U B is an extreme point if and only if
for every differentiable curve U (t) with U (0) = I. This is equivalent to saying
for every skew-Hermitian matrix K. Expanding the exponentials into series, this condition reduces to tr
By the cyclicity of the trace, this is the same as saying
Since K, L = −tr KL is an inner product on the space of skew-Hermitian matrices, this is possible if and only if X 0 A − AX 0 = 0. Using the second inequality in (9) we see that
This proves the inequality (7) for Hermitian matrices.
The same argument, using the first inequality in (9), shows that
There is another interesting way of proving Proposition 2 that Löwner would have known. In 1923, Issai Schur, the adviser for Wielandt's Ph.D. thesis at Berlin, proved a very interesting relation between the diagonal of a Hermitian matrix and its eigenvalues. This says that if d = (d 1 , . . . , d n ) and λ = (λ 1 , . . . , λ n ) are, respectively, the diagonal entries and the eigenvalues of a Hermitian matrix A, then d is majorised by λ. This, by definition, means that
The notation d ≺ λ is used to express that all of the relations (12) and (13) hold. Schur's theorem has been generalized in various directions (see e.g. the work of Kostant [K] and Atiyah [A] ) and it provided a strong stimulus for the theory of majorization [MO, p4] .
A good part of this theory had been developed by the time Hardy, Littlewood and Polya wrote their famous book [HLP] in 1934, the same year as that of Löwner's paper. The condition d ≺ λ is equivalent to the condition that the vector d is in the convex hull of the vectors λ σ whose coordinates are permutations of the coordinates of λ.
Schur's theorem leads to an easy proof of (9). We can apply a unitary similarity and assume that A is diagonal, and its diagonal entries are λ
where
) is the diagonal of B. By Schur's theorem this vector is in the convex set Ω whose vertices are λ σ (B) . On this set the function f (ω) = n j=1 λ ↓ j (A)ω j is affine, and hence attains its maximum and minimum on vertices of Ω. Now the inequalities (9) follow from (8).
The ideas occuring in this proof are extremely close to those in the paper of Hoffman and Wielandt, and we give their argument in a simpler version due to Ludwig Elsner.
A matrix S is said to be doubly stochastic if its entries s ij are nonnegative, s ij = 1. The set Ω consisting of n × n doubly stochastic matrices is convex. A famous theorem, attributed to Garrett Birkhoff [B] says that the vertices of Ω are permutation matrices. Now let A and B be normal matrices and choose unitary matrices U and V such that U AU * = D 1 , and V BV * = D 2 , where D 1 and D 2 are diagonal matrices whose diagonal entries are α 1 , . . . , α n , and β 1 , . . . , β n , respectively. Then
where W = U V * is another unitary matrix. The second equality in (14) is a consequence of the fact that the Frobenius norm is unitarily-invariant; i.e. XT Y F = T F , for all T, and all unitary X, Y. If the matrix W has entries w ij , then the equality (14) can be expressed as
The matrix |w ij | 2 is doubly stochastic, and the function f (S) = i,j
set Ω consisting of doubly stochastic matrices is an affine function. So, the minimum of f is attained at one of the vertices of Ω, and by Birkhoff's theorem this vertex is a permutation matrix P = (p ij ). Thus
If the matrix P corresponds to the permutation σ, then this inequality says that
This is exactly the Hoffman-Wielandt inequality (7). We should add here that ideas very similar to these lead to a quick proof of Schur's theorem about the diagonal. Let A be a Hermitian matrix and let A = U ΛU * be its spectral representation, where Λ is a diagonal matrix. If d and λ are the vectors corresponding to the diagonals of A and Λ, respectively, then we have d = Sλ, where S is the matrix with entries s ij = |u ij | 2 . This matrix is doubly stochastic. Hence, we have d ≺ λ. Now let us return to inequality (4) involving operator norms, the thing Wielandt and Hoffman wanted. Apart from Hermitians, there is another equally important subclass of normal matrices: the unitary matrices. Thirty years after [HW] R. Bhatia and C. Davis [BD] proved that the inequality (4) is true when A and B are unitary. There were other papers a little earlier proving the inequality in special cases. One by this author [B1] showed that (4) is true when not only A and B but A − B is also normal. The case of Hermitian A, B is included in this. V. S. Sunder [S] proved the inequality when A is Hermitian and B skew-Hermitian. In 1983 R. Bhatia, C. Davis and A. McIntosh [BDM] proved that there exists a number c such that for all normal matrices A and B (of any size n ) we have
A few years later R. Bhatia, C. Davis and P. Koosis [BDK] showed that this number c is no bigger than 3. Thus it came to be believed, more strongly than before, that the inequality (4) is very likely true, in general, for normal A and B. However, in 1992 J. Holbrook [H] published an example of two 3 × 3 normal matrices A and B for which d (Eig A, Eig B) > A − B . (When n = 2, this is not possible.) Holbrook found his example by a directed computer search.
As an interesting sidelight we should mention that a namesake of Wielandt, Helmut Wittmeyer [Wit] claimed that he had proved (4) for all normal A, B. For a proof he referred the reader to his Ph.D. thesis at the Technical University, Darmstadt written in 1935, the same year as that of Wielandt's. There is no mention of this in Wielandt's papers, and so he must have been unaware of Wittmeyer's claim.
Hoffman mentions, without any detail, that Wielandt had something "quite lovely, involving a path in matrix space". An argument using paths in the space of normal matrices was discovered by this author [B1] . This led to some new results and some new proofs. It also raises an intriguing problem in differential geometry. We explain these ideas.
Though the inequality (4) fails to hold "globally" it is true "locally" in a small neighbourhood of a normal matrix A, even when B is not normal. More precisely, we have the following.
Theorem 3. Let A be a normal matrix, and B any matrix such that A − B is smaller than half the distance between each pair of distinct eigenvalues of A.
Proof. Let ε = A − B . First we show that any eigenvalue β of B is within distance ε of some eigenvalue α j of A. By applying a translation, we may assume that β = 0. If no eigenvalue of A is within a distance ε of this, then A is invertible. Since A is normal, we have A −1 = 1/min|α j | < 1/ε. Hence Let A(t) = (1 − t)A + tB, 0 ≤ t ≤ 1, be the straight line segment joining A and B. Then A − A(t) = tε, and so all eigenvalues of A(t) also lie in the disks D j . By a wellknown continuity principle, as t moves from 0 to 1 the eigenvalues of A(t) trace continuous curves starting at the eigenvalues of A and ending at those of B. None of these curves can jump from one of the disks D j to another. So if we start with m j such curves in D j , then we must end up with exactly as many. This proves the theorem.
We remark that the reasoning in the second part of the proof above is much used in complex analysis around the Argument Principle.
Can the local estimate of Theorem 3 be extended to a global one? Let N be the set of all normal matrices of a fixed size n. If A is in N, then so is tA for all real t. Thus N is a path connected set. Let γ(t), 0 ≤ t ≤ 1, be a continuous curve in N, and let γ(0) = A, γ(1) = B. We say γ is a normal path joining A and B. The length of γ with respect to the norm · is defined, as usual, by
where the supremum is taken over all partitions of [0, 1] as 0 = t 0 < t 1 < · · · < t m = 1. If this length is finite, γ is said to be rectifiable. If γ(t) is a piecewise C 1 function, then
From Theorem 3 it is not difficult to obtain, using familiar ideas in differential geometry, the following.
Theorem 4. Let A and B be normal matrices, and let γ be a rectifiable normal path joining A and B. Then
If we could find the length of the shortest normal path joining A and B, then (16) would give a good estimate for d (Eig A, Eig B) . The set N does not have an easily tractable geometric structure, and the norm · is not Euclidean. So we are dealing here with non-Riemannian geometry (Finsler geometry) of a complicated set. Nevertheless, interesting information can be extracted from (16).
In a variety of special cases Theorem 4 leads to the inequality (4). For example, this is the case when A and B lie in a "flat" part of N. By this we mean that the entire line segment γ(t) = (1 − t)A + tB is in N. A small calculation shows that this is the case if and only if A, B, and A − B are normal. In particular, this clearly is the case when A and B are Hermitian.
Much more interesting is the fact that there are sets in N that are not affine but are "metrically flat". We say that a subset S of N is metrically flat, if any two points A and B of S can be joined by a path γ that lies entirely within S and has length A − B . An interesting example is given by the following theorem.
Theorem 5. Let S consist of all n × n matrices of the form zU where z is a complex number and U is a unitary matrix. Then S is a metrically flat subset of N.
Proof Any two elements of S can be represented as A 0 = r 0 U 0 and A 1 = r 1 U 1 , where r 0 and r 1 are nonnegative real numbers. Choose an orthonormal basis in which the unitary matrix U 1 U −1 0 is diagonal:
Let K = diag (iθ 1 , . . . , iθ n ). Then K is a skew-Hermitian matrix whose eigenvalues are in (−iπ, iπ]. We have
This last quantity is the length of the straight line joining the points r 0 and r 1 exp(iθ 1 ). If |θ 1 | < π, this line segment can be parametrised as r(t) exp(itθ 1 ), 0 ≤ t ≤ 1. The equation above can then be expressed as
Let A(t) = r(t)e tK U 0 , 0 ≤ t ≤ 1. This is a smooth curve in S joining A 0 and A 1 , and its length is
since e tK U 0 is unitary. But
The last three equations show that the path A(t) joining A 0 and A 1 has length A 0 − A 1 . If |θ 1 | = π, the argument above is not needed. In this case A 0 −A 1 = |r 0 −r 1 exp(iθ 1 )| = r 0 + r 1 . This is the length of the piecewise linear path joining A 0 to 0 and then to A 1 .
Theorems 4 and 5 together show that the inequality (4) is true when A and B are scalar multiples of unitaries. Theorem 4, in a more general form, and with a different proof was given in [B1] . Theorem 5 was first proved in [BH] .
When n = 2, the entire set N is metrically flat. This can be seen as follows. Let A and B be 2 × 2 normal matrices. The eigenvalues of A and those of B lie either on two parallel lines, or on two concentric circles. In the first case, we may assume that the lines are parallel to the real axis. Then the skew-Hermitian part of A − B is a scalar, and hence A − B is normal. We have seen that in this case the line segment joining A and B lies in N. In the second case, if α is the common centre of the two circles, then A and B are in the set αI + S, which is metrically flat.
Since the inequlaity (4) is not always true for 3 × 3 normal matrices, the set N is not metrically flat when n ≥ 3. We have identified some interesting metrically flat subsets of N. There may well be others.
An intriguing problem, that seems hard, is that of finding a "curvature constant" for the set N. For each n, let k(n) be the smallest number with the following property. Given any two n × n normal matrices A and B there exists a normal path γ joining them such that
We know that k(2) = 1, and k(3) > 1. Is the sequence k(n) bounded? If so, is the supremum of k(n) some familiar number like, say, π/2?
It will be appropriate to end with a related story in which Wielandt played an important role. In 1950, V. B. Lidskii [Li] published a short note in which he gave a matrix theoretic proof of a theorem that arose in the work of F. Berezin and I. M. Gel'fand on Lie groups. This theorem says that if A and B are Hermitian matrices, then the vector Eig ↓ (A) − Eig ↓ (B) lies in the convex hull of the vectors obtained by permuting the coordinates of Eig (A − B). In another formulation, this says that for all 0 ≤ k ≤ n, and indices 1 ≤ i 1 < i 2 < · · · < i k ≤ n, we have Wielandt [Wie2] discovered a remarkable maximum principle from which he derived these inequalities as he "did not succeed in completing the interesting sketch of a proof given by Lidskii". The inequalities (1) and (10) In the intervening years it was realised that the problem has ramifications across several major areas of mathematics. The interested reader can find more about this from the expository articles [B3] , [F] , [KT] .
