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Matrix Sturm-Liouville equation with a Bessel-type singularity on a
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Abstract. The matrix Sturm-Liouville equation on a finite interval with a Bessel-type
singularity in the end of the interval is studied. Special fundamental systems of solutions for
this equation are constructed: analytic Bessel-type solutions with the prescribed behavior at
the singular point and Birkhoff-type solutions with the known asymptotics for large values of
the spectral parameter. The asymptotic formulas for Stokes multipliers, connecting these two
fundamental systems of solutions, are derived. We also set boundary conditions and obtain
asymptotic formulas for the spectral data (the eigenvalues and the weight matrices) of the
boundary value problem. Our results will be useful in the theory of direct and inverse spectral
problems.
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1. Introduction
Consider the matrix Sturm-Liouville equation on a finite interval with a Bessel-type singu-
larity in the end of the interval
− Y ′′ +
( ω
x2
+Q(x)
)
Y = λY, x ∈ (0, T ). (1)
Here Y = [yk(x)]
m
k=1 is a vector function, λ is the spectral parameter, Q(x) and ω are m ×m
matrices.
We assume that the matrix ω is diagonal, i.e. ω = diag{ω1, ω2, . . . , ωm}, ωq ∈ R, q = 1, m.
If ω is an arbitrary Hermitian matrix, one can apply the standard unitary transform, in order
to fulfill this condition. For definiteness, let ωq = ν
2
q − 14 , ν1 ≥ ν2 ≥ · · · ≥ νm > 0, νq /∈ N,
q = 1, m. Let the matrix function x1−2ν1Q(x) be integrable on (0, T ).
In this paper, we construct special fundamental systems of solutions (FSS) for equation (1)
and study asymptotic behavior of the spectral data. Our results will be useful in the theory of
direct and inverse spectral problems for systems with Bessel-type singularities.
Differential equations with regular singularities are studied intensively in recent years. The
direct and inverse spectral problems for scalar analogue of equation (1) (m = 1) have been
investigated in [1] and [2], respectively, even for the more general case of the singularities in the
both ends of the interval. These problems arose from the analysis of the differential equations
with turning points. Such equations have applications in electronics and geophysics (see, for
example, [3, 4, 5]). The case of singularities inside the interval has also been investigated [6, 7].
In papers [8, 9] the Dirac system with regular singularity was studied. The papers [10, 11] are
devoted to inverse problems for differential operators with singularities on geometrical graphs.
The approach in the mentioned papers is based on the special FSS, constructed in [12, 13]
for higher-order differential equations with the regular singularity. The first FSS is formed by
Bessel-type solutions, which are analytic in λ and have the prescribed asymptotic behavior
at the singular point. The second FSS consists of Birkhoff-type solutions with the known
behavior for large values of the spectral parameter. The two FSS are connected by the Stokes
multipliers. The asymptotics for the Stokes multipliers play a crucial role in the spectral
1
theory for operators with singularities, since they give an opportunity to analyze the behavior
of solutions and spectral characteristics for these operators.
The matrix equation (1) with the Bessel-type singularity have been studied in [15], where
inverse scattering problem, related to quantum mechanics, was solved. However, the method
of [15], based on special non-integral transforms, removing singularities, works only in some
particular cases. In paper [16], the inverse spectral problem for equation (1) on the finite
interval was studied in the more general case. The uniqueness theorem was proved.
In the present paper, we continue the research, started in [16]. We provide the construction
of the FSS for equation (1) and derive asymptotic formulas for the Stokes multipliers, which
appeared in the short note [16] without proofs. Further we set the boundary value problem
for equation (1) and obtain the asymptotics for its spectral data, consisting of the eigenvalues
and so-called weight matrices. The weight matrices equal to the residues of the Weyl matrix,
they generalize the notion of the weight numbers for the scalar Sturm-Liouville equation (see
[14]). The spectral data, considered in this paper, are natural spectral characteristics, by which
a matrix Sturm-Liouville operator can be recovered. The inverse problem by the spectral data
for the matrix Sturm-Liouville equation without singularities was studied, for example, in [17]
(see also references therein). The asymptotics for the eigenvalues and for the weight matrices
can further be used for the constructive solution of the inverse problem for equation (1). We note
that the asymptotic analysis of the spectral data of the considered problem involves difficulties,
related with the asymptotic closeness of large eigenvalues. Therefore one can not calculate
asymptotics of the weight matrices separately, but can only analyze the sums of the residues,
corresponding to some contours. Such approach allowed to solve inverse problems for matrix
Sturm-Liouville operators in [17, 18].
The paper is organized as follows. For the convenience of the reader, we provide the standard
results on the FSS for the scalar Sturm-Liouville equation with the Bessel singularity in Section
2. In Section 3, we construct the Bessel-type and the Birkhoff-type solutions for the matrix
equation (1). In Section 4, we establish the connection between two types of the solutions and
obtain asymptotics for the Stokes multipliers. In Section 5, the boundary conditions are set for
equation (1), and the notion of the spectral data is introduced. We derive asymptotic formulas
for the eigenvalues and the weight matrices in Sections 6 and 7, respectively.
Let us introduce the notation. Denote ρ :=
√
λ, Re ρ ≥ 0, τ := Im ρ. Denote the unit
m×m matrix by I, its q-th column by eq and its q-th row by e∗q. We use the following matrix
norm: ‖A‖ = max
j,k=1,m
|ajk|, A = [ajk]mj,k=1. The Wronskian 〈Z, Y 〉 := ZY ′ − Z ′Y can be used for
both scalar and matrix functions. In asymptotics, we use the symbol [I]β := I+O(ρ
−β), where
β := min{1, 2ν1}.
2. Scalar case
In this section, we briefly recall the construction of the FSS for the scalar equation
− y′′ + ω
x2
y = λy, (2)
where ω = ν2 − 1
4
, ν > 0, ν /∈ N. We adapt the results from [12, 13], where they were obtained
for the higher-order differential operators.
Let λ = 1. Then equation (2) has a fundamental system of Bessel solutions
cj(x) = x
µj
∞∑
k=0
cjkx
2k, j = 1, 2, (3)
where
µ1 =
1
2
− ν, µ2 = 1
2
+ ν,
2
cjk = (−1)kcj0
(
k∏
s=1
((2s+ µj)(2s+ µj − 1) + ω)
)−1
.
The constants cj0 can be chosen arbitrary. Fix them in such a way, that c10c20 = (2ν)
−1. Then
〈c1, c2〉 = 1. (4)
Denote by Π the complex x-plane with the cut x ≤ 0. The solutions cj(x) are analytic in Π.
Equation (2) with λ = 1 also has Jost solutions
e1(x) = e
ix −
∫ ∞
x
sin(x− t)ω
t2
e1(t) dt, Im x > 0,
e2(x) = e1(−x), Im x < 0. (5)
Here the integral is taken along the ray {t : arg t = arg x, |t| ∈ (|x|,+∞)}. The functions
e1(x) and e2(x) are analytic in the upper and the lower half-plane, respectively. They can be
represented in the form
ek(x) = β
0
k1c1(x) + β
0
k2c2(x), k = 1, 2, (6)
with some constants β0kj. Relation (6) gives an analytic continuation of ek(x) into the whole Π.
One can show that the following asymptotic relations hold for ν = 0, 1:
e
(ν)
1 (x) = i
ν exp(ix)(1 +O(x−1)), e
(ν)
2 (x) = (−i)ν exp(−ix)(1 +O(x−1)), x ∈ Π, |x| → ∞.
Hence
〈e1, e2〉 = −2i. (7)
It follows from (5) and (6), that
β02j = exp(ipiµj)β
0
1j , j = 1, 2. (8)
By virtue of (4), (7) and (6), det[β0kj]k,j=1,2 = −2i. Consequently,
β011β
0
12 =
1
4i sin ν
.
Now consider equation (2) for λ = ρ2, Re ρ ≥ 0, x > 0. Obviously, the functions
cj(x, λ) = ρ
−µjcj(ρx), j = 1, 2, ek(x, ρ) = ek(ρx), k = 1, 2, (9)
form FSS for it. The solutions cj(x, λ) are entire in λ, while ek(x, ρ) are analytic in ρ for
Re ρ > 0, continuous for Re ρ ≥ 0, |ρ| ≥ ρ∗ and satisfy the estimates
|e(ν)k (x, ρ)((−1)k−1iρ)ν exp((−1)k−1iρx)− 1| ≤
M0
|ρ|x, |ρ|x ≥ 1, ν = 0, 1, k = 1, 2. (10)
with some constant M0.
The relations (6) yield
ek(x, ρ) = β
0
k1ρ
µ1c1(x, λ) + β
0
k2ρ
µ2c2(x, λ), k = 1, 2. (11)
Consequently, in view of (3) and (9), we have
ek(x, ρ) = O((ρx)
µ1), |ρ|x < 1, k = 1, 2. (12)
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3. Bessel-type and Birkhoff-type solutions for the matrix equation
The matrix equation (1) with Q(x) ≡ 0 splits into m scalar equations, and therefore it
has matrix solutions Cj(x, λ) = diag {cjq(x, λ)}mq=1, Ej(x, ρ) = diag {ejq(x, ρ)}mq=1, ρ =
√
λ,
Re ρ ≥ 0, j = 1, 2, where cjq(x, λ) and ejq(x, ρ) are constructed like cj(x, λ) and ej(x, ρ) in
Section 2, respectively, with νq instead of ν. In particular, µ1q =
1
2
− νq, µ2q = 12 + νq, q = 1, m.
Let Sj(x, λ) and S
∗
j (x, λ), j = 1, 2, be the matrix solutions of the following integral equations
Sj(x, λ) = Cj(x, λ)−
∫ x
0
G(x, t, λ)Q(t)Sj(t, λ) dt, (13)
S∗j (x, λ) = Cj(x, λ)−
∫ x
0
S∗j (t, λ)Q(t)G(x, t, λ) dt. (14)
where G(x, t, λ) = C2(x, λ)C1(t, λ)− C1(x, λ)C2(t, λ).
Along with equation (1), consider the following equation
− Z ′′ + Z
( ω
x2
+Q(x)
)
= λZ, x ∈ (0, T ), (15)
where Z = Z(x) is a row vector.
The matrix-functions Sj(x, λ) and S
∗
j (x, λ), j = 1, 2, are called Bessel-type solutions for
equations (1) and (15), respectively. They have the following properties [16]:
1. The columns of the matrices Sj(x, λ), j = 1, 2, and the rows of the matrices S
∗
j (x, λ),
j = 1, 2, form FSS for equations (1) and (15).
2. For each fixed x ∈ (0, T ), the matrix functions S(ν)j (x, λ) S∗(ν)j (x, λ) are entire in the
λ-plane.
3. The following asymptotic formulas are valid as x→ 0, j = 1, 2, q = 1, m:
Sj(x, λ)eq = O(x
µjq), e∗qS
∗
j (x, λ) = O(x
µjq), (16)
x−µjq (Sj(x, λ)− Cj(x, λ))eq = o(x2ν1), x−µjqe∗q(S∗j (x, λ)− Cj(x, λ)) = o(x2ν1), (17)
4. The following relations hold
〈S∗j (x, λ), Sk(x, λ)〉 = (−1)j−1δjkI, j, k = 1, 2, (18)
where δjk is the Kronecker delta.
In the next theorem, we construct the so-called Birkhoff-type solutions with the prescribed
behavior as |ρ| → ∞.
Theorem 1. Let Ω0 = {ρ : arg ρ ∈ (0, pi/2), |ρ| > ρ∗}, Ω−1 = {ρ : arg ρ ∈ (−pi/2, 0), |ρ| > ρ∗}.
In each fixed sector Ωk0 (k0 ∈ {0, 1}) there exist matrix functions Yk(x, ρ), k = 1, 2, whose
columns form FSS for equation (1) and satisfy the following conditions:
(i1) For each fixed x ∈ (0, T ), the matrix functions Y (ν)k (x, ρ) are analytic in Ωk0 and
continuous in Ωk0 for sufficiently large ρ
∗.
(i2) For x ∈ (0, T ], ρ ∈ Ωk0, |ρx| ≥ 1, ν = 0, 1, the following asymptotic formulas are valid:
Y
(ν)
1 (x, ρ) = (iρ)
ν exp(iρx)[I]β , Y
(ν)
2 (x, ρ) = (−iρ)ν exp(−iρx)[I]β , |ρ| → ∞ (19)
where [I]β =
(
I +O(ρ−β)
)
, β = min{1, 2ν1}.
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Proof. For definiteness, consider the sector Ω0. The arguments for Ω−1 are similar. Consider
the integral equations
Y1(x, ρ) = E1(x, ρ) +
1
2iρ
∫ x
0
E1(x, ρ)E2(t, ρ)Q(t)Y1(t, ρ) dt
+
1
2iρ
∫ T
x
E2(x, ρ)E1(t, ρ)Q(t)Y1(t, ρ) dt, (20)
Y2(x, ρ) = E2(x, ρ) +
1
2iρ
∫ x
0
(E1(x, ρ)E2(t, ρ)− E2(x, ρ)E1(t, ρ))Q(t)Y2(t, ρ) dt. (21)
Obviously, their solutions Yk(x, ρ), k = 1, 2, formally satisfy (1). Denote for k = 1, 2
uk(x, ρ) =
Yk(x, ρ)
(ρx)µ11
, u0k(x, ρ) =
Ek(x, ρ)
(ρx)µ11
|ρx| < 1, (22)
uk(x, ρ) =
Yk(x, ρ)
exp((−1)k−1iρx) , u
0
k(x, ρ) =
Ek(x, ρ)
exp((−1)k−1iρx) , |ρx| ≥ 1.
Note that by virtue of (10) and (12), u0k(x, ρ) = O(1), x ∈ (0, T ], ρ ∈ Ω0.
The equations (20) and (21) can be rewritten in the form
uk(x, ρ) = u
0
k(x, ρ) +
∫ T
0
Kk(x, t, ρ)uk(t, ρ) dt, k = 1, 2. (23)
The kernel K1(x, t, ρ) takes the form
|ρx| < 1: K1(x, t, ρ) =


1
2iρ
u01(x, ρ)u
0
2(t, ρ)(ρt)
2µ11Q(t), 0 < t < x,
1
2iρ
u02(x, ρ)u
0
1(t, ρ)(ρt)
2µ11Q(t), x < t < 1
|ρ|
,
1
2iρ
u02(x, ρ)u
0
1(t, ρ) exp(2iρt)Q(t),
1
|ρ|
< t < T,
|ρx| ≥ 1: K1(x, t, ρ) =


1
2iρ
u01(x, ρ)u
0
2(t, ρ)(ρt)
2µ11Q(t), 0 < t < 1
|ρ|
,
1
2iρ
u02(x, ρ)u
0
1(t, ρ) exp(2iρt)Q(t),
1
|ρ|
< t < x,
1
2iρ
u02(x, ρ)u
0
1(t, ρ) exp(2iρt)Q(t), x < t < T.
Similar representations can be written for K2(x, t, ρ). Clearly,∫ T
0
‖Kk(x, t, ρ)‖ dt ≤ C|ρ|−β , x ∈ (0, T ], ρ ∈ Ω0, k = 1, 2. (24)
Therefore the solutions of (23) can be found by the method of successive approximations for
|ρ| > ρ∗, if ρ∗ is sufficiently large. The solutions uk(x, ρ) are analytic in Ω0, continuous in Ω0
and satisfy the estimates
‖uk(x, ρ)‖ ≤ C, ‖uk(x, ρ)− u0k(x, ρ)‖ ≤
C
|ρ|−β , x ∈ (0, T ], ρ ∈ Ω0.
Consequently, the conditions (i1) and (i2) are fulfilled for the solutions Yk(x, ρ), k = 1, 2, of
(20), (21).
4. Stokes multipliers
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In this section, we investigate the connection between the Bessel-type and the Birkhoff-type
solutions. Clearly, there exist matrix coefficients Bkj(ρ), called the Stokes multipliers, such that
Yk(x, ρ) = S1(x, λ)Bk1(ρ) + S2(x, λ)Bk2(ρ), k = 1, 2. (25)
For the case Q(x) ≡ 0, we have
Ek(x, ρ) = C1(x, λ)B
0
k1(ρ) + C2(x, λ)B
0
k2(ρ) (26)
Recall that the matrices Cj(x, λ) and Ek(x, ρ), j, k = 1, 2, are diagonal. In view of (11),
B0kj(ρ) = Dj(ρ)B
0
kj, Dj(ρ) = diag{ρµjq}mq=1, B0kj = diag{β0kjq}mq=1.
The following theorem presents asymptotic formulas for the Stokes multipliers Bkj(ρ). These
asymptotics play a crucial role in the analysis of direct and inverse problems for equation (1).
Further we use these relations in order to derive asymptotic formulas for the solutions Sj(x, λ)
as |λ| → ∞, and for the spectral characteristics of equation (1).
Theorem 2. The following relations hold
Bkj(ρ) = Dj(ρ)B
0
kj[I]β , Re ρ ≥ 0, |ρ| → ∞, k, j = 1, 2. (27)
In order to prove Theorem 2, we need the following auxiliary lemma.
Lemma 1. The vector functions
F1q(x, ρ) = e
∗
q(E1(x, ρ)− Y1(x, ρ))(ρx)−µ1q , (28)
F2q(x, ρ) = (F1q(x, ρ)− c−110q cˆ1q(x, λ)F1q(0, ρ))(ρx)µ1q−µ2q , q = 1, m, (29)
are continuous at x = 0 and
Fkq(0, ρ) = O(ρ
−β), ρ ∈ Ω0, |ρ| → ∞, k = 1, 2, q = 1, m. (30)
Here cˆjq(x, λ) := x
−µ1qcjq(x, λ), and c10q is the coefficient in the series (3) for c1q(x).
Proof. Fix q = 1, m. It follows from (23) and (28), that
− F1q(x, ρ) = e∗q(ρx)µ11−µ1q
∫ T
0
K1(x, t, ρ)u1(t, ρ) dt, (31)
where K1 and u1 were defined in the proof of Theorem 1. We are interested in the case |ρx| < 1,
x→ 0, ρ ∈ Ω0. The relations (22) and (11) imply
e∗q(ρx)
µ11−µ1qu0k(x, ρ) = (ρx)
−µ1qekq(x, ρ)e
∗
q =
[
β0k1q cˆ1q(x, λ) + β
0
k2q(ρx)
µ2q−µ1q cˆ2q(x, λ)
]
e∗q , (32)
for k = 1, 2. This expression tends to β0k1qc10q, as x → 0. Consequently, the kernel
e∗q(ρx)
µ11−µ1qK1(x, t, ρ) is continuous at x = 0 and satisfies the estimate, similar to (24), uni-
formly by x in the neighborhood of 0. Hence (30) is valid for F1q.
Let us prove (30) for F2q. Substitute the representation for K1(x, t, ρ) and (32) into (31):
− F1q(x, ρ) = 1
2iρ
∫ x
0
[
β011q cˆ1q(x, λ) + (ρx)
µ2q−µ1qβ012q cˆ2q(x, λ)
]
(ρt)2µ11e∗qu
0
2(t, ρ)Q(t)u1(t, ρ) dt
+
1
2iρ
∫ 1
|ρ|
x
[
β021q cˆ1q(x, λ) + (ρx)
µ2q−µ1qβ022q cˆ2q(x, λ)
]
(ρt)2µ11e∗qu
0
1(t, ρ)Q(t)u1(t, ρ) dt
6
+
1
2iρ
∫ T
1
|ρ|
[
β021q cˆ1q(x, λ)+(ρx)
µ2q−µ1qβ022q cˆ2q(x, λ)
]
exp(2iρt)e∗qu
0
1(t, ρ)Q(t)u1(t, ρ) dt, |ρx| < 1,
− c−110q cˆ1q(x, λ)F1q(0, ρ) =
1
2iρ
∫ 1
|ρ|
0
β021q cˆ1q(x, λ)(ρt)
2µ11e∗qu
0
1(t, ρ)Q(t)u1(t, ρ) dt
+
1
2iρ
∫ T
1
|ρ|
β021q cˆ1q(x, λ) exp(2iρt)e
∗
qu
0
1(t, ρ)Q(t)u1(t, ρ) dt.
Now substitute these two relations into (29). Clearly, the terms with cˆ2q(x, λ) after multipli-
cation by (ρx)µ1q−µ2q are continuous at x = 0 and fulfill the estimate O(ρ−β) uniformly with
respect to x. The terms with cˆ1q(x, λ) vanish in the integrals by (x,
1
|ρ|
) and ( 1
|ρ|
, T ). Under the
integral by (0, x), we have
cˆ1q(x, λ)e
∗
q(β
0
11qu
0
2(t, ρ)− β021qu01(t, ρ)) = cˆ1q(x, λ)(β011qe2(t, ρ)− β021qe1(t, ρ))(ρt)−µ11e∗q .
Using (11), one can easily derive
β011qe2(t, ρ)− β021qe1(t, ρ) = (β011qβ022q − β021qβ012q)cˆ2(t, λ)(ρt)µ2q .
So we have the following integral
1
ρ
∫ x
0
cˆ1q(x, λ)cˆ2(t, λ)(ρx)
µ1q−µ2q(ρt)µ2q−µ11(ρt)2µ11e∗qQ(t)u1(t, ρ) dt. (33)
Since t < x and |ρx| < 1, we can estimate
|(ρx)µ1q−µ2q(ρt)µ2q−µ11 | ≤ |ρx|µ1q−µ11 ≤ 1.
Consequently, the integral (33) is continuous at x = 0 and fulfill the estimate O(ρ−β). Thus,
the lemma is proved for F2q.
Proof of Theorem 2. Let us prove the relations (27) for ρ ∈ Ω0. The case ρ ∈ Ω−1 is analogous.
The relations (25), (26) and (28) yield
F1q(x, ρ) = e
∗
q
2∑
j=1
(ρx)−µ1qCj(x, λ)(B
0
1j(ρ)−B1j(ρ))+e∗q
2∑
j=1
(ρx)−µ1q (Sj(x, λ)−Cj(x, λ))B1j(ρ),
q = 1, m. (34)
Taking x = 0 and using (16), (17), (3), (9) and (30), we obtain
F1q(0, ρ) = ρ
−µ1qc10qe
∗
q(B
0
11(ρ)− B11(ρ)) = O(ρ−β), |ρ| → ∞. (35)
This relation implies (27) for k = j = 1. Using (29) and (35), we get
F2q(x, ρ) =
(
F1q(x, ρ)− e∗q(ρx)−µ1qC1(x, λ)(B011(ρ)−B11(ρ))
)
(ρx)µ1q−µ2q .
Taking x = 0 and using (34), (16), (17) and (30), we derive the estimate
F2q(0, ρ) = ρ
−µ2qc2q0e
∗
q(B
0
12(ρ)− B12(ρ)) = O(ρ−β), |ρ| → ∞.
Thus, the relation (27) holds for k = 1, j = 2. The proof for k = 2 is analogous.
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Lemma 2. The following asymptotic formulas hold for ν = 0, 1, x ∈ (0, T ], Re ρ ≥ 0, |ρ| → ∞:
S
(ν)
1 (x, λ) =
i
2
(
(iρ)ν exp(iρx)B022[I]β − (−iρ)ν exp(−iρx)B012[I]β
)
(D1(ρ))
−1,
S
(ν)
2 (x, λ) =
i
2
(−(iρ)ν exp(iρx)B021[I]β + (−iρ)ν exp(−iρx)B011[I]β)(D2(ρ))−1.
Proof. Using (25) and (27), one can easily derive the relations
S1(x, λ) = Y1(x, ρ)B
∗
22(ρ)− Y2(x, ρ)B∗12(ρ),
S2(x, λ) = −Y1(x, ρ)B∗21(ρ) + Y2(x, ρ)B∗11(ρ),
where
B∗kj(ρ) = B
0
kj [I]β(Dj(ρ))
−1, j, k = 1, 2.
Using (19), we immediately arrive at the claim of the lemma.
5. Spectral data
In this section, we introduce boundary conditions for equation (1) and the notion of spectral
data for the boundary value problem.
Introduce the linear forms σ1(Y ) := −〈S∗2(x, λ), Y 〉, σ2(Y ) := 〈S∗1(x, λ), Y 〉. In view of (18),
we have σj(Sk) = δjkI. Note that for the classical matrix Sturm-Liouville equation we have
σ1(Y ) = Y (0), σ2(Y ) = Y
′(0).
Consider the boundary value problem L = L(Q, h,H) for equation (1) with the boundary
conditions
U(Y ) := σ2(Y )− hσ1(Y ) = 0, (36)
V (Y ) := Y ′(T ) +HY (T ) = 0,
where h and H are m×m matrices. One can also take the Dirichlet-type boundary condition
σ1(Y ) = 0 at x = 0. If νm ≥ 12 , it is equivalent to the standard Dirichlet boundary condition
Y (0) = 0. Similarly, one can investigate the matrix Sturm-Liouville equation with Bessel-type
singularities at the both ends of the interval. Then both boundary conditions take the form
similar to (36).
Let Φ(x, λ) be the matrix solution of equation (1), satisfying the conditions U(Φ) = I,
V (Φ) = 0. The matrix function M(λ) := σ1(Φ(x, λ)). is called the Weyl matrix of the problem
L. The Weyl matrix is a natural spectral characteristic for matrix Sturm-Liouville operators
(see [17, 18]). It generalizes the notion of the Weyl function for the scalar case m = 1 (see
[19, 14]).
Let ϕ(x, λ) be the matrix solution of equation (1) under initial conditions σ1(ϕ) = I,
σ2(ϕ) = h. Obviously,
ϕ(x, λ) = S1(x, λ) + S2(x, λ)h, (37)
Φ(x, λ) = S2(x, λ) + ϕ(x, λ)M(λ), M(λ) = −(V (ϕ))−1V (S2). (38)
The eigenvalues of the boundary value problem L coincide with the zeros of the characteristic
function ∆(λ) := V (ϕ(x, λ)). We denote the eigenvalues, counting with their multiplicities, by
{λp}p≥1, |λp| ≤ |λp+1|. The Weyl matrix M(λ) is meromorphic in λ and its poles coincide with
the eigenvalues of L. Assume that all the poles of M(λ) are simple. Note that in this case
the multiplicities of the eigenvalues (the number of the corresponding vector eigenfunctions)
equal to the multiplicities of the zeros of the analytic function ∆(λ) (the proof is similar to
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[17, Lemma 4]). We will call the residues αp := Res
λ=λp
M(λ) the weight matrices. The collection
{λp, αp}p≥1 is called the spectral data of the problem L. One can easily show that
M(λ) =
∞∑
p=1
αp
mp(λ− λp) . (39)
Here mp is the multiplicity of the eigenvalue λp.
In [16] the inverse problem is studied, which consists in recovering of the boundary value
problem L from the Weyl matrix. In view of (39), this problem is equivalent to the following
one.
Inverse problem. Given the spectral data {λp, αp}p≥1, determine Q, h and H .
Moreover, we will show that the matrix ω can also be determined uniquely from the spectral
data.
We plan to devote a separate paper to the formulated inverse problem. In the next two
sections of this paper, we derive asymptotic formulas for λp and αp. They will be useful for the
solution of the inverse problem.
6. Asymptotics of the eigenvalues
In order to obtain asymptotic formulas for the eigenvalues, we need the following auxiliary
result.
Lemma 3. Let {δn}n≥1 and {γn}n≥1 be two sequences of nonzero numbers, such that
δkn + a1nδ
k−1
n + a2nδ
k−2
n + · · ·+ ak−1,nδn + akn = 0, n ∈ N, (40)
where
ajn =
j∑
l=0
O(γln) · o(δj−ln ).
Then δn = O(γn) as n→∞.
Proof. Suppose that, on the contrary, there exists such subsequence {δnp}p≥1, that γnp = o(δnp)
as p → ∞. Then anpj = o(δjnp) and, in view of (40), δknp = o(δknp), that is impossible. Hence
δn = O(γn), n→∞.
Theorem 3. The eigenvalues {λp}p≥p0, starting from some number p0, can be renumbered by
two indices (n, q) in such a way, that the following relations hold:
ρnq :=
√
λnq =
pi
T
(
n+
{µ1q
2
}
+O(n−β)
)
, n ∈ N, n ≥ n0, q = 1, m, (41)
where {.} stands for the fractional part: {µ1q
2
} ∈ [0, 1), µ1q
2
− {µ1q
2
} ∈ Z.
Proof. Let us start with an asymptotic formula for ∆(λ). It follows from Lemma 2 and (37),
that
ϕ(ν)(x, λ) =
i
2
(
(iρ)ν exp(iρx)B022[I]β − (−iρ)ν exp(−iρx)B012[I]β
)
(D1(ρ))
−1,
where ν = 0, 1, x ∈ (0, T ], Re ρ ≥ 0, |ρ| → ∞. Consequently,
V (ϕ) = −ρ
2
(
exp(iρT )B022[I]β + exp(−iρT )B012[I]β
)
(D1(ρ))
−1, (42)
∆(ρ2) = (−2)mρP det(exp(iρT )B022 + exp(−iρT )B012 +O(exp(|τ |T ))), |ρ| → ∞, (43)
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where P :=
m∑
q=1
µ2q, τ = Im ρ. The function
∆0(ρ) := (−2)mρP det(exp(iρT )B022 + exp(−iρT )B012)
is analytic for Reρ > 0, and using (8), one can easily find its zeros (counting with their
multiplicities):
ρ0nq =
pi
T
(
n+
{µ1q
2
})
, n ∈ N, q = 1, m.
It is easy to show that
|∆0(ρ)| ≥ Cδ|ρ|P exp(m|τ |T ), (44)
ρ ∈ Gδ := {ρ : Im ρ ≥ 0, |ρ| ≥ δ, |ρ− ρ0nq| ≥ δ, n ∈ N, q = 1, m}, δ > 0.
The estimates (43) and (44) imply |∆(ρ2) − ∆0(ρ)| < |∆0(ρ)| for sufficiently large ρ ∈ Gδ.
Consider the contours γnq = {ρ : |ρ − ρ0nq| = δ}, where δ is so small, that γnq with distinct
centers do not intersect. By virtue of Rouche’s theorem, the function ∆(ρ2) and ∆0(ρ) have
the same number of zeros inside the contours γnq for sufficiently large n ≥ n0. Applying
Rouche’s theorem for the contours
ΓR := ∂SR, SR := {ρ : Re ρ > 0, |ρ| > 1, |ρ| < R}
for such R that ΓR ⊂ Gδ, we show that the functions ∆(ρ2) and ∆0(ρ) have the same number
of zeros in SR. Consequently, all zeros of ∆(ρ
2) with sufficiently large |ρ| lie inside the circles
γnq. Since δ > 0 can be chosen arbitrarily small, the square roots of the eigenvalues λp, p ≥ p0
admit the asymptotic representations
ρnq = ρ
0
nq + δnq, n ≥ n0, q = 1, m, (45)
where δnq = o(1) as n→∞.
It remains to show that δnq = O(n
−β). Fix q = 1, m. Substitute ρ = ρnq in the form (45)
into the relation ∆(ρ2) = 0. Using the asymptotic formula (43), one can easily obtain for the
sequence {δnq}n≥n0 the relations in the form (40) with γn = n−β. Applying Lemma 3, we arrive
at the assertion of the theorem.
Corollary 1. The number p0−n0m, which characterizes the “shift” of the spectrum with respect
to the sequence {(ρ0nq)2}n≥0,q=1,m, does not depend on Q(x), h and H. It depends only on the
matrix ω.
Proof. First of all, note that the number p0 − n0m does not depend on the choice of n0.
Consider the boundary value problem L˜ := L(Q˜, h˜, H˜), Q˜ = h˜ = H˜ = 0. Its characteristic
function ∆˜(ρ2) satisfies the estimates (43) and (44) for sufficiently large ρ ∈ Gδ. Therefore one
can apply Rouche’s theorem to the functions ∆˜(λ) and ∆(λ) − ∆˜(λ) on the contour ΘR :=
{λ : |λ| = R} with sufficiently large R, such that {ρ : ρ2 ∈ ΘR} ⊂ Gδ. Thus, the problems L
and L˜ have the same number of the eigenvalues in the region intΘR, and the other eigenvalues
of the both problems satisfy (41). This fact immediately yields the claim.
Corollary 2. If all the numbers {µ1q
2
}, q = 1, m, are distinct, then the poles λnq of the Weyl
matrix M(λ) are simple for sufficiently large values of n.
7. Asymptotics of the weight matrices
Consider the eigenvalues λnq, n ≥ n0, q = 1, m, numbered in accordance with Theorem 3.
Let mnq be their multiplicities, and
αnq = Res
λ=λnq
M(λ).
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Denote Jq =
{
s :
{
µ1s
2
}
=
{
µ1q
2
}}
. In this section, we calculate the asymptotics of the
sums
∑
s∈Jq
m−1nsαns as n → ∞. Each of these sums corresponds to the values ρnq inside one of
the contours γnq = {ρ : |ρ− ρ0nq| = δ}, defined in the proof of Theorem 3. The matrices αns are
multiplied by m−1ns in order to count the residues at equal poles only once.
Theorem 4. The following relation holds for n ≥ n0:∑
s∈Jq
m−1nsαns =
pin
T
D1
(pin
T
)
(Aq +O(n
−β))
(
D2
(pin
T
))−1
, q = 1, m, (46)
where Aq = [Aq,jk]
m
j,k=1,
Aq,jk =
{
θj , j = k and j ∈ Jq,
0, otherwise,
θj = −
β011j
iTβ012j
(1− exp(−2piiνj)) 6= 0.
Proof. Using Lemma 2, we obtain
V (S2) =
ρ
2
(
exp(iρT )B021[I]β + exp(−iρT )B011[I]β
)
(D2(ρ))
−1, |ρ| → ∞. (47)
The relations (41), (38), (42) and (47) imply
M(ρ2) = −(V (ϕ))−1V (S2) = D1(ρ)
(
exp(iρT )B022 + exp(−iρT )B012 +O(exp(|τ |T )ρ−β)
)−1
· (exp(iρT )B021 + exp(−iρT )B011 +O(exp(|τ |T )ρ−β))(D2(ρ))−1, |ρ| → ∞. (48)
The following function
M0(ρ) = D1(ρ)
(
exp(iρT )B022 + exp(−iρT )B012)
)−1(
exp(iρT )B021 + exp(−iρT )B011
)
(D2(ρ))
−1.
is meromorphic for Re ρ > 0.
Fix q = 1, m. By virtue of the residue theorem
∑
s∈Jq
m−1ns αns =
∑
s∈Jq
m−1ns Res
ρ=ρns
(2ρM(ρ2)) =
1
2pii
∫
γnq
(2ρM(ρ2)) dρ (49)
for sufficiently large n. It follows from (41) and (48), that
1
2pii
∫
γnq
(2ρM(ρ2)) dρ− 1
2pii
∫
γnq
(2ρM0(ρ)) dρ = D1
(pin
T
)
O(n1−β)
(
D2
(pin
T
))−1
. (50)
The integral of M0(ρ) can be calculated by the residue theorem. Note that the matrix function
M0(ρ) is diagonal. The s-th diagonal element M0,ss(ρ) has the only simple pole ρ
0
nq inside the
contour γnq, if s ∈ Jq, and it is analytic otherwise. Using (41) and (8), we calculate
Res
ρ=ρ0nq
(2ρM0,ss(ρ)) = lim
ρ→ρ0nq
(ρ− ρ0nq) · 2ρ1+µs1−µs2
exp(iρT )β021s + exp(−iρT )β011s
exp(iρT )β022s + exp(−iρT )β012s
= 2
(pin
T
)1−2νs
(1 +O(n−1))
β011s(exp(iρ
0
nqT ) exp(ipiµ1s) + exp(−iρ0nqT ))
iTβ012s(exp(iρ
0
nqT ) exp(ipiµ2s)− exp(−iρ0nqT ))
= θs
(pin
T
)1−2νs
(1 +O(n−1)).
Combining this result with (49) and (50), we arrive at (46).
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Corollary 3. The matrix ω is uniquely determined by the weight matrices {αp}p≥1 or by the
Weyl matrix M(λ).
Indeed, the numbers νq, q = 1, m, can be found from the diagonal elements of the sums∑
s∈Jq
m−1nsαns or the integral
1
2pii
∫
γnq
(2ρM(ρ)) dρ.
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