For a K-user interference channel, the degree of freedom (DoF) which can be achieved through interference alignment (IA) is constrained to signal space dimension governed by the number of Tx/Rx antennas. To overcome this problem, IA can be combined with interference cancellation (IC), involving a new receiver architecture associated with signaling over backhaul links among the different users, as another interference mitigation scheme which is referred to as interference alignment and cancellation (IAC). In our earlier work, by proposing an IAC graph, we have derived the necessary and sufficient conditions for the existence of closed-form solutions for IAC subject to the given DoF requirement for individual user. Furthermore, we have also shown that it can achieve the theoretically maximum possible DoF, which is 2M for MIMO system with M Tx/Rx antennas. Following our previous works on IAC, we aim to investigate the design criteria to obtain such closed-form transceivers when they exist. We first develop a general closed-form IAC transceiver design for any given DoF requirement of individual user and then, we specify how the optimal IAC transceiver can be designed to achieve the theoretically maximum DoF of 2M , beating the performance of conventional IA with much less computational complexity.
I. INTRODUCTION
I N a K-user multiple input multiple output (MIMO) Gaussian interference channel, a vector space interference alignment (IA) technique with neither time nor frequency diversity prevents interference on the desired user by causing the interference and user signals to use the different spaces provided by multiple Tx/Rx antennas. At the k-th Tx/Rx pair, a plurality of interference signals from all other (K − 1) Tx/Rx pairs are aligned to reduce the occupied space, while the remaining interference-free space is preserved for desired signals. With a limited number of Tx/Rx antennas, the interference subspace dimension reduced by IA is constrained by two factors: the maximum number of interference signals transmitted from one of the interfering sources and the aligned level for interference from the remaining (K − 1) interfering sources. First, the dimension of interference subspace after reduction would be no less than the value given by the first factor, since the interference signals from the same source could not be aligned. Then, the reduced dimension depends on the number of Tx/Rx antennas as it determines the capability of alignment operation. In order to further reduce the occupied interference subspace while expanding signal subspace under the limited number of Tx/Rx antennas, therefore, interference cancellation (IC) can be combined with vector space IA as another type of interference mitigation technique, which is referred to as interference alignment and cancellation (IAC) [1] . Under the help of IC, the number of interfering sources can be dramatically reduced in the receivers. Therefore, more dimension of signal subspace would be preserved by IAC, which would gain more degrees of freedom (DoFs) over IA for a K-user MIMO interference channel.
In the classical IA scheme, let V j and U k denote the precoding matrix at transmitter j and the zero-forcing matrix at receiver k, respectively, while H kj denotes the channel matrix from transmitter j to receiver k, j, k ∈ [1, K] . Then, the alignment conditions can be summarized as
where d k denotes the target DoF to achieve at receiver k. The conditions in (1) and (2) assure that the interference subspace j =k H kj V j is complementary to the signal subspace H kk V k at the receiver k. A few heuristic algorithms have been proposed to solve the transceivers, {V j } and {U k }, in an iterative manner [2, 3] . However, these algorithms cannot determine whether the transceivers exist for a given tuple of DoFs (d 1 , d 2 , · · · , d K ), nor is there any guarantee for converging to the optimal transceivers even when they exist. Later, the authors in [4] have shown that it is NP-hard to find {V j } and {U k } jointly by solving (1) and (2) with a given tuple of DoFs [4] . They have also proposed an iterative algorithm to solve {V j } and {U k }, which can computes a local optimal solution without resorting to a priori specification of the DoF tuple. In [4] , however, with the utility function of SIN R/(1 + SIN R), the optimized performance is not guaranteed if the interferences fail to be aligned, since it is still unknown whether the IA transceivers exist or not. In summary, the aforementioned works have raised various issues to find the IA transceivers. Obviously, IAC inherits the NP-hardness from IA in terms of finding the transceivers for a given tuple of DoFs. In our earlier work, therefore, instead of investigating the NP-hard problem for IAC, we consider suboptimal heuristics design. By proposing a symbolto-symbol (STS) alignment structure and constructing an IAC graph, we have derived the necessary and sufficient conditions for the existence of IAC transceivers [5] . In this paper, we aim to design the closed-form transceivers when they exist arXiv:2002.01667v1 [eess.SP] 5 Feb 2020 for IAC in MIMO interference channel. We first propose a general design for any given tuple of DoFs (d 1 , d 2 , · · · , d K ) that satisfies the proposed necessary and sufficient conditions. Then, we present how the optimal IAC transceivers can be designed to achieve the maximum DoFs of 2M .
The remainder of this paper is organized as follows: Section II presents the system model and reviews how IAC works in MIMO interference channel. Section III presents the proposed IAC with symbol-to-symbol alignment scheme and list the main results obtained in [5] . Section IV provides the general design principle for the closed-form IAC transceivers while providing the optimum design on them in Section V. Finally, conclusion is made and future works are suggested in the last section. Fig. 1 illustrates a MIMO interference channel, in which K transceiver pairs share the same resource while each transmitter and receiver are equipped with M antennas. Assume that transmitter j sends d j independent data streams to receiver j, incurring interferences to other receivers (d j ≤ M, j = 1, 2, · · · , K). We can further define the total DoF in the system as DoF sys = K j=1 d j . Let x j denote the transmitted signal vectors of dimension d j × 1 from the transmitter j, in which each element of the vector corresponds to one independent data symbol, denoted by x j , = 1, 2, · · · , d j . Furthermore, let H kj denote an M × M channel matrix from transmitter j to receiver k with each entry drawn independently from a continuous distribution while allowing no channel extension, and V j = [v j1 , v j2 , · · · , v jdj ] of dimension M × d j represent a transmit precoding matrix at transmitter j where each column vector is applied to each data symbol (j, k = 1, 2, · · · , K). Meanwhile, let U k of dimension M × d k be a zero-forcing matrix at receiver k and y k denote the output signal vector of dimension d k × 1 at receiver k, which is given by
II. SYSTEM MODEL
where n k ∼ N 0, σ 2 I is zero-mean additive white Gaussian noise and A H denotes a conjugate transpose of a matrix A.
As each data symbol x j is encoded by using a precoding vector v j and received through the channel as H kj v j x j at receiver k, the signal subspaceS k can be expressed by a set of signal vectors, 
signalsx k at receiver k are sent over a backhaul link to other receivers that have not performed the decoding operation yet, so that the interference effect caused by x k can be cancelled. For the purpose of successive cancellation, therefore, a decoding operation is performed in one receiver at a time. Without loss of generality, we assume that the decoding order follows from receiver 1 to K in the subsequent discussion. As receiver k can obtain the decoded signals {x j } k−1 j=1 from receivers 1 to (k − 1) through the backhaul link, an estimate of the corresponding interference k−1 j=1 H kj V j x j can be cancelled from y k , k = 2, 3, · · · , K. As a result, a set of interference vectors mitigated by IC operation can be expressed by
At the transmit side, IA operation works to precode the signals jointly, so that the interferences incurred at the receive side can be effectively aligned. As IC operation can directly subtract the interference signals in I IC k at receiver k, such a part of interference is not considered for IA operation. In other words, IA operation is responsible for only the other part of interference which is not cancelled, i.e., we have
Additionally, after a process of successive cancellation, the number of the remaining received symbols at each receiver k, given as |S k |+ I IA k = K j=k d j , decreases as the cancellation process progresses in order. As long as K j=k d j ≤ M , the desired signals can be decoded without resorting to IA operation because a total of no more than M packets can be separated by M antennas. With |S k |+ I IA k ≤ M for receiver k, it is always true that |S j | + I IA j ≤ M for j ∈ [k + 1, K] and therefore, all remaining receivers (k + 1) , (k + 2) , · · · , K can be also decoded directly without resorting to IA operation. Therefore, the decoded signals {x j } K j=k are not required to be shared for a successive cancellation purpose. If receiver k is the first receiver which satisfies |S k | + I IA k ≤ M , a new label k IAC is allocated to receiver (k − 1) so as to indicate that only the interference received at receiver 1 to k IAC is required to be aligned and furthermore, only the decoded signals {x j } kIAC j=1 have to be shared through the backhaul link for a cancellation purpose.
Consequently, two steps are required for decoding in IAC scheme. In the first step, receivers 1 to k IAC will perform the decoding operation with one receiver at a time and then, the decoded signals {x j } kIAC j=1 are shared with receivers (j + 1) to K through a backhaul link for cancellation. In the second step, all other receivers, indexed by (k IAC + 1), (k IAC + 2), · · · , and K, decode their own signals simultaneously. Note that additional process of sending the decoded packets over the backhaul link in the first step is considered as overhead. For simplicity, here we roughly measure the corresponding overhead by counting the number of receivers, to which a decoded packet has to be sent over the backhaul link. For example, if x 1 has been decoded at receiver 1, it would be sent to all other (K − 1) receivers. Thus, the overhead associated with x 1 is counted as (K − 1) packets. Similarly, x j will have the overhead of (K − j) packets. Note that its overhead is zero for j > k IAC . Let O sys denote the total overhead associated with the whole system, given as
III. INTERFERENCE ALIGNMENT AND CANCELLATION
WITH SYMBOL-TO-SYMBOL ALIGNMENT SCHEME In our earlier work [5] , instead of investigating the NPhard problem for a joint transceiver design, we consider a design of the transmitter {V j } first and then the receiver {U k } for IAC. Aiming for a successful decoding at each receiver k, the transmitter {V j } should be designed so that the signal subspaceS k can be complimentary to the interference subspaceĨ k . This indicates two constraints to meet: first,S k andĨ k should be linearly independent; second, the dimension ofS k andĨ k should satisfy the following condition:
where dim (A) corresponds to the cardinality of a basis for a vector space A. As channel matrices {H kj } are given,S k andĨ k can be determined as long as the transmitter {V j } are solved, and then, the receiver {U k } can always be found in the left null space ofĨ k . In order to meet the two constraints given in the above for {V j }, we have proposed a symbolto-symbol (STS) alignment structure for IAC in [5] , based on which an IAC graph has been constructed so that the necessary and sufficient conditions for the existence of closedform transceiver solutions can be derived.
In this section, we first briefly review the STS alignment structure. Then, we give an illustrative example to show how IAC with STS alignment scheme works in MIMO interference channel. At last, a notion of IAC graph is reviewed and then, the associated results are also discussed.
A. Symbol-to-symbol (STS) alignment structure: Overview
The constraint on V j in (4) motivates us to alignĨ k onto a set of basis vectors with dimension Z k = Mdim(S k ). As the interference vectors in I IC k can be cancelled directly and do not burden on the dimension ofĨ k , only the interference vectors in I IA k are considered for alignment. The STS alignment structure can be constructed by two steps: first, a set of basis vectors, denoted byĪ SIA k , is directly selected among interference vectors in x 13
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second, alignment is implemented between single vectors corresponding to one symbol each. OnceĪ SIA k is determined in the first step, each remaining interference vector, i f,k ∈ I IA k −Ī SIA k , will be aligned onto only one of the basis vectors,ī n,k ∈Ī SIA k , i.e., span (i f,k ) = span ī n,k . Each i f,k can be pick out only once whileī n,k can be employed repeatedly. Replacing i f,k andī n,k with the detailed expression, alignment equations yielded from the STS alignment structure for user k can be represented as
where j = j indicates that the interferences coming from the same user cannot be aligned [7] . Then, a complete set of linear alignment equations yielded from the STS alignment structure for a whole system is given by
B. Illustrative example
To illustrate how IAC with the STS alignment works, let us consider an example for K = 5 and M = 6 in Fig. 2 , where we assume d 1 = d 3 = 3, d 2 = 1, and d 4 = d 5 = 2, i.e., transmitting a total number of eleven data symbols at the same time 5 j=1 d j = 11 . As 5 j=3 d j = 7 > M and 5 j=4 d j = 4 < M , k IAC = 3. It implies that the receivers 4 and 5 can decode x 4 and x 5 without cancellation. In the sequel, we present a set of alignment equations Ψ = {Φ j |j = 1, 2, · · · , k IAC } for this example. At receiver 1, three desired data symbols x 11 , x 12 , and x 13 will be decoded and thus, dim(S 1 ) = 3. In order to meet (4), all other eight symbols, 
After decodingx 11 ,x 12 , andx 13 , they would be sent to the receivers 2, 3, 4, and 5 for a successive cancellation purpose.
At receiver 2, sincex 11 ,x 12 , andx 13 from receiver 1 can be subtracted by IC operation, we have I IC
to constructĪ SIA 2 , given as
Following the STS structure again, for example, Φ 2 can be constructed with the following alignment equations:
Asx 21 ,x 22 , andx 23 are decoded now in the receiver 2, they will be shared with the receivers 3, 4, and 5 for cancellation. At receiver 3, we have
and
As
has only one interference vector, it ends up with only one alignment equation, i.e.,
As k IAC = 3 in our example, the receivers 4 and 5 can decode their desired symbols without resorting to alignment operation. Consequently, we have obtained a complete set of linear alignment equations for user k ∈ [1, k IAC ], Ψ = {Φ 1 , Φ 2 , Φ 3 }. With some algebraic manipulations, Ψ can be equivalently written as where
we can set v 42 to be one of eigenvectors of F 3 . Then, the other precoding vectors
, v 41 , and {v 5 5 } d5 5=1 can be found subsequently by (8) .
C. IAC graph
In order to derive the conditions for solving V j out of Ψ for a general tuple of DoFs (d 1 , d 2 , · · · , d K ), we have constructed an IAC graph G = (P, E) in our earlier work [5] , where P and E represent a set of vertices and a set of edges, respectively. We have proven that G and Ψ have an one-to-one correspondence, i.e., each precoding vector v j j and each alignment equation in Ψ can be represented by one unique vertex and one unique edge in G, respectively, and vice versa. Each edge in the IAC graph holds a label to declare the index of Tx/Rx pair over which the alignment operation is performed.
As each symbol corresponding to i f,k ∈ I IA k −Ī SIA k is aligned onto one of unique symbols corresponding to ī n,k ∈ I IA k at receiver k, each variable may not appear in all alignment equations. Therefore, we can collect the equations that involves the same subset of variables into one subset. In other words, Ψ can be divided into several independent subsets and thus, solving the independent subsets respectively is equivalent to solving Ψ. Correspondingly, each independent subset of Ψ forms one independent connected subgraph of G. Each connected subgraph has neither an isolated vertex, nor connection to other subgraphs. Assuming that there are Q connected subgraphs, each of them denoted as G q = (P q , E q ), q = 1, 2, · · · , Q, such that G = {G 1 , G 2 , · · · , G Q }, |P| = Q q=1 |P q |, and |E| = Q q=1 |E q |, where P q and E q represent a set of vertices and a set of edges in subgraph q, respectively.
To give an intuitive illustration on the structure of IAC graph G, let us revisit the example in Subsection III (B). With Ψ given in (8) , the IAC graph G can be depicted accordingly, as shown in Fig. 3 . We that there exist only one subgraph in this example, namely, G = {G 1 }, and |P| = |E| = 8. Furthermore, the label of each edge is consistent with the index of Tx/Rx pair that is subject to the alignment operation. Note that there exists only one loop in G 1 in this example.
By analyzing the IAC graph G, the necessary and sufficient conditions for solving Ψ has been derived in [5] , which can be summarized by the following proposition:
Proposition 1: For a connected subgraph in IAC graph G, if and only if the vertices form at most one loop, the precoding vectors involved can always be solved.
Since there exists only one subgraph and only loop formed in the IAC graph of Fig. 3 , it is clear by Proposition 1 that the set of linear alignment equations Ψ in (8) is solvable. Then, it has been further proven that the solutions {v j }, j ∈ [1, K] and ∈ [1, d j ], obtained from Ψ, can always guarantee the independence ofS k andĨ k . Finally, the necessary and sufficient conditions for the existence of closed-form transceivers for IAC with the STS alignment has been proven for (K, M, J) Gaussian interference MAC system in [5] , where J is the total number of users. For J = K, (K, M, J) MAC channel reduces to the K-user MIMO channel which is considered in this paper. The necessary and sufficient conditions accordingly can be stated by the following theorem:
Theorem 1: In K-user MIMO interference channel, for a given tuple of DoF (d 1 , d 2 , · · · , d K ), the closed-form transceivers for IAC with STS alignment exist if and only if the following inequalities are satisfied:
IV. DESIGN OF A CLOSED-FORM IAC TRANSCEIVER
In the given example in Fig. 2 and Fig. 3 , a solvable set of alignment equations Ψ is available for an illustrative purpose and the corresponding IAC graph automatically satisfies Proposition 1. For any given tuple of DoFs (d 1 , d 2 , · · · , d K ) that satisfies Theorem 1, however, the set of alignment equations, Ψ, is unknown. Different from the classical IA in which a set of alignment equations is unique for a given tuple of DoFs, our STS alignment scheme for IAC provides many different possible Ψs even for the same tuple of DoFs. This is due to the fact that there are many different possibilities of selecting the basis setĪ SIA k and forming the alignment equations in (5) . Furthermore, not all of the possible Ψs are solvable. Therefore, our objective is to find solvable Ψ for any feasible tuple of DoFs.
Meanwhile, k IAC can be determined for the given DoFs of (d 1 , d 2 , · · · , d K ). Then, the associated system overhead O sys is fixed, regardless of Ψ, by the definition of O sys . There will be no difference among all possible Ψs in terms of the total achievable DoFs and system overhead. Hence, we only resort to designing one possible Ψ where the closed-form transmitters {V j } can be solved.
In this section, we establish a framework to design the closed-form transceiver that is addressed by [5] . In Subsection A, we present a design procedure to construct an IAC graph that gives our closed-form transceiver. In Subsection B, we detail how to determine the closed-from transceiver from the constructed IAC graph.
A. Construction of IAC graph for a transceiver design
Simply due to the enormous complexity involved with the different choices of selecting the basis set and forming the alignment equation, it is not efficient to check the solvability for all possible Ψs. Considering that Ψ and G have one-to-one correspondence, we will design a solvable Ψ by constructing a proper IAC graph G. Following the Proposition 1, a constraint on G for the existence of solutions for {V j } is that each subgraph G q does not form more than one loop. Besides, since the interference coming from the same transmitter cannot be aligned at any receiver as dictated in (5), the other constraint on G is that any two vertices corresponding to the same transmitter cannot be directly connected by one edge or indirectly connected through several edges with the same label.
Focusing on the main flow of the design process, we first elaborate the underlying assumptions and definitions. Considering that the decoding operation in IAC is performed in order, we assume that a design process on G also follows the same order, namely, from receiver 1 to receiver K. Initially, suppose that there exist only vertices, i.e., without any edge in G, which is denoted by a graph
As a total number of d 1 desired symbols for the 1st Tx/Rx pair will be directly cancelled by IC operation in the remaining receiver, {v 1, 1 } d1 1=1 do not appear in Ψ and therefore,
denotes the number of subgraphs in G [k] , k = 0, 1, · · · , K. Then, the edges corresponding to the alignment equations from receivers 1 to K will be added on G [0] sequentially. If one edge is added between one vertex in subgraph i and the other in subgraph j in the process of edge addition, two different subgraphs, i and j, would be merged. Let G = P, E and G [k] = P [k] , E [k] denote a temporary IAC graph in the edge-addition process and one after the edge-addition operation for receiver k, respectively. Therefore, we have P [k] = P [0] and E [k] = k i=1 |Φ i | for k = 1, 2, · · · , K. Finally, IAC graph is given by G = G [K] . Since the interferences received at receivers (k IAC + 1) to K do not require to be aligned, however, no edges are added for G [k] K k=kIAC and thus, G = G [kIAC] and Q = Q [kIAC] . Let η k and R k denote a set of vertices for the precoding vectors in interference vectors of I IA k andĪ SIA k at receiver k, respectively. Furthermore, let η k denote a set of vertices for the precoding vectors in
denote a set of reference vertices to which the vertices v j j dj j =1 have been connected, and initially we have A
The following procedure details how G is designed so as to satisfy two aforementioned constraints:
Step 1 (Initialization): List the total number of
and obtain
Step 2 (Selecting a set of reference 
Randomly pick up a total of I IA
Step 3 (Choosing the alignment pairs): If P
which represents the alignment equation of span (H kj v j ) = span (H kj v j ). Then, we have
q , q = q and
q , q = q Step 4 (Checking the number of formed loops):
Step 3 to change another reference vertex for v j j .
Step 5: Repeat Steps 3 and 4 until P
Step 6: Repeat Steps 3 to 5 for q ∈ 1, Q [k] and then, G [k] is obtained.
Step 7: Repeat Steps 2 to 6 for k ∈ [2, k IAC ] and finally, we have G = G [kIAC] .
In Step 3, by choosing a reference vertex v j j ∈ R k − A
[k] j R k , it guarantees that two vertices from the same transmitter j are not connected by one edge or indirectly connected through several edges with the same label.
In the sequel, a simple proof can be sketched to show that the proposed design has formed at most one loop in each subgraph G q . At the 1st Tx/Rx pair, following Steps 2 to 6, a total of |R 1 | = M −d 1 reference vertices are selected. As each vertex v j j ∈ η 1 can be connected to only one unique reference vertex and no edge is allowed between any two reference vertices, a total of Q [1] = M −d 1 subgraphs have been formed in G [1] with E q −1, q ∈ 1, Q [1] . Then, the alignment equations from 2nd to k IAC -th Tx/Rx pair are added onto G [1] , giving a total number of (
Referring to Theorem 1, we can have kIAC k=2 |Φ k | ≤ M − d 1 , which indicates that the total number of edges added on G [1] by the 2nd to k IAC -th Tx/Rx pairs is no more than the total number of subgraphs in G [1] . Furthermore, by going through Step 4, the proposed design guarantees that no more than one edge is added in each subgraph G
q . According to graph theory, if one additional edge is added on an acyclic subgraph, then one loop would be formed. On the other hand, if one edge is added between two vertices that belong to two different subgraphs, then two subgraphs are merged into one. Consequently, we have shown that the proposed design has constructed IAC graph G to satisfy Proposition 1. In other words, the closedform transmitters {V j } K j=1 exist and can be solved from Ψ.
B. Solution to the closed-form IAC transceivers
In the previous subsection, we have presented a general design principle on G to specify a solvable Ψ. In this subsection, we present the procedures to solve the closed-form transceivers through G. For the subgraphs that satisfy Proposition 1, there are two distinct cases: no-loop case (subgraph G A ) and oneloop case, as illustrated in Fig. 4 . For a general illustration, without loss of generality, we do not give a specific label to each edge, and constrain each vertex to any specific user for the examples in Fig. 4 . For a simplicity of exposition, therefore, every vertex can be denoted by the indices {v p } |P| p=1 . Then, a simplified definition of the channel matrices, without clarifying the transmitter and receiver index, will be adopted, i.e., {H
, · · · , and {H (Lp) p } |P| p=1 denote the channel matrices for v p , while using superscripts (1), (2), · · · , and (L p ) to distinguish the channel matrices for v p in the different alignment equations in (5) . Additionally, {H
p } for ∀i, j ∈ {1, 2, · · · , L p } if the two different equations that are involved with {H (i) p } and {H (j) p }, respectively, belong to the same receiver; otherwise, they are different. The corresponding set of linear alignment equations, Φ A , that are specified by the subgraph G A = (P A , E A ) in Fig.  4(a) is given as
For any equation of span(H
p2 v p2 ) in (12), it can be expressed equivalently by v p2 = γ p2,p1 (H
p1 v p1 , where γ p2,p1 is the coefficient that coordinates the length of two vectors, H (i)
p2 v p2 , and would be determined while solving the equations. As {v j } |P A | j=2 can be expressed in terms of v 1 in (12), v 1 can be selected as any arbitrary vector, i.e., assume that v 1 is an M ×1 unit vector and then, {v j } |P A | j=2 can be solved sequentially.
The following set of linear alignment equations Φ B is given by the subgraph G B = (P B , E B ) in Fig. 4(b) :
Considering the first (|P B | − 1) equations in (13), which are obtained around the loop in G B , it can be shown that
For the other precoding vectors {v j } |P B | j=2 , they could be expressed in terms of v 1 by (13) as we did in the noloop case. Therefore, once v 1 is known, {v j } |P B | j=2 can be solved sequentially. In summary, the closed-form solutions of v j j ∀ j ∈ [1, d j ] , ∀j ∈ [2, K] can be found through two ways as discussed in the above, depending on the type of the involved subgraph. Furthermore, as
is determined and then, the receiver U k can be obtained by
In the following subsection, we present an illustrative example for the current design principle to solve a closed-form IAC transceiver that can achieve the maximum degree of freedom.
C. Illustrative example
In the last subsection, we have presented the design principle for a closed-form transceiver for any feasible tuple of DoFs. Naturally, among all feasible tuples of DoFs with the same K and M , we will be interested in finding the optimum tuple which maximizes the total achievable DoFs. In our previous work [6] , we have shown that the total achievable DoF by the closed-form IAC solutions is given by 2M . Moreover, we have also shown that it can be achieved by k IAC = 2. In this subsection, we consider an illustrative example for the proposed design procedure to solve a closedform IAC transceiver that can achieve the maximum degree of freedom. In other words, our IAC transceiver must be designed to meet the constraint on the tuple of DoFs (d 1 , d 2 , · · · , d K ) which can achieve a total of 2M for k IAC = 2. In other words, our DoF constraint must follow (9) for k IAC = 2, i.e., 1 = M − d 1 = d 2 , it inspires us to construct a set of the reference vertices as R 1 = { v 2 2 | ∀ 2 ∈ [1, d 2 ]} and then, the remaining vertices are given as
. Suppose a total of d 2 reference vertices are artificially arranged by the index 2 as shown in Fig. 5 . Firstly, each vertex v 3 3 , ∀ 3 ∈ [1, d 3 ], will be connected to one unique reference vertex v 2 2 , ∀ 2 ∈ [1, d 2 ], with 2 = 3 mod (d 2 ), creating an edge e [1] (2 2), (3 3) which represents an alignment equation, given by span (H 13 v 3 3 ) = span (H 12 v 2 2 ), and then, we have E
(2 2 ), (3 3 ) . After finishing the connection of all vertices {v 3 3 } d3 3=1 from the 3rd Tx, we turn to connect the ones from the 4th Tx and so as the other Txs. Finally, we Fig. 6 . Optimal transceiver design of the illustrative example: G [1] = P [1] , E [1] obtain G [1] = P [1] , E [1] with
Furthermore, a corresponding set of linear alignment equations Φ 1 , which is specified by G [1] , can be expressed as
Since no edge is allowed between any two reference vertices, a total of Q [1] = |R 1 | = d 2 subgraphs have been formed in G [1] after the connection operation of vertices between R 1 and η 1 , as shown in Fig. 5 . With |R 1 | = d 2 and |η 1 | = M , the design ensures that at least one vertex has been connected to each reference vertex and thus, there exist at least two vertices in each subgraph 2 , i.e., P [1] 2 ≥ 2. Furthermore, referring to the first and fifth equations in (16), we have max {d j } K j =3 ≤ d 2 , so as to ensure that the vertices from the same Tx are avoided being connected to the same reference vertex. For the illustrative example, G [1] = P [1] , E [1] can be obtained as given in Fig. 6 .
In the sequel, we provide the design of G [2] . Initially, set G [2] ← G [1] . At receiver 2, we have
This indicates that only one vertex in each P [2] 2 is required to be connected to R 2 . R 2 can be obtained by R 2 = η 2 − η 2 . For the illustrative example, we have η 2 = {v 31 , v 32 , v 41 } and R 2 = {v 42 , v 51 , v 52 }, as shown in Fig. 7 .
The connection between η 2 to R 2 is completed in two steps. In the first step, for the only vertex v j l j ∈ η 2 P
2 , creating an edge e [2] (jlj ),(j l j ) which represents alignment equation of span H 2j v j j = span H 2j v j j . Therefore, E
(jlj ),(j l j ) and one loop has been formed in G [2] 2 . Now, update A [2] j by A
In the second step, for the remaining Fig. 7 . Optimal transceiver design of the illustrative example: G = G [2] subgraphs G
2 , v j l j would be connected to one of the other subgraphs which has completed the vertex connection in the first step. Find a subgraph G
2 , 2 = 2 , creating an edge e [2] (jlj ),(j l j ) which represents alignment equation of span H 2j v j j = span(H 2j v j j ).
In this case, the connection operation does not form loops, but merges two subgraphs, G [2] 2 and G [2] 2 , into one, denoted by G [2] 2 . Then, we have E
(jlj ),(j l j )
. Update
A [2] j and Q [2] by A [2] j ← A [2] j v jlj and Q [2] ← Q [2] − 1, respectively. In the illustrative example, each subgraph holds a reference vertex. Therefore, the connection between η 2 and R 2 is performed in each single subgraph and thus, only the first step is sufficient. Finally, G [2] has been obtained as in Fig.  7 .
In summary, a total of d 2 edges have been added by connecting η 2 to R 2 . One edge-addition operation in the first step forms one loop in the corresponding subgraph while the one in the second step merges the corresponding subgraph into another subgraph without forming loops. Assuming that the number of subgraphs subject to the second step is q * , then we have Q [2] = Q [1] − q * = d 2 − q * and each of Q [2] subgraphs has one loop. Consequently, we have designed G [2] with only one loop in each subgraph. With G = G [2] , the IAC graph G satisfies Proposition 1 and a set of alignment equations Ψ specified by G can be correspondingly obtained. Then, the closed-form transceivers, {V j } K j=1 and {U k } K k=1 , can be found as in Section IV-B, while achieving the maximum DoF of 2M = 12 as expected by the theory.
V. CONCLUSION
For K-user MIMO interference channel with M Tx/Rx antennas, we have presented a general design principle for a closed-form IAC transceiver with any feasible tuple of DoFs (d 1 , d 2 , · · · , d K ). We also have specified the design criterion for k IAC = 2, where the decoded signals of only two receivers are shared through a backhaul link for cancellation, yet achieve the theoretically possible maximum DoFs, which is 2M .
To our best knowledge, this work is the very first attempt to propose the design that gives the closed-form IAC transceivers for any feasible tuple of DoFs (d 1 , d 2 , · · · , d K ). The current design principle can be also applied to IA, as a special case of IAC. As opposed to the existing heuristic algorithms [2] [3] [4] , which cannot determine the existence of transceiver, i.e., failing to guarantee the performance, our design can achieve a definite DoF for a general system configuration. Moreover, as no iterative steps are involved in the proposed design, it has reduced the computational complexity over heuristic algorithms, turning out to be more practical.
Considering the optimal design with k IAC = 2, it only requires to send the decoded signals to the first two receivers through a backhaul link for cancellation and thus, the overhead is significantly reduced, while achieving a maximum total DoFs of 2M . Recall that the maximum total achievable DoFs is limited 2M K/(K + 1) for IA with an equal tuple of DoFs, i.e., d 1 = d 2 = · · · = d K = d. Furthermore, it is With a general tuple of DoFs (d 1 , d 2 , · · · , d K ), meanwhile, it is available only by a loose upper bound so far, which is given as (2M − 1). In other words, we have shown how much performance gain can be achieved by IAC over IA in terms of the total achievable DoF for both equal and general tuples of DoFs, without incurring too much overhead.
Lastly, we will be evaluating the performance of our proposed IAC design with the imperfect CSI and unreliable backhaul link for a practical system in our future work.
