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1. Introduction
The Klein–Gordon–Dirac equations arising from the so-called Yukawa model (see, for example, [7])
are the following:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(
i
3∑
j=0
γ j∂ j −χ
)
ψ −mψ = 0 in R× R3,
∂20χ −
3∑
μ=1
∂2μχ + M2χ =
1
4π
(
γ 0ψ,ψ
)
in R× R3.
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2264 G. Chen, Y. Zheng / J. Differential Equations 253 (2012) 2263–2284Here m > 0, ( , ) is the usual Hermitian product in C4, ψ(x0, x) ∈ C4 for (x0, x) ∈ R×R3, γ 0 =
(
I 0
0 −I
)
∈
M4×4(C), γ j =
(
0 σ j
−σ j 0
)
∈ M4×4(C), for j = 1,2,3, and σ j are the Pauli matrices σ 1 =
(
0 1
1 0
)
, σ 2 =(
0 −i
i 0
)
, σ 3 =
(
1 0
0 −1
)
.
There are various work on the Cauchy problem of the Klein–Gordon–Dirac equations. See, for
example, [12,4,9,8]. And also many researchers have been devoted to the study of the existence
of stationary solutions (solitary waves) for Klein–Gordon–Dirac equations of the form (ψ,χ) =
(e−iωx0ϕ(x),χ(x)), x ∈ R3. See, for example, [3,16,17]. They mainly concerned with the autonomous
case. As far as we know, there were no results on the non-autonomous case. In this paper, we are con-
cerned with the existence of solitary waves of the following stationary Klein–Gordon–Dirac equations
(non-autonomous and with a subcritical nonlinear term)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
i
3∑
μ=1
γ μ∂μϕ −mϕ −ωγ 0ϕ − k(x)χϕ = a(x)γ 0|ϕ|p−2ϕ in R3,
−χ + M2χ = 1
4π
k(x)
(
γ 0ϕ,ϕ
)
in R3.
(1.1)
Here  =∑3μ=1 ∂2μ . In the theory of relativity, k(x) corresponds to the coeﬃcient of the tensor metric
(possibly not ﬂat) on space–time manifolds, see [20]. We also refer the reader to [26] and the refer-
ence therein on the Cauchy problem of such modiﬁed KDG systems. And in [18,5,19,23], Klein–Gordon
equation was studied as hyperbolic problem under very general assumptions.
As we shall see in Section 2.1, system (1.1) can be transformed into a nonlinear Dirac equation
with a non-local term. Brieﬂy, by using the Lax–Milgram theorem, there is a unique χϕ ∈ H1(R3,R)
such that −χϕ + M2χϕ = 14π k(x)(γ 0ϕ,ϕ). Then inserting it into the ﬁrst equation of (1.1), we get
i
3∑
μ=1
γ μ∂μϕ −mϕ −ωγ 0ϕ − k(x)χϕϕ = a(x)γ 0|ϕ|p−2ϕ in R3. (1.2)
Moreover, (1.2) is variational and its solutions are critical points of the functional deﬁned in
H
1
2 (R3,C4) by
I(ϕ) =
∫
R3
1
2
3∑
μ=1
(
iγ 0γ μ∂μϕ,ϕ
)− m
2
(
γ 0ϕ,ϕ
)− ω
2
|ϕ|2
− 1
4
∫
R3×R3
k(x)k(y)(γ 0ϕ,ϕ)(x)(γ 0ϕ,ϕ)(y)
|x− y| e
−M|x−y| dxdy
− 1
p
∫
R3
a(x)|ϕ|p dx. (1.3)
Dealing with I , we have to face various diﬃculties. More precisely, the non-local term and the
lack of compactness of the embedding H
1
2 (R3,C4) ↪→ Lq(R3,C4), q ∈ (2,3) prevent from using the
variational technique in a standard way. To overcome these diﬃculties, we use the concentration
compactness argument introduced by Lions [21,22].
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() ω ∈ (−m,m).
(K) k ∈ Lr(R3,R) for some r ∈ (6,+∞), k(x)  0 for all x ∈ R3, and k(x) → 0 as |x| → ∞, k1/2 ∈
C1(R3,R), and (k1/2)′ is bounded.
() a ∈ C(R3,R), there exists a constant b > 0 such that a(x) > b for all x ∈ R3, and a(x) → b as
|x| → ∞.
Note that from (K) and (), there exist M1 > 0 and M2 > 0 such that |k(x)| M1, |k1/2(x)| M1,
|∇k1/2(x)| M1, |a(x)| M2. Our main theorem is
Theorem 1.1. Assume (), (K), () to be satisﬁed and p ∈ ( 94 ,3). Then problem (1.1) has at least one least
energy solution.
Our method is variational, which can be outlined as follows. The solutions of (1.1) are obtained
as critical points of the energy functional I on the space H
1
2 (R3,C4). I has the linking structure.
However it does not satisfy the Palais–Smale condition in general. Fortunately, it has concentration-
compactness. More precisely, by a certain auxiliary equation related to the limit equation of (1.1)
which is much easier and whose least energy solutions with energy Cˆ are known. Then we prove that
I satisﬁes the Cerami condition (C)c when c < Cˆ . In the proof of the boundness of Cerami sequences
we will use the technical assumption p ∈ ( 94 ,3), see Lemma 4.5. Furthermore, by using a critical point
theorem in [6], we obtain the least energy solutions.
2. Preliminaries
In this section, we give some basic results.
2.1. Transformation of the Klein–Gordon–Dirac systems
Let H
1
2 (R3,C4) be the usual 12 -order Sobolev space, ‖ · ‖ be the corresponding norm. From the
Sobolev embedding theorem, H
1
2 (R3,C4) embeds continuously into Lq(R3,C4) for all q ∈ [2,3] and
compactly into Lqloc(R
3,C4) for all q ∈ [1,3). Denote by | · |q the norm in Lq(R3,C4). Let H1(R3,R)
denote the 1-order Sobolev space, ‖ · ‖H1 be the corresponding norm. And it can embed into Ls(R3,R)
for all s ∈ [2,6].
It is easy to show that the Klein–Gordon–Dirac equation (1.1) can be reduced to a single equation
with a non-local term.
In fact, for all ϕ ∈ H 12 (R3,C4), consider the linear functional Lϕ deﬁned in H1(R3,R) by
Lϕ(v) = 1
4π
∫
R3
k(x)
(
γ 0ϕ,ϕ
)
v dx, v ∈ H1(R3,R).
The Hölder inequality and Sobolev inequality imply
∣∣Lϕ(v)∣∣ C1|k|r · |ϕ|2q · |v|s  C2|k|r · |ϕ|2q · ‖v‖H1(R3,R). (2.1)
Here q ∈ (2,3) and s ∈ (2,6) satisfy 1r + 2q + 1s = 1. Therefore, by the Lax–Milgram theorem, there
exists a unique χϕ ∈ H1(R3,R) such that
∫
3
(∇χϕ∇v + M2χϕ v)dx = 1
4π
∫
3
k(x)
(
γ 0ϕ,ϕ
)
v dx, v ∈ H1(R3,R). (2.2)R R
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χϕ(x) =
(
1
4π
k(x)
(
γ 0ϕ,ϕ
)) ∗ e−M|x||x| . (2.3)
By (2.1) and (2.2) and the Sobolev inequality, we have
‖χϕ‖H1(R3,R) = ‖Lϕ‖L(H1(R3,R),R)  C3|k|r · ‖ϕ‖2, (2.4)
|χϕ |s  C4‖χϕ‖H1(R3,R) (2.5)
and
∣∣∣∣ 14π
∫
R3×R3
k(x)k(y)e−M|x−y|
|x− y|
(
γ 0ϕ,ϕ
)
(x)
(
γ 0ϕ,ϕ
)
(y)dxdy
∣∣∣∣
=
∣∣∣∣
∫
R3
k(x)
(
γ 0ϕ,ϕ
)
(x)χϕ(x)dx
∣∣∣∣ |k|r · |ϕ|2q · |χϕ |s  C5|k|2r · ‖ϕ‖4. (2.6)
Substituting χϕ in (1.1), we have Eq. (1.2), whose solutions can be obtained by looking for critical
points of the functional I : H 12 (R3,C4) → R deﬁned by (1.3).
Deﬁne the operator Γ : H 12 (R3,C4) → H1(R3,R) as Γ [ϕ] = χϕ . Inspired by [11, Lemma 2.1], we
prove
Lemma 2.1. The following properties hold:
(1) Γ maps bounded sets into bounded sets;
(2) Γ [tϕ] = t2Γ [ϕ] for all t ∈ R;
(3) Γ is continuous;
(4) if ϕn ⇀ ϕ in H
1
2 (R3,C4), then Γ [ϕn] ⇀ Γ [ϕ] in H1(R3,R).
Proof. (1) is a straight result of (2.4), and (2) follows directly from (2.3). Hence we just need to prove
(3) and (4).
(3) For all ϕ ∈ H 12 (R3,C4), we have
‖Lϕ‖L(H1(R3,R),R) = ‖χϕ‖H1(R3,R) =
∥∥Γ [ϕ]∥∥H1(R3,R). (2.7)
Therefore, in order to prove the continuity of Γ , we only need to show that the map ϕ → Lϕ is
continuous.
Let (ϕn) ⊂ H 12 (R3,C4) be a sequence such that ϕn → ϕ in H 12 (R3,C4). By (2.1) we have, for all
v ∈ H1(R3,R),
∣∣Lϕn (v) − Lϕ(v)∣∣
∫
R3
|k(x)| · |v| · ∣∣(γ 0ϕn,ϕn)− (γ 0ϕ,ϕ)∣∣dx
 c1|k|r ·
∣∣(γ 0ϕn,ϕn)− (γ 0ϕ,ϕ)∣∣ q · ‖v‖H1(R3,R).
2
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‖Lϕn − Lϕ‖L(H1(R3,R),R) → 0.
(4) Let (ϕn) ⊂ H 12 (R3,C4) such that ϕn ⇀ ϕ in H 12 (R3,C4). Then (ϕn) is bounded H 12 (R3,C4)
and in Lq(R3,C4) and, by (1), (Γ [ϕn]) is bounded too. Hence, up to a subsequence, Γ [ϕn] ⇀ χ˜ in
H1(R3,R). Then we have
(
Γ [ϕn], v
)
H1(R3,R) → (χ˜ , v)H1(R3,R), ∀v ∈ H1
(
R3,R
)
. (2.8)
Let us now prove that, for all v ∈ H1(R3,R), as n → +∞,
(
Γ [ϕn], v
)
H1(R3,R) =
1
4π
∫
R3
k(x)
(
γ 0ϕn,ϕn
)
v dx
→ 1
4π
∫
R3
k(x)
(
γ 0ϕ,ϕ
)
v dx
= (Γ [ϕ], v)H1(R3,R). (2.9)
This relation with (2.8) and the uniqueness of the solution of −χ + M2χ = 14π k(x)(γ 0ϕ,ϕ) imply
χ˜ = Γ [ϕ].
Since k ∈ Lr(R3,R), r ∈ (6,+∞), for any  > 0 there exists a suﬃciently large ρ = ρ() > 0 such
that
|k|r,R3\Bρ(0) < .
Then by the boundedness of the sequence (ϕn) in Lq(R3,C4), we have
∣∣∣∣
∫
R3\Bρ(0)
k(x)v
((
γ 0ϕn,ϕn
)− (γ 0ϕ,ϕ))dx∣∣∣∣ c2(v), n ∈ N. (2.10)
On the other hand, (γ 0ϕn,ϕn) → (γ 0ϕ,ϕ) in L
q
2
loc(R
3,R), kv ∈ L srs+r (R3,C4), for any  > 0, we have
∣∣∣∣
∫
Bρ(0)
k(x)v
((
γ 0ϕn,ϕn
)− (γ 0ϕ,ϕ))dx∣∣∣∣

( ∫
Bρ(0)
∣∣k(x)v(x)∣∣ srs+r dx)
1
r + 1s ( ∫
Bρ(0)
∣∣(γ 0ϕn,ϕn)− (γ 0ϕ,ϕ)∣∣ p2 dx
) 2
q
 c3(v) (2.11)
for suﬃciently large n. Then from (2.10) and (2.11) and the arbitrary choice of  , we have (2.9).
We have completed the proof. 
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In the end of this section, we prove some equations which are useful in Section 4. Let us observe
that, in view of the Sobolev embedding theorems, ϕn ⇀ ϕ in H
1
2 (R3,C4) implies, for s ∈ (2,3),
ϕn ⇀ ϕ in L
s(R3,C4); (2.12)
ϕn → ϕ in Lsloc
(
R3,C4
); (2.13)(
γ 0ϕn,ϕn
)
⇀
(
γ 0ϕ,ϕ
)
in L
s
2
(
R3,R
); (2.14)(
γ 0ϕn,ϕn
)→ (γ 0ϕ,ϕ) in L s2loc(R3,R). (2.15)
Then we have the following lemma.
Lemma 2.2. Under condition (K), it holds that
k
(
γ 0ϕn,ϕn
)→ k(γ 0ϕ,ϕ) in L s2 (R3,R), (2.16)
and, given h ∈ H 12 (R3,C4),
k
(
γ 0ϕn,h
)→ k(γ 0ϕ,h) in L s2 (R3,R). (2.17)
Proof. Since k satisﬁes (K), for any  > 0, there is a ρ > 0 suﬃciently large such that k(x) <  for all
|x| > ρ . Hence, by (2.14) and (2.15), for suﬃciently large n,
∫
R3
∣∣k(γ 0ϕn,ϕn)− k(γ 0ϕ,ϕ)∣∣ s2 dx

∫
Bρ(0)
∣∣k(γ 0ϕn,ϕn)− k(γ 0ϕ,ϕ)∣∣ s2 dx+
∫
R3\Bρ(0)
∣∣k(γ 0ϕn,ϕn)− k(γ 0ϕ,ϕ)∣∣ s2 dx
 M
s
2
1
∫
Bρ(0)
∣∣(γ 0ϕn,ϕn)− (γ 0ϕ,ϕ)∣∣ s2 dx+  s2
∫
R3\Bρ(0)
∣∣(γ 0ϕn,ϕn)− (γ 0ϕ,ϕ)∣∣ s2 dx
 M
s
2
1  + C
s
2 .
Therefore, by the arbitrary of  , we proved (2.16).
Similarly, by (2.12) and (2.13), we have, for suﬃciently large n,
∫
R3
∣∣k(γ 0ϕn,h)− k(γ 0ϕ,h)∣∣ s2 dx
 M
s
2
1
∫
Bρ(0)
∣∣(γ 0ϕn,h)− (γ 0ϕ,h)∣∣ s2 dx+  s2
∫
R3\Bρ(0)
∣∣(γ 0ϕn,h)− (γ 0ϕ,h)∣∣ s2 dx
 M
s
2
1
∫
Bρ(0)
∣∣γ 0ϕn − γ 0ϕ∣∣ s2 |h| s2 dx+  s2
∫
R3\Bρ(0)
∣∣γ 0ϕn − γ 0ϕ∣∣ s2 |h| s2 dx
G. Chen, Y. Zheng / J. Differential Equations 253 (2012) 2263–2284 2269 M
s
2
1
∣∣γ 0ϕn − γ 0ϕ∣∣ 12s,Bρ(0)|h| 12s,Bρ(0) +  s2 ∣∣γ 0ϕn − γ 0ϕ∣∣ 12s,R3\Bρ(0)|h| 12s,R3\Bρ(0)
 M
s
2
1 C1 + C2
s
2 .
By the arbitrary of  , we proved (2.17). 
By Lemma 2.2 and [1, Lemma 3.1], we obtain
(
e−M|x|
|x| ∗
[
k
(
γ 0ϕn,ϕn
)])[
k
(
γ 0ϕn,ϕn
)]→ (e−M|x||x| ∗
[
k
(
γ 0ϕ,ϕ
)])[
k
(
γ 0ϕ,ϕ
)]
(2.18)
in L1(R3,R), and,
(
e−M|x|
|x| ∗
[
k
(
γ 0ϕn,h
)])[
k
(
γ 0ϕn,h
)]→ (e−M|x||x| ∗
[
k
(
γ 0ϕ,h
)])[
k
(
γ 0ϕ,h
)]
(2.19)
in L1(R3,R). Similarly, if hn ⇀ h in H
1
2 (R3,C4), then,
(
e−M|x|
|x| ∗
[
k
(
γ 0ϕn,hn
)])[
k
(
γ 0ϕn,hn
)]→ (e−M|x||x| ∗
[
k
(
γ 0ϕ,h
)])[
k
(
γ 0ϕ,h
)]
. (2.20)
2.3. An abstract theorem
In order to ﬁnd critical points of I , we shall use the following abstract theorem which is taken
from [6,13].
Let E be a Banach space with direct sum decomposition E = X ⊕ Y , u = x+ y and corresponding
projections P X , PY onto X , Y , respectively. For a functional Φ ∈ C1(E,R) we write Φη = {u ∈ E:
Φ(a)  η}. Recall that a sequence (un) ∈ E is said to be a (C)c-sequence (resp. (P S)c-sequence) if
Φ(un) → c and (1 + ‖un‖)Φ ′(un) → 0 (resp. Φ ′(un) → 0). Φ is said to satisfy the (C)c-condition
(resp. (P S)c-condition) if any (C)c-sequence (resp. (P S)c-sequence) has a convergent subsequence.
Now assume that X is separable and reﬂexive, and we ﬁx a countable dense subset S ⊂ X∗ . For
each s ∈ S there is a semi-norm on E deﬁned by
ps : E → R, ps(u) =
∣∣s(x)∣∣+ ‖y‖, for u = x+ y ∈ X ⊕ Y .
We denote by TS the induced topology. Let Tw∗ denote the weak∗-topology on E∗ . Suppose
(A0) There exists ς > 0 such that ‖u‖ < ς‖PY u‖ for all u ∈ Φ0;
(A1) For any c ∈ R, Φc is TS -closed, and Φ ′ : (Φc,TS ) → (E∗,Tw∗) is continuous;
(A2) There exists ρ > 0 with κ := infΦ(SρY ) > 0 where SρY := {u ∈ Y : ‖u‖ = ρ}.
The following theorem is a special case of [6, Theorem 3.4]. See also [13, Theorem 4.3].
Theorem 2.3. Let (A0)–(A2) be satisﬁed and suppose there are R > ρ > 0 and e ∈ Y with ‖e‖ = 1 such
that supΦ(∂Q ) < κ where Q = {u = x + te: x ∈ X, t  0, ‖u‖ < R}. Then Φ has a (C)c-sequence with
κ  c  supΦ(Q ).
The following lemma is useful to verify condition (A1) (see [6,13]).
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Φ(u) = 1
2
(‖y‖2 − ‖x‖2)− Ψ (u) for u = x+ y ∈ E = X ⊕ Y
such that
(i) Ψ ∈ C1(E,R) is bounded from below;
(ii) Ψ : (E,Tw) → R is sequentially lower semi-continuous, that is, un ⇀ u in E implies Ψ (u) 
lim infΨ (un);
(iii) Ψ ′ : (E,Tw) → (E∗,Tw∗) is a sequentially continuous;
(iv)  : E → R, (u) = ‖u‖2 , is C1 and ′ : (E,Tw) → (E∗,Tw∗) is sequentially continuous.
Then Φ satisﬁes (A1).
3. Variational setting
In this section, we will give the variational setting.
3.1. The functional
As usual, we set D = i∑3μ=1 γ 0γ μ∂μ −mγ 0, |D| = (D2) 12 . Note that σ(D) = σc(D) = R \ (−m,m)
where σ(·) and σc(·) denote the spectrum and the continuous spectrum, respectively. See, for exam-
ple, [15]. Let Dω := i∑3μ=1 γ 0γ μ∂μ −mγ 0 −ω. Then σ(Dω) = σc(Dω) = R \ (−m−ω,m−ω). Since
ω ∈ (−m,m), the space L2(R3,C4) possesses the orthogonal decomposition
L2
(
R3,C4
)= L− + L+, ϕ = ϕ− + ϕ+ (3.1)
such that Dω is negative deﬁnite (resp. positive deﬁnite) in L− (resp. L+). Let E := D(|Dω| 12 ) =
H
1
2 (R3,C4) be equipped with the inner product
(ϕ,φ) =R(|Dω| 12 ϕ, |Dω| 12 φ)L2(R3,C4)
and the induced norm ‖ϕ‖ = (ϕ,ϕ) 12 . Since σ(Dω) ⊂ R \ (−m−ω,m−ω), we have
τ |ϕ|22  ‖ϕ‖2 (3.2)
for all ϕ ∈ E . Here τ := min{|m+ω|, |m−ω|} > 0. Note that this norm is equivalent to the usual H 12 -
norm, hence E embeds continuously into Lq(R3,C4) for all q ∈ [2,3] and compactly into Lqloc(R3,C4)
for all q ∈ [1,3). It is clear that E possesses the following decomposition
E = E− ⊕ E+ with E± = E ∩ L±. (3.3)
These two subspaces are orthogonal with respect to both (· , ·)2 and (· , ·) inner products. This de-
composition induces also a natural decomposition of Lq(R3,C4), q ∈ (2,3), hence there is πq such
that
πq
∣∣u+∣∣q  |u|qq for all u ∈ E. (3.4)q
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I(ϕ) = 1
2
(∥∥ϕ+∥∥2 − ∥∥ϕ−∥∥2)− 1
4
∫
R3×R3
k(x)k(y)(γ 0ϕ,ϕ)(x)(γ 0ϕ,ϕ)(y)
|x− y| e
−M|x−y| dxdy
− 1
p
∫
R3
a(x)|ϕ|p dx (3.5)
for all ϕ = ϕ+ + ϕ− . For simplicity of notation, we set
K (ϕ) = 1
4
∫
R3×R3
k(x)k(y)(γ 0ϕ,ϕ)(x)(γ 0ϕ,ϕ)(y)
|x− y| e
−M|x−y| dxdy (3.6)
and
Ψ (ϕ) = 1
p
∫
R3
a(x)|ϕ|p dx. (3.7)
Therefore
I(ϕ) = 1
2
(∥∥ϕ+∥∥2 − ∥∥ϕ−∥∥2)− K (ϕ) − Ψ (ϕ), ϕ ∈ E. (3.8)
It is not diﬃcult to compute that, for all ϕ,φ,η ∈ E ,
K ′(ϕ)[φ] =
∫
R3
k(x)χϕR
(
γ 0ϕ(x),φ(x)
)
dx,
K ′′(ϕ)[φ,η] =
∫
R3
k(x)χϕR
(
γ 0η(x),φ(x)
)
dx
+ 2
∫
R3×R3
k(x)k(y)R(γ 0ϕ(x),φ(x))R(γ 0ϕ(y),η(y))e−M|x−y|
|x− y| dxdy,
Ψ ′(ϕ)[φ] =
∫
R3
a(x)|ϕ|p−2R(ϕ,φ)dx,
and
Ψ ′′(ϕ)[φ,η] = (p − 1)
∫
R3
a(x)|ϕ|p−2R(φ,η)dx.
Hence, I is C2 in E .
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Now we give some basic properties of the non-local term K .
Lemma 3.1. If ϕ ∈ E, then k1/2ϕ ∈ E.
Proof. Since k1/2 satisﬁes (K), we have that, for any u ∈ H1(R3,C4),
∫
R3
(∣∣∇(k1/2u)∣∣2 + ∣∣(k1/2u)∣∣2)dx = ∫
R3
(∣∣(∇k1/2)u + k1/2∇u∣∣2 + ∣∣(k1/2u)∣∣2)dx
 C
∫
R3
(|∇u|2 + |u|2)dx.
Hence, k1/2u ∈ H1(R3,C4). Moreover, for any u ∈ L2(R3,C4),
∫
R3
∣∣k1/2u∣∣2 dx C ∫
R3
|u|2 dx.
This means k1/2u ∈ L2(R3,C4). By the interpolation theorem of Sobolev spaces, see for example [24,
Proposition 2.1], it holds that, for any ϕ ∈ H 12 (R3,C4), k1/2ϕ ∈ H 12 (R3,C4). Since E = H 12 (R3,C4), the
conclusion is obtained. 
Let
T : E → E, ϕ → k1/2ϕ.
From the proof of Lemma 3.1, T is a continuous linear map.
Lemma 3.2. K is non-negative and weakly sequentially lower semi-continuous. K ′ is weakly sequentially
continuous.
Proof. (1) Since the spectrum σ((− + M2)−1) ⊂ [0,∞), we have that
((− + M2)−1(k(γ 0ϕ,ϕ)),k(γ 0ϕ,ϕ))L2(R3)  0, for all ϕ ∈ C∞0 (R3,C4). (3.9)
That is, K is non-negative. Let ϕn ⇀ ϕ in E . Since T is continuous, T (ϕn) ⇀ T (ϕ) in E . We can assume
that up to a subsequence ϕn → ϕ point wise almost everywhere. Fatou’s lemma yields
K (ϕ) =
∫
R3
lim
n→∞k(x)
(
γ 0ϕn(x),ϕn(x)
)
χϕn(x)dx lim infn→∞ K (ϕn). (3.10)
Therefore, K is a weakly sequentially lower continuous.
(2) For all ϕ,φ ∈ E ,
K ′(ϕ)[φ] =
∫
3 3
(γ 0k1/2ϕ,k1/2ϕ)(x)(γ 0k1/2ϕ,k1/2φ)(y)
|x− y| e
−M|x−y| dxdy. (3.11)R ×R
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2|u|2−1 = 2|u|. Then
K (ϕ) = 1
4
∫
R3
(
W ∗ f (k1/2ϕ)) f (k1/2ϕ)dx. (3.12)
As in [1, Section 3.1], let s = 2ν2ν−1 such that 2s ∈ (2,3). Such kind of ν does exist. In fact, ν can be
chosen in s ∈ (3/2,∞). Then, by the continuity of T and [1, Lemma 3.4], K ′ is weakly sequentially
continuous. This completes the proof. 
3.3. The limit problem
We will make use of the limit equation to prove our main result. In this subsection we discuss the
existence of the least energy solutions of the limit problem.
For b > 0, consider the equation
i
3∑
μ=1
γ μ∂μϕ −mϕ −ωγ 0ϕ = bγ 0|ϕ|p−2ϕ (3.13)
where p ∈ (2,3), ω ∈ (−m,m).
Let Dω = D − ω. The same decompositions as in (3.1) and (3.3) shows that the solutions of (3.13)
are critical points of the functional
I∞(ϕ) := 1
2
(∥∥ϕ+∥∥2 − ∥∥ϕ−∥∥2)− 1
p
b
∫
R3
|ϕ|p
= 1
2
(∥∥ϕ+∥∥2 − ∥∥ϕ−∥∥2)− Ψb(ϕ)
deﬁned for ϕ = ϕ− + ϕ+ ∈ E− ⊕ E+ , where Ψb(ϕ) := 1p b|ϕ|pp . Let K∞ := {ϕ ∈ E: I ′∞(ϕ) = 0} be the
critical set, Cˆ := inf{I∞(ϕ): ϕ ∈ K∞ \ {0}} be the least energy, Sˆ := {ϕ ∈ K∞: I∞(ϕ) = Cˆ} be least
energy solution set. The following lemma is from [15].
Lemma 3.3.K∞ = ∅, Cˆ > 0. Moreover, Cˆ is attained, that is, Sˆ = ∅.
Following Ackermann [2] and Ding and Wei [15], for ﬁxed ϕ ∈ E+ , deﬁne Θϕ : E− → R by
Θϕ(φ) = I∞(ϕ + φ).
For any φ,η ∈ E− ,
Θ ′′ϕ(φ)[η,η] = −‖φ‖2 − Ψ ′′b (ϕ + φ)[η,η]−‖φ‖2.
Moreover, it holds that
Θϕ(φ)
1 (‖ϕ‖2 − ‖φ‖2).
2
2274 G. Chen, Y. Zheng / J. Differential Equations 253 (2012) 2263–2284Therefore, there is a unique h∞(ϕ) ∈ E− such that
Θϕ
(
h∞(ϕ)
)= max
φ∈E−
Θϕ(φ).
The map h∞ : E+ → E− has following properties (see [2, Lemma 5.6] or [15, Lemma 3.5]),
(1) h∞ is a bounded map in C1(E+, E−) with h∞(0) = 0;
(2) h∞ is R3-invariant, i.e, h∞(a  ϕ) = h∞(ϕ) where (a  ϕ)(x) = ϕ(x+ a) for all a ∈ R3;
(3) if ϕn ⇀ ϕ in E+ , then h∞(ϕn) − h∞(ϕn − ϕ) → h∞(ϕ) and h∞(ϕn) ⇀ h∞(ϕ).
4. Proof of the main theorem
In this section, we shall prove our main theorem.
Let K := {ϕ ∈: I ′(ϕ) = 0} be the critical set of I . Set
d := inf{I(ϕ): ϕ ∈K \ {0}},
Sd :=
{
ϕ ∈K: I(ϕ) = d}.
4.1. Linking structure
In this subsection, we show that the functional I has linking structure.
Lemma 4.1. There exist r > 0 and ρ > 0 such that I|B+r  0 and I|S+r  ρ where B+r = {ϕ ∈ E+: ‖ϕ‖  r}
and S+r = {ϕ ∈ E+: ‖ϕ‖ = r}.
Proof. For any ϕ ∈ E+ ,
I(ϕ) = 1
2
‖ϕ‖2 − K (ϕ) − Ψ (ϕ)
 1
2
‖ϕ‖2 − c1‖ϕ‖4 − M2
p
|ϕ|pp (4.1)
 1
2
‖ϕ‖2 − c1‖ϕ‖4 − c2‖ϕ‖p . (4.2)
Here (4.1) is from (2.6). And (4.2) is from the Sobolev embedding. Since p ∈ (2,3), we have our
conclusion. 
Lemma 4.2. There exists R > 0 such that, for any e ∈ E+ and Ee = E− ⊕ Re,
I(ϕ) < 0, for all ϕ ∈ Ee \ BR .
Proof. For any ϕ ∈ Ee , that is, ϕ = te + φ for some t ∈ R and φ ∈ E− , by (3.4)
I(ϕ) = 1
2
(|t|2‖e‖2 − ‖φ‖2)− K (ϕ) − Ψ (ϕ)
 |t|
2
2
‖e‖2 − 1
2
‖φ‖2 − b
p
|te + φ|pp
 c1|t|2 − 1
2
‖φ‖2 − πpb
p
|t|p.
Hence we have our result as in the lemma. 
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e0 ∈ E+ such that e0 + h∞(e0) ∈ Sˆ . Set Ee0 = E− ⊕ Re0.
Lemma 4.3. It holds that
β := sup{I(ϕ): ϕ ∈ Ee0}< Cˆ .
Proof. From Lemma 4.1 we have β  ρ . Since I(ϕ) I∞(ϕ) for all ϕ = φ + te0, φ ∈ E−, t ∈ R, and by
[15, Lemma 3.10],
I∞(ϕ) = I∞(φ + te0) I∞
(
te0 + h∞(te0)
)
 Cˆ .
So β  Cˆ . Next we prove that β < Cˆ . Suppose by contradiction that β = Cˆ . Let wn = φn + sne0 ∈ Ee0
be such that β − 1n  I(wn) → β . By Lemma 4.2, (wn) is bounded. Hence we can assume that, up to a
subsequence, wn ⇀ w ∈ Ee0 with φn ⇀ v ∈ E− and sn → s. It is clear that s = 0. In fact, if s = 0, then
β − 1
n
 I(φn + sne0) I∞(φn + sne0) I∞
(
sne0 + h∞(sne0)
)
 Cˆ
implies that Cˆ = 0. Hence
β − 1
n
 I(wn) I∞(wn) − 1
p
∫
R3
(
a(x) − b)|wn|p dx Cˆ − 1
p
∫
R3
(
a(x) − b)|w|p dx.
Taking the limit yields
Cˆ  Cˆ − 1
p
∫
R3
(
a(x) − b)|w|p dx
which implies that w = 0 since a(x) > b as in condition (), a contradiction. 
Set
Q := {ϕ = ϕ− + se0: ϕ ∈ E−, s 0, ‖ϕ‖ < R}.
As a consequence of Lemma 4.3, we have
Lemma 4.4. sup I(Q ) < Cˆ .
4.2. Concentration compactness
In this subsection, we analyze the compactness of the (C)c-sequences.
Lemma 4.5. For all c ∈ R, any (C)c-sequences for I is bounded.
In the proof this lemma, we will use the assumption p ∈ ( 94 ,3). Since the functional I have a non-
local term K (ϕ), the usual method to prove the boundness of the Cerami sequences is not valid. Here
we use an approach contained in [16].
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I(ϕn) → c and
(
1+ ‖ϕn‖
)
I ′(ϕn) → 0.
Since
1
2
I ′(ϕn)ϕn = 1
2
(∥∥ϕ+n ∥∥2 − ∥∥ϕ−n ∥∥2)− 2K (ϕn) − p2Ψ (ϕn),
we have
c + o(1) = I(ϕn) − 1
2
I ′(ϕn)ϕn = K (ϕn) +
(
p
2
− 1
)
Ψ (ϕn)
(
p
2
− 1
)
b|ϕn|pp .
Hence (ϕn) is bounded in Lp(R3,C4).
From the deﬁnition of the operator Dω , we also have
ϕn = D−1ω
(
kγ 0χϕnϕn
)+ D−1ω (a|ϕn|p−2ϕn). (4.3)
Note that the operator D−1ω is bounded from Ls(R3,C4) to W 1,s(R3,C4) for s ∈ [1,+∞). Since
a|ϕn|p−2ϕn ∈ L
p
p−1 (R3,C4),
{
D−1ω
(
a|ϕn|p−2ϕn
)}
is bounded in W 1,
p
p−1
(
R3,C4
)
. (4.4)
As in the proof of Lemma 3.2, we set W = e−M|x||x| . Thus
χϕn =
(
k
(
γ 0ϕn,ϕn
)) ∗ e−M|x||x| .
Since p ∈ ( 94 ,3), by direct computation, we can choose ν , q, s satisfying
1+ 1
q
= 2
p
+ 1
ν
,
1
s
= 1
p
+ 1
q
and
ν ∈ [1,3), s ∈
(
3
2
,2
)
.
By Young’s inequality and the fact that |W |ν < ∞, we have∣∣(k(γ 0ϕn,ϕn)) ∗ W ∣∣q  ∣∣k|ϕn|2∣∣ p2 · |W |ν  c1|ϕn|2p .
From Hölder inequality, it holds that∣∣kγ 0((k(γ 0ϕn,ϕn)) ∗ W )ϕn∣∣s  ∣∣kγ 0(k(γ 0ϕn,ϕn)) ∗ W ∣∣q · |ϕn|p  c2|ϕn|3p .
Since kγ 0χϕnϕn = kγ 0((k(γ 0ϕn,ϕn)) ∗ W )ϕn ,
{
D−1ω
(
kγ 0χϕnϕn
)}
is bounded in W 1,s
(
R3,C4
)
. (4.5)
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W 1,s
(
R3,C4
)
↪→ H 12 (R3,C4), s ∈ (3
2
,2
)
,
(ϕn) is bounded in E . 
In what follows, let (ϕn) be a (C)c-sequence of I . By Lemma 4.5, it is bounded, hence, up to a
subsequence, ϕn ⇀ ϕ in E . It is obvious that ϕ is a critical point of I . Since (ϕn) is bounded, it is a
(P S)c-sequence. From
I(ϕn) − 1
2
I ′(ϕn)ϕn = K (ϕn) +
(
p
2
− 1
)
Ψ (ϕn) 0, (4.6)
we have c  0 by taking the limit. Now let us prove another two lemmas.
Lemma 4.6. Suppose that (ϕn) does not converge to ϕ strongly in E, then z1n := ϕn − ϕ is a (P S)c1 -sequence
for I∞ with c1 = c − I(ϕ) 0 and z1n ⇀ 0.
Proof. Since ϕn ⇀ ϕ , we have z1n ⇀ 0 in E , but not strongly. Assume correspondingly that ϕ
+
n ⇀ ϕ
+
(resp. ϕ−n ⇀ ϕ−) and (z1n)+ := ϕ+n − ϕ+ ⇀ 0 (resp. (z1n)− := ϕ−n − ϕ− ⇀ 0). Then by direct computa-
tion we have
∥∥ϕ+n ∥∥2 = ∥∥(z1n)+ + ϕ+∥∥2 = ∥∥(z1n)+∥∥2 + ∥∥ϕ+∥∥2 + o(1) (4.7)
and
∥∥ϕ−n ∥∥2 = ∥∥(z1n)− + ϕ−∥∥2 = ∥∥(z1n)−∥∥2 + ∥∥ϕ−∥∥2 + o(1). (4.8)
According to Brezis–Lieb lemma [10], we have
|ϕn|pp = |ϕ|pp +
∣∣z1n∣∣pp + o(1). (4.9)
Now, let us show that
(
a(x) − b)∣∣z1n∣∣p−2z1n → 0 (4.10)
in H− 12 .
Indeed, for any h ∈ H 12 (R3,C4),
∫
R3
(
a(x) − b)∣∣z1n∣∣p−2(z1n,h)dx =
( ∫
|x|R
+
∫
|x|R
)(
a(x) − b)∣∣z1n∣∣p−2(z1n,h)dx.
Since H
1
2 (R3,C4) ↪→ Lp(B(0, R),C4) compactly, z1n → 0 in Lp(B(0, R),C4). Hence
∣∣∣∣
∫
|x|R
(
a(x) − b)∣∣z1n∣∣p−2(z1n,h)dx
∣∣∣∣ M2∣∣z1n∣∣p−1p |h|p  ε‖h‖.
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there holds ∫
|x|R
(
a(x) − b)∣∣z1n∣∣p−2(z1n,h)dx ε∣∣z1n∣∣p−1p |h|p  Cε‖h‖.
Thus ∫
R3
(
a(x) − b)∣∣z1n∣∣p−2(z1n,h)dx → 0.
Hence (4.10) holds.
Similarly, we also have ∫
R3
(
a(x) − b)∣∣z1n∣∣p dx → 0.
Moreover,
|ϕn|p−2ϕn = |ϕ|p−2ϕ +
∣∣z1n∣∣p−2z1n + o(1) in H− 12 . (4.11)
Indeed, let us deﬁne f (ϕ) = |ϕ|p−2ϕ . By the mean value theorem, we have
∣∣ f (ϕn) − f (ϕn − ϕ)∣∣ (p − 1)(|ϕn| + |ϕ|)p−2|ϕ|.
For R > 0 and h ∈ C∞0 (R3,C4), we obtain from the Hölder inequality,∣∣∣∣
∫
|x|>R
((
f (ϕn) − f (ϕn − ϕ)
)
,h
)
dx
∣∣∣∣
∫
|x|>R
∣∣ f (ϕn) − f (ϕn − ϕ)∣∣ · |h|dx
 c1
(|ϕn|p−2p + |ϕ|p−2p )|h|p
( ∫
|x|>R
|ϕ|p dx
) 1
p
 c2‖h‖
( ∫
|x|>R
|ϕ|p dx
) 1
p
.
We also have that
∣∣∣∣
∫
|x|>R
(
f (ϕ),h
)
dx
∣∣∣∣ |h|p
( ∫
|x|>R
|ϕ|p dx
) p−1
p
 c3‖h‖
( ∫
|x|>R
|ϕ|p dx
) p−1
p
.
Therefore, for every  > 0, there exists R > 0 large enough such that
∣∣∣∣
∫
|x|>R
((
f (ϕn) − f (ϕn − ϕ) − f (ϕ)
)
,h
)
dx
∣∣∣∣ ‖h‖.
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f (ϕn) − f (ϕn − ϕ) → f (ϕ)
in Lr(B(0, R)) with r = pp−1 . Since
∣∣∣∣
∫
|x|<R
((
f (ϕn) − f (ϕn − ϕ) − f (ϕ)
)
,h
)
dx
∣∣∣∣
 |h|p
∣∣ f (ϕn) − f (ϕn − ϕ) − f (ϕ)∣∣Lr(B(0,R))
 c4‖h‖ ·
∣∣ f (ϕn) − f (ϕn − ϕ) − f (ϕ)∣∣Lr(B(0,R)).
This proves (4.11).
By (2.18), (2.19), (2.20), we have the following three equations.
∫
R3
k(x)χϕn (x)
(
γ 0ϕn,ϕn
)
dx =
∫
R3
k(x)χϕ(x)
(
γ 0ϕ,ϕ
)
dx+ o(1). (4.12)
∫
R3
k(x)χϕnR
(
γ 0ϕn(x),h(x)
)
dx =
∫
R3
k(x)χϕR
(
γ 0ϕ(x),h(x)
)
dx+ o(1), ∀h ∈ E. (4.13)
And if hn ⇀ h in E , then
∫
R3
k(x)χϕnR
(
γ 0ϕn(x),hn(x)
)
dx =
∫
R3
k(x)χϕR
(
γ 0ϕ(x),h(x)
)
dx+ o(1). (4.14)
By (4.7)–(4.13) we obtain
I(ϕn) = 1
2
(∥∥ϕ+n ∥∥2 − ∥∥ϕ−n ∥∥2)− 14
∫
R3
k(x)χϕn
(
γ 0ϕn,ϕn
)
dx− 1
p
∫
R3
a(x)|ϕn|p dx
= 1
2
(∥∥ϕ+∥∥2 − ∥∥ϕ−∥∥2)− 1
4
∫
R3
k(x)χϕ
(
γ 0ϕ,ϕ
)
dx− 1
p
∫
R3
a(x)|ϕ|p dx
+ 1
2
(∥∥(z1n)+∥∥2 − ∥∥(z1n)−∥∥2)− 1p
∫
R3
b
∣∣z1n∣∣p dx+ o(1)
= I(ϕ) + I∞
(
z1n
)+ o(1),
and, for all h ∈ E ,
o(1) = (∇ I(ϕn),h)
= (ϕ+n ,h+)− (ϕ−n ,h−)−
∫
3
k(x)χϕnR
(
γ 0ϕn(x),h(x)
)
dx−
∫
3
a(x)|ϕn|p−2ϕnh dx
R R
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R3
k(x)χϕR
(
γ 0ϕ(x),h(x)
)
dx
−
∫
R3
a(x)|ϕ|p−2ϕhdx+ ((z1n)+,h+)− ((z1n)−,h−)−
∫
R3
b
∣∣z1n∣∣p−2z1nh dx+ o(1)
= (∇ I(ϕ),h)+ (∇ I∞(z1n),h)+ o(1) = (∇ I∞(z1n),h)+ o(1). (4.15)
Hence
I∞
(
z1n
)= c − I(ϕ) + o(1)
and
∇ I∞
(
z1n
)= o(1) in ∈ E. (4.16)
Furthermore, it holds that
I∞
(
z1n
)− 1
2
I ′∞
(
z1n
)
z1n =
(
p
2
− 1
)
Ψb
(
z1n
)
 0. (4.17)
Thus we have proved the lemma. 
Lemma 4.7. Under the assumptions as in Lemma 4.6, there exist a sequence a1n ∈ R3 with |a1n| → ∞ and a
critical point z1 = 0 of I∞ satisfying a1n  z1n ⇀ z1 and
I∞
(
a1n  z
1
n − z1
)→ c − I(ϕ) − I∞(z1) 0. (4.18)
Proof. It holds that
(∇ I∞(z1n), (z1n)+ − (z1n)−)= ∥∥z1n∥∥2 − b
∫
R3
∣∣z1n∣∣p−2z1n((z1n)+ − (z1n)−)dx. (4.19)
Eq. (4.14) and a similar computation as (4.15) show
o(1) = (∇ I(ϕn),ϕ+n − ϕ−n )
= (∇ I(ϕ),ϕ+ − ϕ−)+ (∇ I∞(z1n), (z1n)+ − (z1n)−)+ o(1)
= (∇ I∞(z1n), (z1n)+ − (z1n)−)+ o(1). (4.20)
Setting
δ := lim
n→+∞ sup
(
sup
y∈R3
∫
B1(y)
∣∣z1n∣∣p dx
)
,
we have that δ > 0. Otherwise, if δ = 0, then by the same argument as [25, Lemma 1.21], z1n → 0 in
Lp(R3,C4). Thus by (4.20), (4.19) and Hölder inequality, z1n → 0 in E . It is a contradiction.
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B1(a1n)
∣∣z1n∣∣p dx> δ/2.
Let us now consider a1n  z
1
n . We can assume that a
1
n  z
1
n ⇀ z1 in E . Therefore, a
1
n  z
1
n → z1 a.e. on R3.
Since ∫
B1(0)
∣∣(a1n  z1n)(x)∣∣p dx> δ/2,
from the Rellich theorem it follows that ∫
B1(0)
∣∣z1(x)∣∣p dx δ/2.
Thus, z1 = 0. Since z1n ⇀ 0 in E , (a1n) must be unbounded, and up to a subsequence, we can assume
that |a1n| → +∞. Furthermore, (4.16) implies ∇ I∞(z1) = 0, and similar argument as Lemma 4.6 shows
I∞(z1) + I∞
(
a1n  z
1
n − z1
)+ o(1) = I∞(a1n  z1n)= I∞(z1n)= I(ϕn) − I(ϕ) + o(1)
= c − I(ϕ) + o(1) (4.21)
and
∇ I∞
(
a1n  z
1
n − z1
)= o(1) in ∈ E. (4.22)
Eqs. (4.21), (4.22) and similar computation as in (4.17) yield (4.18). We have proved this lemma. 
With these preparations, we have the following concentration compactness lemma.
Lemma 4.8. Either
(1) ϕn → ϕ , or
(2) c  Cˆ and there exist a positive integer l, points z1, . . . , zl ∈ K∞ \ {0}, a subsequence denoted again by
(ϕn), and sequence (ain) ⊂ R3 , such that, as n → ∞,
∥∥∥∥∥ϕn − ϕ −
l∑
i=1
(
ain  zi
)∥∥∥∥∥→ 0,
∣∣ain∣∣→ ∞, ∣∣ain − akn∣∣→ ∞, if i = k
and
I(ϕ) +
l∑
i=1
I∞(zi) = c.
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results in Lemma 4.6 and Lemma 4.7. Note that c  Cˆ since I(ϕ) 0 and I∞(z1) Cˆ . If a1n  z1n → z1
then we are done. Otherwise, repeating the argument as in Lemma 4.6 and Lemma 4.7, after at most
ﬁnitely many steps we can ﬁnish the proof since I∞(zi) Cˆ > 0. 
Lemma 4.9. I satisﬁes the (C)c-condition for all c < Cˆ .
Proof. It is a straight consequence of Lemma 4.8. 
4.3. Proof of Theorem 1.1
In this subsection, we shall complete the proof of our main theorem. Before doing this, we have
to show that the least energy d is not zero.
Lemma 4.10. Suppose thatK \ {0} = ∅, then d > 0. In particular, 0 is an isolated critical point of I .
Proof. If ϕ ∈K, one has
I(ϕ) = I(ϕ) − 1
2
I ′(ϕ)ϕ = K (ϕ) +
(
p
2
− 1
)
Ψ (ϕ) 0.
For proving d > 0, assume by contradiction that d = 0. Then there exists (ϕn) ⊂ K \ {0} such that
I(ϕn) → 0. Then, by Lemma 4.5, (ϕn) is bounded. We can assume that, up to a subsequence, ϕn ⇀
ϕ ∈K. Then
I(ϕn) = K (ϕn) +
(
p
2
− 1
)
Ψ (ϕn) → 0.
Since K ( 0) and Ψ ( 0) are weakly sequentially lower continuous, we have
K (ϕn) → 0 and Ψ (ϕn) → 0 (4.23)
and ϕ = 0. Note that a(x) b implies |ϕn|p → 0. Since I ′(ϕn)(ϕ+n − ϕ−n ) = 0 and
I ′(ϕn)
(
ϕ+n − ϕ−n
)= ‖ϕn‖2 − K ′(ϕn)(ϕ+n − ϕ−n )− Ψ ′(ϕn)(ϕ+n − ϕ−n ),
we get that
‖ϕn‖2 = K ′(ϕn)
(
ϕ+n − ϕ−n
)+ Ψ ′(ϕn)(ϕ+n − ϕ−n ). (4.24)
By Hölder inequality,
∣∣Ψ ′(ϕn)(ϕ+n − ϕ−n )∣∣ M2|ϕn|p−1p ∣∣ϕ+n − ϕ−n ∣∣p → 0. (4.25)
Again, by Hölder inequality and Sobolev inequality, it holds that
∣∣K ′(ϕn)(ϕ+n − ϕ−n )∣∣=
∣∣∣∣
∫
R3
k(x)χϕnR
(
γ 0ϕn(x),
(
ϕ+n − ϕ−n
))
dx
∣∣∣∣
 |k|r · |ϕn|p ·
∣∣ϕ+n − ϕ−n ∣∣q · |χϕn |6
 c1|ϕn|p → 0. (4.26)
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Sobolev inequality, (2.4) and (2.5), we have
‖ϕn‖2  c2
(|ϕn|p−1p ∣∣ϕ+n − ϕ−n ∣∣p + |ϕn|p · ∣∣ϕ+n − ϕ−n ∣∣q · |χϕn |6)
 c3
(‖ϕn‖p + ‖ϕn‖4)= c3(‖ϕn‖p−2 + ‖ϕn‖2)‖ϕn‖2. (4.27)
Hence, 1 o(1), a contradiction. 
Now, we are going to complete our proof.
Proof of Theorem 1.1. Clearly, I satisﬁes (A0). Combining Lemma 3.2 and Lemma 2.4, we can infer
that I satisﬁes (A1). Lemma 4.1 is nothing but (A2). Lemma 4.2 shows that the linking condition of
Theorem 2.3 is satisﬁed. These, together with Lemma 4.4, yield a (C)c sequence (ϕn) with c < Cˆ for I .
Hence, by Lemma 4.9, ϕn → ϕ such that I ′(ϕ) = 0 and I(ϕ) ρ . Therefore, K \ {0} = ∅.
Lemma 4.10 yields d > 0 and 0 is an isolated critical point of I . Hence there is (ϕn) such that
I(ϕn) → d, I ′(ϕn) = 0. Since d < Cˆ , we have ϕn → ϕ in E with I(ϕ) = d and I ′(ϕ) = 0, hence Sd = ∅.
This completes the proof. 
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