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The living cell looks to researchers
very much like the elephant to the
blind men who touched it in
different places and came up with
wildly different guesses. The cell
might be a network of metabolic
reactions, according to the
biochemist, a bag filled with little
particles in the eyes of the
microscopist, an electrical wire if you
ask the neurologist, a factory for the
biotechnologist, or indeed, the
phenotype described in the genes it
expresses, if you listen to a
geneticist. 
The trouble is, all these answers
are right to a certain extent but they
are also wrong in that they don’t
describe the full picture. An entire
cell, even if it is a simple bacterial
one with less than 1,000 genes, is an
extremely complex system with
many variables including location,
motion and separation in space,
molecular conformation, chemical
composition and electrical potentials
changing over time and regulating
each other. The desire to fully
understand such a complex system as
a cell as a whole rather than in cross-
sections has motivated attempts to
recreate it on a computer. 
Computation and biology,
however, have been regarded as
separate worlds until very recently.
Unjustly so, because the cell — to
add another view to the elephant
analogy — could be seen as a
miniature computer with the DNA as
the RAM and the molecular
interactions doing lots of
computation, as Cambridge zoologist
Dennis Bray pointed out in an
influential review published in
Nature in 1995. So, if the separation is
just a cultural one, and a cell is like a
computer, we should be able to
simulate one on a computer,
shouldn’t we? 
The desire to fully understand
such a complex system as a cell
as a whole rather than in 
cross-sections has motivated
attempts to recreate it on a
computer
Attempts at computer modelling of
cellular functions have been made for
many years, but most of them
remained confined to one of the
specific perspectives cited above.
One of the earliest programs still in
use today is the Gepasi software
originally developed by Pedro
Mendes at the University of Wales in
Aberystwyth in 1989, which can
model the kinetics and
thermodynamics of metabolic
pathways, but treats them as if they
were happening in one or several
small test tubes. The latest version of
this program (Gepasi 3.21) was
released in February 2000 and is
available as a free download to be run
on Windows-based systems
(http://gepasi.dbs.aber.ac.uk). 
The E-cell project, which was
initiated at Keio University
(Fujisawa, Japan) in 1996, tried to
integrate the genetic and the
metabolic aspects. Starting from the
genome sequence of Mycoplasma
genitalium (one of the simplest free-
living organisms), Keio researchers in
collaboration with Venter’s TIGR
designed a minimal set of 127 genes
that would be essential for the
survival and maintenance (but not
replication) of a simple bacterial cell.
Their system includes a decay rate
for proteins and a complete ribosomal
machinery to replace them
(accounting for nearly half the genes
required). With these genes, and a
set of nearly 500 reaction rules, the
researchers constructed a computer
program which can be used to predict
and indeed rationalize the response
of a bacterium to environmental
changes it might naturally encounter
such as starvation or temperature
change (www.e-cell.org). 
Moving on to medical
applications, the Japanese
researchers then used this approach
to construct a virtual red blood cell.
Erythrocytes are an ideal target for
early day modelling, as they don’t
replicate and only have a modest
repertoire of behaviours, as they are
essentially serving as bags for
hemoglobin. And yet, there are
hereditary diseases arising from
malfunction of enzymes in
erythrocytes. Modelling the effects of
knocking out such enzymes using
the e-erythrocyte can make valuable
contributions towards understanding
the details of such heriditary
diseases. 
While the e-cell still treats its
object as a collection of molecules
and reactions in a bag, the group
directed by Leslie Loew at the
University of Connecticut Health
Centre set out to nail down these
interactions in space, so that the
biochemist’s and geneticist’s views
can be integrated with that of the
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microscopist. Thus, their ‘Virtual
Cell’ has a graphical physiology
interface that allows the user to
define compartments and their
contents in space and to input
biophysical data that they may have
guessed or measured. The software
also displays a mathematical
description of the generated model.
Advanced users may either edit these
equations or define a model by
creating their own mathematical
description from scratch.
Alicia Smith, a final year graduate
student in Ian Macara’s laboratory at
the University of Virginia, has spent
much of the last year of her thesis
work using this software. She
investigates fluxes between the
nucleus and the cytoplasm, in order
to understand the transport
mechanism of the GTPase Ran. Her
system was ideally suited for the
application of the Virtual Cell
program, she says, “because we had a
well-defined system to model, data
from many laboratories provided
biochemical and kinetic information,
and importantly, we had a means to
directly test predictions from the
model using a cell-based assay.”
Making predictions is, indeed,
the most productive part of the
computational work. Although it is
kind of reassuring if you can make
predictions which are then confirmed
by experimental measurements,
Dennis Bray points out that “the
most interesting outcome is when
simulation and experiment don’t
agree”. Because these are the
opportunities for researchers to
discover new kinds of interactions
which they had not taken into
account when creating the model. 
It is one of the strengths of the
Virtual Cell that users can add in as
much complexity as they can handle.
Typically, they would start out with a
test run of their equations with
between 3 and 20 components in a
non-spatial model (which takes little
computation time), and then proceed
to the more computationally
demanding task of tying this model
to a description of the cell in space,
involving partial differential
equations. 
The program, which is funded by
the NIH via a national resource
center (National Resource for Cell
Analysis and Modelling, NRCAM) is
available to all on the web
(www.nrcam.uchc.edu – registration
is free). There is a tutorial and a
manual, but like other modelling
programs it is all very complex and
demanding, so users should expect
an extended learning experience. An
annual mini-introductory course is
held by Loew and colleagues at the
UCHC each June. 
While the current programs are
already proving useful for some, the
next challenge will be to make them
truly accessible to many researchers
including those biologists who are
scared out of their wits if they hear
the words ‘partial differential
equation’. A new version of the
Virtual Cell with some improvements
has just been launched. Some
persuasion may also be required to
remove the artificial barrier between
computation and biology, and to
allow researchers to finally see the
whole elephant. 
Michael Gross is a science writer based at
the Oxford Centre for Molecular Sciences.
He can be contacted through his web page
at www.michaelgross.co.uk.
E-modelling: erythrocytes have proved one
attractive cell type for computational
biologists seeking to bring together isolated
pieces of information into a model of the
activities of a whole cell. (Mehau Kulyk,
Science Photo Library, London.) 
