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Inspired by recent experiments on graphene, we examine the non-dissipative viscoelastic response
of anisotropic two-dimensional quantum systems. We pay particular attention to electron fluids with
point group symmetries, and those with discrete translational symmetry. We start by extending the
Kubo formalism for viscosity to systems with internal degrees of freedom and discrete translational
symmetry, highlighting the importance of properly considering the role of internal angular momen-
tum. We analyze the Hall components of the viscoelastic response tensor in systems with discrete
point group symmetry, focusing on the hydrodynamic implications of the resulting forces. We show
that though there are generally six Hall viscosities, there are only three independent contributions
to the viscous force density. To compute these coefficients, we develop a framework to consistently
write down the long-wavelength stress tensor and viscosity for multi-component lattice systems.
We apply our formalism to lattice and continuum models, including a lattice Chern insulator and
anisotropic superfluid.
I. INTRODUCTION
One of the most peculiar and fascinating manifesta-
tions of topology in condensed matter physics is the ap-
pearance of nondissipative transport coefficients in insu-
lating systems. The paradigmatic example is the Hall
conductivity, which is quantized in a two-dimensional
insulator, and proportional to a topological invariant–
the Chern number–characterizing the many-body ground
state1–3. Similarly, it has recently been noted that in two-
dimensional insulators with broken time-reversal symme-
try, there is a non-dissipative viscosity4–6. In rotationally
invariant phases it has been shown that there is a unique
Hall viscosity coefficent ηH, which for a gapped phase is
proportional to the particle density n¯ a quantized invari-
ant of the ground state known as the shift S6,7,
ηH =
~
4
n¯S. (1)
The shift quantifies the number of additional magnetic
monopoles needed to stabilize the ground state on a
sphere8. In the quantum Hall regime, the Hall viscosity
has been proposed as a numerical diagnostic for distin-
guishing between different competing topological orders9.
When rotational symmetry is broken, there ceases to be a
single Hall viscosity coefficient, and the relation between
the viscosity and the shift is lost10–13.
Outside of insulators, topological considerations can
also lead to nondissipative transport coefficients in metal-
lic systems, due to the influence of Berry phase effects in
transport. Pioneering work by Karplus and Luttinger14,
as well as Haldane15 have shown how the Hall conductiv-
ity in metallic magnets receives a contribution due to the
Berry curvature of the occupied states in a Fermi liquid.
Recently, there has been a surge of interest into the non-
dissipative viscosity of metallic systems as well, driven
in large part by the discovery of hydrodynamic flow in
systems like graphene16. For electronic fluids with an ap-
proximately conserved momentum at long wavelengths,
experiments have been proposed for extracting the Hall
viscosity from flow through the width dependence of the
Hall conductance in narrow channels17, the flow profile
near point contacts18,19, and the semiclassical districu-
tion function20. Cutting-edge experiments in graphene
under non-quantizing magnetic fields have started to val-
idate these proposals21.
Despite this progress, the robustness and even the de-
finability of the Hall viscosity in the absence of rotational
and translational symmetry have not been systemati-
cally treated. For instance, the low-energy Dirac the-
ory of graphene arises as a k · p expansion in a highly
anisotropic band structure for a system with no transla-
tional symmetry. In spite of previous works examining
the Hall viscosity in models with broken translational
symmetry22–25, the connection between microscopic, low
energy descriptions and long-wavelength hydrodynamics
relevant to experiment has not been directly addressed.
Furthermore, a comprehensive framework for treating
momentum transport in systems with broken time rever-
sal symmetry and no external magnetic field (analogous
to the formalism for the anomalous Hall conductance) is
lacking.
In this work, we will take steps to address these is-
sues by developing a formalism for nondissipative vis-
cosity in nonrotationally invariant systems, both in the
continuum and with periodic potentials. With these
tools we deduce several conclusions about the viscosity
of anisotropic quantum fluids. Our first main result is an
extension the Belinfante-Rosenfeld symmetrization pro-
cedure to anisotropic translation-invariant systems, thus
fixing the antisymmetric part of the stress tensor op-
erator. Second, we show how and to what extent mo-
mentum transport can be defined for lattice systems.
Third, we show that for a generic system, there are in
fact six nondissipative viscosity coefficients, which deter-
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2mine only three independent hydrodynamic forces due
to the nonuniqueness in the definition of the stress ten-
sor. Lastly, for free-fermion systems we will show how
the six viscosity coefficients are expressible in terms of
quandrupole moments of the Berry curvature of occupied
bands, and a correction due to the internal (pseudospin)
angular momentum of bands.
Background and Notation
To begin, let us establish notation and review how
viscosity arises in nonrelativistic quantum systems. We
will work throughout in units where ~ = c = e = 1.
For a quantum system with a single particle type in d-
dimensions, we can introduce the stress tensor through
the conservation law for momentum. We thus start
with the momentum density operator gµ(r). Here and
throughout this work, Greek indices such as µ will run
over spatial directions µ = 1, . . . , d, and we will unless
otherwise noted take d = 2. The stress tensor τµν(r) can
then be defined through the conservation law for momen-
tum density26,
∂tgν(r) +
∑
µ
∂µτ
µ
ν(r) = f
ext
ν (r), (2)
where f ext is the density of external forces acting on the
particles. Throughout this work we will use boldface
symbols to refer exclusively to two-dimensional vectors.
We also introduce the shorthand ∂µ to denote the partial
derivative of a function with respect to a component of
its (coordinate) vector argument,
∂µf(x) ≡ ∂f
∂xµ
, (3)
and analogously in momentum space
∂µf(k) ≡ ∂f
∂kµ
. (4)
Furthermore, we will not use the Einstein summation
convention in this work. Since expressions in lattice sys-
tems often involve repeated indices, we will explicitly in-
dicate all summations over indices as above. Because this
is an unconventional choice, we will remind the reader
periodically that repeated indices are not summed over.
Eq. (2) defines the stress tensor up to a divergence-
less term, which must be fixed from other considerations.
In rotationally invariant relativistic systems, it is always
possible to choose a stress tensor which is symmetric in
flat space (where we can avoid complications due to index
raising/lowering)27. It was recently shown how to adapt
this symmetrization procedure for rotationally invariant
nonrelativstic two-component fermions as well28. One of
the main results of our work is a generalization of this
procedure to lattice and continuum systems which lack
rotational symmetry.
Having defined the stress tensor, we will be primar-
ily interested in the response of the stress to an applied
time-varying strain perturbation λ νµ ≡ ∂µvν . To make
contact with classical hydrodynamics, we can interpret
vν as a spatially dependent velocity field in a fluid. We
expand the average of the stress tensor perturbatively in
the velocity field to define
〈τµν〉 = 〈τµν〉0−
∑
λρ
[
κµ λν ρ
∫
dt∂λv
ρ + ηµ λν ρ∂λv
ρ + . . .
]
(5)
Here 〈τµν〉0 denotes the average stress in the absence of
a strain perturbation. For a translation-invariant fluid in
d-dimensions we have that
〈τµν〉0 = Pδµν , (6)
where P is the hydrostatic pressure. The tensor κµ λν ρ is
the tensor of elastic moduli, and gives the response of the
stress tensor to static strains [hence the time integral in
Eq. (5)]. Finally, the tensor ηµ λν ρ is the viscosity tensor,
and will be the fundamental object of study for this work.
In particular, we will mostly focus on the Hall viscosity
tensor
(ηH)µ λν ρ ≡
1
2
(
ηµ λν ρ − ηλ µρ ν
)
, (7)
which is the part of the viscosity tensor which does not
contribute to power dissipation. In the following sections,
we will examine the constraints that point group symme-
try places on the momentum density, stress, and (Hall)
viscosity tensors. The structure of the paper is as follows:
First, in Sec. II, we will show how to define the ana-
logue of the Belinfante stress tensor in a translationally-
invariant, nonrelativstic anisotropic system. Then, in
Section III, we will extend this formalism to systems with
only discrete translation symmetry. With the formalism
developed, we will in Sec. IV investigate the constraints
of point group symmetry on the viscosity tensor both
phenomenologically and microscopically using the Kubo
formalism. In Sec. V we will focus in particular on free
fermion systems, where we can relate the Hall viscosity
to band topology. Finally, in Sec. VI we will apply these
results to lattice and continuum models of interest.
II. CONTINUUM SYSTEMS: STRAIN AND
STRESS WITH ANISOTROPY
To begin, let us consider a general Hamiltonian for an
interacting, translationally invariant system of particles
in two dimensions. We will additionally assume that the
particles have NL internal degrees of freedom. We can
write the Hamiltonian for such a system as
H =
∑
ia
MaT
a(pi) +
1
2
∑
i6=j,a
MaV
a(xi − xj), (8)
3where pi is the momentum operator for particle i, xi is
the position operator for particle i, i, j = 1, . . . , N index
the particles, and the matrices Ma. form a basis for
NL × NL Hermitian matrices. We have the canonical
commutation relations[
xµi , p
j
ν
]
= iδµν δ
j
i . (9)
To compute the viscosity for the ground state of such
a system, we would like to employ the Kubo formalism of
Ref. 29. To do so, we must first identify the momentum
density operator g(r). If we ignore the internal degrees of
freedom of the particles, then we have that all momentum
must be carried by kinetic motion. Following the logic
of Ref. 29, we would write the momentum density as the
density of kinetic momentum
gkin(r) =
1
2
∑
i
{pi, δ(r− xi)} , (10)
where {·, ·} indicates the anticommutator. We can iden-
tify the first moment of the kinetic momentum density
Jµν = −
∫
d2rrµgν(r) = −1
2
∑
i
{xµi , piν} (11)
with the generators of uniform spatial strains
(i.e. position-dependent displacements). Further-
more, by taking the long wavelength limit of the Fourier
transform of Eq. (2), we see that the time derivative
of the strain generators give the integrated (canonical)
stress tensor
Tµν =
∫
d2rτµν(r) ≡ −i[H,Jµν ] (12)
Because Eq. (12) was derived from the kinetic momentum
density, we will refer to it as the kinetic stress.
However, when the internal degrees of freedom of the
particles transform nontrivially under rotations, we must
modify the momentum density to account for the density
of internal linear momentum. To see this most directly,
let us recall that the antisymmetric part of the strain
generator should generate rotations. On the coordinates
and the momenta, rotations act in the standard way as
U(θ)xiU
†(θ) =
∑
ν
Rµνx
ν
i (13)
U(θ)piiU†(θ) =
∑
ν
Rνµpi
i
ν , (14)
with
R =
(
cos θ − sin θ
sin θ cos θ
)
(15)
a rotation matrix. This action is generated by
i
∂U
∂θ
U†
∣∣∣∣
θ=0
= Lorb =
∑
iµν
 νµ x
µ
i p
i
ν (16)
In the absence of any internal degrees of freedom, this
would be the end of the story. However, when rotations
act nontrivially on the internal indices in Eq. (8), we
have that rotations are generated by the total angular
momentum
L ≡ Lorb + Lint, (17)
where Lint is an NL ×NL matrix acting on the internal
degrees of freedom. As an example, for a spin-1/2 par-
ticle in two dimensions, Lint = 1/2σz, the generator of
rotations about the z-axis.
The antisymmetric part of the strain generator
Eq. (11) gives only the orbital angular momentum by
construction. Thus, following Ref. 28, we seek a modi-
fied strain generator J µν satisfying∑
µν
 νµ J µν = −Lorb − Lint (18)
In order for this modified strain generator to be com-
putable as a moment of the momentum density, we can
define the momentum density to be
gµ(r) ≡ gkin,µ + 1
2
∑
iν
 νµ ∂νδ(r− xi)Lint (19)
This is the minimal modification of the momentum den-
sity which enforces Eq. (18). Note, importantly, that this
redefinition does not change the total linear momentum
P =
∫
d2rg(r) =
∫
d2rgkin(r) (20)
By examining the first moment of the modified momen-
tum density, we can express the modified strain genera-
tors in terms of the kinetic strain generators as
J µν = −
∫
d2rrµgν(r) = J
µ
ν −
1
2
µνLint. (21)
Inserting the modified momentum density into the conti-
nuity equation Eq. (2), Fourier transforming, and taking
the long wavelength limit, we find that the modified in-
tegrated stress tensor is
TµB,ν = −i [H,J µν ] = Tµν +
i
2
µν [H,Lint] , (22)
where the subscript B refers to Belinfante30, for reasons
we will make precise below. Because the second term in
Eq. (22) originates from the internal angular momentum,
we will refer to it as the spin stress.
So far, we have made no assumption on the rotational
symmetry of the system under study. The criterion of
rotational symmetry of the Hamiltonian can be expressed
as
[L,H] = [Lorb, H] + [Lint, H] = 0 (23)
4Combining this with Eq. (22), we see that for rotationally
invariant systems, the modified stress tensor TµB,ν satisfies∑
µν
TµB,ν
ν
µ = 0. (24)
In other words, the stress tensor corresponding to the
momentum density Eq. (19) is symmetric in flat space
(where we can raise and lower indices with impunity).
In the special case of spin-1/2 Dirac electrons, it was
shown that the stress defined in this way is precisely the
Belinfante-Rosenfeld stress tensor28,30–32; here we have
generalized this result to arbitrary representations of in-
ternal rotations.
Going further, we can also show that the if we com-
pare this treatment with the field-theoretic formalism of
Ref. 27, we see that the strain generators J µν implement
precisely the generalized Belinfante procedure described
there. To see this, we can imagine defining a second-
quantized version of Eq. (8), valid on an arbitrary curved
surface. The action for this system takes the general form
S =
∫
d3x
√
gψ†
[
iet0 (∂t − iωtLint)−H(~e, ~ω)
]
ψ, (25)
where ψ is an NL component annihilation operator, ~e
are frame fields (vielbeins), and ~ω is the spin connec-
tion. We have defined H(~e, ~ω) to be the Hamiltonian
with all indices covariantly contracted with vielbeins, and
all derivatives replaced by (rotationally) covariant deriva-
tives. For the sake of this discussion, we have included in
the Hamiltonian all terms which involve a spatial deriva-
tive of the fermion fields. Following Refs. 27, 33, and 34,
the stress tensor and momentum density for this system
can be derived by considering the conservation law asso-
ciated with diffeomorphism invariance of the action. A
priori, the spin connection and the vielbeins are treated
as independent variables; doing so leads to the conser-
vation law for the canonical stress tensor analogous to
Eq. (12). However, if we demand that the torsion of
space
~T = d~e+ ~ω ∧ ~e (26)
remained fixed (more properly, as fixed as possible) as we
vary the background geometry, then the spin connection
can be expressed in terms of the vielbeins. Eliminating
~ω from Eq. (25) and applying Noether’s theorem yields a
stress tensor which is symmetric when the system is rota-
tionally invariant. To check whether this field-theoretic
Belinfante procedure yields the same stress tensor TµB,ν
obtained from the improved strain generators, it suffices
to consider the field-theoretic Belinfante momentum den-
sity. The correction to the momentum density from the
vielbein dependence of the spin connection can be writ-
ten
δgµ = − 1√
g
2∑
A,ℵ=0
∫
d3x
√
g
δS
δωℵ
δωℵ
δeA0
eAµ , (27)
where A and ℵ are internal (frame) and ambient space-
time indices, respectively. Taking the variations using
the expressions in Appendix A of Ref. 27 for the spin
connection and evaluating the result in the unstrained
geometry yields
δgµ =
∑
ν
 νµ ∂ν
(
ψ†(r)Lintψ(r)
)
, (28)
which is exactly the second-quantized form of the inter-
nal momentum in Eq. (19). Thus, we conclude that the
stress tensor Eq. (22) coincides with the usual Belinfante
procedure, at least on the physical Hilbert space (recall
that the Belinfante stress tensor as a quantum opera-
tor is only symmetric when the equations of motion are
applied, i.e. when acting on physical states). The im-
portance of considering the Belinfante tensor will be il-
lustrated in Sec. VI when we reexamine the viscosity of
multicomponent lattice tight-binding systems, first con-
sidered in Ref. 22. In that work the spin connection ~ω
is explicitly set to zero, and hence those authors use the
canonical stress tensor.
It is important to note also that there is a fundamental
difference between the Belinfante procedure in relativstic
and nonrelativistic systems. Due to Lorentz symmetry, in
relativistic systems the Belinfante symmetrization adds
a divergence free term to the entire energy-momentum
tensor. As such, integrated quantities such as the ten-
sor Tµν do not change when the stress tensor is sym-
metrized. By contrast, in nonrelativistic systems, there
is no symmetry relating the momentum density to the
stress tensor; a consequence of this is that the integrated
Belinfante tensor TµB,ν is physically distinct from the in-
tegrated canonical stress tensor.
Furthermore, note that the internal angular mo-
mentum contribution to the momentum density origi-
nates solely from the time-derivative term in the action
Eq. (25). As such, even when the Hamiltonian breaks ro-
tational symmetry explicitly, the form of the momentum
density operator is unchanged. From this we conclude
that the stress tensor Eq. (22) is the meaningful extension
of the Belinfante “symmetrization” to non-rotationally
invariant situations, validating the conjecture of Ref. 28.
However, we cannot get away with modifying the mo-
mentum density without paying some price; while the ki-
netic strain generators Jµν generate the algebra gl(2,R),
i
[
Jµν , J
λ
ρ
]
= δµρJ
λ
ν − δλνJµρ, (29)
of diffeomorphism of the plane, the same cannot be said
of the modified strain generators. In fact, because we
have chosen the internal degrees of freedom to be invari-
ant under shears and dilatations, and to transform only
under rotations, we have that
i
[J µν ,J λρ] = δµρJλν − δλνJµρ. (30)
The modified strain algebra thus does not close. Fur-
thermore, even if we were to let the internal degrees of
freedom transform under shears and dilatations, we could
5never get the algebra of the J s to close as long as the
number of internal degrees of freedom is finite. This is be-
cause the Lie group GL(d,R) is non-compact, and hence
has no finite-dimensional unitary representations35.
We thus see that, by modifying the strain generators
as per Eq. (19), we obtain the Belinfante stress tensor
TµB,ν . Even in the absence of rotational symmetry, the
Belinfante stress gives the conserved current associated
to deformations of spacetime at fixed (reduced) torsion.
In this way, we can fix the definition of the antisymmet-
ric part of the stress tensor in rotationally non-invariant
systems. By focusing on the Belinfante stress, we en-
sure that the torque density  νµ T
µ
B,ν gives only the torque
due to rotational symmetry breaking in the Hamiltonian.
Thus, the modified strain generators J µν and Belinfante
stress tensor TµB,ν are the natural objects to consider in
the study of viscosity of anisotropic systems.
Using this Belinfante formalism, we can proceed to cal-
culate the viscosity tensor for arbitrary anisotropic con-
tinuum systems. Before moving on to examine this, how-
ever, let us recall that in condensed matter systems the
most common source of rotational symmetry breaking
comes from an underlying lattice. In order to consis-
tently treat the viscosity in such systems (even in the
low-energy k · p limit), we will first develop a formalism
for computing momentum transport in lattice models.
III. CAN WE GENERALIZE TO A LATTICE
SYSTEM?
At first sight, the idea of quantifying momentum trans-
port in a lattice system is fraught with difficulties. First
and foremost, in the presence of translational symmetry
breaking, total momentum is no longer conserved. This
creates difficulties in defining a continuity equation for
the density of momentum: the split between external
forces f ext and internal forces
f intν ≡ −
∑
µ
∂µτ
µ
ν (31)
becomes unnatural. Furthermore, the strain formalism
of Ref. 29 and Sec. II is no longer available if we work
with a lattice-regularized system with discrete positions,
since the momentum operators is no longer well-defined.
To remedy these issues, we will in this section gen-
eralize the strain and stress formalisms to tight-binding
lattice systems, and show that there exists a meaninful
notion of stress tensor and momentum transport which
reduce to those of Sec. II in an appropriate continuum
limit. Our motivation for developing this formalism is
twofold. First, a lattice formulation allows us to incor-
porate rotational symmetry breaking into the viscosity
formalism in a controlled way, where the strength of the
anisotropy can be quantitatively tied to the underlying
crystal structure. Second, we would like to provide a
framework for interpreting and understanding previous
results on the viscosity of lattice systems such as Chern
insulators22, and the connection to low-energy expan-
sions of the viscosity near multiple fermi pockets such
as in graphene28.
To begin, let us consider a general lattice Hamiltonian
H =
∑
RR′nm
c†nRf
nm(R,R′)cmR′
+
1
2
∑
RR′plnm
[V (R,R′)]nmp`c†nRc
†
mR′cpRc`R′ , (32)
where we have, for convenience, introduced a second-
quantized description. Here R and R′ are lattice vec-
tors in a Bravais lattice, and the operators c†nR creates a
fermion in unit cell R in state indexed by n. The fermion
operators satisfy the anticommutation relations
{cnR, cmR′} = 0 (33)
{c†nR, cmR′} = δRR′δnm. (34)
Although we consider a fermionic system for concrete-
ness, the generalization of all our results to bosonic sys-
tems is straightforward. Note that the states created by
c†nR for the same R need not all be centered at the same
spatial location; nevertheless, we will for simplicity refer
to the degrees of freedom indexed by n as “internal” de-
grees of freedom. The first term fnm(R,R′) is the single-
particle Hamiltonian, and includes both kinetic and on-
site interactions. The second term [V (R,R′)]nmp` is the
(normal-ordered) two-body interaction energy. We as-
sume that the Hamiltonian has discrete tranlation sym-
metry
fnm(R+Ra,R
′ +Ra) = fnm(R,R′) (35)
[V (R+Ra,R
′ +Ra)]nmp` = [V (R,R′)]nmp`, (36)
where
Ra =
∑
µ
nµaaµ, n
µ
a ∈ Z (37)
is any Bravais lattice vector, written in terms of the prim-
itive lattice vectors aµ. Beyond this, we will make no
other assumptions about symmetry. Due to the prepon-
derance of expressions with repeated indices that will
appear as we consider lattice systems, we remind the
reader that we will not sum over repeated indices unless
noted explicitly. Let us also introduce a (normalized) ba-
sis {bµ|µ = 1, 2} for the reciprocal lattice satisfying
aν · bµ = δµν (38)
In order to discuss momentum transport in this sys-
tem, we must first define a lattice momentum density.
We would like to do this in such a way that we recover the
continuum momentum density Eq. (19) in the long wave-
length limit, which is equivalently the limit that the lat-
tice spacings |aµ| goes to zero, keeping the ratios |aµ|/|aν |
fixed. Furthermore, we expect a hydrodynamic approach
6to be valid only in a “coarse-grained” sense, which means
that we should focus primarily on the transport of mo-
mentum between unit cells (rather than within the unit
cell). As we emphasized in Sec. II, it is also critical for
us to incorporate internal angular momentum into the
momentum density. In the lattice system, the internal
angular momentum is determined by the representation
of rotations on the internal degrees of freedom {n}; sys-
tems with the same Hamiltonian H may have different
internal rotation generators Lintnm depending on the phys-
ical meaning (embedding) of the degrees of freedom {n}.
Taking these considerations into account, we decom-
pose the lattice momentum density
gLµ(R) = g
kin
µ (R) + g
int
µ (R) (39)
into a kinetic piece gkinµ (R) and an internal angular mo-
mentum contribution gintµ (R). For the kinetic momen-
tum, we write
gkinµ (R) =
i
4|aµ|
∑
n
(
c†nR+aµcnR − c
†
nR−aµcnR + c
†
nRcnR−aµ − c†nRcnR+aµ
)
, (40)
Similarly, we take for the internal momentum density
gintµ (R) =
∑
nmν
1
4|aν | ˜
ν
µ L
nm
int
(
c†nR+aν cmR − c
†
nR−aν cmR + c
†
nRcmR+aν − c†nRcmR−aν
)
, (41)
where we have defined the lattice epsilon tensor
˜ νµ ≡ aTµ ·  · bν . (42)
The sum of fermion bilinears appearing here give a sym-
metric discretization of the derivative. As such, in the
limit of small lattice spacing |aµ| → 0, the sum of
Eqs. (40) and (41) coincides with the continuum momen-
tum density Eq. (19),
lim
|a|→0
gLµ(R) = aˆµ · g(R). (43)
Additionally, the particular discretization of the deriva-
tive that we have chosen here includes all terms that carry
momentum into or out of the unit cell R from adjacent
unit cells. This is reminiscent of the form of conserved
currents in lattice gauge theories36, and is necessary to
ensure that we recover the proper long-wavelength prop-
erties upon coarse-graining.
Taking Eq. (39) as our starting point, we can now ex-
amine its time derivative and attempt to derive an ana-
logue of Eq. (2). This will allow us to extract the inte-
grated Belinfante stress tensor. Since we will be primarily
interested in the integrated stress tensor, we procede in
momentum space. We introduce the momentum space
creation and annihilation operators
cnk =
∑
R
cnRe
ik·R (44)
c†nk =
∑
R
c†nRe
−ik·R. (45)
(46)
Inserting these into Eqs. (40) and (41), we find
gLµ(R) =
∑
q
eiq·R(gkinµ (q) + g
int
µ (q)) (47)
with
gkinµ (q) =
1
2|aµ|
∑
nk
[sin (k+ q) · aµ + sink · aµ] c†nkcnk+q (48)
and
gintµ (q) =
∑
kν,m,n
i
2|aν | ˜
ν
µ [sin (k+ q) · aν − sink · aν ]Lnmint c†nkcmk+q (49)
Note that in this form we see clearly that the total lattice momentum, obtained by taking q → 0, coincides with
the conventional expression for the momentum operator found in, e.g. Ref. 37. In particular, the internal angular
momentum does not contribute to the total momentum, as in the continuum case.
By taking the commutator of Eqs. (48) and (49), with the Hamiltonian (32) we can attempt to extract the stress
7tensor and external force densities from the time deriva-
tive
∂tg
L
µ(q) = i
[
H, gLµ(q)
]
, (50)
where H is the Hamiltonian (32). Our goal will be to
make an analogy with the continuum continuity equa-
tion in the long-wavelength q → 0 limit. To do so, it is
simplest to expand Eqs. (48) and (49) to leading order in
q, which gives
gLµ(q) = Pµ +
1
2
∑
nmνk
qνc
†
nk
[{
sink · aµ
|aµ| , ∂
ν
}
δnm + i˜ νµ cosk · aνLnmint
]
cmk + . . . , (51)
where we have introduced the total momentum operator P = gL(q = 0), and ∂ν here represents a derivative with
respect to kν ≡ k · aˆν (we expect no confusion to arise between the use of ∂ for momentum and position derivatives–
position derivatives always carry a lower index, and momentum derivatives an upper index). Examining the expression
in brackets, we recognize that it is a discretized form of the strain generator Eq. (21). In particular, if we define
J µL,ν ≡ −
i
2
∑
knmν
c†nk
[{
sink · aν
|aν | ,
∂
∂kµ
}
δnm + i˜ µν cosk · aµLnmint
]
cmk (52)
then we have
gLµ(q) = Pµ + i
∑
ν
qνJ νL,µ +O(q2) (53)
Comparing with the continuity equation, this allows us
to identify, in the long wavelength limit,
f extµ = −i [H,Pµ] (54)
TµB,ν = −i
[
H,J µL,ν
]
(55)
Note that, unlike in a continuum system, the external
force f extµ need not vanish for the Hamiltonian (32). This
is because the interaction term [V (R,R′)]nmp` is not in-
variant under infinitesimal translations. More physically,
f extµ corresponds to the rate of momentum relaxation due
to Umklapp scattering38. Note also that all O(q2) con-
tributions to the lattice momentum density can, in the
long-wavelength limit, be written as
gLµ(q) = Pµ + i
∑
ν
qνJ νL,µ +
∑
ν
iqνM
ν
µ(q) (56)
for some q dependent tensor Mνµ(q) which vanishes at
least linearly as q → 0. This tensor is in principle com-
putable by Taylor expanding Eqs. (48) and (49). By
taking the time-derivative of Mµν , we can compute the
long-wavelength stress tensor τµB,ν(q) to arbitrary order
in q.
For interacting systems, defining the stress tensor and
internal forces in this way is tantamount to making a par-
ticular choice for how to split the force density between
internal and external contributions. Although there is
no ambiguity in attributing uniform forces to f ext, solely
to the interaction term via Eq. (54), at higher order in
q both viscous and external forces may appear as di-
vergences of functions. Our formalism following from
Eq. (56) chooses to attribute all nonuniform forces to in-
ternal forces Eq. (31). This nonuniqueness is at the heart
of the claim that the viscosity requires translational in-
variance to be well-defined7,29. Nevertheless, we see that
in the long-wavelength limit there exists a natural choice
for the integrated stress tensor, and hence a natural def-
inition for the viscosity and elastic moduli tensors.
Finally, we point out that, due to the factor of cosk·aµ
multiplying the internal angular momentum in (52), the
internal angular mommentum contribution to the lattice
stress tensor is not purely antisymmetric, in contrast to
the continuum case. Mathematically, this factor origi-
nated from our choice of symmetric discretization of the
derivative in Eq. (41). Physically, it reflects the fact that
J µL,ν is not a generator of simple uniform deformations
of the plane beyond leading order in k · a, which can be
seen by expanding the kinetic strain.
By carrying out the commutator in Eq. (55), we can
derive a general expression for the lattice stress tensor. It
is beneficial to carry this computation out in two parts,
first for the non-interacting contribtuion to the stress,
and second for the interaction contribution. Introducing
the Fourier transform
fnm(k) =
∑
R
e−ik·Rfnm(R, 0) (57)
of the single particle Hamiltonian in Eq.(32), we find
rather directly that the single-particle contribution TµB0,ν
to the stress tensor is given by
TµB0,ν =
∑
nmk
c†nk
(
∂µfnm(k)
sink · aν
|aν | +
i
2
˜µν cosk · aµ[f(k), Lint]nm
)
cmk (58)
8Combined with Eq. (54), we see from this result that in a noninteracting system, lattice effects enter only via anisotropy
of the stress tensor.
Next, we can compute the interaction contributions to the lattice stress tensor. The algebra is a bit more involved,
and it is most convenient to use the representation
J µL,ν = −
∑
R
Rµgν(R) (59)
for the lattice strain generator. Defining the shorthand
V kqR ≡
∑
R′nmp`
[V (R′,R)]nmp`c†nR′c
†
mkcpR′c`k+q (60)
(V L)kqR =
∑
R′nmp`n′
[V (R′,R)]nmpn
′
Ln
′`
int c
†
nR′c
†
mkcpR′c`k+q (61)
(LV )kqR =
∑
R′nmp`n′
Lmn
′
int [V (R
′,R)]nn
′p`c†nR′c
†
mkcpR′c`k+q (62)
we find that TµBIK,ν , the lattice form of the “Belinfante-Irving-Kirkwood
39” is
TµBIK,ν =
∑
Rkq
1
4|aν |R
µeiq·R
[(
V kqR+aν − V
kq
R
)(
ei(k+q)·aν + e−ik·aν
)
−
(
V kqR−aν − V
kq
R
)(
e−i(k+q)·aν + eik·aν
)]
+
∑
Rkqλ
i
4|aλ|R
µ˜λνe
iq·R
[
eik·aλ
(
(LV )kqR − (V L)kqR−aλ
)
+ e−ik·aλ
(
(V L)kqR+aλ − (LV )
kq
R
)
+ei(k+q)·aλ
(
(V L)kqR − (LV )kqR+aλ
)
+ e−i(k+q)·aλ
(
(LV )kqR−aλ − (V L)
kq
R
)]
. (63)
In deriving this expression we have exploited the trans-
lational and exchange symmetries of the interaction
[V (R,R′)]nmp` in order to obtain a somewhat compact
expression. Nevertheless, we will spare the reader any
explicit use of Eq. (63) going forward.
A. Connecting the lattice to the continuum
With this method of defining the momentum density
and long-wavelength stress tensor, we see that the lattice
forces enter into hydrodynamics only through Umklapp
scattering in interacting systems. In a noninteracting sys-
tem the total momentum P defined here is a conserved
quantity. We thus recover in our formalism that hydro-
dynamics applies when the impurity scattering rate (here
set to zero from the outset) and the Umklapp scattering
rate go to zero. This observation, along with the sim-
ilarities between Eqs. (21) and (52) suggest a concrete
connection between the lattice and continuum formula-
tions.
We must be careful, however, to distinguish two differ-
ent points of view on the continuum limit. In the first,
which we will call the “lattice gauge theory” point of
view, the lattice Hamiltonian Eq. (32) represents a reg-
ularized UV completion of some underlying continuum
theory. This is the perspective that was taken in Ref. 22,
where the lattice model for a Chern insulator was inter-
preted as the UV completion of a theory of free Dirac
fermions. In this point of view, the continuum model is
recovered by taking the appropriate |aµ| → 0 limit. This
perspective is also appropriate for metallic systems (such
as graphene28), where we can view the |a| → 0 limit of
Eq. (32) as reproducing low-energy Fermi pockets with
anisotropic dispersion. In the lattice gauge theory point
of view, we see that as |aµ| → 0, the free-fermion inte-
grated stress tensor becomes
TµB0,ν →
∑
nmk
c†kn
(
kν∂
µf0nm(k)
+
i
2
˜µν
[
f0(k), Lint
]
nm
)
cmk, (64)
= bˆµ ·TB, ·aˆν , (65)
where f0 is the continuum limit of the single-particle
Hamiltonian. Eq. (65) is nothing other than the contin-
uum free fermion stress tensor projected along the direct
and reciprocal lattice directions. Similarly, the interac-
tion contribution to the stress tensor reproduces the (Be-
linfante symmetrized) Irving-Kirkwood stress tensor29.
This corresponds to a coarse-graining where we ignore
physics at the lattice scale and focus instead only on
inter-unit cell dynamics.
There is, however, a different notion of continuum limit
in condensed matter, where we view the Hamiltonian (32)
as a tight-binding or Wannier approximation to an un-
9derlying continuous Schro¨dinger equation with a periodic
potential. In this case, taking the continuum limit corre-
sponds to leaving the lattice constant fixed, but letting
the number of internal degrees of freedom go to infinity,
such that the operators cnR → cσrR, with r a vector
within the unit cell, and σ is a spin index. The opera-
tor cσrR annihilates an electron in a delta-function local-
ized orbital with spin σ at position r + R. We refer to
this method of taking the continuum limit as the “tight-
binding” continuum limit. Examining Eqs. (58) and (63),
we see that in the tight-binding continuum limit the sums
over internal degrees of freedom are replaced with real-
space integrals. The lattice momentum density Eq. (39)
is, in this limit, a unit-cell averaged momentum; it fol-
lows that other observables such as the stress correspond
to unit-cell averages in this limit. We thus see in the
tight-binding continuum limit that our lattice formalism
is able to produce a well-defined stress tensor even in the
presence of a continuous periodic potential.
When we are interested in the viscosity of a particular
model, we should ask ourselves which of these continuum
limits is the most appropriate for interpreting our results.
The lattice gauge theory continuum limit produces a
translationally-invariant but potentially anisotropic sys-
tem, where UV divergences from an unbounded nega-
tive spectrum have been regularized by the lattice. The
tight-binding continuum limit, on the other hand, pro-
duces a system with only discrete translational symme-
try, and no momentum conservation. Conversely, as long
as we start with a basis of Wannier functions that fully
captures the low-energy behavior of our system, taking
the tight-binding continuum limit should not quantita-
tively change any observables. This is not true of the
lattice gauge theory continuum limit, where the contin-
uum model has a very different set of symmetries and
degrees of freedom than the lattice approximation.
As we will explore in Sec. VI B, we expect both con-
tinuum limits to give similar results for metallic systems
with small Fermi pockets, where we can Taylor expand
observables in k. For band insulators, special care must
be taken with the lattice gauge theory continuum limit.
This is because a band insulator is characterized by an
integer filling
ν = Ne/Nc (66)
of Ne electrons in Nc unit cells. Rewriting the number
of unit cells in terms of the total volume and the volume
Vc of a unit cell, we find that
ν = Vcn¯, (67)
where n¯ is the particle density. Now, in the lattice-gauge
continuum limit, Vc → 0. This presents a conundrum
for an insulator, where ν ∈ Z implies that we must also
take the density n¯ → ∞. Intuitively, this corresponds
to treating the filled bands as forming, in the limit, a
uniform Dirac sea. While this perspective is useful for
some purposes, it is at odds with the reality that most
continuum fluids of interest have fixed, finite density.
This difficulty does not arise in the tight-binding con-
tinuum limit, since the unit-cell volume stays fixed. In
that case, however, taking the continuum limit requires
introducing additional degrees of freedom which are not
contained in the original model, and there is no guarantee
or expectation that such a procedure is unique. For in-
sulators whose low-energy physics is dominated by a set
of discrete band inversions, however, we can circumvent
these difficulties by Taylor expanding the Hamiltonian
and stress tensors around the band inversion (analogous
to our discussion of metals). We will see an example of
this in Sec. VI when we examine the Chern insulator.
IV. VISCOSITY TENSOR IN ANISOTROPIC
SYSTEMS
Now that we have established a formalism for long-
wavelength hydrodynamics both in the continuum and
on the lattice, we can move on to examine the viscos-
ity tensor. Recall from Eq. (5) that the viscosity η and
elastic moduli κ govern the change in the average stress
tensor ,
〈τµν〉 = 〈τµν〉0 −
∑
λρ
[
κµ λν ρ∂λu
ρ + ηµ λν ρ∂λv
ρ + . . .
]
,
(68)
where uρ is a displacement field, and vρ is its time deriva-
tive, which gives a velocity field. We now have all the
tools necessary to compute the viscosity for both lattice
and continuum systems. To do this, we will in subsec-
tion IV A make use of the Kubo formalism of Ref. 29.
Next, in subsection IV B we will discuss the decompo-
sition of the viscosity tensor into physically significant
components. Finally, in subsection IV C we will discuss
symmetry constraints on these components. All of what
follows will apply equally well in the continuum or on the
lattice, provided the appropriate definitions of strain and
stress are used.
A. Kubo Formalism
We will add to our Hamiltonian [either Eq. (8) or (32)]
a strain perturbation
H1 =
∑
µν
∂λ νµ
∂t
J µν , (69)
where J is the strain generator, either in the contin-
uum or the lattice as appropriate. The field ∂λ νµ /∂t
represents the uniform part of a velocity gradient in
the electron system. Up to a time-dependent gauge
transformation29, this perturbations gives rise to the cou-
pling between the spatial metric (or, more generally, viel-
beins) and the Belinfante tensor TµB,ν which arises natu-
rally from the field theory discussed in Sec. II. The field
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∂λ νµ /∂t depends on time, and we write
∂λ νµ
∂t
(t) =
∫
dt
∂λ νµ
∂t
(ω)e−iωt (70)
We then compute the linear response of the Belinfante
stress TµB,ν . Making use of the definitions Eqs. (22) and
(55), we write
δ〈TµB,ν〉(ω) =
∑
λρ
Xµ λν ρ(ω)
∂λ ρλ
∂t
(ω) (71)
Xµ λν ρ(ω) =
1
V ω+
(
〈
[
TµB,ν ,J λρ
]
〉0
+
∫ ∞
0
dteiω
+t〈
[
TµB,ν(t), T λB,ρ(0)
]
〉0
)
(72)
where time evolution and averages 〈·〉0 are evaluated with
respect to the unperturbed Hamiltonian, and V is the
volume of the system. Furthermore ω+ = ω + i, and it
is understood that  is taken to zero at the end of the
calculation.
The response function Xµ λν ρ(ω) incorporates both
elastic moduli
κµ λν ρ =
1
V
〈TµB,ν〉0δλρ + limω→0 iωX
µ λ
ν ρ(ω) (73)
and the zero-frequency viscosity tensor
ηµ λν ρ = lim
ω→0
[
Xµ λν ρ +
i
ω+
κµ λν ρ
]
, (74)
While this formula is valid for both dissipative and
nondissipative responses, we will focus here on the
nondissipative Hall response
(XH)µ λν ρ ≡
1
2
(
Xµ λν ρ −Xλ µρ ν
)
(75)
For the Hall response, we can use the Jacobi identity
along with the Ward identity Eq. (22) to simplify the
contact term
Cµ λν ρ ≡
1
ω
lim
ω→0
iω(XH)µ λν ρ
=
i
2ω
(
〈
[
TµB,ν ,J λρ
]
〉0 −
[
TλB,ρ,J µν
]〉0) (76)
B. Decomposition of the Hall Viscosity Tensor
Before applying this Kubo formula to some model sys-
tems, let us first analyze the properties of the nondissipa-
tive response tensor. We will be primarily interested in
fluids, where we expect the Hall elastic moduli to vanish
in the long-wavelength limit (we will revisit the elastic
moduli in the next section). Focusing then on the Hall
viscosity, without any symmetries we have the decompo-
sition
(ηH)µ λν ρ ≡
1
2
(
ηµ λν ρ − ηλ µρ ν
)
(77)
= ηH(σz ∧ σx)µ λν ρ + γ(σz ∧ )µ λν ρ
+ Θ(σx ∧ )µ λν ρ + η¯H(δ ∧ )µ λν ρ + γ¯(δ ∧ σx)µ λν ρ
+ Θ¯(σz ∧ δ)µ λν ρ, (78)
where σx and σz are Pauli matrices,  is the two-
dimensional Levi-Civita symbol, δ is the Kronecker delta,
and ∧ represents the antisymmetrized tensor product.
We see that there are six independent Hall viscosity co-
efficients. First, the three coefficients ηH, γ and Θ are
traceless on the last pair of indices, and so do not involve
compression of the fluid. ηH is the ordinary isotropic
Hall viscosity, while γ and Θ explicitly break three and
fourfold rotational symmetry, and involve the antisym-
metric stress. The three “barred” coefficients, η¯H, γ¯ and
Θ¯ have nonvanishing trace. As with the unbarred coeffi-
cients, η¯H is rotationally invariant, while γ¯ and Θ¯ explic-
itly break three and fourfold rotational symmetry. How-
ever, although the tensor structure of η¯H is isotropic, it
explicitly generates antisymmetric stress. Thus, in a ro-
tationally invariant system we must have η¯H = 0 when
the symmetric (Belinfante) stress tensor is used, even for
a compressible fluid. This is our first indication that
a proper examination of anisotropic Hall viscosity in-
vovles a careful extension of the Belinfante stress tensor
to non-rotationally-invariant systems. To our knowledge
the “barred” Hall viscosities have not been emphasized
previously in the quantum mechanics literature (though
see Ref. 13).
To understand the meaning of these viscosity coeffi-
cients, let us return to the continuity equation (2). In
the presence of a fluid velocity gradient ∂µv
ν , the viscos-
ity creates an additional stress
δτµB,ν = −
∑
λρ
ηµ λν ρ∂λv
ρ. (79)
Inserting this into the continuity equation gives a viscous
contribution to the force density
fην =
∑
λρµ
ηµ λν ρ∂λ∂µv
ρ. (80)
We see that only the components of the viscosity tensor
that are symmetric under the exchange µ→ λ contribute
to the viscous forces. If we focus explicitly on the non-
dissipate forces
fH,ην =
∑
λρµ
(ηH)µ λν ρ∂λ∂µv
ρ. (81)
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we find, from our decomposition Eq. (78) that
fH,ην =
∑
µν′ρ′
ρλ
1
2
(
ν
′ρ′(ηH)µ λν′ ρ′
)
∂µ∂λ(νρv
ρ) (82)
≡
∑
µλρ
ηµλH ∂µ∂λ(νρv
ρ). (83)
In going from the first to the second line we have used
the antisymmetry of the Hall viscosity tensor, as well as
the explicit symmetry of Eq. (80) under the interchange
of µ and λ. This defines the Hall tensor
ηµνH =
1
4
∑
λρ
λρ
(
ηµ νλ ρ + η
ν µ
λ ρ
)
, (84)
which coincides with the contracted Hall viscosity in-
troduced in the study of the quantum Hall effect in
Refs. 10, 40, and 41. In those works, the Hall tensor was
introduced to parameterize the quadrupole (”internal” or
“second” metric) degrees of freedom in anisotropic quan-
tum Hall states; here we see that this same tensor governs
the relationship between velocity gradients and internal
forces in the fluid.
As a rank-two symmetric tensor, we see that the Hall
tensor has at most three independent components, even
in the absence of any symmetries. This means that in
anisotropic systems, not all odd viscosities result in inde-
pendent forces. As an example, let us consider a (possibly
compressible) twofold symmetric fluid. Using Eq. (78) we
find for the Hall tensor
ηµνH = (η
H + η¯H)δµν + (γ + γ¯)σµνz + (Θ + Θ¯)σ
µν
x . (85)
We see that, at the level of forces, the compressive
“barred” Hall viscosities are indistinguishable from the
traceless “unbarred” viscosities. This means that we
should treat both viscosities on equal footing.
Going further, we can see that we can shift contribu-
tions between the barred and unbarred viscosity coeffi-
cients by adding divergenceless terms to the stress ten-
sor. Explicitly, consider a contact term which redefines
the stress tensor by
δτµν =
∑
λρ
µλCνρ∂λv
ρ, (86)
where Cνρ is a generic symmetric tensor. Because of the
epsilon tensor,
∑
µ ∂µδτ
µ
ν = 0 by construction, and so
this redefinition of the stress tensor does not change the
viscous force density Eq. (80). At the level of viscosi-
ties, however, the contact term Eq. (86) contributes to
the difference between the barred and unbarred viscosity
coefficient. Concretely, if we write
Cνρ = C0δνρ + Cxσ
x
νρ + Czσ
z
νρ, (87)
then by contracting the tensor µλCνρ with the anti-
symmetric products of matrices in the decomposition
Eq. (78), we find that the contact term shifts the vis-
cosities by
ηH → ηH + C0 η¯H→ η¯H − C0 (88)
γ → γ + Cz γ¯ → γ¯ − Cz (89)
Θ → Θ + Cx Θ¯ → Θ¯− Cx (90)
Because we define the stress tensor directly through
the continuity equation (2), the value of the tensor Cνρ
is a priori undetermined. While in field theories there
may be underlying principles for coupling particles to
geometry that fix the divergence-free contact terms, con-
densed matter models–especially those derived from lat-
tice models–lack such guiding principles. As such, the
sum of the barred and unbarred viscosities appearing in
Eq. (85) give precisely the responses that can be cal-
culated and physically probed in a model-independent
fashion. It is only in the presence of dynamical gravity
sourced by the energy-momentum tensor that the effect
of Cµν can be observed.
It is also important to note that the contact term (86)
can be nonzero even for incompressible flows satisfying
∇ · v = 0. This means that we should expect both the
barred and unbarred viscosities to be nonzero even in
incompressible anisotropic systems.
C. Symmetry Constraints on the Viscosity Tensor
Finally, let us analyze the symmetries of the viscosity
coefficients in Eq. (78) in more detail. We would like to
analyze how point group symmetries constrain the de-
composition of the Hall viscosity (78). A useful point of
view for this is to regard the two-tensors σx, σz,  and δ as
Clebsch-Gordan coefficients: each tensor is a map which
takes two vectors as an input, and returns an element
in a representation of the point group. For instance, the
Kronecker delta δµν is a map which takes a vector v
ν and
a dual vector uµ as inputs, and returns an object v
µuµ
which is a scalar under all point group symmetries. In
order for the viscosity tensor to respect the point group
symmetries of the system, we demand that the fully con-
tracted object ∑
µνλρ
(ηH)µ λν ρaµb
νcλd
ρ (91)
transform in the trivial (scalar) representation of the
point group. Applying this logic, we then must ask which
of the terms in Eq. (78) project onto the trivial represen-
tation.
Let us focus first on rotational symmetry. Under the
action of the continuous rotational symmetry group, the
tensors δµν and 
µ
ν are both maps to the scalar repre-
sentation. On the other hand, the two Pauli matrices
12
(σx, σz) transform as a two-dimensional quadrupole rep-
resentation(
σx
σz
)
→
(
cos 2θ sin 2θ
− sin 2θ cos 2θ
)(
σx
σz
)
(92)
under a rotation by angle θ. Since both the product of
two scalars and the antisymmetric product of two vectors
are again scalars, we deduce that with continuous SO(2)
rotational symmetry only ηH and η¯H can be nonzero. Our
Belinfante construction assures additionally that η¯H = 0
in this case, as we can deduce from the symmetry of TµB,ν
entering the Kubo formula Eq. (72).
Furthermore, for any discrete rotational symmetry
group including a rotation of order 3 or greater (ex-
cept the group C4 generated by a fourfold rotation), the
quadrupole representation remains an irreducible repre-
sentation. For the group C4, the quadrupole represen-
tation reduces to two copies of the sign representation
∆ with ∆(C4) = −142–44. In both cases, we find that
the only scalar viscosities are ηH and η¯H, with all other
coefficients vanishing identically. Unlike with continuous
rotational symmetry, with discrete symmetry we must
allow η¯H 6= 0.
In addition to the discrete rotational symmetries, we
can also think about the action of parity P and time re-
versal T on the viscosity tensor, as well as the composite
symmetry PT . We will see that parity and PT in par-
ticular trim down the number of nonzero components of
the Hall viscosity tensor45. By Onsager reciprocity, we
know that the Hall viscosity is odd under time-reversal
symmetry,
T : (ηH)µ λν ρ → −(ηH)µ λν ρ (93)
Let us now now consider the effects of parity symme-
try. In two spatial dimensions, parity coincides with a
crystallographic mirror symmetry and hence requires a
choice of axis. For concreteness, let us for now take P to
be the mirror symmetry Mx,
P ≡Mx : x→ −x & y → y (94)
Under the action of this transformation,
δ → PT δP = δ
→ PT P = −
σx → PTσxP = −σx
σz → PTσzP = σz
(95)
The diagonal Clebsch-Gordan coefficients δ, σz are par-
ity even while the off-diagonal ones , σx are parity odd.
When combined with the decomposition (78), this means
that under parity symmetry, ηH, η¯H, γ, and γ¯ are odd,
while Θ and Θ¯ are even. This means that in a P -
symmetric system, only Θ and Θ¯ can ever be nonzero.
Furthermore, since all Hall viscosity coefficients are T -
odd, we can easily deduce the effect of the composite
symmetry PT : it flips the sign of Θ and Θ¯, while leav-
ing the other Hall viscosities invariant. This means that
in systems with PT symmetry but neither P or T in-
dividually, there are only four possible nonzero viscosity
coefficients, ηH, η¯H, γ, and γ¯. This is consistent with the
symmetry analysis of Refs. 10 and 45. We will often work
with PT -invariant systems, where we can say in general
that Θ = Θ¯ = 0.
The analysis so far was done for parity symmetry de-
fined to be the mirror reflection Mx. For a more general
reflection axis, it is still true that four viscosity coeffi-
cients are parity odd, and two viscosity coefficients are
parity-even. More concretely, let us consider the reflec-
tion MRx defined as
MRx = R(θ)MxR
T (θ), (96)
in terms of the rotation matrix R(θ) in Eq. (15). Under
this reflection, the Clebsch-Gordan tensor δ is invariant,
 is odd, and the coefficients (σx, σz) transform as(
σx
σz
)
→
( − cos 2θ − sin 2θ
− sin 2θ cos 2θ
)(
σx
σz
)
, (97)
meaning that the linear combination cos θσz − sin θσx
is invariant under MRx, while the linear combination
cos θσx + sin θσz is odd under MRx. It follows then that
ηH, η¯H as well as
γR ≡ γ cos θ −Θ sin θ, (98)
γ¯R ≡ γ¯ cos θ + Θ¯ sin θ (99)
are odd under MRx, while the orthogonal linear combi-
nations
ΘR ≡ Θ cos θ + γ sin θ, (100)
Θ¯R ≡ Θ¯ cos θ − γ¯ sin θ (101)
are even under MRx. Our previous results on PT sym-
metry thus readily generalize by replacing γ, γ¯,Θ and Θ¯
by their transformed counterparts (98–101) respectively.
We are now able to begin a discussion on the viscos-
ity of lattice and continuum systems, keeping the con-
straints provided by rotational and PT symmetries in
mind. When dealing with systems with internal degrees
of freedom, such as spin or pseudospin, it will be im-
portant to establish the representation of rotations and
reflections in order to ultimately verify the symmetries
of the viscosity tensor.
V. FREE FERMIONS: HALL VISCOSITY AND
BERRY CURVATURE
Using this general formalism, we can now examine the
Hall viscosity in anisotropic free-fermion systems, both
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in the continuum and on the lattice. We take as our
unperturbed Hamiltonian
H0 =
∑
nmk
c†nkf
nm(k)cmk. (102)
Below we will first consider the stress response in
anisotropic continuum systems, where fnm(k) can be any
smooth function of k. Second, we will consider lattice
systems, where fnm(k) satisfies the additional recipro-
cal lattice periodicity constraints. In both formalisms,
we will see how the Hall viscosities simultaneously cap-
ture the effects of Berry curvature and internal angular
momentum.
A. Continuum Viscosity
For a continuum free-fermion system with Hamiltonian
Eq. (102) we can compute the stress tensor explicity from
the form of the strain generator Eq. (21) and the defini-
tion (22) to find
TµB,ν = −i [H0,J µν ]
=
∑
nmk
c†nk
(
kν∂
µfnm(k) +
i
2
µν [f(k), Lint]nm
)
cmk
(103)
1. Equilibrium Stress
Before inserting this expression into the Kubo formula
Eq. (72), it is worth looking at some general properties
of the free fermion stress. First, let us reiterate that for
a rotationally invariant system,
i[f(k), Lint]nm → kx∂yfnm(k)− ky∂xfnm(k), (104)
guaranteeing that the stress tensor will be symmetric in
this case. Next, let us look at the equilibrium stress
〈TµB,ν〉0 in a zero temperature ground state with chemical
potential EF . We introduce the diagonalizing unitary
transformation
fnm(k) =
∑
α
U†nα(k)Uαm(k)α(k), (105)
where α(k) are the single-particle eigenvalues of H0.
This transformation allows us to write the single-particle
Green’s function as
Gnm(k) = 〈c†nkcmk〉0 =
∑
α
nF (α(k))U
†
mα(k)Uαn(k),
(106)
where nF is the Fermi distribution function. Taking the
ground state average of Eq. (103) and using Eq. (106)
yields, after some simplification
〈TµB,ν〉0 =
∑
αk
nF (α(k))kν∂
µα(k) (107)
Importantly, the spin stress does not contribute to the
ground state average, since the average of a commutator
of (finite rank) operators vanishes. Using this expression,
we can prove an important theorem about the ground
state stress in a continuum free-fermion system,
〈TµB,ν〉0 =
1
2
δµν 〈tr(TB)〉0. (108)
In words, this means that the average stress of a free
fermion system is isotropic. To prove this, let us first
rewrite Eq. (107) as an integral over momentum space,
〈TµB,ν〉0 =
V
4pi2
∫
d2knF (α)kνv
µ
α, (109)
where vµα ≡ ∂µα is the group velocity of band α. To sim-
plify this further, let us do a coordinate transformation
to a basis of constant-energy contours. Let us write
kaα = kaα(θ, )(cos θ, sin θ), (110)
where the new index a to run over possible disjoint
branches of the inverse of α(k). Note that care must be
taken due to the inverse function, and we cannot assume
that partial derivatives with respect to θ and  commute.
Since the number of values of the index a may depend
on , we must also take care to integrate over θ and sum
over a before integrating over . With these caveats in
mind, Eq. (109) becomes
〈TµB,ν〉0 =
V
4pi2
∫ ∞
0
dnF ()
∑
αa
∫ 2pi
0
dθ|Jaα|kaανvµaα,
(111)
where |Jaα| is the Jacobian determinant for the transfor-
mation, given by
|Jaα| = kaα∂kaα. (112)
Additionally, the inverse of the Jacobian matrix yields
the velocity
vµaα =
∑
ν
µν
∂θkaαν
|Jaα| (113)
Putting these pieces together gives
〈TµB,ν〉0 =
V
4pi2
∫ ∞
0
dnF ()
∑
aαλ
∫ 2pi
0
dθµλkaαν∂θkaαλ
(114)
When contracted with  νµ , σ
x,ν
µ and σ
z,ν
µ , the integrand
in (114) can be rewritten as a total θ derivative, and
hence the integral vanishes. On the other hand, when
contracted with δµν , the integrand in (114) becomes the
differential area element kaα × ∂θkaαdθ enclosed by the
constant energy surfaces in Eq. (110). We thus conclude
that
〈TµB,ν〉0 =
V
8pi2
δµν
∫ ∞
0
dnF ()A(), (115)
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where A() is the momentum-space area enclosed by
the constant- contour. Note that this result holds at
any temperature, and even in the absence of rotational
symmetry. We thus see that equilibrium stress in an
anisotropic Fermi gas is isotropic. We will now make use
of this result to simplify the contact term in the nondis-
sipative stress response.
2. Stress response
Now we will examine the Hall stress response (74).
First, let us focus on the contact term in the Kubo for-
mula, which gives the “Hall elastic modulus.12,46” Start-
ing from Eq. (IV A) and focusing on the antisymmetric
contribution to the contact term,
Cµ λν ρ =
i
2ω
(
〈
[
TµB,ν ,J λρ
]
〉0 − 〈
[
TλB,ρ,J µν
]〉0) (116)
we can use the Jacobi identity and the Ward identity
Eq. (22) to find
Cµ λν ρ =
1
2ω
(〈[[H0,J µν ] ,J λρ]〉0 − 〈[[H0,J λρ] ,J µν]〉0)
=
1
2ω
(〈[[H0,J µν ] ,J λρ]〉0 + 〈[[J λρ, H0] ,J µν]〉0)
= − 1
2ω
〈[[J µν ,J λρ] , H0]〉0 (117)
The commutator of strain generators can then be simpli-
fied using the algebra Eq. (30). We find using the kinetic
Ward identity Eq. (12)
Cµ λν ρ =
i
2ω
(〈[Jλν , H0]〉0δµρ − 〈[Jµρ, H0]〉0δλµ)
=
1
2ω
(〈Tλν〉0δµρ − 〈Tµρ〉0δλν ) (118)
Finally, using the results of Eq. (107) that
〈Tµν〉0 = 〈TµB,ν〉0 ∝ δµν , (119)
we see that
Cµ λν ρ = 0. (120)
Thus, the anisotropic free fermi gas does not have a Hall
elastic modulus. This is consistent with the interpreta-
tion of the continuum free fermi gas as a fluid, and should
be contrasted with the results of Ref. 12 for a quasi-two
dimensional system.
Finally, we can compute the Hall viscosity of the con-
tinuum free Fermi gas,
(ηH)µ λν ρ =
1
2ω+V
∫ ∞
0
dteiω
+t
(〈[Tµ0ν(t), Tλ0ρ(0)]
−[Tλ0ρ(t), Tµ0ν(0)]〉
)
. (121)
Since all the operators in the Kubo formula (72) are
single-particle operators, we can evaluate the viscosity
using the single-particle Green’s function Eq. (106).It is
convenient to evaluate separately the two contributions
(ηH)µ λν ρ = (η
H
kin)
µ λ
ν ρ + (η
H
int)
µ λ
ν ρ (122)
where we define the kinetic viscosity ηHkin to be the time in-
tegral evaluated with the kinetic (or strain) stress tensor
Tµν only, and η
H
int to be the contributions to the viscosity
from the internal angular momentum. Because the spin
stress in Eq. (103) is purely antisymmetric, it does not
contribute to the symmetric viscosity coefficients ηH, γ¯,
or Θ¯, which cam be extracted entirely from the kinetic
contributions. Evaluating the kinetic contribution first,
we can insert a complete set of states and use the eigen-
basis Eq. (105) to carry out the time integral. We find
that
(ηHkin)
µ λ
ν ρ =
1
4pi2
∫
d2k
∑
nmαβ
(α − β)2(n(β)− n(α))
ω2 + (α − β)2 kν(∂
µUβn)U
†
nαkρ(∂
λUαm)U
†
mβ , (123)
In the limit of zero frequency and zero temperature. This
expression simplifies considerably. Recalling that the
Berry connection Aαβ is given by
(∂νUβn)U
†
nα = 〈∂νuβk|uαk〉 ≡ iAνβα, (124)
in terms of the single-particle eigenstates |uαk〉, we find
that at zero temperature
(ηHkin)
µ λ
ν ρ =
1
4pi2
∫
occ
d2kkνkρ
µλtr(Ω), (125)
where Ω is the non-Abelian Berry curvature viewed as a
matrix in the space of occupied states at k47, and
∫
occ
de-
notes an integral over occupied states. Recalling Eq. (78)
and noting again that (ηHkin)
µ λ
ν ρ is the only contribution
to the symmetric Hall viscosity coefficients, we find that
ηH =
1
16pi2
∫
occ
d2k(k2x + k
2
y)tr(Ω) (126)
γ¯ =
1
16pi2
∫
occ
d2k(k2x − k2y)tr(Ω) (127)
Θ¯ =
1
8pi2
∫
occ
d2kkxkytr(Ω) (128)
(129)
We see that the coefficients ηH, γ¯, and Θ¯ are given by
the quadrupole moments of the Berry curvature. This is
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one of the main results of this work. Note that since the
Berry curvature tr(Ω) is PT -even, we see here explicitly
that Θ¯ is PT -odd while ηH and γ¯ are PT -even, consistent
with the results of Section IV C.
However, note that our expression Eq. (125) is anti-
symmetric on the indices µ and λ. From our discussion
in Eq. (86), we see that this is precisely the tensor struc-
ture for a term that does not contribute to the equations
of motion. That is, we see from (80) for the viscous forces
that the antisymmetric viscosities η¯H, γ, and Θ computed
from Eq. (125) exactly cancel the viscous forces due to
the symmetric viscosities (126–128). This leads us to
our second main result, namely that the continuum Hall
tensor is entirely determined from the internal angular
momentum contribution to the stress. This holds true
even at finite frequency and temperature, due to the an-
tisymmetry of Eq. (123) under the exchange of µ↔ λ.
At zero frequency and temperature, we can evaluate
the remainder of the Kubo formula in a simplified form.
Using the same spectral decomposition leading to (123)
we find in the limit of zero frequency and zero tempera-
ture that
(ηHint)
µ λ
ν ρ =
∑
αβ
1
4pi2
∫
d2k(n(α)− n(β))Lαβint×
×
(
λρkνA
µ
βα − µνkρAλβα
)
, (130)
where we have introduced
Lαβint = 〈uαk|Lint|uβk〉 = UαnLnmint U†mβ (131)
as the matrix elements of the internal angular momentum
in the basis of single-particle energy eigenstates |uαk〉. To
see that this expression is gauge-invariant, we can rewrite
it in terms of projectors
P (k) =
∑
kα
nF (α)|uαk〉〈uαk| (132)
onto the set of occupied bands to find
(ηHint)
µ λ
ν ρ =
1
2pi2
Re
∑
α
∫
d2knF (α)
(
kν
λ
ρ〈uαk|L(1− P (k))|∂µuαk〉0 − kρµν〈uαk|L(1− P (k))|∂λuαk〉0
)
(133)
In this form, invarinace under unitary transformations in the space of occupied bands is manifest due to the factor
of 1− P which annihilates the inhomogeneous part of the transformation of |∂µuαk〉.
By applying the contractions introduced in Eq. (77) and recombining the kinetic and internal angular momentum
contributions to the viscosity we arrive at the following relations between the barred and unbarred viscosity coefficients:
η¯H =
∑
αβ
1
16pi2
∫
d2k(n(α)− n(β))Lαβintk ·Aβα − ηH (134)
γ =
∑
αβ
1
16pi2
∫
d2k(n(α)− n(β))Lαβintk · σz ·Aβα − γ¯ (135)
Θ =
∑
αβ
1
16pi2
∫
d2k(n(α)− n(β))Lαβintk · σx ·Aβα − Θ¯ (136)
(137)
We see then that the effect of the internal angular momentum contribution to the stress tensor is, for free fermions, to
shift the values of the barred viscosity coefficients relative to their unbarred counterparts. In a rotationally invariant
system, the fact that η¯H = γ = γ¯ = Θ = Θ¯ = 0 implies∑
αβ
∫
d2k(n(β)− n(α))Lαβintk ·Aβα →
∫
occ
d2k(k2x + k
2
y)tr(Ω) (138)
∑
αβ
∫
d2k(n(β)− n(α))Lαβintk · σz ·Aβα → 0 (139)
∑
αβ
∫
d2k(n(β)− n(α))Lαβintk · σx ·Aβα → 0 (140)
Before moving on to discuss the analogous expressions in the lattice formalism, let us attempt to recast Eqs. (126–
16
128) and (134–136) in terms of Fermi surface integrals,
in the spirit of Haldane’s approach to the anomalous Hall
conductance. Let us assume for simplicity of illustration
that we have a rotationally invariant system with a sin-
gle occupied band. In this case the Berry curvature is
Abelian, only the isotropic Hall viscosity ηH is nonzero.
Inserting
tr(Ω) =
∑
µν
µν∂
µAν (141)
into the expression (126) and integrating by parts yields
ηH =
∑
µν
1
16pi
µν
∫
d2knF (k)|k|2∂µAν (142)
= −
∑
µν
1
16pi
µν
∫
d2k∂µ(nF (k)|k|2)Aν (143)
=
∑
µν
1
16pi
µν
∫
d2kδ((k)− F )k2F vµFAν
−
∑
µν
1
8pi
∫
occ
d2kµνkµA
ν (144)
=
k2F
16pi
∫
FS
dkF ·A− 1
8pi
∫
occ
d2kk×A (145)
=
k2F
8
σAHE − 1
8pi
∫
occ
d2kk×A, (146)
where σAHE is Haldane’s expression for the Fermi-surface
contribution to the anomalous Hall conductvitiy. Note
that rotational symmetry was essential in deriving this
expression, since only for rotationally invariant systems
is the Fermi momentum independent of position along
the Fermi surface. In addition to the Fermi surface con-
tribution, however, we are left with an additional bulk
contribution given by the second term. For rotationally-
invariant systems each of these is separately gauge-
invariant (mod 2pi), and neither is in general zero.
We can see here that the obstacle to obtaining a purely
Fermi-surface expression for the Hall viscosity arises from
the explicit factors of k in the integrands (126–128).
Once we consider a fully anisotropic system, the situation
becomes even worse: the Fermi surface and bulk terms
will no longer be separately gauge invariant, and only the
difference in Eq. (146) remains physically meaningful.
B. Lattice Viscosity
Next, let us turn to the lattice version of the Kubo
formula for viscosity Eq. (IV A). For free fermions, our
starting point is the lattice stress tensor given in Eq. (58),
which we repeat here:
TµB0,ν =
∑
nmk
c†nk
(
∂µf
nm(k)
sink · aν
|aν |
+
i
2
˜µν cosk · aµ[f(k), Lint]nm
)
cmk (147)
The fundamental differences between this and the contin-
uum expression Eq. (103) are the replacement of kµ by
sin(k · aµ)/|aµ|, and the factor of cosk · aµ in the spin-
stress. These similarities in structure allows us to repeat
much of the same logic as in the continuum case for evalu-
ating expectation values of the stress tensor and commu-
tators. In particular, the single particle lattice Green’s
function Gnm(k) has a form identical to Eq. (106), with
α and Uαn periodic functions of k. As in Sec. V A, we
will evaluate the equilibrium stress, Hall elastic modu-
lus, and Hall viscosity for a generic free-fermion lattice
system.
1. Equilibrium Stress
Let us begin by evaluating the ground state aver-
age 〈TµB0,ν〉0. As in the continuum case, we find using
Eq. (106) that the average of the spin-stress term van-
ishes, and
〈TµB0,ν〉0 =
∑
αk
nF (α(k))
sink · aν
|aν | ∂
µα(k) (148)
=
V
4pi2
∑
α
∮
d2knF (α(k))
sink · aν
|aν | ∂
µα(k)
(149)
Unlike in the continuum, a coordinate transformation
such as Eq. (110) does not simplify our lives for two rea-
sons. First, in the Brillouin zone constant energy coun-
tours may form non-contractible closed curves, rendering
the coordinate transformation ill-defined. Second, even
for contractible Fermi pockets, we can no longer exploit
symmetry to explain the vanishing of the integral due to
the sin function. As such, we cannot conclude that the
average stress is isotropic in a lattice system. This is rea-
sonable, since in a fundamental sense a lattice system is
generically similar to a solid. Note, however, that in the
“lattice gauge theory” continuum limit with |aµ| → 0,
the stress tensor acquires a continuum form, and so we
recover an isotropic expectation value. This supports
the notion that at wavelengths long compared to the lat-
tice spacing (i.e. for metallic systems with small Fermi
surfaces) we recover a hydrodynamic picture of electron
transport.
However, if we assume that our Hamiltonian has 3-fold
or higher rotational symmetry, we can greatly constrain
the average stress. To see this, we follow the logic of
Sec. IV C. Writing in general
〈TµB0,ν〉0 = Tδδµν + T˜µν + Txσµx,ν + Tzσµz,ν , (150)
We see that the coefficients (Tx, Tz) must transform in a
nontrivial representation of the group of n-fold rotations
whenever n ≥ 3. Since these quantities must be scalars
by definition, we conclude that Tx = Tz = 0 in the pres-
ence of more than threefold rotational symmetry. Fur-
thermore, mirror symmetry (along any direction) forces
T = 0 by the same logic.
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2. Stress Response
Let us now move on to examine the Hall response of
lattice stress response the Kubo formula (72). As in the
continuum, we will separately analyze the contact term
and the time-integral contribution to the response func-
tion. Starting with the contact term, we will be rather
brief. Unlike in the continuum, the lattice strain gener-
ators J µL,ν do not form a closed algebra. As such, while
we can still use the Jacobi identity to write the Hall con-
tribution of the contact term as
Cµ λν ρ =
1
2ω
(
〈
[[
H0,J µL,ν
]
,J λL,ρ
]
〉0 − 〈
[[
H0,J λL,ρ
]
,J µL,ν
]
〉0
)
= − 1
2ω
〈
[[
J µL,ν ,J λL,ρ
]
, H0
]
〉0, (151)
we cannot reduce this to an expression involving only the
ground state average of the lattice stress tensor. Instead,
we have
[
J µL,ν ,J λL,ρ
]
= −1
4
∑
kn
c†nk
(
δµρ
{{
∂λ, cosk · aµ
}
, sink · aν
}− δλν {{∂µ, cosk · aν} , sink · aρ}) cnk
+
i
2
∑
knm
δµλc†nkL
nm
int cmk sink · aµ
(
ˆµν sink · aρ − ˆµρ sink · aν
)
(152)
We can then insert this expression into Eq. (151). Fortunately, like in the continuum the internal angular momentum
does not contribute to the contact term. We find
Cµ λν ρ =
1
2ω
∑
knm
Gnm(k)
(
δµρ cosk · aρ sink · aν∂λfnm(k)− δλν cosk · aν sink · aρ∂µfnm(k)
)
(153)
which we cannot simplify further in general.
For the Hall viscosity Eq. (121), we are considerably
more lucky. To evaluate the Kubo formula, it is conve-
nient to treat the kinetic and internal angular momen-
tum contributions to the stress tensor separately. We
can write
(ηH)µ λν ρ = (η
H
kin)
µ λ
ν ρ + (η
H
int)
µ λ
ν ρ, (154)
where (ηHkin)
µ λ
ν ρ is defined by Eq. (121) with only the
kinetic contribution to the stress tensor included. For
the kinetic contribution, we can follow the same logic
as in Sec. (V A). We find in complete analogy with that
section
(ηHkin)
µ λ
ν ρ =
1
4pi2
∫
occ
d2k sin k · aν sin k · aρˆµλtr(Ω)
(155)
Thus, like in the continuum, the strain viscosity is re-
lated to (periodic) moments of the trace of the Berry
curvature. Next, we can compute the internal angular
momentum contributions to the viscosity. Unlike in the
continuum, these will contribute to both the “barred”
and “unbarred” viscosity coeffiicents (since, as noted in
Sec. III, the internal angular momentum contribution to
the stress tensor is not purely antisymmetric on the lat-
tice). Following the computation in Sec. V A, we find
that at zero temperature
(ηHint)
µ λ
ν ρ =
∑
αβ
1
4pi2
∫
d2k(n(α)− n(β))Lαβint
(
ˆλρ cosk · aλ sink · aνAµαβ − ˆµν cosk · aµ sink · aρAλαβ
)
. (156)
As in the continuum, we have that the kinetic viscosity
Eq. (155) does not contribute to the Hall tensor Eq. (85),
and hence does not contribute to viscous forces; the in-
ternal angular momentum is responsible for all nondissi-
pative viscous forces that enter the equations of motion.
One important difference on the lattice, However, is that
the internal viscosity (ηHint)
µ λ
ν ρ on the lattice contributes
to both the barred and unbarred viscosity coefficients,
due to the extra cosine factors in Eq. (156)
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VI. EXAMPLE SYSTEMS
A. Continuum massive Dirac fermion
As a first example, let us consider a massive Dirac
fermion in two dimensions, with Hamiltonian
H =
∑
kσσ′
c†σk
(
~d(k) · ~σσσ′
)
cσ′k (157)
where ~d(k) is a three-vector of functions ~d =
(dx, dy, dz) ≡ (d, dz), ~σ = (σx, σy, σz) ≡ (σ, σz), and
we view this internal degree of freedom as a real spin.
Note that we use v for two-dimensional vectors, and ~v
for three-dimensional vectors. The single-particle eigen-
values and eigenfunctions of this Hamiltonian have the
well-known form
| ± k〉 =
∑
σ
uσkc
†
σk|0〉 (158)
H| ± k〉 = ±Ek| ± k〉 (159)
with
u↑k =
(
cos
θ
2
, eiφ sin
θ
2
)
(160)
u↓k =
(
sin
θ
2
,−eiφ cos θ
2
)
(161)
Ek =
∣∣∣~d(k)∣∣∣ (162)
tan θ =
|d|
m
(163)
tanφ =
dy
dx
(164)
Since we view σ, σ′ as real spin, rotations in the plane
are generated by both the kinetic angular momentum and
the internal angular momentum operator given by
Lint =
1
2
σz. (165)
Using Eq. (103), we can compute the Belinfante stress
tensor for this model. We find
TµB,ν =
∑
kσσ′
c†σk
(
kν∂
µ ~d · ~σσσ′ + 1
2
µν
(
d× σσσ′
))
cσ′k
(166)
≡
∑
kσσ′
c†σk[T
σσ′ ]µB,ν(k)cσ′k (167)
We will use this to evaluate the viscosity for both
isotropic and anisotropic systems
1. Isotropic Dirac Point
Let us first focus on the isotropic case
~d = (vFk,m) (168)
with m a constant mass. This choice of ~d corresponds
to an isotropic massive Dirac fermion in two dimensions.
The stress tensor in our formalism for this case coincides
with the usual Belinfante tensor for a Dirac theory31
TµB,ν(k) =
vF
2
(kνσ
µ + kµσ
ν) (169)
where, since this is a flat-space expression, the distinction
between upper and lower indices is immaterial. We have
also suppressed the σ, σ′ indices on the Pauli matrices
for notational convenience. Since this system is invariant
under continuous rotational symmetries, and the stress
tensor is symmetric, we can make use of Eqs. (126–128)
and (134–136) to evaluate the viscosity. In fact, the sym-
metry of the problem immediately implies that only ηH
can be nonzero. Let us consider the Fermi level EF in
the lower band of the model. We can write the Berry
curvature for this band as
Ω− =
1
2
∑
µν
µν sin θ∂
µθ∂νφ (170)
=
mv2F
2E3k
(171)
Substituting this into Eq. (126), we find
ηH =
1
16pi2
∫
occ
d2k|k|2Ω− (172)
=
1
4pi2
∫
occ
d2k
mv2F|k|2
8E3k
(173)
consistent with the known result22,48. Because the energy
spectrum of a Dirac fermion is unbounded from below,
we need to introduce a momentum cutoff to evaluate this
expression. Perhaps more useful, however, is to examine
the differential viscosity
dηH
dEF
=
m
16piEF
(m2 − E2F) (174)
the derivative of the Hall viscosity as a function of chem-
ical potential. Since we assumed that only the lower
band is occupied, this expression is valid only when
EF ≤ −|m|. For −|m| ≤ EF ≤ |m|, we have that
dηH
dEF
= 0. (175)
Finally, when the Fermi surface is in the upper band
(EF ≥ |m|)
dηH
dEF
=
m
16piEF
(E2F −m2), (176)
where we have used the fact that Ω+ = −Ω−.
2. C4 Warping
Next, let us consider an anisotropic Dirac Hamiltonian
with only fourfold rotational symmetry. The simplest
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such model is given by
dx = vFkx + uk
3
x (177)
dy = vFky + uk
3
y (178)
dz = m. (179)
The stress tensor determined from Eq. (167) is
TµB,ν(k) =
vF
2
(kµσ
ν + kνσ
µ) +
3u
2
(
kνk
2
µσ
µ + kµk
2
νσ
ν
)
+
u
2
µν
(
kyσ
x(3k2x − k2y)− kxσy(3k2y − k2x)
)
(180)
Since this model does not have continuous rotational
symmetry, even the Belinfante stress tensor has an ex-
plicit antisymmetric contribution. Since we still have
fourfold rotational symmetry, however, we expect the
only nonzero viscosities to be ηH and η¯H. To com-
pute these, we note that in addition to Eqs. (158–164),
the expression Eq. (170) also holds true even for this
anisotropic model. Using this along with either the ex-
pressions Eq. (126) and (134) or directly from the Kubo
formula (72) we find that when the chemical potential is
in the valence band
ηH =
1
4pi2
∫
occ
d2k
m|k|2(3uk2x + vF)(3uk2y + vF)
8E3k
(181)
η¯H =
1
4pi2
∫
occ
d2k
mu
8E3k
(
3|k|2((k2x − k2y)2 − 2k2xk2y)
+ vF
(
(k2x − k2y)2 − 4k2xk2y
))
. (182)
As in the isotropic case, these integrals require a mo-
mentum cutoff to be evaluated, although in the interest
of brevity we will not pursue this further in this section.
The physically relevant combination ηHtot = η
H + η¯H that
determines the Hall tensor (85) and viscous forces (80) is
then
ηHtot =
m
4pi2
∫
occ
d2k
3u2(k6x + k
6
y) + 4uvF(k
4
x + k
4
y) + v
2
F|k|2
8E3k
.
(183)
We see that in addition to the isotropic contribution
proportional to |k|2, the integrand also contains the
rotational-symmetry breaking function k4x + k
4
y and k
6
x +
k6y, which make the fourfold rotational symmetry mani-
fest.
3. C2 Symmetry
Finally, we will consider a simple model with only
twofold rotational symmetry, by taking
dx = v
x
Fkx (184)
dy = v
y
Fky (185)
dz = m. (186)
Becuase this system differs by only a momentum rescal-
ing from an isotropic Dirac point, the calculation of the
viscosity coefficients proceeds in much the same way as
in Sec VI A 1, with the exception being that now the η¯H
viscosity is non-zero. Although the stress tensor is now
TµB,ν(k) = kνσ
µ
(
vµF −
1
2
vνF
)
+
1
2
vνFk
µσν , (187)
which contains an explicit antisymmetric contribution,
we find for the total Hall viscosity an analogous expres-
sion to the unbarred Hall viscosity for the isotropic case
in Sec VI A 1. It is given by
ηHtot ≡ ηH + η¯H =
1
16pi2
∫
occ
d2u|k|2Ω− (188)
=
1
4〈vF〉2gpi2
∫
occ
d2k
m|u|2
8E3u
(189)
We have introduced transformed coordinates ux = v
x
F kx
and uy = v
y
F ky, and we have also introduced the geomet-
ric mean
〈vF〉g ≡
√
vxFv
y
F. (190)
Thus we see that for this simple C2 symmetric model,
the total Hall viscosity matches the isotropic result upon
replacing the isotropic Fermi velocity with the geometric
mean of the two anisotropic Fermi velocities.
In the next section, we will examine a lattice-
regularization for the Dirac Hamiltonian Eq. (157), which
is of considerable interest in its own right as a model for a
Chern insulator. We will highlight what differs between
the lattice and continuum models, and show how to take
the continuum limit of the lattice viscosities in the limit
of large bandwidth.
B. Lattice models for a Chern insulator
We now move to our first example without full transla-
tional invariance – a square lattice Chern insulator. We
take for our Bravais lattice vectors
a1 = axˆ, a2 = ayˆ, (191)
and thus we can avoid the complications associated with
non-Cartesian bases. This model represents the lattice
regularization of the massive Dirac fermion in the pre-
vious section – heuristically, we map the momenta in to
crystal momenta kµ → sin(k · aµ) = sin(kµa) and add a
momentum-dependent mass to the model. We continue
to use the tight-binding Hamiltonian form of Eq. (157),
dx = t sin(kxa)
dy = t
′ sin(kya)
dz = m− r { cos(kxa) + cos(kya)}
(192)
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This model still has internal degrees of freedom that need
to be taken into account when considering rotations of
the system, meaning that the generator of rotations is
the full angular momentum operator Eq. (17), and the
proper rotation operator is thus
Rˆ(φ) = Rorb(φ)⊗ eiφσz/2 (193)
The orbital rotation matrix is of the usual form Rorb(φ) ∈
SO(2) as in Eq. (15). The square lattice Chern insula-
tor model we have described is always invariant twofold
rotations. The point group that leaves the Hamiltonian
invariant is therefore C2. When t = t
′, the model ac-
quires a fourfold rotational symmetry as well, expanding
the point group to C4. The model also always has PT
symmetry, which can be represented as
∆(PT ) = σzK (194)
where K is complex conjugation, and PT takes kx →
−kx and leaves ky invariant. For any m 6= 0,±2r, this
model is fully gapped. When |m| ≥ 2r the valence and
conduction band have Chern number zero, while when
|m| ≤ 2r the valence and conduction band each have
Chern number of magnitude 1.
The stress tensor, computed with Eq. (147) in com-
ponents is then given by
TλB,ρ =
∑
kσσ′
c†σk[T
σσ′ ]µB,ν(k)cσ′k (195)
with components (repeated indices are not summed over)
TˆλB,ρ(k) = t
λ cos(kλa) sin(kρa)σ
λ + r sin(kλa) sin(kρa)σ
z
+
1
2
cos(kλa)
(
tλ sin(kλa)σ
ρ − tρ sin(kρa)σλ
)
≡ (Tˆ kin(k))λρ + (Tˆ spin(k))λρ
(196)
The first two terms above are the stress tensor calcu-
lated from the purely kinetic part of the strain genera-
tor and are therefore labelled (Tˆ kin)λρ whereas the spin
contribution is given by (Tˆ spin)λρ. We make this dis-
tinction to stress the importance of including the spin
contribution for viscosity computations – showing the
difference between what we call the kinetic viscosity (η
calculated from solely the strain part of the stress tensor)
and the overall viscosity. We can tailor the Kubo formula
Eqn. (72) to our system by writing
(ηH(k))λ µρ ν = −
Im
[
(T−+(k))λB,ρ (T
+−(k))µB,ν
]
22k
(197)
(ηH)λ µρ ν =
1
4pi2
∫
occ
d2k(ηH(k))λ µρ ν (198)
Above, and henceforth, we use the notation(
T−+(k)
)λ
B,ρ
= 〈−,k|(TλB,ρ(k))|+,k〉 (199)
-� -� � � �-�����
-�����-�����
����������
����������
�
η�� ℏ
(η�)���η�η�
FIG. 1. A plot of the total Hall viscosity ηHtotal, η
H, and η¯H as
a function of mass m ∈ [−4, 4] for the C4 symmetric Chern
insulator. We fix the hopping parameters t = r = 1 and
set the lattice constant a = 1. The viscosity is measured in
units of ~/a2. We see that each viscosity is odd in the mass
parameter m, and all go to zero as |m| → ∞.
We focus on the linear combinations of the viscosity ten-
sor which enter into the Hall tensor (85). For this gapped,
time-reversal odd model the isotropic contribution to the
Hall tensor is given by the sum of the two isotropic Hall
viscosities:
ηHtotal = η
H + η¯H =
1
2
(
η1 11 2 − η2 22 1
)
(200)
In general, the anisotropic components γ and γ¯ may also
be non-zero, and they are given by the opposite combi-
nation of components
γ total = γ + γ¯ =
1
2
(
η1 11 2 + η
2 2
2 1
)
(201)
We can view the above as a measure for the anisotropy
of a system – in particular, it represents how far away a
system is from having fourfold rotation symmetry.
1. C4 (t=t’) system
We start by considering the C4 symmetric system with
hoppings t = t′. First, we note that the Hall modulus
Eq. (153) vanishes, since the integrand is odd in mo-
mentum. The total lattice Hall viscosity computed from
Eqs. (197) & (200) is a non-trivial expression, which we
plot as a function of m in Figure 1. As in Ref. 22, we
see that ηH, η¯H, and ηHtotal are all smooth functions of m
across all phase boundaries m = 0,±2r.
As we saw in Eq. (155), if instead we focus on the
contribution to the viscosity from the kinetic stress we
find that the contribution ηHkin + η¯
H
kin ≡ (ηHtotal)kin to the
Hall tensor has the property that
(ηHtotal)kin = 0↔ ηHkin = −η¯Hkin. (202)
This is what was computed in Ref. 22.
Continuum limit : To extract some of the underlying
physics of the problem, we consider the continuum limit
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FIG. 2. Conour plot of the density ηHtotal(k) for the C4 sym-
metric Chern insulator. The plot is shown with the hopping
parameters t = t′ = 20, m = 0.25, and r = 1.
of this model by approximating the lattice fermion opera-
tors by slowly-varying field operators ψni defined around
the Dirac points in momentum space Ki = (kx, ky) =
{(0, 0), (pi, 0), (0, pi), (pi, pi)}:
cnR ≈
∑
i
eiKi·Rψni(R) (203)
We can proceed to compute the viscosity in this lan-
guage, but must be careful as to how we do so, since the
lattice strain generator Eq. (52) has momentum depen-
dence which much be considered to find the proper stress
tensor Eq. (196). To proceed, we independently expand
the lattice Hamiltonian and stress tensor, compute the
viscosity around each Dirac point, and then finally sum
up the resulting coefficients to find the continuum Hall
viscosity. To first order, the Hamiltonian for each Dirac
point is given by
H(i) = vF
(
αixkxσ
x + αiykyσ
y
)
+M iσz (204)
where vF ≡ ta and the sign coefficients about each
Dirac point are given by αix = {1,−1, 1,−1} and αiy =
{1, 1,−1,−1}, and the Dirac mass changes across the
points as M i = {m − 2r,m,m,m + 2r}. The dispersion
for each of these points is of the same form,

(i)
k =
√
v2F k
2 + (M i)2. (205)
The expansion of this tensor around the Dirac points can
be written as
(T (i))λB,ρ(k) = vF
[
αiλα
i
ρσ
λkρ +
1
2
αiλ
(
αiλkλσ
ρ − αiρkρσλ
)]
=
vF
2
αiλ
[
αiρσ
αkρ + α
i
λkλσ
ρ
] (206)
The resulting viscosity can be easily computed, noting that the Pauli matrices satisfy Im
{
(σa)−+(σb)+−
}
=
Mba/k
(η(i))λ µρ ν =
v2FM
i
43k
[
αiλα
i
ρα
i
µα
i
νkρkν
λ
ν + α
i
λα
i
ρkρkµ
λ
ν + α
i
µα
i
νkλkν
µ
ρ + kλkµ
µ
ρ
]
(207)
Still, the only possible non-zero viscosities are ηH and
η¯H , and we need to consider their sum Eq. (200). For
the expansion, we need to sum this over all the Dirac
points. The general viscosity-integrand across the Dirac
points is then given by
(ηHtotal(k))
(i) =
(
ηH(k) + η¯H(k)
)(i)
=
v2FM
i
83k
k2
(208)
Eq (208) shows that each Dirac point contributes to ηHtotal
identically to Eq. (173) for an isolated isotropic Dirac
point in the continuum. This result is distinct from that
in Ref. 22 for the Hall viscosity obtained using only the
kinetic stress tensor and focusing only on the isotropic
viscosity. The distinction arises due to our careful treat-
ment of the spin stress. We note that, as shown in Ap-
pendix A that there exists an alternative definition for
the spin stress which reproduces the results of Ref. 22
for the viscosity of the Chern insulator model when both
ηH and η¯H are computed. However, this comes at the
expense of the simplicity of Eq. (41) in real space.
We expect this continuum approximation to be accu-
rate when the mass gap at each Dirac point is small com-
pared to the bandwidth, meaning t m, r. In this limit,
the low-energy behavior of the model is approximately
that of four independent massive Dirac points. To verify
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this, we show in Fig. 2 a plot of the density ηHtotal(k) for
t = t′ = 20,m = r = 1. We see that near the Dirac
points, the viscosity is isotropic and matches the form of
the integrand in Eq. (173).
Returning to Eq. (208), we can introduce a momentum
cutoff Λ, integrate over momentum, and sum over the
Dirac points to obtain.
ηHtotal =
1
2
∑
i
[
M iΛ
8pivF
− M
i|M i|
4piv2F
]
(209)
The momentum cut-off Λ is introduced to perform the
integrals about each Dirac point, and the overall viscosity
is given by a cut-off dependent piece and a universal part
ηHtotal =
[
mΛ
4pivF
−
∑
i
M i|M i|
8piv2F
]
(210)
Unlike in Ref. 22, however, we see that the contribu-
tions to the viscosity above the momentum cutoff cannot
be neglected. If we focus on the barred and unbarred
Hall viscosities separately, we see that the end points
(0, 0) and (pi, pi) are described fully isotropic theories,
so the unbarred Hall viscosity is the only non-zero con-
tribution (ηHtotal)
(0,3) = ηH. At the corner points, how-
ever, (pi, 0) and (0, pi), (ηHtotal)
(1,2) = η¯H . Thus the to-
tal viscosity from each Dirac point is the same, but the
isotropic points express their viscosity through ηH and
the anisotropic ones express their viscosity through the
rotational-symmetry breaking coefficient η¯H . Examining
the contour plot Fig. 2, we can interpret the roll of the
momentum cutoff Λ as limiting the domain of integra-
tion to the regions of the Brillouin zone where the viscous
density ηHtotal(k) is concentrated near the (massive) Dirac
points.
Therefore we see that the barred viscosity is non-zero
is crucial for achieving the result Eq. (210). If we were
to consider only the unbarred viscosity ηH, we would be
neglecting half of the physical effect of the viscosity. Our
results here should be contrasted with those of Ref. 22,
which computed the kinetic viscosity ηHkin only. This vis-
cosity does not contribute to viscous forces, since as men-
tioned previously, η¯Hkin = −ηHkin. Nevertheless, those au-
thors found that the continuum limit expression for ηHkin
is cutoff independent for the Chern insulator. Here, on
the other hand, we find the equally appealing result that
ηHtot for the Chern insulator reduces in the continuum
limit to the total viscosity of four uncoupled isotropic
massive Dirac points. This is consistent with the expan-
sion Eq. (203) about the four massive Dirac points in the
model.
2. C2 anisotropy and comments on physical responses
With the intuition from the fourfold rotation-invariant
case, we now consider the general model in Eq. (192).
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FIG. 3. The anisotropic viscosities γtotal, γ and γ¯ as a function
of the mass m ∈ [−4, 4] for the C2 symmetric Chern insulator.
The hoppings are fixed to be t = 1.5 and t = r = 1, while
the lattice constant is again a = 1. Again we see that all
viscosities are odd in m.
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FIG. 4. Conour plot of the density γtotal(k) for the C2 sym-
metric Chern insulator. The plot is shown with the hopping
parameters t = 20 and t′ = 21, m = 0.25, a = 1, and r = 1.
We first mention that this model realizes the anisotropic
viscosity components γ and γ¯ in addition to ηHtotal (all
others are forbidden by PT symmetry). We plot the total
anisotropic viscosity γtotal as a function of m in Fig. 3
below.
Continuum limit : Again, we consider the Dirac point
expansion of the model, now noting that we can ab-
sorb the anisotropy into a non-uniform Fermi velocity
vF = (ta, t
′a). Here, we find an analogous result for the
physical viscosity:
(ηtotal(k))
(i)
=
M i
83k
(
(vxF kx)
2 + (vyF ky)
2
)
(211)
If we make the transformations ux = v
x
F kx and uy =
vyF ky, then the viscosity takes the same form as the
isotropic case,
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(ηtotal(k))
(i)
=
M i
8
(u2x + u
2
y)
(u2x + u
2
y + (M
i)2)3/2
=
M i
8
|u|2
(|u|2 + (M i)2)3/2
(212)
In the last line, we have moved to polar coordinates in
ux, uy. Performing the integration yields an analogous
result to Eq. (209),
(ηHtotal)
(i) =
1
2
∑
i
[
mΛ˜
8pi 〈vF 〉g
−
∑
i
M i|M i|
4pi 〈vF 〉2g
]
(213)
As in the case of the isolated C2 Dirac fermion, the vis-
cosity in this case is proportional to the inverse geometric
mean of Fermi velocities Eq. (190) when the Fermi ve-
locity is non-uniform. The cutoff in this case is of the
form
Λ˜ = a
√
t2Λx + t′2Λ2y (214)
where Λx,y are momentum cut-offs. We are left with an
analogous expression to the C4 result, simply replacing
the cut-off and fermi velocity with their anisotropic coun-
terparts in C2.
We saw in Fig. 3 that the lattice version of this model
gives rise to anomalous viscosities γ and γ¯ – this changes
when moving to the long-wavelength continuum expan-
sion. When summed over the Dirac points and trans-
formed to variables ux and uy, we find strikingly for both
coefficients that
γ(k) = −γ¯(k) =
∑
i
γ(i)(k) =
m
163u
(
u2x − u2y
)
=
m|u|2
163u
cos(2θu)
(215)
As these expressions transform non-trivially under roa-
tions of the new coordinates, they vanishes upon inte-
gration over any isotropic surface. We thus have that
γ¯ = γ = 0 in the continuum limit.
As in the case of the isotropic viscosity, we expect
the continuum expansion to capture the behavior of the
viscosity when the bandwidth is large compared to the
gap. We plot the density γtotal for hopping parameters
t = t′ + 1 = 20, r = 1,m = 1 in Fig. 4. We see that the
majority of the variation in the density is captured by the
quadrupolar lobes near each of the Dirac points, whose
contributions integrate to zero. Beyond the momentum
cutoff, this cancellation is imperfect and we recover the
nonvanishing of γtotal shown in Fig. 3.
To summarize, we have found that in the continuum
limit, the anisotropic viscosities of the Chern insulator
vanish just as they do for a C2-anisotropic Dirac theory
in the continuum.
C. Anisotropic superfluids
Paired superfluids, which sponetaneously break parity
and time reversal symmetry in the superfluid phase, also
naturally realize a Hall viscosity. If we include anisotropy
in the system, these superfluids can have nonzero values
for the viscosity coefficients in Eq. (78). The general
mean-field Hamiltonian we work with is given by49
H =
∫
d2x ψ†(x)
(
− 1
2m
E ij∂i∂j − µ
)
ψ(x)
+
1
2
∫
d2x′
∫
d2x
[
∆(x− x′)ψ†(x)ψ†(x′) + h.c.] (216)
The rotational symmetry group of this Hamiltonian de-
pends on the symmetric mass tensor E ij . We can write
(defining parameters α and β for the parity even and odd
anisotropic perturbations, respectively)
Eij = δij + κ
{
β σxij + ασ
z
ij
}
(217)
To break time reversal symmetry, we require a complex
gap function, and we consider a paired `-wave complex
superfluid, with gap function:
∆k = |∆k|ei`φ (218)
This breaks both parity and time-reversal, but is even
under the composite symmetry PT , whereas the kinetic
term in the Hamiltonian is only PT -even when β = 0. We
can utilize a Bogoliubov transformation to find the quasi-
particle excitation spectrum. In this basis, the Hamilto-
nian takes the form,
H =
∑
k
Ekd
†
kdk + E0 (219)
The transformation made was
ck = u
∗
kdk − v−kd†−k
c†k = ukd
†
k − v∗−kd−k
(220)
There is a redundancy for the functions uk, vk, and we
can choose a gauge in which uk is real. In this gauge, we
have that
vk = |vk|ei`φ (221)
transforms as an `-pole under rotations. Its magnitude
is given by49
|vk|2 = 1
2
(
1− k
Ek
)
(222)
In this gauge vk transforms in the same way under ro-
tations as the gap ∆k. The dispersion relation for the
Hamiltonian (216) is given by
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Ek =
√(
1
2m
(E ijkikj)− µ
)2
+ |∆k|2
≡
√
2k + |∆k|2
(223)
To compute the viscosity for this model, we will use
the fact that there are no internal degrees of freedom, so
that we can make use of the formalism of Ref. 29 directly.
Integrating the Kubo formula (72) by parts, we can use
the strain-strain form of the viscosity,
ηµ λν ρ(ω → 0) = −i
〈[
Jµν , J
λ
ρ
]〉
0
(224)
This is odd under time reversal, so the full viscosity is a
Hall viscosity at zero frequency. In terms of quasiparti-
cle operators, the ground state expectation value of the
strain operators is, from Refs. 6 and 29,
〈Jµν〉0 =
−iL2
4
∫
d2k
(2pi)2
kν
(
vk∂kµv
∗
k − v∗k∂kµvk
)
.
(225)
Using the commutation relation between strain genera-
tors,
[
Jµν , J
λ
ρ
]
= −i (δµρJλν − δλνJµρ) (226)
We can write the zero-frequency viscosity for the super-
fluid as
(ηH)µ λν ρ = δ
λ
ν
〈
Jµρ
〉
0
− δµρ
〈
Jλν
〉
0
(227)
We find that the independent components of the ground
state strain give exactly the three traceless components
of the Hall viscosity, hence we can decompose the strain
expectation into irreducible representations as
〈Jµν〉0 = ηHµν + γ (σx)µν −Θ (σz)µν (228)
The viscosity coefficients are then given by
ηH/L2 =
l
4
∫
d2k
(2pi)2
|vk|2
γ/L2 = − l
4
∫
d2k
(2pi)2
cos(2φ) |vk|2
Θ/L2 = − l
4
∫
d2k
(2pi)2
sin(2φ) |vk|2
(229)
We can see anisotropy of the anomalous coefficients ex-
plicitly, and it is clear that they vanish if the dispersion
k is isotropic. To lowest order in the small parameter κ,
ηH =
1
2
n¯s¯
γ =
l
32
καI
Θ =
l
32
κβI
(230)
The isotropic Hall viscosity is quantized as in29 by the
mean particle number density and angular momentum
per particle, while the anomalous coefficients enter at
first order in the anisotropy and both depend on the in-
tegral
I = L
2
(2pi)2
∫
dk
pik3|∆k|2
mE3k0
, (231)
where Ek0 = limκ→0Ek. This is consistent with the
results of Ref. 45
VII. OUTLOOK
In this work, we have extended the Kubo formalism for
viscosity to systems with rotational-symmetry breaking
anisotropy, discrete translational symmetry, and internal
rotational degrees of freedom. At the microscopic level,
we have shown that the symmetrization procedure for
the stress tensor given in Ref. 28 is equivalent to the
generalized Belinfante procedure in nonrelativistic field
theory, which involves restricting to strain perturbations
which do not change the torsion of space. Furthermore,
we have argued that this choice for the stress tensor ap-
plies to systems without rotational symmetry as well. We
have shown that in systems with discrete translational
symmetry, it is possible to define a course-grained mo-
mentum density and stress tensor, and hence compute
viscoelastic response functions. We also argued that our
coarse-grained lattice formalism reduces to the contin-
uum formalism in the hydrodynamic limit.
More generally, we have also analyzed the symmetry
of the viscosity tensor, highlighting the importance of
the six independent Hall viscosity coefficients. We have
shown that only three linear combinations of these coeffi-
cients enter into the hydrodynamic equations of motion.
The other three linear combinations can be changed by
adding divergenceless terms to the viscous stress tensor,
and hence they have no measurable effects in the ab-
sence of a physical principle (such as gravity) fixing the
divergenceless part of the stress tensor. We show that
the three linear combinations that determine the forces
can be assembled into a rank two “Hall tensor” which
coincides with the tensor first highlighted by Haldane in
Ref. 41. Finally, we applied our formalism to a variety
of free-fermion systems, both in the continuum and on
the lattice. We showed that free fermions in the contin-
uum always have vanishing Hall elastic moduli, consis-
tent with expectations for a fluid. We also showed that
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the six viscosity coefficients can be expressed in terms
of quadrupole moments of the Berry curvature and ma-
trix elements of the internal angular momentum opera-
tor. When focusing on the Hall tensor (i.e. the viscous
forces), we found that the Berry curvature contribution
to the viscous forces cancelled, and only the internal an-
gular momentum contributed. We showed how this works
in practice by analyzing an anisotropic Dirac fermion.
We performed a similar analysis for free fermions on the
lattice, and compared our results for the lattice regu-
larized Dirac fermion (Chern insulator) with those of
Ref. 22. Crucially, we find within our formalism that
the low-energy expansion of the Hall tensor in the Chern
insulator coincides with the Hall tensor for four isolated
Dirac fermions in the continuum, representing a consis-
tency check on the formalism. Lastly we showed how our
formalism applies to anisotropic superfluids, obtaining
results consistent with the symmetry analysis of Ref. 45.
Going forward, our results raise several important
questions for the Hall viscosity of time-reversal symme-
try broken anisotropic systems. First, our emphasis on
viscous forces and the Hall tensor has direct relevance
for experiments geared to extract the viscosity from hy-
drodynamic flow. As we argued, in a threefold or higher
symmetric system, an analysis of flow can only ever ex-
tract the combination ηH + η¯H = ηHtotal that enters the
Hall tensor. This fact has been overlooked in the current
theoretical analysis of flow in graphene and other materi-
als, which assume rotational symmetry. For free fermion
systems, we have seen that working with only the kinetic
stress leads to ηHtotal. This implies that for free fermions
the “torsional viscosity” computed with the spin connec-
tion set to zero (i.e. using only the kinetic stress) does not
enter into the equations of motion for momentum trans-
port. Furthermore, our lattice formalism suggests that
the derivation of the stress tensor in low-energy theories
of Bloch electrons should be revisited. The momentum
dependence of the lattice strain generators Eq. (52) sug-
gests that the displacement of Fermi surface pockets away
from zero momentum (as in graphene) may have a signif-
icant effect on viscous response functions. Another inter-
esting direction for future work is to extend our formalism
to systems with an external magnetic field, and to three
dimensional systems such as topological semimetals50,51.
Finally, there appears to be some connection to explore
between our formulation of lattice momentum transport,
and the Ka¨hler-Dirac formalism of lattice gauge theory52.
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Appendix A: Alternative form of the Lattice Spin
Stress
Re-examining Eq. (52) for the strain generators on the
lattice, we note that another convenient choice of spin-
strain would be
J µL,ν ≡ −
i
2
∑
knmν
c†nk
[{
sink · aν
|aν | ,
∂
∂kµ
}
δnm + i˜ µν cosk · aνLnmint
]
cmk, (A1)
which differs from Eq. (52) in the index of the cosine term in the spin stress. The convenience of this term becomes
manifest when we compute the free fermion stress tensor
TµB0,ν =
∑
nmk
c†nk
(
∂µfnm(k)
sink · aν
|aν | +
i
2
˜µν cosk · aν [f(k), Lint]nm
)
cmk =
∑
nmk
c†nk[T
λ
Bρ(k)]
nmcmk (A2)
which follows from this definition. We now see that the index of k in the cosine prefactor of the spin stress matches
the second, lower index on the stress tensor. If we were to expand this new lattice stress about the time-reversal
invariant momenta in the Brillouin zone of a crystal, we would find that the overall sign of the spin-stress obtained
from Taylor expanding the cosine term would match the overall sign of the kintetic stress obtained from expanding
the sine in the first term. While this gives the same result as our Eq. (58) at the (0, 0) and (pi, pi) points, it differs at
the (0, pi) and (pi, 0) points.
At first glance, the extra semblance of rotational symmetry gained by this change of index may seem appealing.
However, we can ask what form the internal momentum density must take to produce this term in the strain generator.
It can be shown that Eq. (A1) implies
gintµ (R) =
1
4|aν | ˜
ν
µ
∑
nm
Lnmint
(
c†nR+aν+aµcmR+aµ − c
†
nRcmR+aµ + c
†
nR+aν
cmR+aν+aµ − c†nR+aµcmR
)
(A3)
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This discretization of the lattice derivative has the unfortunate features of not being symmetric with respect to the
base point of differentiation, and of not including all nearest-neightbor lattice sites to which momentum can flow. For
these reasons, we know of no justification for using Eq. (A3) in place of Eq. (41).
Nevertheless, we can explore the consequences of Eq. (A3) on the viscosity of the Chern insulator model considered
in Sec. (VI B). We find for the modified stress tensor
T λBρ(k) = t
λ cos(kλa) sin(kρa)σ
λ + r sin(kλa) sin(kρa)σ
z +
1
2
cos(kρa)
(
tλ sin(kλa)σ
ρ − tρ sin(kρa)σλ
)
(A4)
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FIG. 5. Hall viscosities in C4, η
H
total, η
H, η¯H , plotted with the
alternative form of the strain generator, with parameters t =
t′ = r = 1 and lattice constant a = 1. We see much less
variation in the plots in this case, while the same features of
oddness inm and vanishing in the topologically trivial regimes
remains.
The spin stress tensor here differs from Eq. (196) by a
factor of cos kρa/ cos kλa.
C4 case: For a C4-symmetric system with hoppings
t = t′, this leads to a total viscosity that is now simple
enough to present
ηHtotal(k) =
t2
323k
(
r cos(kya) + cos(kxa) (A5)
(r −m cos(kya)) (cos(2kxa) + cos(2kya)− 2)
)
While the expansion of the Hamiltonian around each
of the Dirac points is the same as in Eq. (204), the ex-
cpanded stress tensor now becomes The expansion of this
tensor around the Dirac points can be written as
(TλB,ρ(k))
(i) = vF
[
αiλα
i
ρσ
λkρ +
1
2
αiρ
(
αiλkλσ
ρ − αiρkρσλ
)]
=
vF
2
[
(2αiλ − αiρ)αiρσλkρ + αiραiλkλσρ
]
(A6)
The resulting viscosity can be computed and takes a sim-
ilar Dirac-point-dependent form as Eq. (207). The sum
over Dirac points now yields the same expression by mag-
nitude, but this now changes sign across the Dirac points:
(ηHtotal(k))
(i) =
(
ηH(k) + η¯H(k)
)(i)
= αixα
i
y
v2FM
i
83k
k2
(A7)
Which has the same form as the isotropic Hall viscosity
in Ref. 22. Integrating this up to a momentum cuttoff Λ
and summing over the Dirac points yields the now cutoff-
independent viscosity
ηHtotal = −
1
2
∑
i
(
αixα
i
y
)
4piv2F
[
M i|M i|]
=
1
2
{ ~
2piv2F
(−m|m|+ 4mr) |m| < 2r
2~
piv2F
r2 |m| ≥ 2r
(A8)
We find that the cutoff-independent total viscosity ob-
tained with this alternative Belinfante procedure coin-
cides with the cutoff-independent kinetic viscosity com-
puted in Ref. 22.
Again separating into the individual barred and un-
barred Hall viscosities separately, we see that the end
points (0, 0) and (pi, pi) are again described fully isotropic
theories, meaning the unbarred Hall viscosity is the only
non-zero contribution (ηHtotal)
(0,3) = ηH. At the corner
points, however, (pi, 0) and (0, pi):
ηH(k) =
−v2Fmk2
43k
η¯H =
v2Fmk
2
83k
(A9)
C2 case: We see a similar picture in the general case.
The anisotropic viscosities γ total are plotted in Fig. 6. We
note that for this alternative choice of stress tensor, the
total anisotropic viscosity is identically zero.
The continuum expansion is also cutoff-independent
with this choice of strain generator, as we see
(ηHtotal)
(i) = −1
2
∑
i
(αixα
i
y)
4pi 〈vF 〉2g
[
M i|M i|]
=
1
2

~
2pi〈vF 〉2g
(−m|m|+ 4mr) |m| < 2r
2~
pi〈vF 〉2g
r2 |m| ≥ 2r
(A10)
The anisotropic viscosities are independent of this
choice of strain generator (independent of the cos(kλa)
vs cos(kρa) prefactor in (T
spin)λρ ) – they are zero.
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FIG. 6. Anisotropic viscosities plotted with the alternative
form of the strain generator. We use the same set of parame-
ters t = 1.5, t = r = 1, a = 1 as earlier in the work. Curiously,
we see that the total anisotropic viscosity is zero.
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