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INTRODUCTION 
As part of a SERC funded project this study aims to summarise the most relevant and 
recent literature with respect to outlier detection for time series and missing value 
estimation in traffic count data. Many types of transport data are collected over time 
and are potentlally suited to the application of time series analysis techniques. 
including accident data, ticket sales and traffic counts. Missing data or outliers in 
traffic counts can cause problems when analysing the data, for example in order to 
produce forecasts. At present it seems that little work has been undertaken to assess 
the merits of alternative methods to treat such data or develop a more analytic 
approach. Here we intend to review current practices in the transport field and 
summarise more general time series techniques for handling outlying or missing data. 
The literature study forms the fist stage of a research project aiming to establish the 
applicability of time series and other techniques in estimating missing values and 
outlier detection/replacement in a variety of transport data. Missing data and outliers 
can occur for a variety of reasons, for example the breakdown of automatic counters. 
Initial enquiries suggest that methods for patching such data can be crude. Local 
authorities are to be approached individually usinga short questionnaire enquiry form 
in order to attempt to ascertain their current practices. Having reviewed current 
practices the project aims to transfer recently developed methods for dealing with 
outliers in general time series into a transport context. It is anticipated that 
comparisons between possible methods could highlight an alternative and more 
analytical approach to current practices. 
A description of the main methods ior detecting outliers in time series is given within 
the first section. In the second section practical applications of Box-Jenkins methods 
within a transport context are given. current pr&%ices for dealing with outlying and 
missing data within transport are discussed in section three. Recommendations for 
methods to be used in our current research are followed by the appendices containing 
most of the mathematical detail. 
Section 1 - The Detection of Outliers in Time Series 
The definition of an outlier may be an observation which is unrepresentative, spurious 
or discordant. It may be regarded as an observation which does not come from the 
target population. Whilst many methods have been developed for detecting outliers 
in simple random samples, outlier detection in a time series context has only evolved 
more recently. The majority of methods assume that the time series process can be 
represented by a univariate Box-Jenkins (1976) ARIMA structure ("B-J model"). This 
class of models are frequently applied to many types of time series data. A definition 
of the general structure and summary of the method are contained within Appendix 
A. 
Fox (1972) appears to be the first to consider outliers within time series, assuming an 
AR structure with Gaussian noise. Two broad categories of outlier are defined: 
"Additive Outliers (AO)" where a single point is affected and "Innovative Outliers (10)" 
where an innovation to the process affects both an observation and the subsequent 
series. Fox's approach is basically a likelihood ratio criteria, comparing the estimated 
error for an observation with the estimated standard error of that discrepancy. 
In practice it may be felt that there is little point in detecting outliers unlesgthey are 
influential to the outcome of model fitting or forecasting. Hau and Tong (1984) 




















