We present the first constant-factor approximation algorithm for a non-trivial instance of the optimal guarding (coverage) problem in polygons. In particular, we give an O(1)-approximation algorithm for placing the fewest point guards on a 1.5D terrain, so that every point of the terrain is seen by at least one guard. While polylogarithmic-factor approximations follow from set cover results, our new results exploit geometric structure of terrains to obtain a substantially improved approximation algorithm.
Introduction
For a geometric domain D, the optimal guarding (coverage) problem is to determine the smallest number, k * , of guards (e.g., points) that can be placed in D so that each point of D is seen by at least one guard. The optimal guarding problem is an instance of a set cover problem that is induced by a geometric setting. The many related problems, both combinatorial and algorithmic, fall into the general category known as art gallery problems, which have been studied extensively; see, e.g., [12, 14, 16, 17] .
We give the first constant-factor approximation algorithm for a non-trivial instance of the optimal guarding problem. All prior approximation bounds were polylogarithmic in n and/or k * .
The instance we study here is the 1.5D terrain guarding problem, in which the input domain is the two-dimensional region above an x-monotone polygonal chain having n vertices. We restrict guards to be placed at points on the terrain; with no restriction on guard placement, a single guard (at a high enough altitude) suffices to see the terrain.
Related Work.
The classical combinatorial result, the "art gallery theorem", states that ⌊n/3⌋ guards are sufficient, and sometimes necessary, to guard an n-vertex simple polygon [14] . Combinatorial results on the number of guards needed for various forms of guarding on terrains are given in [2] .
The optimal guarding problem is known to be NP-hard, even if D is a simple polygon [15] . Thus, efforts have concentrated on the approximability of optimal guarding problems. Ghosh [10] gave an O(log n)-approximation for optimal coverage of a polygon by vertex guards, based on standard set cover results. Recent interest [6, 11] has focused on methods of efficiently applying the Brönnimann-Goodrich technique [3] , which exploits finiteness of VC-dimension. Efrat and HarPeled [6] obtain an O(log k * )-approximation algorithm for polygon guarding with vertex guards, using time O(n(k * ) 2 log 4 n), where k * is the optimal number of vertex guards. Their technique can be applied to non-vertex guards, lying at points of a dense grid, adding to the running time a factor polylogarithmic in the grid density. (No approximation algorithm is known if the guards are completely unrestricted and all of the polygon is to be guarded.) Their results apply also to polygons with holes and to 2.5D terrains, still with polylogarithmic approximation factors. Most recently, Cheong et al. [5] have shown how to place k guards in order to optimize (approximately) the total area seen by the guards.
Eidenbenz et al. [7, 9] have shown that it is APX-hard to solve the optimal guarding problem in simple polygons; thus, there exists an ǫ > 0 such that it is NP-hard to obtain a (1+ǫ)-approximation algorithm. They further show that guarding polygons with holes, as well as guarding 2.5D terrains, is as hard as set cover; these problems do not have polynomial-time algorithms with approximation ratio less than c ln n, for some c > 0, unless P = N P (and do not have approximation ratio 1−ǫ 12 ln n, for any ǫ > 0, unless N P ⊂ T IM E(n O(log log n) )). These hardness of approximation results are complemented by O(log n)-approximation algorithms based on greedy set cover [8] .
For 1.5D terrains, Chen et al. [4] claim that a modification of the hardness proof of [15] shows that the problem is NP-hard (details are omitted and are still to be verified). In the very restricted setting where all guards are to be placed at a constant altitude (above "sea level", not above the terrain surface), the optimal guarding problem is readily solved in polynomial time (it reduces to a one-dimensional problem on intervals); in fact, it can be solved in linear time [7, 13] .
Motivation.
The terrain guarding problem arises in optimal placement of antennas for communication networks. We are motivated to study the problem in two dimensions, in an effort to understand better the much more difficult three-dimensional (2.5D) terrain guarding problem (which Eidenbenz shows has no better than a log-approximation). Further, the two-dimensional problem shows up as a subproblem in heuristics to solve the three-dimensional problem, and it arises directly in applications of coverage along a highway, security lamp and camera placement along walls and streets. In some applications, one only needs to cover a portion of the input domain; our results can be extended to yield an algorithm for covering a subset of the terrain surface optimally.
Our Results.
Our main result is an efficient O(1)-approximation algorithm for the terrain guarding problem in two dimensions. Our results rely on developing several geometric properties of terrains, in order that our algorithm can exploit the special structure.
The main difficulty in proving our main result is in showing that one can obtain a constantfactor approximation to the dominating set problem in graphs that can be realized as the visibility graph of the vertices of a terrain polygon (i.e., to the problem of placing vertex guards on a terrain in order to see all other vertices). It is then relatively straightforward to extend this result to apply to placing arbitrary guards on the terrain in order to guard all of the terrain.
It is worth noting that some natural and simple approaches to the problem do not yield O(1)-approximations: One can give examples showing a subset of vertices guarding T , without redundant vertices, that is arbitrarily bad with respect to optimal (see Figure 1) ; similarly, simple sweep
v Figure 1 : None of the guards g 1 , . . . , g 5 is redundant, but a single guard at v would suffice.
approaches that add guards "as needed" can be arbitrarily bad. We begin with some definitions and basic structural results.
Preliminaries
Let T be a terrain of complexity n in the plane; more precisely, let T be an x-monotone polygonal curve specified by n vertices, v 1 , . . . , v i = (x i , y i ), . . . , v n , indexed in x-increasing order. We refer to the terrain polygon, P T , which is the closed region of the plane bounded from below by T and from the sides by the upwards vertical rays emanating from v 1 and v n , respectively. Let p = (p x , p y ) and q = (q x , q y ) be two points on the polygonal curve T . We say that p sees q (and q sees p) if and only if the line segment pq is contained in P T . We write p < q if p is to the left of q (i.e., p x < q x ). For any two vertices u, v ∈ T with u < v, the subterrain [u, v] of T is simply the portion of T between u and v (including u and v). For a point p ∈ T , let L(p) (resp., R(p)) denote the leftmost (resp., rightmost) point on T that sees p. It is easy to see that L(p) and R(p) are necessarily vertices of T .
A guard is a point of P T that we consider to be able to view ("guard" or "cover") other points of P T . A terrain guard is any point on T ; a vertex guard is a vertex of T .
The must-guard set, M , is a subset of P T that we require to be seen by a set of guards. The dominating set problem on terrains (DSPT) is to compute a minimum-cardinality set of vertex guards for M = {v 1 , . . . , v n }, the vertex set of T . We spend most of our effort in obtaining an approximation algorithm for DSPT; then, we describe how this result extends to the case of terrain guards and to the case of M = T . (Note that a set of guards that sees M = T necessarily sees all of P T ; however, it is not the case that guarding the boundary of a general simple polygon P implies guarding the interior of P .)
We say that a subterrain [u, v] can be guarded from the right (resp., left) if there exists a set of vertex guards to the right of v (resp., to the left of u) that cover M ∩ [u, v]. Proof: Since a sees c, b lies below the line segment ac; similarly, c lies below bd. Thus, ac and bd cross each other at a point ξ (above T ), and T lies below the chain (a, ξ, d), implying that a sees d.
The Main Algorithm
In this section we outline a constant-factor approximation algorithm for the dominating set problem on terrains (DSPT): Find a minimum-size subset G of vertices of T , such that each vertex of T is visible from one of the vertices in G. (The missing details are presented in Section 4.)
We begin by computing the (upper) convex hull of T , denoted CH(T ). Notice that if m is the number of vertices in CH(T ), then at least ⌊ m 2 ⌋ guards are needed in order to guard T . In the first stage, we thus place a guard at each vertex of CH(T ). Notice that if T ′ is a subterrain defined by two consecutive vertices of CH(T ), then no point in its interior is visible from outside T ′ . We therefore may consider each of the m − 1 subterrains that are defined by the vertices of CH(T ) separately (see Figure 2) .
The overall structure of the algorithm.
We say that T ′′ requires a local guard if there exists a vertex w in the interior of T ′′ that is not seen from (T ′ − T ′′ ) ∪ {u, v}, or, in other words, u < L(w) < R(w) < v.
Let T ′ be one of the subterrains obtained from the first stage. In the second stage we partition T ′ into subterrains such that each of them does not require a local guard. We do this as follows. For each internal vertex v of T ′ , we compute the points (vertices) L(v) and
Viewing the subterrains T (v) as open horizontal intervals and considering only minimal intervals (i.e., intervals that do not contain other intervals), we compute a maximal set S of disjoint such intervals. Let S ′ be the complementary set of subterrains; thus, any two consecutive subterrains in S define at most one subterrain in S ′ .
Claim 3.1 Let T ′′ be a subterrain in S ∪ S ′ . Then T ′′ does not require a local guard.
Proof: Follows immediately from the construction.
We place guards at the end vertices of the subterrains in S. In addition, for each T ′′ ∈ S ∪S ′ , we place guards at the at most 4 vertices
, where a l (resp., a r ) is the leftmost (resp., rightmost) internal vertex of T ′′ that is seen from the right of T ′′ , and b l (resp., b r ) is the leftmost (resp., rightmost) internal vertex of T ′′ that is seen from the left of T ′′ . Since |S|/2 is clearly a lower bound on the number of guards needed to guard T ′ , we only increase the number of vertices by a constant factor.
We now "solve" each of the subterrains in S ∪S ′ separately. Each such subterrain is considered to be a base case, in that it does not require a local guard, and is solved using the base-case algorithms detailed in Section 4. The independence property (based on Claims 3.3-3.4) shown below justifies this approach, i.e., that the subterrains in S ∪ S ′ may be solved separately without hurting the approximation bound.
The overall structure of the algorithm is thus as follows.
• Given a terrain T compute its (upper) convex hull, place guards at the vertices of the convex hull, and solve each subterrain T ′ separately.
• Given a subterrain T ′ partition it into subterrains S ∪S ′ , as described above. For each subterrain T ′′ ∈ S∪S ′ , place guards at the end vertices of T ′′ and at the vertices
and solve the remaining unguarded fragments of T ′′ separately, using the base-case algorithms detailed in Section 4.
The rest of this section deals with the independence property and its proof. We construct a c-solution for T 1 ∪ · · · ∪ T k . We begin by placing at most 2k guards at the end vertices of the subterrains T 1 , . . . , T k . We need the following two claims.
Claim 3.3 Let r 1 < r 2 < · · · < r m be the internal vertices of T i that can be seen from the right of
2. If r i , for 1 < i < m, cannot be seen both from R(r m ) and from R(r 1 ), then it can only be seen (when viewing from the right of T i ) from vertices in the interior of the subterrain
Proof: The first part follows immediately from the Order Claim. If R(r 2 ) > R(r 1 ), then by the Order Claim r 1 must see R(r 2 ), which is impossible since r 1 does not see beyond R(r 1 ). Similarly, we argue that R(r 2 ) ≥ R(r 3 ), etc.
To prove the second part, assume that r i (for some 1 < i < m) cannot be seen from R(r m ) or from R(r 1 ). Then r i cannot be seen from a vertex to the left of R(r m ) (and to the right of T i ), since if r i is seen from such a vertex, then, by the Order Claim, it is also seen from R(r m ). Similarly, r i cannot be seen from a vertex to the right of R(r 1 ), since if it is seen from such a vertex, then, by the Order Claim, r 1 is also seen from this vertex, which is impossible (by the definition of R(r 1 )).
, and let L(T i ) be the symmetric subterrain that is defined by considering the internal vertices of T i that can be seen from the left of T i .
Claim 3.4 Let T i , T j be two of the subterrains above, such that T j lies to the right of T i . Let R j (T i ) ⊆ R(T i ) be the subterrain defined by considering only the internal vertices in T i that can be seen from the right of T j . Then R(T j ) lies to the left of R j (T i ), where the right end vertex of R(T j ) and the left end vertex of R j (T i ) may coincide.
Proof: Assume there is an internal vertex in T i that can be seen from the right of T j . (Otherwise, R j (T i ) is empty.) Let u be the leftmost vertex in T j that can be seen from the right of T j . Then R(u) defines the right end vertex of R(T j ). By the Order Claim, if v is any vertex in T i that can be seen from the right of T j , then R(v) ≥ R(u).
A symmetric claim can be formulated using the subterrains L(T i ) and L i (T j ) instead of R(T j ) and R j (T i ), respectively.
We are now ready to continue the construction of a c-solution for T 1 ∪ · · · ∪ T k . For each T i , we place guards at the end vertices of the subterrains R(T i ) and L(T i ). We have thus placed at most 4k guards in this step (and at most 6k guards in the first two steps). Next, for each T i we compute a c 2 -solution V i for (the yet unguarded fragments of) T i . We claim that the at most 6k guards of the first two steps together with the sets V i form a c-solution for
Let V opt be an optimal solution for T 1 ∪ · · · ∪ T k . Recall that we are assuming that |V opt | ≥ k/c 1 , for some constant c 1 . Let U denote the set of at most 4k vertices that are the end vertices of the subterrains R(T i ) and L(T i ). Let v ∈ V opt − U. We observe that there is at most one subterrain T i to the left of v, that has an internal vertex that is not seen by a vertex of U but is seen from v. If there are two such subterrains T i and T j , where T j is to the right of T i , then, by Claim 3.3, v is an internal vertex of both R(T i ) and of R(T j ). More precisely, v is in R j (T i ) (but not its right end vertex) and v is an internal vertex of R(T j ). But this is impossible by Claim 3.4. Thus v can help guarding at most one subterrain to its left, at most one subterrain to its right, and possibly the subterrain in which it lies. Our construction replaces v with at most 3c 2 guards.
Base-Case Algorithms
Let T be a terrain with n vertices, and let G be the subset of vertices of T where guards have already been placed. Let A be a subterrain of T that does not require a local guard, and let A ′ be the subset of vertices of A that cannot be seen by G. We wish to compute a set of guards V(A ′ ) located at vertices of T , some of which may be located within A, that together see all vertices in A ′ , and such that the size of V(A ′ ) is within some constant factor of the size of an optimal such set of guards.
We distinguish between three base cases.
(Case 0) We require that V(A ′ ) consists only of vertices that lie to the left of subterrain A.
(Case 1) We require that V(A ′ ) consists only of vertices that lie left of or within subterrain A.
(Case 2) We make no requirements of the set V(A ′ ) of vertices of T that guard subterrain A.
Each subterrain T ′′ ∈ S ∪ S ′′ (see Section 3) is passed to the Case 2 algorithm, which in turn may pass it on to the Case 1 algorithm; see Figure 3 .
Definition 4.1 Let T be a terrain and let G be the subset of vertices of T where guards have already been placed. Let T ′ be the subset of vertices of T that cannot be seen by G. We say that two subterrains T 1 , T 2 ⊂ T are guard independent with respect to G if the set of vertices of T that are seen by T 1 ∩ T ′ and the set of vertices seen by T 2 ∩ T ′ are disjoint. In other words, T 1 and T 2 are guard-independent subterrains if any guard g that can see a vertex in T 1 ∩ T ′ cannot see a vertex in T 2 ∩ T ′ and vice versa.
Case 2 Case 1b
Case 1a constant number of guards 
Case 0
Let A be a subterrain of T such that it is possible to guard the set of (so far unguarded) vertices A ′ using only guards at vertices of T to the left of A. Our goal is to determine a minimum-cardinality such set of left guards for A ′ . In this specially constrained case, we are able to determine an optimal set, V(A ′ ), of guards, using the following algorithm:
Place a guard at L(a), where a is the leftmost vertex in A ′ that is not yet guarded.
Lemma 4.2 The algorithm above computes an optimal subset of left guards for A ′ .
Proof: When the algorithm locates a guard at vertex L(a), no vertex to the left of L(a) can see a (by definition of L(a)), and any vertex v to the right of L(a) (and still to the left of A) that sees a is "dominated" by L(a) (by the Order Claim), in that a guard at L(a) will see any vertex of A ′ that v sees. We continue by induction.
Case 1
Let A = [a, b] be a subterrain that does not require a local guard, let A ′ be the subset of vertices of A that remain to be guarded, and assume that A ′ can be guarded from the left of A, that is, by placing guards only at vertices of T to the left of A.
In this case (Case 1), our goal is to compute a set of guards V(A ′ ) for A ′ such that each guard in V(A ′ ) is either to the left of A or within A (but not to the right of A). We present a constant-factor approximation algorithm for computing a minimum-cardinality such set of guards.
We will need the following claim, which tells us that it does not make sense to place a guard within A if its sole purpose is to view rightwards. dominates u, in the sense that any vertex v ∈ A ′ to the right of u that is seen by u is also seen by L(u).
Proof: Let v ∈ A ′ be a vertex to the right of u that is seen by u. Recall that by our assumption L(v) lies to the left of A. We may also assume that L(u) = L(v), since otherwise L(u) clearly sees v. Now, on the one hand, both u and L(u) must lie below the line l(L(v), v), and, on the other hand,
and therefore also sees v, etc., until we reach a vertex that is not in A that dominates u.
Corollary 4.4
There is always a vertex to the left of A that dominates u (with respect to the vertices of A ′ to the right of u). We shall denote by L + (u) any such vertex.
Proof: If L(u) ∈ A, then we apply Claim 4.3 to L(u) to conclude that L(L(u)) also sees v, etc., until we reach a vertex that is not in A. This vertex clearly dominates u. For a subset of vertices S, we denote by V (S, p) the subset of vertices of S that are visible from a vertex p, and by V (S, P ) the subset of vertices of S that are visible from at least one of the vertices of P .
A ′ − A * , then (i) one must place at least one guard outside of A * in order to guard A ′ − A * , and (ii) there exists a constant-size set of guards U that guards A ′ − A * , and any other set of guards U ′ that guards A ′ − A * includes a guard g ′ such that
Proof: To prove the first part, we observe that L + (d) dominates any vertex in A * with respect to the subterrain to the right of d (applying Corollary 4.5), and d dominates any vertex in A * with respect to the subterrain to the left of c (applying the Order Claim to d and c). Now let v ∈ A ′ − A * be a vertex that is not seen from L + (d) or from d (such a vertex exists by our assumption). Clearly any guard that sees v cannot lie in A * .
To prove the second part, put U = {L + (d), L + (c), b}. We already know that U guards A ′ − A * . We now show that if g ′ is a guard that sees v, then
If v is to the right of A * , then in order to guard v one must locate a guard g ′ either to the left of L + (d) or to the right of d. In both cases V (A ′ ∩ A * , g ′ ) = ∅. Otherwise, if v is to the left of A * , then in order to guard v one must locate a guard g ′ either in [L + (c), c] or to the right of d. In the former case it is possible that g ′ sees into A * , but it is dominated by L + (c).
The lemma above implies that if
, and b, and charge these guards to the guard g ′ (in the proof above). Figure 5 : We can reduce the problem A to the Case 1a problem
We now consider the case in which Figure 5 ). In this case we say that A is reducible, and reduce A 0 = A to the Case 1a problem Notice that if we now place two guards at b i and at L + (b i ), then all remaining unguarded vertices in A ′ would necessarily lie in the interior of A i . This is because b i = d i−1 and A i−1 was reducible. Thus we place these two guards and proceed as follows, according to the state that we entered. There are three possible such states:
• A i is not a single-pocket case, i.e., there is a vertex q ∈ A i that implies a non-trivial division.
•
• A i has a constant-size solution.
In the first state, we divide A i into two guard-independent subterrains (see Claim 4.6) as follows. Let q l be the leftmost vertex in A i that is seen from b i and implies a non-trivial division. Let a ′
i implies a right trivial division, since, if it would, then so would q l .) Thus, in addition to the two guards that were already placed (i.e, at b i and at L + (b i )), we also place guards at L + (q l ) and at L + (a ′ i ). We now solve the two guard-independent subterrains A l = [a ′ i , q l ] and A r = (q l , b i ] by applying to each of them the Case 1a algorithm. We charge the four guards that were placed to the increase by one of the lower bound due to the presence of a vertex that implies a non-trivial division.
In the second state we also place guards at L + (d i ) and L + (c i ) (in addition to the guards at b i and L + (b i )) according to Lemma 4.8 above, and solve the subproblem [c i , d i ] by applying the Case 1a algorithm. We charge the four guards that were placed to the guard g ′ (see above). In the third state we simply solve the original problem with a constant number of guards.
All the above implies the following algorithm for Case 1a.
Algorithm 4.9 (Case 1a)
1. If there exist 2 guards that together see all vertices in A ′ -done.
2. Let Q be the set of all vertices q ∈ A that imply a non-trivial division. The following lemma summarizes the result for Case 1a.
Lemma 4.10 The Case 1a algorithm above computes a set of guards V(A ′ ) for A ′ , whose size is bounded by some constant times the size of a minimum-cardinality such set of guards.
We now turn to the general case, where A's endpoints do not see each other.
Case 1b: The endpoints of A do not see each other.
We begin by computing the (upper) convex hull of A. Each of the edges of this convex hull corresponds to a subterrain whose endpoints see each other. Some of these subterrains may already be fully guarded (by G); we consider only those that are not yet fully guarded. Let A 1 = [a, b] be the leftmost subterrain that is not yet fully guarded, let A ′ 1 be the subset of vertices in A 1 that are not yet guarded, and let u be the leftmost vertex in A ′ 1 . If there exists a single vertex to the left of A that sees all vertices in A ′ 1 , then L(u) is necessarily such a vertex. (Note that L(u) is necessarily to the left of A since u ∈ A ′ 1 .) Moreover, in this case, any vertex g (either to the left of A or in A) that sees u is dominated by the pair of vertices L(u) and L(b). Thus, in this case we can place guards at L(u) and at L(b) and charge this to the guard of the optimal solution that sees u.
Assume now that A ′ 1 cannot be fully guarded by a single vertex to the left of A. In this case, we place a guard at L(b) and distinguish between two cases. If after placing a guard at L(b) there is no vertex to the right of b that remains to be guarded, then apply the Case 1a algorithm to subterrain 4. Else, locate a guard at L(b) and solve the two guard independent subproblems A 1 , using the Case 1a algorithm, and A − A 1 , using the Case 1b algorithm.
The following lemma summarizes the result for Case 1b.
Lemma 4.12 The Case 1b algorithm above computes a set of guards V(A ′ ) for A ′ , whose size is bounded by some constant times the size of a minimum-cardinality such set of guards.
Case 2
Given a terrain T , let A = [a, b] be a subterrain that does not require a local guard, let A ′ be the subset of all vertices in A that are not yet guarded. In this case (Case 2), our goal is to compute a set of guards V(A ′ ) for A ′ , where the guards in V(A ′ ) may be located anywhere in T . We present a constant-factor approximation algorithm for computing a minimum-cardinality such set of guards. We may assume that the endpoints of A are in A ′ , because otherwise we can simply replace A with the subterrain [a ′ , b ′ ], where a ′ (resp., b ′ ) is the leftmost (resp., rightmost) vertex in A ′ , and any (Case 2) solution to A is also a (Case 2) solution to [a ′ , b ′ ] and vice versa. In particular we may assume that a and b are not vertices of the convex hull of the initial terrain (since A is contained in a subterrain defined by two consecutive vertices v 1 , v 2 of the convex hull of the initial terrain, and we already placed guards at these vertices).
We will need the following observation. ( Let M be the set of all shared vertices in A. According to the claim above M = ∅. We next show that any subterrain of A without shared vertices (i.e., vertices of M ) can be nicely divided into two subterrains.
Claim 4.16 Let
Proof: Since A does not require a local guard, any vertex in A * can be seen either from the left of A or from the right of A, but since A * ∩ M = ∅, it can be seen from only one of these sides. Assume there is a vertex to the right of u that is seen from the right of A. Let v be the leftmost such vertex, and let u ′ be the vertex immediately to the left of v. Then u ′ (which is possibly u) is seen from the left of A. Observe that either L(u ′ ) or R(v) must lie above the line through u ′ and v (since otherwise u ′ and v would be vertices of the convex hull of the original terrain), and therefore at least one of the two vertices u ′ , v is a shared vertex -contradicting our assumption. We conclude that there is no vertex to the right of u that is seen from the right of A. The following lemma summarizes the result for Case 2.
Lemma 4.19 The Case 2 algorithm above computes a set of guards V(A ′ ) for A ′ , whose size is bounded by some constant times the size of a minimum-cardinality such set of guards.
Algorithm Analysis
Throughout our description of the approximation algorithm for the dominating set problem on terrains (DSPT), whenever guards were placed we gave an appropriate charging argument to justify why we could afford to place them. Consequently, we have shown that the size of the guarding set that is computed by the algorithm is bounded by a constant times the size of a minimum-size such set: we have obtained an O(1)-approximation, as desired. We have not attempted to minimize the constant factor; we leave this task to future work. Concerning the running time of the algorithm, it is clear that it is polynomial. The following lemma shows that the running time is O(n 2 ).
Lemma 5.1
The running time of the constant-factor approximation algorithm for the dominating set problem on terrains (DSPT) is O(n 2 ).
Proof: As a preliminary stage, we compute the visibility graph VG T (V ) of the terrain vertices. This can be done easily in O(n 2 ) time (or in output-sensitive time, but this does not yield an improved overall time bound for our algorithm). For each vertex v ∈ V , we compute in linear time the subset of vertices in V that lie to the left (alternatively, to the right) of v and are visible from v; the vertices in these subsets are found one by one in decreasing (alternatively, increasing) x-order. In particular the vertices L(v) and R(v) are the leftmost in the left list and rightmost in the right list, respectively. It remains to show that the subsequent stages of the algorithm can be carried out within the quadratic time bound.
In the first stage, we simply compute the (upper) convex hull of T in O(n) time. In the second stage, we partition each "concave" subterrain (corresponding to an edge of the convex hull) into subterrains that do not require a local guard (see Section 3). This can be done in O(m log m) time per "concave" subterrain of m vertices, and therefore in overall O(n log n) time.
In the final stage, each of the subterrains obtained in the second stage is solved separately, using the base-case algorithms, in O(m 2 ) time, where m is the size of the subterrain (see Lemma 5.2 below). Since the subterrains are disjoint, the overall running time of this stage is O(n 2 ).
Lemma 5.2
Let A, A ⊂ T , be a subterrain that does not require a local guard. Then A can be solved using the base-case algorithms (with minor modifications) in O(m 2 ) time, where m is the size of A.
Proof: For the lemma to be true, we need to modify the first step in each of the base-case algorithms, so that, unless all vertices in A ′ are already guarded, one must continue by recursive calls. This change increases the depth of the recursion by only a constant number of levels.
Case 2: The condition in the modified Step #1 can be checked in constant time. In Step #2 all shared vertices can be computed in linear time, since one only needs to consider the ranges of the vertices in A (which were computed in the preliminary stage of the main algorithm). Checking in Step #3 whether a non-trivial division is possible is also done in linear time, since for each shared vertex one only needs to consider a constant number of vertices. Moreover, the number of such divisions is clearly O(m). In Step #4 we reduce the problem to two guard-independent instances of Case 1; the reduction is done in constant time.
Case 1b:
Step #2 is clearly linear in m. In Steps #3 and #4 we reduce the problem to a smaller one, therefore the number of these reductions in O(m).
Case 1a: Computing all vertices that imply a non-trivial division (in Step #2) is done in linear time (since, for each vertex q ∈ A, one only needs to consider a constant number of vertices). In
Step #3 we reduce the problem to two guard-independent and disjoint problems, so the number of these reductions is O(m); the reduction itself takes only constant time. In Step #4 we reduce the problem to a smaller one. Again, the number of these reductions is clearly O(m), and the reduction itself takes only constant time.
The following theorem summarizes this section.
Theorem 5.3
The algorithm of Sections 3 and 4 computes a constant-factor approximation for the dominating set problem on terrains (DSPT) in O(n 2 ) time.
The Terrain Guarding Algorithm
In this section we generalize the constant-factor approximation algorithm for the dominating set problem on terrains (DSPT) to the general 1.5D terrain guarding problem, where guards can be placed anywhere on the terrain and all points of the terrain (not only its vertices) must be guarded.
For this we present a reduction from the general 1.5D terrain guarding problem to DSPT. Figure 8 (right) shows that a solution to DSPT is not necessarily a solution to the general 1.5D terrain guarding problem. V (q) Figure 8 : Left: a single guard at s sees all points of the terrain T 1 , but if one may locate guards only at vertices, then two guards are needed. Right: all vertices of the terrain T 2 can be guarded with two guards (at p and at q), but in order to guard all points of T 2 three guards are needed.
Let V be the set of vertices of T and put n = |V |.
Observation 6.1 Any solution to the general 1.5D terrain guarding problem can be transformed into another solution whose size is at most twice the size of the original solution, such that all guards in the new solution are vertex guards, i.e., located at vertices of the terrain.
Proof: Replace each guard g in the original solution that is not a vertex of the terrain, with the two endpoints v i , v i+1 of the edge T on which g lies. Clearly, any point of T that is seen by g is also seen by at least one of these two vertices.
Lemma 6.2 There exists a set U of points on T , such that every subset of vertices V ′ ⊆ V that guards U also guards T . Moreover |U | = O(n 2 ) and U can be computed in O(n 2 ) time.
Proof: Let p be a point on T and let vis(p) denote the set of all points on T that are visible from p. vis(p) is the union of a linear number of maximal subterrains. For such a subterrain A, it is easy to see that if p ∈ A, then both endpoints of A must be vertices of T , and, if p ∈ A, then the farther of the two endpoints of A must be a vertex of T . We refer to the endpoints of the maximal subterrains in vis(p) as the visibility events induced by p.
Let U ′ be the set of visibility events induced by the vertices in V . Let U ′′ be the set that is obtained by picking an arbitrary point of T between each pair of consecutive points in U ′ . Put U = V ∪ U ′ ∪ U ′′ . It is clear that |U | = O(n 2 ) and that U can be computed in O(n 2 ) time.
The set U ′ induces a partition of T into O(n 2 ) intervals. Observe that if p is a point in the interior of an interval s of this partition and p ′ is the point of U ′′ that lies in the interior of s, then vis(p) ∩ V = vis(p ′ ) ∩ V . This follows immediately from the definition of U ′ , since if there were a vertex v ∈ V such that p sees v and p ′ does not see v (or vice versa), then there would be a visibility event somewhere in the interior of s. Now let V ′ be a subset of V that guards U and let p be any point on T , p ∈ U . We need to show that p is guarded by V ′ . Let s be the interval of the partition of T induced by U ′ such that p lies in its interior, and let p ′ be the point of U ′′ that lies in the interior of s. Then by our assumption p ′ is guarded by V ′ , and, therefore, by the observation above, so is p.
We are now ready to present the algorithm for the general 1.5D terrain guarding problem. Algorithm 6.3 General 1.5D terrain guarding Theorem 6.5 Algorithm 6.3 computes a constant factor approximation for the general 1.5D terrain guarding problem in O(n 4 ) time.
Conclusion
There are two notable open problems: (1) Are the DSPT and 1.5D terrain guarding problems NP-hard? (the hardness claim in [4] has gaps in the proof); and (2) Is there an approximation algorithm for guarding a simple polygon? So far, our attempts to generalize our methods to simple polygons have failed; our method strongly exploits the special structure of 1.5D terrains.
