GROWTH TRANSFORMATIONS FOR FUNCTIONS ON MANIFOLDS LEONARD E. BAUM AND GEORGE R. SELL
In this paper we look at the problem of maximizing a function P defined on a manifold M. Although we shall be primarily concerned with the case where M is a certain polyhedron in a Euclidean space R n and P is a polynomial with nonnegative coefficients defined on R n , some of our results are valid in greater generality.
In § 2 we describe the general behavior of a growth transformation of P in the vicinity of a local extremum. These results are of a topological nature and can be thought of as a topological-dynamical description of growth transformations.
In § 3 we turn our attention to a particular class of growth transformation which arise for polynomials with nonnegative coefficients. We shall prove the following result, which is the main theorem of this paper: 
is a set of nonnegative integers. Let P be a homogeneous polynomial in the variable fan}, with nonnegative coefficients. Let J7~ -ά7~P : M-* MU dM defined by y -^~P(x) where
Then (1) P(x) ^ P(ίjr P (α0 + (1 -t)x) , (0 ^ t ^ 1, x G M) .
The proof of this is based on a suitable modification of an argument of L. E. Baum and J. A. Eagon, cf., [1] .
We also study the problem of extending the mapping ^~P to the boundary dM in such a way that it is continuous. These results are stated in Theorem 7. It is a consequence of this that J7~P maps neighborhoods of a local maximum into themselves even if the maximum is on the boundary.
In § 5 we examine other growth transformations that are related to the mapping ^" P . By using an argument suggested by Professor 0. Rothaus we are able to extend the theorem stated above to arbitrary (nonhomogeneous) polynomials with positive coefficients.
2 Growth transformations* In this section we shall investigate the behavior of a growth transformation in the vicinity of an isolated maximum. DEFINITION . Let P be a continuous function defined on a C°°-manifold M. We say that a continuous mapping σ:M-+M is a growth transformation (for P) if ( 2 ) P(x) ^ P(σ(x)) , (x 6 M) .
If P is a C 2 -function we say that σ is a proper growth transformation (for P) if (2) holds and ( 3 ) P(x) = P{σ(x)) implies that x is a critical point of P, which means that grad P = 0 at x. A growth transformation σ is said to increase P homotopically if there exists a continuous mapping
(iii) For each t f 0^t^l,S t is a growth transformation for P.
A continuous function P is said to have a iocαi maximum at g if there is a neighborhood F of g with for all se in V. If P is a C 2 -function, the point q is called an isolated maximum if it is a local maximum of P and an isolated critical point.
We will describe the asymptotic behavior of the iterates of a growth transformation. Let σ be a growth transformation for P and define the fixed value set F Pσ by
We say that a set Kcz M is invariant if 6r % (x) e iΓ for w ^ 1, whenever xe K. THEOREM (x) ) is increasing in n, it follows that lim,^ P(σ n (x)) exists, say that
Now let y e M be a limit point of a subsequence {σ %i (x)}. Then by the continuity of P we have
, in other words, y e K, which completes the proof of Theorem 1.
By demanding that the growth transformation σ leave the local maxima of P fixed, we are able to assert something about the behavior of σ in the vicinity of a local maximum. THEOREM Proof. Let q be a local maximum of P and let V be the connected component of
Let P be α reαl-vαlued
that contains q, where η > 0 is fixed. Furthermore, we can choose η so that V, the closure of F, is compact. Now define If q is a maximum, that is an isolated critical point, then η can be chosen so that V contains no critical point of P other than q. If K is the largest invariant subset of F Pσ which is given by (5) Proof. Let q e M be a local maximum of P and let V be the component of {x : P(x) > P(q) -rj) that contains q, where η > 0 is fixed. We also choose η so that V is compact. Now fix x in V. Then
It is clear that
Let G = {S t {x): 0 <; t <£ 1}, then G is a connected set since S t (x) is continuous in t. By (6) we see that the set
The remainder of the proof follows that of Theorem 2. In Theorems 2 and 3 one is able to assert that the neighborhood V is a disk provided the function P is a C 2 -function, cf. [4] . Also,, these results are really " local" results, so they are still valid even if σ and P are defined only in a neighborhood of the maximum q. And, finally, they have obvious extensions to manifolds with boundary. Another refinement of Theorem 3, is the following. THEOREM 
Let P be a real-valued continuous function defined on a C"-manifold M and let σ : M->M be a growth transformation that increases P homotopically. If q is an isolated maximum of P, then
By letting ^0 we conclude that σ(q) -q.
The next result seems rather interesting. It asserts that, under appropriate conditions, every growth transformation increases P homotopically in a neighborhood of an isolated maximum.
THEOREM 5. Let P be a real-valued C 2 -function on a C°°-manifold M and let σ : M-> Mbe a growth transformation. Assume that every isolated maximum of P is a fixed point of a. Then for every isolated maximum q there is a neighborhood V such that σ increases P homotopically in V.
Proof. Let η > 0 be chosen so that the component V = V η of the set {x: P(x) > P(q) -η] that contains q has the property that V is compact and V contains no critical points of P other than q. Now consider the differential equation
It is easy to show that for xe V v , φ(x, t) e V v , for t ^> 0, and φ(x, t) ->q as t -• oo. Now choose ε, 0 < ε < η, so that, in the local coordinate system at g, the convex hull of V ε lies in V v . We now define a mapping h :
where φ(x, T x ) is the first point at which the trajectory φ(x, t) meets V e . Since the level surface P(x) = P(q) -ε is transverse to the flow φ(x, t), it follows that h is continuous. Also the mapping
is continuous. Now define S τ (x), 0 <£ τ ^ 1 and xe V V9 to be that point in V v on the trajectory φ(g(x, τ), t) that satisfies
It is clear that S r (x) is continuous, and it is easy to verify that S τ (x) satisfies (4). This completes the proof of the theorem. It is apparent from the proofs that if σ is a proper growth transformation then the region of attraction of an isolated maximum q is " large". More precisely, let η > 0 and define V v to be the component of {x : P(x) > P(q) -η} that contains q. We have seen that the region of attraction for q will contain every V v that has the property that the closure V η is compact and contains only one critical point of P, which must necessarily be the point q. If we let 7] Q > 0 be the first real number for which V Vo contains more than one critical point of P then since this implies that the region of attraction always contains V v It should be emphasized that V Vo depends only on the function P and not on the growth transformation σ. 
such that
The set M U dM is a polyhedron in R n . We shall let M denote the interior of the polyhedron, that is
and dM is the boundary. The space M is a manifold of dimension n -k.
Let P:R n -+R be a homogeneous polynomial in the variables (x iS ) with positive coefficients. We define a mapping by y = J^~P(x) where
Note that the range of ^ is contained in M unless P does not depend on one of the variables x i3 -. In [1] it was shown that P(x) ^ P(^~(x)) for all xeM and equality held if and only if ^~(x) -x. In other words, the transformation ^p is a growth transformation for P. We now can assert a stronger result.
THEOREM 6. The transformation J7~P increases P homotopically. More precisely, if P is a homogeneous polynomial in (x iS ) with positive coefficients and S~P -J7~ is given by (7), then
Moreover, equality holds in (8) if and only if J7~(x) = x.
Note that the transformation ^~P is determined by the first derivatives of P only. In a sense it is similar to moving in the " gradient direction ", which also depends on only the first derivatives of P. While moving in the gradient direction will increase the value of P, this is valid only for small steps, and there is no way-without considering second derivatives-for determining the size of the step. On the other hand, the size of the step is completely determined by the first derivatives above for the transformation Proof. One can write P(x) = Σ a C a m a (x) where the coefficients C a are positive and m a (x) is a monomial of degree d, that is U where the a iS are nonnegative integers with Σ iy 3 a iά -d. We shall let a -(a iά ) be the index set for the summation defining P. We note now a few identities which will be needed later. (I i,3 Let t, 0 ^ t ^ 1, be fixed and let y -tJ7~{x) + (1 -t)x. Also define Q a by (11) P
4Σ
By applying Holder's inequality [3, p. 21 ] to (11) we get (14) is bounded by 1 for 0 < t < 1, and by continuity it is bounded for 0 <^ t ^ 1. Hence (14) 
The proof of this is a straightforward induction argument and we will omit the details.
The following consequence of Theorems 3 and 6 asserts that the mapping J7~P cannot leave a " local hill". Furthermore, we are able to conclude something about the region of attraction for an isolated local maximum of P.
COROLLARY.

Let P be a homogeneous polynomial in the variables (Xij) with positive coefficients and let qe M be an isolated local maximum of P. Then there exists a neighborhood V of q such that J7~(F)cF and for every x e V^~n (x)
> q as n • oo .
Observe that this corollary can also be obtained from Theorem 2 since J7~ is a proper growth transformation and ^(x) -x if and only if x is a critical point of P.
The transformation ^P can, in a limited sense, be extended to the boundary dM where each N i3 U 9^-is a polyhedron defined by
Following our original convention, we shall let N iS denote the interior of Nij U dNij and dNij the boundary.
THEOREM 7. (A) The transformation ^P on M can be extended to be continuous, and in fact C°°, on (B) ^~P can also be continuously extended to any isolated local maximum q of P on dM by the definition. J7^P(q) = q. (C) The extended transformation ^P still obeys the inequality P(x) ^ P(t^P(x)
The proof of this theorem and the following corollaries will be given at the end of the paper.
In an example below we will show that in general J7~P cannot be continuously extended to all of dN i3 . This occurs when a saddle point of P lies on dN i3 .
Note that if a local maximum q lies on dN i3 , then statement (B) above does not assert that ^ can be extended to a neighborhood of q in M (J dM. 
COROLLARY 1 (A). Let P be a homogeneous polynomial in the variables (x iά ) with positive coefficients and let q e \J i3 N i3 be an isolated maximum of P on the boundary dM. Then there exists a neighborhood V of q, such that ^(F)cF, and for every xeV
(B) If q £ \Jij dN i:i is an isolated maximum of P, then there is a neighborhood Vofq in M{J dM such that for every x e V Π (M U U i-W y)
J^Γ n {x) > q as n > oo . COROLLARY That is we can set the ij component of y n equal to zero without destroying the convergence property. It should be noted that we do assume q to be an isolated maximum of P in MU dM. If q is only an isolated maximum on dM and not on M U dM, then it will still be a critical point of P, but it now will act as a saddle point in the discrete flow induced by J?~. A simple example of this phenomenon is given by the polynomial
Let q e N i3 be an isolated local maximum of P and let xe M U dM a point in the domain
The points (J, £, 0,1), (£, £, 1, 0), (0,1, £, i) and (1, 0, £, £) are saddle points for ^ and they are local extremum for P on dM, but are not extremum on M U 3ikf. Figure 1 .
The critical points of P on M U dM are:
), (0, h i), (h h i) .
The points (1, 0, 0) The corners (0,1, 0) and (0, 0,1) are points of discontinuity of since there are points arbitrarily close to either that are mapped near (1, 0, 0) and other points that are mapped near (0, £, i). Finally let us show that the function of t P(t^~(x) + (1 -t)x) may fail to be monotone in t. We use this example, which is due to Blakely [2] . Let x 0 = (4/16,1/16,11/16) "(4/16,1/16,11/16) = (8/30,11/30,11/30) .
and by a direct computation
Hence P(t^~(x 0 ) + (1 -t)x 0 ) is not monotone. 5* Growth transformations related to ^~P. Let US, for the moment, consider a special case of the polyhedron M U dM discussed in § 3, namely where k = 1. Then M U dM is the set of vectors x -(χ j ) 9 j -l y .. . f n such that x 5 ^ 0 and Σ?=i χ s = l I n Theorem 3, when we were studying the behavior of the transformation ^~P generated by a homogeneous polynomial P, we were only interested in the behavior of P on the polyhedron M U dM. Even though P is fixed on ilf (J dilf, its extension to R n is not unique. As a matter of fact, for every integer m ^ 0, the polynomial Q(x) = (ΣjXj) m P(x) is homogeneous and agrees with P on M U 9ΛΓ. However, since the partial derivatives dPjdxt and dQ/dXi differ, the transformation ^j, and S'q generated by P and Q differ. A direct computation shows that the transformation generated by Q is given by By using the fact that the transformation J7~P is a growth transformation, cf. [1] , we can give a partial proof of (8). Indeed,
where m is an integer.
It is also interesting to note that when m is large, the transformation *5Γ q is a local homeomorphism since the jacobian is (approximately) m(d + m)"
1 . In fact, it is not hard to show that ^~Q is a homeomorphism. This suggests that one may be able to use the topological-dynamical theory of discrete flows in order to study the asymptotic behavior of ^~Q(X) when there are nonisolated singularities for P, or Q.
In the general case, where
the same method yields an improvement of Theorem 6. We are able to conclude not only that
but also that
that is, not only is the number P(x) smaller than (or equal to) the value of P at any point along the line joining (x) to ^~P(x), but P(x) is also less than (or equal to) the value of P at any point of the kdimensional rectangle determined by (x) and ^~P(x). The proof of this fact is obtained by applying the original inequality [1] to the polynomials
for integers n i while noting that P and Q agree on M U dM. Another interesting consequence of this observation is that we can define proper growth transformations for nonhomogeneous polynomials with positive coefficients. THEOREM 8. Let P be a polynomial in the variables {x iβ ) with positive coefficients. Then P agrees with a homogeneous polynomial Q with positive coefficients on the manifold M U dM and the transformation J7~Q is a proper growth transformation for P, in fact
where equality holds if and only if ^~Q{x) = x.
Proof. Write P in the form
where Hi is a homogeneous polynomial of degree I. Let Q -i then Q = P on JlίU 3M. The remainder of the theorem follows from Theorem 6. Observe that Q is not unique since there is great freedom in choosing the multipliers of the H { . Finally, the method of proof of this section can be used to extend the basic inequality (10) for homogeneous polynomials with positive coefficients to all polynomials with positive coefficients. We are grateful to Oscar Rothaus for this observation. 
Furthermore, equality holds if and only if J^~P(x) -x.
Proof. We write P(x) in the form P(x) = Σf=o^SΓi(^) where iίj is a homogeneous polynomial of degree d. Now we introduce some dummy variables y u y 2 and enlarge the domain M U dM. That is, let N U 3iV be the domain {ten, Vu 2/2) : (^ίi) eMUdM.y,^ 0, τ/ 2 ^ 0, ^ + y 2 = 1}
and consider the polynomial 
Furthermore, strict inequality holds for 0 < t si 1 unlesŝ is C°° on the subset of M U 3M where P Φ 0, and in particular is continuous on M U dM at any point where P Φ 0 including points on the boundary 3ikf. Therefore, J^~(x) is well defined on any local maximum of P with respect to M U dM whether this local maximum is on dM or not, since P Φ 0 at a local maximum. Since P has positive coefficients it has no zero in M unless P = 0. On the interior of the boundary dM, P can vanish only if P is of the form P = x)Q where Q is homogeneous of degree d -I and does not have Xj as a factor. Hence Q Φ 0 in the interior of the face x ά -0. In this case PΞOOΠ the face x d -0 and J7~ is continuously extended to the interior of the face x i = 0 by
However, P can vanish on dN tj without having a common factor and therefore ά/~ cannot generally be extended to dN iά . For example, on the domain At a local maximum on \J ί3 dN ijf while P > 0, this does not obviously imply that Σiti^ dPjdx^ Φ 0 for each i. Hence a proof that J7~ can be extended to be continuous at a local maximum of P is most easily made by a route other than that used for the special case where there is a single restraint equation. We proceed as follows: Assume that all variables x iά appear in P. (Otherwise the discussion proceeds in a reduced space.) Then ^P maps M into M, and for any point x = (x iS ) in ikf, the value of P at x is smaller than (or equal to) the value of P at any point along the line joining x to J7~{x). If x° is an isolated local maximum of P in M U δikf, whether on the boundary dM or not, then for all sufficiently small ε > 0, the transformation ^ maps the connected component of
{(x) I P(x) > P(x°) -ε}Γ\M
surrounding x° into itself. Since these sets form a base for the neighborhoods about x°, J7~ can be extended to be continuous at (x°) by defining ^~(x°) = x\ Part C of Theorem 7 follows from the known inequalities for points in M and standard limiting arguments.
Corollaries 1 and 2 to Theorem 7 are now direct applications of the above arguments.
We are grateful to the referee for some helpful comments and suggestions.
