~ Overfitting is a problem often encountered when developing multivariate predictive models with limited data. The objective of this work is to present a method to generate a synthetic population (SP) from a sparse seed dataset that has a similar multivariate structure to aid in model building. We used a multivariate kernel density estimation approach with an unconstrained bandwidth to generate SPs with data at the individual level. A matched case-control study (n =180 pairs) was used as the seed dataset. Cases and controls were considered as two subpopulations and analyzed separately. We included four continuous measures and one categorical variable for each subject. Bandwidth matrices were determined with differential evolution (DE) optimization based on covariance comparisons. Similarity between the seed dataset with datasets selected randomly from SPs were compared under the hypothesis that the structure should be similar. To evaluate similarity, we compared PCA score distributions and residuals summarized with the distance to the model in Xspace (DModX).
Background
Biomedical research often generates high-dimensionality datasets. High-dimensionality can pose significant challenges when the goal is to translate the research data into multivariate predictive models that replicate beyond initial testing. Initial findings can lack rigor and reproducibility due to overfitting. In this situation, a fitted model describes random error or idiosyncrasies of the training data rather than the intended process (1) , which is a common artifact to many areas of bioinformatics (2) . Overfitting is typically encountered when there are many predictor variables and model parameters relative to the sample size during the developmental stages, resulting in subsequent model failure even with lower dimensionality as well.
Established guidelines (2) for high-dimensionality datasets define two stages for developing predictive tests for clinical applications: stage 1 includes discovery and test validation phases; and stage 2 includes clinical utility evaluation. The first stage includes full model specification and independent confirmation. For predictive models, all parameters are fixed in stage 1. In the later stage, utility is tested in a clinical trial. These guidelines apply under more general conditions as well. Harrell (3) proposed a rough rule of thumb to decrease the risk of overfitting when modeling a binary outcome. Briefly, the number of variables, or more aptly degrees of freedom, considered when model building should be within this range m/20 -m/10 range, where m is the number of samples of the smaller group, and it includes all variables examined even if they did not make it into the specified model (4) . Automated variable selection, pretesting potential predictor variables, and dichotomizing continuous variables are all contributing factors to spurious findings (1) . The extent that triaged variables and analyses are discussed in the literature is limited. It may not always be possible to collect sufficient data during the initial development phase due to time constraints on patient accrual, or cost, to test potential models thoroughly. It is our premise that it is better to make a predictive model fail initially rather than with more costly studies in the future. Methods that can be employed to mitigate overfitting can contribute importantly in situations when limited sample sizes exist.
There are a number techniques to address overfitting (5) when sample sizes do not permit independent evaluation. These include splitting the dataset into training and independent (validation) subsets and various forms of resampling such as cross-validation and bootstrapping. Splitting the sample provides for independent replication but is dependent upon a dataset that is large enough to separate. Leave-one-out cross-validation produces a stringent test that underestimates the performance but has a drawback in that some instances removing one sample from the dataset will not offer enough variation (5) . More generally, cross-validation can be highly variable (6) . Bootstrapping (6) is an alternative to cross-validation but does not offer an independent validation set. Cross-validation depends on repeated re-training to estimate the error rates. As such, it does not produce a fitted model as an end product. As a potential remedy, we will borrow from synthetic population generation methods (7) and explore generating synthetic patients with the relevant variables for model development purposes.
Synthetic population (SP) generation methods are frequently used in policy planning studies (8) , such as land use and transportation research (9) (10) (11) when accessing data may be prohibitive due to privacy or cost issues (9) .
The objective is to construct joint probability for the population of interest (target) given the aggregated data (marginal distributions or tabulated data) and a sample of disaggregated data (joint distribution) with specified constraints. Established approaches (7, 8, 12 ) include deterministic re-weighting techniques and methods that use some form of stochastic component in the synthesis. Iterative proportional fitting (IPF) is deterministic reweighting method that is a common approach (13) based on iteratively adjusting contingency tables relative to the given constraints as detailed by Lomax and Norman (14) . Although IPF extends to any number of dimensions (15) , there are noted efficiency problems for large dimensionality (16) . The limitations with IPF are discussed in detail elsewhere (11, 14, 16) ; concerns relative to our work are that too many zero cells (cells with zero value) hinder convergence and high-dimensionality. The conditional probability approach uses the sampled distributions to generate the target population by randomly sampling one variable at a time but becomes cumbersome for a larger number of variables, and the outcome is dependent upon how the constraints are introduced (i.e. ordered) into the stochastic reconstruction (12) . Combinatorial optimization techniques (CO) are stochastic methods that include the hill-climbing and simulated annealing (12, 17) . In the CO approach, the sample population (seed) is often assumed large compared to a subpopulation of interest (or target population). Random samples are drawn from the larger population and compared with the target population constraints; the element that enhances the goodness of fit becomes part of the target population (12, 17, 18) .
Hill-climbing has the advantage of speed (17) but can become trapped in suboptimal solutions (12, 17) .
Simulated annealing is a refinement of hill-climbing that permits the possibility of backing out of a suboptimal solution but as a consequence may lose performance (12, 17) .
In this report, we present a new approach for generating SPs and present initial findings. Our boundary conditions are different than some of the approaches discussed above. We start with a sparse seed sample of the aggregated data with the goal of building a larger dataset that resembles this sample. We use multivariate kernel density estimation with an unconstrained bandwidth matrix to estimate the underling probability density function (pdf) initiated with a sparsely populated seed population. The objective is to generate synthetic populations with individual level data. We use Differential Evolution (DE) optimization (19) to determine the bandwidth parameters for the kernel density estimation by matching the covariance structure of the seed population. Novel similarity metrics based on principal component analysis (PCA) were employed to compare the covariance structure between the seed population and random samples drawn from the SP. When fully developed, this technique could produce synthetic samples for model building exercises, providing the underlying data structure of the seed sample was captured in the synthetic construction. Once a model is optimized, it can be initially validated with the seed population producing a fully specified model suitable for independent validation. In this report, we outlay our methodology and demonstrate the feasibility of our approach by synthesizing a matched case-control dataset. To put our task in context with the synthetic techniques discussed above, our seed population is a sparse sample of the target joint density.
Methods and Materials

Seed and synthetic populations
A matched case control study (n = 180 pairs) comprised of women that underwent mammography at this Center was used as the seed dataset. Women with first time unilateral breast cancer define the case population. The control population included women without a history of breast cancer. Controls were individually matched to breast cancer cases by age (±2 years), and other factors not relevant to this work. The data accrual and nuances of the matching were discussed previously (20) (21) (22) (23) . Although this dataset was constructed and investigated for epidemiologic purposes, we use it to present our SP generation methodology in a more realistic situation, where the epidemiologic context is irrelevant. For feasibility, we selected these variables for each patient: otherwise. We note, we used inches for height because larger metrics (meters or feet) were too coarse, whereas a smaller metric, such as cm, was too fine.
Synthetic data was generated similar to the way the seed dataset was established. Because controls were matched to cases (not selected randomly), we generated two synthetic populations. For the synthetic case population,
we considered four integer variables referred to as the vector x, and generated the conditional population given MS =1,
and conditional population given MS = 0,
The synthetic case population was constructed by adding these conditional populations with the respective weights
where p 11 and p 10 are the respective weights determined from the sample; p 11 = 0.773 and p 10 = 1.0p 11 . A realization of a case was produced by taking a random sample from the case population using the methods discussed below. The control population was constructed similarly using the respective conditional populations expressed as
where p 01 and p 00 are the respective weights for the controls: p 01 = 0.788 and p 00 = 1.0 -p 01. In a modeling situation, a given control realization must be matched to its case. This can be achieved by drawing a random sample from a restricted region of s 0 corresponding to the matching variables. In the analyses, the populations were evaluated separately forgoing the matching necessity. Thus, we are treating the case and control seed populations as two separate entities in this work. This will provide two varied populations to evaluate our methods.
Population Density Estimation
To generate synthetic data, we used a multivariate kernel density approach to estimate the underlying joint density of the target population given the seed population. We define an m component row vector for the i th components as x j , which is a synthetic entity . The parent population assumes the role of the training dataset for the SP generation. For motivational purposes, we first illustrate the simpler formulism. It may be shown that the estimated joint density function, s 0 (x), for a sampled population is given by (24) for the constrained
where we have assumed independent samples, c x is a normalization constant, σ j are the bandwidth parameters, n k is the number of samples in the seed population, and we are using a Gaussian kernel noting there are many valid kernels. The super/subscript k indicates case (k = 1) and control (k = 0), noting the two subpopulations are generated separately. This operation is performed for each x. Equation [3] is too restrictive for our application because it lacks variable interaction. The above expression can be generalized to capture the relevant covariance structure (25)
giving the unconstrained bandwidth expression. H is the bandwidth matrix (here, related to the covariance), which is symmetric and positive definite. These conditions on H ensure each term in the sum provides a valid probability density increment. If H is diagonal, the above expression reduces to Eq. [3] . Initial experimentation showed we could drop the ½ scale factor in the argument of Eq. [4] and estimate (initialize) H as the covariance.
The bandwidth parameters affect both the degree of smoothing and orientation. Selecting the optimal bandwidth parameters for unconstrained H is critical and non-trivial. In particular, bandwidth selection for the unconstrained multivariate is the subject on ongoing research, (26, 27) . We use DE optimization based on covariance comparisons. We define the n × m design matrix for the seed population as X m with elements x ij, where the rows of X m contain ‫ܠ‬ ୧
. We mean center the columns of X m giving X and form the covariance for the seed population given by
where C is an n×m matrix. We define the covariance of a random sample drawn from a SP as ۱ ୱ using the same formulism expressed in Eq. [5] . For the optimization procedure, we used the normalized absolute
We provide a brief description of DE aided by the schema shown in Figure 1 and Figure 2 . Where possible, we follow the notation established by its founders (19) . This is a global optimization technique that constructs a solution via competition. We start with a randomly initialized vector field (zeroth generation) where the components, indexed by j, of a given vector correspond to the elements of H. We used a uniform random variable to generate these components constrained to ±0.10×estimated respective covariance from the seed data.
This population is comprised of Np vectors (i.e. the population size) with D n components, where g is the generation index. We refer to the entire population as w g and label its members as w ig , where i is the member index. For this development, D n is the number of unique elements in H. For a given g, we cycle through i = 1
to Np (Np is defined below) and select w ig at each increment illustrated in Figure 1 . A mutant vector is constructed by adding a weighted difference between two vectors to third vector all chosen at random from w g expressed as
The weight, F, is referred to as the amplification factor, which controls the mutation size or effect. The mutant vector is used to construct a trial vector defined as u ig that will compete with w ig shown in Figure 1 . A trial vector is constructed by permitting the possibility (at random) of crossing components of this mutant vector with the components of the target vector dictated by a crossover rate (CR) shown in Figure 2 . The crossover operation occurs at the vector component level and dictates the mutation rate. This is to enhance the possibility that the trial vector has at least one component from the mutation (Figure 2 ). There are two avenues for the mutation to occur at each component: generations of w g become incrementally more fit. This process is performed generation by generation ( Figure   1 ) until convergence. Although H has m 2 components, we force symmetry on the solution and use m×(m+1)/2 components; thus all the vectors in the DE application have D n = m×(m+1)/2 components. For the population size we use Np = 10×D n = 10×10=100. We also force the positive definite property on the solution by checking H for positive Eigenvalues. When a possible solution is not positive definite we assign a large error term to the competition rather than using Eq. [6] . In the event that both vectors produce a non-positive definite H, the target vector moves to the next generation. Thus, as the generations unfold, the possibility of forming a non-positive definite potential solution tends to zero.
Synthetic Population Construction
A sample population from the SP is constructed after specifying s 0 (x) with the optimization procedure. We adapted the standard method of mapping a uniformly distributed random variable to a random variable with a specified (target) probability distribution (pdf), sometimes referred to as inverse sampling. For completeness, we outline this standard transform method to put our approach in context. We define two random variables: u, defined over this range [0,1] with a pdf given by p u (u) = 1, i.e. u is uniformly distributed random variable; and t over this range (-∞ ,∞) with the target pdf labeled as p t (t), where p t is arbitrary. We then determine the function q(u) = t, such that t is distributed as p t (t). The solution conserves probability using the cumulative where P t is the cumulative function for t. In passing the above shows that mapping any random variable with its own cumulative function produces a uniform random variable. Although we use Eq. [8] for our solution, we
show that standard and equivalent result expressed as
To construct the SP, we conditioned s 0 (x) with reasonable approximations. If we assume there are on the order W women in this population (W ~million), we normalize s 0 (x) giving s 1 = W× s 0 (x). For all x meeting this condition s 1 (x) < 1, we set s 1 (x) = 0 giving s(x), which defines the SP. This conditioning permits only whole synthetic samples. To sample the SP, we let u 1 be uniformly distributed integer valued random variable over this range [1, w] , where w is the area under s 1 (x) and is equivalent to the number of women in the SP after the conditioning. We assemble all of the unique combinations of the coordinates x= (x 1 ,...,x m ) into a one dimensional variable, z i ,where z 1 is combination 1, z 2 is combination 2, z i is the i th combination, and continue the ordering to last combination labeled as z k , where k is the number of unique combinations. We order the corresponding number of samples with each combination into another one dimensional variable, f i , also with k elements. The number of unique combinations is given by k = r 1 × r 2 ×….×r m , where r l is the range of each variable (i.e. the distance between the minimum and maximum values noting that these are integer valued metrics). It is important to recognize that combination ordering and labels are not important as long as the correspondence between z i and f i is maintained, which can be expressed as f i =f i (z i ). The cumulative function for f i is given by
for j =1 to k (i.e., F k = w). This is the discrete and scaled analog of P t expressed in Eq. [8] . A given sample from the SP is found by generating a realization of the uniform random variable, u 1 defined above, and determining F j-1 < u 1 ≤ F j. The interval F j -F j-1 gives f j noting that f j points to the x combination indexed by z j producing one synthetic sample from the SP. We perform this operation repeatedly to generate a sample population from the SP. This solution is analogous to solving for a particular value of t (equating with x) given one realization of u expressed in Eq. [9] .
Evaluation Methods
The analytic endpoint is to ensure the covariance structure between the seed and synthetic samples are similar.
In this situation we used the seed dataset as the reference and examined the similarity between synthetic data with the reference. We applied two unique forms of analysis based on principal component analyses (PCA).
First, the multivariate sample distributions drawn from the synthetic population will be compared to the seed dataset using PCA. A PCA model derived from the seed population will be applied to the synthetic data, and predicted scores (expansion coefficients) will be compared. This will be accomplished by comparing the distribution of the original samples and the synthetic samples along each individual principal component.
Strong outliers will be observable in the score plots, whereas the detection of moderate outliers requires another approach. In the second approach, the distance to the model in X-space (DModX) statistics will also be used to access differences between these populations, where the residuals are evaluated. In short, the residuals for the two populations should also be the same. We note the PCA expansion and residual are also orthogonal complements. The PCA model was calculated (trained) on the seed population and the variables were expanded with square and interaction-terms of the original variables. Each variable was centered and scaled to unit variance. The derived PCA model was then applied to the synthetic datasets to predict the scores and generate DModX quantities. P Residuals between the seed and synthetic data were compared with a t-test. CA models were calculated using Evince (version 2.7.9, Prediktera AB, Umea, Sweden). Box Plots with Violin lines were generated in MATLAB (R2017b, MathWorks Inc. Natick MA, USA) using the GRAMM toolbox (28).
Results
The goal of the synthetic population generation is to start with a sparse sample and reconstruct a larger population from which synthetic samples can be drawn. The data sparsity is illustrated in Figure 3 Characteristics of the synthetic sample population were evaluated using PCA comparisons with the seed data.
The associated findings are shown in Figure 5 . Figure 5A (top left) shows the PCA scores for PC1 and PC2
(first two principal components) for the case seed data. The first principal component explains 26% of the variation with the second explaining 18.2%, giving 44.2 % in total for the parent data (derived from the seed data).These principal components are plotted together with the predictions of the four different synthetic datasets; these predictions were based on the trained PCA models for the cases and control groups (two separate models trained with the seed data). We note, none of the SP sample populations contained seed samples. The score plots show a distinct separation in all datasets due to MS (menopausal status). Approximately 99% of the samples in the right group in Figure 3A had MS =1 (about 1% had MS =0), while the compact group to the left consisted of samples with MS = 0 (except one sample or approximately 0.14%). Interestingly, this artifact was a characteristic of the seed data that is also part synthetic data structure. The PCA score plot in Figure 3C shows similar behavior in that there are few differences between the seed and the synthetic datasets. Note, the separation due to MS was also captured. The second dimension (y-axis) is in the opposite direction for the control group compared to the case group. This is a common artifact in PCA because the signs are arbitrary. This is usually accounted for by multiplication of -1 (i.e. PCA is invariant under a sign change). Figure 5A illustrates that there is no visible difference between the seed population and the four different synthetic datasets generated, as represented by the PCA model elements PC1 and PC2. The variation not explained by the PCA model is shown in the DModX plot in Figure 5B for the case group. The DModX for each dataset is represented by a boxplot and the distributions are shown as violin plots. In each plot, the p-value from the comparison with the seed residual is provided. The difference in each comparison was not significant.
Because the DModX values across the 5 populations were statistically similar, the seed and synthetic sets were indistinguishable. The same analysis was also performed on the control group shown in Figure 5D , which produced similar findings
The covariance matrices for the control seed data and a synthetic population sample are shown in Table 1 and for the cases in Table 2 . Synthetic quantities are similar to the respective seed quantities when considering intra-group pairwise comparisons. The exception is the age-mass pair. For this pair, the covariance confidence intervals span zero indicating zero correlation in the seed dataset. Random synthetic population samples shows this occurs approximately 50% of the time (both cases and controls) there are shifts above and below zero (not shown). For reference, the four bandwidth matrices used to generate the SPs are provided in Table 3 . 
Discussion
We presented a novel methodology to generate a SP given a sparsely populated seed dataset. The approach is based on an unconstrained multivariate kernel density estimation driven by an optimization procedure. In this approach, we compared the covariance structure rather than considering the shape of the density relative to the seed points; often the performance of a kernel estimator is based on some form of squared error analysis taken globally (25, 29) . The feasibility of our approach is evident in the similarity of the comparisons with PCA. A benefit of the PCA approach is that all variables under consideration are evaluated simultaneously and repeatedly because each PCA dimension is a linear combination of the input variables. For either cases or controls, the respective synthetic dataset samples exhibited similar behavior under the PCA transform. We presented this approach to generate SP samples for model building purposes. The approach can also be used as a method of imputation for missing variables noting the entire dataset would be used in the estimation. The method also lends itself to generating sampling requirements for multivariate investigations given a population sample. Although our study addressed many technical challenges, there are several limitations and nuances worth noting. We considered five variables. This dimensionality was sufficient to develop a general framework and provide initial feasibility. To make the approach into a model building tool, the dimensionality of the input space must be increased necessitating increased data processing capabilities. Moreover, comparisons with accepted techniques such as cross validation and bootstrapping will be required to adequately rank this approach. We considered four continuous and one dichotomous variable. Often the input space could include a wider mix of continuous, ordinal, and nominal variables. We used a conditional probability approach to address the limited mixture of variables in this work. Additional methods of estimating the covariance between mixed variable types (30) are required to render the problem suitable for kernel processing and to reduce the number of conditional probability branches. Otherwise, extensive branching becomes a limitation for datasets with few samples. The process was driven by considering the covariance directly. It is not clear at this time, if this is generally optimal in wider settings. Alternatively, the optimization could be driven by these PCA similarity metrics or other summary metrics. Additional experimentation is required to determine the optimal method of driving the optimization process.
Conclusions
The work presented in this report contributes to both kernel density estimation and synthetic population research. The optimization feedback loop can be modified to incorporate other endpoints. The work also introduced two related methods of analyzing structure similarity with PCA. These similarity metrics have applications well beyond those presented in this report. The use of synthetic samples may be useful to mitigate overfitting in initial model building exercises providing our techniques is evaluated under more general conditions. Planned research includes addressing the limitations addressed above.
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