Abstract. The projected Landweber method is an iterative method for solving constrained least-squares problems when the constraints are expressed in terms of a convex and closed set C. The convergence properties of the method have been recently investigated. Moreover, it has important applications to many problems of signal processing and image restoration. The practical difficulty is that the convergence is too slow. In this paper we apply to this method the so-called preconditioning which is frequently used for increasing the efficiency of the conjugate gradient method. We discuss the significance of preconditioning in this case and we show that it implies a modification of the original constrained least-squares problem. However, when the original problem is ill-posed, the approximate solutions provided by the preconditioned method are similar to those provided by the standard method if the preconditioning is suitably chosen. Moreover, the number of iterations can be reduced by a factor of 10 and even more. A few applications to problems of image restoration are also discussed.
Introduction
In the theory of linear inverse problems, the use of a priori information is basic for defining approximate solutions which are stable and physically sound. In many instances this information can be exploited by requiring that the solution belongs to a closed and convex set C.
Assume that the linear inverse problem consists in solving the equation
where A : X → Y is a linear and continuous operator, X and Y are Hilbert spaces and g ∈ Y is the datum of the problem, corrupted by noise or experimental errors. In other words g has the following structure:
where f (0) is the function to be estimated and w is a term describing the noise. If the range of A, R(A), is not closed, then problem (1.1), in general, has no solution when g has the structure (1.2), because w does not belong to R(A). Moreover, if f (0) belongs to some closed and convex set C, the use of linear regularization methods does not provide approximate solutions which belong to C.
In such a case one can reformulate the original problem (1.1) as a constrained leastsquares problem:
When R(A) is not closed this problem can still be ill-posed. The existence of solutions depends on the set C and we have the following cases. Let A(C) be the image of C (A(C) is also a convex set).
• Problem (1.3) has a solution for any g ∈ Y if and only if the set A(C) is closed. This condition is satisfied, for instance, when the set C is bounded, a case considered in one of the pioneering papers on ill-posed problems [1] .
• If A(C) is not closed, then problem (1.3) has a solution if and only if the convex projection of g onto A(C) belongs to A(C). If C is, for instance, the set of non-negative functions in L 2 (R), then A(C), in general, is not closed. It may be interesting to note that the problem of constrained regularized solutions, i.e.
can also be formulated as a constrained least-squares problem. In fact, if Z = Y ⊕ X and A µ : X → Z is defined by A µ f = {Af, √ µf }, then (1.4) can be rewritten as follows:
where g = {g, 0} ∈ Z. This problem, which has been investigated by Neubauer [2] , has interesting applications in image restoration, as proved by Lagendijk et al [3] , if one wishes to reduce the ringing effects, typical of linear methods, by the use of the positivity constraint.
Since the operator A µ has a bounded inverse, problem (1.5) is well-posed. The projected Landweber method is an iterative method which can be used for approximating the solutions of the above-mentioned problems. Its convergence and regularization properties have been investigated by Eicke [4] . It can also be easily implemented if the projection operator over the convex and closed set C, P C , can be easily computed. A list of computable convex projections which occur frequently in many signalprocessing applications and image restoration problems is provided by Youla and Webb [5] .
It follows from many numerical simulations and practical applications (we will also give examples in this paper) that this method can provide much better estimates than the usual linear regularization methods. The practical difficulty is that the convergence is too slow, i.e. too many iterations are required to obtain the best approximation. For this reason we investigate the possibility of applying to the projected Landweber method the so-called preconditioning which is frequently used for increasing the efficiency of the conjugate gradient method [6] . We will find that, in fact, the use of preconditioning increases the convergence speed even if it implies a modification of the original least-squares problem.
The plan of the paper is as follows. In section 2 we summarize the main results and open problems concerning the projected Landweber method. In section 3 we briefly describe a method introduced by Strand [7] for increasing the speed of convergence of the Landweber method, we show that this is one of the various possible forms of preconditioning and we prove that this can also be considered as the application of the Landweber method to a modified least-squares problem. However, in the absence of constraints, this modified problem is equivalent to the original one. This result is no longer true in the case of constraints, so that the projected Landweber method when applied to the modified leastsquares problem can provide different results. This point is discussed in section 4 where we also give two rather natural forms of preconditioning. We show by means of numerical examples that, in such a way, one gets results similar to those provided by the standard projected Landweber method but with a much smaller number of iterations. Finally, in section 5 we discuss a few applications to problems in image restoration.
The projected Landweber method: state of the art and open problems
Let us consider first the non-constrained least-squares problem associated with the first-kind equation (1.1)
Let us denote by N (A) the null space of A. If R(A) is not closed, then the problem (2.1) is ill-posed. Least-squares solutions exist if and only if g ∈ R(A) ⊕ R(A) ⊥ . In such a case the set of least-squares solutions coincides with the set of the solutions of the Euler equation
where A * denotes the adjoint operator of A. The minimal norm solution is the so-called generalized solution f † which is also the unique least-squares solution belonging to
If we introduce the nonlinear operator G :
then it is obvious that the set of solutions of problem (2.1) coincides with the set of the fixed points of the operator G. Moreover, if the relaxation parameter τ satisfies the conditions
then the operator G is non-expansive, that is
The method of Landweber is precisely the method of successive approximations for determining the fixed points of the operator G, that is
From general theorems on the fixed points of non-expansive operators [9] it is only possible to prove that, when the set of the fixed points of G is not empty, then the sequence {f n } ∞ n=1
weakly converges to a fixed point of G. By means of spectral methods it is possible to prove the following stronger result [10] .
is strongly convergent for any initial approximation f 0 and
where P N is the orthogonal projection onto N (A). In particular, the limit is f † when f 0 = 0.
In the case of noisy data the method, in general, does not converge because g does not satisfy the condition required by the theorem. In such a case, however, the method has a property of semiconvergence. Let f n − f (0) X be the restoration error, where f (0) is the unknown function defined in equation (1.2) . Then, as n increases, the restoration error is decreasing first and increasing afterwards.
The projected Landweber method is a modification of the Landweber method which can be used for solving the constrained least-squares problem (1.3). We introduce a few notations. We denote by I the closure of the set A(C), I = A(C). This is also a convex set. Then we denote by P I the convex projection onto I. As already stated in the introduction, problem (1.3) has a solution if and only if P I g ∈ A(C). In such a case the set of the constrained least-squares solutions is closed and convex. Therefore, there exists a constrained least-squares solution of minimal norm, denoted by f † C . It is possible to prove [4, 11] that the set of the constrained least-squares solutions coincides with the set of the fixed points of the nonlinear operator
where P C is the convex projection onto the set C. In general, P C is nonlinear. Since P C is non-expansive, the operator P C G is also non-expansive if the relaxation parameter τ satisfies conditions (2.5). Then the projected Landweber method is just the method of successive approximations for determining the fixed points of the operator P C G:
Using general results on the approximation of fixed points of non-expansive operators, as well as peculiar properties of the operator G, the following result has been proved [4] .
Theorem 2.2.
weakly converges to a fixed point of P C G and therefore to a solution of problem (1.3) .
It is reasonable to conjecture that this result is not the best possible. In fact, assume, for simplicity, that the operator A is injective and that g = Af (0) with f (0) ∈ C. Then both the sequence {f n } ∞ n=1 defined by equation (2.7) and the sequence {f n } ∞ n=1 defined by equation (2.10) converge to f (0) (one can take, for instance, f 0 = 0). But while one proves that the sequence f n is strongly convergent, one is only able to prove that the sequence {f n } ∞ n=1 is weakly convergent. This is against the evidence provided by numerical simulations. The restoration error f n − f (0) is always smaller (in many cases much smaller) than the restoration error f n − f (0) . See, for example, figure 1(a), where we have plotted the root-mean-squared (rms) errors for the restoration of a Gaussian function with σ = 0.1 when A is the convolution operator with the characteristic function of the interval [−1, 1] . In this case we use data not corrupted by noise.
Moreover, in the case of noisy data, the property of semiconvergence (the restoration error is decreasing first and increasing afterwards) is proved for the sequence {f n } ∞ n=1 but not for the sequence {f n } ∞ n=1 . As expected, the sequence {f n } ∞ n=1 also has this property in the case of simulated data. This is shown in figure 1(b) in the case of the same reconstruction of figure 1(a) , but when the data are affected by 5% Gaussian noise.
Another question concerns the dependence of the limit on the initial approximation f 0 . As far as we know, it has not been proved that, when f 0 = 0, the limit of f n is precisely the constrained least-squares solution of minimal norm f † C . Finally, a few words about the case of the constrained regularized solution, problem (1.5). The operator A µ is such that A * µ A µ has a bounded inverse so that the spectrum of 
Therefore, the operator P C G µ is also a contraction and the projected Landweber method, applied to problem (1.5), converges for any g, to the unique constrained regularized solution.
Strand method and preconditioning
The main problem concerning the applications of the projected Landweber method is that, in general, it needs a large number of iterations to provide a satisfactory approximation of the unknown function f (0) , equation (1.2) (see, for instance, figure 1(b) , where the minimum is reached after 957 iterations).
As this feature is characteristic also of the non-projected algorithm, first we consider the acceleration of the Landweber iteration (2.7), since this case provides insight into the more important problem of the acceleration of the projected Landweber method.
Let us note first that the nth iterate can be written as a filtered version of the generalized solution. If we denote by {E λ } the spectral family of the operator A * A, whose spectrum is interior to the interval [0, A 2 ], then, in the case f 0 = 0, we have [10] 
This expression clearly shows why the Landweber method requires a large number of iterations. If we assume, for simplicity, that A = 1 and τ = 1, then we see that, in order to recover a spectral component corresponding to λ = 10 −3 with 10% error, we need a number of iterations given by n = −1/ log 10 (0.999) 2300.
A method for accelerating the Landweber iterations was proposed by Strand [7] in the case of compact operators. His analysis is based on the singular value decomposition of the operator A, but it can be easily extended to the case of an operator A * A with a more general spectrum.
The 
and the corresponding Landweber method is given by
with τ satisfying the following conditions:
A
few remarks about conditions (i)-(iii). Condition (i) is obvious if one wishes to define the product DA
* A without restrictions. Condition (ii), combined with condition (iii), implies that the operator DA * A is still positive definite while the existence of D −1 implies that the set of the solutions of equation (2.2) coincides with the set of the solutions of equation (3.2) . Finally, as we will see, condition (iii) allows a simple discussion of the convergence and regularization properties of the algorithm.
In fact, condition (iii) can be expressed by saying that there exists a positive valued function F (λ) defined on the interval [0, A 2 ] (with a positive lower bound in order to satisfy condition (ii)) such that
Strand assumes that F (λ) is a polynomial or a rational function. For future use we notice that, in these cases, one can easily prove that the following relationship holds true:
By extending the analysis which applies to the usual Landweber method one can prove the following. (3.5) then, in the case f 0 = 0, the nth iterate f n as given by equation (3.3) has the following representation
Proposition 3.1. If the operator D is given by equation
where τ satisfies conditions (3.4) and {E λ } is the spectral family of the operator A * A.
From this proposition it is straightforward to prove that the Bialy theorem, i.e. theorem 2.1, holds true for the sequence {f n } defined by equation (3.3) and that this sequence has the semiconvergence property in the case of noisy data. Moreover, if we also require that the new algorithm has to recover first the largest spectral components, then equation ( Finally, a remark which will be useful in the next section. LetD : Y → Y be the operator defined bỹ
then, in the data Hilbert space Y , we can introduce the scalar product
The new scalar product is equivalent to the original one and we will denote byỸ the Hilbert space Y when equipped with this scalar product. If we denote byÃ * the adjoint operator of A inỸ , then from equation (3.6) one obtains the following relationship betweenÃ * and A * :
From this relationship it is easy to derive that Proposition 3.2.
Equation (3.2) is the Euler equation associated with the least-squares problem
and equation (3.3 
) is the Landweber method for the solution of this problem.
It is obvious that problem (3.12) and problem (2.1) are equivalent in the sense that they have exactly the same solutions. This equivalence, however, is no longer true in the case of constrained problems.
The modification of equation (2.1) as given by equation (3.2) is a form of preconditioning. Preconditioning is a method which has been introduced for increasing the efficiency of the conjugate gradient method but, of course, it can be applied also to other iterative methods. More precisely, that expressed by equation (3.2) can be called a left preconditioning, while it is possible to introduce a right preconditioning by means of the change of variables
so that equation (2.1) becomes
If the operator D satisfies the conditions (i)-(iii) stated above, then the Landweber method applied to this equation coincides with that defined in equation (3.3) . In fact, from the equation
with τ satisfying conditions (3.4), if one defines f n as f n = Du n , then the f n satisfy equation (3.3) . Since the operator D 1 2 exists, thanks to condition (ii), it is also possible to introduce the usual form of preconditioning [6] as follows
The Landweber method applied to this equation provides again the iterative scheme (3.3).
Acceleration of the projected Landweber method
We consider now the projection of the Landweber method (3.3). We obtain
with τ satisfying conditions (3.4). Since equation (3.2) is the Euler equation associated with the least-squares problem (3.12), it is obvious that equation (4.1) defines the projected Landweber method for this problem.
In order to establish the convergence properties of this sequence let us observe that, since the scalar product of Y is equivalent to the scalar product ofỸ , then the closure of A(C) in Y coincides with the closure of A(C) inỸ . We still denote by I this closed and convex set and we denote byP I the convex projection onto I inỸ . Then from proposition 3.2 and theorem 2.2 it immediately follows that 
.1) weakly converges (both inỸ and in Y ) to a solution of the constrained least-squares problem
A few remarks about the limit of this sequence. If the operator A is injective and if g = Af (0) , with f (0) ∈ C, then both problem (1.3) and problem (4.2) have the unique solution f (0) and therefore the sequences (2.10) and (4.1) have the same limit f (0) , independently of the initial approximation f 0 .
The limits can be different, however, if the conditions stated above are not satisfied. In fact, the limit of the sequence (2.10) is a solution of the equation
while the limit of the sequence (4.1) is a solution of the equation
What is the relationship between the operators P I andP I ? The following result gives some indications in this direction. (4.5)
Proof. If g ∈ Y and · Ỹ is the norm induced by the scalar product (3.10), then
and then
This result does not provide a direct relationship betweenP I and P I but betweenP I and the convex projection ontoD 1 2 I in Y . However, by means of this result, it is not difficult to provide examples in R 2 showing that the two projections, in general, do not coincide.
We point out the implications of this fact. When problem (1.3) is well-posed, in the sense that A(C) is closed, then problem (4.2) is also well-posed but it is a different problem: its solutions do not coincide with the solutions of problem (1.3) except when g ∈ A(C). Therefore, in general, the iterative method (4.1) cannot be used for approximating the solutions of problem (1.3). This remark applies, for instance, to the case where the set C is bounded or to the case of the constrained regularized solutions, equation (1.4) .
The situation may be different when problem (1.3) is ill-posed, in the sense that A(C) is not closed. In that case, also problem (4.2) is ill-posed. If both iterative methods have the semiconvergence property and if the data g are given by equation (1.2) then we expect that the two methods give (different) approximations of f (0) but that the method (4.1) is more rapidly convergent if the operator D is properly chosen.
Unfortunately, as already stated in section 2, estimates of the restoration error are not yet available for the projected Landweber method, so that it is not possible to support our previous statement by means of theoretical arguments. However, we have some experimental evidence in this direction even if it seems that the cost to be paid for accelerating the algorithm is a small loss of accuracy. In order to discuss this point we provide a few very simple examples of preconditioning.
As already observed in the previous section, a suitable choice of the preconditioner D is a continuous function of A * A, F (A * A), such that the function φ(λ) = λF (λ) in some way mimicks the behaviour of the Heaviside function. Examples of operators D having this property are already provided by Strand [7] . In this paper, seventh-order polynomials obtained by a mean square approximation to the Heaviside step function are used. However, a very simple example, closely related to the Tikhonov regularization method is suggested by Sanz and Huang [12] . In fact the operator D is given by
where α is a positive real parameter. In this case the function φ(λ), equation (3.8) , is given by
and, as this is a monotonically increasing function, conditions (3.4) on the relaxation parameter become
We point out that the choice τ = 1 is compatible with these conditions. The convergence speed is directly ruled by the value of the Tikhonov parameter α, as the first derivative of φ(λ) in zero is given by
Nevertheless, in presence of real data, the choice of a too small value for α is not recommended. In fact, in the case f 0 = 0 and τ = 1, the first iterate, as given by equation (4.1) is
and therefore it is simply the projection onto C of the Tikhonov regularized solution associated with α. If α is too small, this solution is completely corrupted by the errors affecting the data g and it cannot be a good starting point for the iteration procedure. This remark is confirmed by numerical simulations. However, good choices of α may be much smaller than the values provided by the methods used for estimating optimum values of the regularization parameter. Another simple way of accelerating the projected Landweber method consists in projecting onto C not at each iteration but, for instance, every N iterations. In fact this procedure can also be described in terms of an operator D which, as we will see, is a polynomial of degree N − 1.
If f n is the nth iterate, let us investigate the effect on f n of N unconstrained iterations which we assume to perform before projecting again onto C. From equation (2.4), if τ 0 is a value of the relaxation parameter satisfying conditions (2.5), we obtain
If we put
and if we observe that, by means of simple algebra, one gets
then we can write equation (4.14) as follows
we see that this iterative scheme is equivalent to (4.1) with D given by equation (4.15) and τ = 1.
In order to prove that the choice τ = 1 is permitted, we observe that the function φ(λ), defined in equation (3.8) , is now given by (and the maximum value is one), from equation (3.4) one finds the following conditions for the relaxation parameter τ of equation (4.1)
where
Since the right-hand side of equation (4.20) is always greater than 1, the value τ = 1 is compatible with these inequalities. The convergence rate is ruled now by the value of N, because from equation (4.19) one also has
Also in this case it is not convenient to choose too large a value of N in the presence of noisy data, even if a good choice could be a value of N much larger than that obtained from the stopping rules of the usual Landweber method [13] . We conclude this section by showing the result of a numerical experiment. The problem is the same as that considered in section 2. We generate data by blurring a Gaussian function (σ = 0.1) with the characteristic function of the interval [−1, 1] and by corrupting the result with multiplicative Gaussian noise. The constraint considered is that of positivity and we have investigated the acceleration of the method determined by Tikhonov preconditioning (4.9). In figure 2(a) we give the results in the case of 1% noise. The method without preconditioning has a minimum for n = 2072 and the minimum restoration error is 2.5%. If we use the Tikhonov preconditioning with α = 0.1, the minimum is reached after 49 iterations and the minimum error is again 2.5%. When α = 0.01 the minimum is reached after seven iterations but the minimum value is now 3.8%. Anyway, this is still an acceptable value.
In figure 2(b) we give the results obtained in the case of 5% noise. In the absence of preconditioning the minimum is now at n = 957 and the minimum error is 5.9%. In the case of preconditioning with α = 0.3 the minimum occurs at n = 67 and the minimum error is 6.6% while in the case of α = 0.1 the minimum occurs at n = 24 and the minimum error is 7.4%.
These results indicate that Tikhonov preconditioning allows a considerable acceleration of the projected Landweber method at the cost of a moderate increase of the minimum restoration error. We also note that the acceleration depends on the amount of noise affecting the data; in particular, the optimum value of n decreases when the noise increases.
Applications to image restoration
In this section we discuss a few applications of the projected Landweber method to problems of image restoration. We illustrate our remarks with the results of some numerical simulations.
Generalization of the Gerchberg algorithm and super-resolution
The so-called Gerchberg method [14] is a very simple iterative method, based on the Fourier transform, for the extrapolation of band-limited signals which are known on a bounded time interval. The same method can be applied to the problem of out-of-band extrapolation of space-limited images. It can be shown that this method is equivalent to the application of the Landweber method to the inversion of the appropriate Slepian operator [15] . We will show that it can also be viewed as a projected Landweber method and we generalize it to the case of convolution equations. Since in all these cases we have linear projections, the Bialy theorem applies to these iterative methods.
We first summarize the basic facts about the problem of out-of-band extrapolation. Let D be a bounded, measurable (with non-zero measure) domain of R 2 and let f be a square-integrable function whose support is contained in D. Such a function is also called space-limited. The Fourier transform of f ,f , is an entire function of exponential type. Then the problem of out-of-band extrapolation can be formulated as follows. Determine a function f , with support in D, being given its Fourier transform on a bounded, measurable domain B (again with non-zero measure). The solution of this problem is unique thanks to the uniqueness of analytic continuation. The problem however is ill-posed as concerns existence and continuous dependence of the solution on the data. In fact, ifĝ is the data function, defined on B, the problem of determining f such thatf (ω) =ĝ(ω) when ω ∈ B, does not have a solution ifĝ is an arbitrary square-integrable function.
The previous problem can be reformulated as a constrained least-squares problem. We define two projection operators. The first is the orthogonal projection onto the subspace of square-integrable band-limited functions whose band is contained in B. This operator, denoted by P (B) , can be written as a convolution operator
where H B is the inverse Fourier transform of the characteristic function of the domain B
The second, denoted by P (D) , is the orthogonal projection onto the subspace of the squareintegrable functions whose support is contained in D
where χ D is the characteristic function of the domain. Then the problem of out-of-band extrapolation of a space-limited function is equivalent to the following constrained least-squares problem: find a function f ∈ L 2 (R 2 ) such that
where g is the inverse Fourier transform of the function which coincides withĝ over B and is zero elsewhere. Since (P (B) ) 2 = P (B) and P (B) g = g, the Euler equation associated with this problem is given by
On the other hand, the subspace of the square-integrable functions supported by D is isomorphic to L 2 (D). If we denote by A the integral operator which is isomorphic to P (B) P (D) when restricted to the previous subspace:
then the constrained least-squares problem (5.4) is equivalent to the non-constrained problem (2.1) with A defined as in equation (5.6) and
is compact and its singular functions are related to the generalized prolate spheroidal functions introduced by Slepian [15] while its singular values are the square roots of the eigenvalues associated with these functions.
As we have noted, the problem of out-of-band extrapolation is ill-posed. Anyway, it has been shown that some significant extrapolation is possible when there is a certain relationship between the size of B and that of D. If B is contained in a square centred at the origin with size 2 and, similarly, D is contained in a square centred at the origin with size 2X, then out-of-band extrapolation is feasible when the parameter c = X is not much larger than 1. In such a case, one also says that super-resolution has been achieved because it is possible to achieve a resolution better than the Nyquist sampling distance π/ . Estimates of the improvement can be obtained by means of the singular system of the operator (5.6) [16] .
Since the formulations (5.4) and (5.6) of the problem of out-of-band extrapolation are equivalent, the projected Landweber method for (5.4) is equivalent to the Landweber method for (5.6). The largest singular value of A, σ 1 , is less than 1 so that we can choose τ = 1 in equation (2.10) and we obtain, for problem (5.4)
with f 0 = 0. The implementation of this method is precisely the Gerchberg algorithm:
On the other hand, from the Landweber method applied to the integral operator (5.6) one derives in a standard way the singular functions expansion of the nth iterate of the Gerchberg method
It is obvious that, while the Gerchberg algorithm is easily computable for arbitrary shapes of B and D, this is not true for the expansion (5.8). On the other hand, the latter clearly indicates the filtering effect of the iterative process, which is not evident in the scheme previously described. We think important to point out that the algorithm can also be easily applied to the case where D is the union of a finite set of disjoint domains D 1 , . . . , D N , each one having linear dimensions of the order of the Nyquist distance π/ but such that the distance between any pair is much greater than π/ . A function whose support satisfies these conditions corresponds essentially to the nearly black objects considered by Donoho et al [17] and also in this case super-resolution can be achieved. However, in order to compare the results provided by the Gerchberg method with those provided by maximum entropy [17] it should be necessary to consider the Gerchberg method with the additional constraint of positivity. This additional constraint will be discussed in the next section. The extension of the Gerchberg method to the case of blurred images, already investigated by Gori in the case of band-limited blurring [18] , is now easy. Suppose that we wish to restore a function f , with support contained in D, a blurred image g of f being known, the point spread function (PSF) of the imaging system being K. Then we have to solve the problem
or equivalently the problem associated with the integral operator
is a compact operator ifK(ω) is bounded. Since A sup ω |K(ω)|, by using a value of the relaxation parameter τ which satisfies the conditions (2.5) we have, for the projected Landweber method applied to (5.9)
whose implementation, in the case f 0 = 0, is as follows:
It is obvious that, also in this case, one needs the computation of one direct and one inverse Fourier transform at each iteration step and therefore one can achieve superresolution by performing simultaneously deblurring and out-of-band extrapolation without using the singular functions of the operator (5.10) whose computation can be very difficult.
In order to provide examples of the method and investigate the acceleration achievable with Tikhonov preconditioning, we consider (for simplicity) one-dimensional problems. More precisely, we consider the two following examples, one corresponding to a spacelimited blur and the other to a band-limited blur.
(1) The PSF of the blur is due to uniform motion of the image [19] , i.e. it is the characteristic function of an interval [0, a]. By a change of variables it is always possible to reduce this interval to the interval [−1, 1]. Then
whose Fourier transform is given bŷ
The typical feature of this function is that it has a countable set of zeros at the frequencies ω k = kπ, (k = ±1, ±2, . . .). Then, linear methods, such as Tikhonov or Landweber without constraint on the support, provide estimates of the solution whose Fourier transform is zero at the frequencies ω k . As a consequence, these methods do not provide information about the solution in a neighbourhood of the zeros ofK(ω).
(2) The PSF of an ideal imaging system in the case of incoherent illumination [18] :
This PSF is band-limited and its band coincides with the interval [−2π, 2π]. According to the usual definitions, the Rayleigh resolution distance associated with this PSF is 1 while the Nyquist distance associated with the band is 1/2. Again linear methods without constraint on the support provide estimates of the solution which are band-limited, i.e. without information about its Fourier transform outside the band. In the case of the first PSF we have considered the restoration of a Gaussian with σ = 0.1. The image has been perturbed with multiplicative Gaussian noise. We have used Tikhonov preconditioning with various values of α and we have assumed D = [−0.5, 0.5] (outside this interval the Gaussian is essentially zero). For each iteration we have computed the relative restoration error
where f (0) is the Gaussian mentioned above and the relative residual
where g is the noisy image. For each numerical experiment the optimum number of iterations, n opt , has been determined as the value of n minimizing δ n . The results are reported in table 1 . We see that the acceleration obtained by decreasing α is considerable and that the minimum restoration error does not depend significantly on α. This result is not surprising because the projected method we are considering is essentially a way for implementing the Landweber method for the compact operator defined by the constraint on the support. As a consequence, the preconditioned method is precisely the Strand method.
We note that for fixed values of α the optimum number of iterations n opt decreases when the amount of the noise increases. Moreover, the corresponding residuals opt are always of the order of the error on the data.
An example of restoration is given in figures 3 and 4. In figure 3 we plot the object function, the data function obtained by convolving the object with the PSF (5.12) and by affecting the result with 5% Gaussian noise and the respective Fourier transforms. Figure 4 contains the reconstructions provided by the Landweber method and by the constrained preconditioned method for the value of α which gives the fastest convergence (α = 0.01, n opt = 3). We point out again that the Landweber method without constraints acts as a linear filter so that the Fourier transform of the regularized solution is characterized by holes in correspondence with the zeros of the Fourier transform of the kernel. In contrast, the use of the constraint on the support allows the restoration of the Fourier transform of f (0) also Table 1 . Results for the restoration of a Gaussian blurred by the kernel (5.12). δ opt and opt are the values of δ n and n corresponding to n = n opt . The upper part corresponds to 1% multiplicative Gaussian noise, the central part to 3% multiplicative Gaussian noise and the lower part to 5% multiplicative Gaussian noise. The parameter α corresponds to the Tikhonov preconditioner, equation (4.9). in the neighbourhoods of these zeros. This result is not surprising because this constraint implies the analyticity of the Fourier transform.
In the case of the second PSF, equation (5.14), we have considered the restoration of a function f (0) which is the sum of two Gaussians with σ = 0.1 and centred at the points x 1 = −0.4 and x 2 = 0.4. We report in table 2 the results we have obtained. In this example we can use much smaller values of α for obtaining reliable reconstructions, although the restoration errors are significantly larger than in the previous case. If we look at the columns of table 2, we notice the phenomenon already observed at the end of section 4: for a given α, n opt decreases as the amount of noise increases. An example of restoration is given in figures 5 and 6. We see that the constraint on the support allows a moderate extrapolation of the Fourier transform of f (0) outside the band of the PSF. This can be again justified by referring to the analyticity of the Fourier transform.
Positivity and super-resolution
The Gerchberg method and its extensions investigated in the previous subsection are still linear methods because the projection operator P D is linear. However, although the constraint on the support can improve the resolution in image restoration, as demonstrated by the examples provided above, it still allows the so-called ringing effects [3] which are typical of all linear methods. In figure 4 (c) and in figure 6(c), the ringing is due to the negative values of the solution which should be positive. It has been suggested [3] that the constraint of positivity can be used for reducing and eliminating these effects. In such a case the projected Landweber method is a genuine nonlinear iterative method.
If C + is the closed and convex set of the non-negative functions in L 2 (R 2 ), then the projection operator P + onto C + is given by
and therefore it is easily computable. Non-negative least-squares solutions of the image restoration problem can be computed as in the scheme described in the previous subsection simply by replacing P D g n+1 by P + g n+1 at the last step. Therefore, also in this case one needs only the computation of one direct and one inverse Fourier transform at each iteration step. Since the method can be easily implemented, it is an important tool for investigating the effect of positivity in image restoration. The conclusion which can be derived from our numerical experiments is that positivity can have both interpolating and extrapolating effects in the Fourier domain, similar to those obtained in the case of a constraint on the support.
Examples of the performances of the Landweber method with positivity are given in figures 7 and 8. In particular, figures 7(a) and 7(b) contain the optimal approximate solution and its Fourier transform in the same case considered in figures 3 and 4, while figures 8(a) and 8(b) refer to the same case considered in figures 5 and 6. It is clear that the use of positivity allows one to eliminate the ringing effects which appear in the reconstructions given both by the non-constrained and constrained Landweber methods. Moreover, in the case of uniform motion blur, the nonlinearity of the method with positivity implies strong interpolating effects ( figure 7(b) ): the holes in the Fourier transform of the regularized solution provided by the non-constrained Landweber method and corresponding to the zeros of the Fourier transform of the PSF are completely filled here. Finally, the use of the positivity constraint in the case of incoherent illumination implies a significant out-of-band extrapolation ( figure 8(b) ). Nevertheless, while the super-resolution effects provided by the Gerchberg algorithm can be easily explained in terms of the analyticity of the Fourier transform, here the reasons for this extrapolation are less clear, so that we can say that superresolution in the case of the Landweber method with positivity is still an open problem.
In view of practical applications, we want to point out that the large number of iterations necessary to obtain the reconstructions of figures 7 and 8 (n opt = 957 for figure 7 and n opt = 35 195 for figure 8) corresponds to extremely flat minima of the restoration error as a function of the iteration number. For example, in the case of the reconstruction of the Gaussian function, a restoration error of 11.6% is obtained after 400 iterations while a restoration error of 7.5% is obtained after 600 iterations. This behaviour is even more significant for the reconstruction of the two Gaussian peaks. In this case a restoration error of 30.8% is obtained after 2000 iterations while 7000 iterations corresponds to 20.2% error. This means that sufficiently reliable reconstructions can be obtained after a number of iterations much smaller than n opt . Anyway, the convergence rate of the algorithm can be increased by the use of Tikhonov preconditioning (4.9). In table 3 we give the results of the restoration of the Gaussian function when the blur is given by the characteristic function of the interval [−1, 1]. These results must be compared with those contained in table 1. We find that the behaviour of the Landweber method with positivity is substantially equivalent to the behaviour of the Landweber method with the constraint of bounded support. In fact we have a considerable acceleration by decreasing α without a significant increase of the restoration error. Moreover, at least for the smallest values of α, positivity seems to be more efficient than the bounded support constraint.
Things are different if we consider the restoration of the two Gaussian peaks from the blurred image obtained by the convolution with the squared sinc function (5.14). From table 4 it follows that we have again acceleration but the restoration error increases too much for small values of α and the correspondent values of the residuals become intolerably large. However, when α is not too small the restoration error obtained by using only the positivity constraint is much smaller than the restoration error obtained by using the support constraint. We note that for too small values of α the restoration error may be larger than Table 3 . Results for the restoration of a Gaussian blurred by the kernel (5.12). δ opt and opt are the values of δ n and n corresponding to n = n opt . The upper part corresponds to 1% multiplicative Gaussian noise, the central part to 3% multiplicative Gaussian noise and the lower part to 5% multiplicative Gaussian noise. The parameter α corresponds to the Tikhonov preconditioner. 100% and is an always increasing function of the number of iterations. The boxes in table 4 corresponding to these cases have been left empty. Finally, we remark that the conditions of positivity and compact support can be used simultaneously. In this case, since the operators P + and P (D) commute, the projection operator is P C = P + P D and the process can be again preconditioned in order to accelerate the convergence. It is interesting to note that in this case we can increase the convergence speed by decreasing the Tikhonov parameter without increasing the restoration error which is still of the order of the best restoration error obtained with positivity alone. For example, in the case of uniform motion blur and reconstruction of the Gaussian function, the restoration error corresponding to α = 0.01 and 5% noise is 8.7% after four iterations (13.4% after four iterations when the Landweber method with positivity is applied, see table 3) while in the case of an incoherently illuminated imaging system and reconstruction of two Gaussian functions the restoration error for α = 10 −4 and 5% noise is 29.7% after 162 iterations (if positivity only is adopted the error is 30.7% after 365 iterations, see table 4).
Concluding remarks
In this paper we have shown that the projected Landweber method can be very useful in problems of image restoration and it can also be an efficient numerical method by an appropriate use of preconditioning techniques. For this reason we think that this method deserves more attention than in the past. In particular, it should be interesting to prove that it is a genuine regularization method, i.e. strong convergence of the iterates in the case of noise-free data and semiconvergence of the iterates in the case of noisy data. The results of Eicke [4] are rather preliminary in this direction.
Other questions raised by our analysis are the following. The results obtained by means of the Landweber method with positivity exhibit considerable interpolation and extrapolation properties in the Fourier domain. These properties have been confirmed by a recent application to an inverse problem in seismology [20] and are similar to properties of the CLEAN algorithm [21] which is used in the astronomical community. Therefore, these properties seem to be specific to the positivity constraint and not to the particular algorithms used for implementing this constraint. It should be important to justify theoretically such a result.
Finally, in the case of the preconditioned method, since we have focused on the socalled Tikhonov preconditioning, we have essentially considered the case where a oneparameter family of preconditioners is used. In such a case the dependence of the restoration error and of the optimum number of iterations on the preconditioning parameter should be theoretically understood. Moreover, some objective criteria to choose this parameter should be introduced. These problems are clearly related to the unsolved problem of the regularization properties of the projected Landweber method.
