Abstract-In standard IEEE 802.11 based systems, when the wireless client migrates away from the radio range of the currently associated access point (AP), network applications temporarily loose connectivity till the client is able to re-associate itself with a new AP. The delay that occurs during the break-off interval can vary from a few hundreds of microseconds to a few seconds. However, delay sensitive applications such as Voice over IP (VoIP) or streaming multimedia applications usually are unable to tolerate such long connectivity delays that fall beyond the range of 50 -200 ms. This results in dropped calls or frozen video frames.
I. INTRODUCTION
IEEE 802.11 (commonly referred to as Wi-Fi) compliant wireless Access Points (APs) typically have radio ranges of less than 100 meters. When a Mobile Node (MN) starts moving outside the radio range of the associated AP, it needs to quickly identify and re-associate itself with a vicinity AP so as to minimize the disconnectivity interval or handoff delay while providing the illusion of seamless connectivity to the user. Since application layer performance is what ultimately matters, any delay that shoots above 50 ms usually results in frozen frames for streaming video and dropped voice over IP (VoIP) calls for delay values higher than 150 ms.
Before we try to understand how such undesirable delay values can be reduced, it is worth understanding the impact of network disconnectivity on the performance of delay sensitive applications such as streaming multimedia. We consider a conrolled experimental scenario where a user with a Wi-Fi enabled laptop is receiving multimedia streams from Darwin Streaming Server [7] via a wireless AP. When the user is within a radio range of less than 20 feet, the video quality is acceptable (see Figure 1 ). But as soon as the user starts moving to a distance greater than 80 feet, blockiness appear in the video frames as shown in Figure 2 .
IEEE 802.11 standard does not provide guidelines on how the handoff delay can be reduced and instead leaves it open for innovation. However, at the time of writing, IEEE is working on a new draft called IEEE 802.11r that intends to facilitate fast roaming. Since during roaming, in-flight packets are lost, the proposal has the potential of reducing or even eliminating lost data by (i) advocating multi-vendor compatibility of wireless hardware devices and (ii) by defining improved inter-AP comunication messages. The standard is yet to be ratified and above all does not tackle the problem of how the MN should quickly choose an AP when the signal connectivity with the associated AP drops below usability levels. It is however worth mentioning that the Inter-Access Point Protocol (IAPP) or IEEE 802.11f is already standardized and aims at transferring the security sessions between different APs during a handoff process. As such, the IAPP serves to complement our proposed solution by reducing the network authentication time.
In view of the current and legacy IEEE standards, any new handoff latency reduction solution must satisfy the following four important aspects: (i) it must be able to operate with the existing IEEE 802.11 standard, (ii) require minimal (preferably zero) support from the network infrastructure, and (iii) be a client-end software solution so as not to touch the already deployed APs. Our proposed handoff solution is available as a loadable kernel module for the Linux kernel (2.4.x and 2.6.x) and has been tested to work with dual band wireless network interface card (WNIC) from Netgear (model WAG511) using Atheros Communication AR5212 chipset [11] with absolutely no support from the network infrastructure. The solution achieves 20 ms (average) handoff delay making the MN oblivious to AP transition in most cases.
The salient features of our solution is summarized below:
• Design, implementation and evaluation of a client end handoff solution for Wi-Fi networks (IEEE 802.11a/b/g). In our experimental settings, we have observed the following hand off latencies: 15ms (minimum), 20ms (average), 26ms (maximum).
• The solution introduces dynamic and adaptive discovery and maintenance of AP in real time for both over-lapping and non-over-lapping channels.
• In order to avoid client end packet packet loss, the solution implements inline buffering that makes the network interface always appear to be "on" (even during handoff) to the user. The rest of the paper is organized as follows. In Section II, we briefly present a summary of related work done in this field. This is followed by Section III where we identify the delay components present during the handoff process. In Section IV we provide the inner workings of our solution framework with performance evaluation in Section V. We finally wrap up with conclusions and directions for future work in Section VI.
II. RELATED WORK
In the research community, handoff algorithms for WiFi networks have been the focus of many recent papers [4] [12] [1] [3] [9] . In [2] , the authors proposed a reduced channel scanning method based on the location and distribution of APs in the network. In such a scheme, the network has to explicitly provide support for messages that would enable an MN to discover APs in its close proximity. Similar toplogy based neighbor graphs has been put forward in [1] . In [5] , the authors focused on reducing the authentication latency during handoff based on user's registration patterns. Recently, DeuceScan a fast handoff scheme has been proposed in [13] which is based on creation of spatio temporal graph of the surrounding APs. The scheme considers both stable and variable signal strength of the APs while making handoff decisions. In [15] , the authors have proposed an advanced handoff scheme which strives to reduce handoff delays by reducing the channel scanning time. A novel scheme that interleaves the AP scanning phase with the data transfer sessions has been proposed in [14] .
Two unrelated approaches capable of working within the standards, have been proposed in [12] and [4] . In [12] , the authors have suggested using a dual radio WNIC so that one radio can be used for background scanning while the other radio can be used for packet transmission. The authors even claim to achieve zero second handoff latency. Unfortunately the paper has used "kernel level simulation" results and it is not clear on how an actual deployment scenario will impact performance. In [4] , the authors have used time synchronization (achieved using NTP) mechanism in a network wide deployment to initiate fast handoff decisions at the client end.
However, all existing work require changes that cause interoperability with existing standards compliant Wi-Fi networks a big challenge. Instead of making extensive architectural changes, our solution tries to make the MN more AP context aware. In the next section, we elaborate how this can be used to reduce the handoff delay.
III. HANDOFF MECHANISM IN IEEE 802.11 NETWORKS
The process of transferring active session(s) of a MN attached to an AP in a specific radio frequency within a Wi-Fi cell to another AP in the same or different frequency residing in the same or different Wi-Fi cell is defined as handoff. It usually comprises of the following phases: (i) scanning of new APs, (ii) authentication with a selected AP, (iii) association with the selected AP, and (iv) finally wired update for the packets to be delivered through the new AP to the MN. Of the four phases, scanning is the most delay prone entity with the process typically incurring a delay anything between 350 − 1200 ms [1] [3] [4] . However, once an AP has been selected, authentication, association, and wired update takes another 30 ms [4] before the MN can start communicating with the network. Thus, on an average, the handoff process can take several hundreds of milliseconds to complete.
The channel scanning delay can be reduced if before the handoff is initiated, the list of accessible APs is already known to the MN. The process, commonly referred to as background scanning, can be achieved in two different ways: (i) passive surveillance, when the MN quietly waits for the beacon frames from the APs, or (ii) active surveillance, when the MN specifically broadcasts probe request packets and watches for probe response packets from candidate APs. However, both the passive and active scanning process involves switching the wireless radio to a different channel than the currently residing one. Thus, quantitatively, the handoff delay (D handof f ) can be expressed as:
where T cs and N c are respectively the channel switching time and the number of channels. After scanning all the channels, the MN switches to the channel which it thinks has the best AP. The value of T cs varies across wireless chipsets but usually lies in the range of 5 ms and 19 ms [4] . The scanning delay, D scan , has different values depending on the scan type (passive or active) while both authentication delay (D auth ), and association delay (D asso ) usually lie below 10 ms.
Using Equation 1, it can be seen that for passive scanning, Layer 2 handoff delay is of the order of 1000 ms for N c = 10. Here we have considered the beacon interarrival time to be 100 ms which is the default value for most APs. For the case of active scanning, the handoff delay actually incurred depends on the maximum time the MN needs to dwell in a particular channel waiting for probe response message. Empirical studies [3] suggest that this value lies in the neighborhood of 7 ms. Next we introduce our proposed framework for achieving fast and seamless handoff.
IV. PROPOSED SOLUTION
The proposed framework consists of a suite of algorithms that work in close tandem for handling the Layer 2 handoff process. In the previous section, we have already seen how knowing apriori the list of candidate APs might help in reducing the handoff delay. Our algorithm takes advantage of this and drives the 802.11 state machine present inside the MN to detect surrounding APs. This is shown in Figure 3 where the MN goes through a sequence of steps to understand the population of APs present in surrounding radio channels.
The initial portion of the algorithm is trigerred at boot time when the wireless driver is loaded in the kernel and the WNIC detected. The Atheros AR5212 chipset starts scanning with channel 1 (2.412 GHz) and updates an internal node WNIC has been able to detect. We term this phase as the information gathering phase. On completion of the full scan and after the WNIC has associated in open authentication mode, we sort the channel list based on the frequency of APs present and determine a set of k (set to 2 in our experiments) APs based on their respective signal strength values. This is the initial backup list. We closely monitor the APs in this list for signal strength variations. The list of k APs need not necessarily be on the same channel. Next we highlight how the AP list is refreshed and the decision for handoff is taken at an appropriate time.
A. Service Discovery and Maintenance of APs
Background channel scanning is extensively used for two different purposes: (i) to monitor the backup AP list and (ii) to create the backup AP list during the initial stage or when the list is observed to be empty or depleted. It should be noted here that maintaining a large backup list does enhance the reliability in terms of having a long list standby APs at the cost of increased overhead of AP monitoring. In the worst case scenario, when all the backup APs are in different channels, then the penalty of having a large backup list becomes evident. Such overhead comes from the fact that the WNIC has to switch the radio to the desired channel and also switch back to the channel in which it currently resides. During this transition phase, no data packet can be sent out and throughput is penalized.
AP Maintenance: In the maintenance phase, we sequentially monitor each of the APs in the backup list. This monitoring mechanism is driven by the asynchronous events of (i) the number of APs present in the backup list at any instant of time and (ii) the weighted average signal strength value of each of the APs. We have considered an Exponential Weighted Moving Average (EWMA) of the current and the last w signal strength samples for each AP being monitored. In our experiments, we noticed that setting the value of w to more than 10 does not yield any additional benefits. The EWMA technique filters out jitters and provides a true status of the the signal strength of the AP. If the APs in the backup list are spread across multiple channels (which is usually the case), then prior to switching the channel, it is required to stop the hardware and driver queues queues that service the network packets. During this phase, we redirect the packets to a packet buffer so as to provide the illusion of the interface being always available. At the same time, the algorithm also sends out power saving frames so that packets destined to the MN get buffered at the AP while the radio is used to refresh the timeout counters of the already detected APs.
Service Discovery: The service discovery mechanism is used to locate new APs. Only during the initial bootup phase or when the backup AP list becomes empty, the algorithm enters into the service discovery state to locate new APs. One of the fallouts of such a scheme is that the MN will not associate with a newly placed AP with better capabilities until and unless the APs in the backup list are inaccessible. Once the backup list of APs gets populated, then the maintenance and discovery mechanisms run in tandem. The discovery mechanism, however, stops once the backup AP list has been populated with the desired number of APs. Next, we see how the handoff is actually executed.
B. Handoff Execution
At the time handoff needs to be initiated, the algorithm needs to know which AP the MN needs to associate with. For this to happen, it continuously monitors the signal strength value of the associated AP using a EWMA technique; a decreasing signal trend signifies the fading of the signal and possibility of a handoff. Handoff is triggered when the effective signal value goes below a specific threshold that depends on the wireless radio being used. In AR5212 chipset, a signal strength value of less than 18 is considered to indicate low link conditions. The usage of EWMA technique for effective signal strength computation has been found to be an effective method in eliminating the unstable scenario of bouncing between different APs.
V. PERFORMANCE EVALUATION
The proposed solution for seamless fast handoff in Wi-Fi networks has been implemented inside the Madwifi driver as part of the net802.11/wlan layer and with minor modifications to the ath layer (if ath.c) [6] . The Madwifi driver works for the widely used Atheros [11] based WNIC chipsets (AR5210, AR5211, AR5212). The version details of the Madwifi driver on which our algorithm was implemented is as follows: wlan (v0.8.6.0), ath pci (v0.9.6.0) and ath hal(v0.9.14.9).
In Figure 4 we provide the network architecture used for our experiments. It comprises of two Linksys (WRT54G model) commercial APs and two standard linux PCs with 32bit PCI WNIC (Netgear WAG311) running the Madwifi driver in the master mode. A Sharp Actius (PC-MP30) laptop with 512MB Fig. 4 . Illustration of the handoff process. This is also the experimental testbed we have used for evaluating our proposed solution AP 1 , AP 2 , AP 3 and AP 4 shown are a combination of commercial APs (Linksys WRT54G) and standard Linux PCs running MadWifi driver.
RAM and an externally supplied 32bit cardbus from Netgear (WAG511v2) was used as the mobile client. We made sure that during the entire experiment the onboard wireless chipset was turned off. The development platforms (including the mobile laptop) had the same configuration of unpatched vanilla 2.6.11.6 kernel. Base Case: Ideally speaking the performance gain obtained using our solution should be compared with handoff schemes present in existing MNs. However, both in Windows and Linux based systems complete connection is lost and full scan is initiated when the MN moves away from the vicinity of the associated AP. This causes network lack of connectivity that varies between 1 to 2 minutes. Under similar circumstances, using our solution the MN is able to connect to a new AP within as little as 20 for overlapping channels and 26 ms for non-overlapping channels with the APs randomly distributed across the channels.
Since the primary focus is on improving user experience for delay sensitive applications, we consider the scenario where the MN is receiving streaming multimedia via the associated AP. This is explained in the next section.
A. Handoff in the presence of Streaming Multimedia
As a first step to check the effectiveness of our approach, we use the ping program to generate ICMP echo request packets at an interval of 20 ms in order to mimic streaming multimedia. This is followed by the actual playout of multimedia streams at the MN with Mplayer [8] media player. The packet level statistics collected during each run of the experiment provide valuable insights about the impact of our algorithm on application level performance. The metrics chosen for evaluation are: (i) round trip time (RTT), (ii) packet inter-arrival time (IAT), and (iii) percentage of packet loss. As a measurement tool, we used Ethereal (v0.10.12) for capturing the packet level statistics at the MN.
In Figures 5 and 6 , we illustrate the performance of our solution when ICMP Echo Requests packets at a constant interval of 20 ms were generated from the MN to a server in the wired domain. In this specific case, the backup APs were available in non-overlapping channels. We plot the round trip time (RTT) versus the received packet train as the MN moves between different APs. Figure 5 shows that the handoff delay using our algorithm is of the order of 26 ms with no packet loss. The other spikes in Figure 5 signify the backup list monitoring and maintenance operations. This is reflected by the increase in the RTT as shown in Figure 5 at specific instances when the WNIC had to switch channels for performed service discovery or for AP monitoring. It is to be noted that at certain instances the packet interarrival drops below the average inter-arrival time. This due to the inline packet buffering that occurs when the transmit queues are stopped by the algorithm before triggering a handoff or during maintenance and/or service discovery phase. At the instant, the buffer starts draining this packet bursts with sharp reduction in the IAT values. As shown in Figure 7 , buffering comes at a cost of increased latency in the packet stream. However, there occurs no loss in the packets during the handoff events.
Next the MN started playing out a 64 kbps MPEG-4 video stream using the RTSP protocol. As evident in Figure 8 , the handoff takes place between packets with sequence numbers 1500 and 2000. However, there is no perceptible change in the mean packet interarrival time and the movie plays out without any observable visual impact. This is shown in Figures 9 and 10 which was captured by dumping the multimedia stream and examining corresponding frames. Although not shown in this work, however, in most cases it was observed that there occurs a some degree of distortion as the non-overlapping channels are sparsely populated with APs. Still this is better than the scenario where the movie stops playing and the media player exits when no packets are available in the RTP buffer due to the inordinate high delay in re-associating with a neighboring AP.
VI. CONCLUSION
With the rapid deployment and availability of IEEE 802.11 networks, it is expected that fast roaming will increasingly become an important item for providing seamless mobility and pleasing user experience for real time and latency sensitive applications such as VoIP and streaming multimedia. In this paper, we have presented a practical software based client end solution framework that is capable of reducing handoff delays in Wi-Fi networks within acceptable limits. It works with a IEEE 802.11 compliant WNIC card with a single radio, does not require any changes to the network infrastructure and best of all is available as a driver update to the client. However, there are several areas that are worth following up. In our current approach most of the system parameters are driven by experimental values. It would be nice to tie them all within an analytical framework that would enable the algorithm inside the driver to derives values appropriate for a specific system. Although our solution does not loose packets during the scanning phase, it introduces some non-zero delay along the packet transmission path. Finally, we would like to see how the solution scales for authenticated MNs with and without the IAPP protocol.
