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Introduction
This paper is concerned with evolution equations modeling unidirectional propagation of nonlinear waves in dispersive media. In the first part, we study Korteweg-de Vries-type (KdV-type henceforth) equations, and in the second part regularized long-wave or BBM-type equations. The KdV-type equations considered here have the form
while the BBM-type equations are
Here, the dependent variable u is a function of two real variables x and t, G is a function that is analytic at least in a neighborhood of zero in C, but real-valued on the real axis, and L is a Fourier multiplier operator. The function G, which in applications is usually a polynomial, reflects nonlinear effects while the Fourier multiplier operator L given by
has a symbol α that determines and is determined by the linearized dispersion relation arising in the physical situation under consideration. (Here and below, a circumflex over a function connotes that function's Fourier transform with respect to the spatial variable x.) For a discussion of the modeling issues underlying these two classes and both formal and rigorous comparison between them, we may safely refer to Refs. 1, 8 and 9 and the references therein. Interest is focused upon the initial-value problem wherein a wave profile u(x, 0) = ϕ(x) , for x ∈ R ,
is specified at t = 0, say, and the further evolution is then determined by (1) or (2) with u starting at ϕ as in (4) . While there might be some objections to posing a problem on an infinitely extended domain, there is a considerable mathematical advantage gained by the absence of lateral boundaries. The description thereby obtained is potentially valid far from the interference of solid boundaries. The present work is focused upon analyticity properties of solutions of (1) or (2) with respect to the spatial variable x. Starting from initial data ϕ that has an analytic extension to an open, complex strip S τ = {z ∈ C : | (z)| < τ }
for some τ > 0, it has been established that a solution of (1) with ϕ as initial data remains analytic in a similar strip at least for a short time, although the width of the strip may decrease with elapsed time (see e.g. Ref. 18 ). (Local-in-time well-posedness for (1) with L = −∂ 2 x and G(z) = z p , the so-called generalized KdVequation, in analytic spaces on a fixed closed strip has been recently obtained in Ref. 17 .) Our purpose here is to delve a little more deeply into this situation. In particular, is local persistence of analyticity all that one can hope for? Put another way, is it possible to lose analyticity in finite time? This question may be related to singularity formation which has come to the fore as an interesting issue lately (see Refs. 3, 6, 7 and 23) .
In the first two sections, attention is given to finding function classes X of low spatial regularity having the property that X-regularity suffices to maintain analyticity. The first result of this type was obtained by Kato 2 one obtains the stronger result that, as long as the solution u(·, t) lies in X = L ∞ , it remains analytic in a strip. In Sec. 3, it is demonstrated that a solution of (1) will retain H k -regularity, for any k ≥ 1 provided that both the solution and its derivative are bounded in L ∞ . Utilizing this result in place of the criterion of Ref. 2 , we deduce that for more general models of the form (1), boundedness in X = W 1 ∞ implies the continuation of analyticity. The last section about KdV-type models is focused on the problem of deriving an explicit lower bound on the possible rate of decrease in time of the uniform radius of analyticity τ starting from analytic initial data, and assuming the boundedness of a suitable Sobolev norm. The estimates presented in Ref. 20 do not provide explicit bounds on τ as a function of t. Here, we show that (1) is well-suited to a Gevrey-class approach (see Ref. 15 where the method was introduced, and also Refs. 13, 14, 16, 22 and 24) . Such an analysis yields a simple, explicit, lower bound on the decrease of τ in terms of the analytic Gevrey-norm of the initial data and the assumed Sobolev bound.
In the second part of the paper, consideration is turned to BBM-type equations as in (2) . Global-in-time well-posedness of (2) (say with G(z) = z p ) in H s for suitable values of s is known for all values of p (see Refs. 4, 5 and 10) (this is in contrast to the KdV-case, where global-in-time well-posedness is obtained only for p < 4 (cf. Ref. 21) , and there is finite-time blow-up at least if p = 4 23 and strong evidence of blow-up in case p > 4 6,7,11 ). Results similar to those obtained for KdV-type equations hold in the BBM-context as well. However, stronger results are established in case both the nonlinearity and the dispersion are homogeneous (G(z) = z p and α(ξ) = |ξ| µ where p = m/n ≥ 1 is rational, m, n relatively prime, n odd and µ > 1). Under these assumptions, a lower bound is derived on the possible decrease in time of the uniform radius of spatial analyticity which is algebraic in t. The bound obtained for the KdV-type equations features exponential decrease, as does the bound for the BBM-type equations without the homogeneity assumptions. An intriguing feature of this algebraic bound is that it is asymptotically independent of p as t → +∞.
Loss of Analyticity Detects Loss of Boundedness:
The KdV Case
We start with a review of notation which follows that of Ref. 20 . For τ > 0, let A(τ ) be the set of all functions f analytic in S(τ ) such that f ∈ L 2 (S(τ )) for each 0 < τ < τ , and which are real on the real axis. The collection A(τ ) is a Fréchet space with the L 2 (S(τ n ))-norms as the generating system of seminorms, where 0 < τ n < τ and τ n → τ as n → ∞. Thus the topology is defined by the sequence
where
The L 2 -inner product will also be written unadorned. Otherwise, the norm in a space X will be denoted · X . The Fréchet space
will also appear in our analysis. When X denotes one of these Sobolev classes or other topological linear space, and T > 0, C(0, T ; X) is the class of continuous functions
In case X is a Banach space, C(0, T ; X) is equipped with its usual norm
Interest is first given to the KdV-type equation
Hence, starting from analytic initial data, regularity in the L 2 -based Sobolev spaces of all orders suffices to maintain analyticity. Put another way, if the solution loses analyticity in the sense that it no longer belongs to A(σ) for some σ > 0, then it must have lost its infinite Sobolev regularity. We refer to this situation by saying that loss of analyticity detects loss of H ∞ -regularity. In this context, the following result of Albert et al.
2 is helpful.
Theorem 2.
2 Suppose s ≥ 2 and let u 0 ∈ H s . Let T * be the maximum value such that, for all T ∈ (0, T * ), the solution u of (6) with initial data u 0 lies in C(0, T ; H s ). Then either T * = ∞ and the solution is global, or
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Combining Theorems 1 and 2, the following result emerges.
Theorem 3. Let u 0 ∈ A(τ 0 ) for some τ 0 > 0, and suppose that the solution u of (6) with initial data u 0 exists on [0, T ] and satisfies
Then there exists τ 1 > 0 such that u ∈ C(0, T ; A(τ 1 )).
Proof. It is easily seen (see Lemma 2.2 in Ref. 20 ) that A(τ ) ⊂ H ∞ for any τ > 0, and hence u 0 ∈ H ∞ . Theorem 2 implies that u ∈ C(0, T ; H s ) for all s > 0. All the conditions in Theorem 1 are thus satisfied, and it follows that u ∈ C(0, T ; A(τ 1 )) for some τ 1 > 0.
Loss of Analyticity Detects Loss of
Consider (1) where L is homogeneous and defined by Lu(ξ) = |ξ| µû (ξ) for some µ > 0, and G is an entire function with power series expansion G(z) = n≥0 a n z n about the origin that is real for real z (so the a n are all real numbers). Without loss of generality, we may suppose G(0) = G (0) = 0. Define g : R → R by g(r) = n≥0 |a n |r n and remark that the series defining g converges uniformly on bounded subsets and that |G(z)| ≤ g(|z|) for z ∈ C. Notice that µ = 2 corresponds to the case treated in Sec. 2. Although Theorem 1 is valid for the more general models, the blow-up criterion presented in Ref. 2 has not been established in such a context. To obtain a result analogous to Therorem 3 in this more general setting, the following proposition will be utilized. Proposition 4. Let u be a solution of (1) defined on some temporal interval [0, T ] and let u 0 = u(·, 0) be its initial value. Assume that there exists M > 0 such that
Proof. We argue by induction on k. For clarity, the cases k = 1, 2, 3 are treated explicitly and then the inductive step applying for k ≥ 4 is presented. In the calculations that follow, it is presumed that the solution u and all its partial derivatives lie in L 2 . The final inequalities do not depend upon this assumption, but rather feature only Sobolev-norms of u up to order k. In consequence, a standard limiting procedure using local well-posedness allows one to infer the stated inequality under the assumption of limited regularity. Local-in-time well-posedness in H s for s > 3/2, say, follows readily as an application of semigroup theory, as expounded in the work of Kato 19 for example. Also, the constants K appearing below may depend on k, M, T and u 0 . Mutiplying (1) by u − u xx , integrating over R, and integrating by parts leads to 1 2
where it is presumed 0 ≤ t ≤ T so that (7) holds, F (s) = G(s)s and here and below, an unadorned integral is taken to be over the entire real axis. Gronwall's lemma yields boundedness of u(·, t) H 1 for 0 ≤ t ≤ T . Multiplying (1) by u + u xxxx and integrating by parts yields
valid at least for 0 ≤ t ≤ T . Again, Gronwall's lemma comes to our aid to infer an H 2 -bound on this time interval. Multiplying (1) by u − u xxxxxx and integrating with respect to x for a third time gives, for 0 ≤ t ≤ T ,
The last term can be bounded as follows:
Spatial Analyticity Properties of Nonlinear Waves 351
Agmon's inequality u xx L∞ ≤ u 1/2
H 3 allows us to continue the last inequality as
Because of (8), the only terms in (G(u)u x ) (k) that can possibly cause a problem are those containing u (k+1) , u (k) and u (k−1) . These cases are considered separately. u (k+1) -terms:
An analyticity result now follows just as in Sec. 2.
Theorem 5. Let u 0 ∈ A(τ 0 ) for some τ 0 > 0 and suppose that a solution u of (1) satisfies
Rate of Decrease of the Uniform Radius of Analyticity for KdV-Type Equations
In this section, it is shown that (1) admits a Gevrey-class analysis. A consequence of this is an explicit lower bound on the possible decrease with time of the uniform radius of analyticity of a solution starting from analytic initial data, and assuming the boundedness of a suitable Sobolev norm. Let A = (I − ∂ 2 x ) 1/2 and, for η ≥ 0, τ > 0, consider the two-parameter family of Gevrey operators A η e τ A . It is easily seen that if u ∈ D(A η e τ A ), the domain of the operator A η e τ A in L 2 , then u is the restriction to the real axis of a function analytic in the complex strip S τ . In consequence, analyticity results obtain via energy-type estimates in the scale of Gevrey spaces.
Assume the initial-value problem starts with initial data u 0 ∈ D(A η e τ0A ) for some positive values of τ 0 and η. Before estimating the resulting solution in a scale of Gevrey spaces, some useful properties of D(A η e τ A ) are presented. The first two lemmas are one-dimensional, whole-space versions of the original ones in Ferrari and Titi.
14

Lemma 6.
14 Let τ ≥ 0 and η > 1/2. Then D(A η e τ A ) is a Banach algebra, which is to say that there is a constant c = c(η) such that if u, v ∈ D(A η e τ A ), then
Remark 7. If τ = 0, this result recovers the standard observation that H η = D(A η ) is a Banach algebra for η > 1/2.
Lemma 8.
14 Let τ ≥ 0 and η > 1/2 be given. Suppose F is an entire function with Taylor series ∞ n=0 a n z n at 0. If u ∈ D(A η e τ A ), then there are positive constants c 1 = c 1 (η) and c 2 = c 2 (η) such that
where f (r) = ∞ n=0 |a n |r n .
The next lemma is an interpolation inequality that may be found for example in Ref. 24 .
Lemma 9. Let r, s and τ be non-negative numbers. Then there are absolute constants c 1 and c 2 such that for z ∈ D(A r+s e τ A ),
The following lemma exploits some cancellation properties inherent in the nonlinear term. A multidimensional version in D(A r ) was first presented in Ref. 12 (in a study of the Navier-Stokes nonlinearity), and a generalization to D(A r e τ A ) was given in Ref. 22 
Integrating by parts, one obtains that there is a constant c depending only on r > 1/2 for which
By Lemma 9, there are constants c 1 and c 2 such that
Inserting the last inequality in (10) gives the desired bound on I 2 . A bound on I 1 presented in Ref. 22 is valid in any space dimension and could be incorporated directly. However, guided by the application in view, we modify the last two estimates in Ref. 22 trading a smaller power for a less restrictive assumption on r. More precisely, we replace the estimate (43) in Lemma 8 of Ref. 22 with the inequality
Of course the assumption r > 3/2 is crucial to this estimate. The stated inequality is thereby derived for I 1 and the lemma established.
The stage is now set for D(A η e τ A )-estimates. It will be convenient to consider the equation satisfied by v = u x obtained by differentiating (1), namely
Let τ be a decreasing, positive function of time that is at least C 1 and such that τ (0) = τ 0 . Taking the L 2 -inner product of A 2η e 2τ A v with Eq. (12) yields
First, the term N L 1 is bounded in the following way:
where c 1 and c 2 are constants depending only on η as indicated by Lemmas 6 and 8 which were used in the second and the third step, respectively. Applying Lemma 9 with z = v, r = η, s = 1/(n + 2) and raising the resulting inequality to the (n + 2)th-power leads to
Interpolating the quantity on the right-hand side of (15), viz.
and inserting this into (15) gives, via (14) , the inequality
where c 1 , c 2 , c 3 and c 4 are constants depending only on η.
Since N L 2 contains v x , it cannot be handled in the same manner. However, a bound comparable to (17) is not unexpected assuming more regularity (a larger value of η). Notice that N L 2 has the form (A r e τ A (w∂ x z), A r e τ A z) .
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Assuming η > 3/2, Lemma 10 may be applied with w = G(u), z = v, r = η. There follow the inequalities
Collecting the estimates (17) and (19), one obtains
with h(s) = g(c 3 s) + sg (c 4 s) and c 1 , c 2 , c 3 and c 4 constants depending only on η.
From the differential inequality (20) it is straightforward to advance the conclusion v(·, t) ∈ D(A η e τ (t)A ) for 0 ≤ t ≤ T where
Expressing this in terms of u yields the final result. ) for all T > 0. Hence, for p < 4 in the generalized KdV-equation, a solution that starts analytic in a strip remains so for all time. However, for p ≥ 4, a priori Sobolev bounds are not available for large initial data. Indeed, for p = 4 we know that solutions blow up in finite time (see e.g. Refs. 3 and 23) . Moreover, for p > 4, numerically obtained evidence and some theory suggest that blow-up occurs for all p ≥ 4. 6, 7, 11 In these contexts, our theory shows a solution initiated with a disturbance that is analytic in a strip remains analytic in a, possibly smaller, strip up to the time of blow-up. Obviously, the strip of analyticity must shrink to zero as t approaches the blow-up time.
Rate of Decrease of the Uniform Radius of Analyticity for BBM-Type Equations
Consider (2) with the polynomial nonlinearity G(z) = z + z p and the homogeneous dispersion, α(ξ) = |ξ| µ where p = m/n ≥ 1 is rational, m, n relatively prime and n odd and µ > 1, and rewrite it in the form
The point of this assumption on p is that, by a suitable choice of branch of the map z → z 1/n , it can be assumed that G is real on the real axis. Recall that the symbol of L is |ξ| µ , and so the operator I + L can be written as A µ where the symbol of A is (1 + |ξ| µ ) 1/µ . Note that in terms of regularity, A is equivalent to (I − ∂ 2 x ) 1/2 . The initial data u 0 will be taken from a Geverey class, viz.
for some ε, τ 0 > 0. A suitable value for ε will be determined presently. Let u be a solution of (22) with initial data u 0 . As µ > 1, u is globally defined and lies at least in C(0, T ; H µ/2+ε ) for any T > 0. As in the last section, let τ (t) be a positive, decreasing, C 1 -function such that τ (0) = τ 0 . Our goal is to obtain a priori estimates on the Gevrey-class norms A ε+µ/2 e τ A · as we did for KdV-type equations in Sec. 4. Taking the L 2 -inner product of (22) 
Since the spaces D(A η e τ A ) are Banach algebras for η > 1/2, the right-hand side of (24) 
Recall that ε > 0 was arbitrary in the preceding ruminations. Since µ > 1, we can set ε = µ/2 − 1/2. With this value of ε, the right-hand side of (27) becomes c A µ/2 u p+2 . The advantage of this choice of ε is that the L 2 -norm of A µ/2 u is a conserved quantity as is readily seen by multiplying (22) by u. Hence, the righthand side of the differential inequality (27) is equal to a quantity independent of time, namely to c A µ/2 u 0 p+2 . The inequality (27) can be analyzed in the following manner. As long as 
