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Abstract: One considers the problem of finding hard to round cases of a periodic func-
tion for large floating-point inputs, more precisely when the function cannot be efficiently
approximated by a polynomial. This is one of the last few issues that prevents from
guaranteeing an efficient computation of correctly rounded transcendentals for the whole
IEEE-754 double precision format. The first non-naive algorithm for that problem is pre-
sented, with an heuristic complexity of O(20.676p) for a precision of p bits. The efficiency of
the algorithm is shown on the largest IEEE-754 double precision binade for the sine func-
tion, and some corresponding bad cases are given. We can hope that all the worst cases of
the trigonometric functions in their whole domain will be found within a few years, a task
that was considered out of reach until now.
Key-words: floating-point arithmetic, worst case, correct rounding, periodic function,
IEEE 754
∗ Work started when the author was hosted and partially funded by the MAGMA group, within the
University of Sydney.
Pires cas de fonctions périodiques pour de grands
arguments
Résumé : Cet article étudie le problème de trouver les cas difficiles de l’arrondi d’une
fonction périodique sur de grands opérandes flottants. Plus précisément, on s’intéresse
à des opérandes de taille telle que l’approximation polynomiale locale n’a plus d’intérêt.
Il s’agit d’un des derniers obstacles à l’objectif de garantir le calcul efficace de fonctions
transcendantes avec arrondi correct, sur l’ensemble du domaine couvert par la norme IEEE-
754. Nous présentons le premier algorithme non näıf pour ce problème, de complexité
heuristique O(20.676p) pour une précision de p bits.
Nous montrons l’efficacité de l’algorithme sur la plus grande binade en double précision
IEEE-754 pour la fonction sinus, et donnons certains mauvais cas correspondants. Nous
espérons que la totalité des pires cas des fonctions trigonométriques sur l’ensemble de leur
domaine pourront être trouvés dans les prochaines années, tâche qui semblait hors de portée
jusqu’à présent.
Mots-clés : arithmétique flottante, pires cas, IEEE 754, arrondi correct, fonctions
périodiques
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1 Introduction
One of the most important paradigms of the IEEE-754 standard on floating-point arith-
metic [3] is correct rounding. Whereas this correct rounding can often be efficiently com-
puted for basic arithmetical operations and algebraic functions [4], the case of general
functions is more difficult.
A general strategy, due to Ziv [9], helps one to guarantee the rounding by comput-
ing an approximation y to a function value f(x), together with an upper bound on the
corresponding error, including both the mathematical error and the roundoff error. This
amounts to finding a small interval [y − ε, y + ε] in which the actual value f(x) lies. The
monotonicity of the various rounding modes allows one to determine the correct rounding
as soon as y− ε and y + ε round to the same floating-point number. If this is not the case,
one increases the working precision until this happens. For a target precision of p bits, let
p′ denote the smallest intermediate precision such that an error bounded by ε = 2−p
′|f(x)|
allows to guarantee the correct rounding of f(x).
A probabilistic argument tells us that the additional precision p′−p needed to guarantee
the correct rounding in precision p — except particular cases that can be determined
for each function — should be of the order of log2 |M| + O(1), where M is the set of
numbers x under consideration. For IEEE-754 double precision numbers, i.e., with p = 53
and |M| ≤ 264, this means that, in order to be able to correctly round f(x) for any input x,
computing approximations up to a precision slightly larger than 117 should be sufficient.
A search for worst cases of usual functions was initiated by Lefèvre and Muller in the late
90’s. In particular, they proposed the first non-naive algorithm, see [5] and the references
herein. The key idea is to split the tested domain into intervals, and in each interval,
replace the function by a linear approximation, for which worst cases can be determined
by a continued fraction type method.
In 2003, Stehlé, Lefèvre and Zimmermann (SLZ for short) improved Lefèvre and Muller’s
method by using higher degree approximations [7]. The worst cases of the corresponding
polynomial approximations are then found by a method due to Coppersmith [1]. By using
the works of Lefèvre, Muller, Stehlé and Zimmermann, almost all worst cases of univari-
ate functions in double precision are within reach. So far, there remained one exception
amongst the usual functions: worst cases of sin, cos and tan for large arguments. The
present paper fills this gap, thus making feasible the computation of all the worst cases
of all the common univariate functions over their full domains of definition, for the IEEE
double precision.
More precisely, we study the specific case where we are trying to find the worst cases of
a periodic function for very large arguments. In a nutshell, the problem in that setting is
that a priori, we can no longer use a small degree polynomial approximation. Indeed, the
sampling is so sparse that we lost any smoothness: even if x and x′ are two consecutive
floating-point numbers, the values f(x) and f(x′) can be completely different. Using the
periodicity of the function and a range reduction, we present an idea grouping input num-
bers by arithmetic progressions, allowing to recover polynomial approximations. By using
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the methods described above, we devise a family of algorithms of complexities ranging
from N4/5+ε down to N7−2
√
10+ε ≤ N0.676.
Roadmap of the paper. In Section 2, we describe precisely the tackled problem and
state our main result. In Section 3, we briefly recall the main known methods to find worst
cases of univariate functions: we will use these algorithms as subroutines. In Section 4, we
describe the algorithm finding the worst cases of periodic functions for large arguments.
This algorithm is analysed in Section 5. Finally, in Section 6, we demonstrate the efficiency
of the algorithm, by giving some bad cases for sin x in IEEE-754 double precision.
Notation. If x ∈ R and y ∈ R\{0}, we define x cmod y to be a representative of x + Zy
which lies in [−y/2, y/2], i.e., the difference between x and the closest multiple of y, taking
whatever choice if x is exactly the middle of two consecutive multiples of y. In this paper,
we define a real number as a fraction of the form form r = m · 2−t, where m and t are
integers. For such real numbers, we define size (r) = size (m) + t. For complexity state-
ments, we adopt the bit-complexity model, and let P(n1, . . . , nk) denote some polynomial
in n1, . . . , nk. We define Ja, bK = [a, b]∩Z, for any a, b ∈ R. All vectors are denoted in bold
and if ~b = (b1, . . . , bd), its L1-norm is denoted by ‖~b‖1 =
∑d
i=1 |bi|. Finally, if P and Q are
univariate polynomials, we denote their resultant by Res(P, Q).
2 Searching for Bad Cases of a Periodic Function
In the whole paper, we consider floating-point numbers in radix1 2 and precision p:
x = ±m · 2e,
where e ∈ Z is the exponent of x, and m is the p-bit mantissa in [1/2, 1), i.e., with
m ∈ 2−p · J2p−1, 2p − 1K.
Definition 1 The mantissa m(y) and the exponent Exp(y) of a non-zero real number y
are defined by |y| = m(y) · 2Exp(y) such that 1/2 ≤ m(y) < 1, and Exp(y) ∈ Z.
A bad case of a given function f is a floating-point number x for which the value f(x)
is hard to round in the given precision:
Definition 2 Let f be a real valued function and ε > 0. An ε-bad case of f in precision
p is a real x such that:
|2p · m(f(x)) cmod 1| ≤ ε.
A worst case of the function f over a finite set M is any input x minimising the
quantity |2p · m(f(x)) cmod 1| over M.
1We claim the results presented in this paper can be extended to any radix.
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In other words, an ε-bad case corresponds to an f(x) at distance less or equal to ε
unit in last place (ulp) from the nearest p-bit floating-point number. The definition above
corresponds to bad cases for the directed rounding modes. This is enough to cover all IEEE-
754 rounding modes, since any ε-bad case for the rounding to nearest mode in precision p
is a (2ε)-bad case in precision p + 1 for directed rounding.
Let f be a periodic function, with period Π. We want to find bad cases of f when
the input numbers x are much larger than the period. Apart from the naive method —
compute f(x) with sufficient precision for all x in the studied domain —, the classical
methods (Lefèvre, SLZ) work in the following way:
1. Split the interval under study into sub-intervals.
2. In each of these sub-intervals, the function f is approximated by a degree-d polyno-
mial, e.g., a Taylor polynomial P . If the approximation error is bounded by ε2ulp(f(x)),
the ε1-bad cases of f must be (ε1 + ε2)-bad cases of P .
3. The (ε1 + ε2)-bad cases of P are computed, by an ad hoc method: Lefèvre’s (based
on continued fraction expansion) for d = 1, or SLZ (based on Coppersmith’s method)
for d ≥ 2.
4. Check whether the (ε1 + ε2)-bad cases found are ε1-bad.
In the present setting, the difference between two consecutive machine numbers may
be so large that small-degree polynomial approximations to f are valid in intervals with
too few floating-point numbers, thus we cannot use classical methods like Lefèvre’s or the
SLZ algorithms directly.
Example. Consider sin x in [21023, 21024), which corresponds to the largest binade of the
IEEE-754 double precision. The difference between two consecutive machine numbers in
that binade is µ = 2971, which is a huge quantity compared to the period of the sine
function. Reducing µ modulo 2π does not help either, since µ ≈ 1.95 mod 2π. This
example shows the two problems we are faced:
1. an argument reduction is needed to reduce the (large) input x to the fundamental
interval [−Π/2, Π/2];
2. even after that argument reduction, consecutive floating-point numbers x and x′ in
precision p give unrelated values f(x) and f(x′), since ulp(x) mod Π is usually not
small.
To demonstrate the second problem, consider the first floating-point numbers xi = (2
52+i)µ
of the largest IEEE-754 double precision binade, still with µ = 2971; the corresponding
values of sin xi are: sin x0 ≈ 0.563, sin x1 ≈ −0.976, sin x2 ≈ 0.160, sin x3 ≈ 0.858,
sin x4 ≈ −0.795. We see that even determining a priori the binade [2h−1, 2h) in which f(x)
lies is a non-trivial problem (see §4.3).
In the present paper, we describe the first non-naive algorithm that finds the worst
cases of a periodic function for large arguments. More precisely:
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Theorem 1 Let f be a periodic C∞ function. Given as input a precision p, an expo-
nent e and a bad case bound ε, the algorithm described in Section 4 finds all the values x
in 2e−p · J2p−1, 2p − 1K such that |2p · m(f(x)) cmod 1| ≤ ε. Moreover, if one chooses the
parameter d = 5, if ε = 2−p+O(1) and if α → ∞, then the running time of the algorithm
can be heuristically bounded by 2p·(7−2
√
10+o(1)), after a precomputation of precision e+O(1)
bits.
Note that since the function is C∞ and periodic, its successive derivatives are uniformly
bounded. This fact will prove important when we will use the complexity results on the
SLZ algorithm.
3 Lefèvre’s and SLZ Algorithms
Two non-naive algorithms are known to find the worst cases of a univariate function.
Suppose that we want to search for the worst cases of a function f , where f is C∞ with
uniformly bounded derivatives. For example, we can consider f = sin over [1/2, 1) with p =
53. We expect the worst case to be an ε-bad case for ε ≈ 2−p. We are thus interested in
solving equations of the type:
|λ · f(µt) cmod 1| ≤ ε with t ∈ Jt0, t0 + NK (1)
where λ, µ, and ε are positive real numbers and t0, N ∈ Z.
In the classical worst case search for directed rounding, if we consider the restriction
of f over the input interval [2e−1, 2e), and assuming all outputs are in [2h−1, 2h), we have
λ = 2p−h, µ = 2e−p, t0 = N = 2
p−1, and ε = 2−p+O(1).
Lefèvre’s and the SLZ algorithms can be adapted to solve Equation (1). In Lefèvre’s
algorithm, the interval Jt0, t0 + NK is subdivided into sub-intervals; on each of these sub-
intervals, the function f is approximated by a linear function; finally, the bad cases of the
linear functions are computed with a variant of Euclid’s algorithm for computing greatest
common divisors.
In the SLZ algorithm, the linear approximations are replaced by higher degree approx-
imations (though usually still quite small degrees), and Euclid’s algorithm is replaced by
the LLL-based Coppersmith method for computing the small roots of bivariate polynomi-
als modulo an integer. The SLZ algorithm was originally described in [7]. Its complexity
analysis was improved later in [6].
The SLZ algorithm is described in Figure 1. This description is slightly different from
the one of [6], in the fact that the quantities 1/µ and ε can now be real numbers. This
modification does not create any problem for the correctness and complexity analysis of
the algorithm.
The following theorem is a direct consequence of the main result of [6].
Theorem 2 Let d ≥ 1 be a constant integer. Let t0, N be positive integers and λ, µ, ε
be positive reals. Suppose that 1/µ ≥ t0 + N . Let T, α be positive integers, with T ≤ N .
INRIA
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Input: Positive integers t0, N and real numbers λ, µ, ε > 0.
Parameters: T, d, α ∈ Z.
Output: All the solutions t ∈ Jt0, t0 + NK to Equation (1).
1. n := (α+1)(dα+2)2 , r :=
α(α+1)
2 , {e1, . . . , en} := {xiyj , i + dj ≤ dα}, T ′ := T, S := ∅.
2. t := t0. While t ≤ t0 + N , do
3. If t + 2T ′ ≥ t0 + N , T ′ :=
⌊
t0+N−t
2
⌋
.
4. If T ′ = 0, then
5. Add t in S if it is solution to Equation (1).
6. t := t + 1, T ′ := T .
7. Else
8. tm := t + T
′, P (x) := f(µtm) + f
′(µtm)µx + . . . +
1
d!f
(d)(µtm)(µx)
d.
9. ε′ :=
(
maxx∈[0,1]
∣
∣f (d+1)(x)
∣
∣
)
· λ(d+1)! (µT ′)d+1.
10. {g1, . . . , gr} := {xi (λP (x) + y)j , i + j ≤ α}.
11. Create the r × n matrix B such that Bk,l is the coefficient of the
monomial el in the polynomial gk (xT
′, (ε + ε′)y).
12. LLL-reduce the rows of B. Let ~b1,~b2 be the two shortest reduced vectors.
13. z := 1. If ‖~b1‖1 ≥ 1 or ‖~b2‖1 ≥ 1, z := 0.
14. Let Q1(x, y), Q2(x, y) be the polynomials corresponding to ~b1 and ~b2.
15. R(x) := Resy(Q1(x, y), Q2(x, y)). If R(x) = 0, then z := 0.
16. If z = 0, then T ′ := ⌊T ′/2⌋.
17. Else, for any root x of R belonging to J−T ′, T ′K, add tm + x in S if
it is a solution to Equation (1), t := t + 2T ′ + 1, T ′ := T .
18.Return S.
Figure 1: The SLZ algorithm.
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Given t0, N , λ, µ, ε, T , d and α as input, the algorithm of Figure 1 outputs all the solutions
to Equation (1). Moreover, if the variable z is never set to 0 at Step 15, then the algorithm
finishes in time:
P (size (µ) , size (λ) , size (ε) , α) · N
T
,
as long as ε ≤ µλ and:
log2 T ≤ min
(
n1 −
m + n2 + O(1)
d + 1
, n1 −
(n1 + n2)
2
4(m + n2)
(1 + ε1) + ε2
)
,
with n1 = − log2 µ, n2 = log2 λ, m = − log2 ε and, for α growing to ∞:
ε1 = O(1/α)
ε2 =
1
m + n2
O(α2) +
n1
m + n2
O(α) + (m + n1 + n2)O(1/α).
Note that the complexity statement of the theorem above is only heuristic. The claimed
complexity bound holds as long as the variable z is never set to 0 at any Step 15 of
the algorithm, which means that all pairs of bivariate polynomials whose resultants are
computed are algebraically independent. This assumption seems to be satisfied in practice
for any non-algebraic function f .
By using λ = 2p, µ = 2−p, t0 = N = 2
p−1, ε = 2−p+O(1), α → ∞ while α = o(p),
and d = 3, this provides an algorithm to find the worst case of a function f : [1/2, 1) →
[1/2, 1) with precision p in heuristic time 2p(1/2+o(1)). This is the best algorithm known so
far for solving this problem when the target precision p goes to infinity. (We are mainly
interested here in the case of the IEEE-754 double precision, i.e., p = 53.)
4 The Algorithm
4.1 High Level Description
An in-depth analysis of the reasons of the failure of algorithm SLZ in that setting leads
one to the solution. The key remark is that, though consecutive values of x in the range
under study yield unrelated values of f(x), non-consecutive values of x can yield very close
values of f(x).
Indeed, consider the values of x cmod Π, where Π is the period of f . (Here, and in the
sequel, we shall assume that Π is an irrational number.) Since we have many values of
x cmod Π uniformly distributed in [−Π/2, Π/2], the idea is to split this latter interval into
sub-intervals over which we will be able to use polynomial approximations of f .
There is still one difficulty to overcome: the methods mentioned above require the
floating-point numbers x we consider as potential bad cases to be in some arithmetic
progression. Our solution to this problem is illustrated in Figure 2.
Remember we want to solve Eq. (1):
|λ · f(µt) cmod 1| ≤ ε with t ∈ Jt0, t0 + NK .
INRIA
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x0
x1
x2
x3
x4
x0
x1
x2
x3
x4
w
x0
xq
x2q
x3q
x4q
Figure 2: Left: Over [0, 2π), successive floating-point numbers are close and in arithmetic
progression. Center: For a large binade, successive floating-point numbers are not necessar-
ily close modulo 2π. Right: For a large binade, there exists q such that the first, the q+1-th,
the 2q+1-th, . . . floating-point numbers are close modulo 2π and in arithmetic progression.
The idea is the following: consider an integer q such that τ := qµ cmod Π is small. A
natural choice is to take for q the denominator of a continued fraction convergent from
µ/Π. Each t ∈ Jt0, t0 + NK can be uniquely written t = sq + r, where 0 ≤ r < q. Then µt
in Equation (1) becomes τs + µr mod Π, and thus Equation (1) is now:
|λ · gr(τs) cmod 1| ≤ ε with s ∈
s
t0 − r
q
,
t0 + N − r
q
{
,
where gr(x) := f(rµ + x). We have thus transformed one problem for the function f
with parameters λ, µ, t0, N into q similar problems for the functions gr, 0 ≤ r < q, with
parameters λ, τ, t0−r
q
, N/q.
Writing x0 = t0µ and xN = (t0 +N)µ, we then decompose the interval Jt0, t0 + NK µ as
[x0, xN ] =
q−1
⋃
r=0
µ · A(q, r)
where A(q, r) is the part of the arithmetic progression r mod q which is within the interval
[t0, t0 + N ], and the notation µ· means that we apply an homothety of factor µ.
Let Ir = µ ·A(q, r) be an interval in the partition defined above. Over this interval, we
have f(µt) = f(µqs + µr) = f(τs + µr). The point is now that, τs being small over this
latter interval, if f is regular enough, f(τs + µr) can rightfully be approximated by the
Taylor polynomial
f(µr) + τsf ′(µr) +
d∑
k=2
(τs)k
f (k)(µr)
k!
,
with an error of the order of (τs)d+1.
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We are thus back to the classical case, where Lefèvre’s or the SLZ algorithms apply.
One difference is that the distance between two consecutive numbers to check is τ which
is irrational instead of 2e−p, but this makes no difference for Lefèvre’s algorithm or SLZ.
Following the principle of worst cases algorithms, we might have to split our “intervals”
Ir into smaller “sub-intervals”: in that case, we split each arithmetic progression A(q, r)
into sub-progressions2.
In order to reduce the size of the error coming from the use of Taylor’s formula, we
want τ to be as small as possible. This implies that q must be large, since one can expect
τ ≈ Π/q. However, using a too large q is not a good idea since we have to deal with q
different progressions. The solution of this optimization problem is given in Section 5.
Input: Positive integers t0, N and real numbers λ, µ, ε,Π > 0 with µ “large”.
Parameters: T,Q, d, α ∈ Z.
Output: All the solutions t ∈ Jt0, t0 + NK to Equation (1).
1.Find the largest continued fraction convergent q ≤ Q of µ/Π
2.Compute τ ≈ qµ cmod Π with the algorithm of Fig. 4
3. for t := t0 to t0 + q − 1 do
4. Apply the SLZ algorithm (Fig. 1) with t0 = t, N = ⌊(t1 − t)/q⌋, µ = τ , λ = 2p−Exp(f(µt)),
and with the parameters d, α and T := N .
Figure 3: Sketch of the main algorithm
4.2 Required Working Precision
We study here the precision required in the different steps of the above algorithm (Fig. 3).
Only one large argument reduction is required, namely for the computation of qµ cmodΠ;
all subsequent computations can be performed with precision O(p).
Lemma 1 The search for worst cases with large arguments in a binade [2e−1, 2e] can be
implemented with working precision 3p+O(1) bits, after a precomputation with e+3p bits.
Proof. Since the expected worst cases correspond to ε ≈ 2−p, it suffices to compute f(x)
with relative precision 2p + O(1). Since x = µr + τs cmod Π with r < 2p and |τs| < 1,
it suffices to compute µ with relative precision 3p + O(1) and τ with relative precision
2p + O(1), which is what the algorithm in Fig. 4 does.
Consider a function f of period Π such that 2h−1 ≤ Π < 2h. We denote by ◦w(·) the
rounding to nearest in precision w.
2We do not write “intervals” any more, since the numbers are not adjacent; however these subsets of
numbers still form a partition of the N numbers to test.
INRIA
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Input: A precision p, µ = 2e with e ≥ h where h = Exp(Π), an integer q < 2p.
Output: Approximations of µ cmod Π and qµ cmod Π.
1.w := e + 3p
2.α := ◦w(Π)
3.k := ⌊◦w(2e/α)⌉
4.β := ◦h+3p(2e − ◦w(kα))
5.γ := ◦h+3p(qβ)
6. l := ⌊◦3p(γ/α)⌉
7. τ := ◦h+2p(γ − ◦h+3p(lα))
8.Return β ≈ µ cmod Π, τ ≈ qµ cmod Π.
Figure 4: Approximation of µ cmodΠ and qµ cmodΠ.
The error on α is at most 2h−w−1; since 2h−1 ≤ α ≤ 2h, we have k ≤ 2e−(h−1), thus
kα ≤ 2e+1, and the error on ◦w(kα) is at most 2e−w+1. Now Exp(β) ≤ h, and the error on
β is bounded by 2−3p−1 + 2e−w+1 ≤ 2−3p+2.
The error on γ is bounded by 2−2p−1 + 2−2p+2 ≤ 2−2p+3; we have l ≤ 2p+1, thus
lα ≤ 2p+h+1, and the error on ◦h+3p(lα) is bounded by 2−2p + 2h−e−2p ≤ 2−2p+1. Finally
|τ | ≤ 2h and the error on τ is bounded by 2−2p−1 + 2−2p+3 + 2−2p+1 ≤ 2−2p+4. 2
Example: Consider sin x for x an IEEE-754 double precision number in [21023, 21024).
We have µ = ulp(x) = 2971 ≈ 1.95 cmod (2π). Consider q = 15106909301, then τ =
qµ cmod (2π) ≈ 0.441 · 10−12. The next convergent has denominator q = 14233796029594,
which gives τ ≈ −0.757 · 10−13. Note that the value of q depends on the considered
binade: for the binade [2511, 2512), where µ = ulp(x) = 2459 ≈ 0.109 cmod (2π), we can
choose q = 93888452023, which gives τ ≈ 0.371 · 10−11, or q = 1668824993486, which gives
τ ≈ −0.101 · 10−11.
Remark. The idea described above (splitting the values of x according to their repartition
modulo Π) can be pushed further in theory; given a value x0 + kµ where x0 = t02
e−p
and µ = ulp(x0), one can give a complete description of the set of integers l such that
x0 + lµ cmod Π is close from x0 + kµ cmodΠ, i.e. (l − k)µ cmodΠ ≈ 0, in terms of the
denominators qi of the convergents of the continued fraction of µ/Π. However, if using this
idea reduces the number of intervals under study, it significantly increases the number of
variables (an element l being described as
∑
i aiqi + r for ai in a given interval). The fact
that Coppersmith’s method behaves badly when the number of variables increases seems,
however, to make this refinement of our idea pointless.
4.3 Computing the Output Exponents
An additional problem is to compute the output exponent — Exp(f(µt)) in Fig. 4 —
for a given subset {(sq + r)µ, t0 ≤ sq + r ≤ t0 + N}, and to check that exponent is
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constant on that subset. Let x0 = rµ cmodΠ, t0 ≤ r < t0 + q, and τ = qµ cmodΠ.
The corresponding reduced subset is {x0 + sτ, s ∈ S} for some interval S of width less
than ⌈N/q⌉. The arguments in the reduced subset are thus all in the interval [x0, x0 + h]
with h = τ⌈N/q⌉. The width h is usually small: since τ ≤ Π/q, we have h ≤ ΠN/q2.
For example with the largest IEEE-754 double precision binade [21023, 21024) and the sine
function with q = 15106909301, one gets ⌈N/q⌉ = 298116 and h ≈ 0.132 · 10−6.
For the sine function, this check is easy: it suffices to check that sin x0 and sin(x0 + h)
lie in the same binade. Indeed, the sine function is decreasing on [−π,−π/2], increasing
on [−π/2, π/2], and then decreasing on [π/2, π]. Around the points −π/2 and π/2 where
the derivative sign changes, one has 1/2 ≤ | sin x| ≤ 1 in an interval of width 2π/3 > h.
In practice, one does not need to evaluate sin x0 and sin(x0 + h), since sin x admits
a constant exponent on [sin−1 1
2k
, sin−1 1
2k−1
]; given precomputed approximations a and b
such that sin−1 1
2k
≤ a and b ≤ sin−1 1
2k−1
, it suffices to check that [x0, x0 + h] ⊂ [a, b].
5 Complexity Analysis
The algorithm essentially consists in solving the equations:
|λ · f(rµ + τs) cmod 1| ≤ ε with 0 ≤ r < q and s ∈
s
t0 − r
q
,
t0 + N − r
q
{
.
Note that, by the classical Dirichlet theorem, for any Q one can find 0 ≤ q ≤ Q such that
the corresponding τ has |τ | ≤ Π/Q = O(1/Q).
The overall cost of the algorithm is thus bounded by Q times the cost of solving a
single of the above equations. These equations can be solved by using Lefèvre’s algorithm
or the SLZ algorithm. To analyse the algorithm of the previous section, it thus suffices to
adequately use Theorem 2. We are to apply this theorem with µ := τ , λ := 2p−Exp(f(x)),
N := 2p−1/q and ε ≥ 2−p. Several parameters can be set in order to optimise the complexity
of the algorithm: the degree d of the polynomials approximations, the parameter α of
Coppersmith’s method, the upper bound Q for the choice of the convergent of the continued
fraction expansion of µ/Π, the size T of the sub-intervals within Lefèvre’s algorithm or the
SLZ algorithm, and the quality ε of the computed bad cases.
We now use Theorem 2. For our choice of parameters, the condition “ε ≤ µλ” is
satisfied3, and we fix a constant parameter d.
Let m = − log2 ε. With the given parameters, we have ε1 = O(1/α) and ε2 = 1pO(α2)+
O(α) + pO(1/α). Let ε3 > 0 be an arbitrarily small constant. We fix α so that |ε1| ≤ ε3
and |ε2| ≤ ε3 · p. (This is always possible since for α = p2/3 for example, we have ε2 =
3We have µλ = τ2p−Exp(f(x)). Since f is periodic and C∞, it is bounded in absolute value by some
constant C, which together with τ ≥ 2−p yields µλ ≥ 1/C, and on the other hand ε goes to zero.
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O(p2/3).) We want to maximise T under the following conditions:
log2 T ≤ min
(
n1 −
m + p
d + 1
, n1 −
(n1 + p)
2
4(m + p)
(1 + ε3) − ε3 · p
)
,
m ≤ p
T ≤ 2p/q
where n1 = − log2 µ. We now choose to set T = 2p−n1−c for an adequate contant c ≥ 0,
which fulfills the third condition (remember µ = τ = O(1/q)). With this choice for T , the
first condition is implied by:
2n1
1 + ε3
≥ O(1) + max
(
p +
m + p
d + 1
, p +
(n1 + p)
2
4(m + p)
)
. (2)
Since the overall complexity is roughly 2p/T and T = 2p−n1−c, we are trying to minimise n1.
Obviously, for any fixed degree d, the best n1 is reached when both values maximised are
equal. This gives the relation:
2
1 + ε3
n1 − p = O(1) +
m + p
d + 1
= O(1) +
(n1 + p)
2
4(m + p)
.
There exists a constant c′ such that the following choice of parameters satisfies Equation (2):
n1 = (1 + c
′ε3)
8d + 9 + 6
√
d + 1
16d + 15
· p + O(1),
m =
12(d + 1)(
√
d + 1 − 1) − d
16d + 15
· p.
Furthermore, this choice of parameters is extremely close to the optimal choice.
Unfortunately, this choice of parameters implies ε ≤ 2−p as soon as d ≥ 5. This means
that to take advantage of a larger d, we would need a much smaller ε, but we would no
longer find any ε-bad case (no ε-bad case with ε significantly smaller than 2−p is expected
to exist). If we fix m = p − O(1), then Equation (2) can be rewritten as:
2
1 + ε3
n1 − p ≥ O(1) + max
(
2p
d + 1
,
(n1 + p)
2
8p + O(1)
)
.
With simple computations, we find the optimal solution n1 = (1 + c
′′ε3)(7 − 2
√
10) · p
and d = 5 for some constant c′′ > 0.
This completes the proof of Theorem 1. The following table sums up the best parame-
ters for d ≤ 5, up to arbitrary small multiplicative constants in the exponents.
d Q ε T
1 2(4/5)p ≈ 20.800·p 2−(1/5)p 2(1/5)p
2 2(3/4)p ≈ 20.750·p 2−(1/2)p 2(1/4)p
3 2(5/7)p ≈ 20.714·p 2−(5/7)p 2(2/7)p
4 2((41+6
√
5)/79)p ≈ 20.689·p 2((64−60
√
5)/79)p ≈ 2((38−6
√
5)/79)p
5 2(7−2
√
10)p ≈ 20.675·p 2−p ≈ 2(2
√
10−6)p
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Remark: The analysis of this section does not provide the bounds given in the table
above for d = 1 and d = 2. These bounds can be obtained by using Lefèvre’s algorithm
(for d = 1) and the refined analysis of the SLZ algorithm in the particular case d = 2,
which can be found in [8].
6 Numerical Results and Conclusion
We have implemented the algorithm from Section 4 on top of the GMP library [2]. To
demonstrate the efficiency of the algorithm, we have applied it to the most difficult case
for the IEEE-754 double precision, namely the binade [21023, 21024) for the sine function.
In that binade, no bad cases were known so far, even for a moderately small ε ≈ 2−30.
6.1 Estimates of the Running Time for the [21023, 21024) Binade
This binade corresponds to µ = ulp(x) = 2971. We used the value q = 15106909301, with
the parameters d = 3 (degree-3 Taylor approximation) and α = 2. The integer q is a
denominator of a convergent of µ/(2π), and gives τ = qµ cmod (2π) ≈ 0.441 · 10−12. For
that value of q, each arithmetic progression sq+r for a given r has at most 298116 elements
in the range [252, 253), thus the maximal value of T ′ for the SLZ algorithm (Figure 1) is
about 149058. Those values correspond to an error ε′ ≈ 7 · 10−15 at step 9 of the algorithm
(in comparison, degree d = 2 would give ε′ ≈ 4 · 10−7 only).
With those parameters, we were able to find the following bad cases in a few days of
computing time, where 143 is a shortcut for a sequence of 43 consecutive ones:
sin(4621478864517314 · 2971) = −0.0 10010110001110101110010000111100111100010000000100000
︸ ︷︷ ︸
53
143 0001...
sin(5501214608935005 · 2971) = 0.00 10011000110011100101110100111100011011010010001111111
︸ ︷︷ ︸
53
045 1011...
As a comparison, one can estimate the time needed to find such bad cases with a
naive algorithm. On a 2.4Ghz Opteron, our naive implementation, which does a single
huge argument reduction for all tested values, can check one million of sin x values around
x = 21023 in about 6 seconds, in double precision with ε = 2−40. Then one needs about 244
random tries to find a bad case with a run of 45 zeros or ones after the 53-bit significand.
This would correspond to more than 3 expected years to find a 2−45-bad case, and about
850 years to check the whole binade [21023, 21024). With an implementation of the algorithm
from Section 4, checking 298116 values t · 2971 with 252 ≤ t = sq + r < 253 takes only 0.008
second on the same machine. This corresponds to about 4 years to check the whole binade
[21023, 21024).
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6.2 Handling the Output Exponents
Checking the exponent ranges for all q arithmetic progressions with the method described
in §4.3 took less than 90 minutes. We obtained the following repartition, where a row “ex-
ponent e” indicates the number of arithmetic progressions where the exponent is constant
(2e−1 ≤ | sinx| < 2e), and the row “non-constant exponent” gives the number of remaining
progressions where the exponent changes (two or more values):
exponent 0 10071272234
exponent −1 2605518908
exponent −2 1224792482
exponent −3 603844405
exponent −4 300884230
exponent −5 150312764
exponent −6 75139690
exponent −7 37567206
exponent −8 18782720
exponent −9 9390695
exponent −10 4694711
exponent −11 2346722
exponent −12 1172728
exponent −13 585732
exponent −14 292234
exponent −15 145484
exponent −16 72110
exponent −17 35421
exponent −18 17078
exponent −19 7906
exponent −20 3320
exponent −21 1028
non-constant exponent 29493
Total 15106909301
7 Conclusion
The computation of the worst cases for the rounding of the sine function is under progress
and we expect to have more experimental results within a few months. The same compu-
tation can be performed on the cosine function without any major modification. On the
contrary, things worsen for the tan function, because it is not ∞ over R. This should not
be a major deal since the input floating-point numbers x for which tan(x) is large can be
computed, and then we could restrict the domain under study to [−π/2 + c, π/2 − c] for
some small constant c > 0, instead of (−π/2, π/2). In this smaller interval, any successive
derivative is bounded.
Note also that the algorithm we described can be adapted to any radix, in particular
for radix 10.
One of the main reasons for computing the tables of worst cases is to provide tight
upper bound on the required internal precision to compute correctly the main elementary
functions in double precision, e.g., all C99 univariate functions. It is thus crucial to guaran-
tee that the found bad cases are indeed the worst. The algorithm described in the present
paper, and those described in [5, 7] are proved correct, but their implementations could be
incorrect. A natural question is thus the following: is it possible to have an independent
verification of the worst cases found over a given domain, possibly by keeping part of some
intermediate values computed by the algorithms?
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