In this paper we present a computationally efficient means of performing simulated annealing on atomic level protein structures. The method which is based upon a Trotter factorization of the classical Liouville propagator is employed in a series of simulated annealing studies of a small protein using a standard molecular mechanics type potential as well as a continuum approximation to include the effects of solvation. Preliminary results are presented for the performance of the potential using standard force field parametrizations in attempts to distinguish native-like structures from those that are distinctly non-native. Low-energy structures with large rms deviations from the minimized X-ray structure were found, thereby suggesting the possibility that the potentials employed in this work may not be of sufficient accuracy to distinguish the native protein structure.
Introduction
It is now commonly believed that the native state of a protein is given by the state corresponding to the global minimum of the molecules free energy, although it has alternatively been suggested that there may exist many equivalent accessible "native-like'' states. Assuming, for the moment, that a unique native state exists, formally the problem may then be viewed as one of global optimization, whereby one attempts to find the minimum of a given "cost function". In the present instance this cost function would correspond to the proteins free energy or, as is sometimes the case in practice, taken to be its potential energy. In attempting to solve this problem from a theoretical point of view, one is then faced with two principal difficulties. The fiist difficulty concerns the accuracy of the potential energy function employed. Often, in the study of biomolecular systems, a molecular mechanics type of potential is used. In these models one typically treats the atomic nuclei as classical point particles moving on an approximate Born-Oppenheimer potential energy surface. Although these models have been shown to give reasonable results when applied to the case of small molecules, it remains to be seen as to what degree they provide a valid description for significantly larger systems, such as those of proteins. The second principal obstruction in seeking a theoretical solution to the global optimization problem pertains to the difficulty of efficaciously sampling configuration space in a realistic amount of computer time. This is primarily due to the fact that standard methods of sampling configuration space become inefficient for systems containing multiple minima as well as for those that include disparate time and length scales. In order to address these concems, in this paper, we investigate the application of efficient numerical integration techniques we have recently developed for molecular dynamics simulations to the problem of simulated annealing of atomic level protein structures. This was done in an attempt to reduce the required CPU time for these simulations and, thus, to enhance our ability to explore the use of slower annealing schedules. The method is employed in simulated annealing studies of a small protein Columbia University.
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0022-365419512099-10674$09.OOl0 using standard molecular mechanics type potentials which include a continuum approximation to represent the effects of solvation. Preliminary results are presented for the performance of the potential using standard force field parametrizations in attempts to distinguish native-like structures from those that are distinctly non-native. Interestingly, low-energy structures with large rms deviations from the minimized X-ray structure were found, thereby suggesting the possibility that the potentials employed in this work may not be of sufficient accuracy to distinguish the native protein structure.
Algorithm for Simulated Annealing by

Multiple-Time-Step Molecular Dynamics
The method of simulated annealing was originally introduced by Kirkpatrick, Gelatte, and Vecchi' as a practical approach to the problem of global optimization. Essentially, the algorithm seeks to minimize an appropriate cost function by solving an analogous problem in statistical mechanics. Here the cost function may be thought of as a rough potential energy surface with numerous barriers and local minima. Since one is seeking the global minimum of this surface, one requires an algorithm that is able to ergodically explore the configuration space without becoming trapped in one of the many local minima. In simulated annealing, this is achieved by setting the initial temperature to a high value so that potential energy barriers are easily crossed and the system is allowed to explore the available configuration space. If the temperature is then decreased slowly enough, the system should eventually relax into the optimal configuration corresponding to the global minimum of the potential energy surface. With regards to the protein-folding problem, we seek the configuration that is associated with the global minimum of the molecules' free energy or, as is commonly used in practice, potential energy surface. An obstacle arises, however, if the ultimate goal is to find the optimal protein configuration at an atomic level of resolution. For a system the size of a protein, the computational expense of determining the global minimum of the potential energy surface becomes prohibitive for typical atomic level molecular mechanics type potentials using standard methods.
Recently, we have developed efficient numerical integration techniques for molecular dynamics simulations of macromolecular systems based upon the Trotter factorization of the Liouville propagator.2 It was found that this method was considerably more efficient than that of the standard velocity Verlet algorithm when applied to the problem of simulating a small protein in the microcanonical ensemble. Here we explore the question of whether similar ideas might be beneficial when applied to the simulated annealing of a protein as a means to determine the configuration corresponding to the global minimum of its potential energy. In order to do this, we have incorporated the algorithm into the MACROMODEL molecular modeling p a~k a g e .~ By default this package allows the user.to perform simulated annealing by one of two methods, including both molecular dynamics and stochastic dynamics, each of which is based upon the leap-frog numerical integration algorithm. Thus, for the purpose of convenience, we choose to implement our RESPA (reference system propagation algorithm)-based method using a leap-frog integrator, as opposed to the previously adopted velocity Verlet form.
Leap-Frog Factorization of the Liouville Propagator.
Recall that the Liouville operator for a system of N degrees of freedom in Cartesian coordinates may be expressed as J. Phys. Chem., Vol. 99, No. 26, 1995 10675
Consider now inserting an identity operator I of the form 1 (11) where At e t/P. Let us then define a discrete time propagator G W , such that 
It has been shownS that the choice is equivalent to the velocity Verlet The leap-frog form6 of the Verlet algorithm can be shown to generate exactly the same trajectory as that given by the velocity Verlet method provided one uses the initial condition7 
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This method may also be generalized to the case where the system is subjected to internal constraints. One common constraint used frequently in molecular dynamics simulations is to treat the bond lengths as fixed to their equilibrium values using either the SHAKE9 or RATTLE'O algorithms, thereby enabling one to use a slightly larger time-step. In order to achieve this, the above prescription may be modified slightly be adding the following steps.
(6) Apply SHAKE to the unconstrained positions n(t + 62) from step 5 to obtain the constrained positions x'(t + 6z):
Given that the above approach is based upon the leap-frog form of the Verlet integration algorithm, incorporation of the leap-frog RESPA method described in the previous section is straightforward. In order to generate the state {q(t + At), p(t + At -62 1 2)}, where At = n62, one need only perform steps 1-7 for n little time-steps 62, starting from the initial condition {q(t),p'(t -6d2)) given by eq 35. This procedure is then repeated N times for a total simulation time of length t = NAt.
Computational Implementation.
In this section we describe the computational implementation of the multiple-timestep methodology introduced above into the MACROMODEL3 molecular modeling package. This was done by adopting a typical functional form (e.g. AMBER," 0PLS1*) to represent the solute-solute interactions, as well as the generalized Bom (GB) continuum solvation mode1I3-l5 to approximate the solute-solvent and solvent-solvent interactions. We take the potential energy CP of the system to be 
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Here, ai is defined to be the effective Bom radius of atom i with charge Qi surrounded by a dielectric medium with a dielectric constant E , and ro is the radial distance between atom i and atom j . Evaluation of eq 47 requires a method for determining the ai, which in some sense, may be thought of as the average distance from an atomic charge site to the dielectric (solute-solvent) boundary. In the GB model, this is ac Having now arrived at a complete expression for the potential energy of the system, the Liouville operator for a solvated protein containing N atoms in Cartesian coordinates is then given by where Cq,(x) is the associated constraint force, which formally may be included through the use of a Lagrange multiplier. In practice, however, the bond-length constraints are implemented by employing the SHAKE algorithm as described above. Secondly, since it is our supposition that the atomic degrees of freedom are coupled more strongly to the rapidly varying short-range interactions, let us make the further assumption that the interactions given by F4,q,(x) may be adequately described by a quadratic approximation to the potential. This is equivalent to making a linear approximation to F4,q,(x) dz, E n,n2dz
Evolution of the system, within the microcanonical ensemble, is then given by the numerical implementation of eq 103. This is accomplished by noting that the action of the various operators upon a state to the right may be expressed as edrnFn"(x)(a'apq~(qi, p,} = {qi, pq, + d~, , F~,~~( x ) }
and In order to make use of our multiple-time-step numerical integration technique within the context of simulated annealing, the above propagation scheme must be modified to include the effect of an external heat bath. This is done to provide us with a means of gradually removing energy from the system over time, hopefully allowing it to relax into a state at or near the global minimum of the potential energy surface. Although there exist numerous approaches to this problem, we have adopted the method described in section 3.2.2, as it is one of the default methods for performing simulated annealing in the MACRO-MODEL molecular modeling package, and seemed to be adequate for our purposes here. Although the RESPA implementation of this method is straightforward, we have included a schematic FORTRAN example in the Appendix for the sake of clarity. We mention, however, that one could, in principle, use any standard method for coupling the system to an extemal bath (e.g. Nos6-Hoover thermostat, Langevin dynamics) within the multiple-time-step formalism. Having coupled the system to an external bath with a temperature TO, the system may then be annealed by slowly decreasing TO according to some prescribed schedule. In this work, we have adopted a linear cooling schedule such that where 7 ' p and are the predetermined initial and final bath temperatures, and NAt is the total time of the simulation.
In the following section we apply the above multiple-timestep-based simulated annealing algorithm to the minimization of the C-terminal fragment of the L7L12 ribosomal protein (CTF) in solution.
Simulated Annealing of a Protein in Solution by
Multiple-Time-Step Molecular Dynamics
As an initial test of the multiple-time-step methodology described above, we wish to compare its performance against an algorithm that is based upon the standard leap-frog integration scheme, as well as to the default MACROMODEL implementation. In order to accomplish this, we consider the relative performances of these methods in simulated annealing computer simulations of the C-terminal fragment of the L7/L12 ribosomal protein (PDB code lCTF), a small mixed alp protein that was one of the subjects of a previous study. In comparing these methods, we first choose to follow a protocol similar to that given in ref 16 and adopt the same united-atom model using the AMBER*",'7 and GB continuum solvation approximation. It is also noted that both here in this initial comparison and in ref 16 there is no explicit term included for hydrogen bonds in the potential, using instead the approximation given by ref 18 . Additionally, we choose to constrain all bond lengths, rather than just to hydrogens, and adopt a time-step of 2.0 fs for the standard methods. Nonbonded cutoffs were set at 12.0 8, for both the van der Waals and electrostatic interactions. The initial protein configuration itself was obtained by performing conjugate gradient minimization within the continuum solvent starting from the X-ray structure. In order to allow for comparisons with the results in ref 16 , we adopt the same annealing schedule which includes 10 ps of equilibration at 300 K followed by linear cooling of the bath temperature from 300 to 50 K over the next 40 ps. The structures are then minimized in solution by conjugate gradient using infinite nonbonded cutoffs. Five simulations were performed for each method using different random number seeds. In our first investigation, we compare four different methods: (1) the constant temperature method of Berendsen et al. discussed in section 2.1.2, which is based upon the standard leapfrog integration algorithm, (2) the default MACROMODEL implementation of (1) which uses the standard leap-frog integrator but updates the long-range forces only every 10 time-steps, (3) the multiple-time-step method described in the previous section, where updating the second-derivative matrix is done periodically every 500 time-steps, and (4) the same multiple-time-step method but using a variable updating scheme for the second-derivative matrix based upon the monitoring of atomic displacements. For methods (3) and (4) we choose n1 = 2, n2 = 2, n3 = 2, the associated time-steps of which are given by eq 105, and a short-range cutoff of r, = 8.0
In Table 1 the results for the average final total energies and average Ca rmsd (root mean square deviation) values from the minimized X-ray structure are presented. For the average final energies the agreement is generally good, although the standard deviation for method (3) is somewhat higher. The differences between the average rmsd values is somewhat larger, although curiously there does not seem to be a correlation between lower rmsd values and lower average energies. In Table 2 the total CPU times for a typical simulation are presented. Here it is clear that the multiple-time-step methods are considerably more efficient, being nearly 20 times faster than that of the leapfrog-based method and on the order of 4-5 times faster than that of the default implementation.
Having now established that one may obtain similar results more efficiently using the RESPA-based simulated annealing method, we now wish to address the question of whether lower energies can be found by the use of slower annealing schedules. In this case we choose to decrease the cooling schedule by nearly an order of magnitude. Again, as a first test, we begin with the minimized X-ray structure as our initial configuration. The system is then equilibrated for 50 ps at a somewhat higher temperature of 350 K, followed by a linear cooling from 350 to 50 K over the next 500 ps. The final structures were then minimized by conjugate gradient as before. The RESPA parameter set adopted was the same as above with the exception of r,, which was increased to 10 8, due to the higher temperature.
The results for five such simulations are presented in Table 3 .
The average final total energy for the these simulations is -14269.59 f 35.02 kJ/mol, which is considerably lower than for the cases employing the more rapid cooling schedule. However, the most striking result of this study is that there does not seem to be a correlation between low final energies and low rmsd values. In fact, the structure with the lowest energy has the highest Ca rmsd deviation from the minimized X-ray structure. In order to better understand this result, we first A. Here ID identifies the structure, rmsd is the @: rmsd from the minimized X-ray structure, RG is the radius of gyration in angstroms, @SA is the surface area dependent solvation energy, @vdW is the van der Waals energy, is the electrostatic Coulombic energy, @ ,
is the electrostatic solute-solvent polarization energy, QteS is the total electrostatic energy (including solvation), and @ is the total AMBER*/GB potential energy. All energies are in kJ/mol. ID identifies the structure, rmsd is the Ca rmsd from the minimized X-ray structure, is the electrostatic Coulombic energy, @,,,,I is the electrostatic solute-solvent polarization energy, @,e, is the total electrostatic energy (including solvation), and Q, is the total potential energy. All energies are in kJ/mol. a ID identifies the structure, rmsd is the Ca rmsd from the minimized X-ray structure, Q,HB is the explicit 10-12 hydrogen-bonding energy, and Q, is the total potential energy. All energies are in kJ/mol. recalculate the electrostatic polarization component of the solvation energies using a more accurate numerical method for determining the Born radii, as opposed to the analytic approximation given by eq 5 1. The results are given in Table 4 .
Although the results are somewhat affected, it is still the case that the structure with the lowest energy has the highest rmsd. In Figure 1 we compare this minimum energy structure with that of the minimized X-ray structure. In Figure 2 we include the structure with the lowest rmsd for comparison. It is interesting to note the distortion in the secondary structure of the minimum energy configuration, suggesting perhaps a problem with the hydrogen-bonding treatment. In order to investigate this further, we recalculated the energies using the AMBER* explicit 10-12 hydrogen-bonding treatment, as opposed to that of ref 18 . Table 5 gives the resulting hydrogenbonding energies and total energies. However, upon examining the results, we see that here too we find that the structure with the highest rmsd has the lowest energy. We next consider calculating the energies of the same structures using the OPLS*3*12 force field. The results are presented in Table 6 . It is interesting to see that in this case the structure with the lowest energy also has the lowest rmsd to the minimized X-ray structure. Additionally, we plot the total energy vs rmsd in Figure 3 . It would appear that, at least for these five structures considered, there does exist a correlation between lower energies and lower rmsd values. Finding this a somewhat peculiar result, that the structures are ranked so differently by the two force fields, in Table 7 we plot the relative energy differences, for each term in the potential, between structure 4 and structure 5 calculated using both the OPLS* and the AMBER* parametrization. In the AMBER* case, the implicit hydrogen-bonding potential was used. Numerically "ID identifies the structure, rmsd is the Cn rmsd from the minimized X-ray structure, RG is the radius of gyration in angstroms, @SA is the surface area dependent solvation energy, @vdW is the van der Waals energy, @ e x is the electrostatic Coulombic energy, is the electrostatic solute-solvent polarization energy, @tes is the total electrostatic energy (including solvation), and Q, is the total potential energy. All energies are in kJ/mol. determined Born radii were used for both calculations. The results indicate that the largest difference between the energy Having found such a large discrepancy Uetween the predictions of the two force fields we decided to perform simulated annealing experiments using the OPLS* force field parameters. In Table 8 results are presented for the minimum rmsd structure (structure 6) and the minimum energy structure (structure 7) obtained. Structure 6 (Figure 4) was found using the same annealing schedule as above, whereas structure 7 ( Figure 5 ) was obtained by annealing from an initial temperature of 500 K to a final temperature of 50 K over 1000 ps. The results indicate that the OPLS*/GB force field also leads to low-energy structures with high rmsd values. In Table 9 we compare the relative energy differences between structure 6 and structure 7 " ID identifies the structure, rmsd is the @: rmsd from the minimized X-ray structure, RG is the radius of gyration in angstroms, apt is the proper torsional energy, @SA is the surface area dependent solvation energy, @vdW is the van der Waals energy, @ e x is the electrostatic Coulombic energy, @p~ is the electrostatic solute-solvent polarization energy, and @ is the total potential energy. All energies are in kJ/mol. using both the OPLS* and the AMBER* force fields. In this case we again see that the two structures are ranked oppositely by the two force field parametrizations. Here the largest differences can be found in the electrostatic, solvent polarization, and van der Waals terms. Although the previous results certainly merit further investigation, they do draw attention to the importance of developing reliable potentials and to how sensitively the results of a given simulation may be tied to the particular model employed. Furthermore, the results suggest it is possible that the potentials used in this study are not of sufficient accuracy to distinguish the native protein structure. It should, however, be pointed out that the structures obtained are most likely those corresponding to local energy minima, and it is possible that the global
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minimum structure is indeed more native-like. It is also noted that, ideally, comparisons between structures should be done on the basis of free energy differences as opposed to potential energy differences, and it is not yet known how this would affect the results in this work. Lastly, we mention that although the generalized Born solvation model was used in these studies, in future work we plan to use a potentially more accurate PoissonBoltzman-based continuum model. This should enable us to determine the accuracy of the generalized Born model and to explore the question of whether the ranking of the structures changes upon the use of the more accurate solvation model.
Given that our main objective in these studies was simply to test the multiple-time-step algorithm's performance against those of other stafidard methods and to determine whether it might all important terms imply that at least one of these potentials (and quite possibly both) must be quantitatively incorrect. In future work, we intend to study additional potentials (e.g. CHARMm), solvation models, and proteins to examine the generality of the preliminary results described above. Ultimately, this type of calculation may be used to validate a new generation of protein force fields.
be useful as a tool in the investigation of protein structures by enhancing our ability to perform longer simulations, we find these initial studies to be encouraging. We mention that some of the above simulations took as long as 3-4 days of real time on a reasonably loaded IBM RS6000 workstation. The time needed to perform the same simulations with the standard leapfrog-based algorithm is estimated to be on the order of 60-80 days, thereby demonstrating what can be gained by using such a method. However, in order to more fully establish whether the method is truly useful, one should perform many more such tests as those above, and on a variety of systems.
Conclusion
It is now generally believed that the three-dimensional structure or native state of a protein is given by the configuration that minimizes the free energy of the system. If we are to assume that a unique native state exists, the problem is then reduced to one of global optimization, the free energy being the associated cost function. However, due to the complexity of the free energy problem, in practice one often resorts to attempting to minimize the systems potential energy. In this paper we have presented an efficient method for performing simulated annealing on atomic level protein structures as a means of generating low-energy configurations. This method, which is based upon a Trotter factorization of the Liouville propagator, was found to be significantly more efficient than that of standard methods when applied to simulated annealing computer experiments upon CTF in a continuum solvent. Additionally, we explored the use of slower annealing schedules using the RESPA-based method and found that lower energies were obtained. Low-energy structures with large rms deviations from the minimized X-ray structure were found, thereby suggesting the possibility that the potentials employed in this work may not be of sufficient accuracy to distinguish the native protein structure. In particular, the unraveling of secondary structure that we observe suggests that the treatment of hydrogen bonding in both the AMBER* and OPLS* potentials may be problematic. Because there are a large number of terms in the potential functions, including the GB solvation model, which is not strictly a part of the AMBER* or OPLS* models, it is not possible to definitely identify any one term in the AMBER* and OPLS* potentials as incorrect. However, the large discrepancies in the relative conformational energies of virtually
