We give polynomial time algorithms for the seminal results of Kahn [18, 19] , who showed that the Goldberg-Seymour and List-Coloring conjectures for (list-)edge coloring multigraphs hold asymptotically. Kahn's arguments are based on the probabilistic method and are non-constructive. Our key insight is to show that the main result of Achlioptas, Iliopoulos and Kolmogorov [2] for analyzing local search algorithms can be used to make constructive applications of a powerful version of the so-called Lopsided Lovász Local Lemma. In particular, we use it to design algorithms that exploit the fact that correlations in the probability spaces on matchings used by Kahn decay with distance.
Introduction
In graph edge coloring one is given a (multi)graph G(V, E) and the goal is to find an assignment of one of q colors to each edge e ∈ E so that no pair of adjacent edges share the same color. The chromatic index, χ e (G), of G is the smallest integer q for which this is possible. In the more general list-edge coloring problem, a list of q allowed colors is specified for each edge. A graph is q-list-edge colorable if it has a listcoloring no matter how the lists are assigned to each edge. The list chromatic index, χ ℓ e (G), is the smallest q for which G is q-list-edge colorable.
Edge coloring is one of the most fundamental and well-studied coloring problems with various applications in computer science (e.g., [6, 11, 17, 18, 19, 29, 31, 33, 34, 35, 37] ). To give just one representative example, if edges represent data packets then an edge coloring with q colors specifies a schedule for exchanging the packets directly and without node contention. In this paper we are interested in designing algorithms for efficiently edge coloring and list-edge coloring multigraphs. To formally describe our results, we need some notation.
For a multigraph G let M(G) denote the set of matchings of G. A fractional edge coloring is a set {M 1 , . . . , M ℓ } of matchings and corresponding positive real weights {w 1 , . . . , w ℓ }, such that the sum of the weights of the matchings containing each edge is one. I.e., ∀e ∈ E, M i :e∈M i w i = 1. A fractional edge coloring is a fractional edge c-coloring if M ∈M(G) w M = c. The fractional chromatic index of G, denoted by χ * e (G), is the minimum c such that G has a fractional edge c-coloring. Let ∆ = ∆(G) be the maximum degree of G and define Γ := max H⊆V,|H|≥2
|E(H)|
⌊|H|/2⌋ . Both of these quantities are obvious lower bounds for the chromatic index and it is known [8] that χ * e (G) = max(∆, Γ). Furthermore, Padberg and Rao [30] show that the fractional chromatic index of a multigraph, and indeed an optimal fractional edge coloring, can be computed in polynomial time.
A famous and long-standing conjecture by Goldberg and Seymour states that every multigraph G satisfies χ e (G) ≤ max (∆ + 1, ⌈χ * e (G)⌉). In a seminal paper [18] , Kahn showed that the Goldberg-Seymour conjecture holds asymptotically: Theorem 1.1 ( [18] ). For multigraphs G, χ e (G) ≤ (1 + o(1))χ * e (G).
(Here o(1) denotes a term that tends to zero as χ e (G) → ∞.) He later [19] proved the analogous result for list-edge coloring, establishing that the List Coloring Conjecture, which asserts that χ ℓ e (G) = χ e (G) for any multigraph G, also holds asymptotically: Theorem 1.2 ( [19] ). For multigraphs G, χ ℓ e (G) ≤ (1 + o(1))χ * e (G).
The proofs of Kahn use the probabilistic method and are not constructive. The main contribution of this paper is to provide polynomial time algorithms for the above results, as follows: (1))χ * e (G) colors for each edge, constructs a q-list-edge coloring of G with probability at least 1 − Iliopoulos and Kolmogorov in [2] . We start by showing that there is a connection between this criterion and the version of the Lopsided LLL used by Kahn, in the sense that the former can be seen as the constructive counterpart of the latter. However, this observation by itself is not sufficient, since the result of [2] is a tool for analyzing a given stochastic local search algorithm. Thus, we are still left with the task of designing the algorithm before using it. Nonetheless, this connection provides valuable intuition on how to realize this task. Moreover, we believe it is of independent interest as it provides an explanation for the success of various algorithms (such as [24] ) inspired by the techniques of Moser and Tardos, which were not tied to a known form of the LLL.
To get a feeling for the nature of our algorithms it is helpful to have some intuition for the criterion of [2] . There, the input is the algorithm to be analyzed and a probability measure µ over the state space of the algorithm. The goal of the algorithm is to reach a state that avoids a family of bad subsets of the space which we call flaws. It does this by focusing on a flaw that is currently present at each step, and taking a (possibly randomized) action to address it. At a high level, the role of the measure is to gauge how efficiently the algorithm rids the state of flaws, by quantifying the trade-off between the probability that a flaw is present at some inner state of the execution of the algorithm and the number of other flaws each flaw can possibly introduce when the algorithm addresses it. In particular, the quality of the convergence criterion is affected by the compatibility between the measure and the algorithm.
Roughly, the states of our algorithm will be matchings in a multigraph (corresponding to color classes) and the goal will be to construct matchings that avoid certain flaws. To that end, our algorithm will locally modify each flawed matching by (re)sampling matchings in subgraphs of G according to distributions induced by the hard-core distributions used in Kahn's proof. The fact that correlations decay with distance in these distributions allows us to prove that, while the changes are local, and hence not many new flaws are introduced at each step, the compatibility of our algorithms with these hard-core distributions is high enough to allow us to successfully apply the criterion of [2] .
Organization of the Paper
In Section 2 we present the necessary background. In Section 3 we show a useful connection between the version of the Lopsided LLL used by Kahn and the algorithmic LLL criterion of [2] . In Section 4 we present the proof of Theorem 1.3. In Section 5, we sketch the proof of Theorem 1.2 and then prove Theorem 1.4.
Background and Preliminaries

The Lopsided Lovász Local Lemma
Erdős and Spencer [10] noted that independence in the LLL can be replaced by positive correlation, yielding the original version of what is known as the Lopsided LLL. More sophisticated versions of the Lopsided LLL have also been established in [5, 7] . Below we state the Lopsided LLL in one of its most powerful forms.
Theorem 2.1 (General Lopsided LLL). Let (Ω, µ) be a probability space and B = {B 1 , B 2 , . . . , B m } be a set of m (bad) events.
then the probability that none of the events in B occurs is at least
, is often called a lopsidependency digraph.
An Algorithmic LLL Criterion
Let Ω be a discrete state space, and let F = {f 1 , f 2 , . . . , f m } be a collection of subsets (which we call flaws) of Ω such that i∈[m] f i = Ω * . Our goal is to find a state σ ∈ Ω \ Ω * ; we refer to such states as flawless.
For a state σ, we denote by U (σ) = {j ∈ [m] s.t. f j ∋ σ} the set of flaws present in σ. We consider local search algorithms working on Ω which, in each flawed state σ ∈ Ω * , choose a flaw f i in U (σ) and randomly move to a nearby state in an effort to fix f i . We will assume that, for every flaw f i and every state σ ∈ f i , there is a non-empty set of actions a(i, σ) ⊆ Ω such that addressing flaw f i in state σ amounts to selecting the next state τ from a(i, σ) according to some probability distribution ρ i (σ, τ ). Note that potentially a(i, σ) ∩ f i = ∅, i.e., addressing a flaw does not necessarily imply removing it. We sometimes write σ i − → τ to denote that the algorithm addresses flaw f i at σ and moves to τ . Throughout the paper we consider Markovian algorithms that start from a state σ ∈ Ω picked from an initial distribution θ, and then repeatedly pick a flaw that is present in the current state and address it. The algorithm always terminates when it encounters a flawless state.
Definition 2.2 (Causality). We say that flaw
We write Γ(i) for the set of out-neighbors of i in this graph.
Throughout this paper we consider only algorithms with the property that f i causes f j if and only if f j causes f i . We will thus view the causality graph as an undirected graph. We also write i ∼ j to denote that j ∈ Γ(i) (or equivalently, i ∈ Γ(j)).
For a given probability measure µ supported on the state space Ω, and for each flaw f i , we define the charge
In Section 3 we give the intuition behind the definition of charges and also draw a connection with the parameters µ i in Theorem 2.1. We are now ready to state the main result of [2] . 
for some ǫ ∈ (0, 1), then the algorithm reaches a flawless object within (T 0 + s)/ǫ steps with probability at least 1 − 2 −s , where
We also describe another theorem that can be used to show convergence in a polynomial number of steps, even when the number of flaws is super-polynomial, assuming the algorithm has a nice property which we describe below.
, is commutative with respect to a causality relation ∼ if for every i, j ∈ [m] such that i ≁ j we have
We note that Definition 2.5 was introduced in [3] , as a generalization of the combinatorial definition of commutativity introduced in [22] . While the latter would suffice for our purposes, we choose to work with Definition 2.5 due to its compactness. (1 − x j ) , the expected number of steps performed by A is at most
, and for any parameter λ ≥ 1, A terminates within λt resamplings with probability 1 − e −λ .
Following Theorem 3.2 in [14] , the proof of Theorem 2.6 is identical to the analogous result of Hauepler, Saha and Srinivasan [12] for the Moser-Tardos algorithm and hence we omit it.
Hard-Core Distributions on Matchings
A probability distribution ν on the matchings of a multigraph G is hard-core if it is obtained by associating to each edge e a positive real λ(e) (called the activity of e) so that the probability of any matching M is proportional to e∈M λ(e). Thus, recalling that M(G) denotes the set of matchings of G, and setting
The characterization of the matching polytope due to Edmonds [8] and a result of Lee [23] (which was also shown independently by Rabinovich et al. [32] ) imply the following connection between fractional edge colorings and hard-core probability distributions on matchings. Before describing it, we need a definition.
For any probability distribution ν on the matchings of a multigraph G, we refer to the probability that a particular edge e is in the random matching as the marginal of ν at e. We write (ν e 1 , . . . , ν e |E(G)| ) for the collection of marginals of ν at all the edges e i ∈ E(G). Kahn and Kayll [20] proved that the probability distribution promised by Theorem 2.7 is endowed with very useful approximate stochastic independence properties. Definition 2.8. Suppose we choose a random matching M from some probability distribution. We say that an event Q is t-distant from a vertex v if Q is completely determined by the choice of all matching edges at distance at least t from v. We say that Q is t-distant from an edge e if it is t-distant from both endpoints of e. (b) for every ǫ ∈ (0, 1), if we choose a matching M according to ν then, for any edge e and event Q which is t-distant from e,
We conclude this subsection with the result of Jerrum and Sinclair [15] for sampling from hard-core distributions on matchings. The algorithm works by simulating a rapidly mixing Markov chain on matchings, whose stationary distribution is the desired hard-core distribution ν, and outputting the final state. 
Causality, Lopsidependency and Approximate Resampling Oracles
In this section we show a connection between Theorem 2.1 and Theorem 2.4. While this section is not essential to the proof of our main results, it does provide useful intuition since it implies the following natural approach to making applications of the Lopsided LLL algorithmic: We start designing a local search algorithm for addressing the flaws that correspond to bad events by considering the family of probability distributions {ρ i (σ, ·)} i∈[m],σ∈f i whose supports induce a causality graph that coincides with the lopsidependency graph of the Lopsided LLL application of interest. This is typically an automated task. The key to successful implementation is our ability to make the way in which the algorithm addresses flaws sufficiently compatible with the underlying probability measure µ. To make this precise, we first recall an algorithmic interpretation of the notion of charges defined in (2) .
As shown in [2] , the charge γ i captures the compatibility between the actions of the algorithm for addressing flaw f i and the measure µ. To see this, consider the probability, ν i (τ ), of ending up in state τ after (i) sampling a state σ ∈ f i according to µ, and then (ii) addressing f i at σ. Define the distortion associated with f i as
i.e., the maximum possible inflation of a state probability incurred by addressing f i (relative to its probability under µ, and averaged over the initiating state σ ∈ f i according to µ). Now observe from (2) that
An algorithm for which d i = 1 is called a resampling oracle [13] for f i , and notice that it perfectly removes the conditional of the addressed flaw. However, designing resampling oracles for sophisticated measures can be impossible by local search. This is because small, but non-vanishing, correlations can travel arbitrarily far in Ω. Thus, allowing for some distortion can be very helpful, especially in cases where correlations decay with distance. [3] for details.
Theorem 3.1 below shows that Theorem 2.4 is the algorithmic counterpart of Theorem 2.1.
Theorem 3.1. Given a family of flaws F = {f 1 , . . . , f m } over a state space Ω, an algorithm A with causality graph C with neighborhoods Γ(·), and a measure µ over Ω, then for each S ⊆ F \ Γ(i) we have
where the γ i are the charges of the algorithm as defined in (2) .
where the second equality holds because each ρ i (σ, ·) is a probability distribution and the third by the definition of causality and the fact that S ⊆ F \ Γ(i). Now notice that changing the order of summation in (7) gives
In words, Theorem 3.1 shows that causality graph C is a lopsidependency graph with respect to measure µ with b i = γ i for all i ∈ [m]. Thus, when designing an algorithm for an application of Theorem 2.1 using Theorem 3.1, we have to make sure that the induced causality graph coincides with the lopsidependency graph, and that the measure distortion induced when addressing flaw f i is sufficiently small so that the resulting charge γ i is bounded above by b i .
Edge Coloring Multigraphs: Proof of Theorem 1.3
We follow the exposition of the proof of Kahn in [26] . The key to the proof of Theorem 1.3 is the following lemma.
time with probability at least 1 − 1 n c , for any constant c > 0. Using the algorithm of Lemma 4.1 recursively, for every ǫ > 0 we can efficiently find an edge coloring of G using at most (1+ǫ)χ * e +χ 0 colors as follows. First, we compute χ * e (G) using the algorithm of Padberg and Rao. If χ * e ≥ χ 0 , then we apply Lemma 4.1 to get a multigraph
colors. Using one extra color for each one of the N matchings promised by Lemma 4.1, we can then complete the coloring of G, proving the claim. In the base case where χ * e (G) < χ 0 , we color G greedily using 2∆ − 1 colors. The fact that 2∆ − 1 ≤ 2χ * e − 1 < χ * e + χ 0 concludes the proof of Theorem 1.3 since the number of recursive calls is at most n.
The Algorithm
Observe that we only need to prove Lemma 4.1 for ǫ < 1 10 since, clearly, if it holds for ǫ then it holds for all ǫ ′ > ǫ. So we fix ǫ ∈ (0, 0.1) and let c * = χ * e − (1 + ǫ) −1 N . Our goal will be to delete N matchings from G to get a multigraph G ′ which has fractional chromatic index at most c * .
to be the degree of v in G σ . We now define the following flaws. For every vertex v ∈ V (G) let
For every connected subgraph H of G with an odd number of vertices, let
The following lemma states that it suffices to find a flawless state.
Lemma 4.2 ([18]
). Any flawless state σ satisfies χ * e (G σ ) ≤ c * . Proof. Edmonds' characterization [8] of the matching polytope implies that the chromatic index of G σ is less than c * if Moreover, any odd subgraph H can be split into a connected component H ′ with an odd number of vertices, and a subgraph F with an even number of vertices. Thus, in the absence of f v flaws, it suffices to prove condition 2 for connected H. Again by summing degrees, we see that if no f v flaw is present, then condition 2 can fail only for H with fewer than ∆ (ǫ/4)N vertices, concluding the proof.
To describe an efficient algorithm for finding flawless states we need to (i) determine the initial distribution of the algorithm and show that is efficiently samplable; (ii) show how to address each flaw efficiently; (iii) show that the expected number of steps of the algorithm is polynomial; and finally (iv) show that we can search for flaws in polynomial time, so that each step is efficiently implementable.
The initial distribution. Let δ = ǫ 4 and apply Theorem 2.9. Let ν be the promised hard-core probability distribution, λ = {λ(e)} the vector of activities associated with it, and K the corresponding constant. Note that the activities λ(e) defining ν are not readily available. However, the next lemma says that we can efficiently compute a set of activities that gives an arbitrarily good approximation to the desired distribution ν. Proof. Lemma 4. 3 is a straightforward corollary of the main results of Singh and Vishnoi [36] and Jerrum and Sinclair [15] . Briefly, the main result of [36] states that finding a distribution that apprxoximates ν can be seen as the solution of a max-entropy distribution estimation problem which can be efficiently solved given a "generalized counting oracle" for ν. The latter is provided by [15] .
For a parameter η > 0 and a distribution p, we say that we η-approximately sample from p to express that we sample from a distributionp such that p −p TV ≤ η. Set η = 1 n C , where C is a sufficiently large constant to be specified later, and let ν ′ be the distribution promised by Lemma 4.3 . The initial distribution of our algorithm, θ, is obtained by η-approximately sampling N random matchings (independently) from ν ′ . Observe that θ − µ TV ≤ 2ηN , where µ denotes the probability distribution over Ω induced by taking N independent samples from ν.
Addressing flaws. For an integer d > 0 and a connected subgraph H let S <d (H) be the set of vertices within distance strictly less than d of a vertex u ∈ V (H).
We consider the procedure RESAMPLE below which takes as input a connected subgraph H, a state σ and a positive integer d ≤ n, and which will be used to address flaws.
Let E i,≥d be the set of edges of M i that do not belong to the multigraph induced by S <d+1 (H) 5: Let E i,=d be the set of edges of M i whose both endpoints are in distance exactly d from H
6:
Let V i,d be the set of vertices of S <d+1 (H) that belong to edges in E i,≥d ∪ E i,=d 7:
Let p be the hard-core distribution induced by {λ ′ (e)} e∈E(G i,<d+1 ) .
9:
η-approximately sample a matching M from p 10:
Notice that Theorem 2.10 implies that procedure RESAMPLE (H, σ, d) terminates in poly(n, ln
To address f v , f H at state σ, we invoke procedures RESAMPLE ({v}, σ, t) and RESAMPLE (H, σ, t), respectively.
Searching for flaws. Notice that we can compute c * in polynomial time using the algorithm of Padberg and Rao [30] . Therefore, given a state σ ∈ Ω and c * , we can search for flaws of the form f v in polynomial time. However, the flaws of the form f H are potentially exponentially many, so a brute-force search does not suffice for our purposes.
Fortunately, the result of Padberg and Rao essentially provides a polynomial time oracle for this problem as well. Recall Edmonds' characterization used in the proof of Lemma 4.2. The constraints over odd subgraphs H are called matching constraints. Recall further that in the proof of Lemma 4.2 we showed that, in the absence of f v -flaws, the only matching constraints that could possibly be violated correspond to f H flaws. On the other hand, the oracle of Padberg and Rao, given as input ( 1 c , . . . , 1 c ) and a multigraph G, can decide in polynomial time whether G has a fractional c-coloring or return a violated matching constraint. Hence, if our algorithm prioritizes f v flaws over f H flaws, this oracle can be used to detect the latter in polynomial time.
Proof of Lemma 4.1
We are left to show that the expected number of steps of the algorithm is polynomial and that each step can be executed in polynomial time. To that end, we will show that both of these statements are true assuming that the initial distribution θ is µ instead of approximately µ, and that in Lines 8, 9 of the procedure RESAMPLE(H, σ, d) we perfectly sample from the hard-core probability distribution induced by activities {λ(e)} e∈E(G i,<d (H)) instead of η-approximately sampling from p. Observe that, since we will prove that in this case the expected running time of the ideal algorithm is polynomial, we can maximally couple the approximate and ideal distributions, and then take the constant C in the definition of the approximation parameter η to be sufficiently large. The latter implies that the probability that the coupling will fail during the execution of the algorithm is negligible (i.e., at most 1 n c ), establishing that the algorithm converges even if we use approximate distributions.
For
For each flaw f v we define the causality neighborhood Γ(f v ) = S * t+2 (v) and for each flaw f H we define Γ(f H ) = S * t+2 (H), where t is as defined in the previous subsection. Notice that this is a valid choice because flaw f v can only cause flaws in S * t+1 (v) and flaw f H can only cause flaws in S * t+1 (H). The reason why we choose these neighborhoods to be larger than seemingly necessary is because, as we will see, with respect to this causality graph our algorithm is commutative, allowing us to apply Theorem 2.6. 
which is true for large enough ∆ according to Lemma 4.4 . Notice further that the causality graph induced by ∼ can be partitioned into n cliques, one for each vertex of G, with potentially further edges between them. Indeed, flaws indexed by subgraphs that contain a certain vertex of G form a clique in the causality graph. Combining Lemma 4.5 with the latter observation, we are able to apply Theorem 2.6 which implies that our algorithm terminates after an expected number of at most O max σ∈Ω
(This is because we assume that θ = µ per our discussion above.)
This completes the proof of Lemma 4.1 and hence, as explained at the beginning of Section 4, Theorem 1.3 follows. It remains, however, to go back and prove Lemmas 4.4 and 4.5, which we do in the next two subsections.
Proof of Lemma 4.4
In this section we prove Lemma 4.4. Given a state σ = (M 1 , . . . , M N ) , a subgraph H, and d > 0 let
is also a matching of G. [15] . We introduce this equivalent definition of M i d+1 (H, σ) here because it will be convenient in defining events with respect to the probability space induced by µ.
Proof of part (a).
We will need the following key lemma, which was essentially proved in [18] . Its proof can be found in Appendix A. Recall that µ is the distribution over Ω induced by taking N independent samples from ν. 
We show the proof of part (a) of Lemma 4.4 only for the case of f v -flaws, as the proof for f H -flaws is very similar. Specifically, our goal will be to prove that
Lemma 4.6 then concludes the proof.
N . Define the set X v = {x ∈ {0, 1} N : x = x v (σ) for some σ ∈ f v } and notice that the latter observation implies that σ ∈ f v iff x v (σ) ∈ X v . (In other words, the elements of X v induce a partition of f v .) Hence, for a fixed state τ ∈ Ω and a random sample σ from µ, we have
since µ corresponds to N independent samples from ν. Recall that ν is associated with a set of activities {λ(e)} e∈E . Thus, for any vector x ∈ X v , we obtain
where recall that M i t+1 (v, τ ) denotes the set of matchings of G <t+1 (v) that are compatible with Q i v (t, τ ). To get (11) we used the form of λ(M ) to cancel the contributions of edges in Q i v (t, τ ). We will use (10) and (11) to prove that, for σ distributed according to µ, and any state τ ∈ Ω,
According to the definition of γ fv , maximizing (12) over τ ∈ Ω yields (9) and completes the proof.
To compute the sum on the left-hand side of (12) we need to determine the set of states In v (τ ) ⊆ f v for which ρ fv (ω, τ ) > 0. To do this, recall that given as input a
, "locally" around v. In particular, observe that the support of the distribution for updating M i is exactly the set M i t+1 (v, ω) and, hence, it has to be that
and state ω ∈ In v (τ ). This also implies that, for every such ω,
Recall now that we have assumed that the hard-core distribution in Lines 8, 9 of RESAMPLE (v, ω, t) is induced by the ideal vector of activities λ. In particular, we have
since Q i v (t, ω) = Q i v (t, τ ), which combined with (13) yields
Finally, recall that X v = {x ∈ [0, 1] N : x = x v (ω) for some ω ∈ f v }, and specifically that ω ∈ f v iff
To get (16) we used (15) . For (17) we used the fact that Ω is the product space M(G) N , so that the choices per matching are independent, while for (18) we used the definition of x v,i (ω).
Combining (18) with (10) and (11) establishes (12), concluding the proof.
Proof of part (b).
To see part (b) of Lemma 4.4, first notice that every set S <t+2 (v) has at most ∆ t+2 elements. Moreover, the fact that 
Proof of Lemma 4.5
Fix
To prove that the matrices A f , A g commute, we need to show that for every such pair
To that end, let H f , H g be the subgraphs (which may consist only of a single vertex) associated with flaws f and g, respectively. Since f ≁ g we have that min u∈V (H f ),v∈V (Hg ) dist(u, v) ≥ t + 2, where dist(u, v) denotes the length of the shortest path between u and v. Notice that this implies that
Consider a pair of transitions σ 1
The facts that procedure RESAMPLE (σ, f, t) only modifies the input set of matchings locally within S <t+1 (H f ), that ρ g (τ, σ 2 ) > 0, and that
Notice now that the probability distribution
Hence, (i) and (ii) imply that the probability distribution ρ g (σ 1 , ·) is well defined and, in addition, there exists a natural bijection b g between the action set a(g, τ ) and the action set a(g, σ 1 ) so that ρ g (τ, τ ′ ) = ρ g (σ 1 , b g (τ ′ )) for every τ ′ ∈ a(g, τ ). This is because both distributions are implemented by sampling from the set of matchings of the same multigraph, according to the same probability distribution. Now let τ ′ = b g (σ 2 ). A symmetric argument implies that τ ′ ∈ f and that there exists a natural bijection b f between a(f, σ 1 ) and a(f, τ ′ ) so that ρ f (σ 1 , σ) = ρ f (τ ′ , b f (σ)) for every σ ∈ a(f, σ 1 ). In particular, notice that σ 2 = b f (τ ) and that
Overall, what we have shown is a bijective mapping that sends any pair of transitions σ 1
and which satisfies (20) . This establishes (19) , concluding the proof.
5 List-Edge Coloring Multigraphs: Proof of Theorem 1.4
In this section we review the proof of Theorem 1.2 and then prove its constructive version, Theorem 1.4.
A High Level Sketch of the Existential Proof
As we explained in the introduction, the non-constructive proof of Theorem 1.2 is a sophisticated version of the semi-random method and proceeds by partially coloring the edges of the multigraph in iterations, until at some point the coloring can be completed greedily. (More accurately, the method establishes the existence of such a sequence of desirable partial colorings.) We will follow the exposition in [26] . In each iteration, we have a list L e of acceptable colors for each edge e. We assume that each L e originally has C colors for some C ≥ (1 + ǫ)χ * e (G), where ǫ > 0 is an arbitrarily small constant. For each color i, we let G i be the subgraph of G formed by the edges for which i is acceptable. Since
. Thus, Theorem 2.9 implies that we can find a hard-core distribution on the matchings of G i with marginals ( for all e, where K = K(ǫ) is a constant.
In each iteration, we will use the same activity vector λ i to generate the random matchings assigned to color i. Of course, in each iteration we restrict our attention to the subgraph of G i obtained by deleting the set E * of edges colored (with any color) in previous iterations, and the endpoints of the set of edges E * i colored i in previous iterations. (Thus, although we use the same activity vector for each color in each iteration, the induced hard-core distributions may vary significantly.) Further, we will make sure that our distributions have the property that for each edge e, the expected number of matchings containing e is very close to 1.
We apply the Lopsided LLL in the following probability space. For each color i, we choose a matching M i ∈ G i from the corresponding distribution, with these choices made independently. Next, we activate each edge in M i independently with probability α := 1 log ∆(G) ; we assign colors only to activated edges in order to ensure that very few edges are assigned more than one color. We then update the multigraph by deleting the colored edges, and update the lists L e by deleting any color assigned to an edge incident to e. We give a more detailed description below.
Notice that our argument needs to ensure that (i) at the beginning of each iteration the induced hard-core distributions are such that, for each uncolored edge e, the expected number of random matchings containing e is very close to 1; and (ii) after some number of iterations, we can complete the coloring greedily.
As far as the latter condition is concerned, notice that if (i) holds throughout then, in each iteration, the probability that an edge retains a color remains close to the activation probability α. This allows us to prove that the maximum degree in the uncolored multigraph drops by a factor of about 1 − α in each iteration. Hence, after log 1 1−α 3K iterations, the maximum degree in the uncolored multigraph will be less than ∆ 2K . Furthermore, for each e and i, the probability that e is in the random matching of color i is at most λ i (e) ≤ An Iteration.
1.
For each color i, pick a matching M i according to a hard-core probability distribution µ i on M(G i ) with activities λ i such that for some constant K:
2. For each i, activate each edge of M i independently with probability α = 1 log ∆(G) , to obtain a matching F i . We color the edges of F i with color i and delete V (F i ) from G i . We also delete from G i every edge not in M i which is in F j for some j = i. We do not delete edges of
(Note that this may result in edges receiving more than one color, which is not a problem since we can always pick one of them arbitrarily at the end of the iterative procedure.) 3. Note that the expected number of edges that are both colored and removed from G i in Step 2 is less than α|E(G i )| because, although the expected number of colors retained by an edge is very close to α, some edges may be assigned more than one color. As is standard in this kind of proof, we will perform an equalizing coin flip for each edge e of G i so that the probability that e is both colored and removed from G i in either
Step 2 or Step 3 is exactly α.
The outcome of an iteration is defined to be the choices of matchings, activations, and equalizing coin flips. Let Q = Q ℓ denote the random variable that equals the outcome of the ℓ-th iteration. (In what follows, we will focus on a specific iteration ℓ and so we will omit the subscript.)
For each edge e = (u, v), we define a bad event A e as follows. Let G ′ i be the multigraph obtained after carrying out the modifications to G i in Steps 2 and 3 of the above iteration. Let t ′ = 8(K + 1) 2 (log ∆) 20 + 2 and recall the definition of S <t ′ (H) for subgraph H. Let Z i be a random matching in G ′ i ∩ S <t ′ ({u, v}) sampled from the hard-core probability distribution induced by activity vector λ i . Let A e be the event that
To get some intuition behind the definition of event A e , let M ′ i be a random matching in G ′ i chosen according to the hard-core distribution with activities λ i . Since correlations decay with distance, one can show that Pr(e ∈ M ′ i | Q) is within a factor of 1 + 1 (log ∆) 20 of Pr(e ∈ Z i | Q). Thus, according to (21) , avoiding bad event A e implies that i Pr(e ∈ M ′ i ) ≈ i Pr(e ∈ M i ) ≈ 1, which is what is required in order to maintain property (i) at the beginning of the next iteration. In particular, it is straightforward to see that avoiding all bad events {A e } e∈E(G) guarantees that
for sufficiently large ∆, which is what we really need. The reason we consider Z i and not M ′ i is that events defined with respect to the former are mildly negatively correlated with most other bad events, making it possible to apply the Lopsided LLL.
Further, for each vertex v we define A v to be the event that the proportion of edges incident to v which are colored in the iteration is less than α − 1 (log ∆) 4 . It can be formally shown that, if we avoid all bad events, then (i) holds, i.e., at the beginning of the next iteration we can choose new probability distributions so that for each uncolored edge e we maintain the property that the expected number of random matchings containing e is very close to 1, and, moreover, after log 1 1−α 3K iterations we can complete the coloring greedily. Proving Theorems 5.1, 5.2 is the heart of the proof of Theorem 1.2. The most difficult part is proving that for any x ∈ V ∪ E the probability of event A x is very close to 0 conditioned on any choice of outcomes for distant events. (This is needed in order to apply the Lopsided LLL.) Below we state the key lemma that is proven in [19] , and which we will also use in the analysis of our algorithm.
Recall the definition of t ′ and let t = (t ′ ) 2 . For a subgraph H, we let R H be the random outcome of our iteration in G − S <t (H), i.e., R H consists of i (M i − S <t (H)), together with the choices of the activated edges in G − S <t (H) which determine the i (F i − S <t (H)), and the outcomes of the equalizing coin flips for edges in this subgraph.
Lemma 5.3 ([19]).
For every x ∈ E ∪ V and possible choice R * x for R x , there exists ∆ 0 such that if
. In the next sections we will focus on providing an efficient algorithm for Theorem 5.1 which, combined with Theorem 5.2, will imply the proof of Theorem 1.4.
As a final remark, we note that detecting whether bad events {A e } e∈E(G) are present in a state is not a tractable task since it entails the exact computation of edge marginals of hardcore distributions over matchings. In order to overcome this obstacle, we will define flaws {f e } e∈E(G) whose absence provides somewhat weaker guarantees than ridding of bad events {A e } e∈E(G) , but nonetheless implies (22) for every edge. To decide whether flaw a f e is present in a state, we will we use the results of [15] to estimate the corresponding edge marginals of random variables M i and Z i for every color i. Note that since we will only perform an approximation, there is the possibility to deduce that f e is not present while in reality it is. However, our approximation will be tight enough so that, even in this case, (22) will still hold for every edge. We give the details forthwith.
The Algorithm
Let U denote the set of uncolored edges and N = | e∈U L e | , the cardinality of the set of colors that appear in the list of available colors of some uncolored edge. For a color i ∈ [N ], recall that G i denotes the subgraph of uncolored edges that contain i in their list of available colors. Finally, let E i = |E(G i )|.
Define
We consider an arbitrary but fixed ordering over U , so that each state σ ∈ Ω can be represented as σ = ((M 1 , a 1 , h 1 ) , . . . , (M N , a N , h N ) ), where M i , a i , h i are the matching, activation and equalizing coin flip vectors, respectively, that correspond to color i, so that edge e is activated in G i if a i (e) = 1 and is marked to be removed if h i (e) = 1.
Recall that for color i we choose a matching according to probability distribution µ i and we define Eq i (e) to be the probability of success of the equalizing coin flip that corresponds to edge e and color i. Note that, given access to the marginals of µ i , the value of Eq i (e) can be computed efficiently. (Of course, we will have only (arbitrarily good) estimates of the marginals of µ i , but as in the proof of Theorem 1.3, this suffices for our purposes.)
We let µ be the probability distribution over Ω that is induced by the product of the µ i 's, activation flips, and equalizing coin flips for each color i. In other words, µ is the probability distribution over Ω induced by the iteration.
The initial distribution. Recall that each edge e initially has a list L e of size at least (1 + ǫ)χ * e (G). As we have already seen in Lemma 4.3, the results of [15, 36] imply that for every color i and parameter η > 0, there exists a poly(n, ln 1 η , ln 1 ǫ )-algorithm that computes a vector λ ′ i such that the induced hard-core distribution η-approximates in variation distance the hard-core distribution induced by vector λ i . Setting η = 1 n β for β sufficiently large, let µ ′ be the distribution obtained in an identical way to µ but using vectors λ ′ i instead of vectors λ i . The initial distribution θ of our algorithm is obtained by η-approximately sampling from µ ′ . Theorem 2.10 implies that this can be done in polynomial time.
Finding and addressing flaws. We define a flaw f v for each bad event A v . Moreover, for each edge e we define flaw f e to be the set of states σ ∈ Ω such that
We fix an arbitrary ordering π over V ∪E. In each step, the algorithm finds the lowest indexed flaw according to π that is present in the current state and addresses it. Clearly, checking if vertex-flaws A v are present in the current state can be done efficiently.
For edge indexed flaws, we use the results of [15] to approximate the edge marginals of the corresponding distributions within a factor (1 + η) with probability at least 1 − η, in time poly(n, ln 1 η )). Recalling that η = 1 n β and taking β to be a sufficient large constant, we can subsume this error probability into the probability that our algorithm fails.
Moreover, since, as we have already mentioned, Pr(e ∈ M ′ i | σ) is within a factor 1 + 1 (log ∆) 20 of Pr(e ∈ Z i | σ), for ∆ and β sufficiently large, deducing that flaw f e is not present in a state σ using our estimates for the edge marginals implies that (22) holds for edge e at state σ. In other words, if our algorithm decides that it has fixed every flaw, we are guaranteed that (22) holds for its output, even if some flaws are in fact still present.
In the opposite direction, there is the possibility that our algorithm decides that a flaw f e is present while in reality it is not. In particular, there is a danger that, due to approximation errors, our algorithm effectively attempts to get rid of supersets f e ⊇ f e of the original flaws we defined and, as a result, fails to converge efficiently. Nonetheless, using Lemma 5.3 , together with the facts that our approximations can be made arbitrarily accurate and that A e ⊆ f e for all e ∈ E, we can still conclude that µ( f e | R e = R * e ) ≤ ∆ −3(t+t ′ +2) .
Summarizing, we may and will assume without loss of generality that we are able to accurately and efficiently search for edge-flaws f e , and that their probability with respect to measure µ is bounded above by ∆ −3(t+t ′ +2) conditional on any instantiation of R e .
Recall the definition of t and the procedure RESAMPLE described in Section 4.1. Below we describe procedure FIX that takes as input a subgraph H and a state σ. In the description of FIX below we invoke procedure RESAMPLE with an extra parameter, namely an activity vector λ ′ i for each color i. By that we mean that in Lines 8, 9 of RESAMPLE we use the vector λ ′ i to define p.
4:
Update a i to a ′ i by activating independently each edge in G i ∩ S <t+1 (H) with probability α
6:
Update h i to h ′ i by flipping the corresponding equalizing coin for each edge in
Theorem 2.10 implies that procedure FIX runs in polynomial time for any input subgraph H and state σ. To address flaws f v , f {u 1 ,u 2 } in a state σ we invoke FIX({v}, σ) and FIX({u 1 , u 2 }, σ) , respectively.
Proof of Theorem 1.4
Similarly to the proof of Theorem 1.3, for our analysis we will assume that our algorithm samples from the "ideal" distributions, i.e., the ones induced by the vectors λ i , rather than by the approximate ones λ ′
i . An identical argument shows that this is sufficient if we take the exponent β in the definition of η to be large enough.
For two flaws f x 1 , f x 2 , where x 1 , x 2 ∈ V ∪ E, we consider the causality relation f x 1 ∼ f x 2 iff dist(x 1 , x 2 ) ≤ t + t ′ + 2. By inspecting procedure FIX it is not hard to verify that this is a valid choice for a causality graph in the sense that no flaw f can cause flaws outside Γ(f ). This is because, in order to determine whether a flaw f x is present in a state σ, we only need information about σ in G ∩ S <t ′ (x), and procedure FIX locally modifies the state within a radius at most t of the input subgraph H.
The algorithmic proof of Theorem 5.1, which as we explained earlier is the key ingredient in making Kahn's result constructive, follows almost immediately by combining Theorem 2.4 with Lemma 5.4 below, whose proof can be found in Section 5.4. 
Clearly, for each flaw f , |Γ(f )| = O(∆ 2(t+t ′ +2) ) so, by Lemma 5.4, condition (24) is satisfied for all sufficiently large ∆. Thus, Theorem 2.4 implies that, for every multigraph with large enough degree ∆ 0 , the algorithm for each iteration terminates after an expected number
steps.
Finally, the proof of Theorem 1.4 is concluded by combining the algorithm for Theorem 5.1 with the greedy algorithm of Theorem 5.2. It remains only for us to prove Lemma 5.4 stated above. This we do in the next subsection.
Proof of Lemma 5.4
Let
, 1} E i and note that each state in σ ∈ Ω can be represented as σ = (σ 1 , σ 2 , σ 3 ) ∈ Ω 1 × Ω 2 × Ω 3 . For notational convenience, sometimes we write
. Let ν 1 be the distribution over Ω 1 induced by the product of distributions µ i , i ∈ [N ]. Let also ν 2 , ν 3 be the distributions over Ω 2 and Ω 3 induced by the product of activation and equalizing coin flips of each color i ∈ [N ], respectively. Recall that µ = ν 1 × ν 2 × ν 3 is a product distribution. Moreover, note that each ν j , is the product of N distributions ν i j , one for each color i ∈ [N ]. For example, notice that ν i 1 is another name for µ i , while ν i 2 is the product measure over the edges of G i induced by flipping a coin with probability α for each edge.
, similarly to the proof of Lemma 4.4. Moreover, for σ 2 ∈ Ω 2 that represents the outcome of the activations, we let A H (d, σ 2 ) denote the restriction of σ 2 in M i − S <d (H), for each color i ∈ [N ]. In the same fashion, for σ 3 ∈ Ω 3 that represents the outcome of the equalizing coin flips, we let
Our goal will be to show that, for every x ∈ V ∪ E,
where σ is a random state distributed according to µ. This is because combining (25) with Lemma 5.3 concludes the proof. We only prove (25) for f e -flaws, since the proof for f v flaws is very similar (and we have actually seen a big part of it in the proof of Lemma 4.4) . Observe that whether flaw f e is present at a state σ is determined by
) and the entries of the activation and equalizing flip vectors of each color i ∈ [N ] that correspond to edges in G i ∩S <t ′ (e). With that in mind, for each color i let M i (t ′ , e) = M i ∩E(G i ∩S <t ′ (e)) and a i (t ′ , e), h i (t ′ , e) denote the (random) vectors constraining the entries of the activation and equalizing coin flip vectors for color i that correspond to the edges of G i ∩S <t ′ (e). Let also D i (t ′ , e) denote the domain of possible values of (M i (t ′ , e), a i (t ′ , e), h i (t ′ , e)).
The fact that we can determine whether f e is present in a state by examining local information around e implies that there exists a set X e = X e (t ′ ) of vectors of size N such that the i-th entry of a vector x ∈ X e is an element of D i (t ′ , e), and so that f e = x∈Xe i∈ [N ] M i (t ′ , e), a i (t ′ , e), h i (t ′ , e) = x i .
For a state σ ∈ Ω, let x σ e be the N -dimensional vector whose i-th entry is (M i (t ′ , e), a i (t ′ , e), h i (t ′ , e)). According to (26) , for τ ∈ Ω we have µ(σ ∈ f e | R e (t, σ) = R e (t, τ )) = x∈Xe N i=1 µ(x σ e,i = x i | R e (t, σ) = R e (t, τ )) ,
since the random choices of matching, activation, and equalizing coin flips for each color are independent. For an N -dimensional vector x whose i-th entry is an element of D i (t ′ , e), we write x i (j) to denote the j-th element of triple x i . Thus, recalling the definition of the distributions ν i j , we have µ(x σ e,i = x i | R e (t, σ) = R e (t, τ )) = 
because, for a fixed color, the random choices of matching, activation and equalizing coin flips are independent.
Recall now that for a subgraph H, multigraph G <d+1 (H) is induced by S <d+1 (H) and M i d+1 (H, σ) is the set of matchings of G <d+1 (H) that are compatible with Q i H (d, σ 1 ). Hence, 
Moreover, we clearly have ν i 2 (x σ e,i (2) = x i (2) | R e (t, σ) = R e (t, τ )) = ν i 2 (a i (t ′ , e) = x i (2)) , 
We will use (27) - (31) to show that, for σ distributed according to µ and any state τ ∈ Ω, ω∈fe µ(ω) µ(τ ) ρ fe (ω, τ ) = µ(σ ∈ f e | R e (t, σ) = R e (t, τ )) .
According to the definition of γ fe , maximizing (32) over τ ∈ Ω yields (25) .
To compute the sum in (32) we need to determine the set of states In e (τ ) = {ω : ρ fe (ω, τ ) > 0}. We claim that for each ω ∈ In e (τ ) we have that R e (t, ω) = R e (t, τ ).
To see this, let ω = (ω 1 , ω 2 , ω 3 ) = (ω where ω j , τ j ∈ Ω j and ω i j , τ i j ∈ Ω i j . Notice that the probability distribution ρ fe (ω, ·) can be seen as the product of 3N distributions. Namely, for each i ∈ [N ] we have a probability distribution ρ fe (ω i 1 , ·) is M i t+1 (e, ω 1 ) and, thus, it must be the case that Q i e (t, ω 1 ) = Q i e (t, τ 1 ) for every i ∈ [N ] and state ω ∈ In e (τ ). Similarly, by inspecting procedure FIX one can verify that A i e (t, ω 2 ) = A i e (t, τ 2 ) and that C i e (t, ω 3 ) = C i e (t, τ 3 ) for each i ∈ [N ]. Hence, R e (t, ω) = R e (t, τ ), as claimed.
For each ω ∈ f e , µ(ω) µ(τ ) ρ fe (ω, τ ) = 
We will now give an alternative expression for each r i,j (ω) in order to relate (33) to (32) . We start with r i,1 (ω). The fact that Q i e (t, ω 1 ) = Q i e (t, τ 1 ) for each ω ∈ In e (τ ) implies that
.
Finally, an identical argument shows that r i,3 (ω) = ν i 3 (h i (t ′ , e) = x ω e,i (2))
For x ∈ X e , let Ω e,x = {ω : x ω e = x}. For σ distributed according to µ, the left-hand side of (32) can be written as 
= µ(σ ∈ f e | R e (t, σ) = R e (t, τ )) ,
concluding the proof of (32) . Note that (41) follows from the fact that Ω is a product space, and (42) follows by (29) and (36) for j = 1, (30) and (39) for j = 2, and (31) and (40) for j = 3.
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