Abstract: Modern pantograph current collectors for high-speed trains are mechatronic systems that are increasingly equipped with active control to maximize their dynamic performance. To realize a high-quality contact, decrease wear, and increase speed, it is necessary to use high-fidelity co-simulation and hardware-in-the-loop (HiL) testing tools, as well as modern model-based control (MBC) concepts. In all these areas, efficient, real-time-capable and accurate models of the pantograph dynamics are required. This paper proposes two different real-time-capable nonlinear pantograph models based on the local model network (LMN) methodology, intended for utilization in co-simulation and control design. They are identifiable by measurement data and applicable for different pantograph geometries. The proposed model structures attain significant improvements in accuracy compared to classical models via global linearization, and they are highly computationally efficient.
INTRODUCTION
One key issue for making rail transport faster is the design of the railway's current collector (pantograph) and the associated control scheme. This design problem is approached by recognizing the pantograph as a mechatronic system, where control represents an integral part. With the motivation to paving the way for the application of model-based control schemes, efficient models are required, which determine the quality of the control task. Knowing the pantograph's dynamic behaviour and being able to efficiently describe its interaction with the catenary's contact wire allows advanced high-speed operation especially relevant for passenger transport. The required high-speed pantographs have to ensure small contact force variations (prevent heavy wear, danger of arcing), have to be highly reliable (safety, certification) and have to guarantee long life cycles (maintenance costs). One significant design challenge is to foresee and optimize the highly complex interaction dynamics between the high-speed traveling rail car's pantograph and the stationary catenary. The co-simulation of the pantograph-catenary system addresses this problem field, and relies on models of the interacting nonlinear dynamic systems. The pantograph models proposed here consider the nonlinear geometry of the pantograph and material damping, while friction effects inside the system are neglected. Most works in literature disregard the nonlinearity of the pantograph for the co-simulation and consider only global linear surrogate models, i.e. one-, two-or three-mass oscillators (see Matvejevs and Matvejevs (2010) , Benet et al. (2007) , Bruni et al. (2012) and Kia et al. (2010) ). Other approaches formulate pantograph multi-body systems in combination with a finite element model of the catenary (see Rauter et al. (2007) ) resulting in highly accurate, but not real-time capable simulations. The main advantage in utilizing real-time capable models is the possible implementation of model-based control (MBC) schemes for pantograph contact force control, and it enables efficient simulations. Furthermore this approach helps to implement the co-simulation of the pantographcatenary system on a hardware-in-the-loop (HIL) test bed (see e.g. Facchinetti and Bruni (2012) or Schirrer and Jakubek (2015) ), reducing the need of laborious and expensive track tests. This paper introduces two different pantograph model structures which incorporate nonlinear dynamics by utilizing local model networks (LMN). In comparison to existing globally linearized approaches these models provide increased accuracy over the whole operating range while preserving real-time capability. The main contributions of this paper are:
• Analysis of the nonlinear pantograph dynamic behaviour.
• Application of local model networks (LMN) in statespace configuration to the pantograph modeling problem, implementing a one-dimensional partition space (operating height).
• Modeling approach using mechanical surrogate models, referred to as "semi-physical" LMN: Identification using parameter optimization of parameters of the local linear models (LLMs) based on mechanical surrogate models (three-mass-oscillators). This ap- proach exploits expert knowledge and enables physical interpretation.
• Modeling approach using subspace identification, referred to as "canonical" LMN: Data-driven identification using LLMs based on modal canonical form state-space systems derived by subspace identification (N4SID, van Overschee and de Moor (1992) ). This approach delivers high-accuracy pantograph LMNs.
• Optimal partitioning of the LLMs by utilization of the ν gap metric method from Zames and El-Sakkary (1980) .
The presented pantograph LMNs were derived by a modelon-model identification scheme, see Fig. 1 . A nonlinear white-box pantograph (WBP) model introduced in Aschauer (2014) represents the reference model, where the pantograph's nonlinear geometry and its material damping are taken into account. Measurement runs on the test bed introduced in Schirrer and Jakubek (2015) where utilized to determine the white-box model parameters.
The content of this paper is structured as follows: In Section 2 a discussion on pantograph modeling is given, leading to the methodology of the introduced nonlinear identification schemes in Section 3. Section 4 presents simulation and analytical results achieved by the two pantograph LMNs. Section 5 deals with evaluation and further discussion of the obtained models.
PANTOGRAPH MODELING
The nonlinear pantograph reference model introduced in Aschauer (2014) solves the associated implicit equations of motion analytically, formulated as a second-order ODE problem and therefore is referred to as white box model. From Aschauer (2014) the total kinetic energy T and the potential energy V read
where y Si describe the vertical positions of the four rods' center of mass. Three resonant frequencies can be determined which vary depending on the operating position of the pantograph. Correspondingly it can be shown, that the pole positions of systems linearized in different operating points (global linear models) also follow trajectories inside the unit circle (always stable). It is noted that the dynamic behaviour of the pantograph changes according to its operating height.
Compared to the WBP model, the modeling approaches proposed in Section 3 neglect the movement of the pantograph orthogonal to the operating height.
Further examinations of the WBP model reveal that the operating height cannot be deduced from the value of the contact force F p , see Fig. 4 . Furthermore, a proportional correlation between the contact force and the pneumatic actuator torque can be seen. According to the obtained expert knowledge that the operating height η contains the relevant information regarding the nonlinear behaviour of the pantograph, this signal is chosen as the one-dimensional partition space of the pantograph LMNs.
With the contact position defined as a system input, the proposed pantograph LMNs represent static models (no internal or external dynamics approach for the LMN modeling, compare e.g. Nelles (2001)).
APPLIED NONLINEAR IDENTIFICATION METHODOLOGY
This paper proposes two different pantograph models as linear model networks (LMN) in state-space configuration. This type of model structure is also referred to as neurofuzzy model, combining the neural network methodology with fuzzy logic, see e.g. Nelles (2001) . It consists of a rule premise and rule consequent which determine, depending on the underlying fuzzy system (e.g. TakagiSugeno), the mapping of the inputs to the outputs. This modeling approach (compare Murray-Smith and Johansen (1997), Nelles (2001) and Verhaegen and Verdult (2007) ) comprises the following problem fields:
• Decomposition Method: Decomposition of the global nonlinear problem into linear sub-problems (local linear models, LLM).
• Structure: Determination of the local linear neurofuzzy network structure by specifying the validity functions (membership functions, MSF) and the parametrized state-space systems of the local linear models.
• Identification: Determination and/or optimization of the (validity functions') nonlinear and (the local linear models') linear parameters from expert knowledge and/or data.
• Blending Method: Method of how to generate a global output of the local linear neuro-fuzzy network, by blending of the outputs or the parameters of the local linear models.
The decomposition is executed by employing an operating regime partitioning of the distinguished input variable contact position. For the pantograph modeling task (onedimensional partition space), the nonlinear parameters of the according Gaussian validity functions (membership functions, MSF) are fully determined by expert knowledge (not as a result of optimization), see Fig. 5 for an illustration. The definition of the validity functions Φ i is given by (Nelles, 2001, page 343, eq. (13.4) ) as with M the number of LLMs and time step k. The activation functions µ i (z(k)) = µ i (η(k)) are chosen as normalized Gaussians and are explicitly given by
where center i (center coordinates) and spread i (standard deviations) are the nonlinear parameters of the according weighting function µ i , and k σ represents a tuning parameter.
The structure of the LMN is obtained by utilizing fully determined Gaussian MSFs as validity functions and MIMO discrete-time state-space systems inside the local linear models (LLMs). Two approaches regarding the configuration of the state-space systems are proposed here, namely
• a MIMO discrete-time state-space model based on a mechanical surrogate model with parameters that provide some physical interpretability, and • a MIMO discrete-time state-space model in innovation form based on the Kalman-filter problem (transformed to modal canonical form), received by the numerical algorithm for subspace identification (N4SID) as stated in van Overschee and de Moor (1992).
The surrogate model, designed as a three-mass oscillator (with the mass nearest to the contact wire parametrized identical to the linear sub-model of the WBP model's collector head), was chosen because of its convenient physical interpretability (e.g. provides semi-physical states). The parameters are positioned in the according state-space matrices derived from the oscillator's equations of motion and identified by an output error (OE) optimization method. The state-space system including affine terms for offset correction of the LLMs is then formulated as
Disregarding the affine terms (in x 0 , u 0 and y 0 ), the parameter vector of a single LLM can be written as
The utilized cost function for the output-error optimization problem (min θ J ) can be formulated as
Here the weighting factors Q i expressed as the mean of the standard deviations of the respective type of signals with i = p ... positions, v ... velocities, f ... forces and Q Fp is an additional weight for the contact force. Subsequently the whole "semi-physical" LMN with all LLMs and the employed blending method can be identified (global identification, using "whole-range" data sets). The identification of the parameters turns out to be a tedious task due to the danger of reaching local optima and overfitting, requiring expert knowledge.
The model based on state-space matrices provided by a subspace identification method (N4SID) was chosen to exploit the high efficiency of subspace methods to obtain state-space systems directly from data by incorporating it into the local linear neuro-fuzzy structure. The subspace algorithm (Matlab function n4sid()) determines the state-space matrices by solving several linear algebra problems (singular value decomposition, RQ-factorization, linear least squares problem). In this paper, this task was executed without a disturbance model nor an estimation of the initial state. The result is a similarity-transformed modal state-space representation without affine terms as
where the notation A T indicates similarity transformed matrices.
The identification of the state-space systems of the LLMs is done locally (local identification, using "operatingpoint" data sets), requiring low-pass filtering (LPF) of the input (partition) signal.
The surrogate model based approach leads to a "light gray" box model, resulting in higher interpretability, more estimation robustness, but less performance compared to the subspace ID based approach, which can be understood as a "dark gray" box model.
Remark:
The possibility to use "whole-range" data sets for a global identification of the surrogate based LMN is also seen as a strength of this approach. Therefore the transient dynamic behaviour of the underlying system can be considered during the identification task, while local identification will solely take the stationary dynamic behaviour ("operating-point" data sets) into account.
Two methods of blending can be used to generate the LMN's global output:
• Output Blending: The global output is obtained by blending the state-space system outputs of the Fig. 6 . Illustration of the LMN structure utilizing output blending, "canonical" local linear models (LLM). Fig. 7 . Illustration of the LMN structure utilizing parameter blending, "semi-physical" local linear models.
individual LLMs utilizing membership functions evaluated in each time step (see Figure 6 ). This is the common method for blending in linear model networks, henceŷ
• Parameter Blending: This method blends the state-space matrices of the individual LLMs using the according membership functions. Because all LLMs state-space matrices are structured identical with fixed positioning of the parameters, an interpolated state-space system is determined in every time step. Its output represents the global output, see Figure 7 . For the system matrix this reads
withB,C andD and the affine term vectors obtained in the same way. Fig. 8 shows the validation scheme for the pantograph LMN models and the WBP reference model (whereȳ represents the mean value of the reference data y). Two kinds of data sets were used for the numeric studies, namely
NUMERIC STUDIES
• the operating-point (OP) data sets (excitation around a specified OP) and • the whole-range (WR) data sets (excitation over the whole operating range).
input data set contact position η actuator torque Mpa
100 % for n samples Fig. 8 . Validation scheme for the identification of the pantograph LMN models.
The contact force signal fit of all examined pantograph models (linearized WBP model, pantograph LMNs) to the nonlinear WBP reference model (corresponds to 100 [%] ) is compared and illustrated by several box plots, see Fig. 9 . These results were obtained using several "wholerange" data sets validation. The leftmost three box plots show the fit of the WBP model, linearized around different operating points (M11, M12, M13). These results show the performance of the conventional state-of-the art solution to the real-time capable pantograph modeling task (global linear model). The middle three box plots represent the resulting fit of the "semi-physical" LMN for different training and validation data sets (M21, M22, M23). Finally the rightmost three box plots reveal the fit for the "canonical" LMN (M31, M32, M33). The remaining single box plot (M41) documents the results of an attempt where a manually determined transformation matrix was used to manipulate the modal form state-space matrices of the "canonical" LMN. This additional effort (not directly automatable) was accepted with the expectation of making the LLMs compatible (similar directions of the Eigenvectors) enabling the use of the parameter blending method for the subspace ID based LMNs.
It can be concluded that the nonlinear pantograph LMN models deliver improved accuracy over the whole operating range compared to the linearized WBP models.
Remark: It would be possible to implement several linearized WBP models into a LMN structure which is expected to deliver performance results comparable in accuracy to those achieved with the "semi-physical" LMN. However, in practice a white-box model will not be at hand, but measurement data is typically available. This paper's intention was to provide efficient methods to determine a real-time capable pantograph model based on measurement data, incorporating nonlinear behaviour.
The values collected in Tab. 1 confronting the computational effort of the examined models were achieved on a conventional personal computer. It is expected that realtime capability can be maintained for a micro-processor implementation. The real-time factor (RTF) obtained by has to be smaller than one to ensure real-time capable computation.
The discrete Fourier analysis results of the signals received by the identified pantograph LMNs indicate that the highest resonant mode around 23 [Hz] shown in Fig. 3 is hard to detect. The resonant frequency around 12 [Hz] is mapped satisfyingly by the "canonical" LMN but not by the "semi-physical" LMN based on the three-massoscillator, see Fig. 10 . The circles represent the peaks of the DFT analysis from reference data, the crosses those of the LMN model data. When comparing the pole positioning of the three examined real-time capable pantograph models (linearized WBP model and pantograph LMNs) it can be obtained, that one mode of the "semi-physical" LMN has degenerated from a conjugate complex pole pair to real poles, see Fig. 11 .
One way for determining the optimal placement of the centers of the LLMs is the ν gap metric method as proposed in Zames and El-Sakkary (1980) . The basic idea is that any controller that stabilizes the system LLM i (i.e. linearized WBP model) will sufficiently stabilize system LLM i+1 if the ν gap ∈ [0, 1] value is small. Furthermore the closedloop gains of the two closed-loop systems will be similar.
As an example the optimal partitioning for 4 LLMs using linearizations of the WBP model is shown in Table 2 .
Remark: An evaluation of the partitioning of the identified pantograph LMNs via the ν gap metric a posteriori is possible.
Stability considerations regarding the pantograph LMNs are discussed in Maier (2015) .
CONCLUSION
This paper presents a model-based study of an existing nonlinear white-box pantograph (WBP) model (from Aschauer (2014)). The main contribution is the application of the linear model network (LMN) structure in statespace configuration to the nonlinear pantograph modeling problem. Two different real-time capable pantograph models, utilizable for pantograph-catenary co-simulation and control design are proposed. The local linear models' state-space systems are in one approach based on a mechanical surrogate model ("semi-physical" LMN), enabling physical interpretation. In another approach the statespace matrices are derived by a subspace identification method ("canonical" LMN) in canonical representation. These pantograph models utilize different LMN blending methods but with an identical one-dimensional partition space (operating height). Furthermore, the "semiphysical" LMN is trained globally while the "canonical" LMN is trained locally. It is shown that both models deliver higher accuracy in modeling the contact force signal which is relevant for utilization in a pantograph-catenary co-simulation.
From a methodical point of view, this approach on the modeling problem is applicable to similar mechanical problems, where a one-dimensional partion space is sufficient to cover the nonlinear behaviour of the examined system. From an application point of view it can be stated that both models show great potential of improving the accuracy of real-time-based pantograph-catenary cosimulations, although this claim can only be ultimately validated using real pantograph measurement data. The "semi-physical" LMN model can be utilized to compare different pantograph geometries.
