When the variance is known, a level 1 − α confidence interval of specified width 2h > 0 for the mean of a normal distribution requires a sample of size at least (1 + c 2 )η 0 is an approximately minimax choice for the initial sample size. The formulation is, in fact, more general and includes point estimation with equivariant loss as well as interval estimation.
Introduction
Stein's (1945) two-stage procedure for setting a confidence interval of prescribed width 2h > 0 and confidence 1 − α for the mean of a normal distribution may be described as follows: Let X 1 , X 2 , · · · be independent normal variables with unknown mean µ and variance σ 2 ; and letX n and S 2 n denote the sample mean and variance of X 1 , · · · , X n , so that nX n = X 1 + · · · + X n and (n−1)S 2 n = (X 1 −X n ) 2 +· · · +(X n −X n ) 2 . First take an initial sample of size m ≥ 2 and compute S 
where c is the upper 1 − α/2 quantile of the standard normal distribution.
Stein's procedure effectively estimates η by T m .
The present paper centers on the choice of m in Stein's procedure and related ones. The choice of m has to be subjective at some level, because there is no data when it is chosen. It is required here that the experimenter specify a prior expectation, σ 2 0 say, for σ 2 . That is, it is assumed that the experimenter has a prior distribution ξ for which
Equivalently, the experimenter must specify the prior expectation η 0 = c 2 σ 2 0 /h 2 for η. No other details of the prior are required.
Let Ξ 0 be the class of prior distributions for which (2) holds. Then a corollary to the main result asserts that
is an asymptotically minimax choice for m within the class Ξ 0 in the following sense:
= sup There has been continuing interest in two-stage procedures for estimating means since [7] , but few explicit recommendations for the initial sample size. On one hand there has been interest in asymptotic properties of two-stage procedures. Much of this work is described in [6] and does include some order of magnitude restrictions on the initial sample size. If a lower bound for σ is known, say σ ≥ σ * > 0, then m must be at least
2 * /h 2 and m * is suggested as an initial sample size. This remark can be useful when σ * h. See [5] for an example. There has also been some recent interest in Bayesian solutions, [3] , [4] and [8] , when the prior distribution can be specified completely. A special case of our main result appears in [12] , the case of point estimation with squared error loss, as described in the next section. For that case, it is shown that a statistician who can specify the prior distribution completely may be led to take a larger initial sample size than the minimax choice.
The proof of (4) requires finding an appropriate decision problem, one for which Stein's procedure is the (asymptotic minimax) solution. The decision problem is identified in Section 2. The main result is stated there, and (4) proved. Section 3 contains some preliminary lemmas. The first two of these, at least, are intuitive. The main result is then established in Section 4. The proof is substantially more involved that the special case in [12] , where simple explicit expressions were used extensively.
The Main Result
The proof of Stein's result uses the observation: If t = t(S 
where Φ denotes the standard normal distribution function. Using extensions of (5) to fully sequential procedures, Woodroofe [11] showed a close connection between the problem of setting a fixed width confidence interval and an optimal stopping problem in which the statistician must find a stopping time t with respect to S
, where
η is as in (1) with Φ(c) = 1 − α/2, and ϕ the standard normal density.
This connection is elaborated in the proof of Corollary 1 at the end of this section.
A similar form arises in point estimation. To see how, suppose that it is required to estimate µ with a loss of the form A|X n − µ| 2p for estimation error, where p > 0, and unit cost for each observation. Here A determines the importance of estimation error relative to the cost of sampling and is assumed to be large. If m ≥ 2, t = t(S 2 m ) ≥ m, and a sample of size t is taken then, as in (5), the expected loss plus sampling cost is
where γ p = 2 p Γ(
Observe that for both the interval and point estimation problems, K is of the form
where K 0 is a non-negative decreasing strictly convex function for which
is minimized when x = 1), and
where 0 < a, q < ∞. In the point estimation problem,
In the statement of the main result, the statistician must specify a pair δ = (m, t), where m ≥ 2 is an integer, the initial sample size, and t = t(S 2 m ) is a measurable integer valued function for which t ≥ m. The loss incurred when δ is used is taken to be ηK(t/η), where K and η are as in (6) and (7), and the risk is then
The function K 0 is required to be a twice continuously differentiable convex function for which
as x ↓ 0 for some > 0.
For a given σ 0 , let Ξ 0 be the class of prior distributions ξ for which
Further, let
0 , the prior expectation of η, and let δ a be the procedure defined by
and
Theorem 2.1. With the notation and assumptions of the previous two paragraphs,
as a → ∞.
The proof of Theorem 2.1) is presented in Section 4. The following corollary contains (4) as a special case. In its statement 0 < α < 1 and
Corollary 2.1. If δ h = (m h , t h ) are any procedures for which
for all µ and σ 2 , then
as h ↓ 0. Moreover, there is equality in (13) if m h is as in (3) and t h = T m h .
and, therefore,
for all ξ ∈ Ξ 0 . The inequality asserted in (13) now follows directly from the theorem, since q = 1 and K (1) = (1 + c 2 )/2 for interval estimation.
The equality asserted in the corollary follows from a direct calculation.
Clearly, T m ≤ c )η 0 + O( 1 m 2 h 2 ). Letting m = m h and combining the last two expressions now shows that there is equality in (13) when m h is as in (3) . ♦
Preliminary Lemmas
In the statements of lemmas below q is fixed,
where Γ denotes the gamma function. HereK α (x) is defined for all 0 < α, x < ∞, though possibly infinite. Properties ofK α are central to the proof.
In the proofs of the following Lemmas, use is made of Stirling's Formula,
as z → ∞. See, for example, [1] , p. 267. In particular, it follows from Stirling's Formula that
as α → ∞.
iii) In this case,K α is a twice continuously differentiable, strictly convex
uniformly in x on compact subintervals of (0, ∞) as α → ∞.
The first assertion follows directly. For ii) and iii), writē
The second assertion follows since g 
IfK α is finite, thenK α (x) attains its minimum at a unique value x α . As
Proof. Since (18) is clear whenK α ≡ ∞, it suffices to consider α for whichK α is finite. For such α, lim x→∞Kα (x) = ∞ and
so that the infimum cannot be attained as x ↓ 0 or x → ∞. That the infimum is attained at a unique point then follows from the strict convexity,
for all sufficiently large α for any > 0 and,
where the inequality uses K(x) ≥ K(1) and x α → 1. ♦ Let ξ α,β be the prior distribution for σ under which θ = 1/σ 2 has density g α,β . Also, write E α,β for unconditional expectation in the Bayesian model and E m α,β for conditional expectation given S 2 m , when σ has prior ξ α,β . Then
for α > 2q, and ξ ∈ Ξ 0 iff β = ν
Inverted gamma priors ξ α,β are conjugate to scaled chi-squared distributions, and
where
Lemma 3.3. If α > 2( + 1)q and x > 0, then
Proof. The proof depends on the simple relation
It follows thatη = aβ q /ν α−2q and
as asserted. ♦ Lemma 3.4. There is a constant C for which
for all u > 0, provided that m ≥ 2 and α + m − 1 ≥ 2q + 1.
Proof. Let Z m = β m /β. Then the marginal density of Z m is
2 α for all α > 2q and all z ≥ 1 for some constant C 0 . So,
for all α > 2q and z ≥ 1. The Lemma is an easy consequence of this and (15), since
Proof of the Main Result
It suffices to show that
The Upper Bound. Relation (21) is established first. With m a and t a as in (9) and (10), let a be so large that m a ≥ 2 q. Then it is clear from the monotonicity of K 0 that
So,
where y a = ν ma−1 /(m a − 1) q and, therefore,
The right side is easily analyized. From Stirling's Formula, y a = 1 +
by the continuity of K . This leaves
where the last step uses the definition (9) of m a . This establishes (21).
The Lower Bound. Let β = β a = a −2/q , and let α = α a be determined by β q /ν α−2q = σ 2q 0 . Then the inverted gamma priors ξ α,β are in Ξ 0 , β → 0, α ↓ 2q as a → ∞, and
for all m ≥ 2, 0 < < 1, and large a. It will be shown that 
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