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We present an extensive experimental and theoretical study on the low-temperature magnetic
properties of the monoclinic anhydrous alum compound BaMo(PO4)2. The magnetic susceptibility
reveals strong antiferromagnetic interactions θCW = −167 K and long-range magnetic order at
TN = 22 K, in agreement with a recent report. Powder neutron diffraction furthermore shows that
the order is collinear, with the moments near the ac plane. Neutron spectroscopy reveals a large
excitation gap ∆ = 15 meV in the low-temperature ordered phase, suggesting a much larger easy-
axis spin anisotropy than anticipated. However, the large anisotropy justifies the relatively high
ordered moment, Ne´el temperature, and collinear order observed experimentally, and is furthermore
reproduced in a first principles calculations using a new computational scheme. We therefore propose
BaMo(PO4)2 to host S = 1 antiferromagnetic chains with large easy-axis anisotropy, which has been
theoretically predicted to realize novel excitation continua.
I. INTRODUCTION
Low dimensionality, geometric frustration, and
anisotropic interactions are all aspects which pro-
mote novel quantum phenomena in magnetic sys-
tems. To give just a few examples, models like
the S = 1/2 kagome lattice antiferromagnet (low-
dimensional, frustrated)1, the Kitaev honeycomb model
(low-dimensional, anisotropic)2,3, and the pyrochlore lat-
tice antiferromagnet with exchange anisotropy (frus-
trated, anisotropic)4, support a range of exotic spin liquid
ground states, often with fractionalized quasi-particle ex-
citations. Theoretical interest in these models has driven
an extensive search for experimental realizations, and
more broadly, for new materials which contain the above
ingredients in new and unexpected combinations. In this
context, a nearly untapped source of candidate mate-
rials are the anhydrous alum family AB(CX4)2, where
A is an alkali metal cation, B can be a range of mag-
netic transition metal, lanthanide, or actinide cations,
and CX4 is a polyatomic anion like sulfate (SO4)
2− or
phosphate (PO4)
3−. Depending on the relative A and
B-site ionic radii, the anhydrous alums may crystallize
in either rhombohedral, trigonal, or monoclinic struc-
tures. In the monoclinic case, the B-site magnetic ions
form an anisotropic triangular lattice as illustrated in
Fig.1, whilst in the other two cases, an isotropic (equi-
lateral) triangular lattice is realised5. Given this, as well
as their chemical flexibility, a range of low-dimensional,
frustrated, and anisotropic models can potentially be re-
alized in the anhydrous alums.
Among the relatively few previously studied mono-
clinic anhydrous alums, most realize the one-dimensional
limit of the anisotropic triangular lattice model, i.e.
J > J ′ [Fig. 1]. For example, a recent investigation of
the S = 1/2 Heisenberg compound KTi(SO4)2 revealed a
ratio between the inter-chain and intra-chain exchanges
J ′/J < 0.157, while the magnetic structure of the clas-
sical system KFe(SO4)2 appears to be compatible with
J ′/J = 0.258. Due to the frustrated interchain couplings
in these materials, long range antiferromagnetic ordering
is strongly suppressed, with the ratio of the Curie-Weiss
constant to ordering temperature θCW /TN typically ex-
ceeding 10; indeed, KTi(SO4)2 does not appear to order
down to 50 mK despite a dominant antiferromagnetic ex-
change of J = 15 K, and exhibits fractionalized continua
of spinon excitations. These features highlight the po-
tential of the family to realize interesting magnetic phe-
nomena.
Because many monoclinic anhydrous alums are mag-
netically quasi one-dimensional, compounds with S = 1
are of particular interest; the S = 1 Heisenberg chain
model famously has a topologically ordered9,10 singlet
ground state with a Haldane gap to the first excited
triplet11. Both single- and multi-triplet excitations have
been observed above the gap using inelastic neutron
scattering on several materials12, such as CsNiCl3
13,
Ni(C2H8N2)2NO2ClO4
14, and AgVP2S6
15. These ex-
periments also highlight the role of terms beyond the
nearest-neighbor Heisenberg exchange; most notably, the
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2FIG. 1. (a) The crystal structure of BaMo(PO4)2 as observed
along the 〈111〉 direction. Here, Mo+4 is presented in pur-
ple, Ba2+ in yellow, and P5+ in green. (b) An illustration
of the anisotropic triangular arrangement of Mo4+ moments
and their suggested directions in the magnetic structure of
BaMo(PO4)2 based on the refinement of NPD data at 1.5 K
where the intra- (J) and inter-chain (J′) exchange interactions
are depicted in green and purple, respectively. The structure
was generated using the VESTA visualization software6.
combination of spin-orbit coupling and crystal electric
fields in the d2 or d8 electronic configurations which
give rise to S = 1 result in single-ion (3d, 4d and 5d
ions) or exchange (4d and 5d) anisotropies that split the
triplet excitations or even entirely suppress the Haldane
gap. The generalized model Hamiltonian containing both
single-ion and exchange anisotropy hosts three gapped
phases separated by quantum critical points, depending
on the type and relative magnitude of the anisotropy16;
in addition to the Haldane phase, a so-called large-D
state with Sz = 0 on each site is favoured for domi-
nant easy plane single-ion anisotropy, while a magneti-
cally ordered Ne´el phase results from easy-axis single-ion
anisotropy. Common to all of these states are the pres-
ence of excitation continua associated with the combina-
tion of quantum spins and low dimensionality; the large
D phase hosts continua which involve pairs of sites be-
ing excited from Sz = 0 to Sz = ±117, while the Ne´el
phase can be mapped onto an effective S = 1/2 model
with spinons carrying Szeff = ±1/2 and empty sites, or
holons, with Sz = 09,18.
The effect on this picture of a frustrating interchain
coupling, such as that resulting from the structure of
the anhydrous alums, is not well known, although stud-
ies on the S = 1 Heisenberg chain on the anisotropic
triangular lattice suggest that the Haldane gap is only
suppressed at J ′/J ∼ 0.419, as compared to J ′/J ∼ 0.04
for the unfrustrated case20. The magnetically ordered
state that results upon the suppression of the gap in the
frustrated (anisotropic triangular) case is expected to be
incommensurate along the chain direction, as observed
in the classical system KFe(SO4)2
8. We finally note that
in the fully frustrated triangular case, i.e. J ′ = J , the
presence of anisotropic exchange has been predicted to
lead to at least two different types of spin liquid state21.
The present study focuses on the monoclinic anhydrous
alum BaMo(PO4)2, where the Mo
4+ (d2) ions form a dis-
torted anisotropic triangular lattice of S = 1 spins. The
inclusion of a magnetic 4d cation means that anisotropic
terms, both single-ion and exchange, should be much
more prominent than in the 3d systems mentioned above.
Indeed, a previous experimental and theoretical study of
BaMo(PO4)2 indicates that the system orders at a rela-
tively high temperature TN = 21 K relative to the domi-
nant exchange of J ∼ 40 K, i.e θCW /TN ∼ 222,23. Since
the interchain coupling is estimated to be small ∼ 0.1J ,
well below the threshold to close the Haldane gap, and
because the magnetic structure is collinear, strong easy-
axis anisotropy is anticipated. However, the single-ion
anisotropy parameter predicted from previous electronic
structure calculations, D ∼ 0.1J , is also too small to
close the Haldane gap, leaving the ordering mechanism
in BaMo(PO4)2 an open question.
In this paper, we will show that the high magnetic
ordering temperature and collinear ordered structure of
BaMo(PO4)2 can in fact be explained by a strong single-
ion anisotropy. We will begin by reporting a new syn-
thetic route to powder samples with fewer paramagnetic
impurities and higher crystallinity than previous in Sec-
tion II. In Section III, we will discuss our magnetic sus-
ceptibility, specific heat, and neutron diffraction data,
making comparisons with previous results. Most notably,
our new samples exhibit a peak in specific heat where
none was seen before, and a larger Curie-Weiss constant
θ = −167 K. Then, in Section IV, we will provide evi-
dence for the strong easy-axis anistropy via inelastic neu-
tron scattering measurements of the spin excitation spec-
trum, which we find to exhibit a large anisotropy gap of
∆ = 15 meV and a narrow bandwidth of 5 meV. Lin-
ear spin wave fits to this data allow us to approach a
determination of the full anisotropic Hamiltonian of the
system; the best fit to the inelastic neutron scattering
data suggests either a moderate easy-plane or easy-axis
exchange anisotropy in addition to the strong single easy-
axis single-ion anisotropy. The experimental single-ion
anisotropy direction and magnitude are qualitatively re-
produced by improved electronic structure calculations,
3as discussed in Section V. The former, in particular, is
found to be exceptionally sensitive to the on-site Hund’s
coupling JH , justifying the incorrect ordered moment di-
rection found previously. We finally discuss the possibili-
ties for observing excitation continua in inelastic neutron
scattering studies in Section VI, before concluding in Sec-
tion VII.
II. EXPERIMENTAL METHODS
The preparation of the polycrystalline
BaMo(PO4)2 samples used in this study follows a
distinct procedure from the previously reported syn-
thetic routes22,24. Stoichiometric amounts of BaCO3
(Alfa Aesar 99.9%), MoO2 (Alfa Aesar 99.0%), and
(NH4)2HPO4 (Alfa Aesar 98+%) were intimately mixed
and heated for 12 hours in a tube furnace at 873 K under
vacuum. The reaction proceeded through a subsequent
heat treatment at 1173 K for 48 hours followed by a
final 72 hour heating stage at 1273 K.
DC magnetic susceptibility measurements were carried
out on a 52.7 mg sample using a Quantum Design MPMS
SQUID magnetometer. Data were collected using both
the zero-field-cooled (ZFC) and field-cooled (FC) proto-
cols under a 1000 Oe applied field and over a 2 - 300 K
temperature interval. Specific heat data were recorded
at zero field in the temperature range 2 - 300 K using the
thermal relaxation method on a Quantum Design PPMS.
The presence of BaMo(PO4)2 and minor MoO2 and
Ba2P2O7 impurities was confirmed using a Bruker D8
X-ray powder diffractometer with Cu Kα radiation.
Further structural characterization was performed us-
ing two neutron powder diffraction (NPD) instruments
at the ISIS Neutron and Muon Source, UK. The low-
temperature nuclear structure of BaMo(PO4)2 was first
verified using the time-of-flight (TOF) High-Resolution
Powder Diffractometer (HRPD)25; the experiment was
conducted on a 5 g sample in a flat plate vanadium-
windowed container and the measurement temperature
of 2 K was reached using a standard 4He cryostat. Data
collected from all three fixed angle detector banks (cen-
tered on 168◦, 90◦, and 30◦) were used to determine the
crystal structure. For the magnetic structural determi-
nation, additional NPD measurements were performed
using the long-wavelength WISH TOF diffractometer26.
Data were recorded on 10 fixed angle detector banks in
5 pairs at 1.5 K< TN and 30 K> TN using a 10 g sample
contained in a vanadium cylinder. The nuclear and mag-
netic structures were refined using the Rietveld method
with the GSAS27,28 and the FullProf29 software pack-
ages, respectively, with LeBail profile fitting being used
for the impurity phases. Finally, the dynamical structure
factor S(Q,∆E = ~ω) of BaMo(PO4)2 was measured us-
ing the same 10 g powder sample on the MERLIN direct
geometry TOF spectrometer, also at ISIS30. The sample
was placed in a closed-cycle refrigerator, and spectra were
collected using incident neutron energies of 50.4 meV, 19
FIG. 2. (a) Rietveld refinement of the BaMo(PO4)2 nuclear
structure according to data collected on the first bank of
HRPD at 2 K. Observed and calculated points are shown
in red and black, respectively, and their difference is shown in
blue. The allowed Bragg reflections for all the refined phases
are depicted in black (BaMo(PO4)2), purple (MoO2), green
(Al), and grey (Ba2P2O7) tick marks. The agreement with
the calculated pattern is good, with Rwp = 2.55%, χ
2 = 10.7.
(b): Rietveld refinement of the Ps1 magnetic structure using
1.5 K - 30 K subtracted data collected on the WISH instru-
ment. Observed data points are shown in red, the calculated
pattern in black, their difference in blue, and the magnetic
reflections are indicated with black tick marks.
meV and 10 meV at 5 K, 10 K, 20 K, 40K, and 60 K.
III. RESULTS
A. Nuclear Structure
The analysis of the high-resolution NPD data from the
HRPD instrument identified the monoclinic C2/m space
group as describing the structure of BaMo(PO4)2 at all
4measured temperatures. The lattice parameters at 2 K
are a = 8.1778(7) A˚, b = 5.2784(5) A˚, c = 7.8024(7)
A˚, and β = 94.858(1)◦, with the remaining refinement
[Fig. 2(a)] parameters reported in Table. I. The over-
all structural model is consistent with those reported in
Leclaire et al.24 and Hembacher et al.22. As depicted
in Fig. 1, the crystal structure consists of a quasi-two-
dimensional layered motif of [Mo(PO4)2]
2− sheets in the
ab plane, separated by Ba2+ cations in the c direction.
The most relevant magnetic superexchange pathways are
between intra-chain (J , 5.28 A˚, J2 in
22) and inter-chain
neighboring (J ′, 4.86 A˚, J1 in22) Mo4+ cations via the
bridging (PO4)
3− groups. These pathways run along the
〈010〉 and 〈110〉 directions, respectively (Fig. 1).
TABLE I. Crystallographic information as obtained from the
refinement of HRPD data at 2 K. The unit cell parameters
are a = 8.1778(7) A˚, b = 5.2784(5) A˚, c = 7.8024(7) A˚, and
β = 94.858(1)◦.
Atom x y z Uiso (A˚
2)
Ba 0 0 0 0.00400(38)
Mo 0 0 0.50000 0.00621(32)
P 0.13131(11) 0.50000 0.29140(11) 0.00426(28)
O1 0.02184(6) 0.26299(9) 0.31072(7) 0.00339(21)
O2 0.26456(9) 0.50000 0.43974(9) 0.00352(21)
O3 0.18737(10) 0.50000 0.11368(10) 0.00566(21)
B. Magnetic Susceptibility and Specific Heat
The temperature dependence of the molar mag-
netic susceptibility χm(T ) of BaMo(PO4)2 is shown in
Fig. 3(a). Within the temperature interval 200 to 300 K,
χm(T ) obeys the Curie-Weiss law χm(T ) = C/(T − θ) +
χ0, with a Curie constant C = 0.88(2) emu K mol
−1
and a large antiferromagnetic Weiss constant θCW =
−167.0(5) K. Both values are consistently considerably
higher than those reported in Hembacher et al.22 re-
gardless of the temperature fitting range used. This
could be relevant to the difference in sample quality
and preparation method. The resulting effective moment
µeff = 2.65(1)µB (g = 1.94) is close to the spin-only mo-
ment 2.83µB expected for S = 1. We also find a small
χ0 = −4.31(1)× 10−5 emu mol-1.
Upon cooling, a broad maximum characteristic of
short-range correlations is seen at Tmax = 55 K, followed
by an inflection point at TN = 22 K, associated with
magnetic long range order. While the latter feature is
consistent with the previous study22, we also find a pre-
viously unobserved anomaly in our specific heat data at
this temperature [Fig. 3(b) inset]. Both the presence of
this anomaly and the smaller magnitude of the paramag-
netic Curie tail in the low-temperature susceptibility are
indicative of the high quality of our sample.
Given that previous first-principles calculations in-
dicate that J and J ′ should be the leading mag-
netic exchanges in BaMo(PO4)2, and that the magnetic
FIG. 3. (a) Temperature dependence of the zero field cooled
DC molar magnetic susceptibility (black circles) collected in a
1000 Oe applied magnetic field. The Curie-Weiss fit shown in
red was obtained for a temperature interval of 200 K to 300 K
and the extracted parameters are C = 0.88(2) emu K mol−1,
θCW = −167.0(5) K, and χ0 = −4.31(1) × 10−5 emu mol-1.
The green line represents the 10th order high temperature
series expansion fit using the S = 1 anisotropic triangular
lattice model with J ′ = 0.28 meV, J = 3.91(6) meV, and
χ0 = 4.86(6)×10−4 emu mol-1. Shown in the inset is the tem-
perature derivative of the magnetic susceptibility as a func-
tion of temperature where a peaked feature is observed at
TN = 22 K. (b) Temperature dependence of the specific heat
Cp. The inset shows the magnetic contribution to the specific
heat as obtained by subtracting the phonon contribution us-
ing a polynomial form Cp = a1T
3 + a2T
5 + a3T
7 fitted to the
high-temperature data. An anomaly, previously not observed
in the previous work22, is seen at TN = 22 K.
anisotropy should be small, we choose the S = 1 Heisen-
berg anisotropic triangular lattice model as a starting
point to fit the magnetic susceptibility. The HTE10
code31 was used to calculate the [4, 6] Pade´ approxi-
mant of the 10th order high-temperature series expan-
sion of this model. The calculated data were fitted to
the observed χm(T ) down to 40 K; J and χ0 were al-
lowed to vary while J ′ was fixed in 0.01J steps between
−0.5J to J . We find that the experimental χm(T ) is
5best described [Fig. 3] by the parameters J = 45.4(7) K
(3.91(6) meV), J ′/J = −0.07, a much reduced g = 1.44,
and χ0 = 4.86(6) × 10−4 emu mol−1 i.e. the inter-
chain coupling is insignificant, and the system is effec-
tively one-dimensional. We also note that the fitted χ0 is
large and positive; this cannot be explained by the small
amount of paramagnetic MoO2 impurity present in the
sample, but is plausibly accounted for by temperature-
independent paramagnetism arising from the mixing in
of higher-lying Mo4+ orbital states. Indeed, the magni-
tude of χ0 is consistent with the temperature indepen-
dent paramagnetism observed in other Mo4+ containing
compounds32,33.
While the observed one-dimensionality is compatible
with previous work on BaMo(PO4)2
22 and other mem-
bers of the anhydrous alum family, the relatively high
ordering temperature of BaMo(PO4)2 remains unex-
plained, given that J ′/J = −0.07 is far away from the
threshold value required to suppress the Haldane gap
and induce magnetic order34. Furthermore, the ratio
θCW /TN is only 7.5 in BaMo(PO4)2, versus > 100 for
the isostructural S = 1/2 material KTi(SO4)2 and ∼ 10
for the S = 5/2 system KFe(SO4)2, which also has much
stronger interchain couplings. Both of these observations
suggest the presence of other terms in the Hamiltonian
as the cause of magnetic order in BaMo(PO4)2.
C. Magnetic Structure
A comparison of the 1.5 K and 30 K > TN long-
wavelength NPD data taken on the WISH instrument
reveals several magnetic Bragg peaks compatible with
the commensurate propagation vector k = ( 12 ,
1
2 ,
1
2 )
[Fig. 2(b)]. To determine the magnetic space groups
compatible with this propagation vector and the C2/m
nuclear space group, we used the MAXMAGN application
on the Bilbao Crystallographic Server35. This yielded a
single magnetic space group, PS1 (in Belov-Neronova-
Smirnova notation36), with one Mo4+ site and a free
magnetic moment direction (mx,my,mz). The magnetic
model was fitted to the magnetic-only scattering obtained
by subtracting 30 K data from the 1.5 K data; all struc-
tural and instrumental parameters were fixed to their
nuclear structure refinement values at 30 K, and only
the three magnetic moment components were allowed to
vary. To account for the strong hybridization between the
Mo4+ and O2− valence orbitals, we used a covalent mag-
netic form factor for Mo4+ derived by Fourier transform-
ing the spin density calculated from density functional
theory37. The resulting fits are excellent [Fig. 2(b)], with
Rmag = 4.7%, and a slightly suppressed ordered mo-
ment of 1.37(5)µB (versus the expected gSµB ∼ 1.44 µB
from the HTSE fit above) with a 44.33(6)◦ angle to
the principal z axis. The individual moment compo-
nents are (0.96(5),−0.04(1),0.98(5)). As illustrated in
Fig. 1, the magnetic structure is collinear and antifer-
romagnetic along the b (J) direction and exhibits an an-
tiferromagnetic stacking along c. Half the bonds along
〈110〉 (J ′) are antiferromagnetic, and the other half fer-
romagnetic. Barring the insignificant component along
the b-direction, this is the same magnetic structure as re-
ported in22, with only a small difference in the angle be-
tween the ab-plane and the magnetic moment of 1.37(5)
versus 1.42(9). Interestingly, the Bragg peaks from the
present sample are resolution-limited, while those from
the previous indicated a finite correlation length ∼ 50A˚.
Collinear magnetic order on the anisotropic triangular
lattice is only stabilized for J  J ′38, which is in accor-
dance with expectations from the magnetic susceptibility
and ab-initio calculations. On the other hand, it yields
zero net exchange energy between the chains, regardless
of whether the interchain coupling is antiferromagnetic
or ferromagnetic. This, much like the fits to the mag-
netic susceptibility, implies a different magnetic ordering
mechanism to interchain coupling in BaMo(PO4)2.
IV. MAGNETIC EXCITATIONS AND
HAMILTONIAN
Although the magnetic susceptibility of
BaMo(PO4)2 is well fitted by an isotropic Heisen-
berg model with interchain coupling, this does not
exclude a large easy-axis anisotropy as the ordering
mechanism in BaMo(PO4)2, particularly as the inter-
chain coupling extracted from the fits is sub-critical. To
answer this question, and to more generally elucidate the
magnetic Hamiltonian of BaMo(PO4)2, we carried out an
inelastic neutron scattering experiment on the MERLIN
spectrometer at the ISIS Neutron and Muon Facility.
The dynamic structure factors S(Q,∆E) collected at
Ei = 50.4 meV and at temperatures of 5 K and 60 K are
shown in Fig. 4. At 60 K, well above TN , the spectrum is
gapless, but shows an accumulation of inelastic spectral
weight in a broad peak centered at 18 meV. On cooling
below TN , a gap develops in the spectrum, with the
inelastic spectral weight now entirely concentrated in
a narrow band between 14.5 meV and 21 meV. The
presence of both a large gap and collinear magnetic
order strongly suggest a large easy-axis anisotropy in the
system; while a gapped excitation spectrum is consistent
with both the large-D and Haldane phases, neither of
these can simultaneously show magnetic order.
In order to extract the Hamiltonian parameters from
the excitation spectrum in the ordered phase, we use the
following anisotropic exchange Hamiltonian:
H =
∑
i,j
SiJ µνSj + J ′
∑
i,j
Si · Sj +D
∑
i
(Szi )
2 (1)
where J µν is the exchange tensor between intra-chain
neighboring spins along the b direction, J ′ is the isotropic
inter-chain neighbor exchange along 〈110〉, andD is an ef-
fective axial anisotropy, which replaces the full anisotropy
tensor expected for the 2/m site symmetry (this choice
6FIG. 4. S(Q,∆E) at T = 60 K (top) and T = 5 K (bottom),
along with energy integrated data for Ei = 50.4 meV (red)
and Ei = 19 meV (blue)
is justified by our later DFT calculations). The indices
µ, ν = {x, y, z} in the exchange tensor refer to a Carte-
sian basis where y||b, and x and z are rotated about the
b−axis so that z coincides with the refined easy axis from
our NPD data. The inversion center at the midpoint of
the bonds between the nearest-neighbor Mo4+ ions elim-
inates the anti-symmetric part of the exchange tensor,
leaving the following allowed elements:
J µν =
Jxx 0 Jxz0 Jyy 0
Jxz 0 Jzz
 (2)
The experimental data were fitted to the above model
using the SpinW software39, which calculates the dynamic
structure factor of spin systems using linear spin-wave
theory40. Three cuts through the experimental S(Q,∆E)
along ∆E were chosen to optimize the model against;
these were centered at Q = 1.3, 1.5, 1.9 A˚−1 and inte-
grated over dQ = 0.2 A˚−1, as shown in Fig. 5. The fitting
was carried out using a particle swarm optimization algo-
rithm, where the powder average of the linear spin-wave
intensities were calculated and convoluted with a Gaus-
sian resolution at each step. After several runs of the
algorithm, two solutions with similar goodness-of-fit χ2
were found, which will be referred to as Set 1 and Set 2
for the remainder of the paper; the parameters for each
are listed in Table II. The error bars on the parameters
was estimated from the standard deviation of the final
positions of the particles with the lowest χ2.
While Set 1 corresponds to a moderate easy-axis ex-
change anisotropy along the same direction as the single-
ion anisotropy, Set 2 shows an easy-plane exchange
anisotropy, with the plane defined by the magnetic mo-
ment direction and the b axis. The single-ion terms are
similarly large in both cases, with D/Jzz ∼ −1.5 and
−1.6, respectively, thus exceeding estimates from pre-
vious ab-initio calculations by more than an order of
magnitude. On the other hand, the small values of the
inter-chain coupling, J ′/Jzz = 0.08 for Set 1 and 0.05 for
Set 2, are consistent with these calculations. While the
goodness-of-fit for the neutron data slightly favors Set 1
(χ2 = 140) over Set 2 (χ2 = 150), the two are difficult to
distinguish from the spin-wave fits alone, especially be-
cause scattering from acoustic phonons contaminate the
magnetic signal from Q ∼ 2 A˚ and outwards. A definite
determination of the magnetic Hamiltonian must there-
fore await the availability of single crystals.
Before concluding the section, we note that fits to sev-
eral simpler models were attempted before turning to the
anisotropic model Hamiltonian above: the best of these
was for a model with isotropic J and J ′ and a single-ion
anisotropy D, which resulted in χ2 = 165. However, this
model yielded an unreasonably large J ′/J = 0.7. We
also note that it was not possible to check the consis-
tency of the anisotropic model with the magnetic sus-
ceptibility because no publicly available codes are able
to calculate the model with anisotropic exchange, single
ion anisotropy, and frustrated interchain coupling simul-
taneously. The apparent agreement between the small
J ′ extracted from the present spin-wave fits and those to
the susceptibility above may therefore be accidental.
V. DENSITY FUNCTIONAL THEORY
CALCULATIONS
Our previous calculations showed only a weak single-
ion anisotropy D < 0.1 meV41, in clear contradiction
with the large D value extracted from the linear spin-
wave fits above. In addition, the spin direction deter-
mined by the minimum of the total energy did not match
the experimental spin direction from neutron diffraction,
although the latter was found to coincide with the direc-
tion of the maximum orbital moment22.
7FIG. 5. (a) Experimental S(Q,∆E) at 5 K, as in Figure 5. The orange boxes indicate the integration regions for the three cuts
used in the fitting. (b-c) Simulated S(Q,∆E) using parameter Sets 1 (b) and 2 (c) (Table. II). (d-e) ∆E-integrated cuts (open
circles) fitted to parameter Set 1 (d) and Set 2 (e) (solid lines), as described in the text, for Q = 1.3 (blue), Q = 1.5 (red), and
Q = 1.9 (yellow).
In order to resolve these discrepancies, the parame-
ters of the spin Hamiltonian (Eq. 1) were re-determined
on the level of density functional theory (DFT) by
calculations within the generalized gradient approxi-
mation (GGA)42 using both the Projector Augmented
Wave (PAW) based Vienna ab-initio Simulation Pack-
age (VASP)43,44 with the 700 eV plane-wave energy cutoff,
as in Ref.22, and the full-potential linearized augmented
planewave (LAPW) based ELK45 code with RMT ∗ |G +
k|max=7.5.
All calculations were performed on the 8×8×8 k-
mesh centered at the Γ point with an energy conver-
gence criteria of 10−6 eV/f.u. Increasing the k-mesh to
10 × 10 × 10 changed individual anisotropy energies by
less than 10−3 meV, suggesting good convergence with
respect to the number of k-points. Spin-orbit coupling ef-
fects were included self-consistently in both methods, and
the experimental structural parameters were used with-
out relaxation. Strong correlations in the Mo 4d shell
were taken into account within DFT+U , where we set
the Coulomb repulsion to U = 3 eV, as obtained by the
linear-response method46 in the previous study22. Simul-
taneously, we noticed that JH , the on-site Hund’s cou-
pling within DFT+U , has a strong influence on the mag-
netic anisotropy of the system. Thus, we adopted several
values of JH for the calculations, which will be discussed
below. The fully localized form of the double-counting
correction was employed47.
First, the dependence of the PAW-based VASP results
on the DFT+U parameters was investigated. Changing
the value of U within the physically reasonable range
of 1 – 2 eV had no significant influence on the computed
anisotropy. On the other hand, the anisotropy is remark-
ably sensitive to the on-site Hund’s coupling JH . By re-
ducing JH from 0.8 eV used in Ref. 22 to 0.6 eV, the ex-
perimental easy-axis scenario can be reproduced. On the
other hand, at JH & 0.7 eV an easy-plane anisotropy is
obtained, at odds with the experimental results [Fig. 6].
A similar evolution of the anisotropy with JH was pre-
viously observed in Sr3NiPtO6
48 albeit with a higher
threshold value lying above 1 eV for the 3d Ni2+ ion.
Since the magnetic anisotropy amounts to a tiny en-
ergy difference between calculations for different param-
eters, numerical effects become important. Therefore,
we cross-checked our VASP results using the full-potential
ELK code using a different basis set. The strong depen-
8TABLE II. Model parameters for spin Hamiltonian (Eq. 1).
J µν (meV) D (meV) θD (◦) J ′/Jzz
Set 1
 3.3(1) 0 −0.2(1)0 3.34(6) 0
−0.2(1) 0 4.1(1)
 -6.01(8) 0 0.08
Set 2
 3.2(1) 0 −0.1(1)0 4.03(5) 0
−0.1(1) 0 4.0(1)
 -6.30(9) 0 0.05
VASP
 3.00 0 −0.600 5.98 0
−0.60 0 4.95
 -2.50 6 0.08
ELK
 5.20 0 −0.250 5.58 0
−0.25 0 5.32
 -2.65 8 0.07
FIG. 6. 3D map of the magnetic anisotropy energy obtained
by interpolating a finite number of configurations with differ-
ent directions of the magnetic moment within the primitive
unit cell (one Mo atom) and using the PAW-based VASP code.
Panels (a) and (b) show the results for JH = 0.6 eV (Emax =
3.76 meV) and JH = 0.8 eV (Emax = 2.04 meV), respectively.
The black line is the rotation plane used in Fig. 7. The green
arrow labeled ”min” is the direction of the energy minimum,
whereas ND stands for the experimental spin direction deter-
mined from neutron diffraction. A switch between an effective
easy-axis to an effective easy plane anisotropy is observed on
increasing JH .
dence of the anisotropy on JH was reproduced, although
in this case the transformation from the easy-axis sce-
nario to the easy-plane one took place around JH = 0.9
eV instead of 0.7 eV in VASP. This difference can be at-
tributed to the different basis sets and, consequently, dif-
ferent orbital occupations that enter the energy correc-
tion of DFT+U . For a given set of U and JH values,
the spin-diagonal components of the occupation matrices
differ by more than 20% between the codes, thus result-
ing in very different total numbers of Mo-4d electrons,
4.07 and 3.24 in VASP and ELK, respectively. Since the
energy correction of GGA+U explicitly depends on the
orbital occupations, the same values of the Hubbard U
and Hund’s JH may therefore lead to different results in
the two codes.
Remarkably, the change in the character of the
anisotropy with changing JH reflects not only the trans-
formation between the easy-axis and easy-plane scenar-
ios, but also between the different microscopic mech-
anisms behind them. Conventional theories of mag-
netocrystalline anisotropy (Bruno’s model)49–51 suggest
that the orbital moment is maximized when the mag-
netization points along the easy axis. This is true for
the easy-axis scenario obtained at low JH [Fig. 7], but
no longer holds for the easy-plane scenario at high JH ,
because the direction of the maximum orbital moment
does not change with JH , and always coincides with the
experimental easy axis. As such, Mo4+ follows the con-
ventional mechanism for small JH , whereas it does not
for larger JH .
The correlation between the easy axis and orbital mo-
ment implied by Bruno’s model stems from the perturba-
tive treatment of the spin-orbit coupling, where spin-flip
transitions are neglected, and the spin-majority electrons
do not contribute to the orbital moment52. It is thus
conceivable that such processes are increasingly impor-
tant at higher JH , and the simple perturbative treatment
becomes invalid. However, experimentally one may not
reach this regime, because in 4d metals lower values of
JH = 0.4− 0.6 eV are generally assumed53–55.
We therefore choose JH = 0.6 eV for use in further
calculations. In Fig. 6(a), we show the polar plot of the
magnetic energies, which represents the joint effect of the
single-ion and exchange anisotropies. Compared to the
previous calculations22, one observes a good agreement
between the calculated energy minimum and experimen-
tal easy-axis direction from powder neutron diffraction.
This way, we conclude that the earlier ab initio determi-
nation of the anisotropy was compromised by the large
JH value. A realistic JH leads to an easy-axis anisotropy
scenario, in good agreement with experiment.
To gain further insight into the anisotropy components,
we discriminate between the on-site and exchange con-
tributions using a magnetic supercell and the mapping
procedure described in Ref.56. The resulting single-ion
anisotropy and exchange tensors are listed in Table II
and show a qualitative agreement with Set 2 from the
linear spin-wave fits. More specifically, we obtain an ex-
change tensor where the yy and zz components largely
exceed the xx one. The remaining discrepancies may be
caused by the choice of the U parameter on the DFT side
and by not accounting for quantum effects in the linear
spin-wave theory fits on the experimental side. Moreover,
DFT is known to underestimate the single-ion anisotropy
in other transition-metal compounds48.
The magnetic moments from DFT are around 2 µB
for the spin part and −0.35 µB for the orbital part. The
total moment of 1.65 µB slightly exceeds the experimen-
tal value of 1.37(5) µB , but this is not unexpected, given
quantum fluctuations associated with the low spin and di-
9FIG. 7. (a) Anisotropy energy, (b) angular dependence of
the orbital moment, and (c) the angle between the spin and
orbital moments depending on the spin direction in the xz-
plane. The experimental spin direction γ ∼ (0.70, 0, 0.72) is
chosen as zero. The results are obtained using JH=0.6 eV.
Note that the spin moment MS = 2 µB stays constant within
this rotation.
mensionality. Lastly, we note that even if DFT predicts
a lower D/J ∼ −0.54 compared to ∼ −1.5 from experi-
ment, this is still sufficient to close the Haldane gap and
trigger long-range magnetic order in BaMo(PO4)2.
VI. DISCUSSION
Both the fits to our inelastic neutron scattering data
and our electronic structure calculations indicate a strong
single-ion anisotropy and a weaker exchange anisotropy
in BaMo(PO4)2. The former also accounts for the rela-
tively large ordered moment observed in neutron diffrac-
tion; series expansion calculations predict that the Hal-
dane phase is suppressed at a critical D/J = −0.29518,
with a sharp increase in the ordered moment from around
60% to 90% of the full ordered moment gS = 2µB upon
increasing D/J to −1. The experimental ordered mo-
ment extracted from neutron diffraction is 70% of the
saturation value estimated from the Curie-Weiss fit; this
value is considerably in excess of what is expected for
a system where the order is induced by interchain cou-
plings. The same is true of the high ordering tempera-
ture, and the fact that the order is collinear, rather than
a coplanar helix, as is predicted for the cases of no or
easy-plane anisotropy.
Having conclusively demonstrated the strong easy-axis
anisotropy in BaMo(PO4)2, we now turn to its impli-
cations on the low-temperature physics of the material.
The S = 1 chain model with easy-axis anisotropy is
expected to manifest excitation continua in its dynam-
ics, despite having a long-ranged ordered ground state;
these continua are often described in terms of an effective
S = 1/2 model, where the Sz = ±1 states correspond to
Szeff = ± 12 , and Sz = 0 to holes along the chain. The
lowest-lying excitations in this picture are states with a
single hole; this hole can either delocalize, creating frac-
tional “holon” and “spinon” quasiparticles, or the excita-
tion can be accompanied by a flip of a domain on either
side of the hole, creating a single holon57. It is the latter
of these which is lowest in energy, and the condensation of
single-holon excitations is associated with the transition
between the Ne´el and Haldane states. In the conventional
language of magnons, the fractionalized continua of the
effective S = 1/2 model correspond to multi-magnon pro-
cesses, with even numbers of magnons appearing in the
transverse channel and odd numbers in the longitudinal.
Recent matrix product calculations in the same region of
the phase diagram as BaMo(PO4)2 indicate that these
high-order multi-magnon processes are expected to be
particularly intense in the longitudinal channel at ele-
vated temperature and at low energy58. As far as we
know, such continua have not yet been observed experi-
mentally.
VII. CONCLUSION
By combining experimental results from bulk mea-
surements and elastic and inelastic neutron scattering
with first principle electronic structural calculations, we
have re-evaluated the magnetic Hamiltonian and order-
ing mechanism of the anhydrous alum BaMo(PO4)2. The
analysis of NPD data suggest collinear antiferromagnetic
order at TN = 22 K, similar to a previous study. On
the other hand, the sample used in the present study ex-
hibits resolution limited magnetic Bragg peaks, a thus
far unseen peak at TN in the specific heat, and a larger
Curie-Weiss constant θ than previously reported, indicat-
ing that our new synthetic procedure yields significantly
higher quality samples of BaMo(PO4)2than before. Since
high-temperature series expansion fits to χm(T ) indi-
cate that the inter-chain coupling cannot alone stabilize
the magnetic order, we searched for anisotropic terms in
the magnetic Hamiltonian using inelastic neutron scat-
tering measurements. These revealed a considerable
easy-axis single-ion anisotropy, which was estimated to
be between D ∼ −6.3 meV and −6.0 meV via lin-
ear spin-wave theory fits to the experimental dynamic
structure factor S(Q,∆E). The fits also yielded a small
J ′ = 0.05 − 0.08J . Our revised first principles calcula-
tions, which account for the strong dependence of the
anisotropy on the Hund’s coupling JH , are able to quali-
tatively reproduce all of these parameters, as well as the
ordered moment direction. Our study therefore clarifies
the ordering mechanism and the ground state Hamil-
tonian of BaMo(PO4)2. The Hamiltonian parameters
extracted from the spin wave fits and electronic struc-
ture calculations place BaMo(PO4)2 within the rarely
accessed region of the anisotropic S = 1 chain phase
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diagram where a dominant easy-axis anisotropy causes
both magnetic order and exotic excitation continua. The
latter will be investigated in future neutron and X-ray
scattering experiments on single crystal samples.
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