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Introduction
This paper is about estimating the model The number of explanatory variables, p , may be larger than the sample size, n . It is assumed that a few components of the vector X have effects on Y that are "large" in a sense that will be defined. The rest of the components of X have effects that are small though not necessarily zero. There is a large statistics literature on high-dimensional variable selection and estimation. This literature is cited throughout the discussion in this paper. In a typical application in statistics, one wants to learn which genes out of thousands in a species are associated with a disease, but data are available for only 100 or so individuals in the species. In this application, i Y is a measure of the intensity of the disease in individual i and ij X is a measure of the activity level of gene j in individual i . There is no hope of discriminating between genes that are and are not associated with the disease if the number of associated genes p exceeds the sample size n . However, it is usually believed that the number of genes associated with a disease is small. In particular, it is much smaller than the size of the sample. Most genes have little or no influence on the disease. Models in which only a few components of X have important influences on Y are called sparse. In a sparse model, it is possible, using methods that are described in this paper, to discriminate between components of X that have important effects on Y and components of X that have little or no influence on Y .
High-dimensional problems also arise in economics. For example, survey data sets such as the National Longitudinal Survey of Youth (NLSY) may contain hundreds or thousands of variables that arguably affect productivity and, therefore, wages. Depending on how the data are stratified, there may be more potentially relevant explanatory variables than observations in a wage equation. However, only a few variables such as education and years of labor force experience are thought to have large effects on wages. Thus, a wage equation is sparse, although one may not know which variables should be classified as unimportant. A second example is a study by Sala-i-Martin (1997) , who carried out 2 million regressions in attempt to determine which of 59 potential explanatory variables should be included in a linear growth model. In an earlier attempt to identify variables relevant to a growth model, Sala-i-Martin (1996) carried out 4 million regressions. These examples illustrate the need in economics and applied econometrics for a systematic way to decide which variables should be in a model. This paper reviews and explains methods that are used to estimate high-dimensional models. The discussion is informal and avoids technical details. Key results are presented and explained in as intuitive a way as possible. Detailed technical arguments and proofs are available in references that are cited throughout the paper.
Section 2 presents basic concepts and definitions that are used throughout the subsequent discussion. Section 3 discusses the linear model in detail. Nonlinear and nonparametric models are discussed in Section 4. Section 5 presents some Monte Carlo results and an empirical example. Section 6 presents conclusions.
Basic Concepts and Definitions
This section presents concepts and definitions that are used in discussing methods for highdimensional models. The concepts and definitions are presented first in the setting of a linear meanregression model. The linear model has received the most attention in the literature, and methods for it are highly developed. Extensions to nonlinear models are presented later in the paper. . Because of the centering, there is no intercept term in model (2.1). The scaling makes it possible to define "large" and "small" j β 's unambiguously.
Without the scaling, each j β could be made to have any desired magnitude by choosing the scale of ij X ( 1,..., ) i n = appropriately.
Most known properties of variable selection and estimation methods for high-dimensional models are asymptotic as n → ∞ . If p is fixed, then p n > is not possible as n → ∞ . Similarly, if the coefficients j β in (2.1) are fixed, then coefficients whose magnitudes are small compared to random sampling error but not zero are not possible as n → ∞ . To enable asymptotic approximations to be used while allowing the possibility that p n > , p is allowed to increase as n increases. Thus, ( ) p p n = .
Similarly, the coefficients, j β may approach zero as n → ∞ . The possible dependence of p and the j β 's on n is a mathematical device to enable the use of asymptotic approximations. The values of p and the j β 's in the sampled population do not depend on n .
Suppose for the moment that the non-zero j β 's are bounded away from 0. 
The Linear Model
This section presents a detailed discussion of methods for variable selection and estimation in the linear model (2.1). The discussion focusses on methods, not the finite-sample performance of the methods. Section 5 of this paper and references cited in this section present Monte Carlo results and empirical examples illustrating the numerical performance of the methods.
To begin, assume that p n < and that either 0 
If the i ε 's are continuously distributed, then (3.2) constitutes an exact linear relation among continuously distributed random variables and has probability 0. Therefore, PLS with the penalty function 
PLS estimation with
is called the LASSO. The LASSO was proposed by Tibshirani (1996) . Knight and Fu (2000) investigated properties of LASSO estimates. Meinshausen and Bühlmann (2006) and Zhao and Yu (2006) showed that the LASSO is model-selection consistent under a strong condition on the design matrix X called the strong irrepresentable condition. Zhang (2009) gave conditions under which the LASSO combined with a thresholding procedure consistently distinguishes between coefficients that are zero and coefficients whose magnitudes as n → ∞ exceed 
The Adaptive LASSO
The LASSO is not model selection consistent when the irrepresentable condition does not hold because its penalty function does not penalize small coefficients enough relative to large ones. This problem is overcome by a two-step method called the adaptive LASSO (AL) (Zou 2006 
where 2 λ is a penalty parameter that increases slowly as n → ∞ . The AL estimator of j β is ˆj β . Zou (2006) gives conditions under which the AL is model-selection consistent and oracle efficient when the values of p and the j β 's are fixed. Horowitz and Huang (2013) give conditions under which the AL is model-selection consistent if some j β 's may be small but non-zero in the sense defined in Section 2 and p may be larger than n . Oracle efficiency follows from the result of Zou (2006) and the observation that asymptotically, the LASSO selects a model of bounded size that contains all variables with large coefficients. The precise definitions of large and small j β 's and the rate of increase of 2 λ as n → ∞ depend on p and are given by Horowitz and Huang (2013) . If the large j β 's are bounded away from zero and the small j β 's are zero, then the required rate is
cannot increase too rapidly as n increases. The rate at which p is limited by the requirement that the eigenvalues of the matrix / n ′ X X not decrease to zero too rapidly. This usually requires ( )
Models in which
an p e ∝ for some 0 a > are called ultra-high dimensional. In applications, these are models in which p is much larger than n (e.g., 100 n = , 10,000 p = ). Such models are rare in economics but arise in genomics. PLS estimators do not work well in ultra-high dimensional settings, and other methods have been developed to deal with them. See, for example, Fan and Lv (2008) and Meinshausen and Bühlmann (2010) . Some algebra shows that (3.6), the second AL step, is equivalent to 
Therefore, as n → ∞ , (3.6) and (3.7) become equivalent to OLS estimation of the non-zero components of 0 j β . Thus, the AL is model-selection consistent and oracle efficient.
Other Penalty Functions
Another way to achieve a model-selection consistent PLS estimator is to use a penalty function that is concave and has a cusp at the origin. This section presents several such functions. Lv and Fan (2009) and Zou and Zhang (2009) describe additional penalization methods.
1. The bridge penalty function (Knight and Fu 2001; Huang, Horowitz, and Ma 2008) :
where γ is a constant satisfying 0 1 γ < < .
2. The smoothly clipped absolute deviation (SCAD) penalty function (Antoniadis and Peng 2004) . This penalty function is defined by its derivative:
where I is the indicator function and 2 a > is a constant. 
Choosing the Penalty Parameter
This section describes a method due to Wang, Li, and Leng (2009) Wang, Li, and Leng (2009) give conditions under which choosing λ to minimize BIC λ yields a modelselection consistent AL or PLS estimator. Wang, Li, and Tsai (2007) show that the use of generalized cross validation to select λ does not necessarily achieve model-selection consistency.
Nonlinear, Semiparametric, and Nonparametric Models
This section extends the PLS approach of Section 3 to a variety of parametric, semiparametric, and nonparametric models. As in section 3, the discussion here focusses on methods. The cited references provide Monte Carlo results and empirical examples that illustrate the numerical performance of the methods.
Finite-Dimensional Parametric Models
Equation ( 
Semiparametric Single-Index and Partially Linear Models
In a semiparametric single-index model, the expected value of a dependent variable Y conditional on a p -dimensional vector of explanatory variables X is
where g is an unknown function and p β ∈  is an unknown vector. Methods for estimating g and β when p is small have been developed by Powell, Stock and Stoker (1989); Ichimura (1993); Horowitz and Härdle (1996) ; and Hristache, Juditsky, and Spokoiny (2001) among others. Kong and Xia (2007) proposed a method for selecting variables in low-dimensional single-index models. However, these methods are not computationally feasible when p is large. Accordingly, achieving computational feasibility is the first step in model selection and estimation of high-dimensional single-index models.
Wang, Xu, and Zhu (2012) achieve computational feasibility by assuming that ( | ) E X X β ′ is a linear function of X β ′ . Call this the linearity assumption. It is a strong assumption, although Hall and Li (1993) show that it holds approximately in many settings when dim( ) p X = is large. Let Σ denote the covariance matrix of X , and assume that Σ is positive definite. Wang, Xu, and Zhu (2012) show that under the linearity assumption,
Accordingly, if p n < , β can be estimated up to a proportionality constant by
where X is the matrix of observed values of the covariates and Y is the vector of observations of Y . Wang, Xu, and Zhu (2012) give conditions under which ˆh β estimates h β consistently, The scale of β in a single-index model is not identified and must be set by normalization. If the proportionality constant relating h β to β is not zero, then h β can be rescaled to accommodate any desired scale normalization of β , and the rescaled version of ˆh β estimates β consistently. Wang, Xu, and Zhu (2012) propose setting
where n F is the empirical distribution of Y . They then consider the resulting penalized version of (4.4), which consists of minimizing (4.6) Wang, Xu, and Zhu (2012) give conditions under which 0 β is contained in the set of local minimizers of ( ) n Q b in (4.6) with probability approaching 1 as n → ∞ . This result shows that with probability approaching 1, the oracle estimator of ˆh β is a local minimizer of (4.6). However, it has not been proved that the oracle estimator is the global minimizer of (4.6) or that solving (4.6) achieves model-selection consistency. It would be useful for further research to focus on establishing these properties and removing the need for the linearity assumption.
Partially Linear Models
A partially linear conditional-mean model has the form
where X is a 1 p × vector of explanatory variables, β is a 1 p × vector of constants, g is an unknown function, and Z is a scalar or vector explanatory variable. Robinson (1988) showed that when p is fixed, β can be estimated 
where p λ is the SCAD penalty function. Problem (4.9) differs from the PLS estimation problem (2.2) for the linear model (2.1) because (4.8) is only an approximation to the unknown function g . Xie and
Huang (2009) Estimation of a partially linear model when Z is high-dimensional and g is fully nonparametric has not been investigated.
Nonparametric Additive Models
A nonparametric additive model for a conditional mean function has the form (4.10)
where n is the sample size, ij X ( 1,..., ; 1,..., i n j p = = ) is the i 'th observation of the j 'th component of the p -dimensional random vector X and the j f 's are unknown functions. Horowitz and Mammen (2004) , Mammen and Park (2006) , and Wang and Yang (2009) Huang, Horowitz, and Wei (2010) consider a version of (4.10) in which p may exceed n , but the number of non-zero j f 's is fixed. They develop a two-step AL method for identifying the non-zero f 's correctly with probability approaching 1 as n → ∞ and estimating the non-zero j f 's with the optimal nonparametric rate of convergence. Huang, Horowitz, and Wei (2010) 
) and 1 λ is the penalty parameter. The second term on the right-hand side of (4.11) is called a group LASSO penalty function.
Instead of penalizing individual jk b 's, it penalizes all the jk b 's associated with a given function j f . 
The second estimation step consists of solving the problem (4.12) 2 1/2 2 2 : 1,..., ; 1,..., Huang, Horowitz, and Wei (2010) give conditions under which the estimator (4.12) is model-selection consistent in the sense that with probability approaching 1 as n → ∞ , the non-zero j f 's have non-zero estimates and the other j f 's are estimated to be zero.
Monte Carlo Evidence and an Empirical Example

Monte Carlo Evidence
This probabilities that the selected model includes all the covariates with large coefficients. These probabilities are larger for the LASSO than the adaptive LASSO, reflecting the tendency of the latter procedure to select a smaller model.
An Empirical Example
This section presents an empirical example in which a wage equation is estimated. The model is The adaptive LASSO estimates 1 β precisely, whereas OLS applied to the full model gives an imprecise estimate owing to the presence of so many irrelevant covariates in the full model. The difference between the point estimates of 1 β produced by OLS and the adaptive LASSO is large but, because the OLS estimate is imprecise, the difference is only slightly larger than one standard error of the OLS estimate.
Conclusions
High-dimensional covariates arise frequently in economics and other empirical fields. Often, however, only a few covariates are substantively important to the phenomenon of interest. This paper has reviewed systematic, theoretically justified methods for discriminating between important and unimportant covariates. Methods are available for a wide variety of models, including quantile regression models, non-and semiparametric models, and a variety of nonlinear parametric models, not just the linear mean-regression models for which the methods were originally developed. The performance of the LASSO and adaptive LASSO in finite samples has been illustrated through Monte Carlo simulations. An empirical example has illustrated the usefulness of these methods.. 
