Abstract-Navigational tools that assist travelling people when they visit new areas are becoming increasingly common. Some of these tools are designed to be used with small portable devices (palmtops and also cellular phones) to give users more flexibility in their utilization (e.g. while walking in a town). The limited storage capacity of such devices makes it unrealistic to think that all the useful information can be stored in such devices, apart from the most basic one, like road maps and location of some points of interests. Other more detailed information should be loaded on the fly when needed, e.g., by using a wireless connection to some remote information service. However, this could cause unacceptably high latency to get the information. Another important factor that must be taken into account is the energy consumption caused by the access to the remote information service through a wireless link. Hence, the design of an information service that integrates the capabilities of palmtop-based navigational tools must be carefully designed around the goals of reducing both the perceived latency and the consumed energy. To this purpose, we investigate the use of caching and prefetching techniques. We present analytical and numerical results obtained by defining a probabilistic model of the typical utilization scenario of the considered service and corresponding cache management policies.
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I. INTRODUCTION

R
ECENT advances in hardware and software technologies are increasingly making available very small and powerful portable computing devices (palmtops and Internet enabled cellular phones) able to exploit the ever-growing wireless communication infrastructure to communicate each other or with other fixed devices. Besides this, most of these devices can also exploit currently available tracking or positioning systems (e.g. cellular based systems, satellite based systems (Global Positioning System (GPS), etc.) to determine their own position [17] , [35] .
The convergence of all these technologies is stimulating the development of new types of applications specifically tailored to the needs of moving people. Among them, a great popularity have been gained by navigational tools that assist travelling people visiting new areas (e.g. [10] , [20] , [23] , [30] , [31] , [36] ). These tools generally offer functions such as locating a point on a map (e.g., specified by a street name or GPS coordinates), drawing a route between two points on a map, locating some point of interest (restaurants, hotels, gas stations, police stations, etc.). Some of the currently available tools (e.g. [20] ) utilize resources of automobile on-board computing systems (like a CD-ROM driver), and hence allows mainly in-vehicle utilization. On the other hand, other tools (e.g. [10] , [23] , [36] ) rely only on resources of small portable devices, and hence also allow "outside vehicle" utilization. In this paper, we focus on this latter kind of navigational tools. Their main advantage is the greater flexibility they give users during their utilization (e.g. while walking in a town), and the possibility of getting up-to-date information. On the other hand, their drawback is that, despite technological advances, palmtop resources still remain quite limited in terms of storage capacity, battery power, and communication bandwidth. In particular, storage limitations (of the order of some megabytes) make it unrealistic to store other information, except the most basic, in these devices (i.e. detailed street maps and location of some points of interests). Unfortunately, in the areas where these tools could be most useful (e.g., densely populated urban areas), much more information should be made available to satisfy the needs of a visitor (e.g. timetables associated to bus stops, historical and artistic information, shopping and meal suggestions, etc.). The unavailability of such information could outbalance the greater flexibility of palmtop-based navigational tools, making them less appealing for users.
A possible way to overcome the limited information capacity of palmtop-based navigational tools is to provide an information service which the devices can connect to through a wireless link, to get "onthe-fly" information associated, for example, with the immediate surroundings of the place where the user currently is. This idea has been already suggested in some papers that describe palmtop-based tools to assist people visiting areas such as a town or a university campus [1] , [5] , [27] , [36] . It should be noted that another advantage of such an information service, with respect to CD-ROM based car navigation systems, is the possibility of providing users with up-to-date information (e.g. changes in the opening hours of places of public interest, buses timetable variations, etc.).
Because of the quite limited bandwidth of outdoor wireless connections, a possible drawback of this solution is the latency that the users could experience to get the information that could cause dissatisfaction in using the service, so reducing its utility. Another possible drawback is the energy consumption caused by the connections to the remote service. It is widely recognized that the energy consumption caused by communications through a wireless interface may represent a significant fraction of the total energy consumption of a portable device [4] , [16] , [18] , [28] , and energy saving is a major concern in the field of mobile computing [40] . Indeed, low consumption could allow the use of lighter batteries or, with the same batteries, prolong the period of continuous activity; it is evident that both are important goals for the small portable devices (palmtops) we are considering.
To overcome these two drawbacks, we investigate the adoption of caching or prefetching techniques in an information service for palmtop-based navigational tools. The goal of these techniques is to reduce the need for remote connections to get the information associated to a given area by making the information available on the palmtop in advance of user requests. Hence, these techniques have the potentiality of reducing both latency and energy consumption. However, their utilization must be carefully planned to avoid wastage of storage, bandwidth, and energy resources. To get insights about the utilization scenarios where these techniques are actually effective, we define a model of user mobility, suitable for the context we are considering (typically, mobility in an urban area). Based on this model, we evaluate the impact of caching or prefetching techniques on both latency and energy consumption. The obtained results show that these techniques may represent a viable solution to improve the overall performance of the considered information service (and hence the level of users satisfaction).
The paper is organized as follows. In Section II, we outline the architecture and the main features of the information service. In Section III, we present expressions to evaluate latency and energy consumption when caching and prefetching techniques are used. To model the pattern of user requests, we define in Section IV a mobility model, and in Section V, a corresponding parametrized cache management policy. In Section VI, we present a stochastic process that describes the cache dynamics under the defined mobility model and cache management policy, and use this process to calculate the latency and energy consumption measures expressed in Section III. In Section VII, we present the results of several numerical experiments that show the behavior of caching and prefetching under different utilization scenarios. Finally, we discuss related work in Section VIII, while in Section IX, we draw some final considerations.
II. SYSTEM ARCHITECTURE OUTLINE
Abstracting from functional and implementation details, the information service we are considering consists basically of two components: a navigation agent and an information server. These two components are located, respectively, in a palmtop device and in a fixed network node, and interface each other using some available technology (e.g. WAP-WAE technology [34] ). Their behavior can be outlined as follows.
The information server manages all the available information related to a given area (e.g. an urban area), and that could be useful to visitors of that area (historical and artistic information, detailed blocks or building maps, shopping suggestions, etc.). We recall here that we assume the total amount of this information far exceeds the storage capacity of a palmtop device. The information is organized in chunks, where each chunk corresponds to a limited zone in the covered area (in an urban area, a zone could typically corresponds to a street segment). The basic server function is given a position (typically, GPS coordinates) in the area to deliver to the interested navigation agent the chunk corresponding to the zone that includes that position.
The delivery mode depends on the adopted technology. It may be based on a client-server access mode, where the navigation agent sends the request, and the server replies to it individually, or on a broadcast mode, where the server continuously and periodically broadcasts on a wireless channel all the information that it wants to make available (see [12] for a discussion of the relative merits of these two technologies in a wireless environment).
On the other hand, the navigation agent, located in a palmtop equipped with a GPS device (or, possibly, some other positioning technology) offers two different service levels: a basic level, where it performs as a stand-alone tool, and provides some basic navigation functionality based on a locally stored map of the considered area (e.g. locating a point in a map, or drawing a route from a starting point to destination), and an advanced level, that when activated, loads from the information server and makes available to the user all the additional information pertaining to a given position (more precisely, the information chunk associated to the zone that includes that position). The position may be explicitly indicated by the user, for example by pointing at the map shown on the palmtop screen (manual mode), or be dynamically determined (automatic mode) through the GPS device.
While the navigation agent is set to the advanced level, each position change virtually corresponds to a new information request. The position change may be caused by the user pointing at a new position on the map, in the manual mode, or by the user physical movement, in the automatic mode. In either case, if the new position belongs to the same zone of the previous one, the new information request is actually satisfied by the same information chunk already available in the palmtop device. Hence, to avoid redundant accesses to the information server, the navigation agent should have the ability to detect this condition. This can be accomplished, for example, if each chunk carries with it information about the boundaries of its zone; this idea was suggested in a somewhat more general setting in the form of a scope associated to a given information piece [12] .
On the contrary, if the new position belongs to a zone different from the current one, this requires an actual access to the information server. As remarked in the Introduction, this is costly both in terms of latency and consumed energy. Both these factors may affect the level of user satisfaction, and hence their optimization is important to make this kind of service really appealing for users. In the following sections, we investigate improvements of the basic architecture outlined above aimed at optimizing its performance when the navigation agent performs at the advanced level, interacting with the remote information server.
III. LATENCY AND ENERGY CONSUMPTION MEASURES
The need and the consequent cost of accessing the information server may be reduced by exploiting the (limited) storage capacity of a palmtop device. The idea is to store in a local cache information chunks associated to other zones, besides the current one, so that when the user "enters" a new zone (either in manual or automatic mode), the navigation agent can retrieve locally the corresponding chunk.
Cache filling may be achieved by demand-driven caching, maintaining in the cache chunks loaded in the past as the user entered other zones, or by prefetching chunks that will be requested in the future, trying to anticipate the future user needs. In both cases, a replacement policy must also be defined to make room for new chunks when the cache becomes full.
As a first step to investigate the effectiveness of these techniques, we define in this section expressions for the two performance indexes that we want to take into account, namely the perceived latency and the consumed energy.
The cost of remote connections to the information server, both in terms of latency and energy, depends on the chosen delivery mode, as outlined in Section II. In the following, we focus on the client-server delivery mode. However, we remark that the expressions given below can be easily adapted to the case of broadcast delivery.
The average latency to get up to date information when the user enters a new zone is given by , where is the average time needed to detect the zone change, while is the average time needed to retrieve and start making available the information to the user. strongly depends on the technique used to detect a zone change. Hence, we will not consider in the following the contribution of to the latency, and focus our attention on . Assuming the availability of a cache in the portable device, can be expressed as (1) where is the average time interval where the user uses the navigational tool in advanced mode, is the average number of visited zones during , is the average number of cache misses experienced during , is the time needed to retrieve and start loading the information from the remote server responsible for the information service, and is the time to retrieve and start loading information that is stored in a local cache of the user device (with ). It should be noted that , since a cache miss is only caused by a zone change with the corresponding information chunk not present in the cache.
As a measure of energy consumption, we choose the total time the wireless interface of the mobile node is in active state (i.e. sending or receiving data, or neither sending nor receiving but powered on) as explained in the Introduction. To express this measure, we must consider that the wireless interface is activated each time a connection with the remote server must be established to load the needed information. This event surely occurs because of a cache miss, but could also occur in the absence of a cache miss to update the cache content according to a given prefetching policy. Let us denote by the average number of cache updates (remote connections) occurred during (hence ), and by the average active time at the th connection with the remote server. The overall average active time of the wireless interface can be expressed as follows: (2) where can be evaluated as (3) In (3), is the average bandwidth of the wireless link, is the average setup time to connect to the remote server, is the size of the request sent to the server, and is the size of the loaded information. These quantities depend on , since at each connection a different setup time may be needed (depending on the underlying transport protocol) and a different information amount could be exchanged, depending on the service implementation and on the cache management policy.
Note that it is also generally recognized that a portable device consumes more energy for sending rather than receiving a given amount of information [28] . This effect may be taken into account in (3) by multiplying for an appropriate weight. The latency and energy consumption measures given by (1) and (2) are expressed in terms of quantities (in particular , , , and ) that depend on the user behavior (i.e. the pattern of different zones that he/she enters in a given time interval) and the adopted cache management policy. In the next sections, we propose a model of user mobility and a parametrized cache management policy, and show how the quantities of interest can be evaluated.
IV. MOBILITY MODEL
As stated in the Introduction, the information service we are considering integrates a palmtop-based navigational tool for people moving in an "unknown" environment like an urban area, by providing the information chunks associated to the visited zones. For this kind of environment, we assume that a zone basically corresponds to a segment of a street. Hence, the associated chunk contains information that pertains to that segment (services, monuments, shops, etc.). In this context, it is likely that the pattern of visited zones is not completely random, but shows some regularity. We recall that a user may enter new zones either virtually, when the navigational tool is set to the manual mode, or physically, when the tool is set to the automatic mode: in the former case, because he/she points at new zones on the map, and in the latter because of physical movement detected by the positioning system. In both cases, it is likely that he/she moves along adjacent zones aligned along a route because of physical movement along streets, or because the user is following on the map a route drawn by the tool to reach a given destination, or some suggested tourist trail, etc. [see Figs. 1(a) and (b)].
Based on these considerations, we model the user behavior as movement along a route, with the possibility of leaving the current route for another one when he/she encounters some "fork". From a given zone (street segment), the user can move back and forth along the same route, entering what we call his back or front zone (where back and front refer to a conventional route orientation), or may change direction, entering a new route. In the new route, the user again behaves according to the same rules.
Let us consider a discrete time axis, where a time step is short enough to make negligible the probability of more than one zone change in one time step. A discrete-time probabilistic model of the user behavior can be defined as follows (see Fig. 2 ):
probability of leaving the current zone; conditional probability of not changing route when leaving the current zone; conditional probability of moving back when leaving the current zone without changing route; conditional probability of moving forth when leaving the current zone without changing route.
Note that . 
V. CACHE MANAGEMENT POLICY
The cache management policy we propose is based on the idea of keeping in the cache information associated with a "strip" of adjacent zones (that includes the current one) along the current route where the user is moving. As the user, moving along the same route, approaches the zones corresponding to one of the two ends of the current strip, the strip is updated by "attaching" a new substrip to the corresponding end. Updating the strip means loading into the cache the information chunks associated to the new substrip. In the case of finite cache size, this could require the activation of a replacement policy; for the behavior model we are considering, a reasonable policy corresponds to discarding (i.e., removing from the cache the associated chunks) a substrip from the opposite end; indeed, this substrip consists of the farthest zones from the current user position, i.e. the less likely to be visited in the near future.
On the other hand, when the user changes direction, the cache can be flushed since the stored information is likely to be unuseful, and information associated with the new route begins to be stored in the cache. This policy is described by the algorithm in Fig. 3 , where operations in the cache are described in terms of the addition or removal of zones to the current strip. When the user starts using the navigational tool in advanced mode, the navigation agent loads chunks associated to the initial strip consisting of the current zone plus zones behind and zones in front of it; hence, the initial strip length is . When the user changes route, the cache content is flushed and replaced according to a new strip of total length . Otherwise, while the user moves along the same route, the cache is updated only when, because of user movement, his/her distance from one of the current strip ends becomes equal to or . The distance is measured as the number of zones that must be traversed, starting from the current one, to reach the corresponding end; conventionally, the first zone outside the strip is at distance 1 from the strip end (see Fig. 4 ). Hence, means that the next user move could lead him/her outside the strip, causing a cache miss, while means that he/she has just exited the strip, and a cache miss has occurred.
When the distance from the strip end becomes equal to , new chunks are loaded that correspond to attaching to the current strip a new substrip of zones (y or ). This action resets the distance of the current user zone from the end of the strip to the initial value . Note that, until the user moves along the same route, the strip length and cache content grow beyond because of the addition of new substrips. If the cache size is finite and the cache capacity is reached, a replacement policy is applied, corresponding to the removal of substrips of equal length from the opposite end.
The choice of and determines the kind of caching policy. Indeed, (i.e. ) and corresponds to using a demand-driven caching policy where, after a cache miss, the navigation agent loads and stores only the information chunk associated with the new current zone, while corresponds to a prefetching policy. In the latter case, implies that the cache is updated only after a cache miss actually occurs (demand-driven prefetching), while implies that the update is performed to prevent a possible cache miss occurrence (anticipated prefetching). Note that anticipated prefetching completely masks (except when service starts) the remote latency, while the user moves back and forth along the same route.
Besides and , the caching policy is completely defined by setting appropriately the values of and . For a given , the choice of and should depend on the characteristics of the user motion. With the adopted mobility model, a good choice when is to choose , while we can expect that when , a better choice is to prefetch more pages on the most likely side (back or front). In this case, a possible rule of thumb is to set and .
VI. ANALYTICAL MODEL
In this section, we define an analytical model to evaluate the performance measures defined in Section III. By considering the mobility model and the cache management policy defined in Sections IV and V, we can write the following expressions for the quantities , , and :
cache miss at step k
cache update at step k (6) Note that (4)- (6) are incremented by one to take into account, respectively, the initial zone and the cache initialization when the user starts using the service. For , the adopted policy implies that this quantity can be expressed as (7) where denotes the size, in bytes, of the information chunk associated to each zone (for the sake of simplicity, we are assuming a constant size), and "proximity to back/front end" means that the distance from that end is equal to .
To evaluate the probabilities on the right-hand side of (5)- (7), we have to describe the cache dynamics, keeping track of how much information is present in the cache, i.e., the strip length, and which is the current user position within that strip.
Assuming a finite cache size (measured as the number of chunks that can be stored), we define a discrete-time Markov process k k , with state space , where and represent the distance (as defined in Section V) of the current zone from the back and front ends of the strip, respectively. Hence, state expresses both the amount of information in the cache (equal to chunks) and the user position. In Table I , we list the possible transitions from a generic state , together with their probability (prob) and enabling condition (cond).
Note that the enabling conditions of transitions 4 and 5 (6 and 7) are mutually exclusive: transition 4 (6) occurs when there is enough room in the cache, while transition 5 (7) occurs when some chunks must be discarded to make room; this implies that after the transition, the cache is full.
It is worth noting that, if we assume , transitions 5 and 7 in Table I can never occur, and the two state components of evolve independently. An infinite cache size could actu- ally mean that the cache size is large enough to contain all the information that could be loaded in the finite time interval . By using the transition probabilities given in Table I , we can build the process transition probability matrix p s s , with s , s . Let p s s , k , denote the th power matrix of that gives the -step transition probabilities of process .
can be calculated as , with , where is the identity matrix. According to the policy defined in Section V, we are interested in the k-step transition state probabilities with initial state s . By using these probabilities, we can evaluate the quantities of interest needed to evaluate (5) to (7) . To this purpose, note that a cache update occurs at step k each time that, at step k , the user moves back starting from any state , or moves forth from any state , or changes route starting from any state. By considering that is the probability of changing route, and that and are the probabilities of moving to the back or front zone, respectively, the following equations hold: cache update at step k p s p s
where is the indicator function of condition . Note that a cache update corresponds always to the occurrence of a cache miss in case of route change; in the case of update due to a movement to the back or front zone, it corresponds to a cache miss only if , thus explaining the difference between (8) and (9).
To evaluate (7), we must calculate the probabilities in its right-hand side, that can be expressed as follows: update for proximity to back end average number of updates for proximity to back end average number of updates p s (10) update for proximity to front end average number of updates for proximity to front end average number of updates p s
update for direction change average number of updates for direction change average number of updates (12) Finally, by substituting (8)- (12) in (5)- (7), we can evaluate the latency and energy consumption measures defined in Section II by (1) and (2) .
We would like to remark that (8)- (12) are based on the k-steps transition probabilities matrix , k . Hence, the performance measures (1) and (2) are evaluated in terms of probabilities expressing transient behavior. In this way, we take into account the impact on such measures of the cache warm-up effect, i.e. the initial cache filling starting from an empty cache. This is important, since in general we cannot assume the period be long enough to reach steady state.
VII. NUMERICAL RESULTS
In this section, we present three sets of experiments to investigate the effectiveness of the proposed policies in enhancing the performance of the considered information service. In the first set, we compare the effectiveness of demand-driven caching and prefetching (both anticipated and demand-driven) by assuming that no route change can occur. In the second set, we consider only demand-driven caching and demand-driven prefetching, and investigate how the possibility of changing route affects their effectiveness. In both these two sets of experiments, we assume infinite cache size to investigate the effectiveness of the policies under optimal conditions. Finally, in the third set, we consider a finite cache size to investigate to what extent the results obtained under the optimal condition of infinite size are maintained in this more realistic case.
In the experiments, we have considered a time interval of 500 discrete time units, with the following fixed parameters values, derived from literature (e.g. [11] ): ms, s, bytes, kbytes/s, ms, while we have varied the parameters , , , , and that characterize the user behavior and the cache management policy, and the value of , that denotes the size of the information chunk associated to each zone.
In the experiments, we consider the two cases of balanced or unbalanced motion with a low or high motion probability (slow and fast motion, respectively), and plot the corresponding latency and energy consumption measures for increasing values of (size of the strip loaded at start). Note that the case corresponds to a demand-driven caching policy, while corresponds to prefetching. For each value of , the corresponding values of and are determined as suggested in Section V. To appreciate the effectiveness of data caching, it is useful to know the value of the considered performance measures when no such technique is used (in our model, this corresponds to setting and ). Using the above parameters values, we have for latency s, while the values for the energy consumption measure are reported in Table II , for two different B values.
A. Infinite Cache and No Route Change
Figs. 5-11 refer to the first set of experiments, where we consider motion without route change and unlimited cache size, and compare demand-driven caching, demand-driven and anticipated prefetching, with two different values of (10 and 200 kbytes). Figs. 5 and 6 show that prefetching causes a remarkable latency reduction with respect to demand-driven caching. In the case of demand-driven prefetching , latency decreases for increasing .
On the other hand, in the case of anticipated prefetching , the latency is independent of since, except for the first time the user accesses the service, the user always finds the information associated with the new zone in the local cache, each time he/she enters a new zone. Note that the plots for anticipated prefetching start from a value , since it must be and . For example, in the case of balanced motion, the initial strip must include at least zones. From the energy-saving viewpoint, note that demand-driven caching loads only strictly needed information (associated with the zone that the user has just entered) when a cache miss occurs, while prefetching loads information in excess, that could never be used. Hence, the effectiveness of prefetching for energy saving could seem questionable. However, when is quite small (10 kbytes), Figs. 7 and 8 show that prefetching may be beneficial from the energy-saving viewpoint also. Indeed, in both figures, some values yield a smaller energy consumption than the case (demand-driven caching). Since prefetching reduces the overall number of cache updates with respect to demand-driven caching, this result means that the savings in setting up connections and sending the information requests outbalances the time needed to load a greater amount of information at each cache update. We can expect that the benefit of prefetching tends to disappear when the amount of information to be loaded grows beyond some threshold. This is confirmed by Figs. 9-11 , where we consider a higher value (200 kbytes): in this case, demand-driven prefetching reduces the energy consumption with respect to caching only for fast unbalanced motion.
Finally, comparing anticipated and demand-driven prefetching, we see that anticipated prefetching yields a remarkable latency reduction with respect to the demand-driven case at the expense of a modest energy-consumption increase.
With respect to the different characteristics of the motion, this first set of results suggests that prefetching is more effective when the motion is unbalanced. Indeed, in the case of both slow and fast unbalanced motion, we observe that for small values (10 kbytes), prefetching yields a lower energy consumption than demand-driven caching for a large range of values (Fig. 8) , and reduces latency up to two orders of magnitude when anticipated prefetching is adopted (Fig. 6) . Moreover, for greater values (200 kbytes) also, prefetching is able to reduce energy consumption when motion is fast, even if for a limited range of values (Fig. 11) . On the contrary, when motion is balanced, the effectiveness of prefetching with respect to demand-driven caching appears more questionable, since the use of prefetching reduces energy consumption only for small values, and only for a limited range of values, that makes more critical the practical estimation of the value (Fig. 7) . Also, latency decreases by one order of magnitude (Fig. 5) at most. 
B. Infinite Cache and Route Change
In the second set of experiments (Figs. 12 and 13 ), we consider the possibility of route change. Our aim is to investigate whether prefetching is yet effective when the user moves in a multidimensional space, where the forecast of future zones may be more difficult. We show only the energy consumption curves, since the latency can only decrease as increases, as we have seen for the previous set of experiments. We consider only the case of demand-driven caching and demand-driven prefetching ( and ). The results in Figs. 12 and 13 show that prefetching reduces energy consumption with respect to demand-driven caching only if the probability c of not changing route is great enough. In particular, for balanced motion, we see from Fig. 12 that, only if , prefetching outperforms demand-driven caching, yielding a smaller energy consumption for some values. On the other hand, Fig. 13 shows that prefetching appears somewhat more effective in case of unbalanced, yielding a smaller energy consumption for lower values, starting from .
C. Finite Cache and No Route Change
Finally, in the third set of experiments (Figs. 14-17), we investigate the impact of finite cache size. We consider only demand-driven caching and demand-driven prefetching and limit the investigation to fast motion along a single route, since this is the case that stresses more strongly the finite cache size (the cache is never flushed, and new substrips loading is more frequent). In each experiment, we compare the unlimited size case with two finite sizes: and . We see that for , the energy consumption and latency are almost indistinguishable from the infinite case, for both balanced and unbalanced motion.
On the other hand, a significant difference between the two types of motion appears when the cache is very small . Indeed, in the balanced case (Figs. 14 and 15) , both latency and energy consumption depart significantly from the infinite cache case. Moreover, prefetching becomes ineffective for energy saving with respect to demand-driven caching, since it worsens energy consumption. This may be explained by considering that a very small cache causes frequent cache misses, so reducing the main advantage of prefetching, that consists in reducing the frequency of remote connections.
On the contrary, in the unbalanced case with (Figs. 16 and 17), we may still observe results similar to the infinite case. In particular, prefetching also remains effective for energy saving, even with this very small cache size, since it reduces energy consumption with respect to demand-driven caching. This different behavior can be explained by considering that in the unbalanced case the overall cache size is less exploited, since the user stays most of the time close to one of the two strip ends, and hence the total strip length, i.e., the cache size has little influence on the cache-miss probability. From the obtained results, we can draw some final considerations. First of all, if we consider the values of the performance measures when no caching technique is used, shown at the beginning of this section, we can note that caching techniques considerably improve the system performance. Moreover, we see that even a moderate cache size approximates well the performance that could be obtained in the ideal case of infinite size. Considering the limited storage capacity of palmtop devices, this means that information caching is a viable solution for improving the effectiveness of the information service we are considering.
With regard to the cache management policy (i.e., demanddriven caching versus prefetching), we see that prefetching outperforms demand-driven caching only if the probability of route change is very small. Moreover, prefetching performs better in the case of unbalanced motion, i.e., when there is less uncertainty about the future user behavior. Both these results suggest that while caching is always beneficial for both latency reduction and energy saving, prefetching is beneficial only if the route followed by the user can be forecast quite precisely. For example, this could be the case of a user moving along the route drawn by the navigation tool as a response to user requests such as "how to reach a given destination", or "suggest me an interesting route starting from a given position". Otherwise, in the case of "wandering" users in an area where several routes are present, information prefetching runs the risk of wasting precious resources like battery power and wireless bandwidth, and should be avoided.
Finally, we have considered two different prefetching strategies (demand-driven and anticipated) that differ in the choice of the time instant to perform prefetching; the results suggest that anticipating prefetching to prevent a cache-miss occurrence leads to a slight increase of the energy consumption, but with a noteworthy performance improvement.
VIII. RELATED WORK
The information service we have considered represents a special case in the general class of so-called context-aware applications, i.e. applications able to detect changes in their current context and to accordingly modify their behavior [3] , [13] , [25] , [26] . The term context should be intended in a broad sense, that in general spans the application computing environment (e.g., available bandwidth, computing power, energy level, and so on) and user environment (e.g. position, people around, and so on).
The interest in such applications is mainly motivated by the growing availability of mobile computing platforms that introduce the possibility of a high degree of variability of the computing and user environment.
Within the class of context-aware applications, context-aware information services have received noteworthy interest [1] , [3] , [5] , [6] , [12] , [33] , [37] , [38] , where context awareness means the ability to retrieve information appropriate to the current user context (e.g. in response to requests like "what there is around me?"), and to refresh a previously provided response after a context change that invalidates the old response. Our information service belongs more specifically to this class of applications, where the "zones" we have considered represent a special case of context, and the proposed architecture is inspired by other proposals appeared in the literature. However, none of the cited papers (except [38] ) analyze the use of caching or prefetching techniques to improve the performance of these information services.
With regard to caching and prefetching, several papers exist about the use of these techniques to reduce user perceived latencies in traditional distributed systems based on fixed nodes (e.g. [15] , [21] , [22] , [29] ) exist. Some papers have also considered the utility of these techniques in the framework of mobile computing, in general from the viewpoint of improving the availability of remote file systems, rather than user perceived performance; the use of mobility prediction, based on user mobility models, has been also considered to this purpose [14] , [19] , [32] . In [38] , the authors investigate the use of prefetching to reduce perceived latency in the framework of a map service for mobile users, quite close in its motivation to the information service we have considered. However, the user-mobility model adopted in [38] basically considers unidirectional motion only, along a single route; moreover, neither demand-driven caching nor the issue of energy saving are considered.
The issue of energy saving is also receiving a growing interest, thanks to the diffusion of portable devices [4] , [16] , [18] . A comprehensive approach to this issue requires intervention at all levels of the protocol stack, from hardware to applications. In this perspective, we focus on intervention at the application level.
Some preliminary results about the effectiveness of prefetching for both latency reduction and energy saving in a context-aware information system have been presented in [7] . However, in that paper, the user behavior is modeled as nonuniform one-dimensional or uniform two-dimensional random walk, which could not be suitable for the utilization environment we have considered in this paper. Moreover, demand-driven caching is not analyzed in [7] , and the provided results are derived from a steady-state analysis of the proposed model.
On the contrary, in this paper we have developed a user-mobility model (nonuniform one-dimensional random walk, with "route changes") that appears more suitable for the considered environment (typically, movement along streets in an urban area). Moreover, we have considered also demand-driven caching, besides prefetching, and have analyzed the proposed model in transient conditions, to take into account the transient effect of the initial local cache filling starting from an empty cache. In this way, we avoid the potential drawbacks of a steady-state analysis, that could give misleading results, since the utilization period of the considered information service could not be long enough to mask the cache warm-up effect, as remarked at the end of Section VI.
With regard to the adopted user behavior model, several mobility models have been presented in the literature, generally in the framework of cellular networks, to analyze new architectures and protocols [2] , [9] , [24] , [39] . We would like to remark that the "zones" in which we divide the space where the user moves do not correspond, in general, to cells of a cellular network. The former refer to a "logical" information organization, while the latter correspond to the network layout used to implement physical communication. Hence, a zone could span several cells, and vice versa. However, abstracting from the different meaning, both our model and the cited models describe movement in a space divided into adjacent portions. Most of the cited models are based on discrete-or continuous-time random walks [8] . Also, our model can be included within this class, since it is based on a random walk tailored to the characteristics of the application environment we have considered.
IX. CONCLUSIONS
We have analyzed the introduction of caching and prefetching techniques in the design of an information service that enhances the capabilities of palmtop-based navigational tools, with the aim of reducing the latency and the energy consumption experienced during service utilization. To this purpose, we have defined latency and energy consumption measures, and an analytical model of the user behavior derived from the typical utilization environment of the considered service.
The obtained results show that even with a small cache, data caching is effective for both latency reduction and energy saving. As it could be expected, prefetching appears more effective than demand-driven caching for latency reduction, while its effectiveness for energy saving is questionable. However, when future zones visited by the user can be predicted with high probability, prefetching may be more effective for energy saving, too, despite the greater amount of information loaded at each cache update.
We have used an analytical setting to obtain these results. However, despite the relative simplicity of the underlying model, we believe that they provide useful insights about the utilization scenarios where the considered techniques are really effective in improving the performance of the considered information service.
