ABSTRACT We consider a multiple-input multiple-output (MIMO) communication in a binomial field of nodes scattered in a compact circular region. We first provide closed-form formulas for the Euler transform and Eulerian integral of H -function, which enable us to evaluate the integral in terms of again the H -function. We then derive the exact closed-form expression for the MIMO ergodic capacity between the transmitter and its nth nearest receiver to characterize the spatial ordering achieved by the random locations of nodes in binomial field networks. In high signal-to-noise (SNR) regimes, we also derive a simple mathematical expression for the MIMO capacity in terms of the high-SNR offset. We further analyze the asymptotic capacity when the number of antennas tends to infinity.
I. INTRODUCTION
The random deployment of transmitting and/or receiving nodes is one of inevitable uncertainty in designing and analyzing network information flow in wireless networks. Therefore, spatial modeling of random wireless networks in terms of stochastic geometry is crucial to characterize the spatial average behavior of the network in a probabilistic way. The stationary Poisson point process (PPP) has been shown to be a good model for random locations of the nodes in large wireless networks (or asymptotic scenarios) [1] - [5] . The most fascinating feature of the PPP model is that spatial average performance of wireless network can simplified through Campbell's theorem [6] .
Since the PPP considers node positions in an infinite region, the process for the random location leads to stationary and isotropic properties. However, there exist some shortcomings of this Poisson model in practical scenarios, for example: i) the random set of node locations in a finite region is often non-stationary; ii) usually the number of licensed users is known to the network manager a priori in a centralized communication network such as spectrum sharing underlay networks (e.g., femtocell networks and cognitive radio networks); and iii) hence the node numbers in disjoint areas are not independent. Motivated by these drawbacks of PPP, various point process models have been proposed for the dynamics of wireless networks such as the Poisson hole process [7] , Thomas cluster point process [8] , (modified) hardcore process [9] , and Binomial point process (BPP) [10] .
Specially, the BPP model well describes the random position of a fixed number of users in a finite region. For example, it is important to model a device-to-device (D2D) cellular network with a bounded finite area rather than an infinite area since the D2D communication is planned for direct communication between nearby (short distance) users [11] . Moreover, the scheduling network can be assumed to be serving the finite number of authorized users [12] - [14] . Due to the practical advantages of the BPP model, a large wave of work has been spawned on the analysis of network system performance in the binomial field networks (see e.g., [10] - [17] and reference therein). These studies mainly focus on the characteristics of wireless networks such as interference [10] - [12] , [15] , [16] , network coverage [13] , [14] , [16] , and broadcast latency [17] . However, there are only few studies for the performance evaluation between a transmitter and its nth nearest nodes in the binomial field network since the random distance between internodes in an arbitrarily shaped finite region is unknown in general or possesses an intractable mathematical form except for the specific shaped regions [18] .
In this paper, we investigate the multiple-input multipleoutput (MIMO) capacity to characterize the local information flow between the transmitter at the origin and nth nearest nodes in the binomial field networks. In particular, we consider the random distance between the transmitter and nth nearest node in a compact circular region R which follows generalized beta distribution [10] . This distance distribution captures both random position of the nodes and the spatial ordering of the distance between communicating nodes. We first provide closed-form formulas for the Euler transform and Eulerian integral of the H -function in terms of again H -function and H -function with two variables, respectively (see Theorem 1 and Theorem 2). We then derive the ergodic capacity of the nth nearest node in the binomial field MIMO networks with a compact serving region R (see Theorem 3). We deduce the asymptotic capacity of the nth nearest node as the number of antennas tends to infinity (see Theorem 4). We further derive the approximate expression for the MIMO capacity in a high-signal-to-noise ratio (SNR) regime (see Remark 3) .
Throughout the paper, we shall adopt the notation: i) random variables are displayed in sans serif, upright fonts; their realizations in serif, italic fonts; and ii) matrices are denoted by bold uppercase letters. We relegate the glossary of notation and symbols used in the paper to Appendix.
II. SYSTEM MODEL
We consider a MIMO wireless network, where a transmitter with n t antennas conveys information messages to n r -antenna receivers randomly located in a two-dimensional compact disk R of radius R centered at the transmitter (See Fig. 1 ). 1 1 Note that the probability of n nodes being inside a serving region R in the Poisson field networks is Poisson distributed [3] , i.e., P {n nodes in R} = (λµ (R)) n n! e −λµ(R) , n = 0, 1, 2, . . .
A. DISTANCE DISTRIBUTIONS
Let N be the number of nodes forming a BPP in an arbitrary region R. Then, the probability of k nodes being inside the region A ⊆ R, k = 0, 1, 2, . . . , N , is given by
where µ (·) denotes the Lebesgue measure. Let r n be the distance between the origin and its nth nearest node in the circular region R. Then, r n follows the generalized beta distribution [10, Corollary 2.2]:
for r ∈ [0, R] and n = 1, 2, . . . , N . 2 Note that the probability density function (PDF) of r n can be expressed by H -function such that
where
B. SIGNAL AND CHANNEL MODELS
The received signal vector y n at the nth nearest node can be written as
where x is the n t × 1 transmitted signals from the transmitter to the nth nearest node with E x 2 ≤ 1; H n is an n r × n t independent and identically distributed Rayleigh-fading channel matrix between the transmitter and the nth nearest node; and z n is an n r ×1 additive white Gaussian noise vector; snr denotes the average received signal-to-noise ratio (SNR) per receive antenna measured at a reference distance of 1 meter away from the transmitter; and α ≥ 2 is the power loss exponent. We refer to p = min (n r , n t ) and q = max (n r , n t ). We consider that the channel state information is known at the receivers but unknown at the transmitter. We also assume that the fading processes are ergodic and independent for all communicating links.
III. MIMO CAPACITY FOR THE BPP
In this section, we analyze the ergodic capacity of the nth nearest node in the binomial field MIMO network and its asymptote per receive antenna as the numbers of antennas tend to infinity at the same rate. To this end, we begin by providing Euler transform and Eulerian integral for the H -function under the H -transform framework recently developed in [21] , which will be invoked in the capacity analysis.
where λ is the spatial density. 2 It is well known that the internode distance in a PPP follows a generalized gamma distribution [19] . The internode distance in a Cox process has been also derived in [20] with the random spatial density (H -variate).
A. EULER TRANSFORM AND EULERIAN INTEGRAL OF THE H-FUNCTION

Theorem 1 (Euler Transform of the H -Function):
The Euler transform of a function f (x) for x ∈ [0, t] is defined by
for α, β ∈ C and {β} > 0. Let f (x) = H m,n p,q (x; P P P ) 1 [0,t] (x) with the order sequence O O O = m, n, p, q and the parameter sequence P P P = k , c, a a a, b b b, A A A, B B B . Then, the Euler transform
p+1,q+1 (t; P P P e )
where the parameter sequence P P P e is
Proof: The Euler transform of H -function F (t) can be written in terms of again H -function with the help of [22, eq. (2.51)] as
p+1,q+1 t;P P P
wherê
Then, using the modulation identity of H -function [21, Table II ], we get
p+1,q+1 t; α + β − 1|P P P
where the conjugacy operation γ |P P P for γ ∈ C can be obtained using [21, Property 3] , which completes the proof.
Theorem 2 (Eulerian Integral of the H -Function):
The
α, β, γ ∈ C, and {β} > 0:
holds the formula in terms of H -function of two variables as
(1 + γ ; 1, 1) : P P P 1 -: P P P 2 (12) where a a a, 1 + γ ) , B B B, (A A A, 1) (13)
Proof: Using the fractional integral of H -function [22, eq. (2.69)], we have (15) , as shown at the bottom of the page. Then, using the notation of H -function of two variables given in [21, eq. (255) ] with the parameter sequences P P P 1 and P P P 2 , we arrive at the desired result.
Remark 1: For the null sequences P P P ∅ = (1, 1, -, - 
B. ERGODIC CAPACITY
In this subsection, we provide the exact MIMO ergodic capacity of nth nearest nodes in the binomial field networks. Since the closed-form expression includes a special function, we also give an approximate capacity expression in a high-SNR regime.
Theorem 3 (The nth Nearest Ergodic Capacity): Let
be the ergodic capacity in nats per second per hertz (nats/s/Hz) of the nth nearest node (n = 1, 2, . . . , N ) in the binomial field MIMO network with the serving region R. Then, for α ≥ 2, we have 4 c n (R)
where m = q − p. 4 The H -function is widely used to evaluate a performance of wireless communication system since it is easily evolved under the Mellin transform leading to a tractable treatment of H -functions [20] , [22] - [24] . 
We first evaluate a function J (z) defined by
Using the PDF of r n given in (2) = y, the function J (z) has the form of
Then, using the Euler transform of the H -function in Theorem 1 and the reciprocity identity of H -function [21, Table II] , we have
Substituting (23) into (20), and using the 
where W n ∼W p q, I p . Using the moments of log det (W n ) and det (αA) = α k det (A) for A ∈ C k×k , we have
Note that pζ (α, n, N , R) is the high-SNR power offset (high-SNR slope shift gain) which is caused by random locations of nodes in the binomial field of networks.
C. ASYMPTOTIC ANALYSIS
The Marcenko-Pastur law shows that as the antenna numbers n r and n t grow infinitely large with keeping their ratio fixed, the singular value distribution of random channel matrices becomes less sensitive to the actual their distribution [25] , [26] . Specifically, with the growing ratio n t /n r → τ , the empirical density for the eigenvalues of n −1 r H n H † n converges almost surely to
Theorem 4 (Asymptotic MIMO Capacity): Let us define an asymptotic capacity per receive antenna of the nth nearest MIMO link as
Then, c n (R; τ ) in nats/s/Hz per receive antenna for the binomial field MIMO network is given by
Proof: Using (27), we have
Substituting (23) into (31), and using the Eulerian integral of the H -function in Theorem 2 with the shorthand notation [21, eq. (265)], we complete the proof. Remark 3: As τ gets large, 1 n t H n H † n converges (almost surely) to I n r by the law of large numbers. Therefore, the ergodic capacity in (18) for large τ becomes
With the fact that c n (R; τ ) is a monotonically increasing function in τ ≥ 0, the asymptotic growing rate of the ergodic capacity for the nth nearest node with the large antenna numbers is bounded as
FIGURE 2. Ergodic capacity c n (R) in nats/s/Hz and its scaled asymptote n r c n (R; τ ) as a function of n when R = 10, N = 10, snr = 50 dB, α = 4, and n r = n t = 2, 3, 4 (τ = 1).
IV. NUMERICAL RESULTS AND DISCUSSION
We now provide some numerical examples to demonstrate the effects of multiple antennas and random locations of the nodes on the capacity in the binomial field network of femtocell size [5] , [27] , [28] . In all examples, we set the power loss exponent to α = 4; and the radius of the serving region R to R = 10 meters except Fig. 5 . Fig. 2 shows the ergodic capacity c n (R) in nats/s/Hz of the nth nearest node and its scaled asymptote n r c n (R; τ ) as a function of n when N = 10, snr = 50 dB and n r = n t = 2, 3, 4 (τ = 1). It can be observed that the ergodic capacity of the nth nearest node decreases exponentially due to a large path loss as n increases. We also see that the scaled asymptotic capacity n r c n (R; τ ) accurately predicts the exact results even for two antennas.
In Fig. 3 , ergodic capacity c 1 (R) in nats/s/Hz of the nearest node and its high-SNR approximation as a function of snr are depicted when R = 10, N = 10, α = 4, and n r = n t = 2, 3, 4. For comparison, the ergodic capacity of the nearest node in the Poisson field network (with the spatial density λ = 0.032) is also plotted [3] , which gives a tight (since the network geometry forms a closed circular region) and lower bound (because of the high probability that the number of realization in a Poisson network with the spatial density λ in the circular region R is smaller than N ) on the ergodic capacity c n (R). We can also observe that the high-SNR approximation in Remark 2 is remarkably accurate in the high-SNR regimes. To further demonstrate the effect of the limiting ratio τ on the capacity, the asymptote c n (R; τ ) in nats/s/Hz per receive antenna and its high-SNR approximation are depicted in Fig. 4 as a function of τ when N = 10, snr = 50 dB and n = 1, 2, . . . , 10. We see that the asymptotic capacity monotonically grows with τ and quickly reaches the limiting value (33) in Remark 3. In this example, the values of sup τ ≥0 c n (R; τ ) are equal to 8.162, 6.165, and 5.170 nats/s/Hz per receive antenna for n = 1, 2, and 3, respectively.
To illustrate the effect of arbitrary shaped finite regions on the ergodic capacity, we plot the ergodic capacity in a rectangular region R with µ R · ω 1/2 in length and Fig. 5 as a function of ω for R = 10, N = 10, snr = 50 dB, α = 4, n r = n t = 4, and n = 1, 2, . . . , 10. The parameter ω can be interpreted as a irregularity of network geometry. We can see that the ergodic capacity c n R monotonically decreases with ω and more quickly reaches zero with large n. It implies that the non-symmetric shaped finite region increases the random distance between the transmitter and nth nearest node as contrasted with the circular region R on an equal area; and has more impact on the farther nodes. In this example, c n (R) = 29.202, 21.341, and 17.499 nats/s/Hz for n = 1, 2, and 3, respectively. It is also noteworthy that the ergodic capacity of the nth nearest node in the Poisson field network (with the spatial density λ = 0.032) has the same ergodic capacity regardless of the irregularity of network geometry ω. For example, the ergodic capacities of the nth nearest node in the Poisson field network are 28.873, 21.025 and 17.203 nats/s/Hz for n = 1, 2, and 3, respectively, which give the lower bound on the ergodic capacity c n R with ω = 1, as similarly shown in Fig. 3 .
V. CONCLUSION
In this paper, we analyzed the MIMO ergodic capacity achieved by the binomial fields of nodes. We obtained the exact closed-form expression for the ergodic capacity of the nth nearest nodes as well as their asymptotic expressions in high-SNR and large antenna regimes. It has been shown that the achieving ergodic capacity serving the compact circular region provides the maximum ergodic capacity for the arbitrary shaped finite region with same areas. Our work will serve to quantify the spatial ordering of maximum local information flow in MIMO networks with a bounded arbitrary serving region and the fixed finite number of nodes.
