In this paper, we analyze the asymptotic performance of multiple antenna channels where the transmitter has finite bit channel state information. Using the diversitymultiplexing tradeoff to characterize the system performance, we demonstrate that channel feedback can fundamentally change the system behavior. Even one-bit of information can increase the diversity order of the system compared to the system with no transmitter information. In addition, as the amount of channel information at the transmitter increases, the diversity order for each multiplexing gain increases and goes to infinity for perfect transmitter information. The major reason for diversity order gain is in temporal power control, which adapts the power control strategy based on the average channel conditions of the channel.
I. INTRODUCTION
T HE importance of channel state information at transmitter has been extensively studied, see for example [1] - [7] . In fading channels, using channel state information at the transmitter (CSIT) in form of power control leads to significant gains in outage probability over systems with no information at the transmitter [8] . However, in practical systems it is not feasible to provide perfect CSIT. In this paper, we characterize the diversity order of systems with imperfect channel state information at the transmitter when CSIT is used to perform temporal power control.
We study systems in which the transmitter has causal channel information and adapts its actions based on the current channel conditions. Our main contributions are two-fold. First, we refine our analysis further by decoupling the optimal power control into temporal power control and spatial power control. In temporal power control, all eigenvectors of the channel receive the same equal power, with total power depending on the current channel conditions. And in spatial power control, a short term power constraint is employed leading to same total power for each channel condition but adaptive power allocation along different eigenvectors of the channel. We show that most of the gain of optimal power control stems is from temporal power control. In fact, spatial power control has the same diversity-multiplexing tradeoff as the system with Manuscript received April 26, 2007; revised July 5, 2008 ; accepted July 19, 2008 . The associate editor coordinating the review of this paper and approving it for publication was S. Shen. The authors were partially funded by NSF Grants CCF-0635331 and CNS-0325971.
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Digital Object Identifier 10.1109/T-WC. 2008.070433 no channel information at the transmitter. To achieve the gain from temporal power control, an adaptive power control is critical which adapts based on average condition of forward channel. Second, we derive lower bounds on diversity order for systems where only finite number of feedback bits about the channel are made available to the transmitter. The analysis is limited to only temporal power control since only temporal power control provides increase in diversity (as shown by the above mentioned perfect channel information analysis). To aid closed form analysis, we develop a simple finite bit quantizer which can be computed in a recursive manner. We show that finite bit channel information leads to a substantial (though finite) increase in diversity order for each multiplexing gain, when compared to system with no channel information [9] . And as the number of feedback bits increase, the diversity order increases unboundedly for all but the maximum multiplexing gain, and approaches the perfect information case. The proof of the finite rate feedback relies on approximations of order statistics of eigenvalues of Gaussian matrices, which are of independent interest. Several recent works [10] , [11] have derived the diversitymultiplexing tradeoff with CSIT, using beamforming for spatial power allocation. We were the first to quantify the performance of a multiple antenna system with finite rate feedback and showed the significant impact of temporal power allocation on diversity order of the system [12] - [15] . The work in [16] is closest to our work in spirit with one major difference. In [16] , authors consider the impact of using Lrounds of ARQ in a MIMO channel, and show that additional delay changes the diversity-multiplexing behavior in much the same way as our results.
We further note that work of [7] , [17] also identified that additional queuing delay can improve the outage performance. The change of slope of the outage as a function of SNR was observed, though no results regarding actual increase in diversity level were proven.
A. Explanation of Results
The interesting result of this paper is that: power control, provided by even few bits of feedback, increases the diversity order. This increase in diversity is obtained by changing the probability of outage event. In a system with no feedback, constant power is allocated for all channel conditions, Figure 1. The allocated power is sufficient to prevent outage for some channel conditions, region B in Figure 1 but for poor channel conditions, the outage occurs, region (A) of Figure 1 , with probability of 1/SN R in a 1 × 1 system. If we use one bit of feedback, we can partition the channel space into two regions: region (C) and regions (A B) in Figure 2 . We show that there exists a power allocation such that: 1) it satisfies the average power constraint, 2) it is sufficient to prevent outage at regions B and C, and 3) Pr{A} ∝ 1/SN R 2 . We further extend the analysis to a general case of systems with multiple transmit and receive antennas and arbitrary number of bits for feedback and power control.
The rest of the paper is organized as follows. In Section II, we introduce our channel and feedback model. Section III contains the derivation of quantized power control. Diversity analysis of the proposed recursive power control is presented in Section IV. We conclude in Section V.
II. PROBLEM FORMULATION
In this section, we first describe the channel and feedback system model, followed by the optimization objective of feedback design. 
A. Channel Model
We consider a multiple antenna channel with M transmit and N receive antennas (Figure 3 ). When the channel coherence time is larger than the duration of transmission of a codeword, channel can be modeled as a block fading channel with the following input-output relation
In (1) Finally, the transmitter is equipped with a finite average power
B. System Model
The complete feedback system is depicted in Figure 3 , where there is fast feedback link between the transmitter and receiver. The receiver is assumed to have perfect knowledge of the MIMO channel H, and sends a feedback codeword Q(H) to the transmitter. For the case of perfect information at transmitter, Q(H) = H, and for finite rate feedback,
On receiving the feedback codeword Q(H), the transmitter uses the channel information to adapt its transmission scheme for actual transmission of the data. We assume that the feedback is error-free and delayfree. In our recent work, we have also analyzed the impact of feedback errors for a two-way training model [18] .
The finite bits of feedback about the channel can be used to perform either beamforming [4] - [6] , power control [12] , [14] or rate control [13] , [19] among other possible transmission adaptations. In this paper, we will focus mainly on temporal power control. In temporal power control, all transmit antennas are used simultaneously with the same power P (Q(H)) or more concisely P Q (H). In this case, the transmitted signal S = P Q (H) 1/2 X and the received signal can be written as
Note that X has a unit power, i.e., tr E[
imposed is on the long term average power constraint of the transmitted signal P (Q(H)) 1/2 X. That is,
where H i and X i represent the channel and the input signal at time i, respectively. Assuming a stationary and ergodic channel and applying the law of large numbers, we can replace the time average with the ensemble average, i.e.,
where the expectation is taken with respect to the distribution of H. Thus, the average power constraint in(3) can be written as
C. Objective Our optimization objective is to attain maximum diversity order d for a fixed multiplexing gain, r. The diversity order of any transmission scheme is defined as the slope at which the probability of outage decays as the function transmit power P av . More formally, it is defined as [9] 
where Π(P av , R(P av )) is the probability of outage with power P av and rate R(P av ). Note that outage is typically understood as an event in which the transmitter sends a codeword and receiver is unable to decode it correctly [20] . However, with CSIT, the transmitter may choose not to send any codeword in poor channel conditions. In the conventional definition, such an action implies no outage, leading to potentially no outage system. We believe for feedback based system, a more general definition is necessary. We visualize the system as a time slotted system, in which each slot can accommodate a full codeword and the channel state is constant over the whole time-slot. The outage event is then defined as lack of information at the receiver at end of each time-slot. Thus the outage event can occur in two possible ways; either the transmitter sends no information or the transmission is in error. In either case, the receiver gets no useful information. We note that this definition is useful when the system is not allowed to queue the packets and each packet is either sent or dropped. If queuing is allowed at the transmitter, then the above outage definition still applies as either a packet drop by the transmitter or erroneous decoding at the receiver [17] . The complementary metric of multiplexing gain is defined as the rate at which throughput scales as a function of log(P av ), computed as
We note that multiplexing gain, r, can not be larger than the rate of growth of ergodic capacity, m = min(M, N ) with any amount of channel information at either transmitter or receiver.
III. QUANTIZED POWER CONTROL
In this section, we will develop a suboptimal finite bit quantizer to perform temporal power control. We restrict our attention to those power control matrices, P Q (H) (as in (5)), of the form P Q (H)I in which P Q (H) is a scalar. The quantizer has a simple form which allows recursive calculation of all quantization thresholds, and simplifies the subsequent analysis of diversity-multiplexing tradeoff.
A. Mutual Information with Quantized Power Control
In this part we show that by equally distributing the power among all the transmit antennas, there is no need to inform the transmitter about the eigen vectors of the channel. Each eigendirection receives the same power which varies from block to block based on current channel conditions. In this case, the mutual information using a full-rank Gaussian space-time code with covariance
where I M is M × M identity matrix and H † is the Hermitian conjugate of H. The power P Q (H) is the equal power assigned to all the eigenvectors and depends on channel conditions H. The mutual information in Equation (8) can be rewritten as
where (a) is obtained by replacing H with its singular value decomposition,
are the non-zero eigenvalues of the matrix HH † . Thus for temporal control, the power P Q (H) is a mapping from the m-dimensional eigenvector space λ 1 λ 2 · · · λ m to non-negative real space R + ∪ {0}, and is a complex non-linear vector quantization problem,
. Instead of using a vector quantizer, we will further simplify the quantization problem by focusing on only one of the m eigenvalues. The power P Q (H) is then determined by a single eigenvalue λ i and the functional relationship will be denoted by P Q (λ i ) whenever needed. The simplification reduces the m-dimensional vector quantization problem to a single dimensional vector quantization. Next we consider the design of optimal scalar quantizer for a fixed eigenvalue.
B. Optimal Single Eigenvalue Quantizer
It is shown in [8] that the channel inversion is the optimum power allocation for system with perfect CSIT. The continuous curve in Figure 4 corresponds to channel inversion power allocation, and the piecewise continuous step function is its quantized approximation. Since the transmitter does not know the exact value of the channel, it should allocate power based on the worst case scenario such that for all channel conditions in that interval outage does not occur. The channel quantizer is described by L quantization thresh-
. Since origin lies in the first quantization bin, (to overcome the singularity of channel inversion power allocation) a finite power P 0 is assigned to this bin such that (5) is satisfied. Note that power P 0 only guarantees outage free communication for λ i ≥ γ 0 , γ 0 = k/P 0 . For λ i < γ 0 , the power P 0 is not sufficient to prevent outage and thus the probability of outage is given by
First we note that the average power constraint of (4) with quantized power is reduced to
dx is the probability mass concentrated in the interval [α, β] and f λi (·) is the probability distribution of λ i .
Then the optimum channel quantizer Q * along with the optimum quantized power allocation P * (Q * ) are solutions to the outage minimization problem
(12) In [3] , [8] authors showed that the problem (12) has a dual which can be expressed by
(13) The constraint on outage in dual problem of (13) is the same as saying Pr{λ i < γ 0 } ≤ α, which can be solved for γ 0 . Knowing γ 0 , power level P 0 = k/γ 0 is known. Therefore the dual problem (13) is reduced to an unconstrained optimization problem in a space with one less dimension. The solution to the reduced optimization problem must satisfy the first order KKT condition, ∇ P (λi) E λi [P (λ i )] = 0, which leads to the following system of nonlinear equations
The solution to (14) does not admit a closed form and includes nonlinear transcendental equations for Rayleigh channels. In next section we find a suboptimum channel quantizer which allocates equal total power to each quantization bin.
C. Equi-Power Quantization
We find the channel quantizer in which the average power allocated to all quantization bins is kept equal. Consider the jth equation in (14) 
We can rewrite (15) as,
As number of bits in feedback, B = log 2 (L), approaches infinity, the length of quantization bins, (γ j , γ j+1 ), approaches zero, and hence by mean value theorem [21] , we can further simplify (16) when B → ∞ as
The term P i F λi (γ j , γ j+1 ) is the total allocated power to the jth bin. Thus from (17) , it follows that an approximation to the optimal power allocation is to allocate equal total power to each quantization bin, and the corresponding power control is asymptotically (in number of quantization bins L) optimum. The above approximate solution (17) can now be used in the primal problem (12) . Authors in [3] showed that the solution to (12) is on the boundary of constraint set. That is, at the optimum point,
Combining (18) with (17) we get,
with γ *
Also by channel inversion power allocation we have γ * . Figure 5 compares the performances of systems with quantized feedback, optimal, and equal allocation power control, and a system with perfect CSI at both ends, as a function of SNR. A single transmit and single receive antenna system is considered, and the feedback rate is B = log 2 (3) bits/codeblock. Note that the performance of optimal and equi-power schemes are not distinguishable in Figure 5 indicating that equal power allocation performs very close to optimum for the range of simulated SNRs.
Note that as P av approaches infinity all the quantization thresholds γ i 's, approach to zero. Therefore, the length of all the quantization bins, (γ i , γ i+1 ] approaches zero, which satisfies the mean value theorem condition applied to (16) . Thus, the suboptimum quantizer found in this section is asymptotically optimum as P av approaches infinity, and the diversity order analysis based on the suboptimum power control would be the same with that of the optimum power control based on the optimum quantizer.
The derivation of the quantization thresholds in this section is independent of the distribution of the channel parameter, as long as the distribution is continuous and differentiable. In the next section we use the tools developed in here to characterize the outage performance and quantify the diversity order of channel with Rayleigh distribution and finite rate feedback.
IV. DIVERSITY-MULTIPLEXING TRADEOFF WITH QUANTIZED FEEDBACK
The main idea in deriving the diversity-multiplexing tradeoff bound is as follows. To achieve a multiplexing gain of i, we will use the ith largest eigenvalues and ensure allocated power to achieve minimal outage on the corresponding channel. To do that we will quantize λ i using the equi-power quantizer developed in Section III-C, which is designed to closely approximate the optimal single-eigenvalue quantizer of Section III-B. Having chosen the quantization mechanism based on single eigenvalue, we then can study scalar eigenvalue distribution for high SNR regime which requires characterizing the eigenvalue distribution around zero.
Theorem 1 (Diversity-Multiplexing Tradeoff):
In an M ×N MIMO system, for a multiplexing gain r, when a scalar quantizer with L bins is used at the receiver the diversity order is given by
where j = r , m = min(M, N ), n = max(M, N ), α = r/i, and i is the argument that maximizes (21) . Further the function
Proof: See Section IV-B.
Example 3:
Consider the case of single transmit and receive antenna system, m = n = 1. The diversity order for zero multiplexing gain (r = 0,
. In contrast, with no CSIT, the diversity order is one while with perfect CSIT, the diversity order is ∞. Thus, as expected, partial CSIT results in a finite diversity order which increases with the number of bits. In other words, feedback adds to the diversity order of the system, primarily by temporally utilizing spatial degrees of freedom. The more interesting aspect is the rate at which the diversity order grows; the next example clarifies that further. 
A. Discussion of Theorem 1
It is interesting to note that for a SISO system with B bits of feedback (L = 2 B ) and r = 0, the diversity order is d L = L which is larger than diversity order with Channel State Information at the Receiver (CSIR), d CSIR = 1. In fact it has a diversity order of a MISO/SIMO system with L antennas and CSI at receiver, which suggests that spatial diversity in CSIR systems can be replaced by feedback diversity in a feedback based system.
The diversity order in the statement of the Theorem 1 consists of three parts; (i) the maximization, (ii) the diversity order factor (1 − α)(n − j + 1)(m − j + 1), (iii) and the effect of the quantization G(m, n, i, L) . The maximization is simply finds the largest achievable diversity order, given the desired multiplexing gain. The factor (1 − α), α = r/i is the result of dividing the desired rate equally among the at most i = r many "parallel" channels. Therefore, i indicates the smallest integer larger than the desired multiplexing gain. However, if the user decides to reduce the multiplexing gain to a smaller . Diversity and Multiplexing curve with 1 bit of feedback and without feedback as in [9] , for system with m = 3, n = 5. value 0 < j < i, then the probability of the outage depends on the outage of the j many channels corresponding to j largest eigenvalues, instead of i many of them. The channel quantizer is fixed and transmitter and receiver do not change the channel quantizer and power allocation. Thus, the effect of quantized power control G(m, n, i, L) remains unchanged, even when the system operates at a lower multiplexing gain.
To elaborate the above discussion, Figure 6 depicts the diversity-multiplexing curve given in the Theorem 1 for a system with 1 bit of feedback, m = 3, and n = 4. Also for the sake of comparison the diversity-multiplexing curve of a system without feedback, as given in [9] , is plotted. There are three sets of curves in Figure 6 . The solid curve, dashed curves with circle markings, and dashed with triangle. The dashed curve with triangle markings at the bottom is the diversity-multiplexing curve of a system without feedback. The solid envelope is the maximum diversity-multiplexing, which is the max operation in (22) . The discontinuities at the integer multiplexing gains are due to the switching the channel quantizer to a smaller eigenvalue due to the operation at a smaller multiplexing gain for a fixed choice of channel quantizer. The set of dashed lines with circle markings can be divided into three curves. Since m = 3, there are three eigenvalues that can be used to design the channel quantizer. The curve with highest slope that crosses the multiplexing axis at r = 1 corresponds to the quantization of λ 3 , which is the largest eigenvalue. The dotted curve with smaller slope that crosses the multiplexing axis at r = 2 and has a discontinuity at r = 1 corresponds to the quantization of λ 2 , the second largest eigenvalue. When a multiplexing gain larger than 1 is desired, the outage is determined by the realization of λ 2 , whereas for multiplexing gains smaller than one it suffices to receive data reliably on the channel corresponding to λ 3 . Therefore, the outage behavior is determined by the realization of λ 3 . An analytical description of the above is given in (35). Finally the dashed and dotted curve with the smallest slope (still with circle marking) that crosses the multiplexing axis at r = 3 corresponds to the quantization of λ 1 , which is the smallest eigenvalue. Similarly there are discontinuities at intermediate integer multiplexing gains of r = 1, 2.
Note that for any choice of eigenvalue λ i as channel parameter, for the multiplexing gain r = i, the diversity order is zero. This is the side effect of our view to the channel and achievable rate. When i th largest eigenvalue is chosen to be the channel parameter, the channel is viewed as virtually i parallel channel. To achieve a multiplexing gain of r = i is the same as achieving a multiplexing gain of 1 from each of the virtual channels. Achieving a multiplexing gain of 1 on a channel with degrees of freedom of 1 is the same as achieving the ergodic capacity with finite block length, which is impossible. Therefore, at r = i probability of error does not vanish with SNR, and diversity order does not exceed zero.
As the number of bits in feedback increases, the envelope curve stretches vertically (e.g. example 4 is an example of the effect of number of bits on the value of the diversity order). Hence, one can expect that as the number of feedback bits approaches infinity, i.e., perfect channel state information at the transmitter, the diversity gain approaches infinity for any arbitrary multiplexing gain, which complies with results in [16] . Figure 7 (a) shows the probability of outage of 2×1 system with 1, log 2 (3), and 2 bits of feedback (L = 2, 3, 4) with constant data rate of 2 bits/s/Hz. The solid curves are the outage found from numerical solution of (14) . The dashed curves are the outage calculated based on the developed suboptimal power control scheme. Even though we showed the asymptotic optimality of our simplified scheme, Figure 7 also verifies our previous finding. Solid lines in Figure 7 (b) are diversity order for L = 3, 4 of the system with the same parameters as in (a).
B. Proof of Theorem 1
We divide the proof of Theorem 1 into three steps. Two Lemmas, which are interesting results by themselves, provide the required tools for deriving the diversity order of quantized feedback. Body of the proof, which uses the results of the lemmas and takes care of the subtleties to prove the statement of the theorem.
As we explained in the beginning of Section IV, although conservative, in order to achieve multiplexing gain of r = i, we allocate power that guarantees a multiplexing gain of 1 on the channel corresponding to λ i . Similarly, we define the outage, when the channel corresponding to the λ i is in outage, i.e., Pr{λ i < γ 0 }. Therefore, in order to find the outage probability, distribution of λ i is needed. In Lemma 2 we find the distribution of
The outage probability as given in (10) depends on γ 0 , which is determined by the quantization and power allocation. Finding γ 0 requires solving the optimization problem (12) . We find the quantizer and power allocation using the developed equi-power quantizer. The function G(·, ·, ·, ·) in the statement of the theorem is the effect of the quantized power control on the diversity order. In Lemma 3 we find the diversity order of quantized feedback when λ i is being fedback to the transmitter.
The rest of the proof deals with the technicality of finding the maximum diversity order for a given multiplexing gain, (14) with developed suboptimal recursive solution, (b) bound on diversity order in corollary 1 for L=3, and 4 with optimal and suboptimal power allocation schemes. Both graph are for a system with 2 transmit antennas, and rate R=2 bit/s/Hz. which explains having "max" in the statement of the Theorem 1. The argument is based on the idea of having the larger eigenvalue as the channel parameter results in a smaller outage probability and hence larger diversity order.
The distribution of the ordered eigenvalues are unknown for the general case λ i , and is only known for the smallest eigenvalue [22] . Since the diversity order is an asymptotic property, it suffices to know the asymptotic behavior of the distribution of λ i , which is provided in the next lemma.
Lemma 2 (Asymptotic property of CDF of λ i ): Let λ i be the ith largest eigenvalue with probability distribution function f λi (x). Define F λi (t) by
then the Taylor expansion of F λi (t) around the origin is given by
for some l > (n − i + 1)(m − i + 1).
Proof: Consider the ordered statistics of the eigenvalues of the matrix Z. The distribution of the ordered eigenvalues of
where m = min(M, N ) and n = max(M, N ).
While our analysis is based on the ith largest eigenvalue, for simplicity of the proof we study the asymptotic properties of the ith smallest eigenvalue. The conversion can be done by change of indexing, that is the ith smallest eigenvalue is m − i + 1st largest.
Let the joint distribution of the λ i 's, 1 ≤ i ≤ m, be given by Equation (25). Then the marginal distribution of λ i 's, can be written as
Note that the integration over λ j 's for j > i results in a constant and is not a function of λ i . On the other hand, evaluation of f λi (t) involves (i − 1) integrations over λ j 's, 1 ≤ j < i, each contributing a factor of λ n−m+1 i to the marginal distribution.
3 Also for every j and k smaller than i, since λ i is assumed to be close to the origin, so are λ j and λ k (λ j,k < λ i ). Hence, we can approximate
where q(t) is a function of t containing polynomials and exponential functions of λ i such that q(0) = 0. Let k be the exponent of x in Equation (26). Since
= f λi (t), the first k derivatives of F λi (t)) evaluated at 0 are equal to 0. Thus, the Taylor expansion of F λi (t) around the origin can be written as
where k + 1 = i(n − m + i) and some l > i(n − m + i). Note that from (23) we have F λi (0) = 0. Therefore, there is no constant term in (27). By change of variable of i to m − i + 1 in Equation (27) we have the expression for the ith largest eigenvalue
As P av increases, in order to meet the average power constraint (11), P 0 must increases, or equivalently γ 0 should decrease. Therefore, as P av approaches infinity, γ 0 approaches zero. Using the Lemma 2, the outage expression (10) as P av → ∞ can be reduced to
To quantify the diversity order of power control with finite rate feedback, we need to formulate the probability of outage as a function of P av . A closer look at (28) one can notice that γ 0 is related to power allocated to the first quantization bin P 0 , and P 0 in turn is related to the P av through the average power constraint (11) . Using the developed equi-power quantizer, we need to solve L nonlinear transcendental equations of form (19) in order to find a closed form solution for γ 0 . At large P av , a tight and accurate approximation to the equations (19) makes it possible to find γ 0 as a function of P av . The derivation is explained in next lemma.
Lemma 3: Consider a quantized power control with L power levels which quantizes the ith largest eigenvalue of channel matrix. Define
Then for large values of P av the outage threshold γ 0 is given by
for multiplexing gain r, 0 ≤ r ≤ i, and some constant c i . Proof: Analyzing the suboptimum quantizer, with recursive equations explained in Section III-C, with equal total power at each quantization bin, and beginning from the equation for the last quantization bin (19) we have
where (a) is obtained by replacing power allocated to the L th bin, P L−1 , by its channel inversion equivalent. Solving (30) we have
Note that having γ L−1 from (31), the expression of power allocated at the L − 1 st bin given by
where ( Repeating the procedure for all the bins sequentially toward the first bin yields the statement of the lemma. So far the outage as a function of γ 0 and γ 0 as a function of P av is derived. In order to complete the discussion it is needed to find the relation between λ i and the multiplexing gain. To do so, let revisit the expression for mutual information with quantized feedback (9)
I(S; Y |Q(H))
Assume that a diversity order of r is desired. If the j th term, j = r , in (33) is given enough power, then the achieved rate is larger than j log(1 + P (λ j )λ j /M ). Because, there are j − 1 term preceding the j th term all of which have larger channel coefficient λ k , k < j. That is equivalent of having a multiplexing gain of j ≥ r. If we assume that the j th term is of form (r/j) log(1 + P (λ i )λ i /M ) and allocate power based on this rate, then the multiplexing gain of r is guaranteed.
The probability of outage can be obtained by replacing (29) into (28) and the diversity order of a MIMO system with L level power control can be derived
Note that the channel parameter λ i is being fedback, and the outage in (10) depends on the distribution of λ i . Consider that a multiplexing gain of j − 1 ≤ η < j, with j ≤ i − 1 is desired. Then only the first j terms (instead of i terms) in (33) is needed to achieve the rate. Hence, the outage is determined by the distribution of λ j , i.e., 
for some constant c. Note that outage threshold is denoted as γ 0i to remind that it depends on the quantization parameter λ i and prevent confusion with λ j .
V. CONCLUSIONS
In this paper we studied the effect of quantized channel side information at the transmitter. There are two major messages of this paper. First outcome indicates that power control (allocation of power in time) is much more effective than beamforming (spatial power allocation). While the beamforming schemes has the same diversity order as systems without CSIT, even few bits of information at the transmitter have a significant increase on diversity order and reliability. Second implicit result of the paper is that with perfect channel state information with long term power control there is no tradeoff between multiplexing gain and diversity order. However, our third result of the paper, shows that the tradeoff does exist when quantized channel state information is available at the transmitter. That is, the diversity order with limited CSIT is finite, is a function of number of bits in feedback, and is much larger than diversity order of system with CSIR only. We extended the use of finite rate feedback in [15] to perform a combination of rate and power control and show that improvements are also possible at higher multiplexing gains.
