We present methodology ͑HBFF/SVD͒ for optimizing the form and parameters of force fields ͑FF͒ for molecular dynamics simulations through utilizing information about properties such as the geometry, Hessian, polarizability, stress ͑crystals͒, and elastic constants ͑crystals͒. This method is based on singular value decomposition ͑SVD͒ of the Jacobian describing the partial derivatives in various properties with respect to FF parameters. HBFF/SVD is effective for optimizing the parameters for accurate FFs of organic, inorganic, and transition metal compounds. In addition it provides information on the validity of the functional form of the FF for describing the properties of interest. This method is illustrated by application to organic molecules ͑CH 2 O, C 2 H 4 , C 4 H 6 , C 6 H 8 , C 6 H 6 , and naphthalene͒ and inorganic molecules ͑Cl 2 CrO 2 and Cl 2 MoO 2 ͒.
I. INTRODUCTION
A great deal of progress has been made in extending the methods of molecular dynamics simulations to the prediction of structures, vibrational frequencies, thermochemical properties, and elastic constants of biological, 1 polymer, 2, 3 ceramic, 4 and metallic 5 systems. However, a continuing difficulty is determining the optimum force field ͑FF͒ parameters. [6] [7] [8] [9] Particularly difficult is the application to complex organic, inorganic, and transition metal compounds where the experimental data is generally inadequate to determine the FF parameters. To help solve this problem, the Hessian biased force field ͑HBFF͒ 9 method was developed to utilize ab initio quantum chemical ͑QC͒ calculations to provide additional information missing in experiments. This HBFF approach has been utilized successfully to combine QC and experimental data to define accurate FF for polymers 2, 3 and ceramic 4 crystals. There are two aspects of determining the FF for complex systems: ͑i͒ the functional form of the FF, and ͑ii͒ the refinement of FF parameters. We present herein the HBFF/SVD method, which provides a means for analyzing the efficacy of the functional form ͑keeping the FF simple and transferable by allowing nearly redundant terms to be identified and eliminated͒ and for determining the optimum FF parameters. This has been implemented in a computer program FFOPT which is used in conjunction with the commercial POLYGRAF molecular dynamics code. 10 The properties currently considered in optimizing the FF are ͑a͒ the (3NϪ6) forces ͑energy gradients͒
where N is number of atoms; ͑b͒ the (3NϪ6)(3NϪ5)/2 independent second derivatives, derived from the Hessian
the six independent components of the polarizability tensor, P ␣ ; ͑c͒ the six independent lattice stresses ͑for crystals͒, ͚ ␣ ; ͑d͒ the 21 independent elastic constants ͑for crystals͒, C ␣␤ .
The exact properties may come from experiment or theory ͑QC͒.
We define the error in the ability of the FF to fit the properties as
where ␦ denotes the difference between the exact quantity and that calculated from the FF. Other properties can be added, but shown are the ones included in our present implementation ͑FFOPT
10
͒. These have been used to determine force fields for polymers ͑polyethylene, 2͑a͒ polysilane, 2͑b͒ polyvinylidene fluoride 3 ͒ and ceramics ͑silicon nitride 4 ͒. At the exact geometry the exact forces are all zero. Thus if the FF gives EЈϭ0, it will reproduce the exact geometry. The biased Hessian EЉ is constructed by combining ab initio theoretical vibrational modes with experimental frequencies. 9 In optimizing the polarizability tensor 3 we use quantum mechanical values because the experiment often does not determine all components ͑particularly orientation of the principal axes͒. In previous applications the quantities for crystals ͑⌺ i and C i j ͒ have come from experiment; however the increased accuracy of theory now makes the use of calculated crystal values a viable alternative. In this paper we focus on finite molecules with applications using only the EЈ and EЉ terms of ͑1͒.
The ERR function depends nonlinearly on the FF parameters and the optimization is carried out iteratively. Evaluation of the Hessian ␦EЉ dominates the computational time, and we evaluate these terms using analytical second derivatives. 10 For simple harmonic FF functions one can calculate the Jacobian analytically; however, this restricts the functional forms available for the FF. Instead our current implementation ͑FFOPT͒ calculates the Jacobian numerically using finite differences. 11 An important issue in developing the FF is the choice of the functional form. Since both eigenfunctions and eigenvalues of the molecular vibrations are included in the properties, the FF parameters are greatly over-determined. A major virtue of HBFF/SVD is that it leads to the residue projection index ͑RPI͒ and the parameter sensitivity index ͑PSI͒ which allows deficiencies and redundancies in FF terms to be identified. Current molecular dynamics programs 10 for molecules and crystals allow numerous choices for the functional forms used to describe intramolecular interactions in terms of twobody, three-body, and four-body ͑and higher͒ interactions. This allows us to pinpoint where special FF terms are required for such unresolved interactions, providing insight into the nature and size of intramolecular interactions.
In Sec. II we present the HBFF/SVD method, and in Sec. III we define the RPI and PSI indices for analyzing the force field. These methods are applied to formaldehyde in Sec. IV, to linear polyenes and to benzene in Sec. V, and to Cl 2 CrO 2 and Cl 2 MoO 2 in Sec. VI. Details of the QC calculations are given in Sec. VII.
II. OPTIMIZATION OF THE FORCE FIELD

A. The least-squares problem
We define the residual property vector b ϭ (b 1 ͒. We want to find parameters p ϭ (p 1 ,p 2 ,...,p N par ) that lead to b→0. These FF parameters to be optimized include force constants, geometric parameters, nonbonding parameters, charges, polarizabilities, etc.
We define G as the Jacobian or sensitivity matrix consisting of the partial derivatives of residual errors with respect to the FF parameters:
To first order, the new properties b new arising from changing the FF parameters from p old to p new is given by 
constraints, while the geometry ͑forces͒ leads to N ϭ͑3NϪ5 ͒͑ linear molecule͒, ͑6b͒ N ϭ͑3NϪ6 ͒͑ nonlinear molecule͒ additional constraints ͑after excluding translation and rotation͒. ͑The number of nonzero vibrational frequencies is equal to the number of nonzero forces; hence the notation N .͒ Thus
which generally greatly exceeds N par , N obs уN par . ͑7͒
The applications presented here will consider finite molecules and will not fit polarization; thus, only the force and Hessian parts of ͑1͒ will be considered. In this case the vector of error residues becomes bϭ͑b force ͉b Hessian ͒. ͑8͒
The force part consists of the N residual forces, which should all be zero if the FF reproduces the optimum geometry. The Hessian part consists of N H independent components constructed from
͑9͒
where H obs and H FF denote the exact and FF Hessian matrices. H obs is constructed from the mass-weighted ab initio Hessian
and the experimental (or exact) frequencies. The idea here 9 is that even high quality ab initio wave functions may lead to significant error in the calculated frequencies ͑e.g., 10% to 20% for HF, 5 to 10% for MP2, even with good basis sets͒. Thus, we should always use experimental frequencies or else theoretical frequencies scaled to predict experimental values. However, the vibrational modes ͑wave function described in terms of components on each atom͒ is available only from theory. In HBFF we combine the best information from theory and experiment. Diagonalizing the ab initio QC Hessian
͑where is diagonal͒ leads to the ab initio QC vibrational frequencies, j QC , where
͑The conversion factor is C vib ϭ108.5913 if H QC is evaluated using energy in kcal/mol, distance in Å, and mass in a.m.u., and is in cm 
In the error residue ͑1͒, one can use all the elements of the Hessian as in ͑9͒ or one can separately consider the frequency information from the diagonalized Hessian
and the mode information
Here ͑14b͒ leads to
independent conditions. For molecules where there is little experimental frequency data and where it is not possible to predict scaling factors, it is better to use the full constraints of the Hessian as in ͑9͒. Since extended isotopic shift data implicitly provides experimental information on normal modes, molecules for which there is extensive experimental isotopic shift data do not require a strong weighting of the normal mode constraints ͑14b͒. In this case separate consideration of frequencies and modes as in ͑14͒ is better since it provides control over weights. As methods for direct determination of accurate Hessians from highly correlated ab initio wave functions become more practical, ͑9͒ will be more appropriate. FFOPT allows either approach. We refer to the use of ͑9͒ as Hessian optimization and the use of ͑14͒ as frequency optimization.
The optimum change in parameters, ⌬ p, is obtained from ͑5͒ by left multiplying with G Ϫ , the generalized inverse of G to give
In general, some FF parameters will be either redundant or ineffective in improving the fit. This leads to a Jacobian matrix G that is either singular or ill conditioned. Consequently we use SVD to solve ͑5͒. This provides two advantages: ͑i͒ SVD defines a useful G Ϫ even when G is singular, and ͑ii͒ SVD provides diagnostics to help remove redundancies in the FF. G can always be decomposed into the product of three matrices 13
GϭU-S-V
where V ϭ (v 1 ,v 2 ,...,v N par ) is a square orthogonal matrix ͑i.e., V Ϫ1 ϭV T ͒ of dimension N par , S is a diagonal matrix of dimension N par whose elements s i are called the singular values, and U ϭ (u 1 ,u 2 ,...,u N par ) is a column orthogonal matrix of dimension N obs ϫN par ͑the same shape as G͒. The generalized inverse is constructed easily as
where the prime indicates that for any s ϭ0, we set 1/s ϭ0. This leads to the solution of ͑15͒ in the form
However, there are typically near redundancies that lead to very small but nonzero s i . For such cases the ⌬p from ͑18͒ would be very large and inaccurate ͑due to round-off errors and nonlinear terms in G͒. Such small singular values indicate that certain combinations for the current FF parameters are irrelevant to improving the fit. Thus, we will ignore small nearly singular values in ͑18͒.
The singular values are ordered with the largest values first. Thus, s 1 corresponds to the most significant combination of parameters ͑the one with the biggest impact on ERR͒. We define the condition ratio C for the ith equation in ͑17͒ as the ratio
so that the largest C corresponds to the least significant combination of parameters. We introduce the critical condition number C and construct the approximate inverse matrix,
͑20͒
This ignores modes with C ϾC and leads to
The number of terms in the sum over in ͑21͒ is denoted as N par Ј . We find below that Cϭ1000 generally leads to good solutions.
B. Weighting
The convenient units used for evaluating the properties ͑forces, Hessian elements, polarizabilities, etc.͒ from which b is constructed may lead to large numerical values for some elements and small values for others. In addition, the number of terms in various properties differs dramatically. Thus Hessian optimization has ϳ9N 2 /2 terms, whereas forces and frequencies have ϳ3N terms, and polarizability has six terms.
To account for the differences in the magnitude of the components of G, we nondimensionalize the Jacobian by writing G i ϭg i 0 G i 0 . Here g i 0 is set to the G i for the original FF parameters and fixed. This leads to initial values of G i 0 ϭ1. To properly weigh various properties for various sized molecules, we modify the error function in ͑1͒ to have the form
where ERR͑Hessian͒ and ERR͑frequency͒ denote total error functions for Hessian optimization and frequency optimization, respectively. Here the normalization constants N H , N , and (N H ϪN ) correspond to the number of property elements being fitted, leading to an rms error. This makes the error expression consistent for different-sized molecules. The property weighted W x allow independent weighting of the various types of terms, for example, to make forces ͑geom-etry͒ more important than frequency and frequency more important than modes. Table I shows the weights used. There is more premium on force components ͑W force ϭ10͒ than on the frequencies (W ϭ1), and even less on the modes ͑W mode ϭ0.1͒. This ensures accurate reproduction of the correct structure. 9 The preconditioning factors, w force , w H , w etc. allow each observable to be weighted separately by their experimental uncertainties. However, for the results presented herein, these values are set to unity.
For the numerical calculation of the Jacobian we use a 1% displacement of all the force field parameters to be optimized with only forward differences ͑to save time͒.
III. ANALYSIS OF FORCE FIELDS
A. Residue projection index (RPI)
Even a FF with numerous cross terms ͑for example, the MSXX FF͒ 2-4,9 may not satisfy all of the constraints imposed in the HBFF formalism. The RPI is defined to provide an index facilitating the identification of constraints difficult for the FF to satisfy. For each error residue b i , the RPI is constructed from the columns of the U matrix as
If RPI(b i )ϭ1, the corresponding residue component is exactly describable with the current set of terms in the FF and the current condition number C. Thus proper choice of parameters should lead to an accurate description of b i . If RPI (b i )Ӷ1, then no adjustment of parameters for the current FF will lead to a small error in b i . Consequently RPI helps find deficiencies in the form of the FF for describing the selected set of molecular properties.
B. Parameter sensitivity index (PSI)
We use the columns of V to define a PSI for each FF parameter
When PSI(p ) is close to unity, the parameter p and its corresponding FF term is unique and active in the optimization. A small value of PSI indicates that the corresponding FF terms is redundant and/or that (p ) it is not sensitive for the current constraints. Parameters with very small PSI are not well determined and care must be taken in using FFs with such parameters.
IV. FORMALDEHYDE
To illustrate the efficacy of HBFF/SVD, an MSX level FF 9 was optimized for formaldehyde molecule using other standard methods ͑Simplex and Powell͒ in the HBFF formalism. The structure and vibrational frequencies used in optimizations are shown in Table II . We started with the DREIDING-II parameter values 14 except for bond energies ͓which were set to experimental ͑adiabatic͒ values͔ and cross terms ͑for which initial values of 10.0 were assumed͒. The results after one round of Hessian optimization by these methods are shown in Fig. 1 and Table III . In this example, HBFF/SVD converges smoothly in six iterations. This shows the linear relationship between observed error components and FF parameters implied in ͑4͒ and strongly validates the derivative based approach of HBFF/SVD ͑over nonderivative approaches͒ for both efficiency and quality of optimization. HBFF/SVD requires evaluations of energy derivatives N par times to construct the numerical G matrix; however, it converges more quickly to better solutions. With Simplex or Powell, starting with initial parameters far from the optimum leads to significant drifting before eventually finding a satisfactory parameter set. This example also shows the efficiency of the Powell method over the Simplex method, especially at the early stage of optimizations. The Simplex method finally converged to a solution as good as for Powell, but it tended to become almost trapped in local minima during the course of optimization.
V. LINEAR POLYENES AND BENZENE
A. Ethylene (C 2 H 4 )
Pi-twist
͑25͒
For ethylene, there are three out-of-plane ͑oop͒ vibrational modes: the two wagging modes ͑B 2g and B 1u ͒ and the twisting mode (A u ). It is common to describe oop modes in terms of torsions involving the four dihedral angles:
and B are carbon atoms and the others are H atoms͒.
However, Table IV shows that such dihedral terms cannot describe the oop modes for C 2 H 4 . This dihedral form for the torsional potential leads to a coupling between the twist and wag modes, that cannot be removed by adjusting parameters. Adjusting the dihedral torsional barrier to fit the twisting mode necessarily causes an error in the frequencies for the wagging ͑inversion͒ modes. Thus the splitting should be 8.8 cm Ϫ1 but dihedral torsions lead to a splitting of Ϫ129.6 cm
Ϫ1
. This contrasts with the case of single bond systems where dihedral torsions have proved successful.
The problem here is that the physics of the torsional barrier for a double bond is different than that for a single bond. For single bonds the torsional barrier is dominated by Pauli orthogonality ͑nonbonded͒ interactions between the bonds connected to the bond of interest ͓involving next-next nearest neighbor ͑1-4͒ atoms͔, referred to as nonbond repulsions. In principle this might be described in terms of the electrostatic and van der Waals interactions; however, the parameters for such interactions are determined from intermolecular packing of molecules and do not adequately describe the barrier for single bond dihedrals. Consequently, for single bonds this deficiency is removed by adding explicit torsional terms to the FF.
In contrast a double bond as in ethylene involves a bond that is relatively constant as one CH 2 group is rotated about the CC axis plus a bond that is a maximum for the planar geometry ͑ϭ0°͒ and zero for ϭ90°. Thus the optimum geometry has eclipsed neighboring bonds, a behavior opposite that of nonbond repulsions which prefers staggered. In order to describe the FF of double bonded molecules such as ethylene, we reformulated the torsional term to reflect overlap rather than the X -A -B -X dihedrals. This new pitwist form allows the twisting motion to be decoupled from the inversion modes.
The pi-twist coordinate is defined in terms of the normals to the planes defined by each central atom and its two substituents. Thus in ͑25͒ the cross product of the IA and JA vectors defines the normal to one plane ͑denoted N A ͒ while the cross product of KB and LB defines the other ͑denoted N B ͒. The cross product of N A with the AB vector and of N B with the AB vector defines two new vectors ͑V A and V B ͒ perpendicular to the bond. The angle between V A and V B is defined as the pi-twist coordinate . The potential is then taken as
͑additional cos 4 , cos 6 ,... terms can be included͒. Thus E describes the overlap between the orbitals on atoms A and B. If N A or N B is not perpendicular to the AB axis, then the orbitals on A and B are modified, leading to decreased bonding. This is included in the force field by defining an inversion coordinate A as the deviation of N A from V A and similarly for B . The new inversion term is defined as
Discussion of procedure
Using a large amount of experimental isotopic data, Duncan and Hamilton ͑DH͒ 15 determined the most complete spectroscopic FF for ethylene. The spectroscopic FF uses simple harmonic terms expressed in terms of symmetry adapted valence coordinates. In contrast the MSXX FF, Table  V , uses local modes, allows nonharmonic functional forms for angle bending, inversion, and pi-twist and includes charges and van der Waals terms. Table VI reports the calculated and experimental isotopic shifts for various species. The calculated frequencies arise from expansions through second order in displacements from equilibrium. Hence the calculated frequencies do not include anharmonic effects in the modes even though the FF contains anharmonic terms. For ethylene there is sufficient experimental data to determine the anharmonic components and hence to obtain harmonic experimental values for comparison to a harmonic theoretical analysis. However for most molecules one must compare to direct experimental ͑anhar-monic͒ frequencies, and to be consistent we do so here. For cases where the anharmonicity is important this leads to additional errors in predicting isotopic shifts, but the results indicate the accuracy expected for typical cases.
Use of RPI and PSI
To illustrate the utility of HBFF SVD, Table IV shows the effect of individual terms on the optimization process. Parameter set 1 contains the complete FF reported in Table  V . With set 1, all modes are well described except for the last two antisymmetric C-H stretching modes, where the errors are 13.5 cm
Ϫ1
. The RPI indicate that the first 10 modes are adequately described ͑RPIϭ1͒ whereas the last two modes are not properly described ͑RPIϭ0.5͒. This is because the symmetry of these two modes is such that the two-center bond-bond coupling term cancels for each mode, leading to zero splitting. Allowing the sign of this bond-bond coupling term to change depending on whether the H's are cis or trans, leads to the proper splitting of these two modes. However, in MD various motions might convert cis atoms into trans and hence we eschew such distinctions. Alternatively we could have included a cos term in the force constant; however, this is not yet allowed in POLYGRAF. Consequently, the present FF cannot eliminate the error in these two modes, as indicated by RPIϭ0.5. On the other hand, the geminal C-H/C-H coupling constant is adequate to describe the splitting between the symmetric and antisymmetric CH 2 modes. This is evident from set 2, where this term is removed from the FF. Here there are four modes with RPIϽ1 leading to four modes with errors that cannot be removed by parameter optimization. Set 3 which starts with set 1 and adds one-center angle-angle coupling terms leads to no change in RPI. This indicates that the FF completeness is not improved. However, this additional coupling term causes curvature in several bending modes, which is reflected in the reduction of the PSI for the H-C-H K and C-C-H K . The small PSIs for the coupling terms ͑0.38 for C-C-H/C-C-H and 0.22 for C-C-H/H-C-H͒ indicate that these terms are not very active in the parameter set and can be eliminated, as in set 1. This illustrates the utility of both RPI and PSI in identifying those modes that can be adequately fit as well as those parameters that are redundant.
While FFOPT allows other types of cross terms, we have chosen only the small subset of Table V based on physical reasoning. We consider that the local coordinates should be in close proximity to have significant coupling. Thus for two C-H bonds separated by more than one C-C bond, we do not allow an interaction constant. Second, two local coordinates with widely spaced primary or group frequencies are not coupled even if the local coordinates are in close proximity. This latter case is illustrated by the absence of the C-H/C-C-H bond-angle coupling term. The C-H modes are at about 3000 cm
, whereas the C-C-H deformation modes are in the range of 800-1500 cm
. Thus splittings between these two classes of modes can be handled adequately with the diagonal force constants. Where cross terms are clearly necessary is for local modes of the same type, for example, two rocking modes, two scissoring modes, or two symmetric CH 2 stretching modes.
B. Butadiene
Butadiene ͑C 4 H 6 ͒ the second member of the polyene family, provides an interesting contrast. Clearly, the two double bonds must be treated differently from the central single bond. Since all atoms are C2 ͑i.e., sp 2 centers͒, we use the polyene FF form based on bond orders. For each C2-C2 bond, there are separate parameters r e and K b corresponding to bond orders of 2 and 1. ͑In a more sophisticated FF such as UFF 16͑a͒ and MM3, 16͑b͒ quantum mechanical or semiempirical calculations are used to compute the bond order, allowing scaling of the bond parameters uniformly with the bond order.͒ For the angle term there are two bond-angle coupling constants ͑CvC/CCC and C-C/CCC͒. Similarly, the two-center bond-bond coupling is different for CvC/ CvC vs C-C/C-C. The pi-twist barriers are also different around CvC and C-C bonds as are the couplings of inversions at two adjacent centers.
The optimized HBFF is reported in Table VII . The addi- 
tional complexity of butadiene compared to ethylene could justify including additional interactions in the FF. However, we did not allow all possible such couplings. For example, we do not include coupling between the twist about the two adjacent partial double bonds ͑which would split the two CH 2 twisting modes͒. 
C. Hexatriene
The parameters of hexatriene ͑C 6 H 8 ͒ can be used to define the FF for all longer polyene analogs. The structure and Hessian for hexatriene were predicted using the optimized butadiene FF. It would have been straightforward to use the ab initio values; however, we wanted to illustrate how to handle cases where it is not practical to perform the ab initio calculations. Rather than the ab initio Hessian, 18 we construct the Hessian of hexatriene using C4H6FF. The frequencies computed from the C4H6FF Hessian are about 1% off from the values that would be obtained from the ab initio Hessian of hexatriene. However, with HBFF they are replaced by the experimental values ͑reported by Langkilde et al. 19 including extensive isotopic substitution data͒. There are two reasons for these slight errors in the calculated frequencies of C 6 H 8 using C4H6FF:
͑a͒ Errors in structure: The geometry of C 6 H 8 predicted with C4H6FF will differ slightly from the exact geometry or the calculated ab initio geometry. 20 Ab initio calculations of the geometry of C 6 H 8 are in good agreement amongst themselves but differ substantially from the only gas-phase experimental determination ͑a quite old electron diffraction study 21 ͒. The theoretical values are more accurate but they should be corrected for vibrational averaging. ͑b͒ electron delocalization: As the length of the polyene chain increases 20͑c͒ resonance or delocalization systematically reduces the difference between the double and single bonds from ⌬ϭ0.13 Å in C 4 H 6 to ⌬ϭ0.11 Å for C 44 H 46 . This electronic effect is a function of the bond order for each CC bond and could be calculated from 
the wave function or estimated from various approximate methods. 22 However, we have not incorporated such effects into the FF.
Ab initio calculations show that as the chain length increases, the inner double bond constants become smaller than the outer and terminal double bonds, with the opposite for the single bonds. The CCC deformation constants vary little. The torsional force constant decreases for the inner double bonds and increases for the inner single bonds. Couplings between adjacent double bonds get more negative with increasing chain length, as do couplings between adjacent single bonds ͑sign negative͒. Coupling between adjacent single and double bonds are positive and increase with chain length but decrease with proximity. All such couplings go toward zero for more distant pairs.
These FF trends are found for the C4H6FF and C4H8FF, Table VII. The exceptions are: the pi-twist barrier around C-C does not increase noticeably, the CvC/CvC coupling is positive for butadiene but negative for hexatriene, the CvC/C-C coupling decreases in hexatriene. The polyene FF does not distinguish between inner and outer parts; hence, the force constants must represent an average over these values. Within these limitations, we optimized the polyene FF using the experimental vibrational frequencies for hexatriene. Table VII shows the FF and Table X shows the vibrational frequencies.
D. Higher polyenes
We used the C6H8FF to predict the frequencies for octatetraene 23͑a͒ which are compared with experiment in Table XI . The structure for octatetraene from the x-ray analysis 24 disagrees with the ab initio calculations. 23 In particular, the x-ray structure has the inner double bonds shorter by 0.009 Å than the outer double bonds, whereas ab initio calculations lead to the inner double bonds being longer by 0.007 Å.
E. Aromatics
For benzene and the higher polycyclic aromatic hydrocarbons, the dependence of the force constants on the -bond order becomes critical in distinguishing various C-C bonds. Since our polyene FF does not allow the use of continuous bond orders, we optimized the FF only for benzene and test it by calculating the vibrational frequencies for naphthalene.
For benzene, the long history of FF development has been reviewed by Goodman, et al. 25 Essentially all previous work used valence-only FF in terms of symmetry adapted coordinates. Hence, it is difficult to compare with our local FF which also includes nonbond terms ͑charge and vdW͒. There are quite a few complicated interaction constants in such FF for benzene ͑e.g., between the two b 2u modes 14 and 15 ͒ which are not included in our local FF description. Even so the simple HBFF for benzene does well ͑Table XII͒, especially for the in-plane modes ͑all are well described with the set of force and interaction constants reported in Table  XII͒ . The fit for out-of-plane modes is much poorer ͑they require additional interaction constants͒. This deficiency in the FF is also evident from the RPI reported in Table XII . Using the C6H6FF we calculated the structure and frequencies for naphthalene. 26 The results are shown in Table  XIII . The average frequency error is 50.8 cm Ϫ1 while the average error in the bond distances is 0.008 Å.
VI. Cl 2 CrO 2 AND Cl 2 MoO 2
A. Molecular properties
In order to illustrate the use of HBFF/SVD on complex inorganic molecules, we obtained a FF of Cl 2 CrO 2 and Cl 2 MoO 2 , Fig. 2 . Experimental structures 27 and vibrational frequencies 28 are available for these compounds.
As the first step of HBFF, we carried out ab initio HF calculations, leading to the results in Table XIV Values in parentheses for in-plane modes only, which are better described with our cross-terms than the out-of-plane modes.
cm
Ϫ1
, respectively͒. These HF vibrational modes are illustrated in Fig. 3 . The FF developed and discussed here is based on the experimental assignment ͑as usual with the HBFF formalism͒. However, we also developed a FF based on the HF description of modes ͑hereafter referred to as the HF assignment͒ for comparison purposes. 
B. Optimization
The MSX FF has standard diagonal terms plus K ,R and K R,R cross terms for all three-body interactions. 4, 9 With HBFF/SVD, we first carried out Hessian optimization ͑fitting to the experimental structure and Hessian-vibrational fre- Values in parentheses for in-plane modes only, which are better described with our cross-terms than the out-of-plane modes.
quencies and the theoretical vibrational modes͒. Then we applied frequency optimization to fit experimental frequencies more tightly, leading to the final FF parameters in Table  XV . FF parameters were also independently optimized based on the HF assignment. In both cases we did a second FF MSX/R, in which several terms were dropped from the MSX FF.
Major components in the potential energy distributions ͑PED͒ 29 are compared in Table XVI for these different sets of FF. The PED shows that the two different assignments in the s ͑MCl͒ and ␦͑MO 2 ͒ modes lead to quite different FFs, although both ͑MSX and MSX/R FF͒ are optimized to equal quality. Table XV shows that the two assignments affect most the K R ͑M-Cl͒ and K R,R ͑Cl-M-Cl͒ force constants. Most diagnostic are K RR ͑Cl-M-Cl͒ and K ͑OvMvO͒ which tend to be more positive for the experimental assign- a Values in parentheses for in-plane modes only, which are better described with our cross-terms than the out-of-plane modes. ment and more negative for the HF assignment.
We optimized these FF using the SVD, Simplex, and Powell methods, leading to the results in Table XVII . We see that HBFF/SVD leads to dramatically better performance than either Simplex or Powell.
In order to compare the nature of optimization with different methods, Table XVIII shows the residue components and corresponding condition ratio evaluated from the leastsquares equation right after each Hessian optimization step. Residues corresponding to small condition ratio are deleted relatively well with Simplex and Powell methods, but residues with larger condition ratio corresponding to the more difficult errors are almost intact in these optimizations. This point is verified by computing the residue weighted average condition ratio ͗C͘, also shown in Table XVIII , which starts at 86. Simplex shifts the domain of errors very slightly to ͗C͘ϭ149, while Powell moves it to intermediate regions of ͗C͘ϭ449. In contrast HBFF/SVD with threshold Cϭ1000 deletes most of errors for C i ϽC. Thus for Simplex and Powell, to obtain an adequate starting set of parameters requires trial and error changes to delete the higher condition number errors. HBFF/SVD does not require such trial and error, providing a much more robust and automatic procedure when parameters are far from the optimum values. Figure 4 shows the convergence behavior for HBFF/SVD optimization of the MSXFF. There is an initial decrease in the total error function values for Hessian optimization. It then increases substantially in the early steps of frequency optimization. At these steps, HBFF/SVD deletes errors for modes having higher condition ratios, leading to drastic changes in some parameter values. This induces additional errors into the smaller condition number modes. Once the higher condition number errors are eliminated, the smaller condition number errors are automatically deleted and optimization converges quickly. Such jumps in the total error value is not allowed in approaches such as Powell or Simplex that strive to minimize the function value, resulting in convergence to local minima near the starting values of parameters.
The critical condition number threshold C used with HBFF/SVD is an adjustable parameter in the optimization. In this work, we used the value of 1000, which in our experience is usually best. In order to understand how this parameter affects optimizations, we optimized the MSX FF for Cl 2 CrO 2 with various C, obtaining the results in Fig. 5 . Here Hessian optimization was applied first, converging within five cycles for all cases; then frequency optimization was applied. The results show that convergence depends on C. The numbers of least squares equations solved with frequency optimization are 5 to 6 for Cϭ10, 13 for Cϭ100, 13 for Cϭ1000, 15 to 17 for Cϭ10 000, and 17 for Cϭ100 000. Satisfactory fittings were obtained for the Cϭ100, 1000, and 10 000. For Cϭ10, additional error residues must be deleted to obtain a good fit to observed properties. For Cϭ100 000 the least-squares equations attempted to solve for errors to which the FF is insensitive, resulting in oscillations. As the condition number increases, the chance of introducing artifacts into the FF also increases. We have used these procedures for several cases and find that Cϭ1000 generally leads to good optimizations. Cl 2 MoO 2 ͒ this point has N par Ј ϭ 15 ͑or 12͒ equations solved to the given threshold (Cϭ1000) out of the N par ϭ17 equations corresponding to the number of properties in the MSXFF problem. This implies that this FF is more redundant and therefore less complete for Cl 2 MoO 2 than for Cl 2 CrO 2 . Reflecting such difficulties, the RPI values are relatively smaller for Cl 2 MoO 2 than for Cl 2 CrO 2 . In Table XIX , the RPI for force components are all unity, indicating that the geometry can be exactly optimized ͑with appropriately large weights for forces͒. We observe some deficiencies in the Hessian components for both cases. HF calculations are not accurate enough to judge the magnitude of such observed error components, but the RPI must be close to unity to resolve disagreements between the FF and observed proper- This implies that a ␦͑MO 2 ͒-s ͑M-Cl͒ cross term is needed in the FF to fit this off-diagonal Hessian component.
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C. Deficiency in force field terms
In larger systems, the interpretation of the RPI may not be as straightforward as in above examples, because the index is represented by normal coordinates. Determining which FF terms are responsible for small RPI values may require transforming from normal coordinates to local va- lence coordinates ͑e.g., bond-stretch, angle-bend, torsion, and so on͒. 31 Instead we used a PED analysis to associate particular FF parameters with each vibrational mode. In the above example, the normal vibrational modes s ͑M-Cl͒ and ␦͑MO 2 ͒ are determined mostly by K R (R-Cl) and K (OvMvO) , respectively.
D. Balance in experimental and theoretical constraints
The MSXFF is not adequate to satisfy all of the constraints imposed in the Hessian optimization. The optimizations resulted in rms frequency errors of 16.69 and 19.69 cm Ϫ1 for Cl 2 CrO 2 and Cl 2 MoO 2 respectively while force residues are reduced satisfactorily for both cases. For this reason, we switched the optimization to frequency optimization with reduced weights (W H off-diag ϭ 0.1) for ab initio vibrational mode constraints. This led to excellent fits in both rms frequency errors and forces, Table XVII .
Although frequency optimization emphasizes experimental data ͑forces and frequencies͒, the ab initio vibrational mode information still affects the course of optimization. For example, when very small weights are used for the vibrational mode constraints, we found that the optimization sometimes oscillates. Thus we recommend using the vibrational modes of HBFF even for cases when only structure and frequency information is available. This can be done by using a trial FF to generate vibrational modes.
E. Redundancy and inactive force field terms
Use of PSI information is illustrated in Table XX͑a͒ for optimizing the MSXX FF of formaldehyde. 9 In this example, only the geometric constant parameters are optimized ͑with-out geometric constraints͒. We expected redundancies related to the two angle terms ͑H-C-H and O-C-H͒ and the two inversion terms. Indeed the PSI for MSXX shows such redundancies, where the PSI of two K , two K , and two K , each sum up to nearly unity. We then reoptimized various modified MSXX/R FF with one of the force constants excluded. In each case this leads to a significant increase in the PSI for the remaining parameter. For MSXX/R (K ) and MSXX/R ͑K Cl,Cl ͒ we also observed some coupling in force constants. Thus the PSI values of three-body bond-bond cross terms and the four-body angle-angle cross terms also changed. of 0.50 ͑0.55͒ and 0.53 ͑0.39͒ for the fundamental geometric parameters of R e ͑MovO͒ and R e ͑Mo-Cl͒, respectively, implying these parameters are not very active in this optimization. This is due to the difficulties in satisfying all observational constraints for Cl 2 MoO 2 -the number of least-squares equations solved is only 12 for optimizing 17 FF parameters. The K ,R terms and K R,R ͑Cl-MovO͒ also show small PSI values. In developing MSX/R, we tried to drop all K ,R and K R,R ͑Cl-MvO͒ ͑MvCr, Mo͒, keeping the number of parameters at 12. With this MSX/R, all PSI are exactly unity and reoptimization led to the FF in Table XV , which fits well both structure and vibrational frequencies. The PED in Table XVI also shows that MSX/R is quite similar to MSX. However the MSX/R FF of Cl 2 MoO 2 , has a very large ͑almost linear͒ equilibrium angle e ͑Cl-Mo-Cl͒. This may be due to our choice for the specific terms in the FF-in this example, there were several choices of terms for MSX/R. The MSX FF also has similar tendency for the Cl 2 MoO 2 case. We also tried to drop all three-body cross terms except K R,R ͑OvMvO͒ and K ,R Cl-M ͑Cl-MvO) and optimized the FF. In this case we could not obtain a good fit for Cl 2 MoO 2 using HF assignment. This provides evidence in favor of the experimental assignment and shows how PSI is useful in sorting out the important FF terms.
VII. CALCULATIONAL DETAILS
Experimental structure data was taken from the equilibrium geometry for formaldehyde 34 and from Sutton's table 27 for chromium and molybdenum-dioxo-dichlorides. For the other organic molecules, they were obtained from the references for the experimental frequencies as listed below. Ab initio calculations were carried out at the restricted Hartree-Fock level using the program. 35 For the organic molecules, either the D95V** or 6-31G** basis sets 36 were used. For Cl 2 CrO 2 and Cl 2 MoO 2 we used the D95V* basis set for O and the Hay-Wadt effective core potentials 37 for Cr, Mo, and Cl. Geometries were optimized and all the vibrational frequencies and modes were calculated at the energy minimum.
Experimental frequencies used were taken from the following:
formaldehyde The HBFF/SVD optimization was implemented in the FFOPT program 10͑a͒ which was used with POLYGRAF. The force field terms used are EϭE b ϩE a ϩE t ϩE i ϩE x ϩE vdW ϩE Q , ͑28͒
Bond stretching is described by the harmonic potential,
where r is the bond length, r e is the equilibrium bond length, and K b is the force constant. Angle bending is described by the harmonic cosine expression,
where is the angle between bonds IJ and JK, e is the equilibrium angle, and K ϭC a sin 2 e is the diagonal force constant.
In addition to the pi-twist form of the torsional energy as described in Sec. V A 1, a Fourier series is often used Given an atom I bonded to exactly three other atoms J, K, and L, the angle term ͑30͒ for JIK, JIL, and KIL will generally lead to a double well for umbrella motion ͑as in NH 3 ͒. However we can include an explicit inversion term to better describe the energy associated with the umbrella motion. We use the harmonic cosine expression
where is the angle between the IL bond and the IJK plane and e is the equilibrium value ͑ e ϭ0 corresponds to the planar configuration with the longest distance from L to J and K͒. Here the force constant is K ϭC i sin 2 i and the barrier to planarization is
͑33͒
There are three possible choices for L. To remove any biases we sum over all three and multiply by 1/3. Additionally, there is a coupling term between inversions at adjacent pitwist centers as described in Sec. V A 1.
To obtain an accurate description of the vibrational levels generally requires couplings ͑cross terms͒ between various bonds and angles. For each angle term ͑30͒ we use the bond-angle and bond-bond terms where r 1 and r 2 are the lengths of the IJ and JK bonds, K r ϭϪD sin e is the angle-stretch force constant, and K rr is the stretch-stretch force constant. In addition, we considered one-center angle-angle cross terms of the form E 1aa ϭG͑cos IJK Ϫcos eIJK ͒͑cos IJL Ϫcos eIJL ͒, ͑35͒
where K 1 ϭG sin eIJK sin eIJL is the force constant for two angle terms ͑IJK and IJL͒ sharing a common central bond (IJ) and a common central atom (J). However, we found that these terms do not significantly improve the results, and we eschew them. Also we included two-center angle-angle terms described by E 2aa ϭF cos ͑cos IJK Ϫcos eIJK ͒ ϫ͑cos JKL Ϫcos eJKL ͒, ͑36͒
where K 2 ϭF sin eIJK sin eJKL is the force constant for angle terms ͑IJK and JKL͒ in which the central atoms ͑J and K͒ are bonded to each other. These cross terms are considered collectively as E x ϭE ax ϩE 1aa ϩE 2aa . ͑37͒
The van der Waals part of the nonbond interaction for atoms I and J are described using the exponential-6 potential
͑38͒
where ϭR IJ /R v . Here D v is the well depth, R v is the distance at the minimum and is a dimensionless constant related to the stiffness of the inner wall. The electrostatic interactions (E Q ) are described using the Coulomb expression
where Q I is the charge ͑electron units͒ on center I, ⑀ϭ1, and 1/⑀ 0 ϭ332.0637 gives E in kcal/mol when distances are in Å.
VIII. CONCLUSION
The HBFF/SVD optimization technique utilizes information both from experiment and ab initio QC calculations. The application of HBFF/SVD to typical problems in organic and transition metal compounds leads to reasonably fast convergence, allowing interactive development of the FF. The RPI and PSI indices help to identify deficiencies and redundancies in the FF, allowing systematic and efficient development of the FF.
