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ABSTRACT
In recent years, the emergence of cloud computing, and software paradigms such as service-
oriented architectures (SOAs), has led to the proliferation of Web services. One of the most
important factors of the Web services is the end-to-end performance. It is important for the
service provider to be able to predict and control the end-to-end performance of the Web
services. However, as more and more Web services adopt a multitier architecture, and ad-
vanced techniques are used to improve the scalability and responsiveness, the problem of
performance prediction and control for multitier systems is becoming more and more chal-
lenging. This motivates the search for techniques for performance prediction and control
in multitier systems that power these Web services.
Traditional techniques like queuing networks and machine learning have been applied
in performance prediction and control. While these techniques work well in static systems,
most of them fail to capture the dynamic systems as they are frequently reconfigured at
runtime. The goal of the work in this thesis is to develop a runtime technique that can
predict accurately the performance of general multitier systems, yet requires very little
knowledge.
In this thesis, we propose the gradient model technique. It is a runtime technique that
combines simple first-order model, high-level system knowledge, and lightweight online
measurements. It can be used with general multitier systems with little effort. We present
the implementations and evaluations of three specific gradient models, the link gradient
,workload gradient and CPU gradient. Our results show that the gradient models can ac-
ii
curately predict the end-to-end performance of the multitier systems under a wide range of
configurations. In addition, we demonstrate the practical usage of the gradient model in
different scenarios, including per-transaction response time optimization and energy con-
servation. Finally, we present the design of the gradient model toolkit. The gradient model
toolkit enables users to easily implement new gradient model and use the model in their
own applications. Our vision is that, with the general gradient model methodology, and the
toolkit we built, performance prediction and control for general multitier systems can be
made simpler for system administrators and service providers.
iii
ACKNOWLEDGMENTS
I thank my girlfriend Lide Zhang for her support, her love. I could not have
done it without her.
I thank my family for their love, support, and encouragement. Thanks to my
friends for their friendship.
I thank Kaustubh Joshi, Matti Hiltunen and Richard Schlichting. They gave
me useful advice on my thesis work.
I thank Jenny Applequist. She helped me proofread my thesis.
This work was completed with invaluable help from my adviser, Professor
William H. Sanders. I am grateful for his advice, pointers, discussions, and
teaching.
The work presented in this thesis would of course not have been performed
without financial support. This main funder of this work was AT&T under
Grant Nos. 627690-239012. The work was also supported by the National
Science Foundation under Grant Nos. 491596-727000. Any opinions, find-
ings, and conclusions or recommendations expressed in this material are those
of the author and do not necessarily reflect the views of the National Science
Foundation.
iv
TABLE OF CONTENTS
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
CHAPTER 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
CHAPTER 2 Gradient Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Link Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Workload Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 CPU Gradients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.1 Gradient Decomposition . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.2 Modeling Nonlinearity . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.3 Frequency Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.4 VM Capacity Gradient . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 Measurement Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.1 Gradient Measurement . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.2 Gradient Recalibration . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
CHAPTER 3 Link Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.1 Monitoring Framework . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.2 Measurement Algorithm . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Micro Benchmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 Accuracy of Delay Injection . . . . . . . . . . . . . . . . . . . . . 43
3.2.2 Total Number of Sampling Points . . . . . . . . . . . . . . . . . . 45
3.2.3 Delay Scale Factor . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.4 Simple Application Scenarios . . . . . . . . . . . . . . . . . . . . 48
3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 51
v
3.3.2 Link Gradient Computation . . . . . . . . . . . . . . . . . . . . . 51
3.3.3 Predictive Power . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.4 Communication Pattern Variations . . . . . . . . . . . . . . . . . . 56
3.3.5 Runtime Gradient Recalibration . . . . . . . . . . . . . . . . . . . 60
3.4 Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.1 Per-Transaction Optimization . . . . . . . . . . . . . . . . . . . . 63
3.4.2 Optimization for Multiple Applications . . . . . . . . . . . . . . . 64
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
CHAPTER 4 Workload Gradient . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 Limitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
CHAPTER 5 CPU Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.1.1 Measurement Algorithm . . . . . . . . . . . . . . . . . . . . . . . 75
5.1.2 Energy Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2.1 Experiment Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2.2 CPU Gradients: Basic Configuration . . . . . . . . . . . . . . . . . 80
5.2.3 Different Communication Patterns . . . . . . . . . . . . . . . . . . 82
5.2.4 RUBBoS Application . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2.5 Multiple Applications . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3 Energy Conservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.1 Frequency Gradient Controller . . . . . . . . . . . . . . . . . . . . 95
5.3.2 VM Capacity Gradient Controller . . . . . . . . . . . . . . . . . . 97
CHAPTER 6 Gradient Model Toolkit . . . . . . . . . . . . . . . . . . . . . . . 103
6.1 Design Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2.1 Master . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2.2 Agent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.3 Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2.4 API . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.3.1 Starting the Toolkit . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.3.2 Communications between the Master and the Agents . . . . . . . . 108
6.4 Hello World Application . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
CHAPTER 7 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . 116
7.1 Summary of Research Contributions . . . . . . . . . . . . . . . . . . . . . 116
7.1.1 Gradient Model Theory . . . . . . . . . . . . . . . . . . . . . . . . 116
7.1.2 Link Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
vi
7.1.3 CPU Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.1.4 Gradient Model Toolkit . . . . . . . . . . . . . . . . . . . . . . . . 118
7.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
vii
LIST OF FIGURES
2.1 Gradient measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Response time distributions . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Monitoring architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Delay deamon implementation for regular Linux . . . . . . . . . . . . . . 37
3.3 Delay deamon implementation for PlanetLab . . . . . . . . . . . . . . . . 37
3.4 Timeline for the measurement process . . . . . . . . . . . . . . . . . . . . 39
3.5 Accuracy of delay injection mechanisms . . . . . . . . . . . . . . . . . . . 44
3.6 Sensitivity study of link gradient . . . . . . . . . . . . . . . . . . . . . . . 45
3.7 Client transition diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8 Sample RUBiS configuration . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.9 Predicting the effects of component placement . . . . . . . . . . . . . . . . 55
3.10 Prediction results under different workloads . . . . . . . . . . . . . . . . . 56
3.11 Communication pattern effects . . . . . . . . . . . . . . . . . . . . . . . . 57
3.12 Load balancing effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.13 Predicted and measured response times without recalibration . . . . . . . . 62
3.14 Predicted and measured response times using the simple approach . . . . . 62
3.15 Predicted and measured response times using the model-based approach . . 63
3.16 Predicting the effects of database placement for RUBiS and RUBBoS (RU
is Rutgers and UConn is University of Connecticut) . . . . . . . . . . . . . 65
4.1 Monitoring architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Custom Apache module . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 Predicted CPU utilization in PM testbed . . . . . . . . . . . . . . . . . . . 71
4.4 Predicted CPU utilization in VM testbed . . . . . . . . . . . . . . . . . . . 71
4.5 Predicted hypervisor CPU usage for single VM . . . . . . . . . . . . . . . 72
4.6 Predicted hypervisor CPU usage for multiple VMs . . . . . . . . . . . . . 72
5.1 Prediction accuracy of the frequency gradients . . . . . . . . . . . . . . . . 81
5.2 Prediction accuracy of the VM capacity gradients in the VM testbed . . . . 83
5.3 Prediction accuracy of the VM capacity gradients in the MVM testbed . . . 84
5.4 Load balancing (frequency gradient) . . . . . . . . . . . . . . . . . . . . . 86
5.5 Load balancing in the MVM testbed (VM capacity gradient) . . . . . . . . 87
5.6 Load balancing in the VM testbed (VM capacity gradient) . . . . . . . . . 88
viii
5.7 Asynchronous state replication . . . . . . . . . . . . . . . . . . . . . . . . 88
5.8 RUBBoS prediction (frequency gradient) . . . . . . . . . . . . . . . . . . 89
5.9 RUBBoS prediction (VM capacity gradient) . . . . . . . . . . . . . . . . . 89
5.10 Prediction accuracy of the VM capacity gradients in the MVM testbed . . . 90
5.11 Multiple applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.12 Multiple applications (multicore) . . . . . . . . . . . . . . . . . . . . . . . 93
5.13 1998 World Cup workload trace . . . . . . . . . . . . . . . . . . . . . . . 94
5.14 2007 NLANR workload trace . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.15 Response time and power (frequency gradient) . . . . . . . . . . . . . . . 97
5.16 Response time and power (VM gradient) . . . . . . . . . . . . . . . . . . . 99
5.17 Response time and power in the VM testbed (multiple applications) . . . . 101
5.18 Response time and power in the MVM testbed (multiple applications) . . . 101
6.1 Toolkit architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 The detailed design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
ix
LIST OF TABLES
3.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Delay injection and perturbation . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Link gradients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4 Response time perturbation . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.5 Link gradients with connection pooling . . . . . . . . . . . . . . . . . . . 57
3.6 Link gradients for replication modes . . . . . . . . . . . . . . . . . . . . . 58
3.7 Link gradients with load balancing . . . . . . . . . . . . . . . . . . . . . . 59
5.1 Random deployments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.1 Time series database table . . . . . . . . . . . . . . . . . . . . . . . . . . 110
x
CHAPTER 1
Introduction
Basic research is what I’m doing when I don’t know what I’m doing.
— Wernher von Braun (1912-1977)
In recent years, the emergence of cloud computing and software paradigms such as
service-oriented architectures (SOAs) has led to the proliferation of Web services. These
services include Web search, blogs, social networking, e-commerce and online banking.
They are products upon which many businesses depend. Apart from factors such as prod-
uct design and revenue model, responsiveness is one of the most important factors to the
success of a product. Studies such as [1, 2, 3] and the experiences of large Web service
providers [4] have repeatedly shown the importance of performance, measured using met-
rics such as end-to-end response time, to user satisfaction, traffic growth, and, consequently,
business viability. Therefore, it is important for Web service providers to be able to predict
and control the performance of their Web services to satisfy end users, as traffic grows,
software is reconfigured and hardware is upgraded.
However, performance prediction and control for Web services is challenging. Today,
many Web services are built using the multitier architecture, in which the presentation,
the application processing, and the data management are logically separate processes/tiers.
A typical multitier architecture is the three-tier architecture, which consists of a frontend
tier (e.g., Apache web servers), an application tier (e.g., Tomcat servers), and a backend
database (e.g., MySQL servers). Certain techniques, such as load balancing, caching, and
asynchronous communication between tiers and within tiers, are widely used to improve
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the performance, scalability, and availability of Web services. While the use of these tech-
niques has made the services more responsive, it also adds new complexity into the system
architecture, which makes performance prediction and control much more difficult, not to
mention the complexities of the software in each tier (e.g. Apache, Tomcat, and MySQL).
Also, unlike traditional desktop software, Web services are frequently updated and recon-
figured at runtime. For instance, new Web servers and application servers might be added
to the system as the traffic grows over time. In order to predict and control the perfor-
mance of these Web services, a prediction technique must be able to adapt to the runtime
changes of the system. Furthermore, with the enabling of x86 virtualization technology
and the dramatic improvement in server processing power, virtual machine technology has
been widely used in cloud data centers to power Web services. While the virtualization
technology enables more efficient use of the computing resources through techniques such
as consolidation, the extra layer of abstraction has also made performance prediction and
control for multitier systems more complicated. Finally, with the emergence of super-large-
scale Web services for Web searching, e.g., Google [5] and Bing [6], and social networking,
e.g., Facebook [7] and Twitter [8], traditional techniques for performance prediction and
control might no longer apply.
1.1 Background
In the past, many techniques have been proposed to predict the performance of multi-tier
services. Queuing network formulations such as Layered Queuing Networks (LQN) [9]
provide an especially appropriate formulation for modelling multitier systems and have
been used effectively in many case studies. For example, [10] and [11] use queuing
networks and models to estimate the end-to-end response time of multitier systems. In
[10], the authors model multi-tier applications as a network of queues and assume the re-
quest flows between queues to be independent. This assumption enables them to assume
2
a product-form network so that they can apply a mean value analysis (MVA) to obtain the
mean response time to process a request in the system. Although this approach can be
very effective, MVA based algorithms require the request ow probabilities between dif-
ferent tiers to be independent. This is generally a false assumption for many system in
practice. In [11], the authors model a multitier Internet service within a queueing theo-
retical framework. Their model consists of N + 1 nodes with a single entry node which
receives the requests and sends requests to the other N nodes in a deterministic order. The
request arrival distribution is assumed to be a Poisson process. Using the model, they derive
expressions for the mean end-to-end latency and approximations to its variance.
Also, data-intensive approaches, including curve-fitting, have been proposed for con-
structing models for black-box systems. For instance, in [12], the authors build application
profiles characterizing per-component resource consumption and inter-component com-
munication patterns as functions of input workload properties. Specifically, their profiling
focuses on application characteristics that may significantly affect the service throughput
and response time. These include CPU, memory usage, remote invocation overhead, inter-
component network bandwidth and blocking communication frequency. They perform pro-
filing through operating system instrumentation to achieve transparency to the application
and component middleware. With a given application profile and a component placement
strategy, their model predicts system throughput by identifying and quantifying bottleneck
resources. They predict the average service response time by modeling the queuing effect
at each cluster node and estimating the network delay caused by blocking inter-component
communications. In [13], the authors present a power management strategy that explicitly
predicts the expected application performance, and so can manage power subject to the
desired SLA. To do this, they estimate the response time of the application as a function of
workload, resource allocation, and various power management settings, and fit the tail of
the conditional distribution using nonlinear quantile regression. This allows a control loop
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that sets the power management settings to minimize power consumption, as long as the
predicted response time meets the SLA.
In addition, black-box instrumentation techniques, like Magpie [14], have also been
proposed. Magpie extracts the resource usage and control path of individual requests in
a distributed system. Events produced by the Magpie system are correlated to extract the
individual requests using a temporal join technique. Then the resource usage information
of each request can be used to construct the response time model. However, the toolchain
relies on instrumentation in kernel, middleware and application-level components to gen-
erate events. And, it currently only supports e-commerce Web farm setup comprising IIS,
ASP.NET and SQL Server.
[15] and [16] attempt to combine queuing model formulation and passive curve-fitting
techniques to construct performance model for multitier systems. By doing so, they require
less application knowledge, which is often not available or up-to-date for online Internet
services. In [15], the authors propose an approach in which passive data collection is com-
bined with an M/M/1 queuing model to estimate the service and waiting times at each re-
source of a complex multitier system. In [16], they propose a cross-platform performance
model for Internet services. Their model predicts application-level response times and
throughput from a composition of several sub-models, each of which describes a measure
of the processors performance (henceforth, a processor metric) as a function of a system
parameter. The functional forms of the sub-models are determined from empirical obser-
vations across several Internet services and are justified by reasoning about the underlying
design of Internet services.
Among the above techniques, the queuing network formulations ([10] and [11]) are
white-box techniques. They assume knowledge of the application internals, which make
it easier to construct an accurate model of the system. However, the frequent updates
and runtime reconfiguration of Internet services make it difficult to get up-to-date system
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blueprint, not to mention the complicated design of each piece of software. In our work,
we attempt to eliminate the need for detailed application knowledge when constructing
the performance model of a multitier application. In contrast to the white-box techniques,
curve-fitting techniques, and the instrumentation technique used in Magpie are black-box
techniques that assume no knowledge about the applications. However, the former requires
synchronized clocks within the multitier system, and enough excitations to be observed
during the normal system operations in order to estimate the model accurately, which might
take a long time, while the latter requires instrumentations to the running system, which is
often prohibited in practical settings, e.g., a hosting data center. In our work, we attempt to
eliminate the requirements of extensive data measurements and synchronized clocks within
the multitier system. Gray-box approaches like [15] and [16] try to combine the merits of
the white-box and black-box approaches. However, their approaches do not adapt to the
runtime changes in the system model. Therefore, both techniques may become increasingly
inaccurate as the system load changes. This motivates us to build adaptive mechanism into
our performance prediction and control technique.
In control theory [17], many techniques have been proposed to construct the dynamic
models of the systems, e.g., ARX models. To construct the ARX model of the system,
we design experiments and collect data that are sufficient to estimate the parameters of a
linear different equation of the desired order, and then we use least-squares techniques to
estimate the model parameters. If the model quality must be improved after we evaluate
the quality of the model fit, one or more of the foregoing steps are revisited. Also, more
advanced techniques, such as adaptive feedback control techniques, have been used in com-
puting systems, e.g., Web proxy cache systems [18, 19], to provide performance guarantee.
In [18], an indirect adaptive control framework is proposed to provide proportional differ-
entiation on average cache hit rate of different content classes by adjusting the cache size.
Their system model (an ARX model) is updated online adaptively as the operating condi-
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tion varies using an online version of the least-square technique, and then the controller is
updated accordingly to provide effective control of the target metric. However, while this
technique can be used to provide effective control as the system model changes at runtime,
it can not be used to do prediction of a large system change because of the nonlinearity
problem. Also, because the model is updated only using the data that are observed from
the normal control process, hence, it might take a long time before enough excitations can
be observed in order to estimate the model accurately after a system change. In our work,
we attempt to address the nonlinearity problem such that the system model can be used not
only for control purpose, but for prediction of large system changes as well.
Perturbation-based techniques have been used, mostly in determination of failure de-
pendencies . The ADD (Active Dependency Discovery) technique determines failure de-
pendencies by active perturbation of system components and observation of their effects
[20]. The ADD approach is generic and does not specify the perturbation and effect mea-
surement methods. In [21], the ADD approach is used with fault injection as the per-
turbation method. The Automatic Failure-Path Interference (AFPI) technique combines
pre-deployment failure injection with runtime passive monitoring [22]. Delay injection for
disk and network access events is used in [23] to verify causal dependencies between such
events in a component-based system. Specifically, [23] uses this technique to determine the
object read and write policies in a commodity-based commercial storage cluster. However,
the technique is strictly offline and requires full control of the system workload (including
message sizes, types, and frequency). Although perturbation-based techniques can be in-
trusive to the running systems, the use of the technique can enable us to actuate the system
systematically to build the performance model quickly and accurately. In our work, we
attempt to use a lightweight perturbation-based technique to construct the system model
quickly at runtime.
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In control systems, the frequency response method has been used in control system de-
sign [17]. The system is excited by a sinusoid with varying frequency. The magnitude of
the response is obtained by a measurement of the ratio, output sinusoid to input sinusoid,
in the steady state at each frequency, while the difference in phase between the input and
output signals is observed in the meanwhile. And then, the magnitude and phase are used
to help design the control system. However, in a multitier system, it is usually difficult to
estimate the phase between the input and output signals because of the clock synchroniza-
tion problem. In our work, we attempt to eliminate the need for the phase estimation to
construct the system performance model.
Finally, performance prediction techniques can be used in many different areas. They
can be used for capacity planning, resource provisioning and energy conservation. [16]
applies performance prediction techniques to the problem of selecting a hardware platform
that offers maximal throughput per watt, and improving load balancing in a heterogeneous
server cluster by assigning request types to the most suitable platforms. [10] uses an ana-
lytical model for dynamic capacity provisioning, performance prediction, bottleneck iden-
tication, and session policing. [13, 24] tries to use their proposed response time models to
optimize the power consumption for a single-tier web application through processor DVFS
while maintaining conformance to the application SLA. To the best of our knowledge, [25]
is the only work that considers end-to-end performance impact when performing DVFS
for multitier applications. They proposed a coordinated distributed DVS policy for a tra-
ditional three-tier web server system, based on distributed feedback control driven by a
simple stage delay model. This work assumes a pipelined system and uses a traditional
M/M/1 queuing network model for performance prediction. Server instrumentation along
with offline profiling are required in order to obtain the parameters for the model. In this
thesis, we applied our techniques to the specific problems of response time optimization
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and energy conservation for general multitier systems, and compared the results with the
previous approaches.
1.2 Research Objectives
Thesis statement
In this thesis, we propose a new approach, called gradient models, for performance
prediction and control of multitier systems, by combining both modeling and measurement
techniques. Gradient models are simple and locally accurate models that are constructed
using high-level system knowledge and lightweight perturbation. They do not require de-
tailed information of the applications and is easy to deploy in production environments. We
apply the gradient models in different settings using different applications, and evaluate
the intrusiveness and predictive power of the gradient models.
Gradient models can be used to predict the impact of changes in system knobs, such as
CPU frequency of a host or network link latency between two hosts, on the end-to-end per-
formance of the multitier system. The models may not be obvious or static as the workload
or bottleneck changes. However, we show that knowledge of them enables administrators
to optimize the responsiveness of their Web services, optimize resource allocation to reduce
energy usage, and conduct long-term capacity planning.
Gradient models provide a gray-box alternative to traditional white-box techniques,
which face significant practical hurdles due to the design and deployment lifecycle of typ-
ical online Web services. Often, there is simply not enough knowledge about the complex
application or its deployment infrastructure to construct detailed models, especially when
off-the-shelf components are used. Additionally, as multitier systems are increasingly de-
ployed in outsourced data centers, in shared infrastructure clouds, and over complex net-
works, the application owners and the infrastructure providers are often separate entities.
The former do not have enough knowledge of the infrastructure to construct good models,
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while the latter do not have enough knowledge of the application to do so. Finally, even
when detailed information is available, manual model construction is often laborious and
error-prone, and requires significant expertise, all of which discourages adoption.
Compared with the black-box techniques, gradient models are simple models con-
structed via automatic online measurements. They leverage general system knowledge and
capture the impact of application-specific parameters and infrastructure configurations, yet
require very little information about the application. For a multitier application, the gra-
dient models represent local point derivatives of the end-to-end performance metric with
respect to the system knobs, i.e., CPU frequency or network link latency. These local point
derivatives are evaluated by injecting minute perturbation signal into the target knob and
analyzing the responses in the end-to-end performance metric. By injecting the perturba-
tions in a predefined signal pattern and using advanced mathematical techniques to analyze
the response in the end-to-end performance metric, we can ensure high accuracy even in
noisy production environments, while keeping the injected perturbations small. Finally, by
using the gradient models and the end-to-end performance measurement in a baseline con-
figuration, it is possible to predict the end-to-end performance in new configurations with
different knob values and workloads.
The philosophy behind the gradient model approach is to use simple and locally ac-
curate models, together with lightweight runtime gradient model recalibration, to approx-
imate complex system models. Because only local accuracy is required, general system
knowledge can be used to construct the local model. Because it requires only a little
application-specific information, the approach can be used with different applications au-
tomatically without any extra effort.
The local-point-derivative nature of the gradient model makes it a very useful technique
in other applications as well. It can easily be extended to quantify the impact of changes
in one system metric on another system metric. For instance, it can be used to quantify
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the impact of workload changes on the system resource utilization; (Chapter 4) it can also
be used to quantify the impact on Web page loading time of changes in the network link
latency from a client to remote sites. (Chapter 6) After discovering that fact, we have
built a tool that not only allows the gradient model approach to be applied to performance
prediction and control in multitier applications, but also makes it easily extensible for use
in more general settings.
1.3 Contributions
In this thesis, we make the following contributions:
• We propose a general approach, the gradient model, to model the impact of system
knobs on the end-to-end performance metrics for multitier systems. It is a gray-box
technique that does not require any detailed information from the application being
considered.
• We propose a runtime gradient measurement framework. It enables the gradient
model to be measured at runtime with lightweight perturbation to the running system,
and it automatically recalibrates the gradient model as the system changes.
• We apply the gradient model to quantify the impact of network link latency changes
on the end-to-end response time of multitier applications and propose a new metric,
the link gradient. We extensively evaluate the predictive power of the link gradient
under different application configurations using wide-area network deployment on
PlanetLab.
• We apply the gradient model to quantify the impact of workload rate changes on
the resource utilization of multitier applications, and we propose a new metric, the
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workload gradient. We extensively evaluate the predictive power of the workload
gradient in both nonvirtualized and virtualized environments.
• We apply the gradient model to quantify the impact of CPU speed or VM capacity
allocation changes on the end-to-end response time of multitier applications and pro-
pose a new metric, the CPU gradient. We extensively evaluate the predictive power
of the CPU gradient using different application deployment configurations in both
non-virtualized and virtualized environments.
• We propose a framework to use the link gradient to optimize a system for responsive-
ness at transaction granularity for multiple applications without detailed application
knowledge.
• We propose a runtime framework that requires very little application-specific knowl-
edge, but minimizes the power consumption of a general multitier system by contin-
uously and automatically scaling CPU frequency or VM capacities while ensuring
that per-transaction application response time requirements are met.
• We built a tool, called the gradient model toolkit. The toolkit can be easily extended
to measure different gradients in the system other than the ones covered in this thesis.
Also, on top of the APIs provided by the toolkit, we have built a gradient recalibra-
tion framework that automatically recalibrates the gradient at runtime as the system
changes.
The remainder of this thesis is organized as follows. In Chapter 2, we will present
the gradient model approach in detail. In Chapter 3, 4, and 5, we present our work on
link gradients, workload gradients, and CPU gradients, along with their evaluation and
applications. And then, we will present the detailed design of the gradient model toolkit
in Chapter 6. Finally, we will conclude the thesis and present our plans for future work in
Chapter 7.
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CHAPTER 2
Gradient Models
Things should be made as simple as possible, but not any simpler.
— Albert Einstein (1879-1955)
In this chapter, we begin by defining the gradient model for the end-to-end performance
of multitier systems and show how it can be extended to other cases. Then, we will present
three specific gradient models we have developed: the link gradient, workload gradient and
CPU gradient. At the end of this chapter, we will present the gradient measurement frame-
work. The techniques make it possible for gradient models to be measured at runtime with
minimal perturbation to the running application and remain accurate as the system changes.
To better illustrate the concepts, a standard three-tier eBay-like Web service benchmark,
called RUBiS, is used.
2.1 Overview
Consider a multitier application consisting of a set of nodes represented by vector N =
(n1, n2, . . . , nm) and connected by a set of logical communication links represented by
vector L = (l1, l2, . . . , lr). Each node represents a single software component of a specific
type, e.g., a Web server or application server. Nodes execute using resources (e.g., physical
hosts) that may be dedicated or shared. For example, several nodes may execute within
separate virtual machines on the same physical host. Logical links exist between two nodes
if the nodes exchange messages during system operation. Each logical link may consist of
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many physical network links. Together, nodes and links are called the elements of the
application.
Each element e is associated with a vector of attributes Ae = (ae1, a
e
2, . . . , a
e
k) that quan-
tify the properties of the element or the resources that may impact its performance. For
example, attributes may include the fraction of the host’s CPU or I/O bandwidth available
to a node, or the bandwidth available for a logical link. They may also include properties
of the resources themselves, e.g., the CPU speed of the host on which a node runs, the link
latency of a logical link, or the disk spinning speed. Each application is also associated
with one or more end-to-end progress metrics whose values are to be predicted. Although
metrics can include various properties such as throughput, rate of processing, or even power
consumption, in the rest of this thesis, we will focus on the end-to-end response time be-
cause response time has been shown to be the key metric for interactive Web services.
(However, the gradient model can easily be used with other end-to-end performance met-
rics as shown in chapter 4.) In doing so, we assume that the application is a transactional
system whose users interact with it through a set of transactions, such as “login,” “buy,”
and “browse,” each of which utilizes a set of elements according to a transaction-specific
call graph.
The goal of a gradient model for the end-to-end performance of multitier systems
is to quantify the relationship between element attributes and end-to-end progress met-
rics. Specifically, consider the values of a single type of attribute Ak, e.g., latency, for
all p elements of the system in the current operating configuration c0, i.e., Ak(c0) =
(ae1k (c0), a
e2
k (c0), . . . , a
ep
k (c0)). We represent the relationship of the attribute to the met-
ric M as an unknown function at the current operating point, or M = F (Ak(c0)), while
keeping other attributes in the system unchanged. The operating configuration c0 might
include the current workload rate, CPU processing speed of different nodes, and link laten-
cies of different network links of the running system. Then, the question we wish to answer
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is, “Given the value of M(Ak(c0)) at the system’s current operating configuration c0, what
is its value at a different operating configuration c1, i.e., M(Ak(c1))?”
To answer this question, we take the following approach. Let the vector ∆Ak =
Ak(c1) − Ak(c0) = (∆ae1k , . . . ,∆aepk ) be the differential change in the attribute values
between the current and the new operating configurations for attribute Ak. Assuming that
the function F is differentiable and other attributes are unchanged between the old and new
operating configurations, we can then use the Taylor expansion to represent the desired
M(Ak(c1)) as:
M(Ak(c1)) = M(Ak(c0)) +
∑
e∈N∪L
∂F
∂aek
∣∣∣∣
c0
∆aek +O(∆A
2
k) (2.1)
where the O(. . .) term represents the higher-order derivatives and powers of the attribute
values, and the derivative ∂F
∂Ak
∣∣
c0
= ( ∂F
∂a
e1
k
∣∣
c0
, ∂F
∂a
e2
k
∣∣
c0
, . . .) is the gradient model at the current
operating configuration c0.
If the gradients are known, Equation 2.1 can be used to predict the performance of the
system in the new configuration by ignoring the higher-order derivatives and powers in
O(∆A2k), i.e.,
M(Ak(c1)) ≈M(Ak(c0)) +
∑
e∈N∪L
∂F
∂aek
∣∣∣∣
c0
∆aek. (2.2)
However, doing so is justifiable only if ∆Ak is small enough to cause the higher powers to
vanish, or if F is linear, and thus the higher-order derivatives are zero. In practice, changes
in the operating configurations could be large, making the first condition impractical. The
second condition can hold true depending on the type of metric and attribute being consid-
ered. In Chapter 3, we show one type of gradient, the link gradient, for which the condition
does hold. However, in general, such linearity assumptions may not hold, and non-linearity
can impact the accuracy of the gradient. Although nonlinearity can always be overcome by
recalculating the gradients whenever they change, it is important to minimize the need for
such recalculations, not only to reduce runtime measurement overhead, but also to prove
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a meaningful operating range over which gradient models can make accurate predictions.
We will address this issue in Section 2.4.
The formulation of gradients also assumes that F is differentiable, which is reasonable
for many multitier systems, e.g., if the response time relationships can be modeled by a
Jackson queuing network. However, the assumption may be violated because of timeouts
that cause discontinuous jumps in response time curves, or because of communication pat-
terns such as parallel processing that give rise to nondifferentiable functions such as min
and max. In such cases, there is no recourse but to frequently recalculate the gradients dy-
namically. Due to those and linearity considerations, it is beneficial to have a lightweight
gradient measurement technique that can be deployed at runtime in a production system
and operates without much perturbation to the target system. We will present the gradient
measurement framework in Section 2.5.
We have presented the gradient model in the context of performance prediction and con-
trol in multitier systems. However, the first-order derivative nature of the gradient model
means that it is not limited to use in performance prediction and control of multitier sys-
tems. It can be generally used to quantify the impact of change in one system metric on
another system metric. For instance, the gradient model can be used to quantify the rate
of change in the system resource utilization to change in the workload arrival rate (Sec-
tion 2.3), or it can be used to quantify the impact of change in the delay from a client
to a remote website on the rendering time of a Web page in a modern web browser, e.g.,
Chrome or Firefox.
Next, we will present three specific gradient models we developed: the link gradient,
CPU gradient, and workload gradient. Among them, the link gradient and workload gra-
dient show good linearity, while the CPU gradient presents challenges for the linearity
assumption of the gradient model. In addition, we will present our solution to the nonlin-
earity problem along with the CPU gradient.
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2.2 Link Gradient
The link gradient ~∇r¯t quantifies how a change in the link latency for each link affects
the end-to-end response time r¯t, and is defined as a vector ~∇r¯t =
(
∂r¯t
∂d1
, . . . , ∂r¯t
∂dn
)
, where
each element ∇r¯ti = ∂r¯t∂di is the link gradient of link li. Mathematically speaking, the link
gradient of a link is a partial derivative that specifies the rate at which the system’s response
time changes per unit change in the link latency di of communication link li, assuming that
the latencies of all other links remain constant.
Intuitively, the link gradient can be approximately interpreted in terms of message
crossings. To illustrate, let server a call another server b over a link that has a latency
of d, and consider how the mean response time of a would change if the (one-way) link
latency increased by ∆d under different types of communication scenarios. If a sends a
message to b and waits for a reply before continuing, the response time could be expected
to increase by ∆d, and the link gradient would be lim∆d→0
r¯t(d+∆d)−r¯t(d)
∆d
= 1. The link gra-
dient would remain the same if a sent k messages to b in a pipelined fashion before waiting
for a response (e.g., over a TCP link). However, if a were to send k messages in series such
that it waited for a response from b before sending the next message, the increased latency
would affect the response time for each of the k messages, and the link gradient would
be k. Conversely, if a did not wait for a reply from b, an increase in link latency would
not affect the response time at all, and the link gradient would be 0. Drawing upon these
observations, we can loosely interpret the link gradient as the “mean number of message
crossings in the critical path of the system response,” which, for many communication pat-
terns, is a constant function of server behavior, and thus gives rise to a linear relationship
between response time and latency. Although factors such as timeouts and queuing can af-
fect linearity when very large latency changes are considered, as we will show in Chapter 3
the local linearity holds quite well in practice even across transcontinental latency changes.
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The link gradient can be used to approximate how the response time of the system
would be affected by a local change in link latencies (e.g., due to reconfiguration of the
system). Specifically, if the vector ∆D = {∆d1, . . . ,∆dn} represents the amounts by
which each link latency changes, the new response time of the system can be approximated
by Equation 2.2, i.e., r¯t(D + ∆D) ≈ r¯t(D) + ~∇r¯t · ∆D. In a real system, to predict
the end-to-end response time r¯t(c1) in a configuration c1 based on the response time r¯t(c0)
in another configuration c0, one can use the following Link Gradient Equation given the
logical link latencies for each link li in the two configurations, i.e., di(c0) and di(c1).
rt(c1) = rt(c0) +
∑
{i|li∈L}
(di(c1)− di(c0)) · ~∇r¯ti
∣∣
c0
(2.3)
In Chapter 3, we will present in detail how we measure the link gradient for a real
multitier application, its evaluation, and applications.
2.3 Workload Gradient
The workload gradient quantifies the rate of changes in the system resource usage, e.g.,
CPU usage or disk usage, with respect to the change in the arrival rate of a given type
of transaction. Mathematically, if we let the system resource usage be denoted by U =
(u1, u2, · · · ), and the workload arrival rate be denoted by W = (w1, w2, · · · ), then the
workload gradient can be written as ∂U
∂W
= ∂(u1,u2,··· )
∂(w1,w2,··· ) . In this formulation, uj is the resource
usage of server j, and wj is the arrival rate of request type j. Intuitively, the workload
gradient explains the average resource demands of a certain type of transaction on different
servers in the system.
Specifically, if the resource is the CPU processing power of a node, the gradient quan-
tifies the average CPU demands per request. We will look at three different types of CPU
resources: the CPU resource in a non-virtualized environment, and the VM capacity and
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hypervisor capacity in a virtualized environment. The CPU resource in a nonvirtualized
environment is used to process requests in the traditional time-sharing fashion. However,
in a virtualized environment, e.g., a Xen-based environment, it becomes more complicated.
While most of the operations are still executed in the guest VM, the I/O operations are exe-
cuted in the hypervisor where all the unmodified Linux device drivers are hosted. Network
or disk I/O data are transferred to and from each domain via the hypervisor, using shared-
memory, asynchronous buffer descriptor rings. Therefore, in the virtualized environment,
the CPU processing for requests occurs in both the guest VM itself and the hypervisor,
which acts as a conduit for all the I/O operations from its VMs. In order to capture the
CPU demands for each type of request, both the VM capacity and its hypervisor CPU
share need to be studied.
In practice, the workload gradient can be used to predict the resource usage as the
workload arrival rate changes. Specifically, to predict the CPU resource utilization u¯(c1) in
a configuration c1 based on the CPU resource utilization u¯(c0) in another configuration c0,
one can use the following equation given the workload rate of different transactions in the
two configurations, i.e., wi(c1) and wi(c0).
u(c1) = u(c0) +
∑
i
(wi(c1)− wi(c0)) · ∂u
∂wi
∣∣∣∣
c0
(2.4)
In Chapter 4, we will present in detail how we can measure the workload gradient for a
real multitier application and its evaluation.
2.4 CPU Gradients
In this section, we develop techniques for allowing the gradient model to accurately predict
the impact of CPU frequency changes and VM capacity changes on the end-to-end response
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time of each application transaction. In doing so, we define two new gradient models,
which we collectively call the CPU gradients.
The first is the frequency gradient, which is defined as the rate of change of a system’s
mean end-to-end transactional response time with respect to changes in the CPU frequen-
cies fn of individual servers. Such gradients can be used to perform dynamic energy saving
by slowing down computers to the limits allowed by their response time SLAs. Since power
consumed by a CPU per unit of work increases approximately as a quadratic function of
frequency (see Chapter 5), such a slowdown can conserve a significant amount of energy
both by direct savings and because of reduced cooling requirements.
The second gradient, which is called the VM capacity gradient, assumes that the target
application executes in a virtual machine environment 1 in which some or all of the applica-
tion nodes operate in separate virtual machines. Multiple VMs can be executed on a single
physical host, and the virtual machine hypervisor has the ability to cap a VM’s CPU to
an administrator-definable fraction. Then, the VM capacity gradient is defined as the rate
of change of the application’s mean end-to-end transactional response time with respect
to the fraction of CPU capacity allocated to each individual VM. The VM capacity gradi-
ent can be used to drive performance-aware server consolidation and energy conservation.
Specifically, it can help determine how much each virtual machine’s CPU allocation can be
reduced without violating response time SLAs, so that VMs can be packed into the fewest
number of physical hosts possible.
Both the frequency gradient and VM capacity gradient present challenges for linear gra-
dient models, because the underlying relationships between the end-to-end response time
and the attributes, CPU frequency and VM capacity, are non-linear as a result of queuing
effects. Furthermore, multiple factors impact the exact relationship, including per-node
parameters such as per-transaction service times; inter-node dependencies between nodes
1our implementation currently supports Xen [26].
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due to different message flows created by different transactions; and whole application ef-
fects due to dynamically changing workload and transaction type mixes, each of which
stresses different parts of the system. We develop the solutions for these challenges for
the frequency gradient first, and then describe how they are adapted for the VM capacity
gradient.
2.4.1 Gradient Decomposition
To isolate the local impacts of CPU frequency from impacts due to global parameters such
as inter-node message routing, we decompose the gradients into two sets of partial deriva-
tives (or subgradients): the “system subgradient” captures the rate at which the system’s
end-to-end response time changes with each per-component response time, while the “ma-
chine subgradient” captures the rate at which each component’s response time changes with
its host’s CPU frequency (or VM capacity) and the workload.
For each transaction type t, the system subgradient is a vector(
∂rtt/∂rt
1
t , . . . , ∂rtt/∂rt
n
t
)
whose elements are the partial derivatives of the mean end-to-end response time of the sys-
tem for transaction t with respect to the mean response time of each component, i.e., rtit
for that transaction. Intuitively, this subgradient is dependent on the call-graphs associated
with user transactions. For example, a transaction that consists of a series of single nested
calls to a Web server, an application server, and a database would be expected to have a
system gradient with all values equal to one. Communication patterns such as load balanc-
ing, caching, and state replication among servers impact the system subgradient. However,
the subgradient is expected to remain constant under a range of operating configurations
for a given application, thus indicating a linear relationship.
On the other hand, machine subgradients capture the relationship between individual
component response times and host CPU frequencies/VM capacities. This relationship
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encapsulates most of the nonlinearity due to queuing effects, and thus we do not define the
gradients directly with respect to frequency or VM capacity, but with respect to nonlinear
basis functions as described next.
2.4.2 Modeling Nonlinearity
To tackle the problem of nonlinearity of an unknown function F (here, the per-component
response time function) with respect to the attribute Ak (here, the CPU frequency f ), we
recast F in terms of “basis functions” Bk = (be1k , . . . , b
ep
k ) with respect to which it is ap-
proximately linear. For each element e, the basis function bek(Ak(c1)) is a function whose
values for a configuration c1 can be computed based solely on the values of attributes in
that configuration, i.e., Ak(c1) and any constant parameters. As we show below, these
basis functions can be derived using high-level knowledge of the causes of nonlinearity
without the need for detailed application knowledge, and still offer good approximation
of the nonlinearity. Since the value of basis functions can be computed for a new con-
figuration, the change in basis functions between the old and new configurations, i.e.,
∆Bk = |Bk(Ak(c1))−Bk(Ak(c0))| = (∆be1k , . . . ,∆bepk ), can be used along with a gradient
with respect to the basis functions, i.e., ∂F
∂Bk
, to predict the value of the progress metric in a
new configuration, or M(Ak(c1)) ≈M(Ak(c0)) + ∂F∂Bk ·∆Bk.
Recognizing queuing as the primary source of nonlinearity of per-component response
time under CPU frequency changes, we use a basis function based on the mean response
time relation for a single M/G/1/PS queue, i.e., rt = s
1−u , where s is the per-transaction
service time and u is the utilization. Using the workload gradient, we can estimate the
utilization u using Equation 2.4.
Therefore, we set the basis function for a node n to
bnf (f
n, ~w) =
1
fn − fn ∗ un (2.5)
21
and the machine subgradient for transaction t is represented as ∂rt
n
t
∂bnf
. Although the basis
function was chosen based on knowledge that nonlinearity is caused by queuing effects and
that the OS uses a time-slice-based CPU scheduler, no application-specific information,
such as service times, routing matrices, or communication modes (e.g., synchronous vs.
asynchronous), is required. Therefore, our technique can be used with different multitier
applications automatically, without any extra effort. Furthermore, even though it is based
on the M/G/1/PS equation, the gradient approach’s philosophy of simple, locally accurate
models, that can be cheaply recalibrated at runtime, allows the basis function to be only an
approximation. Its main use is to extend the useful range of the local models and reduce
the need for frequent recalibrations.
2.4.3 Frequency Gradient
In practice, measuring the system and machine subgradients directly is difficult, because we
cannot measure or exert direct control over the per-component response times rtit. There-
fore, after computing the workload subgradient and plugging it into the basis functions, we
combine the system and machine subgradients using the chain rule of derivatives to form a
composite frequency gradient that is not only easy to measure, but also capable of providing
the complete relationship between end-to-end response time and per-host CPU frequencies.
Based on the preceding discussion and basis functions, we define the composite predictor
for the response time of transaction t as:
rtt(~f(c1), ~w(c1)) ≈ r¯tt(~f(c0), ~w(c0)) +
∑n
i=1
∂rtt
∂rtit
∂rtit
∂bif
· [bif (f i(c1), ~w)− bif (f i(c0), ~w)] (2.6)
where the vector
(
∂rtt
∂rt1t
∂rt1t
∂bif
, . . . , ∂rtt
∂rtnt
∂rtnt
∂bnf
)
is the frequency gradient for transaction t.
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2.4.4 VM Capacity Gradient
In principle, VM capacity gradients are similar to frequency gradients because for a loaded
system, reducing the CPU capacity allocated to a VM by fraction c is equivalent to making
jobs on the virtual CPU run slower by a factor of c. We can thus use a basis function
similar to the one used for the frequency gradient, but in which nodes are virtual machines
rather than physical hosts, and the “frequency” f (∗)n associated with a VM n is equal to the
host frequency fhost(n) scaled by the fractional CPU capacity cn allocated to the VM, i.e.,
f (∗)n = fhost(n) ·cn. In Xen-based environments, the hypervisor acts as a conduit for all I/O
requests from each VM to the physical hardware. To deal with the additional complication
due to the hypervisor, we view the hypervisor as a separate “VM” and we only compute
the gradients for the VMs other than the hypervisor.
In this section, we have presented the CPU gradient and how we apply the basis func-
tion technique to address the nonlinearity challenge in the gradient model. Although the
basis function concept was introduced for the CPU gradient, it can easily be used in other
nonlinear relationships. Also, the technique itself does not dictate the form of the basis
function, which makes it easy to use better basis functions to improve the prediction range
of the gradient model without any extra effort.
2.5 Measurement Framework
In this section, we will introduce the runtime gradient measurement framework. The frame-
work consists of two parts, the runtime gradient measurement techniques and the runtime
gradient recalibration algorithm. We have developed two techniques that make it possi-
ble to measure gradient models at runtime with lightweight perturbation. To ensure the
gradient is accurate as the system changes, we have developed the gradient recalibration
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Figure 2.1: Gradient measurement
algorithm. It determines when the current gradient model is no longer accurate and invokes
gradient measurement at runtime to recalibrate it.
2.5.1 Gradient Measurement
We combine the gradient approach with a runtime measurement framework so that the
gradient model can be used at runtime with lightweight perturbation to the system. We
have developed two techniques in the measurement framework to enable lightweight and
fast recalibration of the gradient model at runtime. The first approach uses a signal injection
and spectral analysis technique. A lightweight perturbation signal is introduced into the
element attribute in the system, the response in the end-to-end performance is measured
at the same time, and then spectral analysis is used to estimate the gradient. The second
approach does not require active perturbation and leverages excitation in normal system
operations to estimate the gradient using curve-fitting technique. To measure the gradient,
the framework invokes sensors in the system to collect data about the changes in the element
attribute value and the end-to-end performance measurement data at the same time. Then,
curve-fitting technique is used to derive the gradient.
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Signal Injection and Spectral Analysis
Conceptually, gradients can be estimated for an element attribute aek at runtime by doing
active perturbation, if perturbation is allowed. A target attribute is chosen, and a change
∆aek can be systematically introduced into the attribute. The response time M¯(a
e
k + ∆a
e
k)
can then be measured while the change is being introduced into the attribute and compared
with the nominal value M¯(aek). The ratio
M¯(aek+∆a
e
k)−M¯(aek)
∆aek
is then an approximation of the
gradient ∂F
∂aek
∣∣∣∣
c0
at the operating configuration c0.
(a) Truncated distribution (b) Distribution at freq. 0.33Hz
Figure 2.2: Response time distributions
However, in practice, the complicating factor is that production systems, especially
those running across wide-area networks and/or on shared resources, typically have perfor-
mance metrics with nonstationary distribution. For example, the end-to-end response time
distributions for multitier applications usually have long tails, high variances, and nonsta-
tionary noise patterns due to periodic events such as garbage collection. To better illustrate
the challenges, Figure 2.2(a) shows a truncated response time distribution for a single trans-
action of the RUBiS multitier application (PutBid) running on PlanetLab. The distribution
is constructed using 27648 samples, with a mean of 229 ms and a standard deviation of
269 ms, and has a long tail (not shown) reaching up to 12s. Despite the large number of
samples, the 95% confidence interval for the mean is ±3.17 ms, implying that to detect a
change in the mean response time within 10% error, the mean would have to be shifted by
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at least 63.4 ms (i.e., by 27%). That would be done by making a large enough change to
the target element. However, introducing such a large change into a running system for
long periods of time is intrusive, and does not lend itself to dynamic on-the-fly techniques.
Moreover, additional noise can also be introduced by the measurement apparatus during
the changes.
To solve that problem of excessive noise, a unique approach is proposed based on the
observation that most of the noise found in typical environments is not periodic. More-
over, if periodic noise does exist (e.g., garbage collection), it occurs only at a few narrow
frequencies. Therefore, by injecting perturbations in the form of periodic waveforms at
carefully chosen frequencies and performing spectral analysis to extract the effect on the
response in the end-to-end performance metric to the changes in the element attribute, one
can obtain a level of precision that is significantly superior to that offered by a time domain
method. To illustrate, consider Figure 2.2(b), which shows a distribution of the magnitude
of an arbitrarily chosen frequency component (0.33 Hz) from the frequency spectrum of
the same response time data represented in Figure 2.2(a). At this frequency, not only is the
mean response time much smaller (1.86 ms), but the distribution is much tighter (with no
truncated tail), is more symmetric, and has a standard deviation of 1.1 ms. The correspond-
ing 95% confidence interval of ±0.07 ms allows a change of 1.4 ms to be detected with
10% error.
We use the Fast Fourier Transform (FFT) of the end-to-end performance time series to
compute its power spectrum. The power spectrum shows the energy present in the wave-
form as a function of frequency. Because of the nonperiodicity of the noise, the energy
content at each frequency, except the 0 frequency, is very low. Therefore, if the pertur-
bation is injected in a periodic manner at any of those frequencies, its magnitude does not
have to be very large. We introduce a periodic perturbation into the target attribute by using
a square wave pattern. When the square wave is high, a constant perturbation is introduced
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into the attribute. When it is low, no perturbation is introduced. Then, we compute the
energy difference with and without the signal injection at the frequency component where
we inject the waveform. Finally, we derive the gradient from the difference as presented in
the following subsection.
We use a sliding window to estimate several Fourier coefficients for each frequency. In
doing so, we convert a distribution of samples from the raw data in the time domain to a
distribution of samples in the spectral domain at a particular frequency. Subsequently, we
use the mean value of this distribution to compute the shift in the distribution due to the
injection of perturbations, and then the gradients.
Spectral Gradient Computation
Next, we develop formulae to show how the power spectrums with and without the square
wave signal injection can be used to compute the gradient. To do so, we consider an end-to-
end performance time series xi, i = 0 . . . N − 1 of length N measured at uniform intervals
of time ∆Ts. The Discrete Time Fourier Transform for the time series at all frequencies
fk =
k
N ·∆Ts , k = 0 · · ·N − 1 (i.e., those with an integral number k of cycles over the
duration of the time series) is given by FT0(fk) =
∑N−1
i=0 xie
−2pij
N
ik.
Now consider a perturbed time series xdi with a square wave pattern of magnitude Ad
and frequency fd = kdN ·∆Ts for some kd added to the original time series. Then, the Fourier
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Transform FTd(fkd) of the resulting time series can be expressed as:
FT d(fkd) =
N−1∑
i=0
(xdi + xi)e
− 2pij
2n
i =
N−1∑
i=0
xdi e
− 2pij
2n
i + FT 0(fkd)
=
kd∑
m=0
2n−1∑
i=0
xd2nm+ie
− 2pij
2n
(2nm+i) + FT 0(fkd)
=
kd∑
m=0
2n−1∑
i=0
xd2nm+ie
− 2pij
2n
i + FT 0(fkd)
= kdAd
n−1∑
i=0
e−j(δ+
pi
n
i) + FT 0(fkd)
= kdAde
−jδ 1− e−jpi
1− e−j pin + FT
0(fkd)
∣∣∣∑Ni=0 ai= 1−aN1−a
=
2 · kdAde−jδej pi2n
ej
pi
2n − e−j pi2n + FT
0(fkd)
∣∣∣1−e−jx= ej x2 −e−j x2
e
j x2
FT d(fkd) =
kdAde
j( pi
2n
−δ)
j sin pi
2n
+ FT 0(fkd)
∣∣∣sinx= ejx−e−jx2j
Here, δ is the phase shift of the square wave in comparison with the time series interval,
and 2n = N/kd is the total number of data points in each square wave cycle. However, we
also know from Equation 2.2 that if the element attribute aek is perturbed by ∆a
e
k, then the
change in the end-to-end performance is given by M(aek + ∆a
e
k) −M(aek) ≈ ∂F∂aek · ∆a
e
k.
Equating this change in the response time to the term Ad and noting that |ej( pi2n−δ)/j| = 1,
we obtain the gradient ∂F
∂aek
as a function of the Fourier transforms of the time series before
and after a square wave perturbation of magnitude ∆aek:
∂F
∂aek
=
|FTd(fkd)− FT0(fkd)| · sin( pi2n)
∆aek · kd
(2.7)
Since the phase shift δ of the square wave does not appear in the final derivation, the
signal injection, which is done locally at each element, does not have to be synchronized
with the end-to-end performance measurement. This eliminates the need for synchronized
clocks or the need to know the time taken for propagation of the local perturbation of the
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target attribute into the end-to-end performance metric, and makes the technique attractive
for many practical settings. Also, if large-magnitude square waves are to be injected into
the system, it is possible to minimize the perturbation by reducing the duty cycles of the
waveforms (i.e., injecting short spikes of delay rather than square waves).
In Chapter 3, we will present the detailed implementation of the signal injection tech-
nique in a real deployment, including explanation of how to choose the length of the injec-
tion, the frequency of the signal, the magnitude of the square wave, and so forth.
Curve-fitting Technique
The signal injection technique described above can measure the gradient model quickly by
systematically introducing signal into the system. However, it requires perturbation, which
might not be desirable in some circumstances. In those cases, we resort to the excitations
in the normal system operation to estimate the gradient model by using the curve-fitting
technique. The curve-fitting technique has been widely used in construction of system
performance models. ( [15], [16] and [12]) In the following, we will show how we apply
the technique to estimate the gradient model.
To estimate the gradient model, we install a sensor in the system to collect the time
series aek of the element attribute value while the system is running. For example, we
collect the CPU frequency time series as the built-in Linux CPU frequency regulator adapts
to the external workload. At the same time, the end-to-end performance time series M is
collected. And then, we use the following model according to equation 2.2 to estimate the
gradient using the recursive least square technique.
M(Ak(ct)) = M(Ak(ct−1)) +
∂F
∂Ak
∣∣∣∣
ct−1
· (Ak(ct)− Ak(ct−1)) +  (2.8)
In the model,  is the estimation error. Since both M |ci and aek|ci can be measured, we
can derive yt = M(Ak(ct)) −M(Ak(ct−1)) and Xt = Ak(ct) − Ak(ct−1) easily. If we let
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Gt−1 = ∂F∂Ak
∣∣∣∣
ct−1
, the model in Equation 2.8 can be simplified and written as follows.
yt = Gt−1 ·Xt +  (2.9)
To estimate the gradient model, we compute the Gˆ such that it minimizes the square
error of the model, or
minG
k∑
i=1
(Gˆ ·Xi − yi)2.
The recursive solution can be found by using the following formulas, given an initial esti-
mation of the diagonal matrix P0 and Gˆ0.
Gˆk = Gˆk−1 −Kk
(
XTk · Gˆk−1 − yk
)
(2.10)
Kk = Pk−1Xk
(
1 +XTk Pk−1Xk
)−1
(2.11)
Pk = Pk−1 − Pk−1Xk
(
1 +XTk Pk−1Xk
)−1
XTk Pk−1 (2.12)
Above, we proposed two different techniques for measuring gradients in a running sys-
tem. Both of the techniques require little information from any particular application. The
spectral technique requires active perturbation such that systematic signal injection can be
conducted and a closed-form solution can be derived to estimate the gradient quickly. The
passive estimation technique uses the curve-fitting technique to estimate the gradient using
excitation in normal operations. However, for systems in which the runtime excitation level
is low, it might take more time to estimate the gradient model using the passive technique.
2.5.2 Gradient Recalibration
With the lightweight gradient measurement techniques, we are able to measure the gradient
while the system is running. However, as the system changes, the operating configuration
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might be significantly different from the one at which we measured the gradients, and the
gradient model will no longer be accurate. Therefore, we need to detect inaccurate gradient
models as the system changes and recalibrate new gradient models on the fly.
To do so, we proposed two approaches. The first approach simply remeasures the gra-
dient model once the inaccuracy of the last gradient model has been detected. Every time
the gradient model is measured at the current operating point, we then invoked sensors in
the target system to collect measurements about the end-to-end performance metric and
the operating configuration, e.g., workload rate and link latency of different logical links.
Periodically, we compute the predicted end-to-end performance using the collected data
and Equation 2.2, and compare it against the measured end-to-end performance. If they are
statistically different, we conclude that the current gradient model is no longer accurate. In
practical deployment, in order to reduce the rate of false positive detection due to system
transients, we determine that the current gradient model is no longer accurate after two
consecutive periods of misprediction. After we determine that the current gradient models
are no longer accurate for the new operating point, we will invoke the runtime gradient
measurement component to measure the gradient model at the new operating point.
However, in practice, the system operating point might change quickly, resulting in
many unnecessary gradient model recalibrations. To tackle the problem, we propose a
model-based approach, which leverages all the gradient models measured in the past to
predict the new operating point. Specifically, when the system changes to a new operating
point, the framework chooses a gradient model that can predict the new operating point
most accurately, and uses it to predict the end-to-end performance at the new operating
point. To do so, a naive approach would be to view the operating configuration as a vector
in the Euclidean space, and compute the distance between the operating configuration at
which we measure the gradient model and the configuration at the new operating point,
then choose the gradient model which is nearest to the new operating point. The problem
31
with this approach is that the attributes, e.g., the workload rate and the link latency, in the
operating configuration are measured in different units and are not directly comparable. To
tackle the problem, we notice that the prediction accuracy is the metric that we want to
minimize in order to choose a gradient model for the new operating point, therefore, we
use the prediction accuracy E(c0, c1) to measure the distance between two operating con-
figurations c0 and c1. We choose the gradient model at operating configuration cˆ such that
E(c, c1) is minimized for all operating configurations at which we measured the gradient
model.
cˆ = argmincE(c, c1) (2.13)
Formally, E(c0, c1) is defined as the estimated error if we used the gradient model
measured at c0 to predict the end-to-end performance at c1. To estimate E(c0, c1), we train
a separate prediction error model for each gradient model and use it to predict the prediction
error using the gradient model at a new operating point. In the prediction error model, we
use a heuristic that assumes the prediction error is proportional with each element in the
operating configuration vector, or E(c0, c1) ∼ (ck1 − ck0), where ck denotes the kth element
in the operating configuration vector. Under this assumption, E(c0, c1) can be written as
follow,
E(c0, c1) =
∑
i
(ci1 − ci0) · ri + , (2.14)
where R = (r1, r2, . . . ) is a rate that approximates how fast the prediction error grows
along the ith dimension of the operating configuration c.
To estimate R for a gradient model at operating configuration c, we install sensors in
the system to collect training data periodically. The training data includes the end-to-end
performance measurement M(c), and the operating configuration measurement c. Then
we use all the collected training data to estimate R for a gradient model using least square
technique according to Equation 2.14. Specifically, we compute theE(c0, c1) using the end-
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to-end performance measurement M(c1) , and the predicted performance Mˆ(c1) computed
using the gradient model measured at c0 and Equation 2.2, orE(c0, c1) =
∣∣M(c1)−Mˆ(c1)∣∣.
ci1− ci0 can be computed using the collected operating configurations c0 and c1. In practice,
R will be updated in an online fashion as more training data from the sensors become
available.
After we estimate R for each gradient model, we use the gradient model found by
Equation 2.13 to predict the end-to-end performance at the new operating point. Only
when the predicted end-to-end performance differs from the measured performance will
we invoke the runtime gradient measurement to recalibrate the gradient model for the new
operating point. After the new gradient model is derived, we will immediately estimate
R for the new gradient model using the training data which we have collected. Hence, by
using all the gradient models measured in the past, we are able to further reduce the number
of runtime recalibration needed and make the technique less intrusive.
In comparison with the first approach, the second approach uses knowledge in the appli-
cation operating configuration to further reduce the need to recalibrate the gradient model
at runtime. This makes it an attractive alternative to the first approach especially when
the application operating configuration changes frequently. In addition, we can further im-
prove the accuracy of the prediction error model by using high level system knowledge and
applying similar basis function technique in the attributes of the operating configuration
vector.
2.6 Discussion
In control theory, first-order models have already been used to approximate the system
model within a local operating region. The gradient model proposed here is a first-order
steady-state model. Theoretically, we assume that the underlying system is time-invariant
and the system converges to its steady state quickly after changes. Through our new concept
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of the basis function, the gradient model enables use of high-level system knowledge to
model nonlinearity, resulting in a larger operating region than a simple first-order model
would have. That has made the gradient model an attractive technique for both performance
control and prediction in multitier systems. In practice, although the system operating point
might change frequently, which could make it difficult for the system to reach its steady
state, we have experimentally shown (as described in Chapter 3 and 5) that the gradient
model derived under the steady state assumption still works in real deployments.
The gradient measurement techniques proposed here are also not completely new. In
control theory, similar system identification techniques have been proposed. Transient sig-
nal injection has been used to generate system models. However, in order for the signal-to-
noise ratio to be sufficiently high, a large transient must be used, which is rarely suitable
for a system in normal operation. Therefore, we do not use this technique to measure the
gradient model. System frequency response data to sinusoid signal perturbation has also
been used. The technique is less disruptive, but requires more time, and it is difficult to
implement a sinusoid signal in a computing system. Therefore, we propose the use of
square wave signals, which preserve the frequency characteristics of sinusoid signals and
are easier to implement in a computing system. Further, stochastic signals during normal
system operation has been used to construct system models when the excitation in normal
operation is large enough and perturbation is prohibited. The technique is complementary
to the signal injection and spectral analysis technique, and we use it to estimate the gradient
model when perturbation is prohibited in the running system.
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CHAPTER 3
Link Gradient
I didn’t think; I experimented.
— Wilhelm Ro¨ntgen (1845-1923)
The link gradient quantifies the rate at which the end-to-end response time changes
in response to the changes in the network link latency in a running system. Intuitively,
it can be interpreted as the number of effective message crossings on a link in order to
complete an application transaction. To estimate the link gradient in a running system, we
delay the network packets on a logical network link using a square wave pattern, and use
our spectral analysis technique to derive the rate of response in the end-to-end response
time. The knowledge of the link gradient can be very useful in practice. For instance,
we can use it to predict the change in the end-to-end response time when we move the
components of a multitier application to different geographic locations without actually
deploying the new configuration. We can use it to predict the end-to-end response time in
a highly-shared environment as the level of congestion of network links changes. We can
use it to optimize the end-to-end response time for different transactions by routing these
transactions through different servers in different geographic locations according to their
link gradient values. Also, we can use the measured link gradients to help identify service
dependency, communication pattern changes and bad design in the system.
In this chapter, we will present the detailed implementation of the link gradient in real
systems. Then, we present micro benchmarks to examine the sensitivity of the accuracy of
the measurement technique and the effectiveness of the gradient recalibration algorithms.
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At the end, an evaluation is presented to show the predictive power of the link gradient in
a highly shared, high-variance, and challenging wide-area environment, and its usefulness
in application transaction response time optimization. 1
3.1 Implementation
Using the basic approach described in Chapter 2, we have implemented a distributed ac-
tive monitoring framework that automatically calculates the link gradients for a distributed
application using the signal injection and spectral analysis technique.
3.1.1 Monitoring Framework
The framework is shown in Figure 3.1 in the context of a single application. It consists of
a central coordinator and a set of sniffer and delay daemons. The sniffer daemon provides
the central coordinator with a list of all communication links, identified by the source and
destination IP and port number, on which traffic was exchanged.
Figure 3.1: Monitoring architecture
1Part of the work in this chapter has been presented in [27]. Therefore, we present here only the key
results, and readers can refer to [27] for more results.
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Figure 3.2: Delay deamon implementation for regular Linux
Figure 3.3: Delay deamon implementation for PlanetLab
The delay daemon can inject delays in a square wave pattern with a specified frequency
and magnitude on each node in the system based on commands from the coordinator. To
do so, it requires redirection of application packets through its process. Our prototype
implements two such mechanisms.
The first version is based on the loadable packet filter kernel module ip queue in the
regular Linux kernel. We utilize the ip queue packet filter kernel module and libipq2
to queue packets going through a link, delay them, and reinject them back to the network
stack. The delay daemon controls the ip queue module by using iptables3. It starts
(or stops) the injection by installing (or removing) an iptables rule that forwards all
packets on a designated communication link to the in-kernel packet queue. The user-space
2libipq is a development library for iptables userspace packet queuing that provides an API for
communicating with ip queue.
3iptables is a userspace command line program used to configure the Linux packet-filtering ruleset.
37
daemon then uses the libipq library to read the metadata of the queued packets from
ip queue and reinject the packet back to the network stack after the specified amount of
delay. Since the daemon only reads fixed-size metadata (72 bytes long) from the kernel, the
efficiency of the mechanism is independent of the size of the packet, and the overhead in-
troduced because of data copying from kernel to userspace is small. The delay daemon uses
a timer-wheel implementation [28], with which it maintains a queue of packets scheduled
to be sent in order of their send times.
The second version is specifically for PlanetLab, since PlanetLab uses an experimental
Linux kernel that has the packet filter module disabled. We implement the delay daemon for
PlanetLab machines using the tap device and UDP tunneling. Tap simulates an Ethernet
device and operates with Layer 2 packets, such as Ethernet frames. On PlanetLab nodes,
VNET4 emulates a single TAP interface, tap0. Each slice may access its own packets by
reading from and writing to the tap0 interface via IP or packet sockets. The implemen-
tation is illustrated in Figure 3.3. We configure applications to send and receive packets
via the tap0 device. The delay daemon listens on the tap0 device and reads from it the
applications’ packets (including the Layer 2 header). Then the daemon removes the pack-
ets’ Layer 2 header, modifies the Layer 3 header, delays the packets using the timer-wheel
technique and sends each Layer 3 packet as payload via a UDP tunnel to the packet’s des-
tination. On receiving a packet via the UDP tunnel, the daemon disassembles the packet,
removes the UDP header, modifies the Layer 3 header, and writes the payload to the tap0
device. The user application will then receive the packets from tap0. This implementa-
tion has some limitations not present in our ip queue module. First, the daemon has to
read the entire packet payload to the user space, which introduces variable copy overhead
that depends on the packet size. Also, it requires applications to listen on the tap device
4VNET is a PlanetLab module that provides virtualized network access on PlanetLab.
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Figure 3.4: Timeline for the measurement process
and requires the delay daemon to run on every node in the system, while the ip queue
approach does not have this limitation.
To correct for inaccuracies in the timer mechanism caused by the standard clock tick
interval of 1ms in the unmodified 2.6 Linux kernel series, the delay daemon measures the
amount of delay actually injected into each packet, and reports the mean back to the central
coordinator to allow correction.
The central coordinator orchestrates the daemons and executes the link gradient mea-
surement algorithm. It requires a list of the application’s nodes (host, process) and the
location of the end-to-end response time data. Currently, the framework supports ap-
plications that have web interfaces, and computes link gradients for each transaction. It
parses Apache access logs to extract a response time series—i.e., timestamp, response time
pairs—for each transaction’s URL. No additional workload beyond the application’s nor-
mal workload is required for measurement purposes, thus ensuring minimal interference
with a running system.
3.1.2 Measurement Algorithm
The process of measuring the link gradients consists of two phases: a) the training phase,
and b) a set of per-link phases. In the training phase, the coordinator builds a list of com-
munication links, and passively collects the system response times for the transactions in
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question. It uses the response time series to determine the parameters for the delay square
wave that is to be injected into the communication links. The per-link phase is conducted
once for every communication link, and is the active phase during which a delay is in-
troduced into the target link and the system response is measured. Figure 3.4 presents a
timeline of the entire process.
The measurement algorithm assumes that the system’s communication patterns and
the distribution of noise in the response time remain unchanged over the duration of the
training and measurement phases. These assumptions are reasonable because the time
taken to measure link gradients is only a few minutes for practical systems, and we do not
expect the measurement to be done during periods of rapidly changing traffic. Nevertheless,
if the models mispredict the response time because of a change in the environment, we
require rerunning of the measurement algorithm in the new environment to recalibrate the
gradients.
Training Phase: The training phase involves estimation of the following parameters.
1. Bin Size: To obtain a periodic time series from Web access logs that contain requests
arriving at random times, the framework divides the measurement period into equal-sized
bins as shown in Figure 3.4. It then uses the mean of all the data points within a bin as a
single sample point in the time series. Prior to binning, we remove outliers by discarding
samples whose values are more or less than one inter-quartile range of the upper or lower
quartiles of the collected data. The discarded samples are replaced with the mean value of
their adjacent sample points. To choose the bin size ∆Ts, the framework records the mean
m¯t and standard deviation σ(m)t of the time within k consecutive requests. ∆Ts is then set
to m¯t + 3σ(m)t. This heuristic ensures that at least k points are averaged in each bin with
a high probability (0.999 under the assumption of a normal inter-request distribution).
2. Normal Fourier Transforms: Next, the framework computes the frequency domain
characteristics of the system’s normal response time so that it can choose a good delay in-
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jection frequency and magnitude. To do so, the coordinator divides the normal response
time series into M (we use M = 9) different chunks of N sample points each. The pa-
rameter N is a user-specified parameter that indicates the number of bins used in each link
gradient computation. The Fourier Transform for each of the M chunks is then computed,
and these transforms are then averaged to obtain the mean F¯0(f) and standard deviation
σ(F0)(f) (both complex numbers) of the Fourier Transform at each frequency f = k
N ·∆Ts .
These can be used to select both an appropriate delay magnitude and a frequency.
3. Delay Frequency: Measurement noise, although significantly reduced in the fre-
quency domain, still occurs during computation of the link gradients using Equation 2.7
because the Transforms with and without delay injection (i.e., FFTd(fk) and FFT0(fk))
are calculated separately. To minimize the effects of this noise, we choose the frequency
fd (from 1N ·∆Ts , . . . ,
N−1
N ·∆Ts ) at which the standard deviation of the response time σ(F
0)(f)
as calculated above has the lowest value. In that manner, we can also avoid noise due to
periodic events present in the system (e.g., garbage collection or cron jobs).
4. Delay Magnitude: Finally, to ensure that measurement accuracy is maintained
irrespective of whatever noise remains, we select a delay magnitude ∆d that is proportional
to the standard deviation, i.e., ∆d = Ad = s ∗ σ(FFT0)(fd) at the injection frequency
chosen in the previous step. The constant of proportionality s is called the delay scale
factor and can be chosen so as to ensure a user-specified level of accuracy in the gradient
measurements. For gradients with 5% accuracy, we first compute the 95% confidence
interval for the FFT value at the injection frequency, i.e., F¯0(fd) ± 1.96 · |σ(F0)(fd)|√M . Then,
the delay scale factor is set high enough that the size of the confidence interval, i.e. the
possible error, is less than 5% of the injected delay. Putting together the above equations,
we get ConfInterval/∆d = 2×1.96×|σ(F
0)(fd)|√
M
/(s · σ(FFT0)(fd)) ≤ 5%. With M = 9, we
get s ≥ 2×1.96
0.05
√
M
≈ 26. In our experiments, we used a value of s = 30.
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Per-link Phase: To perform delay injection on a link, the per-link phase uses the bin size
and injection frequency computed during training. However, the delay magnitude Ad, cho-
sen, as above, to be large enough for accurate measurement, can be too large. Specifically,
if the unknown link gradient ∇r¯ti of the link is large (e.g., for heavily used links), then
the impact of delay injection on the end-to-end response time, which is proportional to
∇r¯ti · Ad, could be unacceptably large. To compensate, the framework executes an adap-
tive delay phase in which it first obtains an estimate of the link gradient by injecting only a
single cycle of the smallest delay that is accurately injectable by the injection mechanism
(see Section 3.2). Using this rough estimate ∇r¯t′i, a delay magnitude of A′d = Ad/∇r¯t′i is
used in the measurement phase so that the overall impact on the end-to-end response time
is approximately equal to the value Ad needed for accuracy.
In the measurement phase, the coordinator injects a delay of magnitude A′d with fre-
quency fd into the system, collects enough response time measurements to compute a time
series of N bins, and computes the final value of the link gradient using the measured re-
sponse times, the mean value of the actual delay injected as reported by the delay daemon,
and Equation 2.7.
Although the measurement algorithm here is presented in the context of link gradient,
it can easily be used with other gradient models. Therefore, we will not discuss the mea-
surement algorithm in the chapters on CPU gradients and workload gradients and instead
focus on challenges that are unique to those gradient models.
3.2 Micro Benchmarks
As described in Section 3.1, the algorithm for computing the link gradient for an application
requires a few parameters as inputs. They include the total number of sampling bins N to
use for each link gradient measurement phase, the delay scale factor d, and the minimum
number of data points per bin k. In this section, we present micro-benchmarks using a
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controlled application setup to examine the sensitivity of the accuracy of the measurement
technique to these and other factors. The goal of these experiments was to provide a better
understanding of the strengths and limitations of the technique, and to identify ranges of
parameter values that can be used during runtime measurement.
For all the experiments in this section, we used a simple setup in our local testbed
consisting of three AMD 1.8 GHz machines with 1 GB RAM each. The setup consisted of a
client node, a single front-end server communicating with a back-end server running on the
same testbed. When the front-end server received a client’s request, it simply made a call to
the back-end server. The back-end server processed the request for a normally distributed
random amount of time with a mean of 100 milliseconds and a standard deviation of 30
milliseconds and returned it back to the front-end server, which then generated a reply
back to the client. The client node in the experimental setup generated requests one at a
time and waited to generate each request until it had received a response from the previous
one. The response time was recorded by the front-end server in a “web-like” log file.
The metric used for measuring accuracy in this setup was the link gradient of the for-
ward link between the front-end and back-end server. Each experiment is replicated 10
times to compute the mean and standard deviation of the link gradient. However, we first
examined the accuracy of our netfilter-based user-mode delay injection mechanism.
3.2.1 Accuracy of Delay Injection
In the first set of experiments, we measured the actual amount of delay injected into the
packets of the target link as a function of the desired delay injection. To evaluate whether
the accuracy of the user-mode mechanism depends on whether the system is heavily loaded
or not, the experiments were conducted under both 0% CPU load and 100% CPU load con-
ditions. We did not consider I/O load and memory usage in the benchmark, since our injec-
tion technique only utilizes the CPU and memory resources and the memory usage is kept
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Figure 3.5: Accuracy of delay injection mechanisms
as low as 5 MB. We measured both the delay injected as measured by the delay daemon
(using the gettimeofday system call) and the end-to-end delay introduced (as measured
by an ICMP ping command between the two servers). The resulting mean injected delay
is shown in Figure 3.5(a). As seen in the figure, for desired delays up to 1 millisecond,
both the injected delay and end-to-end delay are accurate except for a consistent shift of 1
millisecond. Moreover, the accuracy is practically unaffected by the CPU load. However,
when the desired amount of delay is smaller than 1 millisecond, the actual injected delay
is on the average 1 millisecond. The reason is that in Linux kernel we used for our experi-
ments, the scheduling granularity is 1 millisecond (1 jiffy). When the requested amount of
delay is greater than 1 millisecond, our injection library injects a delay of roughly 1 jiffy
plus the requested amount of delay. The extra 1 jiffy accounts for one scheduling overhead.
When the desired delay is less than the scheduling overhead, the amount of delay injected
is roughly equal to the scheduling overhead.
Figure 3.5(b) shows the plot of the standard deviation of the overhead introduced by our
injection mechanism. From the figure, we can see that the standard deviation of overhead is
less than 5 microseconds even under 100% CPU workload. Therefore, the injection library
is able to inject delays as small as 1 millisecond reliably even under heavy workload. While
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using the injection library to measure link gradients, we always ensure that the injection
delays are greater than 1 microsecond and correct for the consistent 1 microsecond differ-
ence between requested and actual delay injected by measuring the actual delay injected
during runtime, and reporting it back to the central coordinator.
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Figure 3.6: Sensitivity study of link gradient
3.2.2 Total Number of Sampling Points
Next, we investigate how the total number of sampling points affects the accuracy, stability,
and intrusiveness of the link gradient measurements. In these experiments, the amount of
delay injected was fixed to 30 milliseconds; the bin size (k) was set to 8; and the number of
sampling points per experiment was varied from 16 to 256. Figure 3.6(a) shows both the
resulting mean link gradient, and the corresponding standard deviation (which provides a
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metric of stability of the link gradient measurement) across 10 experiments. As expected,
we observe that as the number of sampling points increases, the accuracy increases until it
reaches and remains close to the correct value (1.0). Moreover, the standard deviation of the
result decreases monotonically as we increase the number of sampling points, indicating
improving stability (each individual link gradient measurement is closer to its true value).
In addition, Figure 3.6(b) shows how the standard deviation of the response time series
without any delay injection σ(FFT0)(fd) changes as the number of sampling points in the
measurement interval is changed. The figure shows that the mean standard deviation across
all the frequencies in the FFT, the smallest standard deviation among all the frequencies,
and the smallest standard deviation among the first 1/16th part of the spectrum (the set
of frequencies used to choose the injection frequency) all decrease monotonically as the
number of sample points decreases. The reason is that, as the number of sample points
increases, the corresponding increase in the number of injection cycles causes a reduction
in any periodic noise components. Moreover, as the granularity in the frequency domain
increases (because of a larger number of sample points), smaller amounts of noise energy
are aggregated into each available frequency in the spectrum, thus leading to a smaller
standard deviation in those components. Now recall from Section 3.1.2 that the amplitude
of the injected delay is set to be a multiple of the frequency with the smallest standard
deviation (Ad = d ∗ σ(FFT0)(f)). Therefore, the amount of delay injected into the link
and its associated perturbation decrease as well.
From those results, it is clear that increasing the total number of sample points (and
thus the number of data points) is always a good thing if everything else remains the same.
However, such an increase leads to an increase in the length of the measurement phase,
and may be dictated by external factors (e.g., how long the user can wait before obtaining
results).
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3.2.3 Delay Scale Factor
In Figure 3.6(c), we look at how the delay scale factor s affects the accuracy and stability
of the result. In practice, one might expect that as long as the injected delay remains
below some application-specific threshold such that the application or TCP behavior is
not significantly affected, the more we perturb the system, the more accurate the result.
However, large perturbation is only possible in a prototype system before deployment.
In a running system, the perturbation should be as low as possible while still allowing
accurate computation of the link gradients. Fortunately, the results of changing the delay
scale factor from 10 through 50 while keeping the total number of sample points N as
64, and the number of data points per bin k = 12, show that low delay scale factors
do not affect the accuracy of the link gradient, just its variance. Moreover, the variance
decreases rapidly at first, and much more slowly after the scale factor increases beyond 30.
The result is expected since a lower scale factor implies that the injected delay is smaller in
comparison with the natural variance of the response time spectrum. Based on those results,
our implementation uses a default delay scale factor of 30 as a good trade-off between
intrusiveness and stability, unless the user indicates otherwise. Since the delay magnitude
can be increased without increasing the length of the experiment, the results suggest that
when quick results are required, increasing the delay is a good way to ensure stability
(with the warning that too much delay injection might trigger recovery mechanisms in the
application, and might be counterproductive).
In this section, we have examined the accuracy of the link gradient measurement as a
function of several parameters of the measurement framework and the target system. A
more complete micro benchmark is presented in [27]. These experiments provide a general
guideline that can help users understand how to set up the parameters to the framework.
In general, we recommend that the best way to improve the accuracy and stability of the
results while minimizing intrusiveness is to increase the number of sampling points per
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measurement phase. However, increasing the measurement duration may not be possible,
so the delay scale factor can be increased as long as it does not trigger recovery mechanisms
within the application. Finally, although this guideline is derived in the context of the link
gradient, it is also useful for the CPU gradient or workload gradient. Hence, we will use
this guideline and will not discuss it further in the chapters on CPU gradient and workload
gradient except as necessary.
3.2.4 Simple Application Scenarios
Our tested application scenarios, shown in the second column of Table 3.1, represent var-
ious communication patterns between server tiers in a two-tier service. Specifically, the
scenarios from 1 to 7 in the table include repeated invocation, sequential invocations to
multiple second-tier servers, load-balancing, caching, AND parallel invocation5, OR par-
allel invocation6, and asynchronous communication. The experiments for each scenario
follow the methodology outlined in section 3.1.1. The front-end server S1 is responsible
for collecting the response times for each transaction.
Transactions are generated at the client according to the Poisson arrival process. The
service times for S2 and S3 in all scenarios are normally distributed. For S2, the mean
is 100 ms and the standard deviation is 30 milliseconds in all cases, while for S3, these
parameters depend on the scenario. In particular, the values for scenario 2 are 100 ms and
30 ms, for scenario 3 are 150 ms and 45 ms, and for scenarios 5 and 6 are 200 ms and 60
ms. The cache miss rate in scenario 4 is 0.3 from S1 to S2. Inputs to our framework are the
same across all scenarios, the number of sampling points per experiment is set to 128, the
delay scale factor is set to 30, and the number of data points per sampling bin is set to 12.
The results of the link gradient calculation for each scenario are presented in Table 3.1.
E is the expected or ideal link gradient value, while MF and MR are the measured link
5S1 waits for the replies from both S2 and S3 before continuing.
6S1 waits for the first reply from S2 and S3, and then continues.
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gradients in the forward and reverse directions, respectively. The mean across M = 9
experiments is given for each gradient. The standard deviations for the computed gradients
vary from 0.02 to 0.11 with an average of 0.06 for all cases.
Case Pattern S1 – S2 S1 – S3
E MF MR E MF MR
1
S1 S2
0.3
0.7
1
1
0.50.5
11
11
1
1
S3 S1 S2
S3 S1 S2
S1 S2
S3 S1 S2
S3 S1 S2
S1 S2
10.3
0.3
2 1.92 1.96 N/A N/A N/A
2
S1 S2
0.3
0.7
1
1
0.50.5
11
11
1
1
S3 S1 S2
S3 S1 S2
S1 S2
S3 S1 S2
S3 S1 S2
S1 S2
10.3
0.3
1 1.00 1.01 1 0.99 1.00
3
S2
0.3
0.7
0.50.5
11
11
S2
S3 S1 S2
S1 S2
S3 S1 S2
S3 S1 S2
S1 S2
1
0.3
0.3
0.5 0.51 0.47 0.5 0.53 0.49
4
S1 S2
0.3
0.7
1
1
0.50.5 11
1
1
S3 S1 S2
S3 S1 S2
S1 S2
S3 S1 S2
S3
S1 S2
10.3
0.3 0.6 0.69 0.71 N/A N/A N/A
5
S1 S2
0.3
0.7
1
1
0.50.5
11
11
1
1
S3 S1 S2
S3 S1 S2
S1 S2
S3 S1 S2
S3 S1 S2
S1 S2
10.3
0.3
≈ 0 0.14 0.16 ≈ 1 0.95 0.96
6
S1 S2
0.3
0.7
1
1
0.50.5
11
11
1
1
S3 S1 S2
S3 S1 S2
S1 S2
S3 S1 S2
S3 S1 S2
S1 S2
10.3
0.3
≈ 1 0.92 0.93 ≈ 0 0.08 0.10
7
S1 S2
0.3
0.7
1
1
0.50.5
11
11
1
1
S3 S1 S2
S3 S1 S2
S1 S2
S3 S1 S2
S3 S1 S2
S1 S2
10.3
0.3 0 0.07 0.07 N/A N/A N/A
Table 3.1: Results
Case delay r¯t w/o delay r¯t w/ delay
1 36 ms 202.03 (42.25) 233.54 (55.67)
2 46 ms 200.16 (42.99) 222.34 (48.67)
3 42 ms 124.77 (44.51) 135.4 (43.37)
4 82 ms 58.33 (94.27) 77.76 (134.34)
5 61 ms 201.2 (54.61) 228.91 (63.71)
6 30 ms 98.63 (28.75) 112.91 (33.64)
7 27 ms 100.20 (30.55) 101.14 (30.31)
Table 3.2: Delay injection and perturbation
The results demonstrate that our technique can extract the link gradients quite accu-
rately in most cases, with the computed value being quite close to the expected value. Note
especially that the values in scenario 3 capture the load balancing being performed across
the two second-tier servers, and that the values in scenario 4 capture the caching behavior
at S1.
49
Scenarios 5 and 6 also demonstrate the ability of the approach to render more complex
situations accurately. These scenarios depict the situation where S1 communicates with S2
and S3 in parallel, and then waits for either all replies or the first reply, respectively. In
scenario 5, because S1 waits for both S2 and S3, and the mean service time of S3 is greater
than S2, the main impact on response time is S3 rather than the latency on the link from S1
to S2. Those results demonstrate that our technique is able to capture that bottleneck at the
link between S1 and S3. Also, the non-zero link gradient between S1 and S2 indicates that
this link might become a performance bottleneck when the service time of S2 is greater
than the service time of S3. In contrast, in scenario 6, the fast link between S1 and S2
has more impact on response time, since the front-end server only needs the first reply to
continue.
To quantify the overhead for our technique, we compare the mean response times with
and without delay injection for all scenarios. Those values are shown in Table 3.2, along
with the standard deviation of the response time shown in parenthese. The results illustrate
that our technique is able to extract link gradient information with relatively low perturba-
tion in most cases. Note that the increase in response time is naturally correlated with the
amount of delay injected for each scenarios as shown in Table 3.2.
3.3 Evaluation
In this section, we evaluate the approach and its predictive power in a realistic setting.
Predictive power is evaluated in terms of the link gradient’s ability to predict the appli-
cation’s response time in a configuration different from the one that was used to compute
the link gradient. We show that although the relationship between latency and end-to-end
response time changes across varying workloads, configurations, communication models,
and load-balancing policies, the link gradient captures those effects.
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3.3.1 Experimental Setup
We used a deployment of RUBiS on PlanetLab. Although RUBiS is small, it is represen-
tative of many multi-transaction, multitier web applications and can be configured using
many settings (e.g., load balancing, connection pooling, and replication) that make it hard
to predict the effects of changing logical link latency. To minimize the effect of hardware
differences, we chose nodes from PlanetLab with identical configurations. Deployment on
PlanetLab nodes distributed across the United States ensured that the measurements were
made in a highly shared, high-variance, and challenging wide-area environment.
We used the 3-tier Java-servlet version of RUBiS with a front-end Apache server (WS),
middle-tier Tomcat application servers (AS), and a back-end MySQL database server (DB).
We used the standard RUBiS workload generator with randomly generated TPC-W client
think times [29], and instantiated each client with the bidding-oriented workflow shown in
Figure 3.7. ViewItem (VI) returns information about an item, PutBidAuth (PBA) returns
a user authentication page, PutBid (PB) performs authentication and returns detailed bid-
ding information, and StoreBid (SB) stores a bid in the database. Of these, PutBidAuth
is application-server-centric, while the other transactions are application- and database-
server-oriented.
3.3.2 Link Gradient Computation
We used a setup of RUBiS identical to the one shown in Figure 3.8 with a single server
of each type and the default configuration settings. The workload generator and WS were
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Users/ Link View PutBid Put Store λlgλ Item Auth Bid Bid
20/ WS-AS 1.92 1.78 2.04 1.05 11.05
11.15 AS-DB 15.14 0.63 18.03 18.76 11.00
30/ WS-AS 1.47 1.46 1.75 0.68 16.55
17.00 AS-DB 16.99 0.51 19.13 18.90 16.60
40/ WS-AS 1.86 1.78 1.89 1.02 22.05
22.05 AS-DB 16.28 0.83 18.77 18.19 21.95
50/ WS-AS 1.70 2.08 1.58 0.82 27.70
27.80 AS-DB 18.24 0.46 20.40 20.37 27.40
60/ WS-AS 1.48 2.05 1.97 0.87 33.10
33.75 AS-DB 21.74 0.87 23.15 22.80 32.65
Table 3.3: Link gradients
Figure 3.8: Sample RUBiS configuration
located in San Diego (UCSD), while AS and DB were located in Pittsburgh (CMU). In all
experiments, the link gradient algorithm was set to use 1 data point per bin, 3456 sampling
points per experiment, and a delay scale factor of 30. Table 3.3 shows the measured link
gradients for all the transactions as the workload was varied from 20 to 60 concurrent
clients. It also shows the normal throughput of the system for each workload (λ) and the
modified throughput during link gradient measurement (λlg) for each link. Although we
measured the link gradients for both directions of each link (e.g., WS-AS and AS-WS),
the table shows the mean value, because the results were very similar. However, as we
show later, that may not always be the case, and the ability of our approach to measure link
gradient in both directions independently is useful in asymmetric setups such as ADSL
lines and satellite links.
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Comparing the link gradients for the AS-DB link, one can clearly see the difference be-
tween the small gradient for the Web-server-oriented PutBidAuth transaction and the large
gradients for the others (which are database-oriented). The magnitude of the link gradients
provides guidance for targeted application optimization, e.g., moving of components with
high link gradients closer together or increasing of cache sizes across such links. Table 3.3
also shows that the link gradient is not a static metric and changes with workload, possibly
due to queuing effects. Therefore, a minimally intrusive runtime technique is desirable for
link gradient measurement so that the gradients can be recomputed on-the-fly as the system
dynamics change. Finally, the throughput measurements show that the system through-
put changes by less than 5% in all cases, thus demonstrating the low intrusiveness of the
technique.
Link Delay View Store PutBid Put(ms) Item Bid Auth Bid
Std. Dev. 210.78 160.5 82.46 151.07
AS-WS 24 28.10 28.01 53.82 39.25
DB-AS 6 65.95 94.32 18.9 86.62
Table 3.4: Response time perturbation
Another measure of intrusiveness is the increase in response time due to the delays
injected during measurement. Those results are shown for a workload of 30 clients in Ta-
ble 3.4. The first row indicates the standard deviation of each transaction’s response time
during normal system operation, while the other rows show both the injected per-message
delay and the change in response time during the measurement process. All numbers are in
milliseconds. Although the noisy PlanetLab environment requires much higher delays for
some links than an exclusive environment would, the impact is still within the system’s nor-
mal behavior. In all cases, one can see that the additional delay is (sometimes significantly)
less than the system’s normal standard deviation. One reason for the larger delays is the
high variance Tun/Tap injection mechanism on PlanetLab. Based on our experience in lo-
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cal experiments, the injection mechanism based on the standard Linux ip queue facility
requires much less delay injection, and thus less perturbation to the running system.
3.3.3 Predictive Power
Figure 3.9 demonstrates the link gradient’s predictive power. We use the Link Gradient
Equation 2.3 to predict a transaction’s response time in a new configuration based on its
current response time and link latencies, the link gradient, and the latencies in the new con-
figuration. The prediction is compared against a measured response time obtained by actual
deployment. To estimate one-way link latency, we compute the mean of 1000 TCP round-
trip times, and divide it by two. If application-specific effects such as network throttling
are a concern, it might be necessary to compute port-specific TCP/UDP latencies using the
application’s own ports.
In the first set of experiments, we kept the workload constant at 30 clients and the
locations of our WS and DB fixed at UCSD and CMU respectively, but placed the AS
on similar hardware in 6 geographically dispersed locations: the U. of Pittsburgh (UP),
the University of Maryland (UMD), Duke University (DU), Princeton University (PU),
Massachusetts Institute of Technology (MIT), and Cornell University (CU). Figure 3.9
shows the predicted and measured response times for each transaction in each configuration
along with 95% confidence intervals. The confidence interval for the predicted response
time rt(c1) in a new configuration c1 takes into account the errors introduced due to both the
response time rt(c0) in the original configuration c0 and the latency measurements in both
c0 and c1, and is calculated using the equation ρ(rt(c1)) = ρ(rt(c0))+
∑
{i|pi∈P}(ρ(li(c1))−
ρ(li(c0))) · ~∇r¯t2i , where ρ(rt(c0)), ρ(rt(c1)), ρ(li(c0)), and ρ(li(c1)) are the variances in
the response time and latency measurements in configurations c0 and c1, respectively. The
results show good agreement between the predicted and measured response times across all
transactions even across large response time changes (more than 3x in some cases). Since
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Figure 3.9: Predicting the effects of component placement
the hardware and workload in all of the locations were similar, the results demonstrate
that link latency plays a dominant role in the application’s response time, and that the link
gradient is able to accurately capture the effect of link latency changes on the said response
time.
In the next set of experiments, we placed WS, AS, and DB at UCSD, UMD, and CMU,
respectively, and measured the predictive ability of the link gradients (shown in Table 3.3)
as the workload was changed from 20 to 50 concurrent clients. The results, presented
in Figure 3.10, show that as the workload increases, the link gradient is able to track the
changes in response time across all the transactions to within the limits of experimental
error. Note that because separate link gradients are computed independently for the vari-
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Figure 3.10: Prediction results under different workloads
ous workloads, the predictions do not suffer from any systemic errors due to higher-order
effects as a result of increasing workloads.
The results show that the link gradient is a useful predictive tool that can be used by
system administrators to evaluate alternative component placements under different work-
loads.
3.3.4 Communication Pattern Variations
Real enterprise systems typically have many different types of communication patterns,
such as synchronous and asynchronous calls, load balancing, and connection pooling. To
be useful for predicting end-to-end response times in new configurations, the link gradients
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Link ViewItem StoreBid PutBidAuth PutBid
AS-WS 2.20 0.98 1.69 1.93
DB-AS 2.87 5.08 0.66 5.87
Table 3.5: Link gradients with connection pooling
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Figure 3.11: Communication pattern effects
must be able to automatically capture the effects of such variations. Next, we examine the
link gradients’ ability to do so.
Connection Pooling. Connection pooling is a technique used to optimize networked appli-
cations by recycling connections shared among different requests, thus altering the applica-
tion’s communication patterns. With connection pooling enabled, requests can use existing
connections between the AS and DB instead of initializing a new connection every time.
When we computed the link gradients for a workload of 60 clients after enabling connection
pooling, we obtained the link gradients shown in Table 3.5. Comparing the gradients with
those for the default setup in Table 3.3, we see, as predicted, that while the gradient on the
AS-DB link for the Web- and application-server-centric PutBidAuth transaction remains
relatively unchanged, the link gradients for the other transactions are substantially reduced.
Figure 3.11(a) shows the predicted vs. measured response time results in a new configura-
tion (with AS moved from CMU to UMD) both with and without connection pooling. As
can be seen from the figure, the predictions match the measured response times to within
error tolerances.
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Sync ViewItem StoreBid PutBidAuth PutBid
AS1-AS2 4.18 4.03 0.15 0.11
AS2-AS1 4.68 5.24 0.12 0.35
Async ViewItem StoreBid PutBidAuth PutBid
AS1-AS2 0.14 0.05 0.10 0.11
AS2-AS1 0.03 0.03 0.02 0.04
Table 3.6: Link gradients for replication modes
State Replication. Next, we constructed a scenario with two application servers config-
ured to perform passive session-state replication for fault tolerance purposes. The server
AS1 is designated as the primary, and WS forwards all the requests to it. The application
server AS2 is designated as the backup and only receives state updates from AS1. Tomcat
allows replication to proceed either synchronously, such that requests do not return to the
caller until state transfer to the backup is complete, or asynchronously, such that requests
can return before state transfer is complete. Since RUBiS does not use session state, we
modified the ViewItem and PutBid transactions to exercise this facility, but left the other
transactions untouched. Then, we computed link gradients using both synchronous and
asynchronous replication modes with WS in UCSD and DB in CMU as before, but with
both application servers placed at the same site (Cornell) because of the replication modes’
multicast requirements.
Table 3.6 shows the computed link gradients for the link between the primary and
backup Tomcat servers under both synchrony settings and in both directions. As shown,
the link gradient can clearly distinguish between the two replication modes for the mod-
ified transactions. Furthermore, as expected, the synchronous mode has much larger link
gradients than the asynchronous mode. However, the asymmetry between the forward and
reverse link gradients on the primary-backup link in the asynchronous mode is puzzling, as
it is the only such asymmetry we discovered in the entire application. We speculate that the
slight dependency of the response time on the AS1-AS2 link is lock interference between
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Link ViewItem StoreBid PutBidAuth PutBid
AS1-WS 1.07 0.60 1.03 0.97
AS2-WS 1.00 0.55 0.76 0.76
DB-AS1 7.17 9.31 0.09 8.58
DB-AS2 7.13 8.96 0.25 8.49
Table 3.7: Link gradients with load balancing
the threads handling the request and the communications thread responsible for sending the
session state to the backup replica.
Figure 3.11(b) shows the predicted vs. measured response times when the link latency
between the two application servers was increased by 20 ms. (We could not move the
servers to a different location due to multicast requirements.) As can be seen, the predic-
tions match the experimental results quite well for all the transactions, showing that the
link gradient is able to accurately capture the effects of different communication patterns
without requiring any prior information about them.
Load Balancing. The last communication pattern we consider is uniform load balancing
using Apache’s mod jk module across two identical application servers without any state
replication. We computed the link gradients for this scenario with WS in UCSD, and
with AS1, AS2, and DB at CMU. The results in Table 3.7 show that, compared with the
non-replicated case in Table 3.3, the values of the link gradients are roughly halved for
all the links, not just the ones between the WS and ASes. The reason is that the link
gradient measures the average effect of changes over time, not the effect on a per-flow basis.
Therefore, the reduction in transaction flows on a link due to upstream load-balancing is
reflected as a reduction of the link’s impact on the mean response time, thus reducing the
link’s gradient. Figure 3.12(a) shows that the predicted vs. measured response times show
excellent agreement for all transactions when one of the ASes is moved from CMU to
UMD.
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Figure 3.12: Load balancing effects
3.3.5 Runtime Gradient Recalibration
Next, we evaluate the effectiveness of the runtime gradient recalibration algorithms. To
do so, we intentionally change the operating configuration to actuate the runtime gradient
recalibration, and evaluate the effectiveness of the algorithms. To change the operating
configuration, we may move servers across different remote sites at runtime. However,
PlanetLab does not support runtime server relocation across different remote sites, so we
deploy the three-tier RUBiS application in our local testbed instead. To emulate the runtime
server relocation in our local testbed, we change the logical link latency between servers
using our delay injection mechanism. We used the standard RUBiS workload generator
to generate random workload in the system; then we changed the link latency between
the application server and the database server to different values at runtime to emulate the
effect of dynamic server relocation. Specifically, we set the link latency to 4 milliseconds
at startup, and changed it to 8, 12, 16, 19, 18, 3, 7, 20, 17, 5 milliseconds sequentially.
We conducted three experiments using the setup described above. The first experiment
does not recalculate the link gradient at runtime. The second experiment uses the simple
approach described in Chapter 2 to recalibrate gradients, and the third experiment uses the
model-based approach. The simple approach simply remeasured the gradient model once
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the current gradient model became accurate. And the model-based approach remeasures
the gradient model when all the measured models fail to predict the current response time.
Figure 3.13 shows the plots of the measured and predicted end-to-end response times of
two chosen transactions, PutBid and ViewItem, without runtime gradient recalibration. Fig-
ure 3.14 shows the plots of the measured and predicted end-to-end response times of two
chosen transactions, PutBid and ViewItem, using the simple approach to recalibrate gradi-
ents. Figure 3.15 shows the plots of the measured and predicted end-to-end response times
using the model-based approach to recalibrate gradients. As the figures show, the gradient
model measured initially was able to predict end-to-end response time when the link la-
tency changed from 4 milliseconds to 12 milliseconds and the response time changed from
around 50 milliseconds to around 200 milliseconds. When the link latency increased to 19
milliseconds, the current gradient model was no longer accurate as shown in Figure 3.13.
In this case, both the simple and the model-based approaches detected the inaccurate gra-
dient model and recalibrated the gradient model at the new operating point. When the link
latency dropped from 18 milliseconds to 3 milliseconds, the simple approach again de-
tected that the current gradient model was not accurate at the new operating configuration
and started the recalibration procedure. However, the model-based approach was still able
to predict the response time accurately. It used the gradient model that was measured at
a 4-millisecond link latency at the beginning, whose operating configuration was closer to
the current operating configuration, to predict the response time. The circles in the figures
indicate the points at which the framework recalibrated the gradient models. Each gradient
model recalibration took several minutes. During the process, no measurement data were
collected.
From the results, we can see, as the system operating point shifts, the gradient model
measured at a specific operating point might become inaccurate and recalibration is needed.
Also, in our experiments, we observed that the model-based approach required only two
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(a) PutBid (b) ViewItem
Figure 3.13: Predicted and measured response times without recalibration
(a) PutBid (b) ViewItem
Figure 3.14: Predicted and measured response times using the simple approach
gradient measurements as the operating configuration changed back and forth, while the
simple approach required a total of five gradient measurements. This shows that the model-
based approach is able to avoid unnecessary gradient model recalibrations and makes the
gradient model technique less intrusive to the running system.
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(a) PutBid (b) ViewItem
Figure 3.15: Predicted and measured response times using the model-based approach
3.4 Optimization
3.4.1 Per-Transaction Optimization
Link gradients can be used to optimize a system for responsiveness at transaction granu-
larity without detailed application knowledge. Although different transaction types have
different optimal locations for the AS (i.e., close to the clients vs. close to the database),
the WS can route transaction types differently. Therefore, we can obtain an optimized
configuration by having both local and remote AS copies, and using the link gradient to
choose which transactions are to be routed to each server. Transactions whose WS-AS gra-
dients are higher than their AS-DB gradients are routed to the local server (the PutBidAuth
transaction), while all other transactions are routed to the remote server.
We conducted experiments using such a setup, with the WS and AS1 at UCSD, and the
DB and AS2 at CMU. For comparison, we also conducted experiments in which all requests
were load-balanced between the two servers without regard to the transaction type, but us-
ing various load-balancing ratios (the best that can be done without application-specific
information). Figure 3.12(b) shows the measured response time when all the configura-
tions were subjected to a 60-user workload. In the figure, a configuration n means that
the requests were routed to the local and remote servers with a ratio of 1:n. The results
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show that no constant load-balancing ratio can achieve the optimal results that are achieved
through the per-transaction load-balancing based on link gradients. In particular, the link
gradients revealed that PutBidAuth transactions only use the WS and the AS. Hence, all
such transactions could be routed to the local AS, thus resulting in a dramatically smaller
response time compared to any other static load-balancing ratio.
3.4.2 Optimization for Multiple Applications
Link gradients can also be used to optimize deployments consisting of multiple applications
that share components. We consider the example of ACDNs [30]. ACDNs are a proposed
extension of Content Distribution Networks (CDNs), which “cache” dynamic content by
moving application components closer to end users in order to improve responsiveness.
Consider a scenario in which a company has two applications that share a common back-
end database. To optimize the response time for static content, it is willing to use third-
party cloud computing solutions to host the front-ends close to the clients, but for privacy
and security reasons, it wants to host the database in its own data centers. The decision on
where to place the database can be affected by how each application uses the database (e.g.,
synchronous, asynchronous, stored procedure calls, caching, or connection pooling) and
the application workloads relative to each other. Link gradients can be used to determine
at which of many possible locations the back-end should be placed so as to maximize the
responsiveness across both applications.
To demonstrate that scenario, we used RUBiS and the PHP version of RUBBoS [31],
a bulletin board benchmark, as the two applications. We deployed the front-ends for RU-
BiS (WS and AS) at MIT and for RUBBoS (WS only) at USF (the University of South
Florida), and considered 3 different locations for the back-end database. The response time
at each of these possible locations was predicted using the link gradients measured on each
application running independently, with a workload of 20 clients each. The link laten-
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Figure 3.16: Predicting the effects of database placement for RUBiS and RUBBoS (RU is
Rutgers and UConn is University of Connecticut)
cies associated with the candidate configurations were measured in the field. Figure 3.16
shows the measured average response time over all transactions and the predicted response
time over all transactions for each application, with the database at each of the possible
locations.
The results show that the Java-servlet-based RUBiS application is much more sensitive
to database server placement than the PHP-based RUBBoS application is (because PHP
processing in the Web server is a bottleneck for RUBBoS). The average predicted response
times using the relative application importance as weights can be used to make a decision on
the best location. More importantly, the results also show that link gradient measurements
conducted in isolation for each application can be used to predict, with good accuracy, the
response times in shared scenarios. The only experimental measurement that did not fall
within the confidence interval for the prediction was for RUBiS when the DB was located
at the University of Connecticut. The reason is that the PlanetLab node used at Connecticut
was a much slower machine, with a processor speed of 2.0 GHz compared to the 3.0 GHz
machines used in all the other nodes.
By predicting per-transaction response times, the gradients also support reconfiguration
of the system if user behavior (i.e., the fractions of the transaction types) changes. Although
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the opportunities for optimization in these applications are limited, the results pave the way
for link gradients to be used for response time optimization in larger systems together with
search algorithms that allow a systematic exploration of the space of a large number of
deployment configurations.
3.5 Discussion
In practice, factors such as timeouts and increased queuing delay can come into play be-
cause of large changes in link latency in highly congested systems. In such cases, the local
linearity might not hold for such a large change. However, those conditions are usually
exceptions rather than the norm in typical well-provisioned enterprise systems. Even in
such cases, our lightweight measurement framework can adapt to the large changes by
remeasuring the gradient at the new configuration quickly.
In spite of those caveats, the results show that the link gradient approach by itself has
excellent predictive value even in a highly heterogeneous and dynamic environment such
as PlanetLab (compared to which most enterprise environments are far more stable).
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CHAPTER 4
Workload Gradient
A theory can be proved by experiment; but no path leads from experiment to
the birth of a theory.
— Manfred Eigen (1927-present)
The workload gradient quantifies the rate at which the system resource utilization changes
in response to the changes in the workload arrival rate. Intuitively, it can be interpreted as
resource demands per transaction in each tier of an application. To estimate the workload
gradient in a running system, we perturb the arrival rate of the transactions of a specific
type using a square wave pattern, and use our spectral analysis technique to derive the rate
of response in the system resource utilization at each tier to the perturbation. The knowl-
edge of the workload gradient can be very useful in practice. For instance, we can use it
to predict the system resource usage by measuring the workload matrix. We can use it to
do admission control to prevent the system from being overloaded, or it can be used in a
controller to regulate the resource usage in a shared environment.
In this chapter, we will present the detailed implementation of the workload gradient
and the evaluation of the workload gradient in both nonvirtualized and virtualized environ-
ments.
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Figure 4.1: Monitoring architecture
4.1 Implementation
We measure the workload gradient for a multitier system using the architecture shown in
Figure 4.1. Daemons are installed for each node in the system, and a traffic shaper is in-
stalled before the front-end server. The central coordinator orchestrates the daemons to
collect resource usage data for each node, controls the traffic shaper to shape the incoming
requests, and executes the gradient measurement algorithm. To measure the workload gra-
dient in a running system, we inject periodic perturbations into each transaction’s request
rate one at a time, and observe the resulting changes in the CPU resource utilization at each
server.
It is challenging to perturb the request rate of transactions in a controllable manner
and on a transaction-type-by-transaction-type basis, because we prohibit additional test
traffic in a bid to keep the workloads representative of actual user requests. Instead, the
measurement framework utilizes traffic shaping to convert an incoming traffic stream into
one whose average rate is the same, but whose instantaneous rate varies in a square wave
pattern. It does so by selectively delaying incoming requests when the square wave is “low”
to create a lower-rate stream, and by releasing previously buffered packets when the square
68
Figure 4.2: Custom Apache module
wave is “high” in order to create a higher-rate stream. This is done via a custom “request
shaper” Apache module, which is deployed on the user-facing Web server of the target
application, as shown in Figure 4.1.
Using that approach, the challenge is to shape the request stream of a single transaction
type without impacting transactions of other types. That is difficult because in practice,
incoming transaction types are usually not uncorrelated with each other, but are produced
by a sequence of interlinked user actions. Thus, delaying requests of a single transaction
type delays the issue of other types of transactions as well, leads to a “bleed-over” of the
square wave pattern into the request rates of other transaction types, and contaminates the
impacts on the metric that we wish to measure. To solve this problem, the request shaper
uniformly delays all user requests in the perturbation period by a uniform value equal to
half the square wave period. The only difference between the target and other transactions
is that when the square wave is high, the delay for the target transaction is introduced before
the request is forwarded to the Web server, while it is introduced for all other transactions
after the request finishes processing and just before a response is sent. Thus, the square
wave pattern is visible to the Apache server that processes incoming requests, but not to
the end users, who experience a uniform delay across all transactions. To implement the
delays, the module registers a custom output filter with the Apache interface. The algorithm
for the traffic shaper is illustrated in Figure 4.2.
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Although the technique temporarily increases the perceived response time of the sys-
tem, our spectral technique ensures that the delays can be kept small (usually less than the
standard deviation of the response time), and all the gradients can be quickly computed
within a matter of a few minutes.
4.2 Evaluation
First, we present the results for the workload gradients with regard to the CPU utilization
in a nonvirtualized environment. We used a simple RUBiS configuration, in which each
tier consists of a single server, and deployed it on the PM testbed. Then, we measured
the workload gradients of the three transaction types for both the Tomcat and MySQL tier
machines by perturbing the arrival rate of each transaction type, one at a time, using a
square wave with a 4-second period. Each experiment lasted for 4 minutes. We used the
sar command to measure the CPU utilization of each physical machine.
To evaluate the accuracy of gradient measurements, we created 4 different workload
scenarios by modifying the RUBiS client transition matrix to change the relative arrival
rates of the three transaction types and kept the other transaction types unchanged. Then,
we used the workload gradients to predict the total CPU utilization under these scenarios.
Figure 4.3 shows the predicted CPU utilization vs. measurement in both testbeds. Columns
1-4 correspond to the different workload scenarios. The results show that the workload
gradient can accurately predict the total physical CPU utilization of the application in each
machine in the nonvirtualized environment.
Second, we consider the virtualized environment. The same RUBiS configuration is
used, with each tier running inside a guest VM in the VM testbed. We use xenmon.py to
measure the CPU utilization of each virtual machine in the VM testbed with granularity
down to 200 milliseconds per sample. We use the same workload scenarios to evaluate the
prediction accuracy of the workload gradient for the VM CPU resource. The results are
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Figure 4.3: Predicted CPU utilization in PM testbed
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Figure 4.4: Predicted CPU utilization in VM testbed
shown in Figure 4.4, which illustrates the ability of the workload gradient to predict the
VM CPU resource usage when workload changes.
Next, we consider the computation of the workload gradient for the hypervisor CPU
resource. We used the same RUBiS configuration as before to evaluate the predictive power
of the workload gradient. We measured the gradients of the three transaction types for
Tomcat and MySQL VM by perturbing the arrival rate of each transaction type, one at a
time, using a square wave with a 2-second period. Each experiment lasted for 4 minutes.
We used xenmon.py to measure the hypervisor CPU utilization with granularity down to
200 milliseconds.
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Figure 4.5: Predicted hypervisor CPU usage for single VM
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Figure 4.6: Predicted hypervisor CPU usage for multiple VMs
We synthetically created 2 scenarios to evaluate the prediction accuracy of the hypervi-
sor workload gradient. In the first scenario, only one guest VM shares the hypervisor. We
used the estimated gradient to predict the hypervisor CPU utilization when the workload
vector ~w changes to 4 different workload mixes. The results are shown in Figure 4.5. In
the second scenario, multiple guest VMs share the hypervisor. We used the estimated gra-
dient to predict the hypervisor CPU utilization when the workload vector ~w changes to 4
different workload mixes. The results are shown in Figure 4.6.
As shown in the results, the hypervisor workload gradient is able to predict accurately
the hypervisor CPU usage when the workload changes in both single VM and multiple VM
scenarios.
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4.3 Limitation
Note that computation of the workload gradients requires that the transaction being mea-
sured have a high enough frequency in the existing workload. For rare transactions, our sig-
nal injection technique may not be able to inject a signal strong enough to allow accurate
estimation of the workload gradient through simple leveraging of the existing workload.
However, since those transactions are rare, their impact on the total utilization is small.
Therefore, in practice, we can set a threshold for the transaction arrival rate and only cal-
culate the gradients for the transaction types that exceed this rate. Alternatively, synthetic
transactions can be generated for measurement purposes.
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CHAPTER 5
CPU Gradient
A fool is a man who never tried an experiment in his life.
— Erasmus Darwin (1731-1802)
The CPU gradient quantifies the rate at which the end-to-end response time changes in
response to the changes in the CPU speed or VM capacity allocation to a VM in a running
system. To estimate the CPU gradient in a running system, we perturb the CPU resource
that is allocated to a server using a square wave pattern, and use our spectral analysis tech-
nique to derive the rate of response in the end-to-end response time to the perturbation. The
knowledge of the CPU gradient can be very useful in practice. For example, the frequency
gradients can be used to perform dynamic energy saving by slowing down computers to the
limits allowed by their response time SLAs. And the VM capacity gradient can be used to
drive performance-aware server consolidation and energy conservation.
In this chapter, we will first present the detailed implementation of the CPU gradient in
both virtualized and non-virtualized environments along with the energy controllers. Then,
we will present the evaluation of the CPU gradient to show its predictive power. Finally,
we will present the energy conservation experiments in which we used the CPU gradient
as a response time predictor to guide server consolidation.
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5.1 Implementation
In this section, we describe the CPU gradient measurement framework, algorithm, and
controllers we have developed for gradient-based energy conservation. The framework
currently supports any multitier application with a Web interface that can be accessed via
an Apache server.
5.1.1 Measurement Algorithm
Computation of the frequency and VM capacity gradients first requires the computation
of a workload gradient, followed by computation of the actual gradient. That is achieved
through a distributed active monitoring framework whose architecture is shown in Fig-
ure 4.1. The framework consists of a central coordinator and a set of local daemons on
each machine. Each daemon is responsible for reporting the current values of the CPU
frequency, VM capacity, and node utilization to the central coordinator, and changing the
values of the CPU frequency and VM capacity on command from the coordinator. Local
daemons are needed only on those nodes whose frequency or CPU capacity is to be man-
aged; other nodes do not require any additional instrumentation. The central coordinator
orchestrates the daemons and executes the gradient measurement algorithm. It requires the
location of the Web server that serves as the interface to the system.
Measuring the frequency and VM capacity gradients involves injection of square wave
perturbations to the CPU frequency and VM capacity of each node one at a time, and
collection of the end-to-end response time series for all the application’s transactions from
the Web server log. Through Equation 2.7, gradients are computed for each transaction
type and node pair after construction of the values of the basis functions.
In order to minimize intrusion, the framework conducts its measurements without in-
jecting any additional traffic into the system, i.e., using the system’s normal workload. It
also determines the amount of noise present in the system’s environment, and determines
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the smallest magnitude of perturbations that is needed to achieve a target level of measure-
ment accuracy given the level of noise. To do so, the framework conducts a training phase
before injecting any perturbations for gradient estimation, much like the process used in
the link gradient measurement. In this phase, it passively records the unperturbed values
of the end-to-end response time for each transaction, the transaction request rates, and the
node utilizations. It then analyzes these values in the frequency spectrum to automatically
compute the amplitude, frequency, and length of the square wave perturbation.
The frequency with the smallest standard deviation for the end-to-end response time is
chosen as the perturbation frequency in order to minimize the impact due to noise. To limit
gradient estimation error to e%, the perturbation square wave amplitude is chosen such that
its magnitude at the perturbation frequency is greater than the 1−eth percentile of the value
of the end-to-end response time at that frequency. Finally, the length of the perturbation
is chosen by measuring the transaction request rate for the target transaction, and ensuring
that the experiment is long enough to collect a fixed number of sample point bins with high
probability.
To inject frequency perturbations, the local daemon uses the CPUfreq system interface
enabled by the userspace CPU frequency-scaling governor to change the frequency of the
server CPU at runtime. To inject VM capacity perturbations, the local daemon uses the xm
control interface provided by Xen to set the Xen credit scheduler VM capacity for all the
virtual machines.
5.1.2 Energy Controllers
Finally, we have implemented two performance-aware feedback controllers that utilize gra-
dients to manage CPU frequencies in nonvirtualized environments and VM capacity as-
signment and placement in virtualized environments. The controllers are instantiated with
a precomputed set of gradient models. Their objective is to minimize the system energy
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consumption while ensuring that the mean end-to-end response time for each transaction
type, as measured over a 5-minute rolling window, remains below a user-defined threshold
T . The controllers are invoked periodically and use measured values of the mean response
time since the last invocation, current CPU frequencies, VM capacities, and VM placement
as feedback to produce new recommendations for CPU frequencies or VM placement that
will minimize energy use in the next controller period. Next, we describe the optimization
algorithms they use. Because control is orthogonal to the contributions of this paper, we
have intentionally kept the algorithms simple. We are confident that better optimizers can
yield even greater energy savings.
The frequency controller The objective function for the frequency controller is to mini-
mize the total average energy consumption of all the machines, which, expressed in joules
per unit of work, is approximately a quadratic function of the CPU frequency, i.e., F ∝∑n
i=1 f
2
i [32]. The solution is also constrained to keep the response time of all transac-
tions below the threshold T . Starting from a set of n highest CPU frequencies, the energy
controller performs an n-dimensional gradient-descent in the direction of the steepest gra-
dient based on the objective function. After every descent, it uses the frequency gradient
model, along with the measured response times and frequencies at the time of controller in-
vocation, to compute the response times for all transactions in the new configuration. If the
response time constraints are satisfied in the new configuration, the controller keeps search-
ing until it cannot reduce frequencies any further without a constraint violation. If the CPU
frequencies are changed, the controller skips one control interval to avoid oscillations.
The VM capacity controller To make an optimal decision on which machines to turn on
and off, both the dynamic and idle power consumption (the latter of which often represents
a significant fraction of total power) of physical hosts must be taken into account. However,
machine on-off decisions have discrete power consequences, while dynamic power depends
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on the fraction of the CPU being utilized, thus leading to a mixed discrete and continuous
objective function. Instead of solving the resulting combinatoric optimization problem,
the VM capacity controller ignores the idle power, and resorts to the simpler but non-
optimal approach of adjusting VM capacities to minimize the total CPU capacity used by
all application VMs without violating performance constraints. It then uses the first fit
decreasing (FFD) algorithm [33] to bin-pack the virtual machines into the smallest number
of physical machines possible.
To determine VM capacities, the controller uses the following heuristic: if the measured
response time of some transaction at the time of the controller invocation is higher than
the threshold T , we increase the capacity of the VM that the capacity gradients predict
will result in the highest decrease in the offending transaction’s response time for a unit
increase in VM capacity, and repeat the process until the response time for all transactions
as predicted by the capacity gradients falls below the threshold T . Conversely, when the
measured response time of all transactions is smaller than the threshold, the controller uses
the same heuristic to decrease the capacity of the VM that would yield the lowest increase
in response time for a unit reduction in VM capacity. This process is repeated until a further
reduction in VM capacity would cause a violation of the response time constraint.
To prevent oscillations in which machines repeatedly turn on and off in subsequent in-
vocations, the controller uses hysteresis by setting a different threshold capacity for turning
machines on vs. turning them off. The controller adds a new machine when the VMs can-
not be bin-packed without keeping utilization lower than 85% on the machines in use, but
will turn a machine off only if the VMs can be bin-packed so that they consume less than
80% utilization on the remaining machines.
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5.2 Evaluation
5.2.1 Experiment Setup
We use RUBiS, a widely used online auction site benchmark [34], and RUBBoS [35], a
bulletin board benchmark modeled after online news forums such as Slashdot, for our eval-
uation. Specifically, we use the 3-tier servlet version of RUBiS consisting of an Apache
web server, a Tomcat application server, and a MySQL database server, and the PHP ver-
sion of RUBBoS, which consists of two tiers, the Apache web server hosting PHP scripts
and the MySQL database server.
In the first set of experiments, we deployed an instance of RUBiS on three of our
testbeds. The PM (physical machine) testbed consists of 4 machines running Ubuntu 8.04:
an Intel E8400 Core 2 Duo machine and three AMD Athlon 64 3800+ machines. All of
these machines are equipped with 2 GB of RAM and are connected using a 100 Mbps Eth-
ernet switch. The VM (virtual machine) testbed consists of 4 identical machines running
Xen 3.2, equipped with an Intel Pentium 1.8 GHz CPU and 2 GB of RAM, and connected
using a 1Gbps Ethernet switch. The MVM (Multicore Virtual Machine) testbed consists
of 3 identical machines running Xen 3.0, each of which has 16 cores and 24 GB of RAM,
and the machines are connected using a 1Gbps Ethernet switch. In the PM testbed, each
server of the RUBiS application runs separately on a standalone physical machine, while
in the VM and MVM testbeds, each server instance is configured to run in a single virtual
machine with one virtual CPU on top of the Xen hypervisor. In the MVM testbed, each
VM is configured to use a single core of the machine1. In these testbeds, the VM testbed
represents an old commercial server system that still exists, while the MVM testbed rep-
resents a more powerful modern multicore server system. In the following, we at times
1The core can be shared by multiple VMs.
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use the term “machine” to refer to either a physical machine or a virtual machine, and the
meaning should be clear based on the context.
We used the standard RUBiS client emulator to generate the system workload. The
browsing workload mix we used consists of 8 different transactions. Here, we present the
results for the three most frequent transaction types: ViewItem (VI), ViewUserInfo (VU),
and SearchItemsByCategory (SI). The ViewItem transaction returns information about an
item, the ViewUserInfo transaction returns information about a user, and the SearchItems-
ByCategory transaction returns a set of items in a specific category. We treat the other
5 transaction types as a single, “synthesized” transaction type and keep its relative rate
unchanged during the experiments.
5.2.2 CPU Gradients: Basic Configuration
We conducted a set of experiments to evaluate the predictive power of the CPU gradients
using the basic configuration of RUBiS. The predictive power is evaluated in terms of the
ability of the CPU gradients to predict the application’s mean end-to-end response time at
an operating configuration different from the one that was used to compute the gradients.
In the following, we show the predictive power of the frequency gradient and VM capacity
gradient.
Frequency gradient: We measured the frequency gradients for the Tomcat and MySQL
tiers when both servers were running at 2.0 GHz and the workload rate remained relatively
constant. For each experiment, we sampled a total of 2048 points to estimate the gradients.
To evaluate the predictive power of the gradients, we varied the CPU frequency of the
two servers and used Equation 2.6 to predict the end-to-end response times of the three
transactions. The predicted results are shown in Figure 5.1 against measurement results
taken at 10-minute intervals. The error bars in the figure are the 95% confidence intervals
of the estimates. The results show that, by using the basis function to approximate the
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nonlinearity, the frequency gradient measured at an operating configuration can be used
to accurately predict the end-to-end response time as the CPU frequency changes from its
lowest value (1.0 GHz) to the highest (2.4 GHz).
(a) MySQL:SearchItems (b) MySQL:ViewUserInfo
(c) MySQL:ViewItem (d) Tomcat:SearchItems
(e) Tomcat:ViewUserInfo (f) Tomcat:ViewItem
Figure 5.1: Prediction accuracy of the frequency gradients
VM capacity gradient: We utilized the Xen credit scheduler to perturb the amount of
CPU resources allocated to each VM and measure the VM capacity gradients for all three
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tiers. We set the base operating configuration such that the capacity allocated to a VM is
2.5 times what the VM demands on average, i.e., the virtual CPU utilization is 40%. For
each experiment, we sampled a total of 2048 points when the workload remained relatively
constant, and estimated the gradients. To evaluate the predictive power of the VM capacity
gradients, we varied the CPU capacity allocations of the VMs running the Tomcat and
MySQL tiers and used Equation 2.6 to predict the end-to-end response times of the three
transaction types considered. The predictions, along with the 95% confidence intervals, are
shown in Figures 5.2 and 5.3 against the measured results in both the single CPU setting
and the multicore setting. The results show that the VM capacity gradients measured in
a base configuration are able to predict the application’s end-to-end response times for
different transaction types within a wide operating range and that they capture the effects
of queuing delay in the system to a reasonably large extent.
5.2.3 Different Communication Patterns
In the above, we have demonstrated the predictive power of the CPU gradients in a basic
setup of the RUBiS application. However, real enterprise systems often have communi-
cation patterns—such as load balancing and asynchronous communication—not captured
in this basic setup. In the following, we will demonstrate the accuracy of CPU gradients
under some of these communication patterns.
Load balancing: Load balancing is a technique widely used in enterprise systems, in
which workload is dispatched across several instances of the same server. In RUBiS, load
balancing can be done by using the mod jk Apache module. In the next experiments, we
added one more Tomcat server and configured the Apache server to dispatch load equally
to the two Tomcat servers. We deployed this new RUBiS configuration in all three testbeds
and computed the frequency and VM capacity gradients, respectively, for the two Tomcat
servers. In the frequency gradient experiment, we measured the base response time when
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(a) MySQL:SearchItems. (b) MySQL:ViewUserInfo
(c) MySQL:ViewItem (d) Tomcat:SearchItems.
(e) Tomcat:ViewUserInfo (f) Tomcat:ViewItem
Figure 5.2: Prediction accuracy of the VM capacity gradients in the VM testbed
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(a) MySQL:SearchItems. (b) MySQL:ViewUserInfo
(c) MySQL:ViewItem (d) Tomcat:SearchItems.
(e) Tomcat:ViewUserInfo (f) Tomcat:ViewItem
Figure 5.3: Prediction accuracy of the VM capacity gradients in the MVM testbed
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both servers ran at 2.0 GHz. In the VM capacity gradient experiment, we measured the base
response time when the capacity allocated to a VM was 2.5 times what the VM demands
on average. We then used the gradients to predict the response time of the application at
different operating configurations for the three transactions based on the base configuration
measurements. Figures 5.4, 5.6 and 5.5 show excellent agreement between the predictions
and the measurements for all three transactions in all three testbeds.
Asynchronous state replication: State replication is often used in enterprise systems to
ensure service availability in case of failures. We configured the two Tomcat application
servers to perform asynchronous session state replication for fault tolerance. However,
since the standard RUBiS servlet implementation does not support session state replication,
we added replication for the ViewUserInfo transaction by replicating the session state of
tomcat1 in tomcat2. Figure 5.7 presents the results for frequency gradients over a range of
CPU frequencies2. The results show that the frequency gradient is able to capture the fact
that the change in the CPU frequency of the tomcat2 server has no impact on the end-to-end
response time due to the asynchronous replication.
5.2.4 RUBBoS Application
To further evaluate the applicability and predictive power of the CPU gradients, we de-
ployed another multitier application, RUBBoS, on all of our testbeds. We used the standard
RUBBoS client emulator to generate browse-only transactions and measured the frequency
and VM capacity gradients for the three most frequent transactions: BrowseCategory (BC),
BrowseStoriesByCategory (BS), and ViewStory (VS).
First, we showed the predictive power of the CPU gradients using the MVM testbed
by changing only the CPU operating configurations of different VMs. The gradients were
2The Tomcat clustering implementation requires multicast, and we were unable to get the two Tomcat
servers to discover each other through the Xen virtual network bridge in the VM testbed. Therefore we
present only the results from the PM testbed.
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(a) Tomcat1-SearchItems. (b) Tomcat1-ViewItem
(c) Tomcat1-ViewUserInfo (d) Tomcat2-SearchItems.
(e) Tomcat2-ViewItem (f) Tomcat2-ViewUserInfo
Figure 5.4: Load balancing (frequency gradient)
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(a) Tomcat1-SearchItems. (b) Tomcat1-ViewItem
(c) Tomcat1-ViewUserInfo (d) Tomcat2-SearchItems.
(e) Tomcat2-ViewItem (f) Tomcat2-ViewUserInfo
Figure 5.5: Load balancing in the MVM testbed (VM capacity gradient)
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(a) Tomcat1
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(b) Tomcat2
Figure 5.6: Load balancing in the VM testbed (VM capacity gradient)
(a) Tomcat1 (b) Tomcat2
Figure 5.7: Asynchronous state replication
measured when the CPU utilization of the VM was 40% and the workload remained rel-
atively constant. The results in Figure 5.10 show that the CPU gradient can predict the
end-to-end transaction response time for the RUBBoS application accurately.
Then, we evaluated the predictive power of the CPU gradients by changing both the
workload and the CPU operating configurations using the PM and VM testbeds. In the PM
testbed experiment, we increased the workload by one-third of the workload at which we
computed the gradients. Then, we measured the mean response time of the system when
both server CPUs ran at 2.0 GHz, and we used Equation 2.6 to predict the new end-to-end
response time when each server CPU was changed to 1.0 GHz and 2.4 GHz at the new
workload. Similarly, in the VM testbed experiment, we increased the workload by one-
fourth from the workload at which we computed the gradients. Then, we measured the
mean response time of the system when both VMs ran at 40% CPU utilization, and we
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used Equation 2.6 to predict the new end-to-end response time as the capacity allocated to
each VM changed and the system was exposed to the new workload. The predicted results
of all three transactions are shown in Figures 5.8 and 5.9. The figures demonstrate that the
CPU gradients measured at one workload can be used to predict the end-to-end response
time at a different workload, which further increases the usefulness of the CPU gradient in
practice.
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(b) MySQL
Figure 5.8: RUBBoS prediction (frequency gradient)
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(b) MySQL
Figure 5.9: RUBBoS prediction (VM capacity gradient)
5.2.5 Multiple Applications
In a virtualized environment, multiple applications share the same infrastructure. Differ-
ent VMs of multiple applications running on the same hardware might interfere with each
other, presenting challenges to our technique. To demonstrate the applicability of our tech-
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(a) MySQL:BrowseCategories (b) MySQL:BrowseStories.
(c) MySQL:ViewStory (d) Apache:BrowseCategories
(e) Apache:BrowseStories. (f) Apache:ViewStory
Figure 5.10: Prediction accuracy of the VM capacity gradients in the MVM testbed
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nique in this scenario, we deployed RUBiS and RUBBoS together on the VM testbed, then
on the MVM testbed. We deployed the VM components of RUBiS and RUBBoS in the
testbed using 3 arbitrary configurations and used the gradient measured above in standalone
deployment to predict the end-to-end response time for each deployment configuration of
the system when we decrease the VM capacities of all the VMs in the system by approxi-
mately 20% as shown in table 5.1. In this set of experiments, the system workload rate was
intentionally reduced to 75% of that at which the gradients were measured, and the final
results demonstrate that the gradients measured at one workload in a standalone configu-
ration can be used to predict the response time as the workload rate changes in a shared
environment.
Figures 5.11 and 5.12 shows the results for the VM testbed and the MVM testbed.
In each subfigure, the third column plots the measured response time for each transaction
type in the base configuration in each deployment; the second column plots the measured
response time after the VM capacities of all 5 VM components have changed; and the
first column plots the predicted response time at the new configuration using the gradients
from each base configuration. As the results suggested, the gradient measured at a different
workload in the standalone deployment configuration can be used to accurately predict
the end-to-end response time in all of our deployment configurations, in which VMs of
different applications are co-located arbitrarily in a set of physical machines. However, as
the new operating configuration moves further away from the base configuration, and as the
system workload changes significantly, the prediction will become less and less accurate.
The results above demonstrate that the gradient can be used locally to accurately predict
the response time in a large enough operating range.
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(a) ConfigA
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(b) ConfigB
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(c) ConfigC
Figure 5.11: Multiple applications
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(c) ConfigC
Figure 5.12: Multiple applications (multicore)
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Deployment Machine 1 Machine 2 Machine 3
ConfigA apache1 tomcat1 mysqld1
apache2 mysqld2
ConfigB apache1 tomcat1 apache2
mysqld1 mysqld2
ConfigC apache1 tomcat1 apache2
mysqld2 mysqld1
Table 5.1: Random deployments
Figure 5.13: 1998 World Cup workload trace
5.3 Energy Conservation
In this section, we show how CPU gradients can be used for performance-aware energy
conservation efforts by deploying the two energy controllers described in Section 5.1. We
used the same 3-tier RUBiS application as the target system, but made the workload more
representative of online systems by using two publicly available Web traces. The first trace
is from the 1998 World Cup site [36], and the second trace is from the 2007 National Labo-
ratory for Applied Networking Research (NLANR) site. We arbitrarily chose several hours’
worth of traffic and then varied the number of concurrent users in the RUBiS client emu-
lator according to the World Cup trace, but scaled to a range that our experimental setup
could handle. Figure 5.13 shows the number of concurrent users used in the frequency
controller experiment as a function of time. For the virtual machine experiments in the VM
testbed, we used the same number of concurrent users, but increased the mean think time
from one second to 7 seconds to compensate for the slower testbed. The results for the
controllers and other competing approaches show the mean response times for each of the
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Figure 5.14: 2007 NLANR workload trace
three transaction types considered by the controllers, followed by the power consumption
of the system over the course of the entire experiment. For simplicity, we used the same
response time threshold for all transactions, but the approach can very easily support dif-
ferent thresholds for different transaction types. The power usage of the testbed computers
was measured using a power meter. Both testbeds used Watts up? Pro power meters [37]
configured to report mean power consumption of the test system once every minute.
5.3.1 Frequency Gradient Controller
We compare the performance of the frequency gradient controller with two other com-
monly used techniques. The ondemand controller is an energy conservation controller that
is a part of the Linux kernel, and comes with every standard Ubuntu distribution. The con-
troller adjusts the local CPU frequency solely by looking at the recent CPU utilization, and
aggressively reduces machine power consumption by lowering the CPU speed until the uti-
lization goes above 80%. The performance controller is also a standard Linux controller,
but it simply sets the CPU to its maximum frequency, thus disabling DVFS altogether. We
chose a response time threshold of 150 ms by taking the average of the system’s response
time with all CPUs set to the minimum and maximum frequencies and at the peak system
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load of 75 concurrent users. Thus, it represents a responsive but attainable configuration
for the resources available to the application.
The response time and power consumption results for the three controllers are shown
in Figure 5.15. Each data point in the response time plots is an average over a 10-minute
window. The thick horizontal line indicates the response time threshold. As can be seen
from the response time figures, the performance controller easily meets the response time
threshold at all times. However, the ondemand controller substantially exceeds the thresh-
old for the SearchItemsByCategory transaction during the second half of the experiment.
The cause was the low workload in that period, which caused the utilizations to drop, and
the controller to become too aggressive by setting all CPU frequencies to their lowest val-
ues. In comparison, our gradient controller remained substantially below the threshold,
though not to the same extent as the performance controller.
What was unexpected, however, is the fact that the response times for the gradient
are far lower than the threshold, despite the response time optimization techniques the
controller uses. The reason was the limited number of CPU frequency settings (five) in the
AMD processor we used. The optimal frequency for the MySQL server would have been
between 1.0 GHz and 1.8 GHz, but such an option being unavailable, the controller picked
the lowest frequency that did not violate the threshold (1.8 GHz). For newer processors with
higher-frequency granularities, one would expect to see the response times much closer to
the threshold value.
Finally, as seen in the power consumption graph, both the ondemand and gradient
controllers result in significantly reduced power consumption of approximately 18%. The
gradient controller uses slightly more power during the second half of the experiment, be-
cause it runs the MySQL server one frequency setting higher than the ondemand controller
does in a bid to preserve performance. However, the difference is not very high, and the
results show that the gradient-based controller provides significant energy savings, simi-
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lar to those of the local utilization-based controllers, while still ensuring that end-to-end
responsiveness is preserved.
(a) SearchItems. (b) ViewItem
(c) ViewUserInfo (d) Power consumption
Figure 5.15: Response time and power (frequency gradient)
5.3.2 VM Capacity Gradient Controller
Single application
Next, we present the results of using the VM capacity controller described in Section 5.1
to generate dynamic performance-aware server consolidation decisions on the VM testbed.
We implemented the consolidation by using live migration and then shutting down unused
machines to save energy. We compare the controller against two different strategies: 1) a
performance strategy without any server consolidation in which a static deployment of a
single physical host per VM is used, and 2) a utilization strategy that scales and dynamically
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consolidates VMs so as to maintain constant virtual CPU utilization of 60% in each VM.
To do so it uses the same FFD bin-packing algorithm described in Section 5.1, but does
not optimize the VM capacities based on response time. For the experiments, we used
a response time threshold of 300 msec derived using the same methodology used in the
frequency controller experiments.
The results are shown in Figure 5.16. As before, each data point in the response time
plot is an average over a 10-minute window. The response time is plotted on a logarithmic
scale. As we can see from the result, although the utilization controller appears to save
more energy than the gradient controller by consolidating all VMs into one physical ma-
chine, it causes unacceptable response time degradation that goes far beyond the threshold.
Upon detailed investigation, we discovered that the large magnitude and sustained nature
of this degradation was caused by initial increases in system response time that caused a
degradation in system throughput and slowed the clients down. This led to a decrease in
workload, leading to even lower utilization and subsequently causing the controller to re-
duce VM capacities further. Thus, a vicious cycle was established that caused response
times to spiral out of control. While new incoming users might prevent this problem from
occurring to such a degree in an open system, the results reveal the dangers inherent in scal-
ing based solely on utilization values, and thus stress the importance of performance-aware
techniques.
In contrast, the gradient controller was able to maintain the mean response time right
below the threshold for about 95% of the experiment, and, compared to the performance
controller, still achieve 48% energy savings. Thus, it can be seen that even in virtualized
environments, gradients provide the controller with the best of both worlds: energy conser-
vation combined with performance preservation.
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(a) SearchItems. (b) ViewItem
(c) ViewUserInfo (d) Power consumption
Figure 5.16: Response time and power (VM gradient)
Multiple applications
In environments such as VM-based clouds and data centers, the physical infrastructure is
usually shared among multiple applications at the same time. Each application has its own
responsiveness requirement that needs to be met. To demonstrate the ability of our frame-
work to tackle such shared resource scenarios, we deployed RUBiS and RUBBoS at the
same time on both our VM testbed and MVM testbed. In the initial configuration on the
VM testbed, we placed both Apache servers on one machine, the Tomcat server on another
machine, and the two MySQL servers separately on the remaining two machines. The
same World Cup traces as before were used to produce workloads for both applications.
A uniform response time threshold of 300 msec was set for all transactions. In the MVM
testbed, because the 16-core machine was much more powerful than all the machines com-
bined in the VM testbed, we programmatically disabled some CPU cores in each machine
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and increased the workload rate so as to match the power of the MVM testbed with the
workload demands. To do so, we only enable the use of 3 cores on each machine. Core 0 is
dedicated for the hypervisor, while core 1 and core 2 are dedicated for the guest VMs. To
make the experiment more representative, we used the NLANR trace to generate the work-
load for the RUBiS application and used the World Cup trace for the RUBBoS application.
The controller turns off a physical machine when there are no guest VMs running on the
machine.
Figure 5.17 shows the response time series for all the transactions of both applications
and the power consumption of the system for a period of 4 hours using both the VM capac-
ity controller and the performance strategy in the VM testbed. Due to the poor performance
of the utilization strategy, it was not used as a basis for comparison. Each data point in the
response time plot is an average over a 10-minute window. The response time is plotted
on a logarithmic scale. As can be seen, the mean response time for all transactions of both
applications stays below the threshold (indicated by the thick horizontal line) for approxi-
mately 95% of the time. In the first half of the power consumption curve in the figure, the
controller repeatedly oscillates between packing all VMs into 3 machines and into 2 ma-
chines, and causes significant power spikes in the process. The spikes are due to the higher
power consumption required during migration. Nevertheless, when compared to the per-
formance strategy, our controller allows the applications to consume 38% less energy, thus
demonstrating its ability to adapt to workload changes even in a multi-application shared
environment.
Figure 5.18 shows the response time series for all the transactions of both applications
and the power consumption of the system for a period of two and a half hours using both
the VM capacity controller and the performance strategy in the MVM testbed. Each data
point in the response time plot is an average over a 10-minute window. The response time is
plotted on a logarithmic scale. As can be seen, the mean response time for all transactions
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of both applications stays below the threshold (indicated by the thick horizontal line) for
approximately 98% of the time. As we can see, the controller adapts to the sharp workload
increase of the RUBiS application at one hour and ten minutes by turning on more physical
machines and migrating VMs to run on them. When compared to the performance strategy,
the controller allows the applications to consume 61% less energy, thus again demonstrat-
ing its ability to adapt to real-world workload even in a multicore, multi-application shared
environment. Note that , right now, our hardware does not allow individual core to be
turned on or off at runtime. In the future, with more fine-grained control over individual
CPU core, even more energy savings will be possible.
(a) Response time (b) Power consumption
Figure 5.17: Response time and power in the VM testbed (multiple applications)
(a) Response time (b) Power consumption
Figure 5.18: Response time and power in the MVM testbed (multiple applications)
Finally, more aggressive energy conservation can be achieved by combining frequency
and VM capacity gradients in a VM environment. Further, with advanced control tech-
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niques that take into account migration costs, and with increased provisions for DVFS such
as those present in future processors such as the Intel Nehalem, we believe that additional
energy savings are possible. Nevertheless, even on current hardware, the techniques pre-
sented provide a substantial amount of energy savings with very minimal cost and effort.
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CHAPTER 6
Gradient Model Toolkit
Scientists investigate that which already is; engineers create that which has
never been.
—Albert Einstein (1879-1955)
The fact that the gradient models are simple and locally accurate models that can be con-
structed using high-level system knowledge and measured at runtime with lightweight per-
turbation makes them not only an attractive technique for performance prediction and con-
trol in multitier systems, but also a useful tool in general. To allow the gradient model
technique to be used in more general settings, we have built a gradient model toolkit, which
enables new and unknown gradient models to be measured at runtime with little effort. In
this chapter, we will present in detail the design, architecture, and current implementation
of the toolkit. At the end of this chapter, we will show a real-world example to demonstrate
how to use the toolkit.
6.1 Design Overview
The gradient model toolkit was designed to allow system administrators to measure new
and unknown gradient models in a distributed system. The main goals in designing the
gradient model toolkit were 1) to allow users to easily define and measure new gradient
models; and 2) to allow users to easily incorporate the new gradient models into their own
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applications, e.g., controllers or optimization frameworks. Additionally, it is important for
a gradient model to be accurate and remain accurate as the system changes.
To meet those goals, we chose a centralized architecture in the toolkit. Each node in the
system runs an agent. A master orchestrates all the agents to collect data and execute the
runtime gradient measurement algorithm. The master can co-locate with an agent or run
in a separate node. The clock of the master is used as the global clock. Each of the agents
keeps track of its clock offset with the master. Hence, the agents and the master share the
same global clock, and the master can easily synchronize the operations across different
remote agents when it executes the gradient measurement algorithm. We do not directly
modify the clock in the agent, because such an action might be intrusive to the running
system and interfere with other applications.
To allow users to easily define and implement new and unknown gradient models, the
toolkit only implements the general logic and flow of the runtime gradient measurement
algorithm and requires the user to provide the actual time series data through the use of a
plug-in system. To define and implement a new gradient model, the user simply needs to
implement the injector to inject the perturbation signal, implement the sensors to collect
required time series data, and specify some meta-information, e.g., the form of the basis
function in the gradient model. Then the toolkit will automatically invoke the injector and
sensors at runtime to compute the gradient models using the meta-information.
To estimate the gradient, the master needs to collect and process data from different
remote agents. To ease the storage and retrieval of the data, we use database software
to store the collected data centrally. The commercial database software provides robust
concurrency control over data access, which makes it a good fit for our purposes because
multiple agents might be collecting data concurrently. Also, the database software provides
easy, efficient, and structural retrieval of the collected data, so the master can read the time
series from the database and process it with little effort.
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Finally, to allow users to easily incorporate the gradient model into their own applica-
tions, we have designed a simple API. The API provides only two basic functions: measur-
ing the gradient at the current operating configuration, and measuring the current operating
configuration. Users can invoke the runtime gradient measurement in their own applica-
tions using the API.
6.2 Architecture
Master!
Database!
Host! Host! Host!
Agent! Agent!Agent!
Figure 6.1: Toolkit architecture
Figure 6.1 shows the high-level architecture of the gradient model toolkit. Remote
agents are installed at each node in the system, and the master coordinates the remote
agents to execute the runtime gradient measurement algorithm. A database is set up at a
node, and all the collected data are stored in the database. Figure 6.2 shows the detailed
design of the toolkit.
6.2.1 Master
The master uses a multithreaded architecture. It consists of a time server thread, a gradient
measurement thread, and multiple agent container threads. The time server thread runs
the time server and maintains a connection with each agent. The gradient measurement
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Time Client!Time Server!
Proxy!
Gradient module!
Agent 
coordinator!
DB access!
DB access!
Injectors!
Database!
API!
Master! Agent!
Sensors!
Gradient 
definition!
Time!
Control!
Data!
Figure 6.2: The detailed design
thread consists of two modules, the measurement module and the agent coordinator. The
measurement module implements the general logic and flow of the gradient measurement
algorithm. It uses the agent coordinator to coordinate the remote agents to inject perturba-
tions and collect measurement data. The measurement module accesses the collected time
series data from the remote agent through a database access module. The database access
module provides a simple interface that the other module can use to access the time series
data written by multiple remote agents. The master also spawns a container thread for each
remote agent. The container is responsible for managing the life cycle of a remote agent.
It starts the remote agent on a node in the system automatically when the master starts, and
stops it when the master stops.
6.2.2 Agent
The agents also use a multithreaded architecture. It consists of a time client thread, a proxy
thread, and multiple sensor and injector threads. A time client contacts the time server in
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the master periodically to estimate its time offset with the master. The proxy listens to
the agent coordinator running in the master and executes commands locally on behalf of
the master. It invokes the sensor and injector threads to inject perturbations and collect
measurement data. The sensors and injectors write the collected data into the database
through a general database access module in the agent.
6.2.3 Communication
The master communicates with the agents using three separate channels: the time channel,
the control channel, and the data channel. Each agent keeps a dedicated connection with
the master for time synchronization. To coordinate the agents to measure gradient models,
another dedicated connection is maintained between the master and each agent, and all the
commands from the master will be sent to the agent using the connection. Finally, each
agent writes its collected measurement data to a central datastore, where the master reads
the data.
6.2.4 API
To allow users to use the gradient models in their own applications, we designed a simple
API. It has two simple interfaces. First, given the description of the gradient model to be
measured and a set of required parameters, it automatically starts the measurement process
to measure the designated gradient model and returns the measurement result. Second,
given a list of sensors and a set of parameters that describe where and how these sensors
should be invoked, it automatically invokes the sensors to collect the requested data and
returns the collected data. Generally speaking, users can use the first interface to measure
the gradient model at the current operating configuration, and use the second interface to
measure the current operating configuration at which the gradient model is being estimated.
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Also, the user can use the second interface to passively monitor the system and detect when
the gradient model is no longer accurate.
6.3 Implementation
We implemented the gradient model toolkit in Python. We chose Python because of its
efficiency, flexibility, and simplicity. Also, the gradient model measurement algorithm is
not performance-critical; hence, even though Python is an interpreted language, it should
not affect the accuracy of the gradient model measurement. We have built the toolkit into a
standard Python package that can be easily installed using standard Python setuptools. In
the following, we will present in detail the implementation of the gradient model toolkit.
6.3.1 Starting the Toolkit
When we start the toolkit, a time server thread will start immediately in the master. Then,
the master will spawn multiple ssh remote sessions in which the agent process at each
remote node is started. As soon as an agent is started at a remote node, it will immediately
spawn a time client thread to synchronize its clock with the time server. After that, a
proxy thread will be spawned in the agent, and it will create a connection to the agent
coordinator in the master, and then listen to the coordinator for commands from the master.
At that point, the toolkit has properly started and is ready to accept API calls from the user
application.
6.3.2 Communications between the Master and the Agents
The master maintains two separate TCP connections with each remote agent, one for time
synchronization and one for remote control. The data transmitted over these connections
are in the form of a Python dictionary. To be platform-independent, we use the Python
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pickle module to convert the Python dictionary into a byte stream before sending it out.
Upon receiving the data, the receiver converts the byte stream back into the Python dictio-
nary using the unpickling algorithm.
To synchronize the clocks, we use Cristian’s Algorithm [38]. The time client running
in the remote agent initiates the clock synchronization request to the time server by sending
its local time T0. Upon receiving the request, the time server responds by adding its current
local time T1 (the global time) into the received packet and sending it back. When the
time client gets the reply at T2 (in the client’s local time), it uses the data in the packet to
estimate the Round Trip Time (RTT ) between the master and the agent, and computes its
clock offset against the master as T2/2−T1/2 +T0/2. We can improve the accuracy of the
time synchronization by repeating the above process and taking the average.
The master coordinates the agents to invoke injectors and sensors by sending com-
mands using a separate TCP connection. The current implementation supports two types
of commands. The first type of commands is those that invoke the injectors and sensors
in the remote client. The master sends a Python dictionary to the agents and includes the
names of plug-ins together with the parameters that are needed in order to instantiate them.
The second type of commands is those that control the life cycle of the remote agents, e.g.,
to stop the remote agent immediately.
We implemented the central datastore using MySQL database software. The remote
agents commit their collected data to the database, and the master reads the data from the
database. We designed a general database table to store the measurement data. The schema
of the table is shown in Table 6.1. The table contains five columns: time, type, sub-type,
target, and value. The time field stores the global time when the measurement is taken.
Right now, it supports precision up to one microsecond. The type field stores the name of
the plug-in used to take the measurement, e.g., a response time sensor. The sub-type field
further categorizes the measurement data collected by a plug-in. For example, a response
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id Time Type Sub-type Target Value
1293376 1309202646940 ResponseTimeSensor ViewItem (’130.126.140.26’,) 343541
1293476 1309202646503 LatencySensor (’130.126.140.26’, ’130.126.143.80’) 16100
1293377 1309202646229 ResponseTimeSensor StoreBid (’130.126.140.26’,) 257162
1293378 1309202646068 ResponseTimeSensor PutBid (’130.126.140.26’,) 457015
1293379 1309202645897 ResponseTimeSensor StoreBid (’130.126.140.26’,) 322495
1293380 1309202645828 ResponseTimeSensor ViewItem (’130.126.140.26’,) 185428
1293381 1309202645743 ResponseTimeSensor PutBid (’130.126.140.26’,) 307709
Table 6.1: Time series database table
time sensor collects the response time of different types of transactions, e.g., “buy item,”
“sell item,” and “view item.” The target field stores the system element whose attribute is
measured by the plug-in. For example, the target can be a single node or a network link.
Finally, the value field stores the measured value. For the response time sensor, the value
field stores the response time of a transaction.
The user plug-ins are implemented as Python classes. Currently, the toolkit supports
two plug-in types, injectors and sensors. The toolkit provides a template class for each
plug-in type. The template class implements the general flow and logic for collecting mea-
surement data and injecting perturbations. To implement new plug-ins, users simply need
to implement the specific mechanics to collect the required data or inject perturbations for
their own purposes.
6.4 Hello World Application
To use the gradient model toolkit, we need to configure the toolkit, implement the injector
and sensor plug-ins, and define the gradient model using a template. In the following, we
will use a “hello world” application to demonstrate how to use the gradient model toolkit
in real deployments.
Browser Link Gradient
In the hello world application, we will measure the new gradient model, the browser link
gradient. The browser link gradient quantifies how much the browser rendering time of a
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Web page changes in response to a latency change of the link from the client to the remote
site. For example, when the browser loads the web page http://www.apple.com, it will pull
content from remote domains that include http://www.apple.com, http://images.apple.com,
and http://fls.doubleclick.net. Then the browser link gradient of the link from the client
browser to each remote domain tells how the RTT of the link affects the loading time of
http://www.apple.com.
Plug-in Implementations
To measure the browser link gradient, we need to provide the toolkit with two plug-ins: a
Web-page loading-time sensor and a link latency injector. The Web-page loading-time sen-
sor collects measurements of the loading time of a Web page, and the link latency injector
injects delay at the link from the client to the remote domain. The implementation of the
Web-page loading-time sensor is shown in Listing 6.1. As can be seen, the PageLoading-
TimeSensor inherits the general Sensor template provided by the toolkit, and implements
the run() method to collect the loading time of a Web page. At the end of the run() method,
it uses the add() function, which is implemented in the Sensor template, to store the mea-
surement point into the database.
Listing 6.1: Implementation of PageLoadingTimeSensor
1 import s y s
s y s . p a t h . append ( ’ . . / ’ )
3 import os
import r e
5 import p c o n f i g as pc fg
import t ime
7 import g m t o o l k i t . u t i l a s u t i l
from g m t o o l k i t . p l u g i n . s e n s o r import ∗
9
c l a s s PageLoadingTimeSensor ( S en so r ) :
11
def i n i t ( s e l f , params , t y p e ) :
13 s e l f . h o s t = params [ ’ t a r g e t ’ ] [ 0 ]
s e l f . i n t e r v a l = params [ ’ i n t e r v a l ’ ]
15 s e l f . n i t e r = params [ ’ n u m i n t e r v a l ’ ]
s e l f . t e s t p a g e = params [ ’ t e s t p a g e ’ ]
17 s e l f . t y p e = t y p e
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Se ns o r . i n i t ( s e l f )
19
def run ( s e l f ) :
21 c u r r e n t t i m e = u t i l . ge tTime ( )
ppn = os . popen ( ’ s s h %s@%s ” py thon b r o w s e r e m u l a t o r . py %d %d %s ” ’
% ( pc fg . REMOTE SERVER[ ’USER ’ ] , pc fg . REMOTE SERVER[ ’HOST ’ ] ,
u t i l . conve r tToSecond ( s e l f . i n t e r v a l ) , s e l f . n i t e r , s e l f .
t e s t p a g e ) )
23 f o r i t em in ppn :
# f i l t e r o u t t h e f i r s t and l a s t few l i n e s from t h e s a r
o u t p u t
25 f i e l d s = i t em . s p l i t ( )
s e l f . add ( ( c u r r e n t t i m e , s e l f . type , ’ ’ , ( s e l f . hos t , ) , i n t (
f l o a t ( f i e l d s [ 0 ] ) ∗1000000) ) )
27 c u r r e n t t i m e = c u r r e n t t i m e + s e l f . i n t e r v a l
s e l f . commit ( )
Listing 6.1 (cont.)
The implementation of the link latency injector is shown in Listing 6.2. The Latency-
Injector class inherits the SquareInjector template, which implements the general square
wave injection function. The LatencyInjector simply needs to implement the method in-
ject() which changes the link latency from the client to a remote domain, and implements
the setup() and cleanup() methods to set up and clean up the injection environment.
Listing 6.2: Implementation of LinkLatencyInjector
1 import s y s
import os
3 import r e
from s u b p r o c e s s import c a l l
5 s y s . p a t h . append ( ’ . . / ’ )
from g m t o o l k i t . p l u g i n . s q u a r e i n j e c t o r import S q u a r e I n j e c t o r
7 import l o g g i n g
import s o c k e t
9
def getNumberOfMaskBits ( i p ) :
11 n u m b i t s = 32
c l a s s e s = i p . s p l i t ( ’ . ’ )
13 c l a s s e s . r e v e r s e ( )
f o r c l s in c l a s s e s :
15 i f c l s != ’ 0 ’ :
break
17 e l s e :
n u m b i t s −= 8
19 re turn n u m b i t s
21 c l a s s L a t e n c y I n j e c t o r ( S q u a r e I n j e c t o r ) :
’ l a t e n c y i n j e c t o r u s i n g t h e netem k e r n e l module ’
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23 def i n i t ( s e l f , params , t y p e ) :
s e l f . s r c = params [ ’ t a r g e t ’ ] [ 0 ]
25 s e l f . n u m s r c m a s k b i t s = getNumberOfMaskBits ( s e l f . s r c )
s e l f . d e s t = params [ ’ t a r g e t ’ ] [ 1 ]
27 s e l f . n u m d s t m a s k b i t s = getNumberOfMaskBits ( s e l f . d e s t )
s e l f . e i f = params [ ’ e i f ’ ]
29 s e l f . l o g g e r = l o g g i n g . g e t L o g g e r ( ’ a g e n t ’ )
S q u a r e I n j e c t o r . i n i t ( s e l f , type , params [ ’ p e r i o d ’ ] , params [ ’
num per iod ’ ] , params [ ’ i n t e r v a l ’ ] , params [ ’ t a r g e t ’ ] , params [ ’
low ’ ] , params [ ’ h igh ’ ] )
31
def s e t u p ( s e l f ) :
33 # g e t t h e c u r r e n t l a t e n c y and s e t u p t h e r e q u i r e d t c r u l e s and
f i l t e r s
s e l f . c u r r e n t v a l u e = 0 . 0
35 ppn = os . popen ( ’ t c q d i s c show dev %s ’ % ( s e l f . e i f ) )
l i n e s = ’ ; ’ . j o i n ( ppn . r e a d l i n e s ( ) )
37 p a t t e r n = r e . compi l e ( ’ d e l a y ( [ . \ d ] + ) ms ’ )
matches = p a t t e r n . f i n d a l l ( l i n e s )
39 i f l e n ( matches ) > 0 :
s e l f . c u r r e n t v a l u e = f l o a t ( matches [ 0 ] )
41 se tup cmd = ’ t c f i l t e r d e l dev %s p r o t o c o l i p p a r e n t 1 : 0
p r i o 3 ; t c f i l t e r add dev %s p r o t o c o l i p p a r e n t 1 : 0 p r i o
3 u32 match i p s r c %s /%d match i p d s t %s /%d f l o w i d 10 :3
’ % ( s e l f . e i f , s e l f . e i f , s e l f . s r c , s e l f .
n u m s r c m a s k b i t s , s e l f . d e s t , s e l f . n u m d s t m a s k b i t s )
e l s e :
43 se tup cmd = ’ t c q d i s c add dev %s r o o t h a n d l e 1 : p r i o ; t c
q d i s c add dev %s p a r e n t 1 : 3 h a n d l e 3 0 : netem d e l a y 0ms ;
t c f i l t e r add dev %s p r o t o c o l i p p a r e n t 1 : 0 p r i o 3 u32
match i p s r c %s /%d match i p d s t %s /%d f l o w i d 10 :3 ’ % (
s e l f . e i f , s e l f . e i f , s e l f . e i f , s e l f . s r c , s e l f .
n u m s r c m a s k b i t s , s e l f . d e s t , s e l f . n u m d s t m a s k b i t s )
c a l l ( se tup cmd , s h e l l =True )
45
def c leanUp ( s e l f ) :
47 # r e s t o r e t h e l a t e n c y b e f o r e i n j e c t i o n
c l ean cmd = ’ t c q d i s c change dev %s p a r e n t 1 : 3 h a n d l e 3 0 : netem
d e l a y %fms ; t c f i l t e r d e l e t e dev %s p r o t o c o l i p p a r e n t 1 : 0
p r i o 3 ’ % ( s e l f . e i f , s e l f . c u r r e n t v a l u e , s e l f . e i f )
49 c a l l ( c lean cmd , s h e l l =True )
51 def i n j e c t ( s e l f , v a l u e ) :
s e l f . l o g g e r . i n f o ( ’ i n j e c t i n g %s ms d e l a y ’ % ( v a l u e ) )
53 i n j e c t c m d = ’ t c q d i s c change dev %s p a r e n t 1 : 3 h a n d l e 3 0 : netem
d e l a y %fms ’ % ( s e l f . e i f , v a l u e + s e l f . c u r r e n t v a l u e )
c a l l ( i n j e c t c m d , s h e l l =True )
Listing 6.2 (cont.)
From the above examples, we can see that to implement a new plug-in, users simply
need to focus on the mechanics that collect the data or inject perturbations in the real sys-
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tem. The toolkit will automatically invoke the plug-ins at runtime and handle the concurrent
access to the database among multiple plug-ins, which makes it easy for users to measure
new gradient models.
Defining the New Gradient Model
It is easy to define a new gradient model. Users simply provide the names of the sensors
to collect the required data, the name of the injector to inject perturbations, and the basis
function form. The definition of the browser link gradient model is shown in Listing 6.3.
As can be seen, we use the identity function as the basis function. By default, the first
sensor is the sensor that collects the measurement data for the numerator in the first-order
derivative. The inputs of the basis function are the outputs of the other sensors and the
injector. Finally, users need to provide the names of the required parameters for the new
gradient model. The gradient measurement module will check that all the parameters listed
are present before it executes the gradient measurement algorithm.
Listing 6.3: Definition of the browser link gradient
# By d e f a u l t , c o n f i g [ ’ s e n s o r s ’ ] [ 0 ] i s t h e denomina tor m e t r i c .
2 # c o n f i g [ ’ params ’] i s t h e r e q u i r e d p a r a m e t e r s f o r t h e g r a d i e n t
measurement .
4 def i dFunc ( x ) :
re turn x
6
m e a s u r e m e n t c o n f i g = {
8 ’ s e n s o r s ’ : [ ’ PageLoadingTimeSensor ’ ] ,
’ i n j e c t o r s ’ : [ ’ L a t e n c y I n j e c t o r ’ ] ,
10 ’ b a s i s f u n c ’ : idFunc ,
’ params ’ : [ ’ l e n g t h ’ , ’ p e r i o d ’ , ’ num per iod ’ , ’ i n t e r v a l ’ , ’ low ’ , ’
h igh ’ , ’ t a r g e t ’ , ’ d t a r g e t ’ , ’ t y p e ’ , ’ d t y p e ’ , ’ e i f ’ , ’ t e s t p a g e ’
] ,
12 }
Configuring the Environment
The gradient model toolkit was built for general distributed systems. For a specific de-
ployment scenario, the users are required to configure the environment properly to reflect
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the current deployment configuration. Specifically, the users need to provide the location
of the database, the nodes where the agents run, and the location of the time server. The
configuration for the browser link gradient is shown in Listing 6.4.
Listing 6.4: Deployment configuration
1 DATABASE = {
’ENGINE ’ : ’ mysql ’ ,
3 ’NAME’ : ’ gmt ’ ,
’USER ’ : ’ mysql ’ ,
5 ’PASSWORD’ : ’ r u b i s ’ ,
’HOST ’ : ’ 1 3 0 . 1 2 6 . 1 4 3 . 8 0 ’ ,
7 ’PORT ’ : 3306 ,
}
9
TIME SERVER = {
11 ’HOST ’ : ’ 1 3 0 . 1 2 6 . 1 4 0 . 2 6 ’ ,
’PORT ’ : 3244 ,
13 }
15 AGENT = {
’PORT ’ : 1346 ,
17 }
19 USER = ’ r o o t ’
21 HOSTS = [ ’ 1 3 0 . 1 2 6 . 1 4 0 . 2 6 ’ ]
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CHAPTER 7
Summary and Conclusions
By three methods we may learn wisdom: first, by reflection, which is noblest;
second, by imitation, which is easiest; and third, by experience, which is the
bitterest.
— Confucius (circa 551-479 B.C.)
This thesis presented the gradient model technique for performance prediction and con-
trol in multitier systems. Specifically, we presented three gradient models: the link gradi-
ent, CPU gradient, and workload gradient. We conducted extensive evaluation of these
gradient models in different real-world settings. Furthermore, a tool for measuring gen-
eral gradient models is described. This chapter briefly summarizes the contributions put
forward in this thesis and attempts to draw conclusions.
7.1 Summary of Research Contributions
7.1.1 Gradient Model Theory
In Chapter 2, we presented the gradient model theory for performance prediction and con-
trol. The gradient quantifies the impact of changes in an element attribute on the end-to-
end performance of the system. With the gradient model, we can do linear prediction of
the end-to-end performance accurately within a local operating region. Specifically, we de-
fined three gradient models: the link gradient, workload gradient, and CPU gradient. The
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link gradient quantifies the rate of change in the end-to-end response time in respond to
the network link latency change. The workload gradient quantifies the impact of changes
in the workload rate on the resource utilization of the system. The CPU gradient quanti-
fies the impact of changes in the CPU frequency of a physical CPU or the VM capacity
assigned to a VM on the end-to-end response time of the system. In the CPU gradient, we
presented our basis function technique to model nonlinearity. The basis function concept
can easily be extended for use in other gradient models. Then, we introduced the gradient
measurement framework. We presented the signal injection and spectral analysis technique
to compute the gradient model at runtime with lightweight perturbation. Also, we pre-
sented the passive estimation technique for systems in which perturbation is not allowed.
Finally, we presented the runtime gradient recalibration algorithms. We proposed a simple
approach that simply remeasures gradients when the current gradient is no longer accurate,
and a model-based approach that uses all measured gradient models to make a prediction
at a new operating point.
7.1.2 Link Gradient
In Chapter 3, we presented the implementation of the link gradient in real systems. Two
different techniques to inject packet delay in Linux were discussed and evaluated. We
presented the detailed runtime gradient measurement algorithm in the context of the link
gradient. In addition, we conducted a sensitivity analysis of the measurement parameters
on the accuracy of the gradient measurement algorithm. The result indicates that the best
way to improve the accuracy and stability of the results while minimizing intrusiveness is
to increase the number of sampling points per measurement phase, and that the second best
way is to increase the delay scale factor. Then, we evaluated the predictive power of the
link gradient in different settings. The result shows that the link gradient can predict the
end-to-end response time under different communication patterns and different workload
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environments. Finally, we demonstrated the usefulness of the link gradient by using it to
guide per-transaction response time optimization in a multiple-application environment.
The results show that we are able to reduce the transaction response time significantly by
routing the transaction optimally using link gradients.
7.1.3 CPU Gradient
In Chapter 5, we presented the implemention of the CPU gradient in real systems. First,
we evaluated the predictive power of the frequency gradient in our local testbed. Then, we
evaluated the predictive power of the VM capacity gradient in two different testbeds: one
representing an old commercial server system and one representing a modern multicore
server system. The results show that the CPU gradient is able to predict the end-to-end
response time accurately in different communication patterns. We demonstrated the use-
fulness of the CPU gradient by using the CPU gradient as the response time predictor in
an energy controller in a multiple-application deployment. The results show that the en-
ergy controller can save a significant amount of energy while maintaining application SLA
conformance.
7.1.4 Gradient Model Toolkit
In Chapter 6, we presented the gradient model toolkit. The toolkit was created to give
users an easy way to implement new gradient models and use the gradient models in their
own applications. The toolkit was designed using a centralized architecture. Agents are
deployed in different nodes in the system, and a master orchestrates all the agents to collect
measurement data and execute the gradient measurement algorithm. The toolkit uses a
plug-in system, which allows users to implement their sensors and injectors as plug-ins
and implements new gradient models through a template. We designed a simple API for
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the toolkit to facilitate integration of the gradient model into user applications. Finally, we
used a hello world application to illustrate the use of the toolkit.
7.2 Conclusions
As Web services prevails on the Internet, and as the software and hardware become more
complicated, the demands for performance prediction and control of Web services are in-
creasing. Therefore, researchers are actively seeking methods for designing efficient run-
time techniques that can predict the end-to-end performance of Web services. In this the-
sis, we proposed the gradient model technique to address that challenge. Our main goal
has been to design a runtime performance prediction technique that can be used with any
multitier application with little knowledge of the application.
The philosophy behind the gradient model is to model a running system by combining
locally accurate first-order model, high-level system knowledges and a lightweight runtime
measurement technique. Specifically, the basis function is used to incorporate high-level
system knowledge into the runtime model. The runtime gradient measurement framework
makes it possible to measure gradient models cheaply at runtime; this makes it possible
to use first-order models. The gradient model technique greatly reduces system modeling
effort by incorporating runtime measurements into the picture. Because of its simplicity,
the gradient model does not require detailed application knowledge and can be applied
to new scenarios with little effort, making it an attractive modeling technique for running
systems.
The limitations of the gradient model technique include the fact that the derivation of
the gradient measurement theory is based on the steady-state and time-invariant system
assumptions. During time periods when the system changes quickly. it will be difficult for
the runtime gradient measurement framework to estimate the gradient model accurately. In
such cases, there is no recourse but to wait for the system to become stable before executing
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the gradient measurement algorithm. Alternatively, if necessary, offline construction of the
gradient model is also possible.
Another limitation, or unclear area, is the problem of choosing a basis function. The
basis function is a useful concept for modelling nonlinearity; however, to derive an effective
basis function, expertise and knowledge of the underlying system are required. Although
we have shown that the M/G/1 PS queuing model in the CPU gradient makes a good basis
function for modelling the nonlinearity due to the queuing effect, generally speaking, our
approach still depends on modelers to design a good basis function in order for the gradient
model to work effectively in other scenarios.
7.3 Future Work
In the future, we plan to explore the possibility of improving the prediction range of the
gradient techniques. One direction might be to apply different basis function forms in
different system operating ranges. One could then construct a piecewise function and use it
as the basis function for the gradient model of the system. Also, we plan to further reduce
the overhead of the gradient recalibration algorithm. Currently, the model-based gradient
recalibration uses a simple first-order model to predict the prediction error. We believe
better models can be used to further reduce the need for runtime gradient recalibration.
We are also considering the possibility of combining multiple gradient models. Com-
bining multiple gradient models can be very useful in practice. For example, we can com-
bine CPU gradients and link gradients to find the optimal placement strategy to minimize
energy consumption and response time of a distributed application. To do so, we need to
answer the following research questions. 1) How do we measure multiple gradients in par-
allel at runtime? 2) How do we choose the basis function? And 3) how do we recalibrate
multiple gradients at runtime?
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Finally, we want to apply the gradient models to more system knobs, such as, disk I/O,
memory, and network bandwidth. We will address the new challenges for the new system
knobs and further generalize the gradient model technique.
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