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Abstract
Magnetic confinement fusion reactors suffer severely from heat and particle
losses through turbulent transport, which has inspired the construction of ever
larger and more expensive reactors. Numerical simulations are vital to their
design and operation, but particle collisions are too infrequent for fluid descrip-
tions to be valid. Instead, strongly magnetised fusion plasmas are described by
the gyrokinetic equations, a nonlinear integro-differential system for evolving
the particle distribution functions in a five-dimensional position and velocity
space, and the consequent electromagnetic field. Due to the high dimension-
ality, simulations of small reactor sections require hundreds of thousands of
CPU hours on cutting-edge High Performance Computing platforms.
We develop a Hankel–Hermite spectral representation for velocity space that
exploits structural features of the particle streaming, gyroaveraging, and colli-
sion terms in the gyrokinetic system. This representation exactly conserves a
discrete free energy in the absence of explicit dissipation, while our Hermite
hypercollision operator captures Landau damping with as few as ten variables.
Calculation of the electromagnetic fields also becomes purely local. This
eliminates all inter-processor communication in, and hence vastly accelerates,
searches for linear instabilities. We implement these ideas in SPECTROGK, an
efficient parallel code.
Turbulent fusion plasmas may dissipate free energy through linear phase mix-
ing to fine scales in velocity space, as in Landau damping, or through a non-
linear cascade to fine scales in physical space, as in hydrodynamic turbulence.
Using SPECTROGK to study saturated electrostatic drift-kinetic turbulence in
Cartesian geometry, we find that the nonlinear cascade completely suppresses
linear phase mixing at energetically-dominant scales, so the turbulence is fluid-
like. We use these observations to derive Fourier–Hermite spectra for the
electrostatic potential and distribution function, and confirm these spectra with
SPECTROGK simulations.
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Part I
Introduction
1
Chapter 1
Fusion, turbulence, and gyrokinetic
theory
1.1 Motivation
The world needs energy. Global energy consumption is around 6 × 1020 J per year—
an average power of 20 TW—with usage growing at around 2% per year.1 Indeed, even
though global consumption fell in 2009 as a result of the financial crisis, consumption in
Asia and Oceania still grew by 5%—a salient reminder of the future pressures on energy
production from increasing consumption and population growth.
Current energy production is dominated by fossil fuels—oil, coal and natural gas—
which account for 87% of global production [2]. Producing energy by burning fossil fuels is
simple and cheap, but produces greenhouse gases like carbon dioxide, and other pollutants.
Moreover, reserves are limited. Estimates are very rough, relying on future consumption
and resource discovery, but proven reserves of coal will last 100 years at current production
rates, while oil and gas reserves will last 50 years [2].
The other contributions to global energy production are from hydroelectric power (7%),
nuclear fission (4%) and renewable energies (2%) [2]. Hydroelectric power is severely
limited by geography. Nuclear fission also has its problems, particularly with the need to
store radioactive waste, with political and security concerns, and with its susceptibility to
meltdown in the case of accident, attack or, as seen at Fukushima in 2011, natural disaster.
Renewable energies, like solar or wind, are still in their infancy. These struggle with cost
efficiency, and are only viable in the UK due to government subsidy.2
1Based on the U.S. Energy Information Administration’s estimates for the years 1980–2012. Global
consumption for 2012 quoted as 528.797× 1015 Btu. [1]
2Renewable energy is subsidized by the U.K. Government at £50 per MWh, compared to subsidies for
nuclear fission (≥£33/MWh), gas (£4/MWh), oil (55p/MWh) and coal (20p/MWh) [3].
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A better prospect for clean, safe and large-scale energy production is nuclear fusion.
Nuclear fusion could power the whole world using only a tiny fraction of the amount of
fuel required in nuclear fission or in burning fossil fuels. Fusion has no carbon dioxide
emissions, no meltdowns, and no radioactive waste (save decommissioned fusion reactors,
which would decay to safe levels after 50 years [4]). Instead its product is helium, which
is not only harmless and useful for applications like magnetic resonance imaging, but also
a finite commodity which is relatively scarce [5].
These are, unfortunately, the same arguments for fusion that have been made for the last
seventy years. But nuclear fusion’s now long-standing reputation as a promising future en-
ergy source belies the extraordinary progress made by fusion research. In the period 1970–
2000, the fusion triple product, the accepted measure of fusion performance, increased by
a factor of 10,000—a rate of improvement that outstrips Moore’s law for the growth of
the number of transistors on a chip [6]. While that technology transformed society with
personal computers and laptops and tablets and smartphones, nuclear fusion’s moment is
yet to come, awaiting an elusive further factor of 6 that would take the fusion triple product
from the current best performance into the realm of a viable fusion power plant [6].
1.2 Nuclear fusion
What are the methods, and challenges, of nuclear fusion? In nuclear fusion, we recreate
one of the simpler reactions which sustain the sun: deuterium–tritium fusion. When one
nucleus of deuterium and one of tritium fuse, they produce 17.6 MeV of energy divided
between the reaction products: a helium nucleus (with 3.5 MeV of kinetic energy) and a
neutron (with 14.1 MeV) [7]. Assuming a rate of 1021 reactions per second, only 10 mg
per second of fuel provides 1 GW of power [assuming 30% reactor efficiency, 8]. That
is, 3500 tonnes of fuel per year would power the whole world, equivalent to 8400 million
tonnes of oil [9]. Deuterium is readily available in seawater [10], and while tritium itself is
rare, it may be “bred” using lithium and the neutron produced in the reaction. Lithium too
is abundant in seawater [10].
We thus have a fuel cycle, and fuel which may be refined from seawater. What is the
challenge? This: for the deuterium and tritium nuclei to fuse, they must have enough energy
to overcome their mutual electrostatic repulsion. This requires temperatures of around
107 K. No known material can withstand this temperature to confine the fuel directly. Some
other method is required.
The most promising method exploits the full ionization of deuterium and tritium atoms
at these high temperatures. The electrons and ions dissociate to form a plasma, and in an
3
electromagnetic field experience the Lorentz force
F s = qs
(
E +
v ×B
c
)
, (1.1)
where s denotes the particle species (ion i or electron e), qs and v are the particles’ charge
and velocity, E and B are the electric and magnetic fields, and c is the speed of light. We
use Gaussian units throughout this thesis. A particle in a strong magnetic field (with no
electric field, E = 0) is constrained to move helically around a magnetic field line, with
frequency of gyration (cyclotron frequency, or gyrofrequency) Ωs = qsB/msc, where ms
is the particle mass and B = |B|. The radius of gyration (gyroradius) is ρs = v⊥/Ωs,
where v⊥ is velocity perpendicular to the magnetic field. The particle’s motion remains
centred around this field line, so the particle may be confined if field lines are made to form
closed surfaces. This is only possible for magnetic fields which are topologically a torus.
Thus in magnetic confinement fusion, the plasma is confined with a strong magnetic
field designed to form layers of closed toroidal surfaces called flux surfaces. There are
two main classes of magnetic confinement fusion device: tokamaks (which are axisymmet-
ric about the central axis) and stellarators (which have more intricate non-axisymmetric
shapes). Tokamaks are the more common device, so toroidal geometry is prevalent in fu-
sion theory and simulations (and is used in popular codes such as GS2 and GENE, discussed
in Chapter 2).
The problem facing fusion devices is that their confinement is not perfect. Two ef-
fects which degrade confinement are collisions and particle drifts. Collisions cause par-
ticles to be knocked from their field line onto another nearby, and so through multiple
collisions, particles can cross flux surfaces and escape from the device. This process is
called “classical transport”. Classical transport alone does not present a problem. In-
deed a typical tokamak volume of 10 m3 contains around 1022 particles, which collide
at a rate of roughly 4 × 1013 s−1cm−3. Thus each particle experiences collisions at a
rate τ−1c ∼ 4 × 10−2s−1. Each collision deflects a particle by a distance like the ion
gyroradius, typically ρi ∼ 5 × 10−4m, so that the random walk diffusion coefficient is
D ∼ ρ2i τ−1c ∼ 10−8m2s−1. Assuming a major radius of L ∼ 1m, the confinement time is
τ ∼ L2/D ∼ 108s. That is, if affected by collisions alone, a particle at the core takes a few
years to leave the machine.
A more significant effect occurs when collisions and particle drifts combine. Parti-
cle drifts are slow motions perpendicular to magnetic field caused by perturbations to the
equilibrium electric and magnetic fields in Lorentz’s law (1.1). The primary drifts (which
we derive in §2.2) are the E ×B drift due to perturbations to the electric field caused by
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motions of the particles, and the gradient-B and curvature drifts, which arise from inhomo-
geneities in the background magnetic field [11]. Tokamaks are designed so that outwards
drifts will, on average, be countered by inwards drifts. The problem is rather the combi-
nation of collisions and drifts. A particle may drift outwards, collide with another particle
and be knocked onto a new field line where it again drifts outwards. This process, called
“neoclassical transport”, is much more significant than classical transport. Neoclassical
transport has been extensively studied [12] and good estimates may be derived for its size
in various simple fusion devices [13]. Indeed, neoclassical transport is controllable, and
even including its effect, we could achieve fusion in a reactor with a minor radius as small
as 1m [14]—a “table-top tokamak”. The reason we are yet to achieve sustainable fusion is
transport from an altogether different and less well-understood phenomenon, that of plasma
turbulence.
1.3 Turbulence
Turbulence is a ubiquitous phenomenon in liquids, gases and plasmas, appearing as an
erratic and quickly-evolving mixture of eddies, vortices and jets. In strongly magnetized
fusion plasmas, turbulence manifests itself as fluctuations in the electromagnetic field, and
in plasma properties like density and temperature. It is the field fluctuations which de-
grade confinement. Magnetic field perturbations may deform the background magnetic
field, causing a very large loss of confinement. Fortunately, this effect is minimal in the
current generation of machines as the particle pressure is never large relative to the mag-
netic pressure [15]. Rather the problem is electric field perturbations which induce eddies
in the plasma flow that lie across magnetic field lines. These eddies rapidly convect parti-
cles across flux surfaces, leading to turbulent transport an order of magnitude larger than
neoclassical transport.
Moreover, turbulence is driven by ion temperature gradients [16–23] and electron den-
sity and temperature gradients [24–26]. High pressure at the core of the machine, as re-
quired for fusion at a commercially viable rate, necessitates a strong pressure gradient be-
tween the core and the edge. But since pressure is the product of density and temperature,
large pressure gradients mean large density and temperature gradients, so we find that tur-
bulence is driven by the very quantities we want to maximize. This leads to ever-increasing
machine sizes, since a larger machine means both that high core pressure can be achieved
with shallower gradients, and that particles must be transported further in order to escape
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the device. This explains the planned 837 m3 volume of the ITER tokamak3 currently under
construction in Cadarache, France, over five times the volume of its predecessor, the Joint
European Torus (JET), located at Culham, U.K. Such large sizes bring a raft of problems.
For one, devices are so expensive as to be only feasible through large international collabo-
rations. For another, the increased machine size presents engineering problems associated
with large heat loads, neutron fluxes and mechanical stresses on the tokamak’s material
wall.
To progress we must not only mitigate turbulence, but understand and control it. This is
now the focus of much experimental and theoretical work. Experimentalists have created
“transport barriers”, annular regions of laminar flow about the tokamak core [29, 30]. By
their suppression of turbulence, these allow much steeper temperature gradients and there-
fore higher core pressures. Theoreticians too have studied mechanisms for suppressing
turbulence and creating transport barriers, such as shear flow [31].
The nature of turbulence means progress with theory is very difficult. Turbulence is
an inherently nonlinear phenomenon. Thus analytic solutions are rare, and understanding
comes from scaling theories and numerical simulations. Moreover, there are additional
problems particular to strongly magnetized plasma turbulence that do not arise in fluid
turbulence.
Firstly, plasma turbulence spans multiple scales in space and time. The turbulent fluctu-
ations depend on scale, and behaviour changes as the scale first crosses the ion gyroscale ρi,
then the electron gyroscale ρe. These scales are well-separated from one another, ρi  ρe,
and from the system size L ρi, the scale of bulk movement of the plasma. Similarly, the
typical timescale for plasma dynamics is well-separated from other timescales, being much
slower than the timescale Ω−1s for particle gyration, but much faster than the timescale τ
for transport and the background field evolution.
In addition, plasma turbulence is kinetic. That is, it is characterized by effects—like
Landau damping discussed in Chapter 3—which must be explained in terms of the inter-
action of particles with the electromagnetic field (a kinetic description), rather than solely
in terms of macroscopic variables, like density, momentum and temperature (a fluid de-
scription). This means that kinetic models must include velocities, as well as positions, as
coordinates. Consequently kinetic models are higher-dimensional than fluid models, and
thus much more computationally challenging.
3This formerly stood for “International Thermonuclear Experimental Reactor”, though there is no mention
of this in official literature [27]. It is widely held that the word “experimental” proved unpopular in the
context. Now the name is simply iter, “the way” in Latin [28].
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1.4 Fluid, kinetic and gyrokinetic theory
We now discuss the mathematical description of gases and plasmas. We first consider
the case of a dilute gas of monatomic, neutral particles. The system is described by the
distribution function f˜(x,v, t), the number density of particles at position x moving with
velocity v at time t. It evolves according to the Boltzmann equation
∂f˜
∂t
+ v · ∇f˜ = νCB[f˜ , f˜ ], (1.2)
where νCB is the Boltzmann collision operator describing collisions between pairs of parti-
cles with frequency ν. Collisions between three or more particles are negligibly infrequent.
Collisions between pairs of particles conserve mass, momentum, and energy, so the follow-
ing three integrals of the collision operator vanish:∫
d3v CB[f˜ , f˜ ] = 0, (1.3a)∫
d3v vCB[f˜ , f˜ ] = 0, (1.3b)∫
d3v
1
2
|v|2CB[f˜ , f˜ ] = 0. (1.3c)
Other moments of CB typically do not vanish.
Macroscopic quantities of the gas are given by velocity moments of f˜ . The first few are
n(x, t) =
∫
d3v f˜(x,v, t), (1.4a)
u(x, t) =
1
n
∫
d3v vf˜(x,v, t), (1.4b)
T (x, t) =
1
3n
∫
d3v |v − u|2f˜(x,v, t), (1.4c)
respectively the number density, bulk velocity, and temperature in so-called energy units
where T 1/2 is the isothermal (Newtonian) sound speed. In a fluid description, we replace
the Boltzmann equation (1.2) for the distribution function f˜ with a system of equations
for macroscopic quantities, moments of distribution function like n, u and T . Taking
moments of the Boltzmann equation (1.2) corresponding to the integrals (1.3), we derive
three macroscopic conservation laws
∂(mn)
∂t
+∇ · (mnu) = 0, ∂
∂t
(mnu) +∇ ·Π = 0, ∂E
∂t
+∇ ·F = 0, (1.5)
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where m is the particle mass. The energy density E , momentum flux Π, and energy fluxF
are defined by further moments of f˜ :
E = m
∫
d3v
1
2
|v|2f˜(x,v, t), (1.6a)
Π = m
∫
d3v vvf˜(x,v, t), (1.6b)
F = m
∫
d3v
1
2
v|v|2f˜(x,v, t). (1.6c)
The evolution equations for n, u, E (1.5) are not closed as the fluxes Π and F are un-
known. We could find evolution equations for these fluxes by taking further moments of
the Boltzmann equation,
∂Π
∂t
+∇ ·
(
m
∫
d3v vvvf˜
)
= νm
∫
d3v vvCB[f˜ , f˜ ] 6= 0, (1.7a)
∂F
∂t
+∇ ·
(
m
∫
d3v
1
2
vv|v|2f˜
)
= νm
∫
d3v
1
2
v|v|2CB[f˜ , f˜ ] 6= 0, (1.7b)
but then these depend on yet higher unknown moments. In fact, this is a generic problem—
the “closure problem”—which arises in taking moments of kinetic equations like (1.2):
the evolution of the nth moment will always depend on the (n + 1)th moment because
of the velocity in the streaming term v · ∇f˜ . One may close the system (and thereby
produce a fluid model) by defining the (n + 1)th moment in terms of known quantities.
In the simplest model, the Euler equations, one motivates definitions for E , Π and F by
noting that if collisions in a gas are frequent, the collision frequency ν is large relative
to expected hydrodynamic timescales. The evolution equations for all moments except n,
u and E have a collision term on the right-hand side. Thus in the limit of very frequent
collisions, the right-hand side dominates all moment equations. It is therefore reasonable
to set CB[f˜ , f˜ ] = 0. This equation is solved by the Maxwell–Boltzmann distribution
f˜ (0)(x,v, t) =
n(x, t)
[2piT (x, t)]3/2
exp
(
−|v − u(x, t)|
2
2T (x, t)
)
. (1.8)
Substituting this into (1.6) gives
E = 1
2
m|u|2 + 3
2
mnT, Π = mnuu+mnT I, F = 1
2
mnu|u|2 + 5
2
mnTu, (1.9)
which on further substitution into (1.5) yields the Euler equations for n, u and T ,
∂n
∂t
+∇ · (nu) = 0, (1.10a)
mn
(
∂u
∂t
+ u · ∇u
)
+∇(mnT ) = 0, (1.10b)
3
2
mn
(
∂T
∂t
+ u · ∇T
)
+mnT ∇ · u = 0. (1.10c)
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The Euler equations are in fact the leading order result of the Chapman–Enskog expansion
[32], where the distribution function in the Boltzmann equation is expanded in powers of
the Knudsen number Kn, the ratio of the mean free path to the characteristic system length.
Expanding to higher orders yields further fluid models: the Navier–Stokes equations at
O(Kn), the Burnett equations at O(Kn2) and the super-Burnett equations at O(Kn3) [33,
34].
In a plasma, the relevant kinetic equation is the Fokker–Planck–Landau equation
∂f˜s
∂t
+ v · ∇f˜s + qs
ms
(
E +
v ×B
c
)
· ∂f˜s
∂v
=
∑
r
νsrCL[f˜s, f˜r], (1.11)
where f˜s is the distribution function for species s. Now we have an additional term for the
acceleration due to the Lorentz force (1.1), and a different collision operator, the Landau
operator for collisions between charged particles mediated by long-range Coulomb interac-
tions (see §3.2.1), where νsr is the collision frequency for collisions between species s and
r. Macroscopic quantities are still defined by moments of f˜ (1.4) and (1.6), but in addition,
moments also give the charge density % and current density j,
% =
∑
s
qs
∫
d3v f˜ , j =
∑
s
qs
∫
d3v vf˜ . (1.12)
The charge and current densities appear as sources in Maxwell’s equations,
∇ ·E = 4pi%, (1.13a)
∇ ·B = 0, (1.13b)
∂B
∂t
= −c∇×E, (1.13c)
∇×B = 4pi
c
j +
1
c
∂E
∂t
, (1.13d)
which determine the electric and magnetic fields appearing in the Lorentz force term in
(1.11). Thus the plasma is described by a coupled nonlinear integro-differential equation
system (1.11) and (1.13) for f˜ in six dimensional phase space. Moreover, as mentioned
above, this system contains a wide range of scales in both space and time. This is analyti-
cally and numerically intractable.
The wide range of timescales both causes the largest difficulty and points towards a
solution. Estimates for timescales in the JET tokamak regime give a gyrofrequency Ωi ∼
2× 108 s−1, typical turbulent fluctuations ω ∼ 2× 104 s−1, and transport rate τ−1 ∼ 2 s−1
[35]. Supposing one needs ten timesteps to properly resolve ion gyromotion, one would
need to evolve the system for 105 timesteps to see just one oscillation of a typical turbulent
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fluctuation, and for 109 timesteps to see any change in macroscopic properties. To progress,
we must relax this timestep restriction.
This is achieved through gyrokinetic theory, which was introduced independently by
RUTHERFORD & FRIEMAN [36] and TAYLOR & HASTIE [37] in the 1960’s (and is de-
rived and discussed in Chapter 2). The key idea is to average over the particle gyromotion.
This eliminates the fast timescale Ω−1s from the problem, and removes the dependence on
azimuthal velocity. Thus the six-dimensional kinetic system for charged particles reduces
to the five-dimensional gyrokinetic system for the motion of charged rings. The gyroki-
netic system, summarized in §2.2.2, is still very expensive computationally. Simulations
of a whole tokamak are not routinely possible (though “global” codes do exist, e.g. [38])
and even flux-tube simulations of a tokamak section [20] require upwards of hundreds of
thousands of CPU hours each on High Performance Computing platforms. Because of the
high-dimensionality, resolution in each dimension is usually coarse.
It is standard to compute directly with the gyrokinetic equations, or simplified (e.g.
reduced-dimensional) cases of it. Working with this system, we are guaranteed to include
all physical effects which are slower than the gyromotion, and all behaviour which depends
on velocity space. This approach is the subject of this thesis, as outlined in the next sec-
tion. There are however also fluid models which are derived from gyrokinetics. These
“gyrofluid” models, derived in the 1990’s by Hammett and coworkers [39–41], close the
moment equations using a model for Landau damping [42]. The computation effort saved
by replacing a velocity space grid of O(100) points with four [40] or six [41] moments
may be redeployed in increasing spatial resolution, for example. Alternatively, gyrofluid
models have been used in conjunction with transport solvers like TRINITY [43] to provide
computationally inexpensive approximations to turbulent properties like heat fluxes.
Gyrofluid models are of interest to us as in the spectral representation of the distribution
function (which we shortly introduce) there is a direct correspondance between coefficients
of the spectral representation and moments of the distribution function. Therefore, by
minimizing the velocity space resolution in our methods we are naturally approaching a
fluid-like representation of gyrokinetics. Ultimately it would be interesting to compare our
representation (which is entirely based on computational considerations) with gyrofluid
models (which are based on modelling assumptions), but this falls outside the scope of this
thesis.
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1.5 Numerical methods for the gyrokinetic equations
In this thesis we improve numerical methods for the solution of the gyrokinetic-Maxwell
system. We employ spectral methods in velocity space to complement the Fourier spectral
method typically used in physical space. In spectral methods, dependent variables—here
the distribution function and the electromagnetic fields—are represented using a series ex-
pansion in a family of orthogonal functions. Thus instead of discretizing the system on
a finite grid, we derive a finite set of moment equations for the coefficients of the series
expansion, analogous to the moment equations (1.10) derived previously for a neutral gas.
Such spectral methods are desirable as they efficiently represent the distribution func-
tion, minimizing the resolution and memory required. They are also conservative: unlike
grid methods, they introduce no spurious numerical dissipation in the calculation of deriva-
tives, and thus exactly conserve quadratic invariants of the gyrokinetic-Maxwell system
such as free energy (see §2.3). Finally, spectral methods introduce a change of coordinates
(e.g., from space coordinate x to Fourier wavenumber k) which can be exploited to make
the equations local in phase space. This is particularly useful for computation on multi-
processor platforms, because data and operations which are local in phase space are also
local to a processor, and so do not require costly inter-processor communication. Such con-
siderations are important as it is typically inter-processor communication, not computation,
that limits the performance of codes, particularly for large numbers of processors.
In this thesis we use the Hermite and Hankel spectral representations in parallel and per-
pendicular velocity space respectively. Parallel velocity space must be treated very care-
fully in order to capture Landau damping, an important dissipation mechanism which is
related to the formation of infinitesimally fine scales in the distribution function, due to the
streaming term v ·∇f˜s in the kinetic equation (1.11). To understand this effect, we consider
the simplest such case, the free streaming equation
∂f˜
∂t
+ v‖
∂f˜
∂z
= 0, (1.14)
which has the solution f˜(z, v‖, t) = f˜(z − v‖t, v‖, 0). That is, the solution is the initial
distribution sheared in phase space, as shown in Figure 1.1 where we plot f˜(z, v‖, t) =
e−v
2
‖ sin(z − v‖t), the solution to the free streaming equation with the initial condition
f˜(z, v‖, t = 0) = e
−v2‖ sin z. The distribution function rapidly oscillates in velocity space,
forming infinitesimally fine velocity space scales as t → ∞. Although the distribution
function itself does not decay, the rapid oscillation means that moments of the distribution
function with respect to parallel velocity, like the electrostatic potential, do decay. At any
finite time, the distribution function f˜ is continuous and differentiable; however it is not
11
0.0 0.5 1.0 1.5 2.0
z/(2pi)
-2
-1
0
1
2
v
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
v
-1.0
-0.5
0.0
0.5
1.0
f(
z
=
pi
/
2,
v
)
(a)
0.0 0.5 1.0 1.5 2.0
z/(2pi)
-2
-1
0
1
2
v
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
v
-1.0
-0.5
0.0
0.5
1.0
f(
z
=
pi
/2
,v
)
(b)
0.0 0.5 1.0 1.5 2.0
z/(2pi)
-2
-1
0
1
2
v
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
-2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
v
-1.0
-0.5
0.0
0.5
1.0
f(
z
=
pi
/2
,v
)
(c)
Figure 1.1: The distribution function f˜(z, v‖, t) = e
−v2‖ sin(z − v‖t), which solves the free
streaming equation with the initial condition f˜(z, v‖, 0) = e
−v2‖ sin(z). The distribution
function is plotted at three times, (a) t = 0, (b) t = 10, and (c) t = 20. The left-hand
column shows contours of the distribution function, while the right-hand column shows a
slice through the distribution function at z = pi/2 (which is marked with a dashed line in
the left-hand column). The distribution function becomes more sheared with increasing
time, and velocity space slices through the distribution function become characterized by
finer scales.
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an exponentially decaying separable solution of (1.14). Seeking eigenmodes of (1.14) by
taking a Fourier transform in z and t (with wavenumber k and frequency ω respectively) we
find a continuous spectrum of eigenvalues ω = kv‖ related to the singular eigenfunctions
δ(ω − kv). Moreover, these eigenfunctions are not square integrable.
The behaviour of the free streaming equation is replicated in the Fokker–Planck equa-
tion (1.11). Here the decay of the electrostatic potential with time is known as Landau
damping. The decay behaviour is different to that of the free streaming equation due to the
presence of Lorentz force terms, but again is ultimately due to the formation of fine scales
in velocity space. The Landau-damped distribution function is derived by solving the ki-
netic equation via a Laplace transform (as shown in Chapter 3). As before, infinitesimally
fine scales form in velocity space as t→∞, so the velocity space moments decay. Again,
the distribution function is not a time eigenmode of the problem; rather the eigenmodes are
singular “Case–Van Kampen” modes.
This behaviour changes when collisions are introduced. Collisions provide a velocity
space diffusion, a term like ν∂2f˜s/∂v2‖ on the right-hand side of (1.14) which acts to smooth
the fine scale structure in the distribution function. The eigenmodes of the system are now
continuous and differentiable, being obtained from a differential equation in v‖. Moreover,
the Landau-damped distribution function emerges as an eigenmode of the system in the
singular limit of vanishing collisions, ν → 0. The velocity space diffusion continues to
have an effect due to the formation of infinitesimal scales in this limit. Eigenmodes of the
strictly collisionless system (ν = 0) are still singular.
This behaviour makes Landau damping difficult to capture in a discrete system where
there is necessarily a shortest resolved velocity scale. With insufficiently strong collisions,
the eigenmodes of the discrete system are discrete approximations to the singular solutions
of the strictly collisionless equation. However, smooth solutions may be found by solving
the collisional problem with ν sufficiently large to smooth the distribution function so that
it is resolved for a given grid. In principle, one may then recover the Landau solution by
taking the limit ν → 0 while simultaneously taking the number of grid points to infinity to
ensure the solution is always resolved.
The Hermite representation introduced in Chapter 3 provides a convenient description
of parallel velocity space. The mth order Hermite polynomial has a characteristic veloc-
ity scale vth/
√
m so that each expansion coefficient represents a different velocity space
scale. The square of each coefficient represents that scale’s contribution to the free energy.
Moreover, the electrostatic potential is proportional to the coefficient of the zeroth order
polynomial. The streaming term v‖∂zf˜ becomes nearest neighbour mode coupling in m
that results in the transfer of free energy from low m to high m. Thus Landau damping
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may be interpreted as the flux of free energy out of the electrostatic potential at m = 0
and towards high m where it is dissipated by collisions. This free energy transfer is linear
and reversible, but we show in Chapter 3 that the solution of an initial value problem of the
linearized kinetic system approaches an eigenmode where only the forward transfer occurs.
The backward transfer is also observed in numerical simulations where insufficient colli-
sions at the largest retained m result in free energy reflecting back to low m and causing
the electrostatic potential to grow. This numerical phenomenon is called recurrence.
In Chapter 3, we introduce the iterated Kirkwood hypercollisional operator which se-
lectively damps the finest resolved scales in the distribution function, while leaving the
details of the free energy transfer unaffected. Doing so, we very efficiently capture Lan-
dau damping behaviour and prevent recurrence, retaining only around ten moments in the
Hermite expansion.
The Hermite representation is also convenient as it is mostly local in phase space, with
the only significant nonlocality coming from the nearest neighbour mode coupling due
to the streaming term. In particular, the parallel velocity space integral in the sources
(1.12) required to calculate the electromagnetic fields from Maxwell’s equations (1.13) are
coefficients of single Hermite modes, not sums as they would be in a grid discretization.
This motivates our use of the Hankel transform, which localizes the perpendicular velocity
space integral in the gyrokinetic and spatially Fourier transformed version of (1.12) where
there is an additional Bessel function factor in the integrand. In Fourier–Hankel–Hermite
space, the linearized gyrokinetic equations are local but for the Hermite mode coupling, and
so may be solved very efficiently as a one-dimensional problem. While this is no longer
true of the nonlinear gyrokinetic system, it too has interesting locality properties which
may be exploited, as we discuss in Chapter 4.
We implement the Fourier–Hermite–Hankel representation in the spectral gyrokinetics
code SPECTROGK, described in Chapter 5. This is an implementation of the gyrokinetic-
Maxwell system derived in Chapter 2, supporting electromagnetic perturbations and multi-
ple kinetic species. SPECTROGK is based on GS2 and ASTROGK, both grid point codes in
velocity space, but shares their well-tested parallelization framework and software infras-
tructure. Other advantages of the implementation include exact free energy conservation in
the absence of explicit collisions, and the capture of Landau damping through the use of the
iterated Kirkwood hypercollisional operator. SPECTROGK is the main practical outcome
of this thesis, a tool ideally suited to studying turbulence in weakly collisional plasmas.
Moreover, SPECTROGK is a useful test-bed for new algorithms and optimizations, and the
natural starting point in future efforts to develop a spectral toroidal code.
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In Chapters 6 and 7, we use SPECTROGK to study electrostatic drift-kinetic turbu-
lence in Cartesian slab geometry, a convenient long perpendicular wavelength limit of the
gyrokinetic-Maxwell system, which nonetheless captures its important features. In Chap-
ter 6, we describe the turbulent behaviour in terms of competing free energy cascades: the
linear transfer of free energy to fine velocity space scales via phase-mixing, as described in
Chapter 3, and the nonlinear transfer to fine physical space scales, similar to that in hydro-
dynamic turbulence. We show that phase space is divided into two regions depending on
which cascade is faster, where one cascade dominates the other. Moreover, we show the
surprising result that the nonlinearity excites a transfer of free energy from small to large
scales in velocity space which counteract the forward transfer of free energy from large
to small velocity space scales from linear phase-mixing. Thus where the nonlinearity is
dominant, it completely suppresses the transfer of free energy to fine velocity space scales,
and the turbulence in that region of phase space is fluid-like. In fact, these scales also cor-
respond to the energetically dominant scales in the plasma, so that the overall behaviour of
the turbulence is fluid-like.
We use this new understanding of drift-kinetic turbulence in Chapter 7 to derive com-
plete scaling laws for the spectra of the electrostatic potential and the distribution function,
and verify these scalings using SPECTROGK simulations.
From these two Chapters we have a complete understanding of the behaviour of elec-
trostatic drift-kinetic turbulence in a slab. Moreover, we have developed the analytical and
numerical tools required to study gyrokinetic turbulence in future work.
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Chapter 2
Gyrokinetic-Maxwell system
We begin by deriving the gyrokinetic-Maxwell system which models turbulence in a wide
variety of astrophysical and nuclear fusion plasmas. Such turbulence spans multiple scales
in space and time (see Table 2.1). Turbulence occurs on spatial scales comparable with
the ion gyroradius ρi, while macroscopic quantities like densities, bulk velocities and mean
temperatures vary over much longer lengths comparable with the system size L. Similarly,
turbulent fluctuations have characteristic frequency ω which is much faster than the rate
of evolution of macroscopic properties τ−1, where τ is the transport time. In §2.1.2 we
introduce the turbulent average to exploit this separation of scales. This average partitions
quantities into a mean part (which evolves slowly on large spatial scales) and a turbulent
part (which evolves quickly on small spatial scales). The equations for each part decouple,
allowing for independent solution at different scales.
Further, the turbulent fluctuations themselves exhibit a disparity of scales. In a strong
magnetic field, the particles gyrate around field lines with gyrofrequency Ωs = qsB/msc
which for both ions and electrons is much larger than the typical frequency of fluctuations
ω. The turbulence is also spatially anisotropic, with particles streaming along mean fields
much faster than they drift across them. Hence typical wavelengths in the turbulences are
much longer parallel to the mean field than perpendicular to it. These two properties allow
for separation of scales via the “gyroaverage”, the average over the particle gyration (see
§2.1.5.1), a crucial procedure which makes the system tractable. Gyroaveraging removes
the fast cyclotron time scales, as well as eliminating the dependence on azimuthal veloc-
ity, so the six-dimensional system for particles reduces to a five-dimensional system for
charged rings.
Gyrokinetic theory, which determines the evolution of these charged rings, was in-
troduced independently by RUTHERFORD & FRIEMAN [36] and TAYLOR & HASTIE [37].
These built on the earlier guiding centre approximation (see e.g. ALFVE´N & FA¨LT-
HAMMER [45]), which applied the idea of studying the motion of charged rings to a single
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Tokamaks Astrophysics
Parameter JET ITER
(projected)
Solar wind at
1AU
Accretion flow
near Sgr A*
ρi (m) 5.1× 10−4 3.2× 10−4 9× 104 4× 103
L (m) 1 2 ∼ 108 ∼ 1011
vthi (m s−1) 8.7× 104 7.7× 104 9× 104 108
τ−1 (s−1) a 2.0 0.3
ω (s−1) b 2.0× 104 5.5× 104 4× 10−4 7× 10−4
Ωi (s−1) 1.7× 108 2.4× 108 1 7× 10−2
ε = ρi/L 5× 10−4 2× 10−4 9× 10−4 4× 10−9
βi = 8piniTi/B
2
0 0.025 0.04 5 4
Table 2.1: Parameter values adapted from ABEL ET AL. [35, Table 1] (tokamaks) and
SCHEKOCHIHIN ET AL. [44, Table 1] (astrophysics). Notes: a Transport time for astro-
physical plasmas estimated as bulk velocity U [from 44] over the system size L. b Plasma
frequency estimated for astrophysical plasmas as ω ∼ k‖vA ∼ vA/L with vA the Alfve´n
velocity.
particle rather than a distribution. The derivation is greatly simplified by CATTO’s [46]
introduction of guiding centre coordinates (see also §2.1.5). Gyrokinetic theory was ex-
tended to include electromagnetic perturbations by ANTONSEN & LANE [47] and CATTO
ET AL. [48], and to incorporate nonlinear effects by FRIEMAN & CHEN [49]. Finally,
gyrokinetic theory was united with neoclassical theory (which describes large scale, non-
turbulent fluctuations, see e.g. CATTO ET AL. [50]) in a single theoretic framework by
ABEL ET AL. [35].
The standard derivation of the gyrokinetic-Maxwell system is via an asymptotic expan-
sion in the gyrokinetic parameter ε = ρi/L, the ratio of the ion gyroradius to the system
size. All other scale disparities (e.g. ω/Ωi) are related to ε using the “δf -ordering” intro-
duced by ANTONSEN & LANE [47] and FRIEMAN & CHEN [49], see §2.1.4. Thus every
term has a definite size, yielding a hierarchy of coupled equations to be solved order-by-
order in ε. These equations are not closed as the fast particle gyration always results in
a term corresponding to a higher order perturbation to the distribution function. Gyroav-
eraging removes these terms yielding closed equations at each order. Further, turbulent
averaging separates equations into mean and turbulent parts allowing simultaneous deriva-
tion of the gyrokinetic equation for turbulent fluctuations and the neoclassical equation for
large scale perturbations.
In the above asymptotic approach, energy is conserved by the system overall, but is
not conserved at each order. Indeed, this energy transfer between orders is interpreted as a
feature of a multiscale system [35]. Alternative Hamiltonian derivations of gyrokinetics do
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conserve energy at each order by retaining terms which are formally small in the asymp-
totic expansion [see 51–54]. However, the gyrokinetic equation itself does conserve free
energy, the weighted integral of disturbance amplitudes (see §2.3), which is related to the
Boltzmann entropy (see §3.2.1). The free energy is quadratic and is neatly expressed via
Parseval’s theorem as the sum of squares of coefficients of the Fourier–Hankel–Hermite
spectral expansion described in Chapters 3 to 5.
Finally, since gyrokinetic theory was originally developed for tokamak modelling, it is
commonly presented in toroidal geometry [see 35, §3.3]. However, Cartesian slab geometry
typically suffices for astrophysical applications. As a consequence of neglecting geome-
try terms, slab gyrokinetics no longer has the distinction between “trapped” and “passing”
particles determined by a particle’s magnetic moment (one of the gyrokinetic variables in-
troduced by CATTO [46]). Therefore velocity space in slab gyrokinetics is more commonly
expressed in terms of parallel and perpendicular velocity [e.g. 55, 56], which simplifies the
final equations and more naturally describes reduced dimension models (see §4.3).
In this chapter, we derive gyrokinetics (§§2.1–2.2) following the asymptotic approach
in ABEL ET AL. [35], but simplified for a slab geometry. Unlike other slab derivations
[e.g. 55], we explicitly nondimensionalize so that the gyrokinetic parameter appears in the
equations and we work directly with the same normalized quantities as in the GS2 family
of codes [56, 57]. The derivation keeps up to second order in the gyrokinetic parameter,
corresponding to deriving the equations solved in SPECTROGK. By retaining the next or-
der, we could derive the transport equations for the evolution of macroscopic quantities. In
§2.3 we derive equations for free energy which we use in Chapters 6 and 7 to characterize
plasma turbulence. Finally in §2.4 we derive the various simplified versions of gyrokinetics
studied in this thesis by taking limits of the gyrokinetic-Maxwell system.
2.1 Preliminaries
2.1.1 Gyrokinetic–Maxwell equations
The starting point is the Fokker–Planck equation
df˜s
dt
=
∂f˜s
∂t
+ v · ∇f˜s + qs
ms
(
E˜ +
v × B˜
c
)
· ∂f˜s
∂v
=
∑
r
Csr[f˜s, f˜r], (2.1)
which describes the evolution of the distribution function f˜s of species s with mass ms and
charge qs in the six-dimensional phase space (r,v). We use Gaussian units, with speed of
light c, electric field E˜ and magnetic field B˜. The operator Csr is the Landau operator,
describing collisions between particles of species s and r.
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The electromagnetic fields E˜ and B˜ are found via Maxwell’s equations
∇ · E˜ = 4pi%˜, (2.2)
∇ · B˜ = 0, (2.3)
∂B˜
∂t
= −c∇× E˜, (2.4)
∇× B˜ = 4pi
c
j˜ +
1
c
∂E˜
∂t
, (2.5)
where the charge density %˜ and current j˜ are velocity moments of the distribution function
%˜ =
∑
s
qs
∫
d3v f˜s, (2.6)
j˜ =
∑
s
qs
∫
d3v vf˜s. (2.7)
We neglect Debye-scale and relativistic effects,
k2⊥λ
2
De  1, (2.8)
v2ths/c
2  1, (2.9)
where k⊥ is a typical perpendicular wavenumber, λDe =
√
Te/4pinee2 is the electron De-
bye length and vths =
√
2Ts/ms is the thermal velocity, with ns and Ts the species density
and temperature, and e the electron charge.
Further, we satisfy (2.3) and (2.4) by introducing the potentials ϕ˜ and A˜,
E˜ = −∇ϕ˜+ 1
c
∂A˜
∂t
, (2.10)
B˜ = ∇× A˜, (2.11)
and we work in the Coulomb gauge,∇ · A˜ = 0.
2.1.2 Small scale averaging
The gyrokinetic equation is derived using the separation of temporal and spatial scales to
partition physical quantities into their mean and fluctuating parts. To do so, we introduce
the average over the short turbulent length and time scales, 〈·〉turb, and write each physical
quantity Q˜ =
〈
Q˜
〉
turb
+Q, where by construction 〈Q〉turb = 0.
In space, the macroscopic length scale which characterizes the equilibrium is well-
separated from the gyroscale on which fluctuations occur. We can therefore find an inter-
mediate scale ` for which
ρ ` L, (2.12)
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and define the perpendicular average
〈F (r,v, t)〉⊥ =
1
`2
∫
`2
d2r′⊥ F (r
′
⊥, r‖,v, t), (2.13)
where integration is over a square of side ` perpendicular to the field line and centred at
r. The perpendicular average varies on the length scales `. It therefore averages over the
turbulent fluctuations on the gyroscale ρ `, but leaves variation on the macroscale L `
unaffected.
Similarly we find an intermediate timescale τ˜ between the turbulent and transport time
scales
ω−1  τ˜  τ, (2.14)
and define the time average
〈F (r,v, t)〉τ˜ =
1
τ˜
∫ t+τ˜/2
t−τ˜ /2
dt′ F (r,v, t′). (2.15)
Again, this averages over turbulent timescales without affecting quantities that vary on the
transport time scales.
The turbulent average is defined as the combination of these two averages
〈F 〉turb = 〈〈F 〉τ˜ 〉⊥ . (2.16)
This allows the separation of all quantities into mean parts and turbulent parts
f˜s = Fs + fs, Fs =
〈
f˜s
〉
turb
, (2.17)
E˜ = E¯ +E, E¯ =
〈
E˜
〉
turb
, (2.18)
B˜ = B¯ +B, B¯ =
〈
B˜
〉
turb
, (2.19)
A˜ = A¯+A, A¯ =
〈
A˜
〉
turb
, (2.20)
ϕ˜ = ϕ¯+ ϕ, ϕ¯ = 〈ϕ˜〉turb . (2.21)
The scales of the temporal and spatial variations of a typical quantity Q can then be esti-
mated as
∂
∂t
ln 〈Q〉turb ∼ τ−1,
∂
∂t
lnQ ∼ ω,
∇ ln
〈
Q˜
〉
turb
∼ b · ∇ lnQ ∼ L−1, ∇⊥ lnQ ∼ ρ−1i .
(2.22)
where b is the unit vector in the direction of the magnetic field, and ∇⊥ is the gradient
in the direction perpendicular to b. These state that macroscopic time evolution is on the
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transport timescale τ , while turbulent evolution is on the timescale of plasma dynamics
ω−1. Macroscopic spatial variation occurs over system scales L, as do turbulent spatial
fluctuations parallel to the field line, while perpendicular spatial fluctuations occur on scales
comparable to the ion gyroradius.
2.1.3 Geometry
We solve for the perturbed distribution function fs in a Cartesian box with spatial dimension
(x, y, z) ∈ [0, Lx]× [0, Ly]× [0, Lz] and velocity space dimension (v‖, v⊥) ∈ R× [0,∞).
The mean parts of the electromagnetic field, E¯ and B¯, are imposed. For relevant astro-
physical and nuclear fusion regimes, there is no mean electric field E¯ = 0, ϕ¯ = 0, and the
magnetic field B¯ = B0b is approximately constant. Specifically, B¯ has no explicit time
dependence, ∂B¯/∂t = 0. The vector b is approximately a unit vector pointing in the z-
direction. It is curl-free (∇× b = 0) and has a small curvature pointing in the x-direction,
κ = κxˆ = (b · ∇)b.1 The field strength B0 is assumed to be a small deviation from a
constant reference field strength. It is constant along the field line, b · ∇B0 = 0, but has a
small linear variation in the x-direction, i.e.∇ lnB0 = −L−1B xˆ where L−1B is a constant.
Similarly, we impose perpendicular gradients in density and temperature by expanding
the leading order distribution function (which we show in §2.2 is a Maxwellian) about
a global reference density n0 and temperature T0. We again take the perturbation to be
constant and pointing in the x-direction, L−1n xˆ = −∇ lnn0 and L−1T xˆ = −∇ lnT0.
As there are no macroscopic gradients in the y- and z-directions, we use periodic bound-
ary conditions in y and z. This is computationally convenient, as it permits a Fourier series
representation for fs. It is permissible provided that the correlation length of the turbulence
(the characteristic length scale, ρi) is much shorter than the box length, so that a point in
space is not affected by its periodic image. Moreover, while the gradients in the x-direction
prevent the whole problem being periodic in x, the constant gradients in the density, tem-
perature and magnetic field enter the equations for fs in a way which does not prevent fs
being periodic. Therefore we also take fs to be periodic in x. This means that there are
small periodic perturbations to density, temperature and the electric field superimposed on
non-periodic macroscopic gradients, see Figure 2.1.
1These conditions are satisfied by any vector b = (b1(x, y), b2(x, y), 1) such that (i) b21 + b
2
2  1, so that
|b| ≈ 1, (ii) ∂b1/∂y = ∂b2/∂x, so that∇× b = 0; and (iii) b1∂b2/∂x+ b2∂b2/∂y = 0, so that κ · yˆ = 0.
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(a) (b)
Figure 2.1: Schematic representation of periodic temperature fluctuations about a macro-
scopic temperature gradient. (a) The total temperature (solid) and the macroscopic tem-
perature profile (dashed) over two domain lengths, [0, Lx], [Lx, 2Lx]. (b) The temperature
perturbation about the macroscopic profile. While the total temperature is not periodic, the
perturbed temperature may be periodic for sufficiently large Lx.
2.1.4 δf ordering
We now impose the δf ordering introduced by ANTONSEN & LANE [47] and FRIEMAN &
CHEN [49]. This orders all quantities (except the transport and collisional timescales) with
respect to the small gyrokinetic parameter ε,
ω
Ωi
∼ fs
Fs
∼ |B||B¯| ∼
eϕ
T
∼ ρi
L
≡ ε 1. (2.23)
The first term states that plasma dynamics are much slower than particle gyromotion. The
second two terms state that the fluctuations in the distribution function and magnetic field
are small in amplitude relative to the mean values. As E¯ = 0, there is no analogous
ordering for |E|/|E¯|. Instead the fourth term imposes that the E × B velocity is much
smaller than the thermal velocity
c|E|
B
∼ cϕ
ρsB
∼ vthsε. (2.24)
It follows from (2.23) that the vector potential fluctuations A are very small. This is
because A¯ andA vary on different perpendicular length scales,
B¯ = ∇× A¯ ∼ 1
L
A¯, B = ∇×A ∼ 1
ρs
A, (2.25)
so that
|A|
|A¯| ∼
ρs|B|
L|B¯| ∼ ε
2. (2.26)
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Consequently the electric field (2.10) is primarily electrostatic.
It also follows from the gradients (2.22) and the δf ordering (2.23) that the variation
in turbulent fluctuations is anisotropic, with cross-field variation much faster than variation
along the field line
b · ∇Q
|∇⊥Q| ∼ ε. (2.27)
The δf ordering thus gives sizes for all scales except the transport and collisional
timescales. To determine the transport time scale we use the gyro-Bohm estimate for tur-
bulent thermal diffusivity χTs ∼ ρ2sω [23]. Then
1
τ
∼ χTs
L2
∼ ε2ω ∼ ε3Ωi, (2.28)
so that transport is two orders slower than plasma dynamics. This means time derivatives
of the leading-order distribution do not appear at orders we study, so for our purposes Fs is
constant in time.
We also formally order the collision time
ν ∼ εΩi. (2.29)
We can therefore study plasmas which are either weakly collisional ν ∼ ω or collisionless
ν  ω by taking a subsidiary ordering for ν [55].
Finally, we expand the mean and fluctuating parts of the distribution function f˜s (2.17)
in powers of the gyrokinetic parameter ε,
f˜s = Fs + fs, Fs = F0s + F1s + F2s + . . . fs = f1s + f2s + . . . (2.30)
where Fns ∼ fns ∼ εnF0s. There is no f0s term in the fs expansion, consistent with
fs/Fs ∼ ε.
Now every term in the gyrokinetic-Maxwell system has a well-defined order with re-
spect to ε. In §2.1.6 we nondimensionalize using scales which make this ordering transpar-
ent; but first we introduce gyrokinetic variables and the gyroaverage which are crucial for
the derivation.
2.1.5 Gyrokinetic variables
To derive the gyrokinetic equation, we transform the Fokker–Planck equation (2.1) from
position space coordinates (r,v) to guiding centre space coordinates introduced by CATTO
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[46]: guiding centre positionRs, particle energyEs, magnetic moment µs, gyroangle ϑ and
sign of parallel velocity σ. These are defined by
Rs = r − ρs, Es =
1
2
msv
2, µs =
msv
2
⊥
2B0
, σ =
v‖
|v‖| , (2.31)
where the gyroradius is
ρs =
b× v
Ωs
, (2.32)
and the gyroangle ϑ is defined implicitly in terms of parallel and perpendicular velocity
v = v‖b+ v⊥, v⊥ = v⊥(cosϑxˆ+ sinϑyˆ). (2.33)
In position space we denote the same gyroangle with Θ to emphasize which coordinate
system is meant. Derivatives in (r, v‖, v⊥, Θ) and (Rs, Es, µs, ϑ, σs) are related via the
chain rule. We only require the relations
∂
∂Rs
= ∇, ∂
∂ϑ
=
∂
∂Θ
− v⊥
Ωs
· ∇. (2.34)
It is also convenient to introduce the gyrokinetic potential
χs = ϕ− v ·A. (2.35)
In the gyrokinetic equation, all information about the electromagnetic field enters as a func-
tion of χs. Note that the gyrokinetic potential is independent of species, but will become
species-dependent when nondimensionalized in §2.1.6.1.
2.1.5.1 Gyroaverage
The average over a particle gyration, or gyroaverage, is an important tool that allows us to
close the kinetic equation at each order of the asymptotic expansion. The gyroaverage is
defined
〈a(r)〉Rs =
1
2pi
∫ 2pi
0
dϑ a
(
Rs +
b× v
Ωs
)
, (2.36)
where v is a function of ϑ defined by (2.33). Thus the gyroaverage (2.36) is a function of
the guiding centre variablesRs, Es, µs, σ. The analogously-defined gyroaverage
〈a(Rs)〉r =
1
2pi
∫ 2pi
0
dΘ a
(
Rs − b× v
Ωs
)
, (2.37)
is a function of the position space variables r, v⊥, v‖.
It follows from (2.34) that for an arbitrary function a(r),
〈v⊥ · ∇a〉Rs = −Ωs
〈
∂a
∂ϑ
〉
Rs
= 0. (2.38)
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2.1.5.2 Fokker–Planck equation in gyrokinetic variables
The Fokker–Planck equation (2.1) in guiding centre variables is
df˜
dt
=
∂f˜s
∂t
+ R˙s · ∂f˜s
∂Rs
+ E˙s
∂f˜s
∂Es
+ µ˙s
∂f˜s
∂µs
+ ϑ˙
∂f˜s
∂ϑ
=
∑
s′
C[f˜s, f˜s′ ], (2.39)
where the dot is the full time derivative along the particle orbit, given by the Vlasov operator
d
dt
=
∂
∂t
+ r˙ · ∇+ v˙ · ∂
∂v
, (2.40)
with r˙ and v˙ the particle motions
r˙ = v, v˙ =
qs
ms
(
−∇ϕ˜− 1
c
∂A˜
∂t
+
v × B˜
c
)
. (2.41)
We therefore need to evaluate the time derivatives of the gyrokinetic variables (2.31),
R˙s = r˙ +
d
dt
(
v × b
Ωs
)
= v‖b+
v × ((v · ∇)b)
Ωs
+
b
Ωs
×
[
qs
ms
∇ϕ˜+ qs
msc
∂A˜
∂t
− qsv ×B
msc
+ v(v · ∇ lnB0)
]
,
(2.42)
E˙s = msv · v˙ = −qsv · ∇ϕ˜− qs
c
v · ∂A˜
∂t
, (2.43)
µ˙s =
ms
B0
v⊥ · v˙⊥ − µs
B0
B˙0
= − qs
B0
v⊥ · ∇ϕ˜− qs
cB0
v⊥ · ∂A˜
∂t
+
qs
cB0
v⊥ · (v ×B)− µsv · ∇ lnB0,
(2.44)
where we have used (2.41) for r˙ and v˙. We have assumed that the magnetic field has spatial
dependence but no explicit time dependence, so that
db
dt
= (v · ∇) b, dB
dt
= v · ∇B, dΩs
dt
=
qs
msc
dB0
dt
= Ωsv⊥ · ∇ lnB0, (2.45)
where we have also assumed that B0 does not change parallel to the field, b · ∇B0 = 0.
To find the gyrophase evolution ϑ˙ we take the time derivative of (2.33),
v˙⊥ =
v˙⊥
v⊥
v⊥ + (b× v⊥)ϑ˙. (2.46)
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Gyrokinetic parameter ε = ρr/L
Thermal velocity vthr =
√
2Tr/mr
Gyrofrequency Ωr = qrB0/mrc
Gyroradius ρr = vthr/Ωr
Plasma beta βs = 8pinsTs/B20
Table 2.2: Normalizing quantities, adapted from HIGHCOCK [9].
Taking the scalar product of this with (b×v⊥), the first term on the right-hand side vanishes
and we obtain
ϑ˙ =
1
v2⊥
(b× v⊥) · v˙⊥
=
1
v2⊥
(b× v⊥) ·
[
qs
ms
(
−∇⊥ϕ˜− 1
c
∂A˜⊥
∂t
+
(v × B˜)⊥
c
)]
.
(2.47)
We have thus expressed the Fokker–Planck equation in terms of the gyrokinetic vari-
ables; we now nondimensionalize and solve order-by-order in the gyrokinetic parameter.
2.1.6 Nondimensionalization
We now nondimensionalize using scales which respect the δf ordering (2.23). We follow
the approach used in the GS2 family of codes and nondimensionalize with respect to a
fictitious reference species, denoted with subscript r. The scales are based on those in
HIGHCOCK [9] and are given in Tables 2.2 and 2.3. Thus for our slab system, we obtain
the same equations as solved in ASTROGK [56].
Note that the normalization with respect to a reference species removes constant factors
and leads to unexpected quantities. For example, the normalized thermal velocity is vthNs =√
TNs/mNs, while the unnormalized thermal velocity is the usual vths =
√
2Ts/ms. Con-
sequently surprising factors of 2 occasionally appear.
In the following subsections we nondimensionalize the electromagnetic fields and the
gyrokinetic potential (§2.1.6.1), the gyrokinetic variables, their time derivatives and their
gyroaverages (§2.1.6.2), the background Maxwellian (§2.1.6.3) and the Boltzmann re-
sponse term (§2.1.6.4).
2.1.6.1 Electromagnetic fields and gyrokinetic potential
The normalized electromagnetic fields and gyrokinetic potential are defined by
B˜ = B0B˜N , E˜ = E =
εTr
qrρr
EN , χs =
εTr
qr
χNs, (2.48)
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Equilibrium distribution FNs = Fs/(ns/v3ths)
Perturbed distribution fNs = fs/(εns/v3ths)
Electrostatic potential ϕN = ϕ/(εTr/qr)
Vector potential AN = A/(εTr/qr(vthr/c))
Mean magnetic field b = B¯/B0
Perturbed magnetic field BN = B/(εB0)
Radial coordinate xN = x/ρr
Poloidal coordinate yN = y/ρr
Parallel coordinate zN = z/L
Perpendicular gradient ∇N⊥ = ρr∇⊥
Background gradients ∇N⊥ = L∇⊥
Velocity coordinates vN = v/vths
Thermal velocity vthNs = vths/vthr =
√
TNs/mNs
Time tN = t/(L/vthr)
Charge qNs = qs/qr = qs
Density nNs = ns/nr
Mass mNs = ms/mr
Temperature TNs = Ts/Tr
Gyrofrequency ΩNs = Ωs/Ωr = qNs/mNs
Collision operator CN = C/(vthr/L)
Table 2.3: Normalized quantities, adapted from HIGHCOCK [9].
where
B˜N = b+
ε
2
(∇N⊥ ×AN) + ε
2
2
(∇N‖ ×AN) , (2.49)
EN = −∇N⊥ϕN − ε∇N‖ϕN − ε∂AN
∂tN
, (2.50)
χNs = ϕN − vthNsvN ·AN , (2.51)
and where the factors of 1/2 arise due to the choice of the definition of the thermal velocity
in the normalization.
2.1.6.2 Gyrokinetic variables
The nondimensional gyrokinetic variables are
RNs = rN − ρNsρN , ENs = v2N , µNs = v2N⊥, σN =
vN‖
|vN‖| , (2.52)
and the nondimensional derivatives are
∂
∂RNs
= ∇N , ∂
∂ϑ
=
∂
∂Θ
− ρNsvN⊥ · ∇N . (2.53)
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The nondimensional time derivatives are defined implicitly by
R˙s = vthrR˙Ns, E˙s =
Tsvthr
L
E˙Ns, µ˙s =
Tsvthr
B0L
µ˙Ns, ϑ˙ =
vthr
L
ϑ˙N . (2.54)
From these and equations (2.42–2.44), (2.47) we have
R˙Ns = vthNsvN‖b+ ε
TNs
qNs
vN × ((vN · ∇N)b)
+ εb×
[
1
2
∇N⊥χNs + 1
2
(vN · ∇N)AN + TNs
qNs
vN(vN · ∇N lnB0)
]
+O(ε2),
(2.55)
E˙Ns = −qNsvthNs
TNs
(
vN · ∇N⊥ϕN − εvN · ∇N‖ϕN − εvN · ∂AN
∂tN
)
(2.56)
µ˙Ns = − 1
ρNs
vN⊥ · ∇N⊥ϕN − ε
ρNs
vN⊥ · ∂AN
∂tN
+ vthNsvN‖vN⊥ · ∇N⊥AN‖ − εvthNsvN⊥ · [(vN‖ · ∇N)AN⊥]
− vthNsµNsvN⊥ · ∇N lnB0 +O(ε2),
(2.57)
ϑ˙N = −1
ε
ΩNs +O(1), (2.58)
where in the magnetic moment we have used (2.49) and writtenAN = AN‖b+AN⊥. The
gyroaverages of (2.55)–(2.58) are〈
R˙Ns
〉
Rs
= vthNsvN‖b+ ε
TNs
qNs
b×
[
v2N‖(b · ∇N)b+
1
2
v2N⊥∇N lnB0
]
+
ε
2
b×∇N⊥ 〈χNs〉Rs +O(ε2),
(2.59)
〈
E˙Ns
〉
Rs
= −εqNsvthNs
TNs
(
vN · ∇N‖ 〈ϕN〉Rs +
〈
vN · ∂AN
∂tN
〉
Rs
)
, (2.60)
〈µ˙Ns〉Rs = −
ε
ρNs
〈
vN⊥ · ∂AN
∂tN
〉
Rs
− εvthNs
〈
vN⊥ · [(vN‖ · ∇N)AN⊥]
〉
Rs
+O(ε2),
(2.61)
〈
ϑ˙N
〉
Rs
= −1
ε
ΩNs +O(1). (2.62)
Notice that many terms vanish due to the property 〈v⊥ · ∇a〉Rs = 0, equation (2.38). In
particular, taking the gyroaverage reduces the order of the energy and magnetic moment
terms from E˙Ns ∼ µ˙Ns ∼ O(1) to
〈
E˙Ns
〉
Rs
∼ 〈µ˙Ns〉Rs ∼ O(ε).
2.1.6.3 Maxwellian
We will also need the Maxwellian
fM(Rs) = ns(Rs)
(
ms
2piTs(Rs)
)3/2
exp
(
− msv
2
2Ts(Rs)
)
, (2.63)
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and the normalized Maxwellian
fNM = pi
−3/2 exp
(−v2N) = pi−3/2 exp (−EN) . (2.64)
The density and temperature gradients vanish in this normalization as they are small in ε.
Therefore to obtain an expression for the gradient, we expand the density and temperature
about their reference values to obtain
∂fM
∂Rs
=
[
∂ns/∂Rs
ns
+
(
msv
2
2Ts
− 3
2
)
∂Ts/∂Rs
Ts
]
fM(Rs). (2.65)
We show in the next section that the density and temperature gradients must be perpen-
dicular to the magnetic field, and without loss of generality we take these to be in the Xs
direction,
L−1n Xs = −
∂ns/∂Rs
ns
, L−1T Xs = −
∂Ts/∂Rs
Ts
, (2.66)
where the gradients of the Maxwellian (2.65) are assumed constant, andL−1n ∼ L−1T ∼ L−1.
Thus the normalized gradient is
∂fMN
∂Rs
= −
[
ωn +
(
v2N −
3
2
)
ωT
]
fMXs, (2.67)
where the normalized density and temperature gradients are
ωn = L/Ln, ωT = L/LT . (2.68)
2.1.6.4 Boltzmann response
The Boltzmann response term, qsF0sϕ/Ts, appears as the particular integral in the solution
to the Fokker–Planck equation atO(1), see (2.81). To use this solution at the next order we
must calculate the full time derivative d/dt(qsF0sϕ/Ts), which is simplest to do in position
space. However this requires care as gradients and time derivatives of F0s and ϕ vary on
different scales. Consequently terms such as
∇⊥(ϕF0s) = F0s∇⊥ϕ+ ϕ∇⊥F0s = ε nsTr
qrv3thsρr
(FNs0∇N⊥ϕN + εϕN∇N⊥FNs0) , (2.69)
are the sums of terms which are at different order in ε. Therefore derivatives of products
must be expanded before normalization.
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With this proviso, we calculate the time derivative of the Boltzmann response
d
dt
(
qsF0sϕ
Ts
)
=
(
∂
∂t
+ v · ∇+ qs
ms
(
−∇ϕ˜− 1
c
∂A˜
∂t
+
v × B˜
c
)
· ∂
∂v
)(
qsF0sϕ
Ts
)
=
nsvthr
v3thsL
(
qNsvthNsFN0s
TNs
vN⊥ · ∇N⊥ϕN
)
+ ε
nsvthr
v3thsL
(
qNsFN0s
TNs
∂ϕN
∂tN
+ vthNsvN · ∇N
(
qNsFN0s
TNs
)
ϕN
+
qNsvthNsFN0s
TNs
vN‖b · ∇NϕN
+
q2NsvthNs
T 2Ns
FN0sϕNvN⊥ · ∇N⊥ϕN
)
+O(ε2),
(2.70)
and its gyroaverage〈
d
dt
(
qsF0sϕ
Ts
)〉
Rs
= ε
nsvthr
v3thsL
(
qNsFN0s
TNs
∂〈ϕN〉Rs
∂tN
+ vthNsvN‖b · ∇N
(
qNsFN0s
TNs
)
〈ϕN〉Rs
+
qNsvthNsFN0s
TNs
vN‖b · ∇N 〈ϕN〉Rs
)
+O(ε2).
(2.71)
2.2 Derivation of slab gyrokinetic equations
We now solve the Fokker–Planck equation (2.1) order-by-order in ε. From hereon we work
in normalized variables, but for presentation drop the subscript N . The Fokker–Planck
equation to O(ε2) is
∂fs
∂t
+
(
R˙0 + εR˙1
)
‖
· ∂f˜s
∂Rs
+
(
εR˙1 + ε
2R˙2
)
⊥
· ∂
∂Rs
(
Fs +
1
ε
fs
)
+
(
E˙0 + εE˙1
) ∂f˜s
∂Es
+ (µ˙0 + εµ˙1)
∂f˜s
∂µs
+
(
1
ε
ϑ˙0 + ϑ˙1 + εϑ˙2
)
∂f˜s
∂ϑ
=
∑
s′
Css′ [f˜s, f˜s′ ],
(2.72)
where f˜s = Fs+fs with Fs = F0s+ εF1s+ . . . and fs = εf1s+ ε2f2s+ . . ., the normalized
version of the distribution function expansion (2.30). We have also written R˙s = R˙0 +
30
εR˙1, where R˙0 is the zeroth-order contribution to R˙s and so on. Note that R˙0 has no
perpendicular component, (R˙0)⊥ = 0.
At O(ε−1) we find that the background distribution function F0s is gyrophase indepen-
dent. At O(1) we find that F0s is Maxwellian, and that the perturbation f1s can be decom-
posed into the Boltzmann response and the gyrophase-independent distribution function for
guiding centres, hs. AtO(ε) we derive the gyrokinetic equation for hs, and the neoclassical
drift-kinetic equation for F1s. We finish our derivation atO(ε), but continuing toO(ε2) we
would obtain the transport equations [see e.g. 35].
Order O(1/ε): gyrotropy of F0s At lowest order we find
−Ωs∂F0s
∂ϑ
= 0, (2.73)
so that F0s(Rs, Es, µs, t) is gyrotropic, i.e. independent of gyrophase.
Order O(1) At next order we find
R˙0 · ∂F0s
∂Rs
+ E˙0
∂F0s
∂Es
+ µ˙0
∂F0s
∂µs
+ ϑ˙0
∂
∂ϑ
(F1s + f1s) =
∑
s′
Css′ [F0s, F0s′ ]. (2.74)
To solve for F0s we remove the perturbations F1s and f1s by gyroaveraging. In addition the
energy and magnetic moment terms vanish as F0s (and therefore ∂F0s/∂Es and ∂F0s/∂µs)
are gyrotropic, and
〈
E˙0
〉
Rs
= 〈µ˙0〉Rs = 0. We treat the remaining terms
vthsv‖b · ∂F0s
∂Rs
=
〈∑
s′
Css′ [F0s, F0s′ ]
〉
Rs
, (2.75)
as in the proof of Boltzmann’s H-theorem: we multiply by (1 + lnF0s), integrate over all
velocities and take the perpendicular average (2.13). The left-hand side becomes〈∫
d3v (1 + lnF0s)vthsv‖b · ∂F0s
∂Rs
〉
⊥
=
〈∫
d3v v‖b · ∂
∂Rs
(F0s lnF0s)
〉
⊥
=
∫
`2
d2r
∫
d3v v‖b · ∂
∂Rs
(F0s lnF0s) =
∫
`2
d2r
∫
d3v v‖b · ∇ (F0s lnF0s)
=
∫
`2
d2r
∫
d3v ∇ · [vthsv‖b (F0s lnF0s)] = 0,
(2.76)
where we have used that ∇ = ∂/∂Rs in normalized variables. The final expression van-
ishes as the magnetic field is orthogonal to the plane of integration.
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The right-hand side of (2.75) becomes〈∫
d3v
〈∑
s′
lnF0sCss′ [F0s, F0s′ ]
〉
Rs
〉
⊥
= 0, (2.77)
where we have used the fact that the collision operator conserves particle number,
i.e.,
∫
d3v Css′ [F0s, F0s′ ] = 0. By Boltzmann’s H-theorem, (2.77) is solved by a local
Maxwellian [12]. Substituting this into (2.75) and noting that the equation must hold for
all v‖, we find that the Maxwellian must have no parallel gradients and no bulk flow [35],
i.e. it has the form of the Maxwellian introduced in §2.1.6.3. Substituting (2.64) and (2.67)
into (2.74) we find
−E˙0F0s + ϑ˙0 ∂
∂ϑ
(F1s + f1s) =
qsvths
Ts
F0sv · ∇⊥ϕ− Ωs ∂
∂ϑ
(F1s + f1s) = 0. (2.78)
Using the turbulent average to separate this into mean and fluctuating parts gives
Ωs
∂F1s
∂ϑ
= 0, (2.79)
Ωs
∂f1s
∂ϑ
=
qsvths
Ts
F0sv · ∇⊥ϕ = −qsΩs
Ts
F0s
∂ϕ
∂ϑ
. (2.80)
For the last equality in (2.80), we have used the chain rule (2.34), and the fact that the
electrostatic potential ϕ(r) is gyrophase independent in position space, ∂ϕ/∂Θ = 0, but
not in guiding centre space ∂ϕ/∂ϑ 6= 0. Integrating with respect to ϑ we find that F1s is
gyrotropic, and that
f1s = hs − qs
Ts
F0sϕ (2.81)
where hs(Rs, Es, µs) is the ϑ-independent complementary function. Thus f1s is composed
of a Boltzmann response−qsF0sϕ/Ts, and the complementary function hs which we inter-
pret as the distribution function for guiding centres. We find an evolution equation for hs
at next order in ε.
Order O(ε) The Fokker–Planck equation at O(ε) is
∂hs
∂t
+ R˙0 · ∂
∂Rs
(F1s + hs) + R˙1 · ∂
∂Rs
(F0s + hs)
+ E˙1
∂F0s
∂Es
+
(
E˙0
∂
∂Es
+ µ˙0
∂
∂µs
)
(F1s + hs) + ϑ˙0
∂
∂ϑ
(F2s + f2s)
+
d
dt
(
−qsF0s
Ts
ϕ
)
=
∑
s′
(Css′ [F0s, F1s′ + hs′ ] + Css′ [F1s + hs, F0s′ ]) ,
(2.82)
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where we have separated f1s into hs and the Boltzmann response. Notice that the Boltz-
mann response, being Maxwellian, vanishes from the collision operator. For convenience,
we evaluate the full time derivative of the Boltzmann response in position space (r,v), as
given by (2.70). As before we remove higher-order perturbations by gyroaveraging. Using
the gyrotropy of F0s, F1s and hs, we find
∂hs
∂t
+ vthsv‖b · ∂
∂Rs
(F1s + hs) + (vD + vχ) · ∂
∂Rs
(F0s + hs)
=
qsF0s
Ts
∂〈χs〉Rs
∂t
+
〈∑
s′
(Css′ [F0s, F1s′ + hs′ ] + Css′ [F1s + hs, F0s′ ])
〉
Rs
,
(2.83)
where
vχ =
1
2
b×∇〈χs〉Rs , (2.84)
is the drift velocity due to the fluctuating gyrokinetic potential (2.35), and
vD =
Ts
qs
b×
[
v2‖(b · ∇)b+
1
2
v2⊥∇ lnB0
]
, (2.85)
is the guiding-centre drift velocity with terms corresponding to the curvature drift and∇B
drift respectively. We have also used the gyroaverage of the Boltzmann response time
derivative (2.71).
We separate (2.83) into mean and fluctuating parts using the turbulent average. This
gives an equation for the neoclassical distribution function F1s,
vthsv‖b · ∂F1s
∂Rs
+ vD · ∂F0s
∂Rs
=
〈∑
s′
(Css′ [F0s, F1s′ ] + Css′ [F1s, F0s′ ])
〉
Rs
, (2.86)
and the gyrokinetic equation for the guiding centre distribution hs,
∂hs
∂t
+
(
vthsv‖b+ vD + vχ
) · ∂hs
∂Rs
+ vχ · ∂F0s
∂Rs
=
qsF0s
Ts
∂〈χs〉Rs
∂t
+
〈∑
s′
(Css′ [F0s, hs′ ] + Css′ [hs, F0s′ ])
〉
Rs
.
(2.87)
2.2.1 Maxwell’s equations
It remains to express the electromagnetic field in terms of the guiding centre distribution
hs. The fields enter the gyrokinetic equation only through the gyroaveraged gyrokinetic
potential 〈χs〉Rs = 〈ϕ− vthsv ·A〉Rs , so we relate the potentials ϕ and A to integrals of
hs via Gauss’ and Ampe`re’s laws.
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The electromagnetic field is defined by four scalar fields (ϕ,Ax, Ay, A‖). However,
imposing the Coulomb gauge ∇ ·A = 0, we may describe the electromagnetic field com-
pletely using three scalar fields ϕ, A‖ and B‖ as follows. To leading order, the normalized
fields (2.49), (2.50) are
B =
1
2
(∇⊥ ×A) , (2.88)
E = −∇⊥ϕ. (2.89)
WritingA = A‖b+A⊥, (2.88) becomes
B =
1
2
(∇⊥A‖ × b)+ 1
2
(∇⊥ ×A⊥) = 1
2
(∇⊥A‖ × b)+B‖b, (2.90)
where B‖ = b · (∇⊥ ×A⊥)/2. Further, when written in Fourier space, the gyroaveraged
gyrokinetic potential 〈χs〉Rs is also a function of only the three scalars ϕ, A‖ and B‖, as we
show in §2.4.2. Thus we close the system by relating ϕ, A‖ and B‖ to integrals of hs via
quasineutrality and Ampe`re’s law.
The scalars ϕ, A‖ and B‖ are functions of position space r, but Maxwell’s equations
relate these to velocity space integrals of distribution functions which are functions of guid-
ing centre space. The velocity space integrals are therefore evaluated at fixed r and conse-
quently a gyroaverage of the distribution function appears∫
d3v a(Rs(r,v),V s(r,v)) = 2pi
∫
dv‖dv⊥ v⊥ 〈a(Rs,V s)〉r =
∫
d3v 〈a(Rs,V s)〉r .
(2.91)
2.2.1.1 Gauss’ Law and quasineutrality
Gauss’ law in normalized units is
−ε (λDr/ρr)2∇2⊥ϕ+O
(
ε2λ2Dr/ρ
2
r
)
=
∑
s
qsns
∫
d3v
〈
f˜s
〉
r
. (2.92)
At leading order only the right-hand side remains, so that using the leading order distribu-
tion function F0s = pi−3/2e−v
2 , we see that the plasma is neutral overall,∑
s
qsns = 0. (2.93)
Neglecting Debye length effects λDr  ρr, the left-hand side also vanishes at O(ε). Fur-
ther, separating the equation into mean and fluctuating parts using the turbulent average,
we obtain the equation for the fluctuating part at O(ε) as∑
s
qsns
∫
d3v
〈
−qsϕ
Ts
F0s + hs
〉
r
= 0. (2.94)
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Integrating the Boltzmann response term and noting that both ϕ(r) and F0s = pi−3/2e−v
2
are independent ofRs, we obtain the quasineutrality condition∑
s
q2sns
Ts
ϕ =
∑
s
qsns
∫
d3v 〈hs〉r . (2.95)
2.2.1.2 Ampe`re–Maxwell law
The Ampe`re–Maxwell law is
∇× B˜ = βr
∑
s
qsnsvthsj˜ +O
(
ε2
v2thr
c2
)
. (2.96)
Using the definition of the current (2.7), this becomes
∇× B˜ = εβr
∑
s
qsnsvths
∫
d3v 〈v(F1s + hs)〉r , (2.97)
correct to O(ε). Integrals of the Maxwellian parts of the distribution function have van-
ished as these are odd in v. Note that as the plasma is nonrelativistic v2thr/c
2  1, the
displacement current is negligible even for very low beta βr ∼ ε2.
Separating B˜ using the turbulent average gives the fluctuating part
∇×B = βr
∑
s
qsnsvths
∫
d3v 〈vhs〉r , (2.98)
where the integral is evaluated at fixed r. Using (2.90) then gives
−1
2
∇2⊥A‖b+∇B‖ × b = βr
∑
s
qsnsvths
∫
d3v 〈vhs〉r , (2.99)
so that the parallel component is
−∇2⊥A‖ = 2βr
∑
s
qsnsvths
∫
d3v v‖ 〈hs〉r . (2.100)
Taking the perpendicular curl of (2.99) gives the perpendicular component
−∇2⊥B‖ = b ·
[
∇⊥ × βr
∑
s
qsnsvths
∫
d3v 〈v⊥hs〉r
]
. (2.101)
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2.2.2 Summary
The gyrokinetic-Maxwell system consists of the gyrokinetic equation
∂hs
∂t
+
(
vthsv‖b+ vD + vχ
) · ∂hs
∂Rs
+ vχ · ∂F0s
∂Rs
=
qsF0s
Ts
∂〈χs〉Rs
∂t
+
〈∑
s′
(Css′ [F0s, hs′ ] + Css′ [hs, F0s′ ])
〉
Rs
,
(2.102)
with the gyrokinetic potential
χs = ϕ− vthsv ·A, (2.103)
and the drift velocities
vχ =
1
2
b×∇〈χs〉Rs , (2.104)
vD =
Ts
qs
b×
[
v2‖(b · ∇)b+
1
2
v2⊥∇ lnB0
]
, (2.105)
coupled to the quasineutrality condition, and the parallel and perpendicular components of
Ampe`re’s law ∑
s
q2sns
Ts
ϕ =
∑
s
qsns
∫
d3v 〈hs〉r , (2.106a)
−∇2⊥A‖ = 2βr
∑
s
qsnsvths
∫
d3v v‖ 〈hs〉r , (2.106b)
−∇2⊥B‖ = b ·
[
∇⊥ × βr
∑
s
qsnsvths
∫
d3v 〈v⊥hs〉r
]
. (2.106c)
2.3 Free energy
The collisionless gyrokinetic-Maxwell system with no background gradients conserves free
energy,
W =
∫
d3r
[∑
s
(∫
d3v
n0sT0s 〈h2s〉r
2F0
− n0sq
2
sϕ
2
2T0s
)
+
|B|2
βr
]
, (2.107)
a quadratic invariant which we show in Chapter 3 is related to Boltzmann entropy. To
write a global budget equation for W we multiply the gyrokinetic equation (2.102) by
36
nsT0shs/F0, sum over species, and integrate over all velocities and guiding centres,
d
dt
(∑
s
∫
d3Rs
∫
d3v
(
nsT0sh
2
s
2F0s
))
−
∑
s
∫
d3Rs
∫
d3vqsnshs
∂〈χs〉Rs
∂t
+
∑
s
∫
d3Rs
∫
d3v
(
vthsv‖b+ vD + vχ
) · ∂
∂Rs
(
nsT0sh
2
s
2F0s
)
+
∑
s
∫
d3Rs
∫
d3v
nsT0shs
F0s
vχ · ∂F0s
∂Rs
=
∑
s
∫
d3Rs
∫
d3v
nsT0shs
F0s
〈∑
s′
(Css′ [F0s, hs′ ] + Css′ [hs, F0s′ ])
〉
Rs
.
(2.108)
The integrand on the second line is a divergence because the velocities v‖b, vD and vχ are
divergence-free. Therefore the second line vanishes. The third line is the source of free
energy due to background temperature and density gradients,
T =
∑
s
∫
d3Rs
∫
d3v
nsT0shs
F0s
vχ · ∂F0s
∂Rs
. (2.109)
The final line is a collisional sink of free energy,
C =
∑
s
∫
d3Rs
∫
d3v
nsT0shs
F0s
〈∑
s′
(Css′ [F0s, hs′ ] + Css′ [hs, F0s′ ])
〉
Rs
, (2.110)
which is non-positive, owing to Boltzmann’s H-theorem [35].
The first line of (2.108) may be written as a single time derivative: the second term is∑
s
∫
d3Rs
∫
d3v qsnshs
∂〈χs〉Rs
∂t
=
∑
s
∫
d3r
∫
d3v qsns 〈hs〉r
∂
∂t
(ϕ− vthsv ·A)
=
d
dt
(∑
s
∫
d3r
q2snsϕ
2
2Ts
)
− 1
βr
∫
d3r (∇×B) · ∂A
∂t
=
d
dt
(∑
s
∫
d3r
q2snsϕ
2
2Ts
− 1
βr
∫
d3r |B|2
)
,
(2.111)
where the first equality uses the identity
∫
d3Rs 〈h(Rs)χ(r)〉Rs =
∫
d3r 〈h(Rs)χ(r)〉r,
and the definition χs = ϕ− vthsv ·A, the second equality uses Maxwell’s equations (2.98)
and (2.106a), and the final equality uses the identity
(∇×B) · ∂A
∂t
= ∇ ·
(
B × ∂A
∂t
)
+B ·
(
∇× ∂A
∂t
)
= ∇ ·
(
B × ∂A
∂t
)
+
∂|B|2
∂t
.
(2.112)
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Thus (2.108) becomes the free energy balance equation
dW
dt
+ T = C, (2.113)
showing that free energy (2.107) is conserved in the absence of collisions and driving gra-
dients.
2.3.1 Electrostatic invariant
In addition to free energy, the two-dimensional electrostatic gyrokinetic-Maxwell system
also conserves the “electrostatic invariant”
E =
∫
d3r
∑
s
nsq
2
s
Ts
ϕ (1− Γ0)ϕ, (2.114)
where Γ0 is the operator Γ0ϕ =
∫
d3v F0s
〈〈ϕ〉Rs〉r. To see this, we take the gyroaverage
〈·〉r of (2.102), multiply by nsqs, sum over species and integrate over all velocity space to
give
∂
∂t
(∑
s
nsq
2
s
Ts
(1− Γ0)ϕ
)
+
∫
d3v
∑
s
nsqs
〈(
vthsv‖b+ vD + vϕ
) · ∂hs
∂Rs
〉
r
+
∫
d3v
∑
s
nsqs
〈
vϕ · ∂F0s
∂Rs
〉
r
= 0,
(2.115)
where vϕ = b×∇〈ϕ〉Rs /2, and where we have used quasineutrality (2.106a) on the first
term. The velocity integral of the collision term vanishes as collisions are mass conserving.
Multiplying by ϕ and integrating over all position space, we obtain the equation for the
electrostatic invariant
dE
dt
+
∫
d3r
∫
d3v
∑
s
nsqsϕ
〈
vthsv‖b · ∂hs
∂Rs
〉
r
= 0. (2.116)
Generally the second term is nonzero, so that E is not conserved. However, in the two-
dimensional case, there can be no parallel variation, so that b · ∂hs/∂Rs = 0 and the
electrostatic invariant is conserved.
2.4 Computational forms of the gyrokinetic equations
In this section we derive the various forms of the gyrokinetic-Maxwell system used in this
thesis. Firstly in §2.4.1 we replace the guiding centre distribution function hs with the
complementary distribution function gs used for computation in SPECTROGK. This yields
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the most general set of equations implemented in SPECTROGK. We then derive reduced
equations by taking simplifying limits of the gyrokinetic-Maxwell system. All equations
we study have adiabatic electrons (derived in §2.4.3.1) and are electrostatic (derived in
§2.4.3.2). Finally in §2.4.3.3 we neglect finite Larmor radius effects to derive the drift
kinetic equation studied in Chapters 3, 6 and 7.
2.4.1 Complementary distribution function
The gyrokinetic-Maxwell system (2.102)–(2.106) is written in terms of the guiding centre
distribution hs, as is usual for theoretical discussion [e.g. 44]. We now write the system in
terms of the complementary distribution function
gs = hs − qs
Ts
〈χs〉Rs F0s. (2.117)
With this, the gyrokinetic equation becomes
∂gs
∂t
+ vthsv‖
∂
∂Zs
(
gs +
qs
Ts
〈χs〉Rs F0
)
+
1
2
(
b× ∂〈χs〉Rs
∂Rs
)
· ∂gs
∂Rs
− 1
2
Ts
qs
[
2κv2‖ + L
−1
B v
2
⊥
] ∂gs
∂Ys
+
1
2
[
−2κv2‖ − L−1B v2⊥ + ωn +
(
v2⊥ + v
2
‖ −
3
2
)
ωT
]
∂〈χs〉Rs
∂Ys
F0
= ν 〈C[hs]〉Rs ,
(2.118)
where Rs = (Xs, Ys, Zs). This is a convenient form for computation, as the gyrokinetic
equation now contains only one time derivative term. Moreover, this form is analogous
to the Vlasov equation studied by, among others, LANDAU [58], VAN KAMPEN [59] and
CASE [60]. This allows us to apply their work on the Vlasov equation to the gyrokinetic
equation in Chapter 3.
2.4.2 Fourier space representation
As the spatial domain is triply periodic, we express both functions of position and guiding
centre space as Fourier series
gs(Rs) =
∑
k
eik·Rs gˆs(k), ϕ(r) =
∑
k
eik·rϕˆ(k), (2.119)
where
∑
k denotes the sum over all wavevectors k = (kx, ky, k‖)
T . Wavenumbers kx, ky
and k‖ are related to the lengths Lx, Ly, Lz which define the periodic box Ω = [0, Lx] ×
[0, Ly] × [0, Lz], with kx ∈ {0, 1/x0, 2/x0, . . .} and x0 = Lx/2pi, and similarly in y and
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z. Where unambiguous, we also denote Fourier components with a subscript k, e.g. ϕk ≡
ϕˆ(k). We derive the inverses to (2.119) using the orthogonality formula
1
V
∫
Ω
d3Rs e
i(k−k′)·Rs = δ(k − k′), (2.120)
where V = LxLyLz is the volume of the box, and δ is the Kronecker delta which is unity if
all components of k and k′ are equal, and zero otherwise. With this, the respective inverses
to (2.119) are
gˆs(k) =
1
V
∫
Ω
d3Rs e
−ik·Rsgs(Rs), ϕˆ(k) =
1
V
∫
Ω
d3r e−ik·rϕ(r). (2.121)
The Fourier modes interact very neatly with the gyroaverage (2.36), with gyroaveraging
leading to factors of Bessel functions due to the relation [61]
Jn(x) =
1
2pi
∫ 2pi
0
dϑ ei(nϑ−x sinϑ). (2.122)
We use this to calculate gyroaverages. Choosing the direction of k⊥ = k⊥xˆ to simplify
the algebra (but not change the phase-independent results), we have ρs = ρsb × v =
ρsv⊥(− sinϑxˆ+ cosϑyˆ) and v⊥ = v⊥(cosϑxˆ+ sinϑyˆ), so we deduce〈
eik·r
〉
Rs
=
1
2pi
∫ 2pi
0
dϑ eik·(Rs+ρsb×v)
=
1
2pi
∫ 2pi
0
dϑ eik·Rse−iρsk⊥v⊥ sinϑ = J0(ρsk⊥v⊥)eik·Rs ,
(2.123)
〈
veik·r
〉
Rs
=
1
2pi
∫ 2pi
0
dϑ v⊥
(
eiϑ + e−iϑ
2
xˆ+
eiϑ − e−iϑ
2i
yˆ
)
e−iρsk⊥v⊥ sinϑeik·Rs
=
iv⊥
k⊥
J1(ρsk⊥v⊥)eik·Rsk × b,
(2.124)
and similarly
〈
eik·Rs
〉
r
= J0(ρsk⊥v⊥)eik·r, etc. With these we can write the gyrokinetic
potential as
〈χs〉Rs =
〈∑
k
(
ϕk − vthsv‖A‖k − vthsv⊥ ·A⊥k
)
eik·r
〉
Rs
=
∑
k
[
J0(as)ϕk − vthsv‖J0(as)A‖k + Ts
qs
2v2⊥J1(as)
as
B‖k
]
eik·Rs ,
(2.125)
where as = ρsk⊥v⊥, and we have usedAk = 2Bk×k⊥/(ik2⊥) which follows from (2.88).
We define the (velocity-dependent) Fourier component of the gyrokinetic potential
〈χs〉Rs,k = J0(as)ϕk − vthsv‖J0(as)A‖k +
Ts
qs
2v2⊥J1(as)
as
B‖k. (2.126)
This simplifies further calculation as (2.126) is gyrophase independent, so we may find the
gyroaverage of 〈χs〉Rs (2.125) using only the gyroaverage of Fourier modes (2.123).
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2.4.2.1 Gyrokinetic-Maxwell system in Fourier space
Inserting the Fourier series (2.119) into the gyrokinetic equation (2.118) and applying the
operator V −1
∫
Ω
d3Rs e
−ik·Rs , we obtain
∂gsk
∂t
+ ivthsv‖k‖
(
gsk +
qs
Ts
〈χs〉Rs,k F0
)
+
{〈χs〉Rs , gs}k
+
iky
2
[
−2κv2‖ − L−1B v2⊥ + ωn +
(
v2⊥ + v
2
‖ −
3
2
)
ωT
]
〈χs〉Rs,k F0
− iky
2
Ts
qs
(
2κv2‖ + L
−1
B v
2
⊥
)
gsk = ν 〈C[hs]〉Rs,k ,
(2.127)
where the nonlinear term is{〈χs〉Rs , gs}k = 12 ∑
k′
b · (k × k′) 〈χs〉Rs,k′ gk−k′ . (2.128)
Further, inserting the complementary distribution function (2.117) and gyrokinetic poten-
tial (2.125) into Maxwell’s equations (2.106), we obtain
ϕk
∑
s
nsq
2
s
Ts
(1− Γ0s)−B‖k
∑
s
qsnsΓ1s =
∑
s
qsns
∫
d3v gskJ0(as), (2.129a)
A‖k
[
k2⊥
2βr
+
∑
s
q2sns
2ms
Γ0s
]
=
∑
s
qsnsvths
∫
d3v gskv‖J0(as), (2.129b)
ϕk
∑
s
nsqsΓ1s +B‖k
(
2
βr
+
∑
s
TsnsΓ2s
)
= −
∑
s
nsTs
∫
d3v gskv
2
⊥
2J1(as)
as
,
(2.129c)
where
Γ0s =
∫
d3v J0(as)
2F0(v) = I0(bs)e
−bs , (2.130a)
Γ1s =
∫
d3v
2v2⊥J0(as)J1(as)
as
F0(v) = (I0(bs)− I1(bs))e−bs , (2.130b)
Γ2s =
∫
d3v
(
2v2⊥
as
)2
J1(as)
2F0(v) = 2Γ1(bs), (2.130c)
with bs = (ρsk⊥)2/2 and with I0, I1 the modified Bessel functions [55]. The equations
(2.127)–(2.129) are solved by SPECTROGK, as discussed in Chapter 5.
Finally, we may write the free energy (2.107) in terms of the complementary distribu-
tion function in Fourier space
W =
∑
s,k
∫
d3v
n0sT0s|gk|2
2F0
+
∑
s,k
n0sq
2
s(1− Γ0s)|ϕk|2
2T0s
+
∑
k
k2⊥|A‖k|2
4βr
+
∑
k
|B‖k|2
βr
.
(2.131)
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2.4.3 Simplified equations
We now derive a series of simplified equation sets used in this thesis from a number of limits
of the gyrokinetic-Maxwell system (2.127)–(2.129). Firstly we show the adiabatic electron
closure in §2.4.3.1 which reduces the two species system to a system for just ions. This
assumes electrons are massless and have infinite velocity so that the electron equilibrium
distribution instantaneously forms. We then neglect magnetic field perturbations, deriving
the electrostatic equations for ions in §2.4.3.2. Finally in §2.4.3.3 we remove finite Larmor
radius effects to derive the drift kinetic equation. The linearized drift kinetic equation
provides the paradigm for Landau damping which we study in Chapter 3, while we study
the properties of nonlinear drift kinetic turbulence in Chapters 6 and 7.
2.4.3.1 Adiabatic electrons
We first derive the adiabatic closure, where massless electrons instantaneously assume their
equilibrium distribution. Formally we take the limit me → 0, vthe → ∞ such that Te =
mev
2
the remains constant. In this limit, finite electron Larmor radius effects are removed as
ρe = vthe/Ωe = Te/(qevthe)→ 0. With the limits
lim
x→0
J0(x) = lim
x→0
2J1(x)
x
= lim
x→0
I0(x) = 1, lim
x→0
I1(x) = 0, (2.132)
the gyrokinetic equation (2.127) for electrons is still
∂gke
∂t
+ ivthev‖k‖
(
gke +
qe
Te
〈χe〉Re,k F0
)
+
{〈χe〉Re , ge}k
+
iky
2
[
−2κv2‖ − L−1B v2⊥ + ωn +
(
v2⊥ + v
2
‖ −
3
2
)
ωT
]
〈χe〉Re,k F0
− iky
2
Te
qe
(
2κv2‖ + L
−1
B v
2
⊥
)
gke = ν 〈C[he]〉Re,k ,
(2.133)
but where the gyrokinetic potential (2.126) is now
〈χe〉Re,k = ϕk − vthev‖A‖k +
Te
qe
v2⊥B‖k. (2.134)
We solve (2.133), interpreting vthe as a large expansion parameter. At O(v2the) only the
second term in the first parenthesis of (2.133) remains, giving A‖k = 0. Thus gke ∼
〈χe〉Re,k ∼ O(1), so atO(vthe) the only contribution is from the remainder of the streaming
term, which gives
gke = − qe
Te
ϕkF0 − v2⊥B‖kF0. (2.135)
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Maxwell’s equations become
ϕk
niq
2
i
Ti
(1− Γ0i)−B‖k (qiniΓ1i + qene) =
∑
s
qsns
∫
d3v gskJ0(as), (2.136a)
0 =
∑
s
qsnsvths
∫
d3v gskv‖J0(as), (2.136b)
ϕk (neqe + niqiΓ1i) +B‖k
(
2
βr
+ 2Tene + TiniΓ2i
)
= −
∑
s
nsTs
∫
d3v gskv
2
⊥
2J1(as)
as
,
(2.136c)
where Γ0e = 1, Γ1e = 1 and Γ2e = 2. The velocity space integrals are found for electrons
by inserting gke (2.135) and noting ae → 0, resulting in simple integrals of Maxwellians.
Further simplifying by using ni = ne and qi = −qe, we obtain
ϕk
niq
2
i
Ti
(
1 +
Ti
Te
− Γ0i
)
−B‖kqiniΓ1i = qini
∫
d3v gikJ0(ai), (2.137a)
0 = qinivthi
∫
d3v v‖gikJ0(ai), (2.137b)
ϕkniqiΓ1i +B‖k
(
2
βr
+ TiniΓ2i
)
= −niTi
∫
d3v v2⊥gik
2J1(ai)
ai
. (2.137c)
This is almost the same as theA‖k = 0, single species case of Maxwell’s equations (2.129),
however equation (2.137a) contains an extra temperature ratio term (ϕkniq2i /Ti)(Ti/Te) on
the left-hand side. The gyrokinetic equation for ions is
∂gki
∂t
+ ivthiv‖k‖
(
gki +
qi
Ti
〈χi〉Ri,k F0
)
+
{〈χi〉Ri , gi}k
+
iky
2
[
−2κv2‖ − L−1B v2⊥ + ωn +
(
v2⊥ + v
2
‖ −
3
2
)
ωT
]
〈χi〉Ri,k F0
− iky
2
Ti
qi
(
2κv2‖ + L
−1
B v
2
⊥
)
gki = ν 〈C[hi]〉Ri,k .
(2.138)
Equations (2.137)–(2.138) are solved by SPECTROGK when a single ion species is se-
lected.
2.4.3.2 Electrostatic equations
The one species, electrostatic version of gyrokinetics, solved in Chapter 6, is found by
setting A‖ = B‖ = 0 in (2.137)–(2.138) so that ϕ replaces χi in the gyrokinetic equation.
We also neglect magnetic field inhomogeneities (κ = L−1B = 0), so that
∂gki
∂t
+ ivthiv‖k‖
(
gki +
qi
Ti
〈ϕ〉Ri,k F0
)
+
{〈ϕ〉Ri , gi}k
+
iky
2
[
ωn +
(
v2⊥ + v
2
‖ −
3
2
)
ωT
]
〈ϕ〉Ri,k F0 = ν 〈C[hi]〉Ri,k ,
(2.139)
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with the electrostatic potential determined using quasineutrality
ϕk
niq
2
i
Ti
(
1 +
Ti
Te
− Γ0i
)
= qini
∫
d3v gikJ0(ai). (2.140)
As quasineutrality alone is sufficient to determine the electrostatic potential, Ampe`re’s law
is not considered.
2.4.3.3 Drift kinetic equations
Finally, we derive the drift kinetic equations by considering the long perpendicular wave-
length limit k⊥  1. This removes finite Larmor radius effects so that 〈ϕ〉Ri,k = ϕk
and Γ0i = 1. Further, assuming that gki is proportional to a Maxwellian in perpendicular
velocity space, we obtain
∂gki
∂t
+ ivthiv‖k‖
(
gki +
qi
Ti
ϕkF
‖
0
)
+
iky
2
[
ωn +
(
v2‖ −
1
2
)
ωT
]
ϕkF
‖
0
+
{
ϕk, gs
}
k
= νC[hi],
(2.141a)
ϕk
niq
2
i
Ti
(
Ti
Te
)
= qini
∫ ∞
−∞
dv‖ gik, (2.141b)
where F ‖0 (v‖) = exp(−v2‖)/
√
pi, and the nonlinear term is{
ϕk, gs
}
k
=
1
2
∑
k′
b · (k × k′)ϕk′gk−k′ . (2.142)
In the development of our collision operator and spectral method in Chapter 3, we study
the linearized version of (2.141) obtained by neglecting this nonlinear term.
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Part II
Numerical Methods
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Chapter 3
Parallel velocity space and the Hermite
spectral representation
Having derived the gyrokinetic-Maxwell system in Chapter 2, we now turn our attention to
its numerical solution. Due to the high dimensionality, simulations of large domains (like
whole tokamaks) are barely feasible. Even smaller domains (like flux-tube simulations of
a tokamak section) require upwards of hundreds of thousands of CPU hours each. Even so,
resolution is usually coarse. For example, recent numerical work by HIGHCOCK ET AL.
[62] with the gyrokinetic code GS2 [57] used 64×32×14 points for physical space and 24×
8× 2 on a pitch angle-energy-sign grid in velocity space. That is, over 11 million degrees
of freedom, but still modest resolution in each dimension. The velocity space resolution
above uses the equivalent of a grid of 16 points in parallel velocity space, while other recent
studies [63–66] typically use between 32 to 128 points for parallel velocity space. Since
the problem size is this multiplied by the resolutions in the four other dimensions, there is
a strong motivation to improve the treatment of the parallel velocity degrees of freedom.
In this Chapter and the next, we study spectral representations for parallel and per-
pendicular velocity space respectively, with the goal of deriving a representation for the
distribution function which requires little resolution, but nonetheless can capture impor-
tant features of the solution (like Landau damping, described shortly). To investigate the
representation of parallel velocity space, we use the linearized model for drift-kinetic ions
derived in §2.4.3.3,
∂g
∂t
+ ikv (g + ϕF0) + i
[
ω˜n +
(
v2 − 1
2
)
ω˜T
]
ϕF0 = νC[g], (3.1a)
ϕ =
∫ ∞
−∞
dv g, (3.1b)
where ω˜n = kyωn/2 and ω˜T = kyωT/2. For brevity we have written the complementary
distribution function as g = gki and electrostatic potential asϕ = ϕk. We have also dropped
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the subscript ‖ on the parallel wavenumber k, parallel velocity v, and parallel Maxwellian
F0 = exp(−v2)/
√
pi. As the system is linear, we may study different wavenumbers in-
dependently, so we write the full distribution function as F (z, v, t) = F0(v) + eikzg(v, t).
Further, we have chosen ions to be the reference species in the normalization (r = i in
§2.1.6), so the normalized charge, temperature, and thermal velocity appearing in (2.141)
are all unity.
This system was recently studied numerically by PUESCHEL ET AL. [66] using the
GENE code [25]. For comparison with that work, we choose the parameters ω˜n = 0.3
and ω˜T = 3.0, and consider the parallel wavenumbers k ∈ [0, 8αi], where the constant
αi = 0.34 is a dimensionless combination of length and velocity scales arising from the
normalization used in GENE [see 66]. This system exhibits a wide range of growing and
decaying behaviour in the electrostatic potential ϕ, and is therefore a useful benchmark for
numerical methods.
3.0.1 Landau damping
We begin by describing the analytic solution to (3.1), where the presence of a destabilising
density gradient ω˜n and temperature gradient ω˜T requires a small amendment to the text-
book theory of Landau damping and Case–Van Kampen modes [67]. We then discuss
how this theory changes when velocity space is discretized, as is necessary in numerical
solutions.
Writing (3.1) in operator notation, we have
∂g
∂t
= −iLν [g], (3.2)
where Lν is the operator defined by
Lν [g] = kvg +
[
ω˜n + ω˜T
(
v2 − 1
2
)
+ kv
]
ϕF0 + iνC[g], (3.3)
and ϕ is related to g by (3.1b). We first consider the collisionless case (ν = 0) and solve
(3.2) using Landau’s method [58], as follows. We take the Laplace transform
g¯(v, p) =
∫ ∞
0
dt e−ptg(v, t), (3.4)
of (3.2) in time, and rearrange to find the transformed distribution function
g¯(v, p) =
g0(v)
p+ ikv
+
[
ω˜n + ω˜T
(
v2 − 1
2
)
+ kv
]
F0(v)ϕ¯(p)
ip− kv , (3.5)
47
where g0(v) = g(v, t = 0) is the initial distribution. We have used the property of Laplace
transforms that ∂g/∂t = pg¯ − g0. We then integrate (3.5) over all velocities and use the
quasineutrality condition (3.1b) to obtain a linear equation for ϕ¯(p). We solve, and invert
the Laplace transform to give
ϕ(t) =
1
2pii
∫ i∞+σ
−i∞+σ
dp ϕ¯(p) ept, ϕ¯(p) =
1
D(ip)
∫ ∞
−∞
dv
g0(v)
p+ ikv
, (3.6)
where the p-integral is the Bromwich integral (the Laplace transform inverse) with Re(σ)
to the right of all poles in the integrand, and D(ω) is given by
D(ω) = 2 +
ω˜T
k
ω
k
+
[(
ωn
k
+
ω˜T
k
((ω
k
)2
− 1
2
))
+
ω
k
]
Z
(ω
k
)
. (3.7)
The plasma dispersion function Z(ζ) =
∫∞
−∞ dv F0(v)/(v − ζ) has its integration contour
along the real line for Im(ζ) > 0 and along the Landau contour for Im(ζ) ≤ 0. The Landau
contour is a deformation of the real line which passes below the complex pole at v = ζ , as
shown in Figure 3.1(a). Properties of the plasma dispersion function, such as asymptotic
expansions, are well-known [68, 69]. In the long-time limit, ϕ becomes proportional to
ep
∗t where p∗ is the pole of the integrand with largest real part. For non-singular initial
conditions, this is given by p∗ = −iω, where ω is the solution of D(ω) = 0 with largest
imaginary part. Thus, in the long time limit, we have ϕ ∝ e−iωt (but, as we see shortly, not
necessarily g ∝ e−iωt).
Solving D(ω) = 0 with no driving or collisions, ω˜n = ω˜T = ν = 0, gives Landau
damping, the surprising result that the growth rate Im(ω) is negative, i.e. that the electro-
static potential decays despite the system being apparently time-reversible. With driving,
the growth rate plotted in green in Figure 3.1(b) exhibits growth and decay for different
wavenumbers, so provides a useful benchmark for studying numerical methods.
The distribution function g is also given by Landau’s method. Inverting (3.5), we obtain
g(v, t) =
1
2pii
∫ i∞+σ
−i∞+σ
dp
[
g0(v)
p+ ikv
+
[
ω˜n + ω˜T
(
v2 − 1
2
)
+ kv
]
F0(v)ϕ¯(p)
ip− kv
]
ept. (3.8)
The first term in the integrand integrates to g0(v)e−ikvt, which is purely oscillatory and
satisfies the particle streaming part of (3.2), ∂g/∂t+ ikvg = 0. The second term is propor-
tional to ϕ. Leaving the p integral alone and instead integrating over v gives∫ ∞
−∞
dv g(v, t) =
1
2pii
∫ i∞+σ
−i∞+σ
dp
[∫ ∞
−∞
g0(v)
p+ ikv
dv −D(ip)ϕ¯(p) + ϕ¯(p)
]
ept = ϕ(t),
(3.9)
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Figure 3.1: (a) Integration contours of the plasma dispersion function Z(ζ) for Im(ω) ≶ 0.
(b) Growth rate plotted against parallel wavenumber for a discretization with N points on
a Gauss–Hermite grid. (c) The fastest growing eigenmode for different wavenumbers. A
Case–Van Kampen mode forms as the growth rate γ → 0+ as k → kcrit. (d) The slowest
decaying eigenmode corresponding to k = 4.1αi, calculated using the Kirkwood operator
(3.62). The distribution develops a boundary layer of width |γ| about the resonant velocity
v = ωR/k, and becomes more singular as ν → 0.
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where using ϕ¯ from (3.6), we see the contribution D(ip)ϕ¯ from the second term in the
integrand in (3.8) exactly cancels the first, purely oscillatory term. Thus even though g
oscillates, its integral ϕ can decay without violating the quasineutrality condition. This
shows that the Landau-damped solution (3.8) for g is not an eigenmode of (3.2).
In contrast, for growing modes Im(ω) > 0, the ϕ behaviour dominates (3.8) in the long
time limit, so g ∝ ϕ and the solution is an eigenmode. It is therefore instructive to consider
the separable solutions
g(v, t) = gˆ(v) e−iωt, ϕ(t) = ϕˆ e−iωt. (3.10)
The long-time behaviour of the initial value problem will be determined by the fastest
growing or slowest decaying mode, for which Im(ω) is largest. With (3.10), equation (3.2)
becomes the linear eigenvalue problem
ωgˆ = Lν [gˆ], (3.11)
with the collisionless case being ωgˆ = L0[gˆ] for ν = 0. The operator L0 is real, so its
eigenvalues occur in complex conjugate pairs. Therefore the dominant growth rate, the
largest imaginary part of any eigenvalue, is non-negative. The eigenfunctions gˆ and ϕˆ are
found by solving (3.11) for gˆc, the analytic continuation of gˆ into the complex plane such
that gˆc(v) = gˆ(v) for real v,
gˆc(v) =
[
ω˜n + ω˜T
(
v2 − 1
2
)
+ kv
]
ϕF0
ω − kv + Aϕδ(ω − kv). (3.12)
The delta function term arises from dividing (3.11) by (ω − kv) because A(ω − kv)δ(ω −
kv) ≡ 0, with A an arbitrary constant. The solution is singular at the point v = ω(k)/k
whose location varies with k. Putting (3.12) into the quasineutrality condition (3.1b) yields
the consistency condition∫ ∞
−∞
dv
[
ωn + ω˜T
(
v2 − 1
2
)
+ kv
]
F0
ω − kv + A
∫ ∞
−∞
dv δ(ω − kv) = 1, (3.13)
where the integration contour is the real line in the complex v plane. When ω is not real,
the second integral vanishes and (3.13) becomes an integral equation to determine ω(k) =
ωR+ iγ. When γ > 0, equation (3.13) is D(ω) = 0 and the method agrees with the Landau
approach. However, there are no solutions such that γ < 0, which we argue as follows.
The first integral in (3.13) is a function of ω that is symmetric in the real axis, so for γ < 0
equation (3.13) reduces to D(ωR − iγ) = 0. Thus every decaying solution corresponds to
a solution growing with rate −γ, and there are no wavenumbers where the dominant mode
has a negative growth rate.
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When ω is real (γ = 0), the second integral remains in (3.13) and the first term is taken
as a principal value integral. There are modes for all real ωR, with (3.13) serving to deter-
mine A. This results in a continuous spectrum of singular eigenmodes gˆc (3.12) with real
eigenvalues ωR, the Case–Van Kampen modes [59, 60]. Thus the dispersion relation found
with eigenmodes agrees with the Landau dispersion relation for growing modes, but gives
a zero growth rate for non-growing mode while the Landau growth rate is strictly negative.
This reflects the fact that the Landau-damped solutions are not eigenmodes, so we will
not find decay by studying single eigenmodes of the collisionless system. The eigenmode
approach does not contradict Landau’s method however; CASE [60] showed that the Case–
Van Kampen modes are complete, and the distribution for a Landau-damped solution is an
infinite superposition of Case–Van Kampen modes. Its integral ϕ decays through phase
mixing, the interaction of an infinite number of oscillating modes with different frequen-
cies.
The picture changes when ν > 0, as any nonzero degree of collisionality counteracts
phase mixing. Plasma collisions are dominated by glancing encounters due to the long-
range Coulomb interactions between charged particles, which are modelled by Fokker–
Planck-type operators with first and second order velocity space derivatives (see §3.2.1
onwards). Equation (3.11) becomes a second-order differential equation for gˆ, and the na-
ture of the eigenvalue problem changes. Collisions balance particle streaming, regularizing
the problem and preventing the formation of structure at infinitesimal scales. LENARD &
BERNSTEIN [70] solved the undriven system with a simple Fokker–Planck operator, find-
ing a damped eigenmode solution with a decay rate that tends to the Landau rate in the
limit of vanishing collisions. NG ET AL. [71, 72] showed that this system has a discrete
spectrum and a complete set of smooth and square integrable eigenmodes, instead of the
continuous spectrum of singular eigenmodes in the collisionless system. A subset of the
collisional eigenmodes have eigenvalues that tend to solutions of the Landau dispersion
relation D(ω) = 0 in the limit of vanishing collision frequency [73]. As collisionality is
reduced, the eigenmodes develop boundary layers of width |γ| and become more singular
with oscillations of width ν−1/4 [73]. Therefore, while Landau’s solution is for an ini-
tial value problem, we may obtain the Landau growth rate from a collisional eigenvalue
problem, and so we consider eigenvalue problems for computation convenience.
Many problems, such as nonlinear problems or those in complicated geometry, must
be solved numerically, so we discuss the system with discrete velocity space. In the con-
tinuous case, the collisionless limit (ν → 0) is singular and corresponds to the formation
of infinitesimally fine scales in velocity space. The solution changes from smooth colli-
sional behaviour for ν > 0 to singular collisionless behaviour at ν = 0. Once discretized,
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there are no arbitrarily small velocity scales, and the solution must vary continuously with
ν (because the problem becomes a finite matrix eigenvalue problem). Now we expect be-
haviour to change at a finite νcrit which depends on the resolution of velocity space. When
ν < νcrit, the velocity space structure is too fine to be resolved and the behaviour is Case–
Van Kampen-like, while when ν > νcrit the solution is smooth and collisional.
3.0.2 Landau damping in a discrete system
We discretize (3.11) and solve the matrix eigenvalue problem
ωgˆj = Mjlgˆl, (3.14)
where the matrix M is the discretization of Lν , and gˆj is the vector of values of gˆ(vj) on
the discretization grid {v0, . . . , vN}. There is an implied sum over the repeated index l.
Without collisions, M is real so its eigenvalues occur in complex-conjugate pairs, and the
discretization cannot capture Landau damping. Figures 3.1(b) and (c) show typical be-
haviour for a discretized collisionless system. In Figure 3.1(b) we plot the growth rate
calculated from (3.14) where we discretized gˆ on the grid of N Gauss–Hermite points
described in §3.1.3 for N = 10 and N = 100. The numerical growth rate is plotted
in blue and red against the exact dispersion relation in dashed green. The calculation is
qualitatively correct for positive growth rates, but requiresO(100) grid points for quantita-
tive agreement. Regardless of the resolution, the method fails to produce negative growth
rates. Figure 3.1(c) shows the fastest growing mode for three wavenumbers near the critical
wavenumber where the growth rate crosses zero to become negative. As the wavenumber
increases, the growth rate tends to zero and the structure in the eigenmodes becomes finer
until the grid is unable to resolve them. (The eigenmode shown is calculated on a higher
resolution uniform grid.) This corresponds to the formation of a Case–Van Kampen mode
as the growth rate decreases to zero. For zero growth rates, the eigenvectors are discretiza-
tions of Case–Van Kampen modes: numerical approximations to delta functions located at
the discretization grid points. The eigenvalue spectrum thus becomes dense along the real
line in the limit of increasing resolution.
By including a collision term in M in (3.14), we can find decaying eigenmodes for the
driven system which approach the correct Landau decay rate, analogous to the eigenmodes
for the undriven system found by LENARD & BERNSTEIN (see §3.2.4). These eigenmodes
become more singular as collisionality is reduced. Figure 3.1(d) shows the slowest decay-
ing eigenmode for k = 4.1αi calculated on a Hermite grid using the Kirkwood collision op-
erator introduced in §3.2.2 with different collision frequencies ν. Unlike in the continuous
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system, where any finite collisionality regularizes the problem, some minimum collisional-
ity is required in the discrete case. This minimum is related to resolution, and we show in
§3.3.2 that discrete approximations to Lν based on Hermite polynomials correctly capture
decaying modes provided that the number of modes N exceeds some Ncrit(ν), a critical
number needed to capture the roll-over of the Hermite spectrum of the eigenfunction at
the point where collisions become dominant. Crucially Ncrit → ∞ as ν → 0. Natural
discretizations of L0 lose Landau damping as first N is fixed, then ν → 0 is taken. To
correctly capture Landau damping, one must set ν > 0 so that Lν has a discrete spectrum
of square-integrable eigenfunctions, and then choose N to satisfy N > Ncrit(ν).
The above criterion N ≥ Ncrit(ν) implies that N must be too large for efficient com-
putation when ν is sufficiently small to represent realistic fusion plasmas. In this Chapter
we investigate the effectiveness of a hypercollisional operator in capturing weakly colli-
sional plasmas, and find that accurate calculations are possible with a few tens of degrees
of freedom in velocity space. An efficient formalism for velocity space in (3.1) uses the
Hermite spectral representation. Hermite polynomials have been commonly used in ki-
netic theory of neutral particles and of plasmas as they are orthogonal with respect to a
Maxwellian weight, and are the eigenfunctions of the linearized Boltzmann collision op-
erator for Maxwell molecules (a convenient model of particles with an inverse 5th power
repulsion [74]). Hermite polynomials are also the eigenfunctions of the Lenard–Bernstein
and Kirkwood collision operators, two Fokker–Planck-type collision operators that are suit-
able for representing weakly collisional plasmas. We introduce a higher-order hypercolli-
sional operator by iterating the Kirkwood operator. This gives numerically accurate results
for very low computational cost, (i.e. it has a low value of Ncrit) and so allows a coarse
resolution to be used. We also study the Hermite spectrum of the eigenmodes, and investi-
gate the effect of hypercollisions in the initial value problem. The operator is formulated in
Hermite space and so is simplest to apply on a Gauss–Hermite velocity grid (see §3.1.2).
However, we demonstrate later that the hypercollisional operator may be used with any
velocity space discretization.
3.1 Hermite representation
The use of spectral expansions of the distribution function has a long history in kinetic
theory. It is natural to consider functions of velocity that are orthogonal with respect to
the Gaussian weight function that arises from the Maxwell–Boltzmann equilibrium distri-
bution. BURNETT [33, 34] used a combined expansion in spherical harmonics and So-
nine polynomials to greatly simplify the computation of the collision integrals that arise in
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the calculation of the viscosity and thermal conductivity in the Chapman–Enskog expan-
sion. The standard Hermite polynomials are orthogonal with respect to a Gaussian weight
function in one dimension [75] so GRAD [76, 77, 78] introduced sets of tensor Hermite
polynomials as a Cartesian alternative to Burnett’s expansion. Both expansions convert an
integro-differential kinetic equation into an infinite hierarchy of partial differential equa-
tions in x and t for the expansion coefficients.
The same expansion in Hermite polynomials for velocity space, and in Fourier modes
for physical space, was used in early simulations of the 1+1D Vlasov–Poisson system, such
as by ARMSTRONG [79], GRANT & FEIX [80] and JOYCE ET AL. [81], albeit with different
forms of dissipation and, inevitably, much lower resolution than is currently feasible.
However, through disappointment with the available velocity-space resolution [82], and
with higher dimensional models becoming computationally feasible, interest turned instead
to particle-in-cell (PIC) methods. These represent the distribution function using a set of
macro-particles located at discrete points (xi,vi) in phase space, each of which represents
many physical ions or electrons [83–85]. The method exploits the structure of the left-hand
side of the kinetic equation (2.1) as a derivative along a characteristic in phase space. A
PIC method evolves the solution by propagating macro-particles along their characteris-
tics, analogous to the Lagrangian formulation of fluid dynamics. The representation of the
continuous distribution function F˜ (x,v, t) by a discrete set of n macro-particles creates
an O(1/
√
n) sampling error, sometimes called “shot noise”, that creates particular difficul-
ties in the tail of the distribution where F˜ is much smaller than its maximum value. An
information preservation approach has been developed to alleviate this problem in particle
simulations of neutral gases [86] but it has not yet been employed for plasmas.
Instead, more recent multi-dimensional gyrokinetics codes have returned to Eulerian
representations of velocity space, using fixed grids either for velocities [25, 87] or for
energy and pitch angles [57, 88]. However Hermite polynomials have been used to de-
velop reduced kinetic [89] and gyrofluid models [90, 91], as well as the Hermite expansion
coefficients being used to characterize velocity space behaviour [92–94] in analogy with
KOLMOGOROV’s 1941 theory of hydrodynamic turbulence [95] expressed using the en-
ergy spectrum in Fourier space. This has reignited interest in using Hermite polynomials
for computation in new reduced-dimension [96, 97] gyrokinetics codes, and our fully five-
dimensional SPECTROGK described in Chapter 5. A recent comparison between a PIC
code and a Fourier–Hermite code shows that the latter is much more computationally effi-
cient for the 1+1D Vlasov–Poisson system when high accuracy is desired [98].
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3.1.1 Hermite functions
We introduce the standard Hermite polynomials Hm(v), and the re-normalized Hermite
functions φm(v), defined by
Hm(v) = (−1)mev2 d
m
dvm
(
e−v
2
)
, φm(v) =
Hm(v)√
2mm!
, (3.15)
for m = 0, 1, 2, . . .. The φm are orthonormal with respect to the weight function e−v2/
√
pi,
equal to our dimensionless Maxwell–Boltzmann distribution. Introducing the dual Hermite
functions φm(v) = e−v
2
φm(v)/
√
pi thus establishes the bi-orthonormality conditions∫ ∞
−∞
dv φn(v)φ
m(v) = δnm for m,n ≥ 0. (3.16)
Each φm satisfies the velocity space boundary conditions φm(v) → 0 as v → ±∞. They
form a complete set for functions g(v) that are analytic in a strip centred on the real axis
and satisfy the decay condition |g(v)| < c1 exp (−c2v2/2) for some constants c1 > 0 and
c2 > 1 [99, 100] so we may expand the perturbed distribution function as
g(v) =
∞∑
m=0
gmφm(v), with gm =
∫ ∞
−∞
dv g(v)φm(v). (3.17)
This is an asymmetrically weighted Hermite expansion, in the terminology of HOLLOWAY
[99]. The symmetric expansion uses the orthogonal functions ψm(v) = e−v
2/2φm(v)pi−1/4.
In kinetic theory problems one may choose the width of the Gaussian weight function in
the Hermite orthogonality condition to differ from the width of the Maxwell–Boltzmann
distribution [101, 102], but LE BOURDIEC ET AL. [103] found that taking the two Gaus-
sians to have the same width gives optimal accuracy. The expansion (3.17) then coincides
with the expansion originally introduced by GRAD [76, 77, 78].
The first few expansion coefficients in (3.17) have physical interpretations,
g0 =
∫ ∞
−∞
dv g(v) = ni,
g1 =
∫ ∞
−∞
dv
√
2vg(v) =
√
2niui,
g2 =
∫ ∞
−∞
dv
√
2
(
v2 − 1
2
)
g(v) =
√
2(2Ei − niTi),
(3.18)
where ni, ui, and Ei are the perturbations due to g in the ion fluid density, fluid velocity,
and energy density respectively, and Ti = 1/2 is the background equilibrium temperature
in our dimensionless variables. These expressions are of particular importance for efficient
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computation, since integrals required to find the current and charge densities in Maxwell’s
equations (2.106) are now single Hermite coefficients, rather than integrals approximated
as sums over velocity space grids.
In contrast to low m moments, coefficients for higher m are associated with fine scales
and kinetic, not fluid, moments: the asymptotic behaviour of the symmetrically weighted
Hermite functions for large m is [75, 104],
ψm(v) ∼ Am cos(v
√
2m−mpi/2), with Am = 2
1−m/2Γ(m)1/2
pi1/4m1/2Γ(m/2)
. (3.19)
Hermite functions with larger m thus represent progressively finer scale structures in v.
Hermite functions with adjacent m values satisfy the recurrence relation
vφm(v) =
√
m+ 1
2
φm+1(v) +
√
m
2
φm−1(v). (3.20)
This may be written as a matrix equation using the Jacobi matrix J,
vφm(v) =
∞∑
n=0
Jmnφ
n(v), (3.21)
where J is infinite, symmetric, and tridiagonal with nonzero entries Jm,m−1 = Jm−1,m =√
m/2 [105]. Derivatives of Hermite functions may be expressed as
dφm
dv
= −
√
2(m+ 1)φm+1, and
dφm
dv
=
√
2mφm−1. (3.22)
The relations (3.20) and (3.22) allow us to develop a pure spectral discretisation in velocity
space. Once initial conditions have been expressed as coefficients in a Hermite expansion,
we do not need a collocation grid in v analogous to that required to compute the nonlinear
terms in x space (see §5.1.1.1). We later use initial conditions that have simple expressions
as truncated Hermite expansions, such as the Maxwellian in Chapter 6, but generically one
must evaluate the Hermite transform of the initial conditions.
Finally, we shall find the Hermite expansions of delta functions useful. Combining the
two expressions in (3.17) gives
g(v) =
∞∑
m=0
gmφm(v) =
∫ ∞
−∞
dV
( ∞∑
m=0
φm(V )φm(v)
)
g(V ), (3.23)
from which we deduce the resolution of the identity formula
δ(v − V ) =
∞∑
m=0
φm(V )φm(v). (3.24)
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Figure 3.2: (a) Hermite spectra of δ(v − V ). Black lines show m−1/2 decay, and crosses
give a lower bound for the position of the maxima m = V 2/2 − 1. (b) Three examples of
16th order Hermite cardinal functions, with markers located at Hermite grid points. Each
function is zero at all grid points but one, and one at the other.
Therefore the expansion coefficients for the delta function δ(v− V ) are gm = φm(V ). The
spectrum |gm|2/2, plotted in Figure 3.2(a), increases super-exponentially until a maximum
is reached, and then decays like m−1/2, which follows from (3.19) and Stirling’s formula
[75]
log Γ(m+ 1) = logm! = m logm−m+ 1
2
log(2pim) +O(m−1). (3.25)
If the maximum is at m∗, then∣∣φm∗(V )∣∣ > ∣∣φm∗+1(V )∣∣ > ∣∣∣√ 2m∗+1V φm∗(V )∣∣∣− ∣∣∣∣√ m∗m∗+1φm∗−1(V )∣∣∣∣ , (3.26)
where the first inequality is by definition of a maximum, and the second is due to the
recurrence relation (3.20) and the triangle inequality. Rearranging (3.26) gives(√
2
m∗ |V | −
√
m∗+1
m∗
) ∣∣φm∗(V )∣∣ < ∣∣φm∗−1(V )∣∣ < ∣∣φm∗(V )∣∣ , (3.27)
which yields the bound m∗ > V 2/2− 1. This is also plotted in Figure 3.2(a).
3.1.2 Truncated Hermite series
We approximate the distribution function perturbation (3.17) by the truncated Hermite se-
ries
g(v, t) =
N∑
m=0
gm(t)φm(v), (3.28)
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which is a polynomial of degree N multiplied by F0. We expect g to decay as e−v
2 , so
this expansion provides a spectrally accurate approximation to (3.17) using a convenient
bi-orthonormal basis.
We calculate moments via the Gauss–Hermite quadrature formula [106]∫ ∞
−∞
p(v)F0(v)dv =
N∑
j=0
wNj p(vj), w
N
j =
[
NφN (vj)
2]−1 , (3.29)
where the quadrature points vj are the N + 1 roots of the Hermite polynomial HN+1(v).
Equation (3.29) holds exactly for all polynomials p(v) with degree 2N + 1 or less. Set-
ting p(v) = φm(v)φn(v) and using the bi-orthogonality condition (3.16) establishes that
Hermite polynomials of degree at most N form a finite orthogonal set:
N∑
j=0
wNj φ
m(vj)φ
n(vj) = δnm, for n,m ∈ {0, 1, . . . , N}. (3.30)
Dual to this is the discrete resolution of the identity formula, obtained by multiplying (3.30)
by φm(vl) and summing over m,
N∑
m=0
wNj φ
m(vj)φ
m(vl) = δjl, for j, l ∈ {0, 1, . . . , N}. (3.31)
These formulae motivate the introduction of the Hermite cardinal polynomials
C˜Nj (v) =
N∑
m=0
wNj φ
m(vj)φ
m(v), (3.32)
polynomials of degree N that are analogous to Whittaker’s sine cardinal function for
Fourier series [107–109] in that C˜Nj (vl) = δjl. Hermite cardinal polynomials lie in the span
of Hermite polynomials up to degree N , being the Lagrange interpolation polynomials for
the Gauss–Hermite quadrature points. We also define the Hermite cardinal functions
CNj (v) =
F0(v)
F0(vj)
C˜Nj (v). (3.33)
These also satisfy CNj (vl) = δjl for Hermite roots, but decay like a Maxwellian as v → ±∞.
Three examples of C16j (v) are plotted in Figure 3.2(b). With these, our truncated expansion
(3.28) becomes
g(v, t) =
N∑
m=0
gm(t)φm(v) =
N∑
j=0
g(vj, t)CNj (v), (3.34)
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and we may express our truncated approximation of g either in terms of the coefficients
gm(t) or the function values g(vj, t). As (3.34) shows, this truncation is equivalent to a dis-
cretization of g on the grid of N + 1 Gauss–Hermite quadrature points vj with coefficients
gm related to the function values g(vj) through an invertible linear transformation.
The optimal method for calculating the Hermite roots vj uses a truncation of the Jacobi
matrix from (3.21). The leading N + 1 × N + 1 submatrix JN of J has the property that
its characteristic polynomial is proportional to the Hermite function φN+1(v) [110, 111].
Therefore the roots of the Hermite polynomial φN+1(v) may be readily computed as the
eigenvalues of the symmetric tridiagonal matrix JN using the QR algorithm [112].
3.1.3 Hermite system
Substituting the truncated expansion (3.28) into (3.2) and projecting onto each of the φm in
turn gives the system
∂gm
∂t
+
i
k
(
ω˜nδm0 +
ω˜T√
2
δm2
)
g0 +
i√
2
δm1 g0 + i
(√
m+ 1
2
gm+1 +
√
m
2
gm−1
)
= 0,
(3.35)
where we have neglected collisions and eliminated ϕ = g0 using the quasineutrality condi-
tion. We have also rescaled time by t 7→ kt to simplify the algebra in subsequent sections.
The recurrence relation (3.20) allows the streaming term vg in (3.3) to be expressed as a
coupling between mode m and modes m ± 1. The electrostatic response and the driving
from background gradients appear only in the first few equations for m ∈ {0, 1, 2}. Equa-
tion (3.35) is the problem treated by NG ET AL. [71] in their analytic work, but generalized
to include density and temperature gradients.
Equation (3.35) may be rewritten as the matrix equation
∂gm
∂t
= −iMmngn, (3.36)
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for the matrix
M =

ω˜n
k
1√
2
0 0 0 0
1√
2
+ 1√
2
0 1 0 0 0
ω˜T
k
√
2
1 0
√
3
2
0 0
0 0
√
3
2
0
. . . 0
0 0 0
. . . 0
√
N
2
0 0 0 0
√
N
2
0

= JN +

ω˜n
k
0 0 0 0
1√
2
0 0 0 0
ω˜T
k
√
2
0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0

.
(3.37)
This is the N + 1th order leading submatrix of the Jacobi matrix for Hermite polynomials
J in (3.21), with three additional non-zero elements in the first column due to the driving
and the electrostatic response. Thus M is a rank-one update to JN , that is M = JN + xyT
for vectors x = (ω˜n/k, 1/
√
2, ω˜T/k, 0, . . . , 0)
T and yT = (1, 0, . . . , 0). Theory exists for
inverting matrices of this form [113] and for finding eigenvalues in special cases such as
when M is symmetric (x = y) [114] or when x or y are eigenvectors of JN [115], but it does
not seem possible to exploit this structure for the asymmetric eigenvalue problem with a
general rank-one update.
The growth rates shown in Figure 3.1(b) are calculated by finding the eigenvalues of
the truncated matrix M. As explained above, this is equivalent to discretizing g(v) on a
Gauss–Hermite grid in velocity space. However we may now explain these results in terms
of the truncated representation of g (3.28). Putting m = N in (3.36) gives√
N + 1
2
gN+1 +
√
N
2
gN−1 = ωgN , (3.38)
but a simple truncation sets gN+1 = 0 and is only valid when gN+1 is negligibly small.1 To
see if this is so we plot the Hermite spectrum forN = 100 and two wavenumbers k/αi = 2
and k/αi = 6 in Figure 3.3. The spectrum for k/αi = 2 decays from gm ∼ 1 at small m to
1More generally, the coefficient gN+1 in (3.38) may be approximated by a linear combination of the
coefficients g0, g1, . . . , gN . This assumes that the smallest scale structure may be extrapolated from larger
scales, an approach studied by Smith [116].
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Figure 3.3: Hermite spectra for two values of the parallel wavenumber, (a) k/αi = 2 and
(b) k/αi = 6, calculated using the truncation (3.28) with N = 100. Spectra are plotted
against m+ 1 to not omit the zeroth mode on the logarithmic scale.
gm ∼ 10−3 at m = 100, so the last few terms retained are roughly a thousand times smaller
than the first few terms. The spectrum for k/αi = 6 does not decay. The gm are initially
negligible, but grow rapidly for 12 . m . 40 and then saturate for m & 40. The spectrum
is similar to the growing part of the spectra of delta functions shown in Figure 3.2(a). We
may expect this as k = 6αi exceeds kcrit, the critical wavenumber at which the Case–Van
Kampen mode forms (see Figure 3.1(c)). Therefore the truncation is valid for growing
modes, but not for decaying modes.
3.1.4 Hermite representation of a Case–Van Kampen mode
The behaviour of the Hermite spectrum for k/αi = 6 may be understood by considering
the free streaming equation
∂g
∂t
+ ikvg = 0, (3.39)
the kinetic equation in (3.1a) with no driving from background gradients, collisions, or
electrostatic response. Seeking time periodic solutions proportional to e−iωt and rescaling
time as in §3.1.3 gives
(v − ω)gˆ = 0. (3.40)
This equation admits the generalized eigenfunctions gˆ = δ(v−ω), which are equivalent to
the Case–Van Kampen modes in the original system. Indeed the collisionless and undriven
form of (3.1) may be reduced to (3.39) using a different integral transform in place of the
Fourier transform [117].
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The calculations in §3.1.3 hold for equation (3.39) if we omit the electrostatic response
term and set ω˜n = ω˜T = 0. Now M = JN and the truncated matrix eigenvalue problem
becomes, √
m+ 1
2
gm+1 +
√
m
2
gm−1 = ω gm, (3.41)
for m = 0, . . . , N − 1. The last row is modified because gN+1 ≡ 0 due to the truncation.
The matrix JN is the N + 1th order leading submatrix of the Jacobi matrix for Hermite
polynomials J in (3.21). The characteristic polynomial of JN is proportional to φN+1(v),
so the eigenvalues of JN are the roots of φN+1(v). This may also be seen by noting that the
relation (3.41) coincides with the recurrence relation (3.20) form = 0, . . . , N−1, so φm(v)
is a candidate eigenvector with components (φ0(v), . . . , φN(v)) and eigenvalue v = ω. To
satisfy the last row of the matrix equation we need φN+1(v) = 0, which determines the
eigenvalues as the N + 1 Gauss–Hermite quadrature points vj that satisfy φN+1(vj) = 0.
The distribution functions corresponding to the eigenvectors are
gj(v) =
N∑
m=0
φm(vj)φm(v), (3.42)
which are approximations of the delta functions δ(v−vj) such that in the limitN →∞ we
recover the Hermite representation of a delta function (3.24). Moreover the Gauss–Hermite
quadrature points expand to fill the real line because they spread outwards proportional to√
N as N → ∞, and their spacing decreases as 1/√N [118]. Thus the spectra of the ma-
trices JN approach a continuous spectrum as N →∞, and the corresponding eigenvectors
approach the Case–Van Kampen modes.
3.2 Collisions
As we have seen in §3.1.3, discrete representations of collisionless dynamics require regu-
larization to prevent infinitesimally fine scales forming in velocity space. It is natural to do
this with physical collision operators, i.e. to study weakly collisional plasmas. The relevant
collision operator is the Landau operator [119] which contains the long-range Coulomb
potential rather than the Maxwell molecule inverse 5th power potentials [74] used in the
kinetic theory of uncharged particles. The Landau operator is not amenable to simple com-
putation, so in §3.2.2 we consider model collision operators which share the properties of
the Landau operator discussed in §3.2.1. With the Coulomb potential, collisions are pre-
dominantly glancing, so velocity changes are small. This allows a Taylor expansion of
the distribution function which leads to first and second-order velocity space derivatives
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in the Landau operator. Thus the operator produces diffusion in velocity space, which is
effective at removing fine scales in the distribution.2 In Hermite space this corresponds
to damping higher modes which represent smaller scales, and provides a mechanism for
gN+1 and higher to be made negligible. However this requires that we resolve collisional
scales, which we show in §3.2.2 to be prohibitively expensive. To circumvent this we use
the separation of scales of the Hermite system (3.35): driving and the Boltzmann response
are represented by low moments, and only particle streaming appears in the high moments.
Free energy cascades from low moments to high moments via particle streaming, similar
to the turbulent cascade through wavenumbers in hydrodynamic theory. Here however,
the cascade is linear and reversible. Still, we find for our system that changes to the col-
lision model do not affect the low moments, nor properties determined by these, such as
the growth rate. Therefore in §3.2.4 we introduce a hypercollisional operator with high
order derivatives in velocity space to artificially increase the scales on which collisions act
and to make damping severe over a narrow range of high modes. This leaves low modes
unaffected, so the correct growth rate is found with fewer terms in the Hermite expansion.
This approach is similar to the hyperviscosity used in spectral methods for physical
space in hydrodynamic turbulence [e.g. 122, 123] and plasma simulations [e.g. 66]. A
higher order term, typically −(−∇2)n for some integer n, operating on the velocity or
vorticity confines dissipation to a small range of high wavenumbers. The approach of
damping velocity space with a hypercollisional operator has also been considered before
[e.g. 81, 124, 125]. These works use hypercollisions to prevent recurrence, the spurious
reappearance of free energy in low moments after finite time, rather than as a means to
reduce the necessary resolution in velocity space.
3.2.1 The Landau collision operator and its properties
Particles interacting via the long-range Coulomb potential experience many small deflec-
tions due to glancing collisions. Expanding the distribution function in the Boltzmann
binary collision operator in a Taylor expansion for small velocity changes, and cutting off
the divergent contributions at small and large scales gives the Landau operator
C[F ] =
∂
∂v
·
∫
K(v − v′) ·
(
F (v′)
∂
∂v
F (v)− F (v) ∂
∂v′
F (v′)
)
dv′. (3.43)
HereK(v−v′) = (I−ˆ¯vˆ¯v)/|v¯|, where v¯ = v−v′ is the closing velocity, and ˆ¯v a unit vector
in that direction. The collision frequency is ν = 2piniq4i log Λ/(m
2
i v
3
th) where log Λ is the
2It is also possible to remove fine scales using a velocity-dependent collision frequency [e.g. 120, 121],
but we do not discuss this.
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Coulomb logarithm that absorbs the effects of the cutoffs, and ni, qi, mi and vthi are the
ion number density, charge, mass and thermal velocity (the characteristic velocity scale).
Equation (3.43) is for ion–ion collisions, the relevant term in equation (3.1). Collisions
between the adiabatic electrons and the ion perturbation are neglected, being smaller by a
factor of the square root of the mass ratio
√
me/mi ≈ 1/40 [126]. The Landau collision
operator (3.43) may be rewritten in the Fokker–Planck form
C[F ] =
∂
∂v
·
(
D[F ] · ∂
∂v
F −F [F ]F
)
, (3.44)
using the diffusion tensorD and friction vector F ,
D[F ] =
∫
K(v − v′)F (v′) dv′, F [F ] =
∫
K(v − v′) · ∂F (v
′)
∂v′
dv′. (3.45)
The F dependence of D and F makes them inconvenient expressions to work with. In-
serting approximations for D and F into the Fokker–Planck form (3.44) leads to useful
model collision operators. The properties of the Landau operator that model operators
should share are often given [e.g. 127, 128] as the model operator (i) representing the ef-
fect of small-angle collisions, (ii) vanishing when applied to any Maxwellian distribution,
(iii) conserving mass, momentum and energy, and (iv) driving the distribution function to
a Maxwellian as t→∞.
The first property holds for Fokker–Planck operators due to the presence of velocity
derivatives in (3.44). We only use the global Maxwellian F0, so the second property is
C[F0] = 0. Conservation of mass, momentum and energy correspond respectively to the
zeroth, first and second velocity moments of the collision operator vanishing,∫ ∞
−∞
C[F ] dv =
∫ ∞
−∞
vC[F ] dv =
∫ ∞
−∞
v2C[F ] dv = 0. (3.46)
The final property imposes a bound on the behaviour of F at long times. We express
this using a convenient measure of entropy relative to the Maxwellian F0,
R[F |F0] ≡
∫ ∞
−∞
F log
(
F
F0
)
− F + F0 dv. (3.47)
This relative entropy was introduced for studying the Boltzmann equation [e.g. 129, 130],
in particular for establishing rigorous hydrodynamic limits [130–132]. It is also used to es-
tablish the existence and long-time attracting properties of steady solutions of the Vlasov–
Poisson system [133, 134] and in other plasma applications [89, 135, 136]. Expanding for
small perturbations g = F − F0  F0,
R[F |F0] = 1
2
∫ ∞
−∞
dv
g2
F0
+O(g3), (3.48)
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so R is positive definite and quadratic in small perturbations. The leading order term de-
fines the free energy of the perturbed distribution for linearized theory, which may also be
expressed in terms of the Hermite expansion coefficients (3.17) as
Wf ≡ 1
2
∫ ∞
−∞
g2
F0
dv =
1
2
∞∑
n,m=0
∫ ∞
−∞
gngmφnφ
m dv =
1
2
∞∑
m=0
|gm|2. (3.49)
This is also a statement of Parseval’s theorem for expansions in Hermite functions. The
total free energy for the system (3.1) is W = Wf + Wϕ, where Wϕ = |ϕ|2/2 = |g0|2/2
is the free energy of the electric field. The free energy W is conserved in the collisionless
system with no temperature gradient (ν = ω˜T = 0), as shown in §3.4.3. The Hermite
spectrum Em ≡ |gm|2/2 (previously plotted in Figures 3.2 and 3.3) is thus the contribution
to Wf from each Hermite mode.
Relative entropy R differs from the Boltzmann entropy,
H[F ] ≡
∫ ∞
−∞
F logF dv, (3.50)
only by terms which are linear in number density and energy density. Using the Maxwellian
F0 = (n0/(2piT0)
−1/2) exp(−v2/2T0),
R[F |F0] =
∫ ∞
−∞
F logF − F logF0 − F + F0 dv
= H[F ] +
E
T0
+ n0 − ni log
(
en0
(2piT0)1/2
)
,
(3.51)
where ni and E are the number density and energy density associated with the total distri-
bution F . Thus T0R is analogous to the Gibbs free energy density at a point in space with
temperature T0 and pressure n0T0, plus a chemical potential term to account for the possi-
bility of local changes in particle number. Relative entropy R is also the plasma part of the
general grand canonical ensemble density [136]. When the collision operator conserves ni
and E , the behaviour of R and H under collisions is the same, i.e. dH/dt = dR/dt, and
we may recast statements about the entropy in terms of the relative entropy. In particular,
the plasma is driven to equilibrium by collisions if and only if
dR
dt
=
∫ ∞
−∞
C[F ] log
F
F0
dv ≤ 0. (3.52)
3.2.2 The Lenard–Bernstein and Kirkwood collision operators
We study two Fokker–Planck type model collision operators where D and F are approx-
imated. LENARD & BERNSTEIN [70] proposed D = 1/2 (the equilibrium temperature in
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our dimensionless variables) and F = −v, which in one dimension gives
C [F ] =
∂
∂v
(
vF +
1
2
∂F
∂v
)
. (3.53)
The Boltzmann entropy decreases under Lenard–Bernstein collisions [137],
dH
dt
=
∫ ∞
−∞
C[F ] log
F
F0
dv = −1
2
∫ ∞
−∞
F
∣∣∣∣ ∂∂v
(
log
F
F0
)∣∣∣∣2 dv ≤ 0, (3.54)
with equality only if F = F0. The eigenfunctions and eigenvalues are the Hermite functions
C[φm] = −mφm, for all m ≥ 0. (3.55)
The Lenard–Bernstein operator preserves the leading order Maxwellian, C[F0] = 0, which
follows from F0 = φ0. Thus C[F ] = C[g], and expanding the perturbed distribution
function as g =
∑
m gmφm, we investigate the conservation properties by calculating the
integrals (3.46). Mass is conserved since∫ ∞
−∞
C[F ] dv = −
∫ ∞
−∞
∑
m
mgmφm dv = −
∑
m
mgmδm0 = 0, (3.56)
but the Lenard–Bernstein operator conserves neither momentum nor energy,∫ ∞
−∞
vC[F ] dv = − g1√
2
,
∫ ∞
−∞
v2C[F ] dv = −2
√
2g2. (3.57)
The Kirkwood operator [138] restores conservation of momentum and energy by incorpo-
rating local values of the fluid velocity u and temperature T into F = v − u and D = T ,
giving
C[F ] =
∂
∂v
(
(v − u[F ])F + T [F ]∂F
∂v
)
, (3.58)
where
ni[F ] =
∫ ∞
−∞
F dv, u[F ] =
1
ni
∫ ∞
−∞
vF dv, T [F ] =
1
ni
∫ ∞
−∞
(v − u)2F dv, (3.59)
so that the Kirkwood operator is a nonlinear integro-differential operator.
3.2.3 The linearized Kirkwood collision operator
Formally in equation (3.1a) we require the linearized form of the Landau operator (3.43)
which describes collisions between the ion Maxwellian F0 and a perturbation g [139],
C[g] =
∂
∂v
·
∫
K(v − v′) · F0(v)F0(v′)
[
∂
∂v
(
g(v)
F0(v)
)
− ∂
∂v′
(
g(v′)
F0(v′)
)]
dv′. (3.60)
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We replace this with the linearized Kirkwood operator
L[g] = ∂
∂v
(
1
2
∂g
∂v
+ vg + T [g]
∂F0
∂v
− u[g]F0
)
. (3.61)
In Hermite space this linearized Kirkwood operator is
L[g] = −
∞∑
m=0
mgmφmIm≥3, (3.62)
where the indicator function Im≥3 is defined by
Im≥3 =
{
1 for m ≥ 3,
0 otherwise.
(3.63)
The eigenfunctions are the Hermite functions φm, each with corresponding eigenvalue
−mIm≥3. Thus φ0, φ1 and φ2 all have eigenvalue zero, which establishes the required
conservation properties.
With (3.62) the collisional version of the moment system (3.35) is
∂gm
∂t
+
i
k
(
ω˜nδn0 +
ω˜T√
2
δn2
)
g0 +
i√
2
δm1g0 + i
(√
m+ 1
2
gm+1 +
√
m
2
gm−1
)
= −νmgmIm≥3.
(3.64)
Writing this in the form of (3.36), there are now imaginary entries on the diagonal of the
matrix. As it is complex, its eigenvalues do not necessarily occur in conjugate pairs, and so
the method can capture negative growth rates.
Figure 3.4 shows the growth rate plotted against parallel wavenumber for different col-
lision frequencies ν and numbers of Hermite functions N . Figure 3.4(a) shows that when
the collision frequency is small, the growth rate is similar to the collisionless case and
negative growth rates are not correctly captured. However when the collision frequency is
large enough to correctly capture the qualitative growth rate behaviour, the growth rate is
too large in the low wavenumbers and too small in the high wavenumbers. The correct rate
is found by increasing N , but Figure 3.4(b) shows this requires hundreds of terms.
Figures 3.4(c) and (d) show the Hermite spectra for two truncations with ν = 10−2 and
a fixed parallel wavenumber, corresponding to points on the red curve in Figure 3.4(b). As
in Figure 3.3, the N = 100 calculation is correct for k/αi = 2 and incorrect for k/αi = 6.
Now, however, both spectra decay, even though the k/αi = 6 spectrum is not negligible
at the truncation point. The behaviour of the N = 10 spectra is similar to the N = 100
spectra. This shows we can truncate at different points without qualitative changes to the
spectra, but also that we must use a large number of terms to resolve collisional scales.
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Figure 3.4: Kirkwood collisions. The growth rate is plotted for (a) varying collision fre-
quency ν and fixed truncation point N = 100, and (b) varying truncation point and fixed
collision frequency ν = 10−2. Spectra are plotted for truncations N = 10, N = 100 and
wavenumbers (c) k/αi = 2, (d) k/αi = 6.
3.2.4 Hypercollisions
To reduce the number of Hermite modes required to resolve collisional scales we introduce
a hypercollisional operator that leaves most of the spectrum unaffected but severely damps
a narrow range of the highest modes. This is defined by
C[φm] = −(m/N)nφmIm≥3. (3.65)
It differs from the Kirkwood collision operator (3.62) by the power n, and the replacement
of m by m/N . This is a convenient rescaling of ν so that the damping strength depends
on relative position within the truncated series, not absolute mode number. The highest
mode is damped by ν for all N , and the parameter n determines how sharply the damping
changes in Hermite space. A similar operator, C[φm] = −m(m−1)(m−2)φm, which also
conserves mass, momentum and energy, was proposed by CAMPOREALE ET AL. [98]. The
latter does not have a simple definition as a differential operator in velocity space, but can
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be constructed from the Lenard–Bernstein operator [98]. In contrast, the hypercollisional
operator (3.65) may be defined using the Kirkwood operator L (3.61), analogously to the
definition of hyperviscosity as a power of a Laplacian,
C[f ] ≡ −(−1)
n
Nn
Ln[f ]. (3.66)
The hypercollision operator inherits some properties from the Kirkwood operator. The
equilibrium distribution is unaffected by collisions as L[F0] = 0, and the Hermite functions
φm are the eigenfunctions. Hypercollisions conserve mass, momentum or energy. The free
energy Wf (3.49) does not increase under collisions, which is sufficient for a linearized
theory: differentiating (3.49) with respect to time gives
dWf
dt
= −
N∑
m=3
(m
N
)n
|gm|2, (3.67)
so that relative entropy R, and therefore entropy H , decrease to leading order in small
perturbations g  F0.
With hypercollisions, equation (3.35) becomes,
∂gm
∂t
+
i
k
(
ω˜nδm0 +
ω˜T√
2
δm2
)
g0 +
i√
2
δm1g0 + i
(√
m+ 1
2
gm+1 +
√
m
2
gm−1
)
= −ν
(m
N
)n
gmIm≥3.
(3.68)
As with Kirkwood collisions, the corresponding matrix is not purely imaginary, resulting
in negative growth rates.
Figure 3.5(a) shows that with hypercollisions the growth rate may be captured accu-
rately for all wavenumbers with as few as 10 modes. The quality of the approximation
depends on the parameters ν and n, but is quite robust to changes (a property we investi-
gate in §3.3.2). Figure 3.5(b) shows the normalized error plotted for various values of N .
This error is defined as
Normalized Error =
|γcalc − γexact|
|γexact| , (3.69)
where γcalc is the computed growth rate, and γexact is the growth rate from the dispersion
relation (3.7). The normalized error decreases as N increases, but tends to increase as
k increases. The troughs in the first three lines correspond to a change of sign in the
numerator of (3.69). The error is below one percent with as few as 10 terms in the Hermite
expansion.
Figures 3.5(c) and (d) show that high modes of the hypercollision spectra are now
damped to zero before the series is truncated. This is true for all truncations as the highest
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Figure 3.5: Results for hypercollisions, ν = 16, n = 6: (a) the growth rate against parallel
wavenumber, and (b) the normalized error in the calculation The last two figures show
Hermite spectra for (c) k/αi = 2 and (d) k/αi = 6.
mode is always damped by −νgN . Again the behaviour of the low modes is independent
of N with the N = 10 spectrum agreeing with N = 100 spectrum before its highest
modes are damped. Before damping, the k/αi = 6 spectrum increases in magnitude with
increasing m, showing that the distribution would have fine structure in velocity space but
for the effect of collisions and truncation.
3.3 Theoretical Hermite spectra and the hypercollision
plateau
We now study the Hermite spectrum of the hypercollisional system (3.68). We derive a
partial differential equation for the free energy density Em = |gm|2/2 as a function of
continuous (t,m) space. Solving for eigenmodes in time, we find a theoretical expression
for the Hermite spectrum in terms of the growth rate and hypercollision parameters.
We also plot the calculated growth rate against the collision frequency ν and find a
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“hypercollision plateau”, an interval in ν where the growth rate is accurately calculated,
independent of the precise value of ν. Using the theoretical spectrum, we find the ends of
the plateau and thereby derive inequalities for the parameter values in the hypercollision
operator.
3.3.1 Theoretical Hermite spectra
To derive the theoretical Hermite spectrum we follow the approach of WATANABE &
SUGAMA [140] and ZOCCO & SCHEKOCHIHIN [89], and multiply the kinetic equation
(3.68) by g¯m (where overbar denotes the complex conjugate) to obtain the difference equa-
tion
g¯m
∂gm
∂t
+ i
(√
m+ 1
2
gm+1g¯m +
√
m
2
g¯mgm−1
)
= −ν
(m
N
)n
|gm|2, (3.70)
for m > 2. The substitution bm = imgm gives the equation
bm
∂bm
∂t
+
(√
m+ 1
2
bm+1bm −
√
m
2
bmbm−1
)
= −ν
(m
N
)n
b2m, (3.71)
which supports real-valued solutions bm. Defining Γm+1/2 = bm+1bm
√
(m+ 1)/2, the
mode coupling term may be interpreted as a finite difference approximation to a derivative
in m considered as a continuous variable,
Γm+1/2 − Γm−1/2
(m+ 1/2)− (m− 1/2) ≈
∂Γm
∂m
. (3.72)
We interpret Γm as the free energy flux through mode numbers, the same concept as the
flux that cascades through wavenumber space in Kolmogorov’s hydrodynamic turbulence
theory [95]. The approximation is valid in the large m limit, in which Γm ≈ b2m
√
m/2,
provided bm+1 ≈ bm. It is known from the theory of finite difference approximations for
advective partial differential equations that (3.71) also supports “alternating” or “parasitic”
solutions for which bm+1 ≈ −bm, and the flux propagates in the opposite direction [141,
142]. We return to this point when studying the initial value problem in §3.4.
In the largem limit, (3.71) may be rewritten as an evolution equation for the free energy
density, Em = |gm|2/2 = b2m/2, in continuous (m, t) space,
∂Em
∂t
+
∂
∂m
(√
2mEm
)
= −2ν
(m
N
)n
Em. (3.73)
Introducing the variables µ =
√
2m and E˜µ = µEm, and multiplying (3.73) by µ gives(
∂
∂t
+
∂
∂µ
)
E˜µ = −2νµ2n(2N)−nE˜µ. (3.74)
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Considering eigenmodes in time we have ∂gm/∂t = −iωgm and dE˜µ/dt = 2γE˜µ, where
γ = Im(ω). Substitution into (3.74) yields
dE˜µ
dµ
= −2γE˜µ − 2νµ2n(2N)−nE˜µ. (3.75)
Solving, and rewriting the solution E˜µ using the original variables gives the Hermite spec-
trum of the eigenmode as
Em =
C√
2m
exp
(
− γ|γ|
(
m
mγ
)1/2
−
(
m
mc
)n+1/2)
, (3.76)
where the growth rate cutoff mγ and the collisional cutoff mc are defined by
mγ =
1
8γ2
, mc =
[
Nn (n+ 1/2)
ν
√
2
]1/(n+1/2)
. (3.77)
The spectrum has three parts: an underlying m−1/2 decay, and two exponential factors due
to the growth rate and collisions. Typically mγ < mc so collisions dominate at the largest
m. Modes above the collisional cutoff, m > mc, are strongly damped, with the steepness
of the cutoff increasing with increasing n. Between cutoffs, mγ < m < mc, the behaviour
depends on the sign of γ, with the spectrum growing for γ < 0 and decaying for γ > 0.
Them−1/2 behaviour is observed in the modes below both cutoffs. As γ → 0, the spectrum
becomes like m−1/2, like that of a delta function, as found in §3.1.1.
The theoretical spectra (3.76) for k/αi = 2 and k/αi = 6 are plotted in Figure 3.6
along with corresponding spectra calculated as eigenvectors of (3.68), and the collisional
and growth rate cutoffs. The growth rate γ in (3.76) is not determined in this derivation
of the spectrum, so we use the growth rate calculated in the discrete eigenvalue calculation
(3.68). Since the theoretical and numerical spectra are both eigenfunctions, their overall
normalizations are arbitrary. We have aligned the theoretical spectrum to the numerical
spectra using a least squares fit for the normalization. The theoretical spectra for both
growth and decay show remarkable agreement with the numerical spectra. This is particu-
larly striking as the theoretical spectra are derived in the large m limit, but hold for modes
as small asm = 2. The collisional cutoff also gives an accurate guide for the point at which
hypercollisions become dominant.
3.3.2 Hypercollisional plateau against collisionality
We now study how the calculation of the growth rate depends on the parameters ν, n, and
N in the hypercollisional operator. In particular, we wish to choose ν and n to minimize
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Figure 3.6: Calculated Hermite spectra with hypercollisions against theoretical spectra for
n = 6, ν = 10 and two wavenumbers (a) growing mode k/αi = 2 and (b) decaying
k/αi = 6. The two vertical lines are the growth rate and collisional cutoffs.
the necessary resolution N . We first fix N and n, and plot the growth rate of the k/αi = 6
decaying mode against the damping of the highest mode, ν, in Figure 3.7(a), and against the
collision frequency, ν/Nn, in Figure 3.7(b). We find that the decay rate is underestimated
until some critical value νcrit (marked with the vertical line ν = 6 in Figure 3.7(a)). Then
there is a plateau where the correct value is calculated for a range of ν, before the decay
rate becomes incorrect as ν becomes too large. This pattern is repeated for different values
ofN . AsN increases, νcrit is unchanged so that νcrit/Nn, the minimum collision frequency
required for correct capture of the growth rate, decreases. However the right-hand end of
the plateau is at a fixed ν/Nn (≈ 1.2 × 10−6, marked in Figure 3.7(b)) so the range of
feasible values of ν increases with increasing N .
We find the location of the plateau by calculating ∂γ/∂ν via matrix perturbation theory
[143]. We write (3.68) as the eigenvalue problem
ωa = (M −D)a, (3.78)
where D is a diagonal matrix whose entries are Dmm = iν(m/N)nIm≥3, and a = (gm)
is the eigenvector of Hermite coefficients for the dominant eigenvalue ω. Taking the ν-
derivative, we obtain
∂ω
∂ν
a + ω
∂a
∂ν
= −i
(m
N
)n
Im≥3a +
[
M − iν
(m
N
)n
Im≥3
] ∂a
∂ν
, (3.79)
so that left-multiplying by the adjoint eigenvector b∗ and rearranging gives
−i∂ω
∂ν
= −b
∗ [(m
N
)n Im≥3] a
b∗a
= −
∑N
m=3 b
∗
m
(
m
N
)n
gm∑N
m=0 b
∗
mgm
. (3.80)
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Figure 3.7: The hypercollision plateau for n = 6. (a,b) The calculated growth rate for
different resolutions plotted against (a) the damping of the highest mode, and (b) the hy-
percollision frequency. There is a plateau where the calculated growth rate equals the value
obtained from the dispersion relation (3.7), indicated with the dashed line. In (a), the small
vertical lines indicate estimates for the start of the plateau: (ν = −γexact) from the lower
bound (3.84), and (ν = 6) by inspection. In (b), the vertical line indicates the end of the
plateau obtained by inspection. The end is at ν/Nn ≈ 1.2 × 10−6 which corresponds to
mcrit = 10 (see (3.86)). (c) The derivative of the calculated growth rate |dγ/dν| against ν.
(d) The derivative of the calculated growth rate |dγ/d(ν/Nn)| against ν/Nn. In (c,d) there
is also a plateau that begins at fixed ν and ends at fixed ν/Nn, but appears smaller than the
plateau in the growth rate due to the logarithmic scale.
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Figure 3.8: Location of the largest term in the numerator of (3.80) against (a) ν and (b)
ν/Nn. The dashed line in (a) gives the theoretical shape of the N = 256 curve from
solving (3.82).
The ∂a/∂ν terms cancel since b∗ω = b∗(M − iν(m/N)nIm≥3), the adjoint equation of
(3.78). A set of parameters {ν, n,N} is in the plateau when ∂ω/∂ν is small. In Fig-
ures 3.7(c) and (d) we plot ∂γ/∂ν = Re (−i∂ω/∂ν) against ν and against ν/Nn. There
is a plateau where ∂γ/∂ν is small and constant, and, as with the growth rate plateau, the
plateau begins at fixed ν and ends at fixed ν/Nn. As it is plotted on a logarithmic scale, the
plateau in ∂γ/∂ν appears to begin later and end sooner than the plateau in the growth rate.
Therefore Figures 3.7(c) and (d) give conservative values for the extent of the plateau.
Equation (3.80) shows that ∂ω/∂ν is a sum with contributions from each Hermite mode
m = 3, . . . , N . The location of the largest term in this sum is also a good indicator of
the extent of the plateau. In Figures 3.8(a) and (b) we plot the m-value corresponding
to the largest term in the sum
∑N
m=3 b
∗
m
(
m
N
)n
gm, the numerator in (3.80). To the left of
the plateau, this is at m = N , it then decreases algebraically until it reaches m = 3.
Figure 3.8(a) shows that the plateau begins with m slightly smaller than N at ν = 6, while
Figure 3.8(b) shows that the end of the plateau ν/Nn ≈ 1.2× 10−6 corresponds to m ≈ 10
for all resolutions.
We may relate the largest term in (3.80) to the dissipation of free energy by collisions
(discussed in §3.4.3) as follows. Since the eigenvector a and adjoint eigenvector b both
satisfy the theoretical spectrum (3.76), we may approximate the sum
N∑
m=3
b∗m
(m
N
)n
gm ≈
N∑
m=3
(m
N
)n
|gm|2
=
N∑
m=3
(m
N
)n 2C√
2m
exp
(
− γ|γ|
(
m
mγ
)1/2
−
(
m
mc
)n+1/2)
.
(3.81)
75
The right-hand side of this is the free energy dissipated by collisions (see C (3.101)). Thus
the largest term in (3.81) is the Hermite mode which is most affected by collisions.
From (3.81) we may find an approximate expression for the location of the largest term,
and use this to derive inequalities for the extent of the plateau. Treating m as a continuous
variable and taking the m-derivative of (3.81), we find that the location of the largest term
m satisfies
ν
Nn
mn+1/2 + γm1/2 − n− 1/2√
2
= 0. (3.82)
The numerical solution of this equation (constrained between 3 and N ) is plotted for the
N = 256 case in dashed black in Figure 3.8(a) and is in excellent agreement with the
observed largest value. To derive inequalities for the extent of the plateau, we solve (3.82)
approximately by taking balances of two of the terms. The first term is positive while the
other two are negative, so we balance the first term with the larger of the other two. This
is too crude to give quantitative agreement, but we shall derive qualitative behaviour. With
n = 6, γ = −0.387, the second term is larger than the third whenm & 100. For sufficiently
large N , this is the case at the left-hand end of the plateau. Thus balancing the first two
terms in (3.82), we find that the largest term is located at
m =
(−γ
ν
)1/n
N, (3.83)
provided γ < 0. For the parameters to give a point in the plateau, the dominant m must
satisfy m < N , so dividing (3.83) by N we derive a lower bound for ν,
ν > −γ ≡ νcrit. (3.84)
Plotting this in Figure 3.7(a), we see that this underestimates the beginning of the plateau;
in fact we have already observed that the plateau begins at νcrit = 6. Substituting νcrit = 6
into (3.83), we deduce that rather than m < N , we must have m . 0.6N . That is, even the
smallest collision frequency must yield a spectrum where∼ 40% of the modes are after the
most damped mode.
At the right-hand end of the plateau, m < 100 and the first and third terms in (3.82)
balance, giving
m =
[
Nn(n− 1/2)
ν
√
2
]1/(n+1/2)
. (3.85)
Figure 3.7(b) shows that the plateau ends at a critical value of the collision frequency,
(ν/Nn)crit, so rearranging (3.85) we obtain the inequality
ν
Nn
<
(n− 1/2)
m
n+1/2
crit
√
2
=
( ν
Nn
)
crit
, (3.86)
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Figure 3.9: The calculated growth rate for different hypercollision exponents plotted
against the damping of the highest mode for different resolutions (a) N = 128, and (b)
N = 32. The n = 1 corresponds to the Kirkwood operator, n = 6 to the hypercollision
operator used in §3.2, and n = 36 to the velocity space version of the Hou–Li filter [144]
used in PARKER & DELLAR [145].
where mcrit is a critical value of the peak of the Hermite spectrum defined implicitly by the
equality in (3.86). Taking the observed value of (ν/Nn)crit ≈ 1.2×10−6 from Figure 3.7(b),
we obtain mcrit = 10 (which also agrees well with the value given by Figure 3.8(b)). This
shows that the even the largest collision frequency must leave around 10 modes unaffected.
We use the inequalities for the two ends of the plateau to estimate the minimum possible
resolution N . At the minimum resolution, the left and right ends of the plateau coincide
so we combine the conditions m ≥ mcrit = 10 and m . 0.6N to obtain the lower bound
N & 17. Again, this is a conservative estimate—the correct growth rate was calculated in
§3.2.4 with N = 10—however for N . 17, there is no guarantee of a range of ν values
that give the correct result.
The existence of νcrit gives a discrete analog of the work of NG ET AL. [71, 72]. There,
Landau-damped modes are found to be the eigenmodes of the collisional problem in the
limit of vanishing collisions; however the eigenfunctions of the purely collisionless prob-
lem are the undamped Case–Van Kampen modes. In our work Case–Van Kampen modes
are found without collisions, and Landau damped modes are found with hypercollisions
provided ν > νcrit. This means to take the limit of vanishing collisions ν/Nn → 0 we must
also take the limit of infinite resolution N →∞.
3.3.3 Hypercollisional plateau against hypercollision exponent
We now study the plateau as a function of hypercollision exponent n. In Figure 3.9 we
plot the calculated growth rate against the damping of the highest mode for different n at
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resolutions N = 32 and N = 128. The overall pattern is very similar to Figure 3.7(a), with
the plateau beginning at a nearly constant ν and ending at fixed (ν/Nn). Thus the plateau
extends further with increasing n. This is seen in the plot for high resolution, N = 128,
in Figure 3.9(a). Two features of this plot are notable. Firstly, there is effectively no
plateau for the Kirkwood collision operator, n = 1, indicating it is not appropriate for use
as an operator for providing numerical dissipation (as opposed to a physically-motivated
collision operator). Secondly, the behaviour at the right-hand end of the plateau changes
with increasing n. For low n . 4, the growth rate decreases further at the right-hand end
of the plateau, before returning monotonically to zero. At higher n & 6, the growth rate
beyond the end of the plateau oscillates about the correct value before returning to zero.
Figure 3.9(a) suggests that one should increase n indefinitely, with even very sharp cutoffs
like n = 36 (which corresponds to the velocity space version of the Hou–Li filter [144]
employed in PARKER & DELLAR [145]) performing very well. However this is only the
case for large N . Figure 3.9(b) shows the plateaus for N = 32. The low values of n
still have effectively no plateau, but now large n also do not have a plateau. With even
smaller resolutions down to around N = 16, only n ∈ {4, 6, 8} retain any plateau. Thus
for simulations with limited resolution we should choose n ∈ {4, 6, 8} for which there is a
robust plateau.
3.3.4 Convergence with hypercollision parameters
Finally we consider convergence of the calculated complex frequency ω to the exact fre-
quency from the dispersion relation ωexact. We plot the normalized error |ω−ωexact|/|ωexact|
at fixed ν againstN and against n in Figure 3.10. In Figure 3.10(a) we plot the error against
N for ν = 10 and various n. This shows algebraic convergence with N , with fastest con-
vergence for n ≈ 6. In Figure 3.10(b) we plot the same data against n. This shows that
convergence is fastest for the values n ∈ {4, 6, 8} corresponding to the region with a ro-
bust plateau in §3.3.3. However, there is almost no convergence for small (n = 1) or large
(n ≥ 36) values of n.
Figure 3.10(c,d) correspond to Figure 3.10(a,b), but now with ν = 100. These ex-
hibit similar behaviour, but now with increased collision strength, larger values of n yield
convergence.
3.4 Initial value problem
We now return to the free energy equation (3.74) and solve it as an initial value problem by
the method of characteristics. This allows us to explain recurrence in terms of free energy
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Figure 3.10: Convergence to the complex frequency with N and n at k/αi = 6 and fixed
ν. (a) Convergence against N for different n with ν = 10 and (b) the same data plotted
against n for each N . (c,d) Corresponding plots with ν = 100.
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flow in Hermite space. We also show that an eigenmode forms in the long time limit of a
sufficiently damped system.
3.4.1 Solution by method of characteristics
The characteristic equations for (3.74) are,
dE˜µ
dµ
= − 2νµ
2n
(2N)n
E˜µ,
dµ
dt
= 1, (3.87)
showing that free energy propagates outwards along the straight line characteristics µ =
µ0 + t. The solution of (3.87) is
E˜µ = E˜0(µ− t) exp
(
ν
(n+ 1/2)(2N)n
(
(µ− t)2n+1 − µ2n+1)) , for µ ≥ t, (3.88)
where E˜0(µ) = E˜(µ, t = 0). Without collisions, the initial values are conserved along
characteristics, while with collisions the E˜µ decay at a µ-dependent rate. We only have
initial data for non-negative mode numbers,m ∈ [0, N ] or µ ∈ [0,√N ]. The characteristics
t = µ−µ0 from these data only cover the region in phase space where µ ≥ t. In the region
µ < t, we still have characteristics with dµ/dt = 1, but no knowledge of the value E˜µ
along these. Moreover in deriving equation (3.74) we neglected the driving and Boltzmann
response terms in m = 0, 1, 2, and took the limit of large m. Therefore to find the solution
inside the characteristic cone µ < t we must solve (3.68) numerically. The solutions for a
collisionless and collisional case are shown in Figure 3.11.
We can use the solution (3.88) to investigate the recurrence phenomena seen in Hermite
simulations of collisionless initial value problems [80]. Since instabilities are driven on
large scales, the initial conditions are dominated by low Hermite modes. These propagate to
higherm along the characteristicsm1/2 = m1/20 + t/
√
2 and are undamped as ν = 0. When
the propagation reaches m = N , the calculation becomes invalid as the condition applied
is gN+1 = 0. This contradicts the assumption that gm is slowly varying in m, and results in
gN taking an incorrect value. Through mode coupling, this error propagates back to lower
modes. Assuming the initial conditions are only in g0, the propagation of initial conditions
to the highest mode takes a time t =
√
2N and so limiting the velocity space resolution
also limits the validity of the solution in time. This is seen in Figure 3.11(a) where without
sufficiently strong collisions, free energy reflects back into low modes causing an incorrect
solution. This gives an explanation for the scaling of the time until recurrence with total
number of modes used that was observed in early simulations [79, 80].
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Figure 3.11: Normalized Hermite spectra for the initial value problem. At each time level
the spectrum is normalized by the maximum value of |gm|2/2 at that time. Dark areas show
relatively large values of free energy. We use the variable µ =
√
2m so that characteristics
are straight lines with gradient one. (a) With no damping the free energy reflects off the
highest mode and propagates back to the lower modes. (b) With hypercollisions free energy
is damped before reaching the highest mode. An eigenmode similar to Figure 3.6(b) forms.
Equation (3.74) only has outward-propagating characteristics, while Figure 3.11(a)
shows both outwards and inward propagating characteristics. We may also describe inward-
propagating characteristics in this framework. The derivation of (3.74) depends on the mod-
elling assumption that bm = imgm is slowly varying, so that bm+1 ≈ bm and (3.72) gives a
flux. This leads to the outward characteristics t = µ − µ0. However one may equally use
cm = (−i)mgm, assuming instead cm+1 ≈ cm. This reverses the sign on the flux and results
in inward characteristics t = µ0−µ. This provides the mechanism for reflected free energy
to propagate towards low modes if collisions provide insufficient damping in the region of
the truncation point. Putting cm into equation (3.70) and proceeding as before leads to(
∂
∂t
− ∂
∂µ
)
E˜µ = −2νµ2n(2N)−nE˜µ, (3.89)
(with E˜µ = µc2m/2), like equation (3.74) but with (∂t − ∂µ) replacing (∂t + ∂µ). Solving
this gives
E˜µ = E˜0(µ+ t) exp
(
ν
(n+ 1/2)(2N)n
(
µ2n+1 − (µ+ t)2n+1)) , (3.90)
with characteristics µ = µ0 − t, which is the second, inwards characteristic in
Figure 3.11(a).
In contrast, when collisions are suitably effective, no free energy is reflected and the
eigenmode with largest growth rate is found as the solution in the large time limit, as
shown in Figure 3.11(b).
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3.4.2 Wave analysis of the initial value problem
We can capture both inwards and outwards characteristics in a single framework using an
approach adapted from the wave analysis of finite difference schemes [142, 146, 147]. We
put the wave Ansatz
bm = bˆ(m) exp(i(km− ω(k,m)t)) (3.91)
into (3.71) and, neglecting collisions, find the frequency
ω =
√
2(m+ 1)
bˆ(m+ 1)
bˆ(m)
1
2i
(
eik − bˆ(m− 1)
√
m
bˆ(m+ 1)
√
m+ 1
e−ik
)
. (3.92)
Seeking a real frequency, we decompose this as
ω =
√
2(m+ 1)
bˆ(m+ 1)
bˆ(m)
sin k,
bˆ(m− 1)√m
bˆ(m+ 1)
√
m+ 1
= 1, (3.93)
where the second term is two independent recurrence relations, one each for even and odd
m. Solving with a power series we find
bˆ(m) = b±
(
m−1/4 − 5
16
m−5/4 +O (m−9/4)) , (3.94)
where b+ and b− are two undetermined constants corresponding to the even and odd series
respectively. For the amplitude of ω to vary smoothly with m, we need b+ = ±b−. Thus
there are two cases for bˆ(m), one where the sign changes between m and m + 1, and one
where it does not. This gives two cases for the frequency
ω = ±
√
2(m+ 1)
(
1− 1
4m
)
sin k +O(m−3/2). (3.95)
where the ± sign is coupled to the sign in b+ = ±b−. The sign may be absorbed into a
change in k, so we consider only the case where b+ = b− and ω takes the plus sign.
In the initial value problem, the initial conditions in the low moments cause an outgoing
wave. For the boundary condition bN+1 = 0 to be satisfied, the outgoing wave must cancel
with a reflected wave at the boundary, so we seek a solution as the sum of two waves:
bm = bˆ(m)e
i(km−ω(k)t) + αbˆ(m)ei(k
∗m−ω(k∗)t). (3.96)
For bN+1 = 0 to hold at all times, we require ω(k) = ω(k∗), so for non-trivial solutions
k∗ = pi − k. Then bN+1 = 0 becomes an equation for α, giving α = (−1)Ne2ik(N+1) and
bm = bˆ(m)e
i(km−ωt) + (−1)N+me2ik(N+1)bˆ(m)e−i(km+ωt). (3.97)
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Thus the reflected wave has the same frequency and minus the wavenumber of the original
wave. The amplitude of the reflected wave oscillates with m, analogous to the oscillation
cm = (−1)mbm for the inward wave in the previous theory.
Collisions are simple to include. Retaining the right-hand side of (3.71), the frequency
is modified to
ω =
√
2(m+ 1)
(
1− 1
4m
)
sin k − iν
(m
N
)n
+O(m−3/2). (3.98)
The algebra follows as before, except each wave solution is now damped by a factor of
exp (−ν (m/N)m t). An incoming wave is still needed to satisfy the boundary condition,
but in practice it is not seen if the outward-travelling wave has been damped sufficiently, as
in Figure 3.11(b).
3.4.3 Eigenmode formation in the initial value problem
The free energy balance also gives insight into the initial value problem. As noted in §3.2.1,
the total free energy is W = Wf + Wϕ where Wf =
∑∞
m=0 |gm|2/2 and Wϕ = |ϕ|2/2 are
the free energy contributions from the distribution function and the electrostatic potential
respectively. Evolution equations for Wf and Wϕ are derived by multiplying (3.68) by
g¯m, and adding the resulting equation to its complex conjugate, giving an equation for
∂|gm|2/∂t. Summing these equations over m gives an equation for dWf/dt, while the
m = 0 case gives an equation for dWϕ/dt:
dWf
dt
+ T + F = C, dWϕ
dt
−F = 0, (3.99)
where
T = Re
(
iω˜T
k
ϕ
∫ ∞
−∞
(
v2 − 1
2
)
g¯ dv
)
= Re
(
iω˜T
k
√
2
g0g¯2
)
, (3.100)
is the free energy source due to the temperature gradient,
C = Re
(
ν
∫ ∞
−∞
g¯C[g]
F0
dv
)
= ν
N∑
m=3
(m
N
)n
|gm|2, (3.101)
is the free energy sink due to collisions and
F = Re
(
i
√
2g¯1g0
)
, (3.102)
is the free energy flux out of m = 0. Summing the two equations in (3.99) yields the
conservation equation
d
dt
(Wf +Wϕ) + T = C. (3.103)
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Figure 3.12: Time traces for (a) free energies and (b) their respective time derivative for
the initial value problem for k/αi = 6 and with hypercollisions ν = 10, n = 6. (c,d)
Corresponding plots with no collision operator.
As noted in §3.2.1, free energy is conserved in the absence of driving and collisions.
Introducing the time-integrated sources and sinks,
WT =
∫ t
0
T (t′) dt, WC =
∫ t
0
C(t′) dt, (3.104)
equation (3.103) becomes the conservation law
d
dt
(Wf +Wϕ +WT −WC) = 0. (3.105)
In Figure 3.12(a) and (b) we plot the free energies and their derivatives against time
for an initial value simulation of the decaying mode k/αi = 6 with hypercollisions (ν =
10, n = 6) and resolution N = 512, corresponding to Figure 3.11(b). After an initial tran-
sient lasting until t = 10, the system enters a state reminiscent of the linear Landau solution
(3.8) and (3.9), where the free energy of the electric field Wϕ decays exponentially while
the free energy of the distribution Wf remains constant. This corresponds to the initial
propagation of free energy out to high moments, as seen for early times in Figure 3.11.
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On reaching the highest modes, the free energy in the distribution function is damped by
collisions, as shown by the increase in C and corresponding decrease in dWf/dt at around
t = 25 in Figure 3.12(b). Thereafter both Wϕ and Wf decay exponentially with the linear
damping rate, showing that an eigenmode solution has formed.
For comparison, in Figure 3.12(c) and (d) we also plot the time traces for the system
without collisions, corresponding to Figure 3.11(a). After the initial transient, this system
enters the Landau regime and remains in this regime until the recurrence time. This corre-
sponds to the time taken for free energy to return to the lowest modes, having reflected from
the effective hard-wall boundary that results from setting gN+1 = 0 at the highest mode at
around t = 25, rather than being damped as in Figure 3.12(b). Note that, except during the
transient and the recurrence, Wf remains constant and Wϕ decays at the correct linear rate.
Note also that collisions have no effect on Wϕ because C[φ0] = 0, so the values of Wϕ in
the two simulations are the same until the recurrence time. Thus one can use the strictly
collisionless system to determine collisionless behaviour, but the validity of the simulation
is limited in time.
3.5 Arbitrary velocity space grids
The hypercollision operator is simple to implement on a Gauss–Hermite grid in velocity
space, and in Hermite space, since Hermite functions are its eigenfunctions and damping
is represented by a diagonal matrix D in a Hermite basis. We can also apply the same
hypercollision operator on arbitrary grids in velocity space, such as the parallel velocity
grid v‖ used in [65] or the pitch-angle/energy grid (v2⊥/v
2, v2) (with v ≡ v2⊥+v2‖ and v⊥ the
perpendicular velocity) used in [56, 88], only now the collision matrix is not diagonal. To
construct the collision matrix, we map distribution function values on the supplied velocity
grid to Hermite coefficients with a matrix T−1, apply the hypercollision matrix D, and map
back to distribution function values at grid points with T. That is, we compute
C[g] = TDT−1g (3.106)
where g = (g(v1), . . . , g(vN)) is the vector of distribution function values on the velocity
space grid, and the diagonal hypercollision matrix in Hermite space has coefficients
Dml = −ν
(m
N
)n
δmlIm≥3. (3.107)
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Figure 3.13: Hypercollisional damping performed on a 16 point uniform grid in velocity
space: (a) growth rate and (b) eigenfunctions for wavenumbers k/αi = 2 and k/αi = 6.
The calculated function values are marked and interpolated with a 15th order polynomial.
The expansion of the distribution function as g(v) =
∑N
m=0 gmφm(v) determines the trans-
formation matrix T through
g(vj) =
N∑
m=0
gmφm(vj), Tjm = φm(vj), (3.108)
and we invert T numerically to find T−1. It is only necessary to perform this calculation
once if the velocity grid does not change in time, and computing C[f ] is then equivalent
to multiplication by a constant dense matrix. The growth rate and eigenfunctions calcu-
lated with hypercollisions on a uniform velocity space grid with 16 points are shown in
Figure 3.13.
3.6 Summary
In this Chapter we have introduced the Hermite spectral representation for parallel ve-
locity space. Expanding the distribution function in terms of polynomials which are or-
thogonal with respect to the Maxwell–Boltzmann distribution is a relatively old idea from
the kinetic theory of neutral gases dating from BURNETT [33] in the 1930’s, with Her-
mite polynomials themselves being introduced by GRAD [76, 77] in the 1940’s. Hermite
polynomials were also used in early plasma simulations [79–81] and are still valuable in
modern multi-processor simulations. Their main advantage is the neat structure of the
gyrokinetic-Maxwell equations when written in Fourier–Hermite space. There is very little
mode coupling in the kinetic equation, only nearest neighbour coupling from the streaming
term. Moreover, the integrals over parallel velocity space for the source terms in Maxwell’s
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equations become evaluations of single Hermite coefficients, rather than sums over velocity
space grids. This allows very efficient solution of linear problems.
We have also studied the hypercollision operator. This too is a relatively old idea,
dating at least to the 1970’s [81], though it appears only to have been used as an ad hoc
method to prevent recurrence in calculating Landau-damped solutions. We showed that
a suitable hypercollision operator gives accurate growth rates with around ten to twenty
degrees of freedom (compared to theO(100) for grid methods) while also capturing Landau
damping (which collisionless methods cannot do at all). We studied the hypercollision
operator parameters and showed that there is a “plateau” in parameter space, a region where
the calculation gives an accurate growth rate and is insensitive to changes in resolution,
collision frequency, and hypercollision exponent. This means the hypercollision operator
is very well suited to practical use.
We have also derived an analytic expression for the Hermite spectra of eigenmodes.
The underlying m−1/2 spectrum is the same as that of a delta function, showing that in-
finitesimally fine velocity space scales would develop, were it not for hypercollisions which
exponentially damp the finest scales. To find this spectrum, we derived a partial differential
equation for free energy and its flux through Hermite space. We showed that phase mix-
ing transfers free energy from large to small velocity space scales, analogously to the free
energy cascade through Fourier wavenumbers in hydrodynamic turbulence. In this case,
however, the transfer is linear and reversible. Indeed, in collisionless initial value problems
we observe a reverse flux from small to large scales, resulting from the reflection of free
energy at the highest resolved mode. This forwards and backwards transfer of free energy
will be an important mechanism in our study of the nonlinear drift kinetic system in Chap-
ters 6 and 7. There however it will not be the unphysical reflection from the highest mode
which causes the flux of free energy to large scales; it will be the result of the interaction
with the E ×B nonlinearity.
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Chapter 4
Perpendicular velocity space and the
Hankel transform
In Chapter 3, we introduced the Hermite representation for parallel velocity space which
minimized mode coupling in the gyrokinetic-Maxwell system. In particular, the Hermite
representation reduces the integrals over parallel velocity space to find the charge and cur-
rent densities in Maxwell’s equations to single Hermite coefficients. We wish to achieve
something similar with the more complicated integrals in perpendicular velocity space. In
Chapter 2, we derived the gyrokinetic-Maxwell system for hs, the distribution function for
charged rings (see summary §2.2.2). The distribution function hs is a function of guiding
centre positionRs = r−ρs, where r is the position space coordinate and ρs = Ω−1s b×v is
the gyroradius. In contrast, the electromagnetic field variables ϕ, A‖, and B‖ are functions
of position space r. Therefore, Maxwell’s equations for determining these from hs using
the quasineutrality condition and Ampe`re’s law (2.106),∑
s
q2sns
Ts
ϕ =
∑
s
qsns
∫
d3v 〈hs〉r , (4.1a)
−∇2⊥A‖ = 2βr
∑
s
qsnsvths
∫
d3v v‖ 〈hs〉r , (4.1b)
−∇2⊥B‖ = b ·
[
∇⊥ × βr
∑
s
qsnsvths
∫
d3v 〈v⊥hs〉r
]
, (4.1c)
contain gyroaverages in the integrands to account for the change of variables from Rs
to r. With the Fourier representation introduced in §2.4.2, the gyroaverages becomes
multiplications by Bessel functions. Inserting the complementary distribution function
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gs = hs − (qs 〈χs〉Rs F0s/Ts) into (4.1) gives
ϕk
∑
s
nsq
2
s
Ts
(1− Γ0s)−B‖k
∑
s
qsnsΓ1s =
∑
s
qsns
∫
d3v gskJ0(as), (4.2a)
A‖k
[
k2⊥
2βr
+
∑
s
q2sns
2ms
Γ0s
]
=
∑
s
qsnsvths
∫
d3v gskv‖J0(as), (4.2b)
ϕk
∑
s
nsqsΓ1s +B‖k
(
2
βr
+
∑
s
TsnsΓ2s
)
= −
∑
s
nsTs
∫
d3v gskv
2
⊥
2J1(as)
as
, (4.2c)
where Γ0s = I0(bs)e−bs , Γ1s = (I0(bs)− I1(bs))e−bs and Γ2s = 2Γ1(bs), with as = ρsk⊥v⊥
and bs = (ρsk⊥)2/2. Thus while the integrands in (4.2) contain only simple factors in
parallel velocity space, they contain Bessel function factors in perpendicular velocity space.
To find the fields, we therefore need to evaluate the perpendicular velocity space integral∫ ∞
0
dv⊥ v⊥J0(ρsk⊥v⊥)g(v⊥), (4.3)
for (4.2a,b), and the integral ∫ ∞
0
dv⊥ v2⊥J1(ρsk⊥v⊥)g(v⊥), (4.4)
for (4.2c). We focus on (4.3) since this is always needed to find ϕk and A‖k. The integral
(4.4) is only needed when B‖k 6= 0, and we treat this later in §4.2.
We will see in §4.1 that the integral (4.3) is the zeroth order Hankel transform of g,
g¯(p) =
∫ ∞
0
dv⊥ v⊥J0(pv⊥)g(v⊥), (4.5)
evaluated at the point p = ρsk⊥ [148]. This shows that the phase space line p = ρsk⊥ is of
particular significance for computing the electromagnetic field: we may find ϕk and A‖k
by knowing g¯ only along the line p = ρsk⊥, rather than everywhere in phase space. This
is similar to the idea that finding ϕk and A‖k only requires the zeroth and first Hermite
moments.
In this Chapter we represent g using the Hankel transform g¯ to exploit this phase space
locality. We discuss two approaches to solving the gyrokinetic-Maxwell system in Han-
kel space: (1) using a purely spectral method with the grid pi = ρsk⊥ = ρs
√
k2x + k
2
y
implied by the uniform Fourier grids kx, ky; and (2) a pseudospectral method using grids
of scaled Bessel roots in p and v⊥. For the former, we use the continuous Hankel trans-
form (4.5) whose properties are introduced in §4.1. This is equivalent to representing the
distribution function g as an infinite superposition of zeroth-order Bessel functions with
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different arguments. For the latter, we introduce the discrete Hankel transform in §4.2,
which is equivalent to representing g as the finite sum of zeroth-order Bessel functions
with different arguments. Both the continuous and discrete Hankel transforms prove useful
in computation, but when each is used depends on the properties of the particular system
being solved. In §4.3 we discuss the Hankel space structure of gyrokinetics to inform the
different Hankel space implementations in SPECTROGK. Finally in §4.4 we present the
two approaches to perpendicular velocity space which are implemented in SPECTROGK:
the spectral (Galerkin) and pseudospectral (collocation) approaches, which are analogous
respectively to the expansion coefficient and grid point value approaches discussed in Chap-
ter 3.
4.1 Continuous Hankel transform
The continuous Hankel transform (4.5) is defined provided that the integral∫ ∞
0
dv⊥ v
1/2
⊥ |g(v⊥)|, (4.6)
exists. It is sufficient for g(v⊥) to be piecewise continuous and of bounded variation in
every finite subinterval of (0,∞) [149].
The Hankel transform (4.5) is its own inverse,
g(v⊥) =
∫ ∞
0
dp pJ0(pv⊥)g¯(p), (4.7)
which follows from the orthogonality relation for Bessel functions:∫ ∞
0
dv⊥ pv⊥J0(pv⊥)J0(qv⊥) = δ(p− q). (4.8)
Therefore the inverse Hankel transform (4.7) represents g as the superposition of zeroth
order Bessel functions with different arguments.
The Hankel transform (4.5) is the radial part of the two dimensional Fourier transform,
and is therefore equivalent to the two dimensional Fourier transform of an axisymmetric
function [150]. In particular, since the distribution function is gyrophase independent,
the Hankel transform is the Fourier transform of g in perpendicular velocity space. The
line p = ρsk⊥ is then the set of phase space points where the Fourier wavenumbers for
perpendicular physical space and perpendicular velocity space are equal, for the species
used to define the normalization (for which ρs = 1 in our units).
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4.2 Discrete Hankel transform
We also consider the discrete Hankel transform, which we introduce via a quadrature rule
on a grid of scaled Bessel function roots, based on a result due to FRAPPIER & OLIVIER
[151]. As well as the discrete Hankel transform, this gives us a quadrature rule to use for
other perpendicular velocity integrals which are not (zeroth-order) Hankel transforms, such
as in the perpendicular Ampe`re’s law for B‖ (2.129c) and in the free energy (2.131). The
quadrature rule is based on the formula∫ ∞
0
dv⊥ v⊥f(v⊥) =
2
τ 2
∞∑
n=1
1
J21 (jn)
f(jn/τ), (4.9)
where jn are the roots of the zeroth-order Bessel function, so that J0(jn) = 0, and τ > 0
is a free scaling parameter. This formula holds for functions f such that f(v⊥) = O
(
v−δ⊥
)
for δ > 2 as v⊥ → ∞, and such that for every  > 0, there exists a constant A such that
|f(z)| ≤ A exp(2|z|) as |z| → ∞, for complex z [151, Theorem 1]. These are satisfied by
typical distribution functions.
Motivated by the Gaussian decay of the Maxwell–Boltzmann distribution, we assume
f(v⊥) is negligible for v⊥ greater than some velocity space cutoff vcut, and construct a
velocity grid using the first Np scaled Bessel roots, vn = jn/τ = jnvcut/jNp+1, with τ =
jNp+1/vcut. With (4.9), this yields the quadrature rule∫ vcut
0
dv⊥ v⊥f(v⊥) =
2
τ 2
Np∑
n=1
1
J21 (jn)
f(vn) =
Np∑
n=1
wnf(vn), (4.10)
with the weights wn = 2v2cut/(j
2
Np+1
J21 (jn)). We may use this to evaluate the free energy
integrals (2.131) by setting f(v⊥) = |g(v⊥)|2/F⊥0 (v⊥), and the integrals for charge and
current density in Maxwell’s equations (2.129) by setting f(v⊥) equal to J0(k⊥v⊥)g(v⊥)
or v⊥J1(k⊥v⊥)g(v⊥).
The quadrature rule (4.10) is consistent with the discrete Hankel transform given by
JOHNSON [149], which we now derive. Setting f(v⊥) = J0(k⊥v⊥)g(v⊥) in (4.10), we
obtain the semi-discrete Hankel transform
g¯(p) =
∫ vcut
0
dv⊥ v⊥J0(pv⊥)g(v⊥) =
Np∑
n=1
wnJ0(pvn)g(vn), (4.11)
the Hankel transform which is discrete in v⊥, but continuous in p. Further, restricting (4.11)
to the grid pm = jm/vcut, we obtain the discrete Hankel transform
g¯(pm) =
Np∑
n=1
wnJ0(pmvn)g(vn) =
v2cut
j2Np+1
Np∑
n=1
2J0(pmvn)
J21 (jn)
g(vn). (4.12)
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Figure 4.1: The first six Hankel basis functions.
This p-grid is chosen to exploit the discrete orthogonality relation [149]
Np∑
l=1
J0(jmjl/jNp+1)J0(jnjl/jNp+1)
J21 (jl)
=
J21 (jm)j
2
Np+1
4
δnm. (4.13)
With the discrete Hankel variable pn = jn/vcut and the velocity grid vn = jnvcut/jNp+1,
(4.13) gives the two orthogonality relations
Np∑
l=1
J0(pmvl)J0(pnvl)
J21 (jl)
=
Np∑
l=1
J0(plvm)J0(plvn)
J21 (jl)
=
J21 (jm)j
2
Np+1
4
δnm. (4.14)
Multiplying (4.12) by 2J0(pmvl)/(v2cutJ
2
1 (jm)), summing over m and using (4.14), we ob-
tain the exact inverse transform to the discrete Hankel transform (4.12),
g(vl) =
1
v2cut
Np∑
m=1
2J0(pmvl)
J21 (jm)
g¯(pm) =
j2Np+1
v4cut
Np∑
m=1
wmJ0(pmvl)g¯(pm). (4.15)
As with the Hermite representation (3.28), we may think of (4.15) either a discretization
of g on a velocity space grid, or as a truncated spectral expansion. In (4.15), the basis
functions are 2J0(pmvl)/(v2cutJ
2
1 (jm)). The continuous v⊥ version of the basis functions,
2J0(pmv⊥)/(v2cutJ
2
1 (jm))I[0,vcut] (where I[0,vcut] = 1 if v⊥ ∈ [0, vcut] and 0 otherwise), are
plotted in Figure 4.1. The nonzero part of these functions oscillates with characteristic
wavelength 2pi/pm so that higher pm correspond to more quickly oscillating functions.
The discrete Hankel transforms (4.12) and (4.15) form a self-inverse pair up to a con-
stant factor
g¯(pm) =
v2cut
j2N+1
Np∑
n=1
hmng(vn), g(vn) =
1
v2cut
Np∑
m=1
hnmg¯(pm), (4.16)
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where hmn are the coefficients of the transform matrix:
hmn =
2J0(jnjm/jNp+1)
J21 (jn)
. (4.17)
4.3 Hankel space structure of gyrokinetics
To allow comparison of different perpendicular velocity space methods, we now study the
structure of the gyrokinetic-Maxwell system in Hankel space. It suffices to consider the
collisionless, single ion species, electrostatic gyrokinetic-Maxwell system (A‖ = B‖ = 0)
with no driving (L−1T = L
−1
n = 0) and no inhomogeneities in the magnetic field (κ =
L−1B = 0). All the effects neglected here (bar the gradient-B term) may also be treated
purely spectrally, i.e. using the expansion coefficients without introducing a collocation grid
in v⊥. Taking the Hermite transform of (2.139) and denoting Fourier–Hermite expansion
coefficients by gkm, the ion gyrokinetic equation becomes
∂gkm(v⊥)
∂t
+ ivthik‖
(√
m+ 1
2
gk,m+1(v⊥) +
√
m
2
gk,m−1(v⊥)
)
+ i
qs√
msTs
k‖√
2
δm1J0(ρik⊥v⊥)F⊥0 (v⊥)ϕk +
{〈ϕ〉Ri , gm(Ri, v⊥)}k = 0,
(4.18)
and the quasineutrality condition becomes
ϕk
niq
2
i
Ti
(
1 +
Ti
Te
− Γ0i
)
= 2piqini
∫
dv⊥ v⊥J0(ρik⊥v⊥)gk,m=0(v⊥) (4.19)
= 2piqini g¯k,m=0(p = ρik⊥). (4.20)
Here to obtain (4.20) we have noted that the integral on the right-hand side of (4.19)
is in the form of a Hankel transform (4.5) with argument p = ρik⊥. The electrostatic
potential is therefore determined using only the single Fourier–Hankel–Hermite mode
g¯k,m=0(p = ρik⊥), i.e., a single (p,m) dual velocity space point for each Fourier wavenum-
ber k. Thus the system greatly simplifies if this mode decouples from other modes.
Taking the continuous Hankel transform of (4.18), we obtain the gyrokinetic equation
∂g¯km(p)
∂t
+ ivthik‖
(√
m+ 1
2
g¯k,m+1(p) +
√
m
2
g¯k,m−1(p)
)
+ i
qs√
msTs
k‖√
2
δm1
1
2pi
exp
(−(ρik⊥)2/2) I0 ((ρik⊥)2/2)ϕk
+
∫ ∞
0
dv⊥ v⊥J0(pv⊥)
{〈ϕ〉Ri , gm(Ri, v⊥)}k = 0,
(4.21)
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for g¯ defined in (4.5). This shows that the Hankel and Fourier modes are coupled only
through the nonlinear term, while the Hermite modes are coupled only through the stream-
ing term. In the linearized system, the Fourier–Hankel modes decouple, meaning that
the system reduces to a one-dimensional problem in Hermite space, parameterized by the
wavenumber k and Hankel mode p = ρik⊥. As established in Chapter 3, the one dimen-
sional Hermite system may be solved very efficiently.
In the nonlinear system, the Fourier–Hermite modes remain coupled. The nonlinear
system has been studied in Hankel space in the simplified case with k‖ = 0 [152–155]. This
so-called “two-dimensional gyrokinetics” (i.e. the two perpendicular spatial dimensions
plus perpendicular velocity space) has two significant differences from five-dimensional
gyrokinetics (4.20) and (4.21). Firstly, as parallel velocity space is neglected, there is no
free energy transfer via parallel phase mixing and therefore no Landau damping. Sec-
ondly, while collisionless five-dimensional gyrokinetics conserves free energy (2.107),
two-dimensional gyrokinetics conserves both free energy and the electrostatic invariant
(2.114), see also [154]. Free energy cascades forwards (as in five-dimensional gyrokinet-
ics), while the electrostatic invariant has either a forwards or inverse cascade depending
on the distribution of free energy in phase space [155]. Despite these differences, the non-
linear term, and therefore the perpendicular free energy transfer mechanism, is the same in
two- and five-dimensional gyrokinetics, and it is reasonable to expect some properties of
the two-dimensional system to be replicated in five dimensions.
Studies of two-dimensional gyrokinetics highlight the significance of the phase space
line p = ρik⊥, beyond its meaning as the only Hankel modes required to determine the
electromagnetic field. PLUNK ET AL. [154] showed that Fourier and Hankel modes are
coupled via a three mode interaction which is most significant near the line p = ρik⊥ (see
(4.27) below). PLUNK ET AL. [154] also derived spectra for the free energy:
W (ρik⊥, p) ∝
{
(ρik⊥)−2p−1/3, ρik⊥  p 1,
p−2(ρik⊥)−1/3, p ρik⊥  1,
(4.22)
showing that these decay away from the line p = ρik⊥. TATSUNO ET AL. [153] confirmed
these spectra numerically, and moreover showed that free energy transfer, while in principle
nonlocal, is in effect local with all significant transfer confined to a narrow band about
p = ρik⊥.
These simulations were carried out using the code ASTROGK [56, see also §5.2.1],
which uses a Fourier representation in perpendicular space, and a pitch angle-energy-sign
grid in velocity space. To resolve the fine velocity space structure, these simulations used
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up to 16384 points in velocity space, corresponding to Np ∼ O(100).1 The Hankel rep-
resentation was used only for post-processing, rather than for computation; however the
results suggest properties which may be exploited in computations, and we now discuss
different approaches to performing these calculations in Hankel space.
4.4 Alternative Hankel treatments of perpendicular
velocity space
We compare three approaches to solving the gyrokinetic-Maxwell system which arise from
writing these equations in different forms in Hankel and perpendicular velocity space. We
do this to determine which is the most efficient method, and where our knowledge of the
Hankel space structure of gyrokinetics can lead to computational savings. Ultimately we
ask: is the system better treated by discretizing (4.18) and (4.19) in perpendicular velocity
space, or by discretizing (4.20) and (4.21) in Hankel space? For each, what is the best
discretization grid to use?
To measure efficiency we consider the computational complexity and inter-processor
communication involved in calculating terms in the equations. Large complexity is caused
by sums over phase space, while communication is caused by nonlocality in phase space.
It transpires that the calculation of the nonlinear term dominates both complexity and com-
munication, due to the distributed Fourier and Hankel transforms. We follow the traditional
numerical analysis approach of quantifying complexity, but by minimizing the number of
Fourier and Hankel transforms, we will be minimizing both complexity and communica-
tion.
The nonlinear term has the structure of a Fourier convolution, and so is most efficiently
calculated pseudospectrally using the Fast Fourier Transform [156, 157]. This requires
O(NX log2NX) operations, where NX = NxNyNz is the total number of spatial grid
points. The discrete Hankel transform can also appear in the calculation of the nonlinear
term in Hankel space. The Hankel transform (4.5) is equivalent to the radial part of a two-
dimensional Fourier transform [150], but while there is work on polar Fourier transforms
[e.g. 158], there is no exact radial Fast Fourier Transform. Similarly there are efficient
approximations to the continuous Hankel transform for large numbers of points [159, 160]
but as we expect to have relatively few points in perpendicular velocity, we may also calcu-
1In this case, ASTROGK is unnecessarily resolving both parallel and perpendicular velocity space, when
only perpendicular velocity space is required. This is because perpendicular velocity cannot be expressed
using only one of pitch angle and energy.
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(a) (b)
Figure 4.2: Possible discretizations in Hankel space. The diagonal line is p = ρsk⊥, the
line along which the electrostatic potential is calculated. (a) The Hankel grid in p is chosen
to comprise the same points as the ρsk⊥ points. The electrostatic potential is found as a
single function evaluation (at the blue points), but the Hankel grid will contain many points.
(b) An arbitrary grid is used for Hankel space. The point p = ρsk⊥ is not in general a grid
point. The electrostatic potential is found by interpolating the value of g¯i0(k, ρik⊥) at the
blue point, from the values g¯i0(k, pn), the red points.
late the discrete transform (4.12) using the matrix multiplication (4.17), for which highly
efficient implementations are available (e.g. BLAS [161]).
We are also interested in the calculation of the electrostatic potential from the quasi-
neutrality condition (4.19). In Hankel space, the electrostatic potential is proportional to
a single Fourier–Hankel–Hermite mode, and in the linearized system, the lack of coupling
lets us evolve this mode alone. In the full system, mode coupling means that we need a
grid in Hankel space. To take advantage of the calculation of the electrostatic potential as
a single mode, we would need a grid point at every p = ρsk⊥—a Hankel space grid with
O(NxNy) points! The alternative is either to neglect modes that are far from p = ρsk⊥,
or to use a smaller grid in p, and evaluate g¯0(k, p = ρsk⊥) via interpolation as a sum of
g¯0(k, pn). These two approaches are shown schematically in Figure 4.2. A discretization
on a generic v⊥ grid will also lead to the evaluation of the electrostatic potential via a sum,
but now through a quadrature rule. These summations will have complexity far smaller
than that of the calculation of the nonlinear term, but will result in (modest) inter-processor
communication, as discussed in §5.2.3.
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We now derive the three approaches to the nonlinear term: a discretization in v⊥, a
pseudospectral approach, and a purely spectral approach on a grid in p. The discretization
grids are not chosen a priori, but must be determined as part of the method.
4.4.1 Discretization in velocity space
The nonlinear term in v⊥–Fourier–Hermite space from equation (4.18) is∫
R3
d3k˜ b · (k˜ × k)J0(ρik˜⊥v⊥)ϕˆ(k˜)gˆm(k − k˜, v⊥), (4.23)
a Fourier convolution which may be written as the product of Fourier transforms
F (F−1 (ikxJ0(ρik⊥v⊥)ϕˆ)F−1 (ikygˆm)−F−1 (ikyJ0(ρik⊥v⊥)ϕˆ)F−1 (ikxgˆm)) . (4.24)
There is no coupling in v⊥–Hermite space, but the convolution couples Fourier modes.
The five Fourier transforms dominate the work. Three of the Fourier transforms are of
distribution-sized arrays and require O(NXNmNp log2(NX)) operations, while the two
transforms of J0(k⊥v⊥)ϕˆ only require O(NXNp log2(NX)) operations since ϕˆ has no m-
dependence.
Although the lack of v⊥-coupling in the nonlinear term allows an arbitrary treatment
of v⊥, we need to introduce a quadrature grid to approximate the perpendicular velocity
integral to find ϕˆ from the quasineutrality condition.
4.4.2 Discretization in Hankel space
The nonlinear term in Hankel space (from equation 4.21) is
HF
{
F−1 (ikxJ0(ρik⊥v⊥)ϕˆ)F−1
(
ikyH−1g¯m
)
−F−1 (ikyJ0(ρik⊥v⊥)ϕˆ)F−1
(
ikxH−1g¯m
)}
,
(4.25)
where we have substituted in the definition g¯ = Hgˆ with H the continuous Hankel trans-
form (4.5). The pseudospectral approach is to discretize this in Hankel space on the grid
of Bessel roots pn = jn/vcut introduced in §4.2 and use the discrete Hankel transform
(4.16) instead ofH. In addition to the five Fourier transforms in (4.24), there are now three
Hankel transforms each of complexity O(N2pNXNm). Thus this direct pseudospectral ap-
proach is not useful. However PLUNK ET AL. [154] showed that the integrals in the Hankel
transforms in (4.25) may be rearranged to give∫ ∞
0
dq qF
[
F−1(ikxK(ρik⊥, p, q)ϕˆ)F−1(ikyg¯m(k, q))
−F−1 (ikyK(ρik⊥, p, q)ϕˆ)F−1 (ikxg¯m(k, q))
]
,
(4.26)
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Figure 4.3: Contour of the integral K(k⊥, p, 5) from (4.27).
where
K(ρik⊥, p, q) =
∫ ∞
0
dv⊥ v⊥J0(ρik⊥v⊥)J0(pv⊥)J0(qv⊥), (4.27)
is a known integral: if the scalars ρik⊥, p, q can form the three sides of a triangle, then
K = 1/(2pi∆) where ∆ is the area of that triangle; otherwise K = 0. The example of
K(ρik⊥, p, 5) is plotted in Figure 4.3. The integral is zero for q 6∈ (|ρik⊥ − p|, ρik⊥ + p);
otherwise, it is largest as q approaches edge of that interval (but zero when q = |ρik⊥ − p|
or q = ρik⊥ + p. Thus we may rewrite the nonlinear term as∫ ρik⊥+p
|ρik⊥−p|
dq qF
[
F−1(ikxK(ρik⊥, p, q)ϕˆ)F−1(ikyg¯m(k, q))
−F−1 (ikyK(ρik⊥, p, q)ϕˆ)F−1 (ikxg¯m(k, q))
]
.
(4.28)
This shows that some localization is preserved from the linearized case. In the linearized
case we only need to evolve the Hankel mode p = ρik⊥. In this nonlinear case, we need
to evolve all Hankel modes, but for each p and ρik⊥, only the subset of modes (|ρik⊥ −
p|, ρik⊥ + p) contributes to the nonlinear term. Of course, to evolve the ρik⊥ + p mode,
we need to know modes up to 2ρik⊥ + p, etc., so in this fashion all modes are coupled.
However at a given p and a given timestep, only a subset of modes are required to exactly
calculate the nonlinear term.
As before, the three distribution-function-sized Fourier transforms have complexity
O(NpNmNX log2(NX)). However now we must evaluate the transforms of Kϕˆ in (4.28)
for all p and q, so that the two transforms of the electrostatic potential are increased by fac-
tor of Np toO(N2pNX log2(NX)). Thus this method is also not viable, unless the resolution
is such that Np is smaller than the O(100) points required in the velocity grid method in
98
0 2 4 6 8 10 12 14
p
0
2
4
6
8
10
12
14
ρ
s
k
Figure 4.4: A k⊥–p grid masked around the line p = ρik⊥. The grid is formed taking
the same uniform 100 point grid in kx and ky, which yields 53 unique k⊥ =
√
k2x + k
2
y
points. The Hankel grid is chosen such that p = ρik⊥, yielding a total array of 532 = 2809
points. The black and dark grey points are in the intervals p ∈ [ρik⊥ − 1, ρik⊥ + 1] and
p ∈ [ρik⊥−3, ρik⊥+3] respectively. There are 457 black points and 1289 dark grey points,
so restricting the calculation to these regions reduces the number of Hankel modes by 84%
and 54% respectively.
§4.4.1. Such a reduction may be achieved by using the observed localization properties in
Hankel space, namely, the localization of free energy flow about the diagonal p = ρik⊥
[153] and decay in the spectrum away from the diagonal [153, 154]. These properties sug-
gest that we may neglect modes away from the diagonal. Figure 4.4 shows an example of
this for k⊥–p space with k⊥ and p discretized on the same grid. Restricting the simulation to
points within a band about p = ρik⊥ dramatically reduces the resolution and therefore com-
plexity. For example, restricting the simulation to the band p ∈ [ρik⊥−3, ρik⊥+3] reduces
the number of Hankel modes by 54%, while restricting it to the band p ∈ [ρik⊥−1, ρik⊥+1]
reduces the number of modes by 84%. Moreover, the width of the band is a parameter
which takes the system from a full kinetic simulation to a reduced model.
4.4.3 SPECTROGK discretization
The fully spectral approach described in §4.4.2 is implemented in SPECTROGK, but is
not used for the simulations in this thesis. The reason for this is that simulations of the
ρik⊥ < 1 regime (like that presented in §5.3.2) has limited perpendicular phase mixing, so
the resolution requirements in v⊥ are modest. Instead it is more efficient to work on a grid in
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perpendicular velocity, calculating the nonlinear term as (4.24). We discretize on the grid of
scaled Bessel roots vn = jnvcut/jNp+1 as described in §4.2, with the electrostatic potential
calculated from (4.20) by setting the integrand to be f(v⊥) = J0(ρik⊥v⊥)gm(k, v⊥) in the
quadrature rule (4.10),
g¯m(k, ρik⊥) =
∫ vcut
0
dv⊥ v⊥J0(ρik⊥v⊥)gm(k, v⊥) =
Np∑
n=1
wnJ0(k⊥vn)gm(k, vn). (4.29)
By discretizing on this grid, the method is completely equivalent to the pseudospectral
method (4.25) which solves for g¯m(k, pn) on the grid pn = jn/vcut. In this case how-
ever, the calculation of g¯m(k, ρsk⊥) for the quasineutrality condition may be viewed as an
interpolation formula, as follows. Using (4.15) to substitute g¯m(k, pl) for gm(k, vn), the
right-hand side of (4.29) becomes
g¯m(k, ρik⊥) =
∫ vcut
0
dv⊥ v⊥J0(ρik⊥v⊥)gm(k, v⊥) =
Np∑
l=1
wˆl(ρik⊥)g¯m(k, pl), (4.30)
where
wˆl(ρik⊥) =
Np∑
n=1
4
v2cut
J0(ρik⊥vn)J0(plvn)
J21 (jn)J
2
1 (jl)
, (4.31)
which is an interpolation formula for g¯m(k, ρik⊥) using data points g¯m(k, pn), as in Fig-
ure 4.2(b). Note the similarity of (4.31) to the discrete orthogonality relation (4.14). Indeed,
for grid points ρik⊥ = pn, we have wˆl(ρik⊥) = δln and the sum reduces to the single term
g¯m(k, pn).
Therefore, performing the calculation on a grid in v⊥ and approximating the veloc-
ity space integral in the quasineutrality condition as a velocity space sum is equivalent to
performing the calculation on a grid in p and evaluating the integral as a sum of Hankel
modes. Moreover, the calculation on a velocity grid is more efficient as it does not entail
the calculation of discrete Hankel transforms. In this thesis we perform the calculation in
Fourier–Hermite–v⊥ space, only using the discrete Hankel transform (4.12) to output data
in Hankel space.
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Chapter 5
SPECTROGK
We now describe SPECTROGK, the code in which we implement the spectral methods
described in Chapters 3 and 4, and which we use in our study of the gyrokinetic-Maxwell
system in Chapters 6 and 7 (and the Vlasov–Poisson system in Appendix A and Ref. [145]).
We present the gyrokinetic-Maxwell system in the exact form solved by SPECTROGK
in §5.1, describe the SPECTROGK algorithm in §5.2, and verify the code and study its
performance in §5.3.
5.1 Spectral gyrokinetic-Maxwell system
SPECTROGK solves the gyrokinetic-Maxwell system using a Fourier representation for
guiding centre space and a Hermite expansion in parallel velocity space. The treatment of
perpendicular velocity space depends on the particular system being solved. For the lin-
earized system with no parallel magnetic field perturbations, B‖ = 0, SPECTROGK solves
the system spectrally using a Hankel representation in perpendicular velocity space. Both
ϕ and A‖ are obtained from a single Fourier–Hankel–Hermite mode with Hankel point
p = ρsk⊥. Since there is no Hankel mode coupling, it is only necessary to evolve this
single Hankel mode for each perpendicular Fourier wavenumber. As Fourier modes also
decouple in the linearized system, this problem is in effect a one-dimensional problem
in Hermite space parameterized by k, and hence p = ρsk⊥. In practice, SPECTROGK
solves this system on a four-dimensional Fourier–Hermite grid, allowing simultaneous so-
lution for many Fourier modes. This “four-dimensional” spectral system is described in
§5.1.2. Otherwise, SPECTROGK solves the five-dimensional gyrokinetic-Maxwell system
with Fourier–Hermite modes, and a discretization of perpendicular velocity space using the
grid of scaled Bessel roots discussed in Chapter 4.
In Chapter 2, we derived the gyrokinetic-Maxwell system in wave vector k and ve-
locity (v‖, v⊥) coordinates. In this Chapter, we solve the version of this system for the
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complementary distribution function g expressed in Fourier space, which is summarized in
§2.4.2.1. The system comprises the gyrokinetic equation
∂gsk
∂t
+ ivthsv‖k‖
(
gsk +
qs
Ts
〈χs〉Rs,k F0
)
+
{〈χs〉Rs , gs}k
+
iky
2
[
−2κv2‖ − L−1B v2⊥ + ωn +
(
v2⊥ + v
2
‖ −
3
2
)
ωT
]
〈χs〉Rs,k F0
− iky
2
Ts
qs
(
2κv2‖ + L
−1
B v
2
⊥
)
gsk = ν 〈C[hs]〉Rs,k ,
(5.1)
where the nonlinear term is{〈χs〉Rs , gs}k = 12 ∑
k′
b · (k × k′) 〈χs〉Rs,k′ gs,k−k′ , (5.2)
and the gyrokinetic potential is
〈χs〉Rs,k = J0(as)ϕk − vthsv‖J0(as)A‖k +
Ts
qs
2v2⊥J1(as)
as
B‖k, (5.3)
and Maxwell’s equations
ϕk
∑
s
nsq
2
s
Ts
(1− Γ0s)−B‖k
∑
s
qsnsΓ1s =
∑
s
qsns
∫
d3v gskJ0(as), (5.4a)
A‖k
[
k2⊥
2βr
+
∑
s
q2sns
2ms
Γ0s
]
=
∑
s
qsnsvths
∫
d3v gskv‖J0(as), (5.4b)
ϕk
∑
s
nsqsΓ1s +B‖k
(
2
βr
+
∑
s
TsnsΓ2s
)
= −
∑
s
nsTs
∫
d3v gskv
2
⊥
2J1(as)
as
, (5.4c)
where as = ρsk⊥v⊥, and Γ0s, Γ1s, and Γ2s are known functions of k⊥ given in (2.130).
5.1.1 Full five-dimensional system
In the general case, SPECTROGK solves the gyrokinetic-Maxwell system in Fourier–
Hermite–v⊥ space, using the representation
gsk(vn, v‖, t) =
Nm−1∑
m=0
φm(v‖)g˘smk(vn, t). (5.5)
where the φm are the Hermite basis functions defined in (3.15),
φm(v‖) =
Hm(v‖)√
2mm!
e−v
2
‖
√
pi
, Hm(v‖) = (−1)mev
2
‖
dm
dvm‖
(
e−v
2
‖
)
, (5.6)
and vn = jnvcut/jNp+1 is the nth point in the perpendicular velocity space grid, with jn
the nth root of the Bessel function J0, and vcut the velocity space cutoff, a parameter to be
chosen. For convenience, we will usually suppress the time argument t.
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5.1.1.1 Gyrokinetic equation
Taking the Hermite transform of the gyrokinetic equation (5.1) gives
∂g˘smk
∂t
+ Lgg˘smk + Lϕϕk + LAA‖k + LBB‖k +N [〈χs〉Rs , gs(Rs, vn, v‖)] = νC[hs],
(5.7)
where Lg, Lϕ, LA, LB are the linear operators defined by
Lgg˘smk =ivthsk‖
(√
m+ 1
2
g˘s,m+1,k +
√
m
2
g˘s,m−1,k
)
, (5.8a)
Lϕϕk = i
{
qs√
msTs
k‖√
2
δm1 +
ky
2Ln
δm0 +
ky
2LT
(
δm2√
2
− δm0
)}
I1ϕk + δm0 iky
2LT
I3ϕk,
(5.8b)
LAA‖k =− ivths
{
qs√
msTs
k‖
(
δm2√
2
+
δm0
2
)
+
ky
2
√
2Ln
δm1 +
√
3ky
4LT
δm3
}
I1A‖k
− iky
2
√
2
δm1vthsL
−1
T I3A‖k,
(5.8c)
LBB‖k =iTs
qs
{
qs√
msTs
k‖√
2
δm1 +
ky
2Ln
δm0 +
ky
2LT
(
δm2√
2
− δm0
)}
2I2B‖k
+ δm0
iky
2
Ts
qs
L−1T 2I4B‖k.
(5.8d)
The perpendicular velocity space dependence of the Lϕ, LA and LB operators is entirely
contained in the four coefficients
I1 = J0(ρsk⊥vn)F⊥0 (vn), I2 =
vn
ρsk⊥
J1(ρsk⊥vn)F⊥0 (vn),
I3 = v2nJ0(ρsk⊥vn)F⊥0 (vn), I4 =
v3n
ρsk⊥
J1(ρsk⊥vn)F⊥0 (vn),
(5.9)
where the perpendicular Maxwellian is F⊥0 (vn) = exp(−v2n)/pi.
The nonlinear term N [〈χs〉Rs , gs] is the Fourier–Hermite transform of (5.2), the Pois-
son bracket of the distribution function and the gyroaveraged gyrokinetic potential, dis-
cretized in perpendicular velocity space:
N [〈χs〉Rs , gs] =
1
2
∫ ∞
−∞
dv‖φm(v‖)
F
[
F−1
(
kx 〈χs〉Rs,k
)
F−1
(
ky
Nm−1∑
m′=0
g˘sm′k(vn)φm′(v‖)
)
−F−1
(
ky 〈χs〉Rs,k
)
F−1
(
kx
Nm−1∑
m′=0
g˘sm′k(vn)φm′(v‖)
)]
.
(5.10)
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Here F denotes the three-dimensional discrete Fourier transform, and we have inserted
the Hermite expansion of the distribution function. We may decompose N [〈χs〉Rs , gs] =
Nϕ +NA +NB, whereNϕ,NA andNB correspond to the ϕ, A‖ and B‖ terms in χs (5.3).
These represent the E × B drift, particle streaming along the perturbed magnetic field,
and the gradient-B drift respectively. The velocity enters these three terms via factors of
J0(as), v‖J0(as), and v⊥J1(as) respectively multiplying g˘smk. The parallel velocity integral
in (5.10) can thus be calculated analytically. Inserting 〈χs〉Rs,k into (5.10) and performing
the integrals then gives
Nϕ = 1
2
F
[
F−1 (kxJ0(ρsk⊥vn)ϕk)F−1 (kyg˘smk(vn))
−F−1 (kyJ0(ρsk⊥vn)ϕk)F−1 (kxg˘smk(vn))
]
,
(5.11a)
NA = −1
2
vthsF
[
F−1 (kxJ0(ρsk⊥vn)A‖k)
F−1
(
ky
(√
m+ 1
2
g˘s,m+1,k(vn) +
√
m
2
g˘s,m−1,k(vn)
))
−F−1 (kyJ0(ρsk⊥vn)A‖k)
F−1
(
kx
(√
m+ 1
2
g˘s,m+1,k(vn) +
√
m
2
g˘s,m−1,k(vn)
))]
,
(5.11b)
NB = Ts
qs
F
[
F−1
(
kxvnJ1(ρsk⊥vn)
k′
B‖k
)
F−1 (kyg˘smk(vn))
−F−1
(
kyvnJ1(ρsk⊥vn)
k′
B‖k
)
F−1 (kxg˘smk(vn))
]
,
(5.11c)
so that we obtain moments g˘m in the terms proportional to ϕ and B‖, and the moments
g˘m−1 and g˘m+1 via Hermite mode coupling (3.20) in the term proportional to A‖.
5.1.1.2 Maxwell’s equations
Integrals in the field solve (5.4) are evaluated by replacing
∫
dv⊥ v⊥ . . . with
∑Np
n=1 wn . . .,
yielding
ϕk
∑
s
nsq
2
s
Ts
(1− Γ0s)−B‖k
∑
s
qsnsΓ1s = 2pi
∑
s
qsns
Np∑
n=1
wnJ0(ρsk⊥vn)g˘s,0,k(vn),
(5.12a)
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A‖k
[
k2⊥
2βr
+
∑
s
q2sns
2ms
Γ0s
]
=
√
2pi
∑
s
qsnsvths
Np∑
n=1
wnJ0(ρsk⊥vn)g˘s,1,k(vn), (5.12b)
ϕk
∑
s
nsqsΓ1s +B‖k
(
2
βr
+
∑
s
TsnsΓ2s
)
= −2pi
∑
s
nsTs
Np∑
n=1
wnvn
2J1(ρsk⊥vn)
ρsk⊥
g˘s,0,k(vn),
(5.12c)
where Γ0s = I0(bs)e−bs , Γ1s = (I0(bs) − I1(bs))e−bs , and Γ2s = 2Γ1(bs) with bs =
(ρsk⊥)2/2.
5.1.2 Reduced four-dimensional system
The calculation of ϕ and A‖ from Maxwell’s equations (5.4) only requires the Hankel
mode p = ρsk⊥, so we may neglect all other Hankel modes if the gyrokinetic equation
for g¯(p = ρsk⊥) evolves independently of other modes. Taking the Hankel transform of
(5.7), shows that Hankel mode coupling only occurs in the nonlinear term. This is because
whenever g appears in linear terms, it is not multiplied by a function of v⊥, so we may use
the orthogonality of Bessel functions (4.8); however, when g appears in the nonlinear term,
it is multiplied by a function of v⊥ and we may no longer use orthogonality. Therefore in
linear simulations with B‖ = 0, SPECTROGK does not initialize a p-space grid, but instead
evolves g¯(p = ρsk⊥) only for each (k,m) grid point. Formally, this is equivalent to taking
the continuous Hankel transform of (5.1) at p = ρsk⊥ while using the Ansatz
gsk(v⊥, v‖, t) =
Nm−1∑
m=0
φm(v‖)
∫ ∞
0
dp pJ0 (pv⊥) g¯smk(p, t), (5.13)
and only solving for g¯smk(p = ρsk⊥, t). The electromagnetic fields are found from (5.4)
by evaluating the zeroth and first Hermite coefficients. The Fourier modes also decouple
in both the gyrokinetic equation and the field solve, so that the system is effectively one-
dimensional in Hermite space and parametrized by k.
This method does not find the whole distribution function g¯smk(p, t), but only the part
needed to find the electromagnetic fields. However, it is exact, and valid for generic initial
conditions that have been projected onto p = ρsk⊥. In this case SPECTROGK is signifi-
cantly faster than ASTROGK due to the reduced dimensionality and reduced inter-processor
communication.
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5.1.2.1 Gyrokinetic equation
Taking the Hankel–Hermite transform of the linearized gyrokinetic equation (5.1) we ob-
tain
∂g¯smk
∂t
+ Lgg¯smk + Lϕϕk + LAA‖k + LBB‖k = νC[hs], (5.14)
where Lg, Lϕ, LA, LB are the linear operators (5.8), but now with coefficients
I1 = 1
pi
∫ ∞
0
dv⊥ v⊥J0(k′v⊥)2e−v
2
⊥ =
1
2pi
exp
(
−k
′2
2
)
I0
(
k′2
2
)
, (5.15a)
I2 = 1
pik′
∫ ∞
0
dv⊥ v2⊥J0(k
′v⊥)J1(k′v⊥)e−v
2
⊥
=
1
4pi
exp
(
−k
′2
2
)[
I0
(
k′2
2
)
− I1
(
k′2
2
)]
,
(5.15b)
I3 = 1
pi
∫ ∞
0
dv⊥ v3⊥J0(k
′v⊥)2e−v
2
⊥
=
1
2pi
exp
(
−k
′2
2
)[(
1− k
′2
2
)
I0
(
k′2
2
)
+
k′2
2
I1
(
k′2
2
)]
,
(5.15c)
I4 = 1
pik′
∫ ∞
0
dv⊥ v4⊥J0(k
′v⊥)J1(k′v⊥)e−v
2
⊥
=
1
2pi
exp
(
−k
′2
2
)[(
1− 3k
′2
8
)
I0
(
k′2
2
)
+
(
k′2
2
− 1
)
I1
(
k′2
2
)
− k
′2
8
I2
(
k′2
2
)]
,
(5.15d)
where k′ = ρsk⊥. Integrals I1 and I3 appear in [162], while I2 and I4 are given by
I2 = − 1
k′
∂I1
∂k′
, I4 = − 1
k′
∂I3
∂k′
. (5.16)
5.1.2.2 Maxwell’s equations
The first two moments of g, (5.4a,b) are single Hankel–Hermite modes, so that the quasi-
neutrality condition and the parallel Ampe`re’s law become
ϕk
∑
s
nsq
2
s
Ts
(1− Γ0s)−B‖k
∑
s
qsnsΓ1s = 2pi
∑
s
qsnsg¯s,0,k(p = ρsk⊥), (5.17a)
A‖k
[
k2⊥
2βr
+
∑
s
q2sns
2ms
Γ0s
]
=
√
2pi
∑
s
qsnsvthsg¯s,1,k(p = ρsk⊥), (5.17b)
which determine ϕ and A‖ when B‖ = 0.
We note also that the second moment of g (5.4c) is the derivative with respect to p of a
single mode, so the perpendicular Ampe`re’s law is
ϕk
∑
s
nsqsΓ1s +B‖k
(
2
βr
+
∑
s
TsnsΓ2s
)
= 4pi
∑
s
nsTs
ρsk⊥
∂g¯s,0,k
∂p
∣∣∣∣
p=ρsk⊥
. (5.17c)
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Thus the four-dimensional method may be extended to include cases where B‖ 6= 0 by also
evolving ∂g¯smk/∂p|p=ρsk⊥ via the derivative with respect to p of the Hankel-transformed
gyrokinetic equation.
5.2 Algorithm description
We now discuss details of the SPECTROGK algorithm. For both cases described in §5.1,
the gyrokinetic equation may be written schematically as
da
dt
= A [a] , (5.18)
where a denotes the set of expansion coefficients. Given an algorithm for forming the
right-hand side, we use the third-order Adams–Bashforth scheme described in §5.2.2 to
advance the coefficients in time. To form A, we must determine the electromagnetic field,
calculate the nonlinear term, and control the growth of fine scales in physical and velocity
space due to the nonlinear term and particle streaming respectively. These are discussed
in §§5.2.3–5.2.5. We describe the parallelization and communication patterns of the code
in §5.2.6. But first we give a brief overview of ASTROGK, the code which is the starting
point for SPECTROGK development.
5.2.1 ASTROGK
ASTROGK is a slab gyrokinetics code, implemented as a simplified version of the tokamak
gyrokinetics code GS2 that neglects effects due to toroidal geometry. Both ASTROGK
and GS2 are publicly available and widely used [57]; ASTROGK (which is documented
in [56]) is used to study astrophysical plasmas [e.g. 155, 163, 164] while GS2 is used for
tokamak plasmas [e.g. 62, 165].
ASTROGK solves the gyrokinetic-Maxwell system (2.102)–(2.106), using the modified
complementary distribution function gAGKs = hs−(qsF0s/Ts) 〈ϕ− v⊥ ·A⊥〉Rs , rather than
gs = hs− (qsF0s/Ts) 〈χs〉Rs (2.117) as used in SPECTROGK. It uses a Fourier representa-
tion for perpendicular space, and a discretization on a uniform grid in parallel space. The
latter is inherited from GS2’s toroidal geometry, and has no particular merit in a slab code.
The parallel spatial derivatives in the streaming term (v‖∂zg) and the electrostatic response
(F0s∂zϕ) are evaluated by an upwinding compact finite difference scheme. In velocity
space, ASTROGK discretizes on grids in energy E = v2⊥ + v
2
‖ and pitch angle λ = v
2
⊥/E,
with a separate variable for sign of parallel velocity σ = v‖/|v‖|. A grid of Gauss–Legendre
quadrature points is used for pitch angles, while a composite grid of Gauss–Laguerre and
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Gauss–Legendre quadrature points is used for energy. This grid yields spectral convergence
for the integrals used to determine the electromagnetic field from Maxwell’s equations (see
[56], §3.1 and §4.3). Splitting the integral range in two allows for changes of variables
which remove singularities in the integrand at E = 0 and E =∞.
The nonlinear term is calculated pseudospectrally as in §4.4.1, replacing the convolu-
tion in k⊥ with the product of inverse Fourier transforms. This is efficient as the nonlinear
term is otherwise local in the remaining coordinates z, v⊥ =
√
λE, v‖ =
√
(1− λ)E and
σ.
For time integration, ASTROGK separates the operatorA in (5.18) into linear and non-
linear parts, finding the evolution of the distribution function due to each part separately.
The nonlinear part is integrated using the explicit third-order Adams–Bashforth, as dis-
cussed in §5.2.2. The linear part is integrated using KOTSCHENREUTHER ET AL.’s (1995)
implicit Green’s function method (described in [56], §3.3.1)
ASTROGK is implemented in Fortran 90 with parallelization achieved using MPI. A
copy of the three-dimensional electromagnetic field is kept on each processor, while the
five-dimensional distribution function is divided between processors. The distribution func-
tion is stored as a three-dimensional array with the first two dimensions holding parallel
space z and the sign of parallel velocity σ respectively. The remaining coordinates are
concatenated in the final dimension. The order of this final dimension is determined by a
“layout” input parameter, a five-character string comprising l (pitch angle, λ), e (energy
E), x and y (perpendicular wavenumbers kx, ky) and s (species s). The parallelization is
over the final dimension so that finite differences in z are always local to each processor,
as are the operations on the same |v‖|. Generically, all other operations are distributed.
However, by carefully choosing layout and resolution, one can arrange for some operations
to be local. For example, with the layout lexys, velocity space may be made local to each
processor by choosing NxNyNs to be divisible by the number of processors Nproc. Then
the sums approximating the velocity space integrals in the field solve become local, and the
electromagnetic field is calculated with no inter-processor communication. Similarly with
xyles, choosing NλNENs to be divisible by Nproc ensures that Fourier space is local, and
therefore Fourier transforms are calculated without inter-processor communication.
SPECTROGK is also written in Fortran 90 and reuses the code base of ASTROGK
so far as possible. It inherits memory management and communication in perpendicular
Fourier transforms, but is otherwise rewritten for Hankel, Hermite, and parallel Fourier
space. SPECTROGK is however compatible with ASTROGK (and GS2), using the same
input parameter names (meaning Fortran namelist input files are transferable), and the same
compilation procedures and Makefiles.
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5.2.2 Time integration
SPECTROGK computes the approximate solution of (5.18) using the explicit third-order
Adams–Bashforth scheme
ai+1 = ai + ∆t
(
23
12
A [ai]− 4
3
A [ai−1]+ 5
12
A [ai−2]) , (5.19)
where ai denotes the expansion coefficients at the ith time level, and ∆t is the timestep.
SPECTROGK also implements a variable time-spacing version of this formula that allows
the timestep to change during execution. In nonlinear runs, the size of the timestep is varied
automatically to satisfy the CFL condition for the nonlinear drift velocity vNLD , exactly as
in ASTROGK. In every iteration the timestep ∆t is made to satisfy
∆t ≤ CCFL min
(
∆x
max vNLDx
,
∆y
max vNLDy
)
, (5.20)
where ∆x = 2pi/kx,max, ∆y = 2pi/ky,max, and CCFL ≤ 1 is an input parameter.
The Adams–Bashforth scheme (5.19) is stable and accurate for non-dissipative wave
phenomena, with third-order accuracy in amplitude and wave speed. It is well-suited to
problems like ours where the calculation of A dominates the computation work. DUR-
RAN [167, 168] defines the “efficiency factor” of a numerical integration scheme to be the
maximum stable timestep for an oscillatory test problem divided by the number of evalua-
tions ofA per timestep. By this measure Adams–Bashforth is the most efficient third-order
scheme. While it has a smaller stable timestep than other schemes such as the Runge–Kutta
family, it only requires one A evaluation per timestep.
The main disadvantage of the third-order Adams–Bashforth scheme is that it requires
the two previous values ai−1 and ai−2 to advance from ai to ai+1. We must amend the
scheme for the first and second timesteps, for which fewer previous values are available. We
use the explicit Euler method for the first timestep, and the second-order Adams–Bashforth
method, which requires only one previous value, for the second timestep.
In principle, this reduces the global time accuracy to only second order, since the first
Euler timestep alone contributes an O(∆t2) global error. However, for typical simula-
tion parameters and initial conditions, this error is in fact smaller than the error accu-
mulated over the subsequent third-order Adams–Bashforth timesteps (see [145]/Appendix
A). The fastest timescales in the system arises from parallel streaming with frequencies
ω = k
√
m/2. Let ω0 be the typical frequency of the modes that are nonzero in the initial
conditions, ωtyp a typical frequency for the dominant modes in the subsequent evolution,
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and ωmax = kmax
√
mmax/2 the highest frequency present in the simulation. The accumu-
lated amplitude error after a time T is then
E =
T
∆t
3
8
(ωtyp∆t)
4 +
1
4
(ω0∆t)
3 +
1
2
(ω0∆t)
2, (5.21)
using the amplitude errors for the explicit Euler and Adams–Bashforth methods [168, Table
2.2].
The maximum stable timestep is ∆t = α/ωmax, with α ≈ 0.723 for the third order
Adams–Bashforth method [168]. The error after n characteristic times (T = n/ωtyp) using
this timestep is thus
E =
3
8
nα3(ωtyp/ωmax)
3 +
1
4
α3(ω0/ωmax)
3 +
1
2
α2(ω0/ωmax)
2, (5.22)
which is dominated by the first term whenever ωtyp > (ω20ωmax)
1/3n−1/3. The error due
to the first explicit Euler timestep is thus negligible if the initial conditions contain only
slowly evolving modes (as do ours) and the system is not heavily over-resolved so that ωtyp
is not small compared with ωmax in the sense made precise by the previous inequality.
In SPECTROGK, we use the Adams–Bashforth scheme for all terms on the right-hand
side of the gyrokinetic equation. It would be possible to implement an implicit scheme
for the linear parts of the gyrokinetic equation, such as Kotschenreuther’s Green’s function
method [166] that is used in ASTROGK. This allows larger timesteps at the cost of higher
complexity. However we favour an explicit approach so that we may exploit phase space
locality and reduced dimensionality in the linear Fourier–Hermite–Hankel system. In the
nonlinear case, the nonlinear term must be treated explicitly, so that the timestep is limited
by the CFL condition. In this case it is preferable to use an explicit timestepping algorithm
for the linear terms too, as an implicit method gives an increase in complexity without an
increase in the timestep.
5.2.3 Calculation of the electromagnetic field
In order to form the operator A, we need to calculate the quantities ϕ, A‖ and B‖ that
determine the electromagnetic field. For each wave vector k, Maxwell’s equations, (5.12)
or (5.17), may be written as c1 0 c20 c3 0
c4 0 c5
 ϕA‖
B‖
 =
d1d2
d3
 , (5.23)
where the first row is the quasineutrality condition, and the second and third rows are the
parallel and perpendicular components of Ampe`re’s law respectively. In the general five-
dimensional version of the code, the coefficients d1, d2, d3 are proportional to coefficients
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Coef. 5D (5.12) 4D (5.17)
c1
∑
s nsq
2
s(1− Γ0s)/Ts
c2 −
∑
s nsqsΓ1s
c3 k
2
⊥/(2βr) +
∑
s q
2
snsΓ0s/(2ms)
c4
∑
s nsqsΓ1s
c5 2/βr +
∑
s nsTsΓ2s
d1 2pi
∑
s qsns
∑Np
n=1 wnJ0(ρsk⊥vn)gs0(k, vn) 2pi
∑
s qsnsg¯s0(k, p = ρsk⊥)
d2
√
2pi
∑
s qsnsvths
∑Np
n=1wnJ0(ρsk⊥vn)gs1(k, vn)
√
2pi
∑
s qsnsvthsg¯s1(k, p = ρsk⊥)
d3 −2pi
∑
s nsTs
∑Np
n=1 wnvn
2J1(ρsk⊥vn)
ρsk⊥
gs0(k, vn) 4pi
∑
s
nsTs
ρsk⊥
∂g¯s0
∂p
∣∣∣
p=ρsk⊥
Table 5.1: Coefficients in the field solve (5.23) for the multispecies case.
of single Fourier–Hermite modes summed over perpendicular velocities (see 5.12). In the
four-dimensional version, the coefficients d1, d2, d3 are proportional to coefficients of a
single Fourier–Hermite–Hankel mode (5.17). The coefficients c1, c2, c3, c4 and c5 are
known constants which are the same in the four- and five-dimensional versions of the code.
For reference, these constants are tabulated in Table 5.1 for the multispecies case, and in
Table 5.2 for a single ion species with adiabatic electrons.
Thus the electromagnetic field variables are calculated at every Fourier wavenumber
using
ϕ = (c5d1 − c2d3)/(c1c5 − c2c4), (5.24)
A‖ = d2/c3, (5.25)
B‖ = (c4d1 − c1d3)/(c1c5 − c2c4). (5.26)
In electrostatic simulations we only solve the quasineutrality condition,
ϕ = d1/c1, (5.27)
and neglect Ampe`re’s law.
In order to perform these calculations, we must evaluate d1, d2 and d3 from the dis-
tribution function, which in general requires inter-processor communication. The four-
dimensional case is simple. At every Fourier wavenumber k, the field is calculated on the
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Coef. 5D (5.12) 4D (5.17)
c1 niq
2
i (1 + Ti/Te − Γ0i)/Ti
c2 −niqiΓ1i
c3 0
c4 niqiΓ1i
c5 2/βr + niTiΓ2i
d1 2piqini
∑Np
n=1 wnJ0(ρsk⊥vn)gi0(k, vn) 2piqinig¯i0(k, p = ρsk⊥)
d2
√
2piqinivthi
∑Np
n=1 wnJ0(ρsk⊥vn)gi1(k, vn)
√
2piqinivthig¯i1(k, p = ρsk⊥)
d3 −2piniTi
∑Np
n=1 wnvn
2J1(ρsk⊥vn)
ρsk⊥
gi0(k, vn) 4pi
niTi
ρsk⊥
∂g¯i0
∂p
∣∣∣
p=ρsk⊥
Table 5.2: Coefficients in the field solve (5.23) for a single ion species with adiabatic
electrons.
processor which holds the point (k,m = 0, p = ρsk⊥); this requires no communication.1
Each processor sets the electromagnetic fields to zero, except for at the points which that
processor calculated. The fields are then broadcast to all processors via an MPI “sum all
reduce” operation.
The five-dimensional case is similar, only now a sum over perpendicular velocity is
required. The electromagnetic field is calculated by the processor which holds the point
(k,m = 0, p = v1). Processors with other velocities at the Fourier–Hermite mode (k,m =
0) send their contribution to the sums in d1, d2, d3 to that processor. Once calculated, the
electromagnetic field is broadcast to all processors as in the four-dimensional case.
5.2.4 Nonlinear term and dealiasing
As described in §5.1.1.1 we calculate the nonlinear term (5.10) using fast Fourier trans-
forms to convert between expansion coefficients at a discrete set of wavenumbers and func-
tion values at a uniformly spaced set of collocation points. We use the FFTW library [169]
which implements unnormalized discrete Fourier transforms, i.e. in one dimension the pair
1The Hermite modes m = 0 and m = 1 are always on the same processor for a given (k, vn); see §5.2.6.
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of operators
Fjl =
Nz−1∑
l=0
e−ikjzl , F−1ln =
Nz−1∑
n=0
eiknzl , (5.28)
with wavenumbers kn = 2pin/Lz and grid points zl = lLz/Nz, as in §2.4.2.
This pseudospectral approach reduces the cost of computing the nonlinear term to
O(NVNX logNX) instead of O(NVN2X), where NX = NxNyNz is the total spatial res-
olution and NV = NmNp is the total velocity resolution. However, it creates a source of
error due to aliasing between different wavenumbers. The product of two truncated Fourier
series that occurs in the nonlinear term (5.10) contains terms involving ei(kn+kn′ )zl . How-
ever, only terms with |kn + kn′| ≤ kNz can be represented on the collocation grid. The
remaining terms are omitted from the original convolution (5.2), but on the collocation
points zl they are indistinguishable from Fourier modes with wavenumbers kn + kn′ ∓ kNz .
This aliasing of wavenumbers outside the truncation onto retained wavenumbers creates
errors in the coefficients of the retained wavenumbers. It may be removed by setting the
coefficients for the highest third of wavenumbers to zero before the nonlinear term is cal-
culated [100, 170]. This “two-thirds rule” removes all spurious contributions from aliasing
for quadratic nonlinearities, such as the Fourier convolution (5.2). All wavenumbers with
|kn + kn′| > kNz now map onto wavenumbers that are eliminated by the filter.
The abrupt transition from unmodified Fourier coefficients to those that are set to zero
acts like a reflecting boundary condition for the typical Kolmogorov-like nonlinear cas-
cade of disturbances towards larger wavenumbers. This will distort the higher resolved
wavenumbers unless their Fourier coefficients are already negligible at the two-thirds rule
cut-off point. In ASTROGK, this is ensured by applying hyperviscosity in the perpendicular
Fourier directions. In its simplest form, hyperviscosity is the term
−νhypervisc(k2⊥/k2⊥max)4gm(k, v⊥), (5.29)
added to the right-hand side of (5.7). Other viscosity models, such as one based on the
nonlinear Smagorinsky eddy viscosity [171], are also implemented in ASTROGK. As the
perpendicular hyperviscosity implementation is closely related to the distributed perpen-
dicular Fourier transform, this routine is inherited by SPECTROGK.
In parallel Fourier space (which is a new implementation) we employ the smooth non-
reflecting cut-off provided by the HOU & LI [144] filter that multiplies the expansion co-
efficients by
exp
(−36(|k‖|/k‖max)36) , (5.30)
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at each timestep. This filter is highly selective in wavenumber space, yet it provides suf-
ficient dissipation to replace both the two-thirds rule dealiasing, and the parallel hypervis-
cous dissipation usually employed to prevent an accumulation of free energy at the finest
resolved scales. For the same resolution, this smooths the distribution while keeping 12–
15% more modes than the 2/3 aliasing rule [144].
5.2.5 Recurrence and velocity space dissipation
As shown in Chapter 3, the shear in phase space due to the particle streaming term v‖∂zg
tends to form fine scale structures in velocity space, which, for any discretization of velocity
space, become unresolvable after some finite, resolution-dependent time. The v‖∂zg term
creates the linear coupling between coefficients with adjacent m values in the gyrokinetic
equation. We showed in Chapter 3 that this coupling may be interpreted as a propagation
of disturbances towards larger m values that continues until they encounter the truncation
condition gNm = 0. As with the two-thirds rule mentioned above, this condition appears
as a reflecting boundary condition that creates disturbances propagating in the reverse di-
rection towards low m values. Disturbances eventually reach m = 0 to create a spurious
increase in the amplitude of the electric field, a phenomenon known as recurrence [80].
The recurrence may be suppressed using collision terms on the right hand side of the
gyrokinetic equation, chosen to ensure that the coefficients reach negligibly small values
before m reaches Nm. Various collision operators are implemented in SPECTROGK: the
LENARD & BERNSTEIN [70] and KIRKWOOD [138] collision operators
CLB[g] = −νmg, (5.31)
CK[g] = −νmI{m≥3}g, (5.32)
(where I{m≥3} denotes the indicator function) which were discussed in §3.2.2 and §3.2.3,
and the Kirkwood hypercollisional operator
CHK [g] = −ν(m/Nm)αI{m≥3}g, (5.33)
which was discussed in §3.2.4. In these, ν and α are input parameters. In addition, the
velocity-space analogue of the HOU–LI (2007) filter
exp
(−36(m/(Nm − 1))36) (5.34)
is also implemented. We discuss this filter in Appendix A/Ref. [145].
Each of these operators is trivial to apply as all are known functions of m multiply-
ing the distribution function expansion coefficients. Thus no communication and minimal
computation are required.
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5.2.6 Data layout and parallelization scheme
In SPECTROGK the distribution function g has size NxNyNzNmNpNs and the electromag-
netic field variables ϕ, A‖, and B‖ have size NxNyNz. A copy of these scalars is kept on
each processor, while the much larger distribution function is divided between processors.
SPECTROGK inherits its data layout from ASTROGK which is described in §5.2.1 and Ref.
[56, §3.4]. Recall that the distribution is stored in a three dimensional array. The first two
dimensions correspond to the parallel space coordinate z and the sign of parallel velocity
respectively. The remaining coordinates are concatenated in the third dimension. The ar-
ray is distributed by keeping the first two dimensions local, but splitting the third between
processors.
For compatibility, SPECTROGK also uses the first dimension for the parallel space
dependence. In the two elements of the second dimension it stores pairs of Hermite modes.
This minimizes communication in the particle streaming term as a Hermite mode is always
on processor with at least one neighbour. This is also convenient for the field solve, as
the array containing the two necessary Hermite modes m = 0 and m = 1 is referenced
by a single index. A reference to these Hermite pairs is stored in the third dimension
concatenated with Hankel and perpendicular Fourier modes.2
In SPECTROGK coordinates, there are three terms which potentially require inter-
processor communication. Firstly, the linear operator Lg (5.8a) requires neighbouring
Hermite modes for streaming. Secondly, the perpendicular velocity space integrals in
Maxwell’s equations require sums over all Hankel modes, or over all perpendicular ve-
locity grid points. Finally, the Hankel transforms and perpendicular Fourier transforms in
the nonlinear term require sums across kx, ky, and p.
In linear runs, there is no communication across Fourier space and the most efficient
layouts are where the Hermite mode is most local. If velocity space is made entirely local
by making the number of Hermite mode pairs to be divisible by the number of processors,
i.e., by choosing Nm/(2Nproc) ∈ Z, then SPECTROGK recognizes this and performs all
calculations locally.
In nonlinear runs there is a compromise between keeping velocity space local, which
is best for the field solve and linear terms, and keeping physical space local, which is most
efficient for the Fourier transforms in the nonlinear term. In our experience, it is usually
2Using ASTROGK layout terminology, SPECTROGK uses the energy coordinate e to reference the Hankel
mode and the lambda index l to reference Hermite pairs. Thus if sgn=0,1 gives the index of the second
array, themth Hermite mode satisfiesm = sgn+2l. As in ASTROGK, x, y and z refer to spatial coordinates
and s labels the species.
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most efficient to perform the Fourier transforms locally, i.e. to choose parameters such that
NmNp/(2Nproc) ∈ Z.
5.3 Code verification
SPECTROGK and ASTROGK both solve the gyrokinetic-Maxwell system (2.102)–(2.106),
but discretize using different coordinates; therefore we expect agreement between the codes
in the limit of infinite resolution. The change from ASTROGK’s grid in z to SPECTROGK’s
Fourier wavenumbers is straightforward, with the difference being that SPECTROGK cap-
tures resolved Fourier modes exactly, while ASTROGK suffers finite-differencing errors.
We therefore focus on velocity space behaviour. We repeat some of the linear and nonlinear
tests used in Ref. [56] to test ASTROGK. This both verifies SPECTROGK and helps deter-
mine optimal parameters, particularly for the Hankel space representation which contains
the undetermined velocity space cutoff vcut.
5.3.1 Linear ITG
We first compare the growth rate for the electrostatic ion temperature gradient instabil-
ity obtained from a SPECTROGK initial value problem to the value given by the disper-
sion relation. This is a case where SPECTROGK can run in four dimensions. The four-
dimensional code is exact in Fourier–Hankel space (with solutions parameterized by the
Fourier wavenumber k, p = ρsk⊥), so this is a test solely of the Hermite space discretiza-
tion. We also repeat the test with the five-dimensional code to verify that version’s treatment
of the linear terms.
The linear electrostatic dispersion relation is found via Landau’s Laplace transform
method, analogous to that described in Chapter 3. We take the Laplace transform in time
of (2.139) with transform variable pˆ and with LA = LB = N = 0. We then divide by pˆ +
ivthsv‖k‖, apply the operator
∫∞
−∞ dv‖
∫∞
0
dv⊥ v⊥J0(ρsk⊥v⊥), and use the quasineutrality
condition (2.140) to obtain the dispersion relation
niq
2
i
Ti
(
1 +
Ti
Te
− Γ0i
)
= −qini
[
qi
Ti
(1 + ω˜Z(ω˜)) I1(ρik⊥) + kyωT
2vthik‖
Z(ω˜)I3(ρik⊥)
+
ky
2vthik‖
{(
ωn − 3
2
ωT
)
Z(ω˜) + ωTZ(ω˜) + ω˜Z(ω˜)
}
I1(ρik⊥)
]
,
(5.35)
where ω˜ = ω/(vthik‖) with ω the complex frequency of the solution in the long-time limit,
and I1 and I3 are given by (5.15a) and (5.15c). The parallel velocity integral leads to
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factors of the plasma dispersion function Z(ω) = pi−1/2
∫
dv‖ e
−v2‖/(v‖ − ω), as in (3.7).
We solve (5.35) numerically for ω(k) and compare the result to that from an initial value
problem with the four-dimensional code. This is a test for the Hermite representation as
the k and p dependence is treated exactly.
We can also derive a dispersion relation mimicking the five-dimensional code. We sup-
pose the distribution function is only known on v⊥-grid points, so that rather than taking the
continuous Hankel transform and using the quasineutrality condition (2.140), we take the
discrete Hankel transform
∑Np
n=1 wnJ0(ρik⊥vn) and use the discrete quasineutrality condi-
tion (5.12a). With this approach, we obtain
niq
2
i
Ti
(
1 +
Ti
Te
− Γ0i
)
= −qini
[
qi
Ti
(1 + ω˜Z(ω˜))
Np∑
n=1
wkJ
2
0 (ρik⊥vn)F
⊥
0 (vn)
+
ky
2vthik‖
{(
ωn − 3
2
ωT
)
Z(ω˜) + ωTZ(ω˜) + ω˜Z(ω˜)
} Np∑
n=1
wkJ
2
0 (ρik⊥vn)F
⊥
0 (vn)
+
kyωT
2vthik‖
Z(ω˜)
Np∑
n=1
wkv
2
nJ
2
0 (ρik⊥vn)F
⊥
0 (vn)
]
,
(5.36)
which is the same as the exact dispersion relation (5.35) but with I1 and I3 approximated
as sums. Therefore the linear behaviour in Hankel space is captured if the quadrature rule
suitably approximates the integral I1 and I3. We therefore use these functions to quantify
the accuracy in §5.3.1.2.
5.3.1.1 Four-dimensional ITG
In Figure 5.1 we plot the linear frequency and growth rate obtained from a four-dimensional
initial value problem against k‖ for a range of temperature gradients with (kxρi, kyρi) =
(0, 1) and T0e = T0i. The initial value problem gives perfect mode-by-mode agreement
with the dispersion relation for kx, ky, k‖ with as few as 12 Hermite modes. Importantly,
SPECTROGK also captures Landau damping due to the hypercollision operator developed
in Chapter 3, exactly matching the negative growth rates in the right-hand plot.
5.3.1.2 Five-dimensional ITG
The four-dimensional linear calculation does not solve for the perpendicular velocity struc-
ture. The method only finds the amplitude of the single Hankel mode g¯(p = ρsk⊥) that is
required to determine the electrostatic potential, while the v⊥ structure depends on the su-
perposition of all modes g¯(p). We therefore perform five-dimensional linear calculations to
117
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−0.4
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
k‖a0
ω
R
a
0
/
v t
h
i
 
 
a0/LT=0.7
a0/LT=1.0
a0/LT=1.5
(a)
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−0.15
−0.1
−0.05
0
0.05
k‖a0
ω
I
a
0
/
v t
h
i
 
 
a0/LT=0.7
a0/LT=1.0
a0/LT=1.5
(b)
Figure 5.1: The dispersion relation for the linear slab ITG instability. The marks show
values calculated by SPECTROGK for (a) the frequency and (b) the growth rate against
parallel wavenumber, with lines showing the exact dispersion relation. These plots are
the same as the ASTROGK results in NUMATA ET AL. [56, Figure 4] for growing modes.
Unlike ASTROGK, SPECTROGK correctly calculates negative growth rates in the right-
hand plot due to the use of the hypercollisional operator (5.33).
ensure the code correctly represents v⊥ structure, and to study its behaviour when discrete
perpendicular velocity space is included. We show that the linear growth rate obtained in
the five-dimensional code converges to the value obtained from the four-dimensional code.
We also show convergence behaviour of the quadrature rule (4.29) used the field solve.
The perpendicular velocity space grid vn = jnvcut/jNp+1 depends on two parameters:
Np the number of grid points, and vcut the largest perpendicular velocity (in units of vths)
captured by the discretization. Naturally we want to take vcut → ∞, but this coarsens
the v⊥ resolution for a fixed Np. In fact, convergence behaviour depends on the ratio
vcut/Np, which is the approximate grid spacing, since the Bessel roots jn are approximately
linearly spaced. In Figure 5.2(a) we plot the error in the calculation of the growth rate by
the five-dimensional code (γ) compared to the four-dimensional code (γexact) for typical
parameters (ρikx, ρiky, Rk‖, R/LT ) = (0, 1, 0.1, 0.7) corresponding to a point on the blue
curve in Figure 5.1(b). The growth rate converges super-algebraically with decreasing
grid spacing, until reaching some vcut-dependent minimum error, beyond which there is
no further convergence. This minimum error decreases with increasing vcut, and reaches
machine precision for vcut ≥ 6 at around vcut/Np ≈ 0.4.
For practical reasons, we are typically limited to a modest, fixed resolution, Np, and
must choose a value of vcut. As the error decreases with decreasing grid spacing vcut/Np we
generally wish to minimize vcut, but doing so for vcut < 6 leads to increases in error due to
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Figure 5.2: Convergence of linear growth rates with perpendicular velocity resolution Np
and with velocity space cutoff vcut.
the minimum error for each vcut. Consequently there is an optimal value of vcut for eachNp,
as shown in Figure 5.2(b) where the error is plotted against vcut. For N ≥ 16, the optimal
choice is vcut = 6, while for smaller resolutions the optimal choice of vcut decreases.
As well as verifying the five-dimensional linear calculation, this test also demonstrates
that the approximate dispersion relation (5.36) converges to the exact dispersion relation
(5.35). This shows that the sum-approximations to I1 and I3 which appear in (5.36) (and
in the field solve) must also converge. However the quantities I1 and I3 contain Bessel
functions which oscillate more rapidly as ρik⊥ increases, and we have only shown conver-
gence at ρik⊥ = 1. This is sufficient for drift kinetics for which ρik⊥ . 1, but for future
sub-Larmor scale work it is instructive to study these approximations as a function of ρik⊥.
We consider the error in the approximation of I1 by the quadrature rule (4.29),
I1(k⊥) =
∫ ∞
0
dv⊥ v⊥J20 (ρik⊥v⊥)F
⊥
0 (v⊥) ≈
Np∑
n=1
wnJ
2
0 (ρik⊥vn)F
⊥
0 (vn). (5.37)
As in the previous test, convergence depends on the grid spacing vcut/Np, with a minimum
error depending on vcut. However, since the approximation is in the form of a Hankel
transform with transform variable ρik⊥, the range in ρik⊥ for which the approximation
converges depends on the Hankel grid pn = jn/vcut rather than the velocity space grid.
We plot the error of the approximation (5.37) in Figure 5.3; results for I2, I3 and I4
are similar. Figure 5.3(a) shows approximations to I1(ρik⊥) (itself under the cyan curve)
for various resolutions Np and vcut = 6. The function I1 and all approximations to it are
positive for all k⊥. The dashed black line indicates the smallest grid point p1 = j1/vcut,
the same for all resolutions. The coloured vertical indicate the highest grid point pNp =
jNp/vcut for each resolution. Since Bessel roots jn are approximately linearly spaced, pNp
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Figure 5.3: Testing the Hankel transform at points off the p-grid. Equation (5.37) is used to
approximate I1(ρik⊥) in the field solve. (a) The approximation to I1(ρik⊥) with vcut = 6
and different Np . (b–c) The error in the approximation against Np for fixed vcut, (b) vcut =
4, (c) vcut = 6. (d) The error with Np = 32 and different vcut.
increases roughly linearly with Np. The approximation (5.37) is valid between the lowest
and highest grid points, but it also converges below the lowest grid point. At the highest
grid point the approximation tends to zero and this leads to a deterioration before this point.
This is more clearly seen in the error plots, Figure 5.3(b)–(d). The error for a given
vcut and Np has some flat characteristic level. However the error increases rapidly as ρik⊥
approaches the end of the p-grid range, where the error becomesO(1). As before, the error
decreases with decreasing grid spacing vcut/Np. But, in addition, the range of convergence
in ρik⊥ also increases with decreasing vcut/Np, since the end of the p-grid is located at
pNp = jNp/vcut which increases roughly linearly with Np/vcut.
Again, we consider the question of how to choose vcut given a fixed resolution. For
fixed Np, the error decreases with increasing vcut, provided that the ρik⊥ is in the resolution
range for all vcut. For example, in Figure 5.3(d) the error decreases with increasing vcut for
ρik⊥ ∈ (j1/vcut, j32/vcut), but increases sharply for ρik⊥ above j32/vcut. Therefore, for fixed
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resolution, the choice of vcut depends on the range of ρik⊥ to be resolved. Unfortunately,
the point where the error starts to increase does not seem to be simply related to vcut, so
must be determined for each choice ofNp and vcut. However, it is only necessary to consider
minimizing the error at the largest ρik⊥ to be resolved. To see this, suppose we must resolve
wavenumbers up to ρik⊥ = 15 with fixed resolution Np = 32. Then from Figure 5.3(d)
we see it is optimal to choose vcut = 5, as this is the value which yields the lowest uniform
error. Since increases in the error occur at the end of the domain, vcut = 5 is also the value
which minimizes the error at the point ρik⊥ = 15.
5.3.2 Free energy conservation
We now illustrate SPECTROGK’s free energy conservation properties. Recall from §2.3
that the gyrokinetic-Maxwell system conserves free energy W (2.107) in the absence of
driving and dissipation. The Fourier–Hermite–v⊥ spectral representation (§5.1.1) also con-
serves free energy. This is a consequence of the orthogonality of the Fourier and Hermite
basis functions, and of the fact that the linear operators Lϕ, LA and LB in the gyrokinetic
equation (5.7) are each proportional to F⊥0 (vn). We may therefore replace the perpendicular
velocity space integral operator
∫
dv⊥ v⊥ . . . with its discrete approximation
∑Np
n=1wn . . .
which preserves all the qualitative properties needed in the derivation in §2.3. The resulting
conservation equation is
d
dt
(∑
s
(Wgs +Wϕs)
)
+ T = C +D, (5.38)
where the free energy W =
∑
s (Wgs +Wϕs) has been written in terms of contributions
from the electrostatic potential and distribution function for each species,
Wgs =
∑
m,n,k
nsTs
wn|g˘smk(vn)|2
2F⊥0 (vn)
and Wϕs =
∑
k
nsq
2
s
2Ts
(1− Γ0s(k⊥)) |ϕk|2,
(5.39)
and the source of free energy from the temperature gradient (2.109) is
T = Re
(∑
s,n,k
nsTs
iky
LT2
√
2
wnJ0(ρsk⊥vn)ϕkg∗s,m=2,k(vn)
)
. (5.40)
We have written the collision operator in (2.110) as the sum of a hyperviscous term (5.29),
giving dissipation
D = −
∑
n,k,s
Nm∑
m=3
νv(k⊥/k⊥max)8nsTswn|g˘smk(vn)|2, (5.41)
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(a) (b)
Figure 5.4: Free energy conservation in a five-dimensional, two-species, nonlinear, elec-
trostatic gyrokinetic simulation. (a) The four contributions to the free energy, and their
sum. The sum should be constant, but is only approximately constant due to the temporal
truncation error. (b) Absolute values of the time derivatives of the free energy contributions
in (a), and their sum. The sum should vanish, but does not due to temporal truncation error.
and a hypercollisional term (5.33), giving dissipation
C = −
∑
n,k,s
Nm∑
m=3
νc(m/Nm)
6nsTswn|g˘smk(vn)|2. (5.42)
We first show free energy conservation for a two species ion-electron plasma with mass
ratio me/mi = 1/1836 and no driving (T = 0) or dissipation (C = D = 0). From (5.38),
the free energy would be constant in a continuous time formulation. In Figure 5.4(a) we
plot the contributions to the free energy, Wgi, Wge, Wϕi and Wϕe, and their sum W . The
sum W is indeed nearly constant, but decreases slightly due to the dissipative truncation
error in the third order Adams–Bashforth timestepping algorithm [168]. In Figure 5.4(b)
we plot the absolute values of the time derivatives of the contributions to the free energy
W˙gi, W˙ge, W˙ϕi and W˙ϕe (approximated by first-order finite differences), and their sum W˙ ,
which would vanish in a continuous time formulation. While the sum W˙ does not vanish,
it is two orders of magnitude smaller than its smallest contributing term, W˙gi. Moreover,
the magnitude of the sum decreases linearly with decreasing timestep, which is consistent
with truncation error in the first order finite difference approximation.
We also show free energy conservation for a simulation of nonlinear electrostatic ITG-
driven turbulence with kinetic ions and adiabatic electrons. Turbulence is driven with a
temperature gradient ωT = 100, and free energy is dissipated by hyperviscosity with coef-
ficient νv = 1 and by hypercollisionality with coefficient νc = 10. Now there is only one
species (s = i), and to account for the adiabatic electrons, the free energy contribution Wϕi
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(a) (b)
(c) (d)
Figure 5.5: Free energy conservation in five-dimensional, nonlinear, electrostatic ITG-
driven turbulence. (a) Summed electrostatic potential against time. (b) Absolute values
of time-derivatives of free energy. (c) Time-derivatives of free energies on a linear scale.
(d) A close-up of (c).
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Figure 5.6: An Alfve´n wave driven by an external parallel current.
(5.39) becomes
Wϕi =
∑
k
niq
2
i
2Ti
(
1 +
Ti
Te
− Γ0i(k⊥)
)
|ϕk|2, (5.43)
and the free energy balance (5.38) becomes
d
dt
(Wgi +Wϕi) + T = C +D, (5.44)
In Figure 5.5(a) we plot the electrostatic potential against time, and in Figure 5.5(b),
(c) and (d) we plot the terms in the free energy balance (5.44) against time. We also plot
the error in the free energy balance E = W˙gi + W˙ϕi + T − C − D. As with Figure 5.4(b),
the free energy is not conserved due to the truncation error in the Adams–Bashforth third
order timestepping algorithm. However as before, the error E is two orders of magnitude
smaller than its smallest contributing term, and decreases with decreasing timestep.
5.3.3 Antenna driving
In addition to previous unforced linear waves, we may also drive Alfve´n waves in SPEC-
TROGK by adding an external current Aext = A‖0e−iω0t to the left-hand side of the parallel
Ampe`re’s law (2.129b). In Figure 5.6 we plot the linear system with Bˆ‖ = 0 driven with
the same parameters as the example in NUMATA ET AL. [56, Figure 1]. We also plot
the Laplace–Fourier analytical solution given by NUMATA ET AL. [56]. This is a sce-
nario where SPECTROGK significantly outperforms ASTROGK. Where ASTROGK uses
(Nz, Nλ, NE) = (32, 8, 32) = 8192 points to achieve comparable accuracy, SPECTROGK
uses a single Fourier–Hankel mode and requires around 12 Hermite modes.
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5.3.4 Orszag–Tang vortex problem
To validate SPECTROGK in a nonlinear electromagnetic setting, we consider the Orszag–
Tang vortex problem [172], a standard test problem for MHD codes. ORSZAG & TANG
[172] solved the incompressible reduced MHD equations for flux and stream functions in
the plane perpendicular to the mean magnetic field. SCHEKOCHIHIN ET AL. [44] showed
that in the long wavelength limit ρik⊥  1, the gyrokinetic-Maxwell system with B‖ = 0
reduces to incompressible reduced MHD with a flux function ϕ/B0 and stream function
A‖. Therefore NUMATA ET AL. [56, §4.5] validated ASTROGK by simulating this regime
and comparing the results to those from a reduced MHD code.
We repeated this simulation in SPECTROGK using the same parameters. ASTROGK
and SPECTROGK share the same routines for perpendicular Fourier space, and as the
parallel direction is neglected, the codes only differ in their perpendicular velocity space
implementations—SPECTROGK’s discretization on a grid in perpendicular velocity space,
and ASTROGK’s pitch angle-energy-sign discretization (which cannot be separated into
parallel and perpendicular velocity). The simulations are in excellent agreement. In Fig-
ure 5.7 we show the contours of the stream and flux function after one Alfve´n time for
ASTROGK and SPECTROGK simulations.
5.4 Performance
Finally, we study the performance of SPECTROGK measured in timesteps executed per
second of wall clock time. We compare the observed and theoretical complexity of the
algorithm in single-processor problems, and determine the weak and strong scalings of the
code’s parallel performance. We do this by running nonlinear, collisionless, antenna-driven
problems of varying resolution. For comparison with ASTROGK, we choose the same
problem parameters as in Ref. [56]: β = T0i/T0e = n0i/n0e = −qi/qe = 1, mi/me = 1836
and antenna driving at ρik⊥ = 1, the smallest wavenumber in the simulation.
5.4.1 Single processor scaling
We determine the scaling of the SPECTROGK algorithm with resolution using small non-
linear runs on a single processor, eliminating any loss in performance due to inter-processor
communication. We take a base resolution of (Nx, Ny, Nz, Nm, Np, Ns) = (4, 4, 8, 4, 2, 2)
and successively double the resolution of one dimension while keeping the resolution in
the other directions fixed. The time per timestep is measured and the scalings for each
dimension are plotted in Figure 5.8. The scaling with the spatial resolutionsNx, Ny andNz
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Figure 5.7: Contour plots of (a,b) the electrostatic potential ϕ and (c,d) the parallel com-
ponent of the vector potential A‖ for the Orszag–Tang test problem. Contours (a,c) were
computed by ASTROGK, while (b,d) were computed by SPECTROGK. Large contour val-
ues are due to ASTROGK’s normalization.
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Figure 5.8: Single processor scaling on a 1.90GHz Intel i3-4030U CPU. The scaling with
spatial resolution follows N logN due to the fast Fourier transforms. The scaling is linear
with respect to perpendicular velocity and Hermite space resolution, as expected.
follow N logN , as expected since the Fast Fourier Transform in the nonlinear term domi-
nates the work. The algorithm is linear with respect to Hankel and Hermite space, which
we observe.
5.4.2 Parallel performance
Parallel performance is measured by a code’s agreement with the weak and strong scalings.
In the weak scaling, the problem size and number of processors are increased simultane-
ously such that the work done by each processor remains constant. Ideally, the wall clock
time per timestep should remain constant as the number of processors increases. In the
strong scaling, the number of processors is increased but the problem size is held fixed.
Thus the number of points per processor is inversely proportional to the number of proces-
sors, and the ideal scaling is a linear decrease in wall clock time per timestep.
The weak and strong scalings for SPECTROGK are shown in Figure 5.9. Both scalings
are reasonably good, but the performance degrades as the number of cores approaches 103.
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Figure 5.9: (a) SPECTROGK strong scaling for the 2.4GHz Intel Ivy Bridge Xeon proces-
sors on the Fionn machine at the Irish Centre for High-End Computing (ICHEC) and for
the 2.0GHz Intel Sandy Bridge Xeon processors on the ARCUS machine at the University
of Oxford Advanced Research Computing (ARC) facility, both using Infiniband intercon-
nects. (b) Weak scaling on the ARCUS machine.
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Chapter 6
Suppression of Landau damping in
saturated ion temperature gradient
driven turbulence
This chapter is based on PARKER ET AL. [173].
6.1 Introduction
Gyrokinetic turbulence (turbulence in weakly collisional, strongly magnetized plasmas) is a
phenomenon which is widely studied, owing to its ubiquitous occurrence both in magnetic-
confinement-fusion experiments [54, 174, 175] and in astrophysical settings [44, 55]. Like
incompressible Navier–Stokes turbulence, gyrokinetic turbulence may be described as the
injection, cascade to small scales, and dissipation of some quadratic invariant (in gyrokinet-
ics, free energy). On spatial scales larger than the ion Larmor radius, gyrokinetic turbulence
incorporates two mechanisms for dissipating into heat the free energy injected into the sys-
tem (e.g., by a plasma instability). The first is a fluid-like nonlinear cascade which transfers
free energy from large spatial scales (the injection, or outer, scales) to smaller, sub-Larmor,
spatial scales (where the free energy is dissipated eventually by collisions [44, 152]). The
second is parallel phase mixing, the linear process studied in Chapter 3 which transfers
free energy from the fluid moments (density, parallel flow and temperature) to the kinetic
moments by creating perturbations to the velocity distribution on ever finer scales (a ve-
locity space cascade), perturbations which are dissipated either by collisions, or by Landau
damping [39, 176]. In a linear plasma, the transfer and dissipation of free energy occurs at
a constant rate which is independent of collision frequency [89, 93].
The macroscopic properties of the turbulence (like transport) are directly affected by
the interaction of these two cascades; yet while each is understood in isolation, how they
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interact is not clear. Recent work reveals some disquieting observations. Firstly, the fluid-
like theory for the nonlinear cascade by BARNES ET AL. [165] is in excellent agreement
with the empirically-observed power law spectra of the electrostatic potential, but in its
derivation it is necessary to neglect free energy transfer by phase mixing, contrary to the
expected behaviour from linear plasma kinetic theory. Attempts to include the constant
flux of free energy into velocity space lead to incorrect, exponentially-decaying spectra,
as illustrated by HOWES ET AL. [177] and PODESTA ET AL. [178] (while discussing a
different problem). However, a significant proportion of injected free energy does indeed
cascade and dissipate in velocity space [176], albeit with a slower transfer rate than in the
linear case, and with a dissipation rate that depends on collision frequency [96]. These
observations suggest a complicated relationship between parallel phase mixing and the
nonlinear cascade; there is as yet no complete picture of free energy flow and dissipation
in phase space.
In this Chapter, we provide this picture by describing the interaction between phase
mixing and the nonlinear cascade in electrostatic drift kinetic turbulence, a convenient limit
of gyrokinetics. We show that the net transfer of free energy from fluid to kinetic modes
is strongly inhibited in a turbulent plasma, relative to a linear plasma. This is due to a
stochastic version of the plasma echo [179, 180] where the nonlinearity excites “anti-phase-
mixing” modes which transfer free energy from small to large scales, leading to statistical
cancellation of free energy transfer. The significance of this effect depends on the relative
sizes of the phase-mixing and nonlinear terms, and we identify regions of wavenumber
space where either the echo effect dominates, or where there is phase-mixing at the usual
linear rate. The plasma’s energy-containing scales lie within the former echo-dominated
region. Therefore there is very little net transfer of free energy to fine velocity-space scales
via linear phase-mixing, and consequently Landau damping is strongly suppressed as a
dissipation mechanism.
6.2 Drift kinetics
We study electrostatic ion-temperature-gradient driven drift kinetic turbulence in an un-
sheared slab with kinetic ions and adiabatic electrons. The drift kinetic equation for ions
is
∂g
∂t
+ v‖∇‖ (g + ϕF0) + u⊥ · ∇⊥g = C[g] + χ. (6.1)
Here g = n−1i
∫
d2v⊥ δf is the perturbed distribution function integrated over perpendic-
ular velocity space, with ni the background ion density; ϕ = Zeφ/Ti with electrostatic
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potential φ, electron charge e, ratio of ion to electron charge Z, and background ion tem-
perature Ti; F0(v‖/vth) = e
−v2‖/v2th/
√
pi is the one-dimensional Maxwellian, with vth the
ion thermal velocity; u⊥ = (ρivth/2)zˆ × ∇⊥ϕ is the E × B velocity with ion gyrora-
dius ρi, and zˆ the unit vector in the direction of the magnetic field line; the perpendicular
directions are denoted x and y. The source term from the ion temperature gradient in the
negative x-direction is
χ = −ρivth
2LT
∂ϕ
∂y
(
v2‖
v2th
− 1
2
)
F0, (6.2)
where 1/LT = −d log Ti/dx is the constant imposed macroscopic temperature gradient.
Particle collisions C[g] are described shortly. The electrostatic potential is given by the
quasineutrality condition
ϕ = α
∫ ∞
−∞
dv‖ g, α = ZTe/Ti. (6.3)
The drift kinetic system conserves free energy
W =
∫
d3r
ϕ2
2α
+
∫
d3r
∫ ∞
−∞
dv‖
g2
2F0
, (6.4)
except for injection by the ion temperature gradient and dissipation by collisions:
dW
dt
=
∫
d3r
∫ ∞
−∞
dv‖
gχ
F0
+
∫
d3r
∫ ∞
−∞
dv‖
gC[g]
F0
. (6.5)
6.3 Simulations
We study the saturated nonlinear state of drift kinetic turbulence. We solve equations (6.1–
6.3) with SPECTROGK, which was described in Chapter 5. We use a Fourier represen-
tation in space, with 256 parallel wavenumbers, and 128 wavenumbers in each perpen-
dicular direction, with 8th order hyperviscosity (5.29) cutting off the distribution func-
tion at k⊥ρi ∼ 1. In parallel velocity space, we use the Hermite representation g(v‖) =∑∞
m=0 gmHm(vˆ‖)F0(vˆ‖)/
√
2mm! for Hermite polynomials Hm(vˆ‖) = e
vˆ2‖(−d/dvˆ‖)me−vˆ
2
‖
with vˆ‖ = v‖/vth. For large m, Hermite polynomials behave like HmF
1/2
0 /
√
2mm! ∼
cos(vˆ‖
√
2m − mpi/2) so that each m represents a scale in velocity space. Low m rep-
resent “fluid” quantities: g0 = ϕ/α, g1 =
√
2u‖/vth, g2 = δT‖/Ti
√
2, where u‖ is the
parallel bulk velocity and δT‖ is the perturbed parallel temperature. In contrast, gm for
m ≥ 3 are “kinetic” modes representing finer scales in velocity space. For collisions we
use the Kirkwood operator (the momentum and energy conserving version of the Lenard–
Bernstein operator, see §3.2.2 ): C[gm] = −mνgmIm≥3, where Im≥3 = 1 if m ≥ 3 and
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is zero otherwise. In these simulations we use 256 Hermite modes, regularizing with 6th
order hypercollisions C[gm] = −νhm6gmIm≥3. As the linear growth rate in drift kinetics
increases indefinitely with increasing k⊥, we damp the temperature gradient term by a fac-
tor ∼ e−100(k⊥/k⊥max)2 to separate the free energy injection and dissipation scales. Conse-
quently, we use very large temperature gradients, here presenting results forR/LT = 1600.
However due to the exponential factor this is representative of much smaller, but still above
marginal, temperature gradients.
We solve fully spectrally, but for presentation consider equations which are spectral in
the parallel directions only. The drift kinetic equation (6.1) becomes
∂gˆm
∂t
+ ik‖vth
(√
m+ 1
2
gˆm+1 +
√
m
2
gˆm−1
)
+
∑
p‖+q‖=k‖
uˆ⊥(p‖) · ∇⊥gˆm(q‖)
+
ik‖vth√
2
ϕˆδm1 = −νmgˆmIm≥3 + χˆ,
(6.6)
where χˆ = −(ρivth/2
√
2LT )(∂ϕˆ/∂y)δm2, δ is the Kronecker delta, and a hat denotes a
function in (r⊥, k‖) space. Equation (6.6) neatly contains the two cascades present in the
turbulence: the fluid cascade due to the nonlinearity (uˆ⊥ · ∇⊥gˆ), and linear streaming (the
mode coupling in m).
6.4 Free energy transfer
We first study the transfer of free energy between fluid and kinetic modes. We write the
free energy as
W =
∫
d2r⊥
∑
k‖
(Wfluid +Wkin), (6.7)
where
Wfluid =
(1 + α)|ϕˆ|2
2α2
+
|uˆ‖|2
v2th
+
|δTˆ‖|2
4T 2i
, (6.8)
is the free energy contained in fluid modes and
Wkin =
1
2
∞∑
m=3
|gˆm|2, (6.9)
is the free energy in kinetic modes. To derive evolution equations for these, we multiply
(6.6) by gˆ∗m (the complex conjugate of gˆm) and add the resulting equation to its complex
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Figure 6.1: Free energy transfer from fluid to kinetic modes in saturated turbulence, nor-
malized to its value in a linear plasma, 〈T 〉 /TL. The diagonal black line marks the critical
balance determined from ϕ. Free energy transfer to fine velocity-space scales is strongly
suppressed and hence the turbulence is fluid-like.
conjugate to obtain
d
dt
( |gˆm|2
2
)
+ Γm − Γm−1 + Im
(
k‖vth√
2
gˆ∗mϕˆδm1
)
= −νm|gˆm|2Im≥3 + Re (gˆ∗mχˆ) ,
(6.10)
where d/dt is the convective derivative ∂/∂t + u⊥ · ∇⊥ expressed in (r⊥, k‖) space, and
Γm = k‖vth
√
(m+ 1)/2 Im(gˆ∗m+1gˆm) is the free energy transfer from mode m to m + 1
[140].
Summing (6.10) separately for m = 0, 1, 2 and m ≥ 3, we obtain
dWfluid
dt
= S − T , dWkin
dt
= T − C, (6.11)
where S = Re
(
δTˆ ∗‖ uˆx
)
/2TiLT is the free energy source due to the temperature gradi-
ent and C = ν∑∞m=3m|gˆm|2 is the free energy sink due to collisions. The term T =
k‖vth
√
3 Im
(
gˆ∗3δTˆ‖
)
/2Ti = Γ2 is the transfer of free energy from fluid to kinetic modes
due to streaming v‖∇‖g in (6.1). This is the only effect which transfers free energy be-
tween fluid and kinetic modes. Streaming is linear and reversible, so T may be positive
or negative; however analytic theory for linear Landau damping, which sets T ≡ TL =
|k‖|vth
√
3/2|gˆ2|2 (i.e. Γm ≡ ΓLm = |k‖|vth
√
(m+ 1)/2|gˆm|2), is in excellent agreement
with numerically calculated spectra (see [89, 93], or Chapter 3).
We now consider saturated plasma turbulence. Here the time average (denoted 〈·〉) of
the free energy is constant, 〈dWfluid/dt〉 = 〈dWkin/dt〉 = 0, so that 〈T 〉 = 〈S〉 = 〈C〉 ≥ 0.
For phase mixing (and Landau damping) to play a similar role in turbulent plasma as in the
linear case, one would expect T to be similar to the value from the linear case 〈T 〉 ≈ TL. In
134
Figure 6.1 we plot the ratio 〈T 〉 /TL for saturated drift kinetic turbulence. Across all phys-
ical scales, the transfer is strongly suppressed from its value in the linear case. Moreover,
across a large range of physical scales, the transfer is completely suppressed, 〈T 〉 ≈ 0.
These have two important consequences. Firstly, the fluid and kinetic modes are, statisti-
cally, very nearly energetically decoupled. Secondly, collisional dissipation 〈C〉 = 〈T 〉 is
also strongly suppressed, so collisions are far less effective as a dissipation mechanism.
6.5 Phase-mixing and anti-phase-mixing modes
This suppression of free energy transfer via linear phase mixing is a nonlinear, kinetic ef-
fect. To understand its mechanism, we decompose the distribution function in terms of gˆ+m
and gˆ−m, propagating modes in Hermite space: the “phase-mixing mode”, gˆ
+
m, propagates
forwards from low to high m, while the “anti-phase-mixing mode”, gˆ−m, propagates back-
wards from high to low m [93, 145, 181]. These are the two modes already observed in the
linear problem, see Figure 3.11(a). The decomposition is
gˆm =
(
i sgn k‖
)−m [
gˆ+m + (−1)mgˆ−m
]
, (6.12)
where
gˆ±m =
1
2
(±i sgn k‖)m (gˆm ± i sgn(k‖)gˆm+1) . (6.13)
With these, the free energy contributions are approximately |gˆm|2 ≈ |gˆ+m|2 + |gˆ−m|2 [181],
with gˆ±m evolving as
∂
∂t
( |gˆ±m|2
2
)
± |k‖|vth√
2
∂
∂m
(√
m|gˆ±m|2
)
+ νm|gˆ±m|2
= −Re
(∑
p‖+q‖=k‖
[gˆ±m(k‖)]
∗uˆ⊥(p‖) · ∇⊥
[
δ+k‖q‖ gˆ
±
m(q‖) + δ
−
k‖q‖ gˆ
∓
m(q‖)
] )
,
(6.14)
for m ≥ 3. Here δ±k‖q‖ =
[
1± sgn(k‖q‖)
]
/2, which is one if k‖ and q‖ have the same
sign, and zero otherwise. We have also introduced a derivative approximation for the finite
difference in linear streaming which is valid as the modes gˆ±m are smooth in the sense that
gˆ±m ≈ gˆ±m+1 [181]. In terms of gˆ±m, theE×B velocity is uˆ⊥ = αρivthzˆ×∇⊥(gˆ+0 + gˆ−0 )/2.
Further, the normalized free energy transfer from m to m+ 1 is
Γ¯m =
Γm
ΓLm
=
k‖vth
√
(m+ 1)/2 Im(gˆ∗m+1gˆm)
k‖vth
√
(m+ 1)/2 |gˆm|2
≈ |gˆ
+
m|2 − |gˆ−m|2
|gˆ+m|2 + |gˆ−m|2
. (6.15)
From this expression it follows that the suppression of free energy transfer, Γ¯m < 1, can
only be due to the presence of anti-phase-mixing modes, gˆ−m 6= 0.
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Figure 6.2: Free energy transfer from mode 100 to 101 in saturated turbulence, normalized
to its value in a linear plasma, Γ¯100. The diagonal black line marks the critical balance
determined from ϕ. Free energy transfer is completely suppressed at the energy-containing
scales τ−1nl & τ−1s , and hence Landau damping is strongly suppressed.
Let us now consider the linear and nonlinear cases in terms of gˆ±m. In the linear case, we
neglect the right-hand side of (6.14). Taking an initial disturbance at large velocity space
scales (low m) that propagates forwards only, we seek solutions with gˆ−m = 0.
1 Solving the
differential equation in m for |gˆ+m|2, we find
|gˆ+m|2 =
A(k‖)√
m
e(−m/mc)
3/2
, mc =
(
3|k‖|vth
2
√
2ν
)2/3
, (6.16)
where A is a constant of integration, and mc is the collisional cutoff [89, 93]. For m < mc,
|gˆ+m|2 has the m−1/2 spectrum of linear Landau damping, while for m > mc, the spectrum
is strongly damped. As gˆ−m = 0, the normalized transfer (6.15) is Γ¯m = 1 everywhere.
To consider nonlinear drift kinetics, we reinstate the nonlinear term in (6.14). Now
even with gˆ−m = 0 in the initial conditions, the nonlinear term acts as a source in the “−”
equation (the gˆ+0 in uˆ⊥ couples to the two gˆ
−
m terms). This causes energy in the gˆ
−
m modes
to increase, with the result that Γ¯m < 1, as in Figure 6.1. The effect is even clearer in the
inertial range of m, away from driving and dissipation scale effects, as we see in Figure 6.2
where we plot Γ¯100. Now there are clear regions in wavenumber space where free energy
transfer is as in the linear case, Γ¯100 = 1, and where free energy transfer is completely
suppressed, Γ¯100 = 0.
6.6 Critical balance
To understand the mechanism that leads to these distinct regions of wavenumber space, we
compare the sizes of the phase-mixing and nonlinear terms. We quantify these by compar-
1Any gˆ−m present in the initial conditions “reflects” off the hard-wall-like boundary condition at m = 0
and becomes forward propagating within one streaming time.
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Figure 6.3: Hermite spectra at fixed k in (a) the linear streaming dominated region (m−1/2)
and (b) the nonlinearity dominated region (m−5/2).
ing the timescales for the two cascades, the characteristic streaming rate τ−1s ∼ k‖vth and
the nonlinear eddy turnover rate τ−1nl ∼ (vth/R)(k⊥ρi)4/3 [165]. When τ−1s  τ−1nl , stream-
ing dominates the nonlinearity, and the problem is essentially linear with Γ¯m = 1. When
τ−1s  τ−1nl , the nonlinearity dominates streaming and flux is suppressed. In Figure 6.2
we also plot the line of critical balance, τ−1nl ∼ τ−1s , with the constant of proportionality
determined by the critical balance of the electrostatic potential ϕ. The critical balance line
is in good agreement with the boundary of complete suppression Γ¯m = 0, indicating that
free energy transfer is suppressed wherever the nonlinear eddy turnover rate is comparable
with or faster than the linear streaming rate τ−1nl & τ−1s .
6.7 Hermite spectra and dissipation
The different free energy transfer behaviours in the phase-mixing and the nonlinearity dom-
inated regions give rise to two different Hermite spectra, as plotted in Figure 6.3. In the
phase-mixing-dominated region (Γm = 1), we observe the m−1/2 spectrum (6.16) obtained
by neglecting the nonlinear term. In the nonlinearity dominated region (Γm = 0), we ob-
serve the m−5/2 spectrum recently predicted by SCHEKOCHIHIN ET AL. [181] and derived
in Chapter 7.
These spectra exhibit different dissipation behaviours. The spectrum in the phase-
mixing region dissipates free energy at the usual Landau damping rate
Ds ∼
∫ mc
3
dm νmm−1/2 ∼ |k‖|vth, (6.17)
which remains finite as ν → 0+. In contrast, the dissipation rate in the nonlinear region is
Dnl ∼
∫ mc
3
dm νmm−5/2 ∼ ν4/3(|k‖|vth)−1/3, (6.18)
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so Dnl → 0 as ν → 0+. Landau damping is thus suppressed in the nonlinear region.
Finally, one important property of critical balance is that most of the free energy is
contained in modes for which τs/τnl ∼ (k⊥ρi)4/3/(k‖R) & 1 ([165], or note, e.g., that in
Figure 6.3 the amplitudes of the spectra are much larger for the nonlinear region). This is
exactly the nonlinearity-dominated region where Γ¯m = 0 and |gm|2 ∼ m−5/2. Therefore
the total dissipation in collisions tends to zero as ν → 0+, and the vast majority of free
energy cascades to dissipation at fine physical space scales.
These spectra and dissipation patterns are in accordance with the earlier work of HATCH
ET AL. [96] which deduced similar properties based on the Hermite spectra summed over
all k. However we have shown that the Hermite spectrum has different behaviours in
different regions of Fourier space.
6.8 Discussion
In this Chapter we have shown that linear phase mixing and the nonlinear cascade, two
effects which one might have expected to be independent, are in fact strongly interacting.
The nonlinear term excites anti-phase-mixing modes, suppressing the net transfer of free
energy into kinetic modes in the inertial range in m. This has both theoretical and prac-
tical implications. Theoretically our results profoundly change our understanding of the
way that free energy is cascaded and dissipated in phase space. As there is only a small
net free energy flux out of fluid modes in the inertial range, it is legitimate to neglect par-
allel streaming when deriving physical space spectra from Kolmogorov arguments, as in
Ref. [165]. Moreover, the Hermite spectrum at dominant scales is a steep m−5/2 power
law which dissipates no free energy via Landau damping as ν → 0+. Therefore almost
all free energy cascades to sub-Larmor scales. The steep spectrum also means that free
energy dissipation is not independent of collisionality. This has the important practical
implication that enlarged collision frequencies cannot necessarily be used to compensate
for low v‖ resolution in weakly collisional simulations. Conversely, this work suggests a
possible refinement to existing gyrofluid models [39, 40] through incorporating free energy
flux conditions into the gyrofluid closure.
Finally, this work has focused on ion-temperature-gradient-driven drift kinetic turbu-
lence. However, its conclusions depend on inertial range physics which do not depend on
details of the injection scale. The approach presented here will be applicable to other ki-
netic systems where a nonlinearity interacts with particle streaming. Indeed, the similar
suppression of streaming has already been observed due to a different nonlinearity in the
Vlasov–Poisson system [145, see also Appendix A].
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Chapter 7
Phase space spectra for drift-kinetic
turbulence
In the previous Chapter, we showed that the transfer of free energy via linear streaming is
different in different regions of phase space. When the linear streaming term dominates
the nonlinear term, free energy is transferred at the same rate as in the linearized system.
However, when the nonlinearity dominates the streaming, the transfer to fine velocity scales
is suppressed, and free energy cascades purely in Fourier space. In §7.1, we use these
observations to construct a theory for the phase space spectra in drift-kinetic turbulence. In
§7.2, we verify these spectra using simulations of ITG-driven turbulence. However, there
is nothing in the theory which is specific to ITG turbulence, and it should apply equally
to the inertial range of electron temperature gradient driven turbulence [24, 25], or indeed
generic electrostatic drift-kinetic turbulence driven at long perpendicular wavelengths.
7.1 Derivation of scalings
SCHEKOCHIHIN, PARKER, HIGHCOCK, DELLAR, DORLAND & HAMMETT [181] gives
a detailed and careful derivation of the scaling laws for drift-kinetic turbulence. In this
Section, we give a concise derivation following their approach.
The spectra are derived making three assumptions. Firstly, the temperature gradient is
large, R/LT  1. This ensures scale separation between the energy injection scale and
the Larmor (i.e. dissipation) scale, and therefore allows an inertial range in k⊥ to develop.
The second assumption is that the turbulence is isotropic in the perpendicular plane, so that
kx ∼ ky ∼ k⊥. This assumption was introduced by BARNES ET AL. [165] based on the
conjecture that strong ITG turbulence generates zonal flows, modes with ky = k‖ = 0 and
kx much smaller than scales characteristic of the inertial range in k⊥ (see e.g. Figure 7.3).
Counterintuitively, zonal flows tend to isotropise structures in the xy plane by shearing
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apart anisotropies. The shearing rate SZF is comparable with the inverse nonlinear time
τ−1nl [20, 182], so that wavenumbers satisfy kx ∼ ky(SZFτ−1nl ) ∼ ky. The third assumption
is “critical balance”, a causality argument discussed in §7.1.1. Critical balance is used to
relate parallel and perpendicular length scales; no relation can be found using dimensional
analysis, since the natural ratio ρi/L has been formally taken to zero in deriving the gy-
rokinetic (and drift-kinetic) equations. Perpendicular isotropy and critical balance will be
verified in §7.2.
7.1.1 Spectrum for the electrostatic potential
We begin by deriving the spectrum of the electrostatic potential, defined as
Eϕ(k‖, k⊥) = 2pik⊥〈|ϕk|2〉, (7.1)
where as before ϕk denotes the Fourier coefficients of ϕ, and 〈·〉 denotes a time average
over the saturated turbulent state. We assume that Eϕ(k‖, k⊥) will have different scalings
in the two regions of wavenumber space discussed in Chapter 6: the advection-dominated
region (τnl . τs) and the streaming-dominated region (τs . τnl). Since we will make local
cascade arguments, we assume separate power law spectra in the two regions:
Eϕ(k‖, k⊥) =
k
a
‖k
b
⊥, τs . τnl,
kc‖k
d
⊥, τs & τnl,
(7.2)
where a, b, c and d are constants to be determined.
We first find the spectra in the advection-dominated region using critical balance, a
causality argument introduced for astrophysical magnetohydrodynamic turbulence [183–
185] which has since been used for strong turbulence in other wave-supporting systems
[44, 186, 187]. Critical balance states that two points along the mean field can be cor-
related only if the time taken for information to pass between them (the streaming time
τs ∼ (k‖vth)−1) is less than the time taken for turbulence to decorrelate that information
in the perpendicular plane (the nonlinear time τnl ∼ (k2⊥ϕ)−1). Thus the turbulence is
uncorrelated in the parallel direction for τnl . τs, and there Eϕ(k‖, k⊥) has the spectrum
of uncorrelated perturbations (white noise), Eϕ(k‖, k⊥) ∼ k0‖kd⊥. That is, c = 0 in (7.2).
Critical balance also implies that most of the free energy is contained in the scales τnl . τs.
We determine the exponent d from a constant flux argument in the advection-dominated
region. As seen in Figure 6.1, there is very little free energy flux due to linear streaming
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in τnl . τs. We therefore argue that free energy has a constant flux through wavenumber
space
W
τnl
∼ ϕ
2
τnl
∼ k2⊥ϕ3 ∼ constant, =⇒ ϕ ∼ k−2/3⊥ , (7.3)
where we have used the nonlinear time τnl ∼ (k2⊥ϕ)−1. We thus determine the nonlinear
time in terms of k⊥ only: τnl ∼ (k2⊥ϕ)−1 ∼ k−4/3⊥ . We also determine the one-dimensional
perpendicular spectrum, defined as E⊥ϕ (k⊥) ≡
∫
dk‖ Eϕ(k‖, k⊥). By critical balance, this
is dominated by the energy-containing scales with τnl . τs, that is, k‖ . k4/3⊥ :
E⊥ϕ (k⊥) ≡
∫
dk‖ Eϕ(k‖, k⊥) ∼
∫ k4/3⊥
0
dk‖ k0‖k
d
⊥ ∼ kd+
4
3
⊥ . (7.4)
However, using the definition of the one-dimensional spectrum and the constant free energy
flux argument (7.3), we may also deduce
E⊥ϕ (k⊥) ≡
∫
dk‖ 2pik⊥〈|ϕk|2〉 ∼
∫
dk‖dk⊥ 2pik⊥〈|ϕk|2〉
k⊥
∼ ϕ
2
k⊥
∼ k−
7
3
⊥ , (7.5)
so that comparing (7.4) and (7.5) determines d = −11/3.
We still need two conditions to determine a and b, the remaining powers in (7.2). Firstly
we use the standard result based on the Corsin invariant in two-dimensional turbulence (and
derived in [181, Appendix A]) that spectra in a homogeneous isotropic system decay like
k3⊥ for long perpendicular wavelengths. We therefore have b = 3. The remaining exponent
a is found by imposing continuity in the spectrum across τnl ∼ τs, so that
k0‖k
−11/3
⊥ ∼ ka‖k3⊥ ∼ k
4a
3
+3
⊥ =⇒ a = −5. (7.6)
7.1.2 Spectrum for the distribution function
We now derive spectra for the distribution function. These are more complicated since they
depend on m, as well as k⊥ and k‖. Moreover, there are two sets of spectra, one each for
the forward and backward propagating modes g˜±m introduced in Chapter 6.
The spectrum of the electrostatic potential Eϕ is divided into two regions along the
critical balance line τnl ∼ τs. Critical balance also appears in the distribution function
spectra, but in addition there is a new dependence on the “phase-mixing threshold”, k‖ ∼√
mk
4/3
⊥ . The phase-mixing threshold is like a critical balance where the velocity scale in
the streaming time, vth, has been replaced by the velocity scale of the mth Hermite mode,
vth/
√
m (see (3.19)).
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To find the distribution function spectra, we introduce the new function
f˜(k‖, k⊥, s) = m1/4
g˜
+
m(k‖, k⊥), k‖ ≥ 0,
g˜−m(k‖, k⊥), k‖ < 0,
(7.7)
where s =
√
m. On substitution into the gyrokinetic equation, we find f˜ satisfies
∂f˜
∂t
+
k‖vth√
2
∂f˜
∂s
= −
∑
p‖
u⊥(p‖) · ∇⊥f˜(k‖ − p‖), (7.8)
and the mean squared amplitude F = 〈|f˜ |2〉 satisfies
∂F
∂t
+
k‖vth√
2
∂F
∂s
= −2 Re
∑
p‖
f˜ ∗(k‖)u⊥(p‖) · ∇f˜(k‖ − p‖)
 . (7.9)
In this equation, both phase-mixing and anti-phase-mixing are represented as propagation
along the characteristics s = k‖vth(t−t0)/
√
2. The generation of echo flux (i.e. conversion
from g˜+m to g˜
−
m) is now represented by mode coupling between positive and negative parallel
wavenumbers via the nonlinear term.
We first consider the spectrum of forward propagating modes,
E+m(k‖, k⊥) = 2pik⊥〈|g˜+m|2〉. (7.10)
Free energy streams linearly along characteristics until coupled to other wavenumbers by
the nonlinear term. Therefore, linear streaming lasts for at most one nonlinear time,
s
√
2
k‖vth
= (t− t0) . τnl ∼ k−4/3⊥ =⇒ s .
k‖
k
4/3
⊥
. (7.11)
In this region f˜ , inherits its spectrum Ef ≡ 2pik⊥〈|f˜ |2〉 =
√
mE+m from low s, that is, from
Eϕ at k‖ . k4/3⊥ , so that
Ef =
√
mE+m ∼ Eϕ ∼ k−5‖ k3⊥. (7.12)
Thus we have the spectrum in the streaming-dominated region:
E+m(k‖, k⊥) ∼ k−5‖ k3⊥m−1/2 in
√
mk
4/3
⊥ . k‖. (7.13)
To find the spectrum in the advection dominated region k‖ . k4/3⊥ , we note that there
is significant echo flux, so we may neglect linear streaming and treat (7.8) as a fluid-like
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equation for each s. Repeating the constant free energy flux argument used for Eϕ (7.3),
we obtain
f˜ 2
τnl
∼ k2⊥ϕf˜ 2 ∼ fn(s), =⇒ f˜ 2 ∼ k−4/3⊥ , (7.14)
where fn(s) denotes a function of s only, and we have used ϕ ∼ k−2/3⊥ . As in (7.5), we use
this to find the one-dimensional perpendicular spectrum,
E+⊥m (k⊥) ≡
∫
dk‖ 2pik⊥〈|g˜+m|2〉 ∼
∫
dk‖dk⊥ E+m(k‖, k⊥)
k⊥
∼ f˜
2
k⊥
∼ k−
7
3
⊥ , (7.15)
Unlike for Eϕ, the flux is now an unknown function of s, and so the scaling with m is
undetermined. This yields the scaling the advection-dominated region:
E+m(k‖, k⊥) ∼ k0‖k−11/3⊥ m−σ in k‖ . k4/3⊥ , (7.16)
where the exponent σ is unknown.
We now know E+m(k‖, k⊥) in the streaming region,
√
mk
4/3
⊥ . k‖ (7.13) and, except for
the m-dependence, in the advection-dominated region, k‖ . k4/3⊥ (7.16). We now need the
spectrum in the intermediate region between these two. To summarize,
E+m(k‖, k⊥) =

k0‖k
−11/3
⊥ m
−σ, k‖ . k4/3⊥ ,
ka
′
‖ k
d′
⊥m
−σ′ , k4/3⊥ . k‖ .
√
mk
4/3
⊥ ,
k−5‖ k
3
⊥m
−1/2, k‖ &
√
mk
4/3
⊥ ,
(7.17)
for unknown exponents a′, d′, σ and σ′. Continuity of the spectrum across k‖ ∼ k4/3⊥ and
k‖ ∼
√
mk
4/3
⊥ gives the three constraints
a′ = −11 + 3d
′
4
, σ′ = 3 +
a′
2
, σ = σ′, (7.18)
where one of the four matching conditions is repeated. To determine d′, and hence the
other scalings, we consider the free energy cascade in the intermediate region. Unlike
previously, where the cascade is local in all wavenumbers, the rapid decay of ϕk with
parallel wavenumber (Eϕ ∼ k−5‖ ) means the dominant coupling cannot be local in parallel
wavenumber space, as shown in SCHEKOCHIHIN ET AL. [181, Appendix B]. Instead the
dominant cascade is local in k⊥ but nonlocal in k‖. Thus the free energy cascades in k⊥
only, so that
f˜ 2
τnl
∼ k2⊥ϕf˜ 2 ∼ fn(s, k‖), =⇒ E+m(k‖, k⊥) ∼ k−7/3⊥ , (7.19)
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where now it is the two-dimensional spectrum that behaves as k−7/3⊥ , not the one-
dimensional spectrum as in (7.15). We therefore have d′ = −7/3, and so from (7.18),
we have a′ = −1 and σ = σ′ = 5/2.
Finally, we determine the spectrum of backwards propagating modes. The spectrum in
the advection region is determined in exactly the same way as the forward spectrum (7.16):
advection completely dominates streaming, and free energy cascades locally in Fourier
space, yielding the spectrum
E−m(k‖, k⊥) ∼ k0‖k−11/3⊥ m−σ
′′
in k‖ . k4/3⊥ . (7.20)
However, unlike the E+m spectrum, the E
−
m spectrum only has one region for k‖ & k
4/3
⊥ .
This is because there is no coupling of parallel wavenumbers in k‖ & k4/3⊥ , even in the
intermediate region where the nonlinear term is non-negligible. Thus there is no coupling
between the k‖ > 0 and k‖ < 0 modes which generates the backwards propagating modes
in (7.8). Therefore all we know in k‖ & k4/3⊥ , is that the spectrum decays like k3⊥ in the
limit k⊥ → 0, and we have
E−m(k‖, k⊥) ∼ k3⊥ka
′′
‖ m
−σ′′′ in k4/3⊥ . k‖. (7.21)
The remaining coefficients are all found by ensuring the spectrum in (7.20) and (7.21) is
continuous across k‖ ∼ k4/3⊥ , yielding a′′ = −5, σ′′ = σ′′′ = 5/2.
In summary, we have derived the spectrum for the forward propagating modes,
E+m(k‖, k⊥) =

k0‖k
−11/3
⊥ m
−5/2, k‖ . k4/3⊥ ,
k−1‖ k
−7/3
⊥ m
−5/2, k4/3⊥ . k‖ .
√
mk
4/3
⊥ ,
k−5‖ k
3
⊥m
−1/2, k‖ &
√
mk
4/3
⊥ ,
(7.22)
backwards propagating modes,
E−m(k‖, k⊥) =
k
0
‖k
−11/3
⊥ m
−5/2, k‖ . k4/3⊥ ,
k−5‖ k
3
⊥m
−5/2, k‖ & k4/3⊥ ,
(7.23)
and for the electrostatic potential,
Eϕ(k‖, k⊥) =
k
0
‖k
−11/3
⊥ , k‖ . k
4/3
⊥ ,
k−5‖ k
3
⊥, k‖ & k
4/3
⊥ .
(7.24)
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(a) (b)
Figure 7.1: The turbulence is isotropic in the perpendicular plane. (a) The spectrum of the
electrostatic potential summed over k‖, against kx and ky; and (b) the electrostatic potential
summed over z, against x and y. In both plots there is no preferred direction.
7.2 Observed spectra
We now verify the above scaling laws using data from the same simulation introduced in
Chapter 6. We first verify the assumptions used to derive the spectra—isotropy and critical
balance—and then present evidence for the scaling laws for Eϕ and E±m.
7.2.1 Assumptions
We begin by verifying that the turbulence is isotropic. In Figure 7.1(a) we plot the electro-
static potential’s spectrum summed over k‖ against kx and ky, and in Figure 7.1(b) we plot
the electrostatic potential averaged over z against x and y. The plots show no distinction
between the two perpendicular directions. The same behaviour is found throughout phase
space.
We next verify critical balance. As noted in §7.1.1, the consequence of the critical
balance causality argument is that the dominant k‖ modes should satisfy k‖ ∼ k4/3⊥ . In
Figure 7.2(a) we plot the amplitude of the electrostatic potential against k‖ and (binned)
k⊥. To show the dominant scales, in Figure 7.2(b) we plot the amplitude of the electrostatic
potential normalized to its maximum value at each fixed k⊥, that is, |ϕk|2/maxk‖ |ϕk|2.
We also plot the line k‖ = 100k
4/3
⊥ where the constant of proportionality was chosen to fit
the dominant modes.
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(a) (b)
Figure 7.2: Critical balance for the electrostatic potential. (a) The electrostatic potential
against k‖ and (binned) k⊥. (b) The same plot as (a), but normalized to the largest value for
each fixed k⊥ (column). This selects the dominant k‖ scale for each k⊥, which are marked
with crosses. The black line is the line of critical balance, k‖ = 100k
4/3
⊥ , a fit to these
dominant scales.
(a) (b)
(c) (d)
Figure 7.3: The spectra of the electrostatic potential Eϕ(k‖, k⊥), summed over one di-
mension: (a) E‖ϕ(k‖) = 2pi
∑
kx,kyk⊥ 〈|ϕk|2〉, showing the expected k−2‖ scaling; and (b)
E⊥ϕ (k⊥) = 2pi
∑
k‖k⊥ 〈|ϕk|2〉, showing the expected k−7/3⊥ . Corresponding compensated
spectra are plotted in (c) and (d).
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7.2.2 Electrostatic potential
Having established isotropy, we now show spectra for the electrostatic potential as func-
tions of k‖ and k⊥. We begin by defining the one-dimensional spectra
E‖ϕ(k‖) =
∫
dk⊥ Eϕ(k‖, k⊥), E⊥ϕ (k⊥) =
∫
dk‖ Eϕ(k‖, k⊥). (7.25)
Putting the theoretical spectrum (7.24) into these definitions and integrating over the
energy-containing advection-dominated region k‖ . k4/3⊥ gives
E‖ϕ(k‖) ∼
∫ ∞
k
3/4
‖
dk⊥ k0⊥k
−11/3
⊥ ∼ k−2‖ , E⊥ϕ (k⊥) ∼
∫ k4/3⊥
0
dk‖ k0⊥k
−11/3
⊥ ∼ k−7/3⊥ .
(7.26)
In Figure 7.3 we plot the discrete spectra
E‖ϕ(k‖) =
∑
kx,ky
Eϕ(k‖, k⊥), E⊥ϕ (k⊥) =
∑
k‖
Eϕ(k‖, k⊥), (7.27)
which coincide with (7.25) on taking Eϕ(k‖, k⊥) to be the piecewise constant function
obtained from simulations in a finite box. Both spectra are in excellent agreement with
their theoretical scaling (7.26).
We also plot the two-dimensional spectrum Eϕ(k‖, k⊥) directly. Rewriting (7.24) in
terms of a single variable η = k4/3⊥ /k‖, we obtain
k
11/3
⊥ Eϕ(k‖, k⊥) =
constant, 1 . η,
η5, 1 & η,
(7.28)
and
k5‖k
−3
⊥ Eϕ(k‖, k⊥) =
η
−5, 1 . η,
constant, 1 & η.
(7.29)
Plotting these in Figure 7.4, we see two dimensional spectrum collapses onto a single line
with the expected scalings in η. This demonstrates that all points in the electrostatic poten-
tial satisfy the expected scalings.
7.2.3 Distribution function
We now verify the scaling laws for the spectra of the forwards and backwards propagat-
ing modes, E+m (7.22) and E
−
m (7.23). In the advection-dominated region, k‖ . k
4/3
⊥ , the
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Figure 7.4: The two-dimensional spectrum Eϕ(k‖, k⊥) as a function of the single variable
η = k
4/3
⊥ /k‖. The whole spectrum collapses onto a single line, as predicted in (7.28) and
(7.29).
148
spectra have the same scalings, and indeed for there to be no free energy flux, we must
have E+m ≈ E−m. However, in k‖ & k4/3⊥ the spectra differ. The forwards spectrum has
two regions: a phase-mixing dominated region k‖ &
√
mk
4/3
⊥ , and an intermediate region
k
4/3
⊥ . k‖ .
√
mk
4/3
⊥ which bridges between the advection-dominated and phase-mixing
dominated regimes. This region becomes larger with increasing m. In contrast, the spec-
trum for backwards propagating modes only has one scaling in k‖ & k4/3⊥ .
7.2.3.1 Distribution function contours and normalized free energy transfer
In Figure 7.5 we plot contours of E+m (in white) and E
−
m (in red) against k⊥ and k‖ at
m = 2, m = 20 and m = 100. The contours are superimposed on the normalized free
energy transfer
Γ¯m =
Γm
ΓLm
=
k‖vth
√
(m+ 1)/2 Im(gˆ∗m+1gˆm)
k‖vth
√
(m+ 1)/2 |gˆm|2
=
|gˆ+m|2 − |gˆ−m|2
|gˆ+m|2 + |gˆ−m|2
≈ E
+
m − E−m
E+m + E
−
m
. (7.30)
The plots in the left-hand column show computed spectra, while plots in the right-hand
column are produced using the theoretical spectra (7.22) and (7.23). The line of critical
balance k‖ = 100k
4/3
⊥ that we determined earlier from the electrostatic potential is marked
in black. The expected behaviour is shown by the theoretical spectra in the right-hand
column. In the advection-dominated region k‖ . 100k4/3⊥ , the spectra are equal, E+m = E−m,
so Γ¯m = 0. Above the critical balance line, the contours separate with the contours of
E−m immediately sloping downwards. In contrast, the contours of E
+
m slope upwards until
reaching the phase-mixing threshold, k‖ = 100
√
mk
4/3
⊥ , and then slope downwards with
the same gradient as E−m. Above the critical balance line, E
+
m is much larger than E
−
m so
Γ¯m ≈ 1. As the theoretical spectra are discontinuous, all corners are sharp. Therefore
the contours separate rapidly at the critical balance line and there is a rapid transition from
Γ¯m = 0 to Γ¯m ≈ 1. Notice that the theoretical spectra at small m (Figure 7.5(b)) also
predicts suppression of free energy transfer everywhere in phase space. This is because for
small m the contours do not fully separate so that Γ¯m is a constant that is noticeably less
than one.
The computed spectra (in the left-hand column) replicate the key properties of the the-
oretical spectra, only now all transitions are slower since the computed spectra are smooth.
As before, the spectra coincide in the advection-dominated region, and separate at the line
of critical balance. The E−m spectrum slopes downwards with the same gradient as the the-
oretical spectrum. The E+m also has the correct downwards slope, but without the marked
upwards slope that appears in the theoretical spectrum. However this is the only difference
in their behaviours, which are otherwise in excellent agreement.
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Figure 7.5: Contours of the spectra E+m (blue) and E
−
m (green), superimposed on the nor-
malized free energy transfer Γ¯m ≈ (E+m − E−m)/(E+m + E−m) for fixed m: (a) m = 2,
(b) m = 20, (c) m = 100. Computed spectra are shown on the left, while theoretical
spectra from (7.22) and (7.23) are shown on the right. In the advection-dominated region
k‖ . 100k4/3⊥ (below the critical balance line in solid grey), contours of E+m and E−m co-
incide and there is no free energy transfer, Γ¯m ≈ 0. Above the critical balance line, the
contours separate. Contours of E−m slope downwards, while contours of E
+
m continue up-
wards, before turning downwards at the phase-mixing threshold, k‖ . 100
√
mk
4/3
⊥ , the
dashed line. As E+m and E
−
m are not equal, there is a free energy transfer, Γ¯m 6= 0. For
most m, the separation between contours is large, so that Γ¯m ≈ 1. For small m however
the separation is small, and Γ¯m < 1.
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We now verify the spectral exponents by plotting E+m and E
−
m against one of k⊥, k‖ and
m in Figures 7.6, 7.7 and 7.8 respectively, holding the other two variables fixed. In each
Figure, we plot the spectra for E+m and E
−
m in the left- and right-hand columns respectively
and, where possible, use the same axis limits for both plots.
7.2.3.2 E±m versus k⊥
In Figure 7.6, we plot E+m and E
−
m against k⊥ at fixed k‖ and m. The colour indicates the
value of k‖. The black lines are spectra at a fixed k‖ plotted against bin-averaged k⊥. From
top to bottom, the k‖ values for these spectra are k‖ = 4, k‖ = 10, k‖ = 20, k‖ = 40 and
k‖ = 60. The three rows show plots for m = 2, m = 100 and m = 160 respectively.
First consider the E−m spectra (right column). The theoretical spectrum (7.23) has two
scalings, a spectrum like k3⊥ for k‖ & k
4/3
⊥ and like k
−11/3
⊥ for k‖ . k
4/3
⊥ . While the
overall spectrum decreases like m−5/2, the shape of the spectrum in Fourier space does not
change with m. These properties are observed in the plots. The spectra are all alike, but
decrease in magnitude with m. All spectra behave like k3⊥ at low k⊥, and a there is a good
k
−11/3
⊥ scaling at high k⊥ for the k‖ = 4 and k‖ = 10 spectra. Moreover, the maximum
points of these spectra agree well with their expected positions on the critical balance line,
k‖ = 100k
4/3
⊥ .
TheE+m spectrum (7.22) is similar toE
−
m at lowm, but at highm develops an additional
k
−7/3
⊥ spectrum in the intermediate region k
3/4
‖ m
−3/8 . k⊥ . k3/4‖ . We see this in the
calculated spectra in the left-hand column. At m = 2 (Figure 7.6(a)) the spectrum is
similar to that of E−2 , with two distinct scalings k
3
⊥ and k
−11/3
⊥ . As m increases, we no
longer see the k3⊥ behaviour at low k⊥, but rather see a k
−7/3
⊥ spectrum develop.
7.2.3.3 E±m versus k‖
We next plot the spectra against k‖ at fixed k⊥ andm in Figure 7.7. Colour denotes different
k⊥. In each Figure we plot a selection of modes with different kx and ky with
√
k2x + k
2
y
approximately equal to the desired k⊥. For k⊥ = 0.01, we plot the mode (kx, ky) =
(0, 0.01), while for k⊥ = 0.2 and k⊥ = 0.4, we plot modes with wavenumbers in the range
[0.2, 0.21] and [0.4, 0.41] respectively. As before, different rows show different m: panel
(a) shows m = 2, (b) shows m = 20, and (c) shows m = 100.
The E−m spectra (right column) exhibit the expected behaviour: each spectrum is flat
for k‖ . k4/3⊥ , and has a k−5‖ decay for k‖ & k
4/3
⊥ . As with Figure 7.6, only the overall
amplitude of each spectrum depends on m, and the three Figures in the right column are
essentially the same plots but with different amplitudes.
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Figure 7.6: Spectra of E+m (left column) and E
−
m (right column) against k⊥ at fixed k‖ and
m: (a)m = 2, (b)m = 100, (c)m = 160. Values of k‖ are shown in the colour bar. The five
black lines on each plot are bin-averaged spectra at fixed k‖: from top to bottom, k‖ = 4,
k‖ = 10, k‖ = 20, k‖ = 40 and k‖ = 60. The E−m spectrum (7.23) has the same scaling
in Fourier space for each m, so each row shows the same behaviour but with a different
overall amplitude. For k‖ & k4/3⊥ , E−m ∼ k3⊥, while for k‖ . k4/3⊥ , E−m ∼ k−11/3⊥ . The
positive spectrum (7.22) also scales as E+m ∼ k−11/3⊥ for k‖ . k4/3⊥ , but now the E+m ∼ k3⊥
scaling is confined to k‖ &
√
mk
4/3
⊥ . Between these regions, k
4/3
⊥ . k‖ .
√
mk
4/3
⊥ , we see
E+m ∼ k−7/3⊥ develop in the high m plots.
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(a)
(b)
(c)
Figure 7.7: Spectra of E+m (left column) and E
−
m (right column) against k‖ at fixed k⊥ and
m: (a) m = 2, (b) m = 20, (c) m = 100. Colour denotes selections of modes with kx, ky
such that
√
k2x + k
2
y approximately equals the given k⊥. The negative spectrum E
−
m (7.23)
has two scalings, shown by the dashed guidelines: E−m ∼ k−5‖ in k‖ & k4/3⊥ and E−m ∼ k0‖
in k‖ . k4/3⊥ . The positive spectrum (7.22) has three regions: E+m ∼ k−5‖ in k‖ &
√
mk
4/3
⊥ ,
E+m ∼ k−1‖ in k4/3⊥ . k‖ .
√
mk
4/3
⊥ , and E
+
m ∼ k0‖ in k‖ . k4/3⊥ .
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The E+m spectra also have k
0
‖ and k
−5
‖ scalings at low and high k‖ respectively, as shown
in Figure 7.7. In addition, there should also be a k−1‖ scaling in the intermediate region
k
4/3
⊥ . k‖ .
√
mk
4/3
⊥ . Figures 7.7(b) and (c) are not inconsistent with this scaling, but the
spectra are too noisy to provide convincing evidence.
7.2.3.4 E±m versus m
In Figure 7.8 we plot the spectra E±m against m. As before, we group together by colour
spectra which have the same k⊥ (but different kx and ky). We show data for the perpen-
dicular wavenumbers k⊥ = 0.01, k⊥ = 0.2 and k⊥ = 0.4. Each row of figures is for a
different parallel wavenumber: panel (a) shows k‖ = 4, (b) shows k‖ = 20, and (c) shows
k‖ = 40.
As expected from (7.22), the E+m spectrum (left-hand column) has a m
−5/2 scaling in
the intermediate and advection-dominated regions, and am−1/2 scaling in the phase-mixing
region.
The E−m spectrum should have a universal m
−5/2 scaling. This is seen almost every-
where in the right-hand column of Figure 7.8. However a m−1/2 spectrum is also observed
above the phase-mixing threshold k‖ &
√
mk
4/3
⊥ , at high k‖, low m, and low k⊥. This may
be due to the fact that the decomposition into forwards and backwards propagating modes
g˜±m is only asymptotic for largem, and hence less accurate at lowm. Thus the scaling could
be an artifact from theE+m ∼ m−1/2 spectrum in the phase-mixing region, particularly since
E+m  E−m in this region.
7.2.3.5 E−m versus η = k
4/3
⊥ /k‖
Finally, we note from equations (7.23) and (7.24) that the spectrum of backwards propagat-
ing modes E−m = 2pik⊥〈|g˜−m|2〉 is simply related to the spectrum of ϕ by E−m = m−5/2Eϕ.
Therefore, like Eϕ in (7.29), E−m can be expressed in terms of the single variable η =
k
4/3
⊥ /k‖ as
k
11/3
⊥ m
5/2E−m(k‖, k⊥) =
constant, 1 . η,
η5, 1 & η,
(7.31)
and
k5‖k
−3
⊥ m
5/2E−m(k‖, k⊥) =
η
−5, 1 . η,
constant, 1 & η.
(7.32)
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(a)
(b)
(c)
Figure 7.8: Spectra of E+m (left column) and E
−
m (right column) against m at fixed k⊥ and
k‖: (a) k‖ = 4, (b) k‖ = 20, (c) k‖ = 40. Colour denotes selections of modes with kx, ky
such that
√
k2x + k
2
y approximately equals the given k⊥. The positive spectrum E
+
m (7.22)
has two scalings shown by the dashed guide lines: E+m ∼ m−5/2 in k‖ .
√
mk
4/3
⊥ , and
E+m ∼ m−1/2 in k‖ &
√
mk
4/3
⊥ . The negative spectrum E
−
m (7.23) has a universal m
−5/2
scaling; however we observe regions where E−m ∼ m−1/2 in k‖ &
√
mk
4/3
⊥ . This may be an
artifact from E+m, as the decomposition into forwards and backwards propagating modes is
only asymptotic at large m and so less accurate at low m.
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Figure 7.9: Spectrum of E−m against η = k
4/3
⊥ /k‖. These are similar spectra to those for Eϕ
in Figure 7.4, but now include all of velocity space. There is a collapse onto a single line
for m & 40, indicating that for these m, the distribution function satisfies the scaling law
(7.23).
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We plot this in Figure 7.9 with colours denoting differentm in the range [40, 110], i.e. above
the decomposition artifacts at low m, but below the dissipation range. The distribution
function collapses onto a single line, indicating that the computed spectrum satisfies the
scaling law (7.23).
7.2.3.6 Summary
In summary, the results presented support the theoretical spectra (7.22), (7.23) and (7.24)
derived by SCHEKOCHIHIN ET AL. [181]. The assumptions of the derivation—isotropy
and critical balance—are satisfied. The observed Eϕ spectrum is in strong agreement with
the theoretical spectrum (7.24). Indeed, the two-dimensional spectrum collapses onto a
single line as a function of the similarity variable η = k4/3⊥ /k‖, showing that the whole
spectrum is in agreement with the expected scalings. The distribution function spectra E±m
are also in good agreement with the theoretical spectra (7.22) and (7.23). The spectrum E−m
for negative modes is in very good agreement with the scalings, and the whole spectrum
collapses onto the expected function of a single variable (7.31). The spectrum E+m for pos-
itive modes is expected to have three distinct scaling regions. The results do not contradict
this picture, but we find no clear evidence for the intermediate region. This is most likely
because computed spectra transition smoothly between the different scaling regions rather
than changing sharply as the theoretical spectra have been assumed to do. To see the inter-
mediate region, we would therefore require more resolution than available in these already
well-resolved simulations. Overall however these results are good evidence for the scalings
proposed by SCHEKOCHIHIN ET AL. [181].
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Chapter 8
Conclusion
In this thesis we have developed the theory of a fully spectral Fourier–Hankel–Hermite
representation for the coupled gyrokinetic-Maxwell equations that describe a strongly mag-
netised fusion plasma in Cartesian slab geometry, implemented the resulting equations in
SPECTROGK, a code in Fortran 90 + MPI designed for efficiency on modern High Per-
formance Computing platforms, and used simulations with SPECTROGK to fundamentally
change our understanding of saturated drift-kinetic turbulence.
After deriving the gyrokinetic-Maxwell system in Chapter 2, we studied parallel veloc-
ity space in Chapter 3. The most important effect in this dimension is Landau damping,
a mechanism by which perturbations to the electric field decay in the absence of explicit
dissipation. Landau damping is caused by particle streaming, the phase space shear v‖∂zg
which causes infinitesimally fine scales to form in the distribution function. While the dis-
tribution function itself does not decay, its velocity space moments, like the electrostatic
potential ϕ, do decay due to integrating over the distribution function’s fine scale structure.
Landau damping is derived via a Laplace transform in time, so the distribution function is
not a time eigenmode of the system. Rather, the time eigenmodes are singular non-decaying
functions, called the Case–Van Kampen modes, which form a continuous spectrum.
The velocity space behaviour changes with the inclusion of any amount of collisions.
Fokker–Planck-type collision operators, like the Lenard–Bernstein and Kirkwood operators
discussed in §3.2.2, contain velocity space diffusion which smooths the finest scales in the
distribution function. Time eigenmodes of the collisional system are now square integrable
and smooth, unlike the eigenmodes of the collisionless system. Moreover, as finer and finer
scales form in velocity space, the effect of velocity space diffusion remains finite, even as
the diffusivity tends to zero. Landau’s choice of contour (see Figure 3.1(a)) captures this
limit without explicitly introducing collisions.
The velocity space behaviour changes again when the system is discretized, as dis-
cretization imposes a finest resolvable velocity scale. Now discrete analogues of smooth
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solutions are found only if collisions are sufficiently strong to make the solution resolvable
on the discretization grid; otherwise the solutions are discrete approximations to the singu-
lar Case–Van Kampen modes. The Landau-damped solution is still found in the limit of
vanishing collisions, but only in the simultaneous limit of infinite resolution.
The Hermite representation introduced in Chapter 3 provides a neat formalism for par-
allel velocity space. The mth order Hermite polynomial has a characteristic velocity scale
vth/
√
m, so that each coefficient in the expansion represents a different velocity space
scale. The square of each coefficient represents that scale’s contribution to the free energy.
Moreover, the electrostatic potential is proportional to the zeroth order coefficient. Colli-
sions, which act preferentially at fine velocity scales, are represented by a damping of the
high m coefficients. The streaming term becomes a nearest neighbour mode-coupling in
m. The streaming results in a transfer of free energy in Hermite space, analogous to the
nonlinear cascade of free energy due to the u · ∇u term in hydrodynamic turbulence. Un-
like the nonlinear cascade, however, this transfer is linear and reversible. The linear Landau
damping solution corresponds to a forward cascade of free energy towards infinitesimally
fine scales. The forwards direction is set by the presence of some small collisionality that
dissipates free energy at sufficiently fine scales. In contrast, the backwards cascade is only
observed in the linear gyrokinetic-Maxwell system which has been discretized (has a fi-
nite range of m) and has an inadequate treatment of the cut-off at the highest m. Indeed,
the backwards cascade appears in recurrence, the unphysical scenario where free energy
reflects from the finest resolved scales and propagates backwards towards large scales, ul-
timately causing the damped electric field to suddenly grow.
In Chapter 3, we develop the theory of the hypercollisional operator—an iterated ver-
sion of the Kirkwood collision operator (the momentum and energy conserving version of
the Lenard–Bernstein operator). It is particularly simple to apply in Hermite space, as the
Hermite functions are its eigenfunctions. The hypercollisional operator selectively damps
the high m which represent fine velocity space scales, ensuring that there is no reflection
at the highest retained m and thus no recurrence. With this operator, accurate Landau
growth rates are calculated, even with modest resolution. Moreover, the operator exhibits
a “plateau” in parameter space, a region where the calculated result is accurate and in-
sensitive to changes in collision frequency, hypercollision exponent and resolution. This
not only makes the operator of great practical value—it is easy to find suitable parame-
ter values—but it also provides a numerical analog of the plateau found in the analytical
solution of the collisionless limit of the weakly collisional problem.
Determining the electrostatic potential is straightforward in Fourier–Hermite space as
integrals over parallel velocity space become evaluations of the coefficients of single modes
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due to the orthogonality of the basis functions. Trying to achieve the same phase space
localization motivates the use of the Hankel representation in perpendicular velocity. In
Chapter 4 we show that Maxwell’s equations are local in Fourier–Hankel–Hermite space,
that is, ϕ, A‖ and B‖ are determined from single modes. Moreover in the linearized
gyrokinetic-Maxwell system there is no coupling at all between Fourier and Hankel modes;
the equations reduce to the one-dimensional problem in Hermite space studied in Chapter
3, parameterized by k and p = ρik⊥.
In the nonlinear gyrokinetic-Maxwell system there is coupling of Fourier and Hankel
modes through the nonlinear term. However there remains an interesting localization of
phase space, where the evolution of any one Fourier–Hankel mode depends on a limited
range of other Fourier–Hankel modes. We discussed methods of exploiting this property
in gyrokinetics, but concluded that these would not improve upon pseudospectral methods
for the drift-kinetic problem studied in Chapters 6 and 7.
In Chapter 5 we tested and verified SPECTROGK. SPECTROGK is the main practical
outcome of this thesis. It is a versatile code which runs and scales across many systems,
from laptops to High Performance Computing platforms. Because of its spectral approach,
it makes efficient use of memory, and exactly conserves free energy transfers between
modes in the absence of explicit dissipation. SPECTROGK has proven useful for studying
Vlasov–Poisson turbulence, as in PARKER & DELLAR [145], and for drift-kinetic turbu-
lence, as in Chapters 6 and 7.
In drift-kinetic turbulence, there are two mechanisms by which free energy injected at
large scales (by forcing or an instability like a temperature gradient) can be transferred to
dissipation. Firstly, free energy may be transfered linearly by phase-mixing to dissipation
by collisions at fine parallel velocity space scales, as discussed in Chapter 3. Alternatively,
it may cascade nonlinearly in Fourier space to dissipation by viscosity at fine physical
scales, as in hydrodynamic turbulence. Each cascade was understood in isolation, but it was
unclear how they interacted. In particular, BARNES ET AL. [165] had derived the spectrum
for the electrostatic potential observed in simulations, but to do so had to neglect the transfer
of free energy to fine velocity space scales. This is despite other authors observing fine
velocity space structure, and so some free energy is indeed present at fine scales [96, 140].
In Chapter 6 we showed the startling result that in saturated nonlinear turbulence, the
nonlinear term inhibits, and at energetically-dominant scales completely suppresses, the
transfer of free energy by linear phase-mixing. It does this by exciting backwards propa-
gating modes, like those observed in recurrence in Chapter 3. Here however the effect is
entirely physical and self-generated by the turbulence, rather than by an artificial numeri-
cal boundary condition. The suppression of net free energy flux has two important conse-
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quences. Firstly, the turbulence is largely fluid, with free energy at the dominant scales only
cascading to fine scales in physical space. Secondly, as little free energy reaches fine scales
in velocity space, Landau damping is strongly suppressed as a dissipation mechanism.
In Chapter 7, we derived scaling laws for the spectra of the distribution function
and electrostatic potential in drift-kinetic turbulence, verifying these scalings with
SPECTROGK. The most significant feature of these results is that the spectra of the elec-
trostatic potential and the backwards propagating modes may both be written in terms of
the single variable η = k4/3⊥ /k‖ = τs/τnl. Thus the ratio of timescales not only determines
whether linear or nonlinear behaviour is dominant in a region of phase space, it is itself a
similarity variable for much of the solution.
8.1 Future work
There are a number of exciting directions in which we will take this work. Firstly, in Chap-
ters 6 and 7 we studied the essentially four-dimensional case of drift-kinetic turbulence.
It is natural to next study five-dimensional gyrokinetic turbulence, i.e. extend the spatial
domain to include sub-Larmor scales. In addition to parallel phase-mixing and the non-
linear cascade in Fourier space, at sub-Larmor scales there is also a nonlinear cascade in
perpendicular velocity space. We will extend the scaling theory derived in Chapter 7 to
incorporate this cascade. As we noted in Chapter 4, there already exists a scaling theory
for “two-dimensional” gyrokinetic turbulence (turbulence in the perpendicular plane only,
with no parallel phase-mixing). This theory could be immediately applied to sub-Larmor
scales in five-dimensional gyrokinetics, provided there is significant suppression of net free
energy transfer to fine parallel velocity space scales. To determine if this is the case requires
simulations; but these simulations would be very costly due to the increased size of Fourier
space. However it seems likely that the same mechanism as in drift kinetics—the nonlinear
term exciting backwards propagating modes by coupling parallel wavenumbers—should
also apply at sub-Larmor scales. Indeed, the only difference in the nonlinear term between
drift-kinetics and gyrokinetics is a factor of J0(ρik⊥v⊥) from the gyroaverage of the elec-
trostatic potential (see equation (5.11a)). This will change the regions of phase space where
there is suppression of free energy transfer, but not the underlying mechanism. Indeed, in
this thesis we have developed the analytical framework required for determining the phase
space structure of gyrokinetics, and we will be able to make deductions about free energy
transfer and dissipation in gyrokinetics as we did for drift kinetics in Chapter 6.
We will also investigate fluid models for the perpendicular velocity cascade. In Chapter
4, we discussed the importance of the phase space line p = ρik⊥; it is the peak of the
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spectrum in two-dimensional gyrokinetics, and is likely also the peak in five-dimensional
gyrokinetics. By omitting grid points further away from p = ρik⊥ in (k⊥, p) phase space
than some distance r, we derived a family of fluid-like models parameterized by r. We
will investigate if these low resolution (small r) models replicate the behaviour of the full
kinetic system (r →∞). If so, theO(100) perpendicular velocity space grid points needed
in computing gyrokinetic turbulence may be reduced to just a few Hankel modes. This is
a novel approach to producing fluid models, and we will compare the resulting family of
models to existing gyrofluid models.
Further, we will use the suppression of net free energy transfer as a parallel velocity
space closure condition for fluid models. In parallel velocity space, we may think of a fluid
model as replacing the O(100) “kinetic” (high m) Hermite modes with a closure which
defines g3 (the first kinetic mode) in terms of the fluid modes g0, g1 and g2. In its crudest
form, one might imagine imposing no net free energy flux in the advection region and free
energy flux as in the linear case in the phase-mixing region. That is, at each timestep setting
|g3| = |g2| with phases that satisfy Im(g∗3g2) = 0 for k‖ . Ak4/3⊥ , and Im(g∗3g2) = 1 for
k‖ & Ak4/3⊥ , where A, the constant in the line of critical balance, is determined from full
kinetic simulations. This closure reduces parallel velocity space from the O(100) modes
of the kinetic system to a three mode fluid system.
Taken together, these two velocity space models may retain the key features of the
gyrokinetic system, while offering a reduction in resolution of O(104).
Finally, in this thesis we have studied electrostatic turbulence in slab geometry. To make
this work applicable for fusion, we need to include both electromagnetic effects and toroidal
geometry. SPECTROGK can treat electromagnetic problems in slab geometry (as described
in Chapter 5), but the Hankel space/perpendicular velocity space representation needs to be
amended to treat the trapped and passing particles which arise in toroidal geometry.
162
Part IV
Appendices
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Appendix A
Fourier–Hermite spectral representation
for the Vlasov–Poisson system in the
weakly collisional limit
J. T. Parker and P. J. Dellar
This paper, Ref. [145], is omitted in the arXiv version.
164
Appendix B
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dynamics
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This paper, Ref. [94], is omitted in the arXiv version.
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