Abstract. In this work, we find the cardinality of minimal zero short covers of A n for any finite local ring A, removing the restriction of D(A) 2 = 0 from the previous works in the literature. Using the structure theorem for Artinian rings, we conclude that we have solved the zero short covering problem for all finite rings. We demonstrate our results on R k , an infinite family of finite commutative rings extensively studied in coding theory, which satisfy D(A) 2 = 0 for all k ≥ 2.
Introduction
The covering problem for different algebraic structures has long been a topic of interest for researchers. Starting with such fundamental works as [12] and [3] , it has recently gained momentum through its connections to different structures such as codes, rings and fields, leading to [11] , [2] , etc. A type of covering for finite rings that uses the algebraic structure was first introduced by Nakaoka and dos Santos in [9] and later used in [8] where results regarding the minimal cardinalities of short coverings of some finite rings were obtanied. Later, the cardinality of the minimal R-covers of finite rings with respect to the RT-metric was established and by generalizing the result in Nakaoka and dos Santos [8] the minimal cardinalities of zero short coverings of finite chain rings were calculated by Yildiz et al. in [14] . In [10] , the minimum cardinality of a zero short covering of A n , namely c(A, n, 0) is computed when A is a direct product of chain rings (extending previous results by Yildiz et al.) and when A is a finite local ring such that D(A) 2 = {0}, where D(A) denotes the set of all zero divisors of A.
In this work, we focus on zero short covers of finite local rings A where there is no restriction on D(A) 2 being 0 (namely all finite local rings), thus extending the type of rings for which our results are valid quite significantly. In fact, using the structure theorem for Artinian rings, we deomonstrate that we have solved the zero short covering problem for all finite rings.
For our purposes, we redefine some of the concepts introduced in [10] with a small change. In their work, they introduced the notion of what they called Pairwise Weakly Linearly Independent (PWLI) sets, which we will generalize as Generalized Pairwise Weakly Linearly Independent(GPWLI) sets. With our work serving as a an extension of what is done in [10] , we will refer the reader to [10] for a more thorough introduction of these concepts. Using GPWLI's we will introduce a general way to calculate the cardinality of minimal zero short coverings for all finite local rings, in particular recalculating many of the known results given in [9] , [10] and [14] as special cases. We will also apply our results to an infinite family of local rings, denoted by R k , which have been introduced recently and have been studied quite extensively in the context of coding theory. We note that
The rest of the paper is organized as follows: In section 2, we give the basic definitions about zero divisors and orbits of rings. We also define what it means to be associates and recall the structure of some known rings from the literature. In section 3, the concept of PWLI is redefined as GPWLI. Then, some constructions and relationships with zero short coverings are given. In section 4, minimal zero short covers of A n for any finite local ring A are constructed and the minimality of this covering is proven. The result is extended to all finite rings through a structure theorem. The cardinality of the minimum zero short coverings of different rings are found as examples. In section 5, the infinite family of rings R k , k ≥ 1 is introduced and the cardinalities of minimum zero short coverings are formulated.
Basic Definitions

Basic Definitions.
For a ring A, we say that a subset H of A n is a zero-short cover of A n if
The minimal cardinality of a zero short covering of A n will be denoted by c(A, n, 0). In a sense a zero short cover is a covering of the module A n by cyclic submodules and thus it is also called a cyclic covering in some texts. , . . . , δ
. Let f j be the number of elements in the orbit that is represented
Definition 2.1. Let u and v be elements of A\{0} such that u = v. We say u and v are associate elements (u ∼ v) if orb(u) = orb(v).
To clarify the above concepts, look at the ring B = Z 3 [x, y]/(x 2 , y 2 , xy) which has D(B) 2 = 0. The orbits can be listed as follows: orb(x) = {x, 2x}, orb(y) = {y, 2y}, orb(x + y) = {x + y, 2x + 2y}, orb(x + 2y) = {x + 2y, 2x + y}. Thus S 1 = ∅, S 2 = {x, y, x + y, x + 2y} and f = 2 + 2 + 2 + 2 = 8. Additionaly, we see that x ∼ 2x, y ∼ 2y, (x + y) ∼ (2x + 2y) and (x + 2y) ∼ (2x + y) .
Another example is the ring Z 8 which has D(Z 8 ) 2 = {0, 4} = 0. In this case we have the following orbits:
orb(4) = {4} orb(2) = {2, 6} = orb(6). An obviously equivalent description for associate elements in A is that we say a, b ∈ A \ {0} are associate if and only if a = αb for some unit α ∈ U (A). This definition can be extended to include vectors in A n in an obvious way.
Generalized Pairwise Weakly Linearly Independent Sets
We start with the following extension of PWLI sets from [10] , which starts a series of results that we have extended from the same source, modifying the proofs in accordance with our new definition.
Definition 3.1. Let P be subset of A n \{0}. We say P is GPWLI if it satisfies the property: for every pair of non-associate vectors u and v, the inequality u = αv holds for any α ∈ A. A GPWLI set P is maximal in a subset W of A n if P ⊂ W and P ∪ {u} does not satisfy the property above for every v ∈ W \P .
Note that unlike the case of PWLI, we allow associate elements to exist in a GPWLI set, that is we identify elements in an orbit.
The following is an analogous result that extends to GPWLI sets:
Proof. Assume that H is not GPWLI. This means there exists distinct u, v ∈ H with u ≁ v, such that u = αv for some α ∈ A. Since Au ⊆ Av, H\{u} also becomes a 0-short covering of A n , contradicting the minimality of H. Therefore, H has to be GPWLI in A n . The maximality of H is obvious from its structure.
Theorem 3.3. Let A be a finite ring and H be a zero short covering of A n . The following statements are equivalent:
Proof. By previous proposition, it is easy to see that (1) implies (2). We just need to prove the converse. Let K be a minimum zero short covering of A n . Since H is a zero short covering of A n , for each k ∈ K, take h k ∈ H such that k ∈ Ah k . But this means Ak ⊆ Ah k for any k ∈ K. Since K is a zero short covering, the set
′ is a maximal GPWLI and H is a GPWLI, it is obvious that H ′ = H. Thus |K| = |H ′ | = |H|, and H is a minimum zero short covering of A n .
Main Results about the cardinality of minimal zero short coverings of rings
Let's start with the following theorem:
Theorem 4.1. Let A be a finite local ring and let S 2 = {ϑ 1 , . . . , ϑ s } be a set of representatives of the orbits of D(A) \ D(A) 2 as described before. For i = 1, . . . , n, put
and describe H and K as follows:
is a zero short covering of A n .
Proof. Take an arbitrary vector v = (v 1 , . . . , v n ) in A n . We have the following two cases:
Case 1: Assume that some coordinate of v is a unit and let v i be the first coordinate such that v i ∈ U (A). But then it is obvious we can find such h ∈ H i that satisfies the equation v = v i h, which implies it can be covered by H.
If v ∈ AH then it is trivially covered by H. Suppose that v / ∈ AH and v i is the first nonzero coordinate of v. By construction, we have that v i = uϑ k for some u ∈ U (A) and some ϑ k ∈ S 2 . Then we can write v as
. As a result, v = uw for some w ∈ K\AH. Therefore, P is a zero short covering of A n .
Theorem 4.2. The zero short covering P of A n built by the previous theorem is minimal.
Proof. By Theorem 3.3, it is enough to show that P is GPWLI. It is easy to verify that H is GPWLI and that no element of K\AH is a multiple of some element of H. Conversely, no element of H is a multiple of some element of K\AH. It is enough to prove that K\AH is GPWLI. Let u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v n ) be two vectors from the set K\AH such that v = αu for some α ∈ A. If u = v then we are done. If u = v, then we claim that u ∼ v. Thus, we would like to show that α ∈ U (A). Let i denote the first index such that u i = 0. The construction of K implies that u i = ϑ m for some m ∈ {1, 2, . . . , s} and v j = 0 = u j for every j < i. Since we assume v = αu and u i = ϑ m , v i = αu i = αϑ m . Now, suppose that α is a zero divisor. Then αϑ m has to be an element of D(A) * * . But this contradicts the construction of K. Thus, α is a unit. This means u ∼ v. Thus K\AH is a GPWLI. Hence the zero short covering P of A n is minimal. 
The construction of K implies that v ∈ K i and d i = ϑ j for some j ∈ {1, 2, . . . , s}. Furthermore, since v ∈ AH, there exists α ∈ A and h = (h 1 , . . . , h n ) ∈ H such that v = αh. We expect that h ∈ H i . Now, assume that h ∈ H l for some l = i. It is obvious that α = d l and v = d l (h 1 , . . . , h n ). We get ϑ j = d l = 0 if l < i and ϑ j = d l h i = 0 if l > i which is a contradiction. This shows that i = l and if l ∈ {i + 1, . . . , n}, d l ∈ ϑ U(A) j ∪ {0}. The other inclusion is obvious. 
Proof. It is enough to calculate the number of elements in P . We start with |H|. Since the sets H i are pairwise disjoint, this implies that
Since |D(A)| = d and |A| = e, rewriting the equation and we get
The next step is calculating |K| as follows:
We need to calculate |K\AH|. By construction we have the following equation:
and so we obtain 
Let us recall that the zero short covering problem for the direct product of rings can be expressed in terms of the zero short cover of the rings. Specifically we have the following theorem from [10] : Here, we will calculate c(Z 8 , 4, 0) by using our method as a verification of the methods. The elements of Z 8 can be listed as follows: Example 4.9. Let A = F 2 + uF 2 + u 2 F 2 + u 3 F 2 where u 4 = 0. We wish to calculate c (A, 3, 0) .
We first note that A is a finite chain ring with 16 elements. If N is the maximal ideal of A, it is easy to see that A/N ≃ F 2 and that N = u . The nilpotency index of N is equal to 4. So, c(A, 3, 0) can be calculated by using the formula given for finite chain rings in [14] . We have q = 2, m = 4 and n = 3. A simple application of the formula shows that c(A, 3, 0) = 448.
We now calculate c(A, 3, 0) by using the methods described above. We start with observing that
Thus all orbits are given by . This was found to be 1365 in [10] . To calculate the same number using our methods, we start with observing |B| = 27. We can list the zero divisors of B as follows: D(B) = {0, x, y, 2x, 2y, x + y, x + 2y, 2x+ y, 2x+ 2y}. So |D(B)| = 9, D(B) 2 = {0} and D(B) * * = ∅. Next remember all distinct orbits;
orb(x) = {x, 2x}, orb(y) = {y, 2y}, orb(x + y) = {x + y, 2x + 2y}, orb(x + 2y) = {x + 2y, 2x + y}. Therefore, S 2 = {x, y, x + y, x + 2y} with s = 4 and f = 8 where
We also have that e = 27 and d = 9.
Applying Corollary 4.4 with n = 3, we get c(B, 3, 0) = 1365.
5. Application of the zero short covering to the ring family of R k
The infinite family of finite commutative rings R k , which naturally generalize the well known rings R 1 = F 2 + uF 2 and R 2 = F 2 + uF 2 + vF 2 + uvF 2 (introduced in [15] ) are defined in [4] as follows:
The rings can also be defined recursively,
First example of the ring R k is R 1 that is F 2 + uF 2 which is introduced in [1] for constructing lattices. Codes over this ring have been studied by a number of researchers. The second example of R k is R 2 , which is F 2 + uF 2 + vF 2 + uvF 2 and is an extension of R 1 . The ring R 2 is introduced by Yildiz and Karadeniz in [15] .
We have the following lemmas from [4] : 
We note that D(R k ) consists exactly of half of the elements in R k , with
The following theorem from [5] will be needed later in finding the cardinality of zero short covers. [5] ) Let C be lenght 1 code over R k generated by a + u k b where a is a non-unit and b is a unit in
Theorem 5.3. (Theorem 7 in
We look at the ring R 2 , as an example of the ring family of R k . All elements of the ring R 2 can be listed as follows:
The units are {1, 1 + u, 1 + v, 1 + u + v, 1 + uv, 1 + u + uv, 1 + v + uv, 1 + u + v + uv} and the rest are zero divisors. Note that D(R 2 )
* * and the orbits of elements.
Now, we reconstruct the formula for the zero short covering of R k . For this purpose, we start with the following lemma. Proof. A natural basis for D(A) can be written as follows:
k − 1 elements in the basis. Then, it easy to find a basis for D(A) 2 . It will contain all elements in the basis of D(A) except u i 's where i = 1, 2, . . . , k. It can be written as follows:
Thus the basis of D(A) 2 has 2 k − 1 − k elements. This implies that the number of elements in D(A) 2 is 2 and f = sf m for any m = 1, 2, . . . , s.
It is now easy to determine s and f for R k by using Lemma 5.4 and Observation 5.5, which leads to the main result for zero short covers of R 
