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Abstract
In this paper, we consider inverse time-harmonic acoustic and electromagnetic
scattering from locally perturbed rough surfaces in three dimensions. The scatter-
ing interface is supposed to be the graph of a Lipschitz continuous function with
compact support. It is proved that an acoustically sound-soft or sound-hard surface
can be uniquely determined by the far-field pattern of infinite number of incident
plane waves with distinct directions. Moreover, a single point source or plane wave
can be used to uniquely determine a scattering surface of polyhedral type. These
uniqueness results apply to Maxwell equations with the perfectly conducting bound-
ary condition. Our arguments rely on the mixed reciprocity relation in a half space
and the reflection principle for Helmholtz and Maxwell equations.
1 Introduction
The problem of half-space scattering with local perturbations has attracted widespread
attention in the past two decades. Such kind of scattering problems has practical ap-
plications in radar, sonar, ocean surface detection, medical detection and so on. This
paper is concerned with the time-harmonic acoustic scattering from locally perturbed
rough surfaces; see Figure 1 for an illustration the scattering problem in 2D where Γ is
the entire scattering interface and ΛR is a local perturbation of the unperturbed flat sur-
face (ground plane). When the local perturbation lies below the ground plane, it is also
known as cavity scattering problems [2–4]. In the literature, the problem considered in
our context is sometimes referred to as the overfilled cavity scattering problem [23,27,28].
The forward acoustic scattering problems have been investigated intensively using
integral equation or variational methods; see [2–4,27,28]. In the time-harmonic regime,
it is well-known that the total field can be decomposed into three part: the incoming
wave uin, the reflected wave ure corresponding to the unperturbed scattering interface
and the scattered wave usc caused by the presence of local perturbations. Under the
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Sommerfeld radiation condition of usc in the half space, one can show uniqueness and
existence if the total field fulfills the Dirichlet or Neumann boundary condition, whereas
the reflected waves are usually uniquely determined by the Snell’s law in physics. We
refer to [6,22] for the mathematical modeling and analysis of the open cavity scattering
problems in both the time-harmonic and time-dependent regimes.
Figure 1: Illustration of our scattering problem in a half plane with local perturbations
in two dimensions.
This manuscript is concerned with uniqueness to inverse scattering problems in a
locally perturbed half-space. For bounded obstacles, the first uniqueness result to inverse
scattering from a sound-soft obstacle was given by Schiffer (see [20]) with infinite number
of plane waves with distinct incoming directions. It was shown in [9] by Colton and
Sleeman that one plane wave is sufficient, provided a priori information on the size of
the obstacle is available. Isakov [15,16] proved the same uniqueness result for penetrable
scatterers through the idea of blow-up of point sources, which was later simplified by
Kirsch and Kress in [18] and extended to other boundary conditions for impenetrable
obstacles. Using the mixed reciprocity relation (see Potthast [26]), Isakov’s proof can
be further simplified via the reciprocity relation but still requires infinite number of
incoming waves; see [8, Theorem 5.6] in the acoustic case and [19] in the Maxwell case.
In a locally perturbed half space, Feng and Ma [12] show a uniqueness result with all
incoming plane waves from above based on Schiffer’s proof for sound-soft obstacles. The
key point is to prove the linear independence of the total fields in a half space excited
by distinct incident plane waves but at the same wavenumber. This would contradict
the fact there are only finitely many linearly independent Dirichlet eigenfunctions in the
difference domain of two sound-soft interfaces generating the same data. The first aim of
this paper is to simply the proof of [12] by establishing the mixed reciprocity relation in
a half space and then to prove uniqueness under the Neumann boundary condition. The
second aim of this paper is to prove uniqueness with a single incoming wave for polyhedral
surfaces through the reflection and path arguments (see e.g., [1, 7, 10, 11, 21]). Note
that for bounded acoustic obstacles, uniqueness with a single plane wave was derived
in [1,7,21] for sound-soft scatterers and [11] for sound-hard scatterers of polyhedral type,
and uniqueness with a single point source wave was deduced in [14].
2
To the best of our knowledge, the analogue of Theorem 2.2 for general rough surfaces
is not available in the literature, because the substraction of the incident plane wave
from the total field does not fulfill the Sommerfeld radiation condition in general. Even
using near-field data, it seems unknown how to uniquely determine a periodic sound soft
surface with incoming plane waves excited at different incident directions from above.
The uniqueness results of Theorems 2.2 and 2.6 carry over to impenetrable surfaces of
impedance type (that is, Robin boundary condition) straightforwardly, but it is still open
how to determine polyhedral surfaces of impedance type with a single incoming wave,
even for bounded obstacles of impedance type. We refer to [5] for the well-posedness of
forward scattering problems and the unique determination of a rectangular cavity with
a single point wave under the impedance boundary condition.
The outline of the article is organized as follows. In Section 2.1, we introduce the
mathematical model of acoustic scattering problems in a locally perturbed half space.
Section 2.2 is devoted to the unique determination of a sound-soft surface with one or
multiple incident directions, while Section 2.3 presents the uniqueness results for recov-
ering sound-hard surfaces. The electromagnetic scattering problems will be discussed in
Section 3.
2 Acoustic scattering problem
2.1 Mathematical settings
Let Γ := {(x˜, x3), x3 = f(x˜)} ⊂ R3 be a local perturbation of the ground plane x3 = 0,
where x˜ := (x1, x2) and f is a Lipschitz continuous function on R2. It is supposed that
f(x˜) = 0 for |x˜| > R, where R > max{|f(x˜)| : x˜ ∈ Γ}. Obviously, Γ consists of two
parts: the flat part Γ∩{x : |x| > R} and the perturbed part ΛR := Γ∩{(x˜, x3), |x| < R}.
Denote by Ω := {(x˜, x3), x3 > f(x˜)} the region above Γ, which is supposed to be filled
with an infinite isotropic and homogeneous acoustic medium. The incident field is given
by the time-harmonic acoustic plane wave
U in(x; t) = uin(x)e−iωt = ei(kx·d−ωt),
where k = ω/c0 > 0 is the wave number, ω is the frequency, c0 is the speed of sound
and d is the direction of propagation. Assume that uin is incident onto Γ from Ω. The
wave propagation can be modeled by the Helmholtz equation
4u+ k2u = 0 in Ω, (2.1)
where u denotes the total field. If the medium below Γ is sound soft, there holds the
Dirichlet boundary condition u = 0 on Γ. If it is sound hard, we have the Neumann
boundary condition ∂νu = 0 on Γ, where ν ∈ S2 := {x ∈ R3, |x| = 1} is the unit
normal vector at Γ directed into Ω. It is well known from well-posedness of forward
scattering problems (see e.g. [22]) that the total field includes three parts: the incoming
wave uin, the scattered wave usc and the reflected wave ure. The scattered wave usc is
caused by the perturbed part and ure corresponds to the unperturbed scattering interface
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{x3 = 0}. Here, the sum u˜in := uin + ure solves the unperturbed scattering problem
that corresponds to the flat surface {x3 = 0}. Then, the total field can be rewritten as
u = u˜in + usc in Ω.
Without loss of generality, we suppose that the incident direction is of the form d =
(α, β,−γ) ∈ S2− := {x ∈ S2, x3 < 0}, so that the incident field takes the form
uin(x; d) = eikx·d = eik(αx1+βx2−γx3),
where α = sinϕ cos θ, β = sinϕ sin θ, γ = cosϕ with the incident angles ϕ ∈ (−pi2 , pi2 ), θ ∈
(0, 2pi). By Snell’s law, the reflected wave of the plane wave uin(x; d) incident onto
{x3 = 0} takes the explicit form
ure(x; d) =
{ −eik(αx1+βx2+γx3) in the Dirichlet case,
eik(αx1+βx2+γx3) in the Neumann case.
Let B+R := {|x| < R : x3 > 0} be the upper half-ball containing the local perturbation
ΛR and let S
+
R := {|x| = R : x3 > 0} be the boundary of B+R . In the upper half space,
the scattered field usc is required to satisfy the Sommerfeld radiation condition
lim
r→∞ r{∂ru
sc(x; d)− ikusc(x; d)} = 0, (2.2)
where r = |x|, x ∈ Ω and d ∈ S2−. It is well known from [8, Definition 2.4] that the
Sommerfeld solution usc admits the asymptotic behavior
usc(x; d) =
eik|x|
|x|
{
usc∞(xˆ; d) +O
(
1
|x|
)}
, |x| → ∞, x ∈ Ω, (2.3)
where xˆ := x|x| ∈ S2+ := {x ∈ S2, x3 > 0} and usc∞(xˆ) is the far-field pattern of usc.
Note that in (2.3), we have emphasized the dependance of usc and usc∞ on the incident
direction d.
The direct scattering problem (DP) is stated as follows.
(DP): Give an incoming plane wave uin and a locally perturbed surface Γ ⊂ R3, deter-
mine the total field u in Ω under the Dirichlet or Neumann boundary condition.
We are interested in the following inverse problem (IP) arising from acoustic scat-
tering.
(IP): Determine the shape of Γ (more precisely, ΛR) from knowledge of the far-field
patterns usc∞(xˆ; d) for all observation directions xˆ ∈ S2+ corresponding to one or
many incident plane waves with directions d ∈ S2− and a fixed wave number.
This section is concerned with uniqueness to (IP) under the Dirichlet or Neumann
boundary condition. We shall prove in Theorems 2.2 and 2.6 that the data of all incident
directions can be used to determine ΛR uniquely, while a single direction is sufficient if f
is piecewise linear. The electromagnetic scattering problem will be discussed in Section
3.3.
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2.2 Uniqueness in determining sound-soft surfaces
In the following theorem, we use the reflection principle for the Helmholtz equation (see
e.g. [10]) to extend the scattered field to a lower half space and then apply Rellich’s lemma
(cf. [8, Lemma 2.12]) to prove the one-to-one correspondence between the scattered field
and its far field pattern in a half space.
Theorem 2.1. Assume that Γj := {x : x3 = fj(x˜)}(j = 1, 2) are two sound-soft surfaces
with local perturbations such that their far-field patterns coincide for the incident plane
wave with the direction d ∈ S2−. Then, it holds that
usc1 (x; d) = u
sc
2 (x; d),
for all x ∈ Ω1 ∩ Ω2, where Ωj := {x ∈ R3 : x3 > fj(x˜)}, j = 1, 2.
Proof. Let Λ
(j)
R := Γj ∩ {|x| < R}(j = 1, 2) be the perturbed part of Γj for some
R > max{|fj(x˜)| : x˜ ∈ Γj}. We use uscj to represent the scattered field of Γ(j) and let
uscj,∞(xˆ; d) be the far-field pattern of u
sc
j (x; d), where x ∈ Ωj , xˆ ∈ S2+ and d ∈ S2−.
Apparently, usc1 satisfies the Helmholtz equation in Ω1. We can extend u
sc
1 from
R3+\B+R to R3 ∩ {|x| > R} by
V sc1 (x˜, x3) =

usc1 (x˜, x3), |x| > R, x3 > 0,
usc1 (x˜, 0), |x| > R, x3 = 0,
−usc1 (x˜,−x3), |x| > R, x3 < 0.
(2.4)
It is easy to find
4V sc1 (x) + k2V sc1 (x) = 0 in {x : |x| > R, x3 6= 0}.
Besides, we have
lim
x3→0+
V sc1 (x) = lim
x3→0−
V sc1 (x)
and
lim
x3→0+
∂x3V
sc
1 (x) = lim
x3→0−
∂x3V
sc
1 (x),
for all |x| > R. Applying [17, Lemma 6.13], it can be shown that
4V sc1 (x) + k2V sc1 (x) = 0 in R3 ∩ {|x| > R}.
Analogously, one can extend usc2 by V
sc
2 from R3+\B+R to R3∩{|x| > R} in the same way
as for usc1 .
By the definition of V scj and (2.3), V
sc
j (x; d) satisfies the Sommerfeld radiation con-
dition in |x| > R. In fact, for x3 < 0 we have
V scj (x; d) =
eik|x|
|x| {−V
sc
j,∞(xˆ
′; d) +O(
1
|x|)}, |x| → ∞,
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where xˆ′ ∈ S2 denotes the reflection of xˆ about the x3 axis. Hence, we can define
V scj,∞(xˆ; d) as the far-field pattern of V
sc
j (x; d) for all xˆ ∈ S2. Moreover, we obtain
V scj,∞(xˆ; d) = −V scj,∞(xˆ′; d). Therefore, it follows from usc1,∞(xˆ; d) = usc2,∞(xˆ; d), xˆ ∈ S2+
that V sc1,∞(xˆ; d) = V sc2,∞(xˆ; d) for all xˆ ∈ S2. By the asymptotic behavior of the scattered
fields, we can get
W (x; d) := V sc1 (x; d)− V sc2 (x; d)
=
eik|x|
|x| {V
sc
1,∞(xˆ; d)− V sc2,∞(xˆ; d) +O(
1
|x|)}
= O(
1
|x|2 ), |x| → ∞
which implies that
lim
R→∞
∫
SR
|W (x; d)|2ds(x) = 0.
On the other hand, W (x; d) is a radiation solution to the Helmholtz equation in |x| > R.
By Rellich’s Lemma (cf. [8, Lemma 2.12]), we can obtain W (x; d) = 0 in |x| > R.
Consequently, we have
usc1 (x; d) = u
sc
2 (x; d) in R3+ ∩ {|x| > R}.
Recalling the unique continuation principle for the Helmholtz equation (cf. [8, Theorem
8.6]), we obtain
usc1 (x; d) = u
sc
2 (x; d) in Ω1 ∩ Ω2.
Remark 2.1. The proof of Theorem 2.1 extends to the Neumann boundary condition
trivially. Further, we think that the impedance case can be treated analogously by
applying the corresponding reflection principle (see [10]). However, it remains unclear
to us how to handle the transmission interface conditions.
2.2.1 Uniqueness with multiple incident waves
The aim of this section is to show that a sound-soft surface can be uniquely determined
by multiple incident waves with distinct directions. Similar to plane waves, below we
describe the reflected field for point source waves. The fundamental solution of the
Helmholtz equation (2.1) is given by
Φ(x, y) :=
1
4pi
eik|x−y|
|x− y| , x 6= y.
For the scattering of the point source wave
win(x; z) = Φ(x; z), x 6= z,
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where z = (z1, z2, z3) ∈ Ω, we denote the scattered field by wsc, the reflected field by
wre, the total field by w and the far-field pattern by wsc∞. Note that wsc is caused by the
local perturbation and wre is resulted from the unperturbed scattering interface. Similar
to the plane wave case, the total wave can be written as w = win + w˜sc, where w˜sc is
analytic in Ω and is of the form
w˜sc(x; z) :=
{
wre(x; z) + wsc(x; z) in Ω ∩ {|x| > R},
w˜sc(x; z) in Ω ∩ {|x| < R}.
By the definition of point source wave and the Snell’s law, we obtain
wre(x; z) =
 −
1
4pi
eik|x−z
′|
|x−z′ | , x 6= z′, in the Dirichlet case,
1
4pi
eik|x−z
′|
|x−z′ | , x 6= z′, in the Neumann case,
where z′ := (z1, z2,−z3). Obviously, the scattered field of the point source wave can be
written as
wsc(x; z) :=
{
wsc(x; z) in Ω ∩ {|x| > R},
w˜sc(x; z)− wre(x; z) in Ω ∩ {|x| < R}.
It is obvious that wsc is singular in Ω∩Ω′ when z ∈ Ω∩Ω′, where Ω′ := {x′ : x ∈ Ω}. In
addition, we still require the scattered field wsc(x; z) to satisfy the radiation condition
lim
r→∞ r {∂rw
sc(x; z)− ikwsc(x; z)} = 0, (2.5)
where r = |x|, x ∈ Ω, leading to the asymptotic behavior of wsc(x; z) as following:
wsc(x; z) =
eik|x|
|x|
{
wsc∞(xˆ; z) +O
(
1
|x|
)}
, |x| → ∞, x ∈ Ω. (2.6)
Here wsc∞(xˆ), xˆ ∈ S2+ is the far-field pattern of wsc.
In the following, we will introduce the mixed reciprocity relation between the scat-
tered field of a plane wave and the far-field pattern excited by a point source wave. The
mixed reciprocity relation was first proposed by Potthast [26, Theorem 2.1.4] for bounded
obstacles. We refer to Colton and Kress [8, Theorem 5.6] for the application of the mixed
reciprocity relation to a simplified uniqueness proof with infinitely many plane waves.
In this paper, we consider acoustic wave scattering from unbounded surfaces, which is
different from the arguments used in [8, 26] for bounded obstacles. Following the lines
of [8, Theorem 3.16], below we present the mixed reciprocity relation for scattering from
locally perturbed rough surfaces, the proof of which mainly relies on Green’s identities.
Lemma 2.1. We have the mixed reciprocity relation
4piwsc∞(−d; z) = usc(z; d),
where d ∈ S2−, z ∈ Ω.
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Remark 2.2. (i) Difficulties in proving Lemma 2.1 arise from the fact that the re-
flected and scattered fields corresponding to a point source incidence are singular
if the source position z is located in Ω ∩ Ω′ (that is, z′ ∈ Ω), which will be par-
ticularly treated in the proof below. However, one can also avoid this by firstly
proving Lemma 2.1 for z ∈ Ω such that z′ /∈ Ω and then applying the analyticity
of wsc∞(·, z) and usc(z; ·) in z ∈ Ω.
(ii) The reciprocity relation shown in Lemma 2.1 together with the fact that
4piwre∞(−d; z) = ure(z; d) = −eikd·z
′
yields the relation 4piw˜sc∞(−d; z) = u˜sc(z; d), where u˜sc = ure + usc.
Proof. Let ΛR = Γ ∩ BR be the local perturbation and let ν be the unit normal vector
at Γ directed into upper half space. Obviously,
u˜in(x; d) = w˜in(x; z) = 0 on {x3 = 0}, (2.7)
where w˜in(x; z) := win(x; z) + wre(x; z), z ∈ Ω. It follows from the Dirichlet boundary
condition and (2.7) that
usc(x; d) = wsc(x; z) = 0 on Γ ∩ {|x| > R}. (2.8)
Since z ∈ Ω, our proof can be divided into three cases: (i) z ∈ Ω\DR, where
DR := {x ∈ Ω : |x| < R}; (ii) z ∈ DR\Ω′; (iii) z ∈ Ω ∩ Ω′. Since the reflected field is
singular in the case (iii), below we shall discuss the last case only.
Choose R1 > R and set DR1 := {x ∈ Ω : |x| < R1}. Applying the Green’s second
theorem of usc and wsc in DR1\DR and using (2.8), we obtain
0 =
∫
DR1\DR
{usc(x; d)∆wsc(x; z)− wsc(x; z)∆usc(x; d)}dx
= (
∫
S+R1
−
∫
S+R
){usc(x; d)∂w
sc(x; z)
∂ν(x)
− wsc(x; z)∂u
sc(x; d)
∂ν(x)
}ds(x),
where S+R1 := {|x| = R1 : x3 > 0}. Letting R1 → ∞ in the previous identity and using
the radiation condition of usc and wsc, we get
0 =
∫
S+R
{usc(x; d)∂w
sc(x; z)
∂ν(x)
− wsc(x; z)∂u
sc(x; d)
∂ν(x)
}ds(x).
Since wsc(x; z) is singular at x = z′ ∈ Ω ∩ Ω′, applying the Green’s formula of usc and
wsc to DR yields∫
ΛR
{usc(x; d)∂w
sc(x; z)
∂ν
− wsc(x; z)∂u
sc(x; d)
∂ν
}ds(x)
=
∫
S+R
{usc(x; d)∂w
sc(x; z)
∂ν
− wsc(x; z)∂u
sc(x; d)
∂ν
}ds(x) + usc(z′; d) (2.9)
= usc(z′; d).
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Using the Green’s second theorem of usc and w˜in yields
0 = (
∫
S+R1
−
∫
S+R
){usc(x; d)∂w˜
in(x; z)
∂ν(x)
− w˜in(x; z)∂u
sc(x; d)
∂ν(x)
}ds(x).
As the proof of (2.9), we obtain
0 =
∫
S+R
{usc(x; d)∂w˜
in(x; z)
∂ν(x)
− w˜in(x; z)∂u
sc(x; d)
∂ν(x)
}ds(x). (2.10)
Because z′ ∈ Ω, it is obvious that w˜in(x; z) is singular at x = z and x = z′. Similarly,
using the Green’s formula of usc and w˜in in DR, we get
usc(z; d)− usc(z′; d) =
∫
ΛR
{
usc(x; d)
∂w˜in(x; z)
∂ν(x)
− w˜in(x; z)∂u
sc(x; d)
∂ν(x)
}
ds(x). (2.11)
Let CR be the domain enclosed by ΛR and {x3 = 0}. Then CR may consist of several
connected components and ∂CR ⊂ ΛR ∪ {x3 = 0}. By the definition of CR and (2.7),
we obtain ∫
ΛR
{
u˜in(x; d)
∂w˜in(x; z)
∂ν(x)
− w˜in(x; z)∂u˜
in(x; d)
∂ν(x)
}
ds(x)
= −
∫
∂CR
{
u˜in(x; d)
∂w˜in(x; z)
∂ν(x)
− w˜in(x; z)∂u˜
in(x; d)
∂ν(x)
}
ds(x). (2.12)
Applying Green’s formula of u˜in and w˜in to CR, we obtain from (2.12) that
u˜in(z; d) =
∫
ΛR
{
u˜in(x; d)
∂w˜in(x; z)
∂ν(x)
− w˜in(x; z)∂u˜
in(x; d)
∂ν(x)
}
ds(x). (2.13)
Suppose |y| > R, y ∈ Ω. As the proof of (2.9), we get
wsc(y; z) =
∫
S+R
{
wsc(x; z)
∂w˜in(x; y)
∂ν(x)
− w˜in(x; y)∂w
sc(x; z)
∂ν(x)
}
ds(x). (2.14)
Similar to (2.11), it follows from (2.14) that
wsc(y; z) + w˜in(z; y) =
∫
ΛR
{
wsc(x; z)
∂w˜in(x; y)
∂ν(x)
− w˜in(x; y)∂w
sc(x; z)
∂ν(x)
}
ds(x). (2.15)
By the definition of w˜in(x; y), there has the asymptotic behavior
w˜in(x; y) =
1
4pi
eik|y|
|y| (e
−ikyˆ·x − e−ikyˆ·x′) +O( 1|y|), |y| → ∞. (2.16)
Substituting the asymptotic behavior of wsc and (2.16) into (2.15) and taking |y| → ∞,
we get
4piwsc∞(yˆ; z) + u˜
in(z;−yˆ) =
∫
ΛR
{
wsc(x; z)
∂u˜in(x;−yˆ)
∂ν(x)
− u˜in(x;−yˆ)∂w
sc(x; z)
∂ν(x)
}
ds(x).
9
Taking yˆ = −d, then the previous formula becomes
4piwsc∞(−d; z) + u˜in(z; d) =
∫
ΛR
{
wsc(x; z)
∂u˜in(x; d)
∂ν(x)
− u˜in(x; d)∂w
sc(x; z)
∂ν(x)
}
ds(x).(2.17)
On the other hand, adding (2.9) and (2.11) gives
usc(z; d) =
∫
ΛR
usc(x; d)
∂w(x; z)
∂ν(x)
− w(x; z)∂u
sc(x; d)
∂ν(x)
}ds(x). (2.18)
Substracting (2.13) from (2.17), we obtain
4piwsc∞(−d; z) =
∫
ΛR
{
w(x; z)
∂u˜in(x; d)
∂ν
− u˜in(x; d)∂w(x; z)
∂ν
}
ds(x). (2.19)
Finally, substracting (2.18) from (2.19) and using w = u = 0 on Γ, we have
4piwsc∞(−d; z)− usc(z; d) = 0,
which completes the proof Lemma 2.1 in case (iii).
The other two cases can be treated analogously.
Next, we state the symmetry of the scattered field for point source waves, that is,
the scattered field of a point source wave remains unchanged when the incident direction
and the observed direction are exchanged. Lemma 2.2 below extends the result of [8,
Theorem 3.17] from bounded obstacles to unbounded obstacles in a half space with local
perturbations.
Lemma 2.2. For scattering from locally perturbed sound-soft surfaces of a point source
wave, we have the symmetry relation
wsc(x; y) = wsc(y;x), x, y ∈ Ω.
Proof. Since x, y ∈ Ω, our proof can be divided into the following nine cases:
(i) x ∈ Ω\DR, y ∈ Ω\DR; (ii) x ∈ Ω\DR, y ∈ DR\Ω′;
(iii) x ∈ Ω\DR, y ∈ Ω ∩ Ω′; (iv) x ∈ DR\Ω′, y ∈ Ω\DR;
(v) x ∈ DR\Ω′, y ∈ DR\Ω′; (vi) x ∈ DR\Ω′, y ∈ Ω ∩ Ω′;
(vii) x ∈ Ω ∩ Ω′, y ∈ Ω\DR; (viii) x ∈ Ω ∩ Ω′, y ∈ DR\Ω′;
(ix) x ∈ Ω ∩ Ω′, y ∈ Ω ∩ Ω′.
We only consider case (ix), while the remaining eight cases can be verified in the
same manner. Note again that in the case (ix) the reflected and scattered fields are both
singular in Ω ∩ Ω′, but their sum turns out to be non-singular.
First of all, we choose R1 > R such that R1 > max{|x|, |y|}. Since y ∈ Ω ∩ Ω′, the
function wsc(x; y) is singular at x = y′. Applying the Green’s second theorem of wsc(·; y)
and w˜in(·;x) to DR1\DR, we get
0 = (
∫
S+R1
−
∫
S+R
){wsc(·; y)∂w˜
in(·;x)
∂ν
− w˜in(·;x)∂w
sc(·; y)
∂ν
}ds.
10
Letting R1 → ∞ and making use of the radiation conditions of wsc(·; y) and w˜in(·;x),
we obtain
0 =
∫
S+R
{wsc(·; y)∂w˜
in(·;x)
∂ν
− w˜in(·;x)∂w
sc(·; y)
∂ν
}ds. (2.20)
It is obvious that wsc(·; y) and w˜in(·;x) are singular in DR. As in the proof of (2.10), it
follows from (2.20) that
w˜sc(x; y)− w˜sc(x′; y) =
∫
ΛR
{wsc(·; y)∂w˜
in(·;x)
∂ν
− w˜in(·;x)∂w
sc(·; y)
∂ν
}ds. (2.21)
In DR1\DR, similar to the proof of (2.20), we obtain
0 =
∫
S+R
{w˜in(·; y)∂w˜
in(·;x)
∂ν
− w˜in(·;x)∂w˜
in(·; y)
∂ν
}ds. (2.22)
In addition, w˜in(·; y) is singular in DR due to y ∈ Ω ∩ Ω′. Using Green’s formula of
ω˜in(·, x) and ω˜in(·, y) in DR and combining with (2.22), we get
0 =
∫
ΛR
{w˜in(·; y)∂w˜
in(·;x)
∂ν
− w˜in(·;x)∂w˜
in(·; y)
∂ν
}ds. (2.23)
Arguing the same as in (2.23), we obtain
w˜sc(x′; y)− w˜sc(y′;x) =
∫
ΛR
{wsc(·; y)∂w
sc(·;x)
∂ν
− wsc(·;x)∂w
sc(·; y)
∂ν
}ds. (2.24)
Analogously, applying Green’s formula of wsc(·;x) and w˜in(·; y) in DR1\DR, we have
w˜sc(y;x)− w˜sc(y′;x) =
∫
ΛR
{wsc(·;x)∂w˜
in(·; y)
∂ν
− w˜in(·; y)∂w
sc(·;x)
∂ν
}ds. (2.25)
Adding (2.21) and (2.23), we get
w˜sc(x; y)− w˜sc(x′; y) =
∫
ΛR
{w(·; y)∂w˜
in(·;x)
∂ν
− w˜in(·;x)∂w(·; y)
∂ν
}ds. (2.26)
Subtracting (2.24) from (2.25), we obtain
w˜sc(y;x)− w˜sc(x′; y) =
∫
ΛR
{wsc(·;x)∂w(·; y)
∂ν
− w(·; y)∂w
sc(·;x)
∂ν
}ds. (2.27)
Finally, subtracting (2.26) from (2.27) and using w = u = 0 on Γ, we have wsc(y;x) =
wsc(x; y).
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Remark 2.3. Lemma 2.2 implies that w(x; y) = w(y;x), because w˜in(x; y) = w˜in(y;x).
This gives the symmetry of the Green’s function to locally perturbed rough surface
scattering problems.
The symmetry relation shown in Lemma 2.2 will be used in our uniqueness proof of
Theorem 2.2 below. It is seen from Theorem 2.2 that an unbounded scattering interface
with local perturbations can be uniquely determined by an infinite number of incident
waves with all directions and a fixed wave number. We shall carry out the proof following
the arguments of [18] but generalizes it to be applicable for scattering problems in a half
space.
Theorem 2.2. Assume Γ1 and Γ2 are two sound-soft surfaces with local perturbations
such that their far-field patterns usc1,∞(xˆ; d) and usc2,∞(xˆ; d) coincide for all directions
d ∈ S2− and one fixed wave number. Then Γ1 = Γ2.
Proof. We assume that Γj (j = 1, 2) is a surface with the local perturbation Λ
(j)
R . Let
uscj,∞(xˆ; d) be the far-field pattern of the scattered field u
sc
j (x; d), and let w
sc
j (x; z) be the
scattered field corresponding to the incoming point source, respectively. Supposing that
usc1,∞(xˆ; d) = u
sc
2,∞(xˆ; d), for all xˆ ∈ S2+, d ∈ S2−,
we need to prove that Γ1 = Γ2.
By Theorem 2.1, we have usc1 (x; d) = u
sc
2 (x; d) for all x ∈ G := Ω1 ∩ Ω2, d ∈ S2−.
Applying the mixed reciprocity relation (see Lemma 2.1), we obtain
wsc1,∞(yˆ;x) = w
sc
2,∞(yˆ;x),
for all yˆ ∈ S2+, x ∈ G. Similar to the proof of Theorem 2.1, for point source wave, we
can get
wsc1 (y;x) = w
sc
2 (y;x) for all x, y ∈ G.
It is sufficient to prove that Λ
(1)
R = Λ
(2)
R . Assume on the contrary that Λ
(1)
R 6= Λ(2)R .
We can always find a point x∗ ∈ ∂G such that x∗ ∈ Λ(1)R but x∗ /∈ Λ(2)R (see Figure 2
below). Define
Figure 2: The solid line is Λ
(1)
R , the dotted line is Λ
(2)
R .
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zn := x
∗ +
1
n
ν(x∗), n = 1, 2, · · ·
which lie in G for sufficiently large n. On the one hand, since x∗ ∈ Ω2, we know that
wsc2 (·;x∗) is continuously differentiable in a neighborhood of x∗ /∈ Γ2 from the Green’s
formula of wsc2 in Ω2. Owing to the symmetry relation of w
sc
2 (x
∗; ·) and the well-posedness
of the direct scattering problem with the Dirichlet boundary condition on Γ2, we have
lim
n→∞w
sc
2 (x
∗; zn) = lim
n→∞w
sc
2 (zn;x
∗) = wsc2 (x
∗;x∗) <∞.
On the other hand, using the Dirichlet boundary condition on Γ1, we get
lim
n→∞w
sc
1 (x
∗; zn) = − lim
n→∞ w˜
in
1 (x
∗; zn) =∞.
This contradicts the relation
wsc1 (x
∗; zn) = wsc2 (x
∗; zn) for all sufficiently large n.
Therefore, we get Λ
(1)
R = Λ
(2)
R .
2.2.2 Uniqueness with a single incident wave
In this subsection, we keep the symbols used in the previous section and suppose that f
is a piecewise linear function. In this case, ΛR is called a local perturbation of polyhedral
type, as shown in Figure 3. We shall prove in Theorems 2.3 and 2.4 that a polyhedral
surface can be uniquely determined by an incident plane wave or a single point source
wave.
Figure 3: Illustration of a locally perturbed polyhedral surface.
Theorem 2.3. Under the Dirichlet boundary condition, a polyhedral surface can be
uniquely determined by the far-field pattern of an incident plane wave.
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Figure 4: The solid line is Λ
(1)
R , the dotted line is Λ
(2)
R .
Proof. Denoting Γ1 and Γ2 two surfaces with local perturbations of polyhedral type (see
Figure 4). By our assumptions, the far-field patterns of Γ1 and Γ2 are identical, i.e.,
usc1,∞(xˆ; d) = u
sc
2,∞(xˆ; d), xˆ ∈ S2+, d ∈ S2−.
It follows from Theorem 2.1 that
usc1 (x; d) = u
sc
2 (x; d), x ∈ Ω1 ∩ Ω2, d ∈ S2−, (2.28)
implying that
u1(x; d) = u2(x; d), x ∈ Ω1 ∩ Ω2, d ∈ S2−. (2.29)
Now we assume that Γ1 6= Γ2. Without loss of generality, we assume that S :=
(Γ1\Γ2) ∩ ∂(Ω1 ∩ Ω2) 6= ∅. By (2.29), we get
u1(x; d) = u2(x; d) on S.
Recalling that u1(x; d) = 0 on S, we obtain
u2(x; d) = 0 on S. (2.30)
First, we define the nodal set of u2. A nodal set Σ consists of flat surfaces in Ω2
on which u2 vanishes. Each flat surface of Σ is called a cell. Obviously, a cell may be
bounded or unbounded. By (2.30), there exists a bounded cell Π ⊂ S. Denote by Π˜ the
maximum extension of Π in Ω2. Since u2 is analytic in Ω2, Π˜ also belongs to Σ. Without
loss of generality, we may assume that Π˜ is unbounded in the positive x3 direction. In
fact, if otherwise, one can always apply the reflection and path arguments to find a
new cell which is unbounded in the positive x3 direction. We note that this step has
been extensively studied in the literature for both bounded and unbounded obstacles
(see e.g., [1, 11, 13, 14, 21]) and we thus omit the details for simplicity. Readers can be
referred to Section 3 for the path and reflection arguments in electromagnetic scattering.
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In view of the radiation condition of usc2 , we have
lim
|x|→∞
|usc2 (x; d)| = 0, x ∈ Π˜. (2.31)
Without loss of generality, we may suppose that
Π˜ := {x3 = ax1 + bx2 + c, a, b, c ∈ R, a2 + b2 6= 0} ∩ {x3 ≥ L}, (2.32)
where L ∈ R is some positive number. In fact, if a2 + b2 = 0 in (2.32), one can reflect Γ2
with respect to the flat surface {x3 = c}. Consequently, by reflection principle for the
Helmholtz equation, one can find another unbounded flat surface of the form Π˜.
For x ∈ Π˜, it holds that
uin(x; d) + ure(x; d) = eik(αx1+βx2)[e−ikγx3 − eikγx3 ], (2.33)
where γ ∈ (0, 1]. In view of the definition of Π˜ and (2.33), one can find that
lim
|x|→∞
|usc2 (x; d)| = lim|x|→∞ | − u
in
2 (x; d)− ure2 (x; d)| 6= 0, x ∈ Π˜. (2.34)
This is a contradiction to (2.31). Therefore Γ1 = Γ2.
Theorem 2.4. Under the Dirichlet boundary condition, a polyhedral surface can be
uniquely determined by the far-field pattern of one point source wave.
Proof. We assume that Γ1 and Γ2 are two surfaces with local perturbations of polyhedral
type. Let y ∈ Ω1∩Ω2 be fixed and suppose that Γ1 and Γ2 have the same far field pattern,
i.e.,
wsc1,∞(xˆ; y) = w
sc
2,∞(xˆ; y), xˆ ∈ S2+, y ∈ Ω1 ∩ Ω2.
Recalling Theorem 2.1, we get
wsc1 (x; y) = w
sc
2 (x; y), w1(x; y) = w2(x; y), x ∈ Ω1 ∩ Ω2. (2.35)
Assuming Γ1 6= Γ2, we shall prove Theorem 2.4 by deriving a contradiction. We
assume that S := (Γ1\Γ2)∩ ∂(Ω1 ∩Ω2) 6= ∅. Due to the regularity and (2.35), we obtain
w1(x; y) = w2(x; y) on S.
Combining with the boundary conditions w1(x; y) = 0 on S, we have
w2(x; y) = 0 on S. (2.36)
Here, the nodal set is defined by flat surfaces (cells) in Ω2 on which w2 vanishes. Our
purpose is to find a bounded cell Π such that its maximum extension Π˜ in Ω2 fulfills
the following condition: the reflection of the point source y with respect to Π˜ still lies
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in Ω2. In fact, by (2.36) there exists a bounded cell Π1 ⊂ S. Let Π˜1 be the maximum
extension of Π1 in Ω2. Since w2(x; y) is real analytic in Ω2\{y}, it follows that
w2(x; y) = 0 on Π˜1. (2.37)
Repeating the reflection and path arguments used in [13, 14], one can always find a
desired flat surface whose maximum extension satisfies the above condition.
Since y∗ is the symmetric point of y with respect to the cell Π˜, in view of the reflection
principle for the Helmholtz equation, we get
w2(x; y) = −w2(x; y∗), x ∈ Ω2\{y}.
It is obvious that
lim
x→y∗ |w2(x; y)| = limx→y∗ | − w2(x; y
∗)| = lim
x→y∗ |w˜
in(x; y∗) + wsc(x; y∗)| =∞,
due to the singularity of w˜in(x; y∗) at x = y∗. On the other hand, it holds that
lim
x→y∗ |w2(x; y)| = |w2(y
∗; y)| = |w˜in(y∗; y) + wsc(y∗; y)| <∞.
This contradiction implies Γ1 = Γ2.
2.3 Uniqueness in determining sound-hard surfaces
The aim of this subsection is to carry over the uniqueness results established in Section
2.2 to sound-hard surfaces. We sketch the proofs, since most arguments are similar to
the sound-soft case. We first prove the Rellich lemma in a half space under the Neumann
boundary condition.
Theorem 2.5. Assume Γ1 and Γ2 are two sound-hard surfaces with local perturbations
such that their far-field patterns coincide for the plane wave with the direction d ∈ S2−.
Then
usc1 (x; d) = u
sc
2 (x; d) for all x ∈ Ω1 ∩ Ω2, d ∈ S2−.
Proof. Apparently, usc1 (x) satisfies the Helmholtz equation in Ω1. Applying even exten-
sion of usc1 (x) from R3+\B+R to R3 ∩ {|x| > R}, we thus obtain
W sc1 (x1, x2, x3) =

usc1 (x1, x2, x3), |x| > R, x3 > 0,
∂x3u
sc
1 (x1, x2, 0), |x| > R, x3 = 0,
usc1 (x1, x2,−x3), |x| > R, x3 < 0.
(2.38)
Arguing the same as in the proof of Theorem 2.1, we get
usc1 (x; d) = u
sc
2 (x; d) in Ω1 ∩ Ω2
for any d ∈ S2−.
16
Theorem 2.6. Assume Γ1 and Γ2 are two sound-hard surfaces with local perturbations
such that their far-field patterns usc1,∞(xˆ; d) and usc2,∞(xˆ; d) coincide for infinite incident
plane waves with all directions d ∈ S2− and one fixed wave number. Then Γ1 = Γ2.
Proof. Recalling that the boundary condition ∂νuj(x; d) = ∂νwj(x; z) = 0 on Γj(j =
1, 2), we can use the same method as in Lemma 2.1 to get the mixed reciprocity relation
4piwscj,∞(−d; z) = uscj (z; d), (2.39)
where z ∈ Ω, d ∈ S2−. In view of the boundary condition ∂νwj(·, x) = ∂νwj(·, y) =
0 on Γj , we can get the symmetry relation
wscj (x; y) = w
sc
j (y;x), x, y ∈ Ω, (2.40)
following the lines in the proof of Lemma 2.2. Consequently, we get wsc1 (y;x) = w
sc
2 (y;x)
for all y, x ∈ Ω. The proof can be carried out similarly to that of Theorem 2.2 by the
idea of blow-up of point sources to reach Γ1 = Γ2.
Theorem 2.7. Under the Neumann boundary condition, a polyhedral surface can be
uniquely determined by the far-field pattern of a point source wave or a plane wave with
an arbitrary incident direction.
Proof. Supposing on the contrary that Γ1 6= Γ2, we shall verify the uniqueness results
for point source and plane waves separately.
Case 1. A polyhedral surface can be uniquely determined by a point source wave. In
the Neumann case, the nodal set is defined by the flat surfaces (cells) with vanishing
normal derivative of the total field. By reflection and path arguments, one can always
find a cell Π such that its extension Π˜ fulfills the same condition in the proof of Theorem
2.4, which gives arise to the conclusion.
Case 2. A polyhedral surface can be uniquely determined by a plane wave with an
arbitrary incident direction. Let the flat surface Π and its extension Π˜ be the same as
those defined in the proof of Theorem 2.3. In particular, Π˜ can be extended to infinity
in the positive x3-direction and ∂νu2(x; d) = 0 on Π˜, where ν := (ν1, ν2, ν3) is the unit
normal vector of Π˜ directed into R3+. Without loss of generality, we assume
Π˜ := {x3 = Ax1 +Bx2 + C := F (x˜), A,B,C ∈ R, A2 +B2 6= 0} ∩ {x3 ≥ E}, (2.41)
where E ∈ R is some positive number. Obviously, ν = (−A \ h,−B \ h, 1 \ h) is the unit
normal vector of Π˜, where h :=
√
A2 +B2 + 1.
In view of the expressions of the incident plane wave and its reflected wave, we get
∂ν(u
in + ure)(x; d) = ikeik(αx1+βx2)[e−ikγx3(d · ν) + eikγx3(d′ · ν)], (2.42)
where d′ := (α, β, γ). From the construction of Π˜, we know
0 = ∂νu2(x; d) = ike
ik(αx1+βx2)[e−ikγx3(d · ν) + eikγx3(d′ · ν)] + ∂νusc2 (x; d), x ∈ Π˜.
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It is obvious that lim
|x|→∞
∂νu
sc
2 (x; d) = 0, x ∈ Π˜, due to the Sommerfeld radiation condi-
tion of usc2 . Hence,
0 = lim
|x|→∞
eik(αx1+βx2)[e−ikγx3(d · ν) + eikγx3(d′ · ν)], x ∈ Π˜. (2.43)
The relation (2.43) implies that
0 = lim
|x˜|→∞
[(d · ν) + e2ikγF (x˜)(d′ · ν)], x˜ ∈ Π˜. (2.44)
Recalling that the incident angle ϕ ∈ (−pi2 , pi2 ) and θ ∈ (0, 2pi), we can get α ∈ (−1, 1),
β ∈ (−1, 1) and γ ∈ (0, 1]. Obviously, d · ν and d′ · ν cannot be zero simultaneously.
Below, we will discuss two cases. Case (i): d · ν = 0. In this case, d′ · ν 6= 0, since
ν3 = 1/h 6= 0. Then, by (2.44) we find
0 = lim
|x˜|→∞
e2ikγF (x˜)(d′ · ν). (2.45)
We can always choose a sequence xn = (x˜n, x3) ∈ Π˜ such that lim|n|→∞ |F (x˜n)| = +∞. For
this sequence, it is easy to conclude that the limit on the right side of (4.8) does not
exist, which leads to a contradiction.
Case (ii): d · ν 6= 0. From (2.44), we get
−1 = lim
|x˜|→∞
e2ikγF (x˜)
d′ · ν
d · ν . (2.46)
Similar to the proof of Case (i), we can also derive a contradiction. This finishes the
proof of Γ1 = Γ2 for an incident plane wave.
3 Electromagnetic scattering problem
This section is concerned with the inverse time-harmonic electromagnetic scattering
problems of determining perfect conductors from far-field measurement of the scattered
electric fields. The forward electromagnetic scattering from a locally perturbed rough
surface is investigated in [23]. We note that the uniqueness results with infinitely many
plane waves (see Theorems 2.2 and 2.6 in the acoustic case) carry over to electromagnetic
scattering problems straightforwardly. Readers can be referred to [19] and [8, Chapter
7.1, Theorem 6.31] for more details in the case of a bounded conductor as well as the
mixed reciprocity relation in electromagnetic scattering. Hence, in this section we shall
pay our attention to the unique determination of polyhedral conductors with an electro-
magnetic source wave, which seems new even for bounded perfect conductors.
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3.1 Problem descriptions
It is supposed that the incoming electromagnetic field is generated by the electric dipole
located at some source position y ∈ R3:
H in(x, y, p) := curl [pΦ(x, y)], Ein(x, y, p) :=
i
k
curlH in(x, y, p), x 6= y, (3.1)
where p ∈ R3 is a constant vector representing the polarization and Φ is the fundamental
solution to the Helmholtz equation ∆u+k2u = 0 with a positive wave number k. We will
indicate the dependence of the scattered field and of the total field on the dipole point
y and the polarization p by writing Esc(x, y, p), Hs(x, y, p) and E(x, y, p), H(x, y, p),
respectively. Let D be a scatterer in R3 with Lipschitz boundary ∂D such that the
exterior De := R3\D of D is connected. The scatterer D gives rise to a pair of scattered
electromagnetic fields (Esc, Hsc) ∈ Hloc(curl ,De) × Hloc(curl ,De) which satisfies the
time-harmonic Maxwell equations
curlEsc − ikHsc = 0, curlHsc + ikEsc = 0 in De. (3.2)
For a perfect conductor, we have the perfectly conducting boundary condition, i.e.,
ν × E = 0 on ∂D, (3.3)
where ν is the unit outward normal to ∂D and E := Ein +Esc is the total electric field.
In this section we shall consider two cases of D.
Case (i): D is a compact subset in R3, which means a bounded perfect conductor. In
this case, The scattered field (Esc, Hsc) is required to satisfy the Silver-Mu¨ller radiation
condition
lim
r→∞(H
sc × x− rEsc) = 0 (3.4)
where r = |x| and the limit holds uniformly in all directions x̂ := x/r. In particular, the
electric field has the asymptotic form
Esc(x) =
eik|x|
|x|
{
Esc∞(xˆ) +O(
1
|x|)
}
, |x| → ∞,
where Esc∞ is known as the electric far-field pattern. It is well known that there exists
a unique solution (Esc, Hsc) ∈ Hloc(curl ,De) ×Hloc(curl ,De) of the scattering system
(3.2)-(3.4) (see e.g., [8, 25]). The inverse electromagnetic scattering problem we are
interested in is to determine D from knowledge of the tangential components ν ×Esc of
the electric far-field pattern Esc∞(·, y, p) measured on S2.
Case (ii): D is an unbounded scatterer but with a locally rough boundary ∂D =: Γ.
It is supposed that the boundary ∂D is given by the graph of a bounded and uniformly
Lipschitz continuous function x3 = f(x˜) such that f = 0 for |x˜| > R for some R > 0.
Observing that the incoming wave fulfills the Silver-Mu¨ller radiation condition (3.4), we
require the scattered field to fulfill the half-space Silver-Mu¨ller radiation condition in
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x3 > 0, giving rise to the electric far-field pattern E
sc∞(xˆ) for all xˆ ∈ S2+. The well-
posedness of this scattering problem (3.2)-(3.3) has been established in [23] under the
weaker Silver-Mu¨ller radiation condition of integral type for overfilled cavity scattering
problems. The inverse problem in this case is to determine D from Esc∞(xˆ) for all xˆ ∈ S2+.
Applications of these two inverse scattering problems occur in such diverse areas
as medical imaging, nondestructive testing, radar, remote sensing, and geophysical ex-
ploration. As in the acoustic case, one can easily see that these inverse problems are
formally determined with all x ∈ Γ, a single electric dipole located at y ∈ De and a
fixed polarization p ∈ R3, since the measurements Esc∞(xˆ) depend on the same number
of variables as the boundary ∂D to be reconstructed. The aim of this paper is to prove
the unique determination of polyhedral-type perfect conductors D by a single electric
dipole with a fixed wave number, a fixed dipole point and a fixed polarization. The main
tools we have used are the reflection principle for the Maxwell equations [24] and the
path arguments developed in [14].
3.2 Preliminary definition and reflection principle
In this subsection we introduce preliminary definitions and the reflection principle for
the Maxwell’s equations. We firstly clarify the definition of a general polyhedral scatterer.
Definition 3.1. (Polyhedral scatterer) A subset D ⊂ R3 is called a polyhedral scat-
terer if ∂D is the union of finitely many cells and the exterior De := R3\D of D is
connected. Here a cell is defined as the closure of an open connected subset of a two
dimensional hyperplane.
Note that the definition of a polyhedral scatterer is more general than the terminology
polyhedral obstacle used in the literature. A polyhedral obstacle is defined as the union of
finitely many convex polyhedra, which always coincides with the closure of its interior.
Hence, a polyhedral scatterer we have defined is more general since it can be equivalently
defined as the union of a polyhedral obstacle and finitely many cells.
Definition 3.2. (Perfect plane) Let Π be a two dimensional hyperplane in R3. A non-
void open connected component P ⊂ Π will be called a perfect plane of E if ν×E(·, y, p) =
0 on P.
In the following, without loss of generality, we will always assume that a perfect
plane P is meant to have been maximally connectedly extended in De\{y} since E is
analytic in any compact set in De\{y}.
Definition 3.3. (Perfect set) S is called a perfect set of E if
S := {x ∈ De : there exists a perfect plane P of E passing through x.}
Lemma 3.1. The perfect set S is closed, i.e., it contains all its limit points.
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Proof. Let {yn}∞n=1 be a sequence in S and y∗ ∈ De, such that yn → y∗ as n→∞. Let
Pn and Πn be the corresponding perfect plane and the hyperplane, respectively, passing
through yn such that νn×E = 0 on Pn, where νn is the unit normal to Πn. By possibly
choosing a subsequence, we may assume that νn → ν∗ as n → ∞. We further assume
that νn · ν∗ 6= 0. Denote by Π∗ be the hyperplane passing through y∗ with unit normal
ν∗.
If y∗ ∈ ∂D, then it is clear that y∗ ∈ S by the definition of S and the perfect
conducting boundary condition (3.3) on ∂D. Thus, in the following, we may assume
that y∗ ∈ De. Taking a sufficiently small ball Br(y∗) centered at y∗ with radius r such
that Br(y∗) ⊂ De\{y}. Here, y ∈ De is the dipole point of the electric dipole. A
direct consequence of this result is that Pn ∩ Br(y∗) = Πn ∩ Br(y∗). We will show that
P∗ := Br(y∗) ∩Π∗ is a perfect plane of E, i.e.,
ν∗ × E = 0 onP∗. (3.5)
To do this, for all x∗ ∈ P∗, let l∗ be the straight line passing through x∗ with direction
ν∗. Note that for all x ∈ l∗, we have x = x∗+ tν∗ for some t ∈ R. While for any x ∈ Πn,
we have (x − yn) · νn = 0. Since νn · ν∗ 6= 0, by straightforward calculations, we found
that the straight line l∗ intersects with each hyperplane Πn and the intersection points
xn := l
∗ ∩Πn are
xn = x
∗ + tnν∗ with tn =
(yn − x∗) · νn
νn · ν∗ , n = 1, 2, · · · .
Then
lim
n→∞ |xn − x
∗| = lim
n→∞ |tn| = limn→∞
∣∣∣∣(yn − x∗) · νnνn · ν∗
∣∣∣∣
≤ lim
n→∞
∣∣∣∣(yn − y∗) · νnνn · ν∗
∣∣∣∣+ limn→∞
∣∣∣∣(y∗ − x∗) · νnνn · ν∗
∣∣∣∣
= 0,
where we have used the fact that yn → y∗ and (y∗ − x∗) · ν∗ = 0. This means xn → x∗.
By possibly choosing a subsequence, we may assume that xn ∈ Br(y∗). This implies
that
ν∗ × E(x∗) = lim
n→∞ νn × E(xn) = 0
because of the fact that xn ∈ Pn. The proof is complete.
Denote by RΠ the reflection with respect to a hyperplane Π in R3. Now we are ready
to state the reflection principle for the Maxwell’s equations [24].
Lemma 3.2. (Reflection principle for the Maxwell’s equations w.r.t. perfect
planes) Suppose that Ω ⊂ R3 is a symmetric connected domain with respect to a two
dimensional hyperplane Π and that Λ := Ω ∩ Π 6= ∅. Denote by Ω+ and Ω− the two
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connected subdomains of Ω separated by Λ. If (E,H) solves (3.2) in Ω and ν × E = 0
on Λ, then (E,H) satisfies
E(x) +RΠ0E(RΠ(x)) = 0, H(x)−RΠ0H(RΠ(x)) = 0, x ∈ Ω, (3.6)
where Π0 is the hyperplane passes through the original point O and is parallel to Π.
The reflection principle described in Lemma 3.2 immediately gives us the following
properties of solutions to the Maxwell’s equations.
Corollary 3.1. With the notations used in Lemma 3.2, we suppose that (E,H) solves
(3.2) in Ω and ν × E = 0 on Λ.
(i) If Λ0 is a perfect plane of E in Ω
+, then RΠ(Λ0) ⊂ Ω− is also a perfect plane of E.
(ii) If E is singular at y ∈ Ω+, then E is also singular at y∗ := RΠ(y) ∈ Ω−.
From the second assertion of Corollary 3.1, we see the number of singularities of E
in Ω must be even. This fact will be utilized to justify the uniqueness within polyhedral
scatterers, since the total field has only one singular point (i.e., the dipole point of the
electric dipole) in the exterior De of the scatterer D under investigation.
Remark 3.1. From Lemma 3.2, one can see that the reflected electric field takes the
form
Ere(x) = −RΠEin(RΠ(x)) with Π := {x3 = 0}
where Ein is the electric dipole given in (3.1). If Ein = peikx·d with p⊥d and |d| =
1, one can prove the existence and uniqueness of the Silver-Mu¨ller radiation solution
E − Ein − Ere; see [23].
3.3 Uniqueness with a single incoming wave
In this section, we will present two uniqueness results in inverse electromagnetic scat-
tering by general polyhedral-type scatterer in R3. The basic ideal is from our previous
work on the acoustic case [14].
Theorem 3.1. Let D be a bounded perfect polyhedral scatterer. Then, for a fixed wave
number k > 0, the boundary ∂D can be uniquely determined by the electric far-field
pattern Esc∞(xˆ, y, p) for all xˆ ∈ S2 generated by a single electric dipole Ein(·, y, p) located
at a fixed dipole point y ∈ De and a fixed polarization p ∈ R3.
Proof. Assume that two bounded perfect polyhedral scatterers D1 and D2 generate the
same electric far-field pattern Esc∞,1(xˆ, y, p) = Esc∞,2(xˆ, y, p) on S2 due to an electric
dipole Ein(·, y, p) located at y ∈ Ω0 with the polarization p ∈ R3. Here, Ω0 denotes the
unbounded connected component of De1 ∩ De2. We are aimed at proving ∂D1 = ∂D2.
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By [8, Theorem 6.10] and the unique continuation of solutions to the Maxwell’s equations,
we see
E1(·, y, p) = E2(·, y, p) in Ω0\{y}. (3.7)
If ∂D1 6= ∂D2, without loss of generality we may always assume there exists a perfect
plane P0 of E1 in De1. This follows from the relation (3.7) together with the fact that
D1 and D2 are both polyhedral scatterers in the sense of Definition 3.1 and that D
e
j for
j = 1, 2 are connected. Next, we shall carry out the proof by deriving a contraction. For
clarity we divide our proof into three steps.
Step 1: Path argument. Let S1 be the perfect set of E1 as defined in Definition
3.3. The perfect set S1 6= ∅, because P0 ⊂ S1. Choose a point y0 ∈ P0 and a continuous
injective curve γ(t) for t ≥ 0 connecting y0 and the dipole point y of the electric dipole.
Without loss of generality, we assume that γ(0) = y0 and γ(T ) = y for some T > 0. Let
M be the set of intersection points of γ with S1, i.e.,
M = {yn : there exist a perfect plane Pn ⊂ S1 and tn ≥ 0 such that Pn ∩ γ(tn) = yn }.
It is clear that the points contained inM are uniformly bounded, since γ(t) is a bounded
curve with finite length. By Lemma 3.1, we know S1 is closed. This implies that M is
closed since γ(t) is also closed. Hence,M is compact, and we can find some t∗ > 0 such
that there exists a perfect plane P∗ of E1 intersecting with γ(t) at t = t∗ and that
γ(t) ∩M = ∅, ∀ T > t > t∗.
Denote by ν∗ be the unit normal to P∗ Note that t∗ < T , because ν∗ × E1 vanishes at
γ(t∗) but is singular at γ(T ) = y.
Step 2: Reflection argument. Let Π∗ be the hyperplane containing P∗. We now
apply Corollary 3.1 to prove the existence of a symmetric open set Ω ⊃ P∗ with respect
to Π∗ such that Ω ⊂ De1 and y ∈ Ω. This will be done in the following paragraph.
Choose x+ = γ(t∗+ ) for  > 0 sufficiently small such that t∗+  < t < T and define
x− := RΠ∗(x+). Let G± be the connected component of R3\{D1 ∪ P∗} containing x±,
and denote by Ω± the connected component of G± ∩ RΠ∗(G∓) containing x±. Setting
Ω := Ω+ ∪ P∗ ∪ Ω−, we observe that Ω ⊂ De1 is a connected symmetric domain with
respect to Π∗ whose boundary is a subset of (S1 ∪ ∂D1) ∪ RΠ∗(S1 ∪ ∂D1). Thus, by
Corollary 3.1 (i), ν × E1 = 0 on ∂Ω. It now remains to prove y ∈ Ω. Assume to the
contrary that y /∈ Ω. Since x+ = γ(t∗ + ) ∈ Ω+ and the continuous curve γ(t) for
t∗ +  < t < T lies in De1, γ(t) must intersect ∂Ω ∪RΠ∗(∂D1) at some t∗∗ > t∗ + . This
implies the existence of a new perfect plane intersecting γ(t) at t∗∗ > t∗, contradicting
the obtained perfect plane P∗ at t = t∗. Hence y ∈ Ω.
Step 3: End of the proof. Let Ω and Π∗ be given as in Step 2. We observe that
y∗ := RΠ∗(y) ∈ Ω, since y ∈ Ω and Ω is a connected symmetric domain with respect to
Π∗. By Corollary 3.1 (ii), E1 is also singular at y∗ ( 6= y). However, this is a contradiction
to the analyticity of E1 in Ω ⊂ De1\{y}. The proof is complete.
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Remark 3.2. To the best of our knowledge, it is still an open problem how to uniquely
determine the shape of a bounded perfect conductor with a single incoming wave (for
example, a plane wave or an electric dipole). It was proved in [14] that a sound-soft ball
can be uniquely determined by an acoustically point source wave. However, it remains
unclear to us the unique determination of perfectly conducting ball with an electric
dipole.
For electromagnetic scattering from a locally perturbed rough surface, we have the
analogous uniqueness result to Theorems 2.4 and 2.7 as follows.
Theorem 3.2. Let D be an unbounded perfect polyhedral scatterer with locally rough
boundary ∂D. Then, for a fixed wave number k > 0, the boundary ∂D can be uniquely
determined by the electric far-field data Esc∞(xˆ, y, p) for all xˆ ∈ S2+ generated by a single
electric dipole Ein(·, y, p) located at a fixed dipole point y ∈ De and a fixed polarization
p ∈ R3.
Proof. Using the reflection principle of Lemma 3.2, one can prove the one-to-one corre-
spondence between the electric far-field data Esc∞(xˆ, y, p) for all xˆ ∈ S2+ and the electric
field Esc(x) for x ∈ De\{y}; see Theorem 2.1 in the acoustic case. Repeating the re-
flection and path arguments in the proof of Theorem 3.1, one can verify Theorem 3.2
in the same manner. Note that although the surface ∂D is unbounded, the reflection
and path arguments for bounded polyhedral conductors are still applicable, because the
unperturbed ground plane {x3 = 0} is supposed to be known in advance.
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