Abstract-In Evolutionary Algorithms (EA), the selection scheme is a pivotal component, where it relies on the fitness value of individuals to apply the Darwinian principle of survival of the fittest. In Particle Swarm Optimization (PSO) there is only one place employed the idea of selection scheme in global best operator in which the components of best solution have been selected in the process of deriving the search and used them in generation the upcoming solutions. However, this selection process might be affecting the diversity aspect of PSO since the search infer into the best solution rather than the whole search. In this paper, new selection schemes which replace the global best selection schemes are investigated, comprising fitness-proportional, tournament, linear rank and exponential rank. The proposed selection schemes are individually altered and incorporated in the process of PSO and each adoption is realized as a new PSO variation. The performance of the proposed PSO variations is evaluated. The experimental results using benchmark functions show that the selection schemes directly affect the performance of PSO algorithm. Finally, a parameter sensitivity analysis of the new PSO variations is analyzed.
I. INTRODUCTION
Swarm intelligence is a discipline that deals with natural systems composed of many individuals that exhibit collective behavior, decentralized control, and self-organization [1] . Its principle depends on the method of communication and interaction between the individuals and their environment. The most important application on swarm intelligence is Particle Swarm Optimization (PSO) [2] . PSO was developed by Eberhart and Kennedy [3] . It simulates the social behavior of bird flocking or fish schooling. It is a stochastic optimization technique and is remarkably developing [4] . Its simplicity and effectiveness have caught the attention of scientists from all over the world [5] . It is used to obtain the best solution among the particles in a swarm. This solution is called the global best fitness, and the candidate solution that achieves this fitness is called the global best position [6] [7] [8] . During the improvement loop, other solutions are attracted by the global best position, whose diffusion is degraded. Thus, global selection is conducted solely from the best solution among all the solutions (particles) to improve the next generation [9, 10] . The other solutions are ignored; therefore, the diversity of exploration may be affected, given that the search is concerned with only a single point. In other words, the global best concept of the PSO algorithm uses the search space capacity of PSO, which may be loose and therefore result in premature convergence and quick stagnation without generating efficient results.
In this study, the global best concept of PSO is substituted with a new selection scheme borrowed from Genetic Algorithm (GA). These schemes are fitness-proportional, tournament, linear rank, and exponential rank. Each scheme constructs a new PSO variation. The PSO variations are evaluated using standard mathematical optimization functions. The results show the effectiveness of the proposed selection schemes. The remainder of this study is organized as follows: Section II presents the PSO algorithm. Section III discusses the proposed selection schemes incorporated with PSO. Section IV presents the computation results, analysis, and discussion. th International Conference on Information Technology doi:10.15849/icit.2015.0003 © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) Section V concludes the study and provides possible directions for future study.
II. PARTICLE SWARM OPTIMIZATION ALGORITHM PRINCIPLES
The Particle Swarm Optimization PSO is a populationbased optimization method proposed by Kennedy and Eberhart [11] . The behavior of PSO can be conceivable by comparing it to school of fish searching for optimal food sources, where the direction in which a fish moves is influenced by its current movement, the best food source it ever experienced.
PSO iteratively improves the accuracy of the solution to the optimization problem. Basically, optimization procedures are shown in flow chart as shown in Figure 1 . These steps are described as follows:
 Initialization: The n position vectors are randomly initialized {Xk (0), k = 1, 2,…, n }. The elements of Xk are uniformly distributed in a suitable range. Subsequently, the n velocity vectors {Vk (0), k = 1, 2,…, n } are randomly initialized with the elements uniformly distributed between the minimum and maximum values. The fitness of the particle is determined by the objective function [12] . The local best of each particle is initialized to its initial position and the global best to the best fitness among the best locals.  Update Velocity: Equation (1) updates the velocity of the particle [13] :
where C1 and C2 represent the weights of the stochastic acceleration terms to the Pibest and Pgbest positions, r1 and r2 represent the random function between 0 and 1, X represents the current position of the particle, Pibest is the best position of individual i until iteration t, Pgbest is the global best position among the whole particles, and W is the inertia weight that controls the acceleration of the particle in its optimal direction.  Update Position: The particle position of each particle is updated depending on the updated velocity in the following equation [14] . The updated position is based on equation (2) .
 Update the Local and Global Best: The fitness of each particle is evaluated based on the new updated position. If the updated position leads to a better objective function value, the local and the global best are updated.

Stopping Criteria: The three previous steps are repeated until the number of iterations is reached.
III. SELECTION SCHEMES
The evolutionary algorithm (EA) is generally characterized by several features, such as a high level of population diversity. It is considered to be the best method of searching [1] . EA is discriminated in diversity population to circumvent premature convergence. A higher rate of selection from an accumulative search may lead to the loss of diversity, which in turn results in premature convergence. By contrast, if the rate of selection from the existing search is small, the search depends on randomness. Thus, the slow convergence problem may be achieved.
Any selection scheme of EA consists of two main phases [15] : the selection phase, in which the selection probability is assigned to each solution in the population depending on its fitness, and the sampling phase, in which the probability controls of the sample are selected in the solutions to the next population.
Selection schemes are classified into static and dynamic schemes [16] . The selection probability of each solution in the static selection scheme is determined in advance and then remains constant during the search. Examples of this scheme include tournament selection, linear rank, and exponential rank. By contrast, the dynamic selection scheme updates the selection probability of each solution in the population at each evolution. Another classification categorizes the selection schemes into fitness-proportionate and rank-based schemes. The fitness-proportionate class calculates the selection probability based on the absolute fitness value of each individual, whereas the selection probability in the rank-based
class is determined based on fitness ranking rather than absolute fitness. A simple example of the fitness-proportionate scheme is the traditional proportional selection scheme. Some selection schemes have scaling problems that lead to premature convergence (e.g., proportionate selection). Other selection schemes suffer from the non-balance between fitness and the ability of reproduction (e.g., linear rank).
This study focuses on modifying the PSO algorithm by amending the method of selecting the global best solution. Figure 1 shows the procedure of selecting the global best. The minimum value of the global best remains stable until the end of the iterations. In this study, each proposed selection scheme is replaced with the original selection scheme. The following subsections present some of the random selection schemes that are suggested to the method used in PSO, which can be achieved by determining the working principle for each selection method when searching for sampling and selection probability for each variable in a new PSO.
A. Proportional Selection Scheme
The proportional (or roulette wheel) selection scheme proposed by Holland and John is the most traditional selection method [17] . In this method, the selection probability depends on the absolute fitness value of any solution compared with those of the other solutions in the population. The selection probability Pi for the solution i is proportional to its fitness value, which is calculated using equation ( If (sum_prob ≥ r) then 8:
found = True 10:
End If 11:
Tournament Selection Scheme
Tournament selection is among the most popular selection methods in genetic algorithms. It was initially proposed by Grefenstette and Baker [18] . Algorithm (2) shows the principle of tournament selection work, which starts from the random selection of t individuals from P(t) population and then proceeds to the selection of the best individual from tournament t. This procedure is repeated n times. The best choice is frequently between two individuals, and this scheme is called binary tournament, where the choice is between t individuals called tournament size [19] .
Algorithm 2. Pseudocode for the Tournament Selection Scheme

1:
Choose K (the tournament size) individuals from the population at random. 2: Choose the best individual from pool / tournament with probability P. 3: Choose the second best individual with probability P*(1-P). 4: Choose the third best individual with probability P*((1-P) ^2). 5: And so on...
C. Linear Ranking Selection Scheme
Linear ranking is another selection scheme that was developed to overcome the disadvantages of the proportional selection scheme [20] . Rank selection schemes are developed to determine the selection probability of the solutions stored in PSO based on the solution fitness rank as shown in equation (4) . The linear ranking selection scheme is based on the rank of individuals rather than on their fitness. Rank n is assigned to the best individual, whereas rank 1 is assigned to the worst individual. Thus, based on its rank, each individual i has the probability of being selected given by the expression [21] .
Once all individuals of the current population are ranked, the procedure of the linear rank selection scheme can be implemented based on Algorithm (3).
D. Exponential Ranking Selection Scheme
Exponential ranking selection sorts the probabilities of the ranked individuals by exponentially weighted as shown in
equation (5). The main of the exponent C is situated between 0 and 1. If C 1, the difference in the selection probability between the best and the worst solutions is lost. If C 0, the difference in the selection probability becomes increasingly large and follows an exponential curve along the ranked solution. 
Select the j th individual 10:
End For. 12: End For.
Algorithm (4) for the exponential ranking, it is similar to that for the linear ranking. The only difference is in the calculation of the selection probabilities as stated in algorithm (5).
IV. COMPUTATIONAL RESULTS, ANALYSIS AND DISCUSSION
This section experimentally evaluates the new selection schemes. The five variations of the PSO algorithm proposed in this study are distinguished. Each variation uses a particular selection scheme that is incorporated with the PSO algorithm:
It uses the PSO algorithm with the global best selection scheme. It uses the PSO algorithm with the linear rank selection scheme.
5) Exponential rank Particle Swarm Optimization (EPSO): It uses the PSO algorithm with the exponential rank selection scheme.
All the experiments are conducted using a computer with processor Intel(R) Core (TM) 2 Quad CPU Q9400@2.66 GHz with 4 GB of RAM and 32-bit for Microsoft Windows 7 Professional. The source code is implemented using MATLAB (R2010a). This study applies 14 benchmarks minimization problems to compare the different selection schemes using a
large test set that involves function optimization [22] . The results of the benchmark minimization functions are used to compare the default selection schemes of PSO with the proposed selection schemes in this research. [24] , acceleration coefficient C1 and C2 = (1.5, 2, and 2.5) [25] , and weight W = (0.5, 0.7, and 0.9) [26] . Each run is iterated 100,000 times.
The best parameter setting for each variation is recorded in Table I . A series of experiments is then conducted using five convergence scenarios, each of which varies in terms of parameter settings, as shown in Table I . Each convergence scenario investigates the capability of the five parameters, and each of these parameters includes a set of values. For example the first scenario contains the GPSO with its best value of each parameter, as shown D=30, C1=1.5, C2=2, W=0.7 and pop. size= 50, These values determined as a best value for the experiments, and so on for all scenarios.
A big size of dimensions requires more function evaluations. Meanwhile, increasing the computing efforts for convergence increases the reliability of the algorithm. The main point of this study is to maintain a balance between Page | 20 reliability and cost. Thus, the best value for the dimension size should be between 10 and 30 and should not be larger than 30 when the problem is complicated. The results obtained in this study are consistent with those of other researchers [4, 10, 27] .
The acceleration coefficients C1 and C2 often have the same value. Based on the different empirical studies, the best value for the acceleration coefficients is C1 = C2 = C/2, where C is the total of acceleration coefficients. If C is small, then the algorithm explores slowly. [28] Kennedy suggests the same previous equation to determine C1 and C2: (C1 + C2 ≤ 4.0).
The inertia weight causes a significant increase in the convergence speed and a better balance between the exploitation and exploration of the solution space, while the complexity of the algorithm increases only slightly. Therefore, the recommended inertia weight is between 0.5 and 0.9 [26] .
Selecting a population size (number of particles) of 50 is recommended for higher dimensional problems, and a population size of [30, 50] is appropriate for lower dimensional problems. The values of population size are compatible with previous studies [24, 29, 30] . A summary of the 14 global minimization benchmark functions used to evaluate PSO variations is presented in this study. Most of these functions were previously used in [4, 9, 31, 32] . These benchmark functions provide a trade-off between unimodal and multimodal functions. Figure 2 shows the best solutions found by the PSO variations using the 14 benchmark functions. As mentioned previously the objective form using benchmark functions is to find the minimum solution and this depend on each benchmark [33] , for example in the most of a benchmark the optimal value that close to Zero. On another hand, the optimal value for some benchmark is close to (-450) like shifted benchmark functions. This is exactly shown in figure 2, all selection schemes try to be close to the optimal solution but TPSO got the first rank on the contrary EPSO got the worst solution, PPSO, GPSO and LPSO are respectively among them.
Tables II and III summarize the results of the PSO variations using the 14 benchmark functions in each convergence scenario, as shown in Table I. The results in Tables II and III are arranged from sen1 to sen5 to save the best value for each parameter, which means in sen5 each of the selection schemes has the best values of parameters. Each PSO variation runs 30 replications, and the numbers in the table refer to the mean and standard deviations (within the parentheses below the mean value). The best solutions are highlighted in bold (i.e., the lowest is the best).
The results show that TPSO achieves the best results for all the benchmark functions. GPSO and PPSO achieve the eight best results for the Sphere, Schwefel problem 2.22, Step, Rosenbrock, Rotated hyper-ellipsoid, Rastrigin, Ackley, and Griewank benchmark functions. LPSO achieves the best results for most of the benchmark functions. By contrast, EPSO achieves poor results when compared with the other selection schemes, especially for the Rotated hyper-ellipsoid, Rastrigin, Shifted Sphere, and Shifted Rosenbrock benchmark functions.
V. CONCLUSION AND FUTURE WORK
This study proposed new variations of PSO based on different selection schemes. Each variation is a PSO incorporated with a selection scheme. The proposed PSO these schemes perform better than GPSO. TPSO (the first position) achieves the best results, followed by PPSO and GPSO, whose results are close to each other. LPSO and EPSO are in the fourth and last positions, respectively. This study is an initial exploration of selection schemes in the PSO algorithm. Future work should analyze these selection schemes in terms of takeover time [7] . The PSO performance in other benchmark and real-life problems should be investigated as well.
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