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Abstract
We concentrate on kinetic models for swarming with individuals interacting through
self-propelling and friction forces, alignment and noise. We assume that the velocity of
each individual relaxes to the mean velocity. In our present case, the equilibria depend
on the density and the orientation of the mean velocity, whereas the mean speed is not
anymore a free parameter and a phase transition occurs in the homogeneous kinetic
equation. We analyze the profile of equilibria for general potentials identifying a family
of potentials leading to phase transitions. Finally, we derive the fluid equations when the
interaction frequency becomes very large.
Keywords: Swarming, Cucker-Smale model, Phase transition.
AMS classification: 92D50, 82C40, 92C10.
1 Introduction
This paper concerns the derivation of fluid models for populations of self-propelled individuals,
with alignment and noise [18, 23, 24] starting from their kinetic description. The alignment
between particles is imposed by relaxing the individuals velocities towards the mean velocity
[19, 20, 25, 31, 33, 37]. We refer to [38, 16, 29, 17, 6, 7, 32, 21, 22] and the references therein
for a derivation of kinetic equations for collective behavior from microscopic models.
We concentrate on models with phase transition [2, 3, 36, 26, 27, 30, 41]. We denote
by f = f(t, x, v) ≥ 0 the particle density in the phase space (x, v) ∈ Rd × Rd, with d ≥ 2.
The self-propulsion and friction mechanism writes divv{f∇vV (| · |)}, where v 7→ V (|v|) is a
confining potential. When considering Vα,β(|v|) = β |v|
4
4 − α |v|
2
2 , with α, β > 0, we obtain
the term divv{f(β|v|2 − α)v} see [12, 13] and also [9, 10, 11] for results based on averaging
methods in magnetic confinement. The relaxation towards the mean velocity is given by
divv{f(v − u[f ])} cf. [28], where for any particle density the notation u[f ] stands for the
mean velocity
u[f ] =
∫
Rd
f(v) v dv∫
Rd
f(v) dv
.
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Including noise with respect to the velocity variable, we obtain the Fokker-Planck type equa-
tion
∂tf+v ·∇xf = Q(f) := divv{σ∇vf+f(v−u[f ])+f∇vV (| · |)}, (t, x, v) ∈ R+×Rd×Rd . (1)
When considering large time and space scales in (1), we are led to the kinetic equation
∂tf
ε + v · ∇xf ε = 1
ε
Q(f ε), (t, x, v) ∈ R+ × Rd ×Rd. (2)
We investigate the asymptotic behavior of the family (f ε)ε>0, when ε becomes small. We
expect that the limit density f(t, x, ·) = limεց0 f ε(t, x, ·) is an equilibrium for the interaction
mechanism
Q(f(t, x, ·)) = 0, (t, x) ∈ R+ × Rd.
For any u ∈ Rd we introduce the notations
Φu(v) =
|v − u|2
2
+ V (|v|), Z(σ, u) =
∫
Rd
exp
(
−Φu(v)
σ
)
dv, Mu(v) =
exp
(
−Φu(v)σ
)
Z(σ, u)
.
Actually the function Z depends only on σ and |u|, see Proposition 2.1, and thus we will
write Z = Z(σ, l = |u|). Notice that for any smooth particle density f and any u ∈ Rd we
have
σ∇vf + f(v − u[f ]) + f∇vV (| · |) = σMu(v)∇v
(
f
Mu
)
leading to the following representation formula
Q(f) = σdivv
(
Mu[f ]∇v
(
f
Mu[f ]
))
.
Multiplying by f/Mu[f ] and integrating by parts with respect to the velocity imply that any
equilibrium satisfies
f = ρ[f ]Mu[f ], ρ[f ] =
∫
Rd
f(v) dv.
Recall that u[f ] is the mean velocity, and therefore we impose∫
Rd
f(t, x, v)(v − u[f(t, x, ·)]) dv = 0, (t, x) ∈ R+ × Rd. (3)
Notice that Φu is left invariant by any orthogonal transformation preserving u. Consequently,
we deduce (see Proposition 2.1) that
∫
Rd
f(v) v dv is parallel to u, and therefore the constraint
(3) fix only the modulus of the mean velocity, and not its orientation (which remains a free
parameter).
Our first important observation gives a characterization to find the bifurcation diagram
of stationary solutions of Q(f) = 0. We prove that Mu is an equilibrium if and only if l = |u|
is a critical point of Z(σ, ·), cf. Proposition 2.1. Moreover, several values for |u|, or only one
are admissible, depending on the diffusion coefficient σ. In that case we will say that a phase
transition occurs. Notice that in this work we do not distinguish between phase transitions
and bifurcation points. For any particle density f = f(v), the notation Ω[f ] stands for the
orientation of the mean velocity u[f ], if u[f ] 6= 0
Ω[f ] =
u[f ]
|u[f ]| =
∫
Rd
f(v) v dv∣∣∫
Rd
f(v) v dv
∣∣
2
and any vector in Sd−1, if u[f ] = 0. Here Sd−1 is the set of unit vectors in Rd. Notice also
that we always have
u[f ] = |u[f ]| Ω[f ].
Finally, for any (t, x) ∈ R+×Rd, the limit particle density is a von Mises-Fisher distribution
f(t, x, v) = ρ(t, x)M|u|Ω(t,x)(v) parametrized by the concentration ρ(t, x) = ρ[f(t, x, ·)] and
the orientation Ω(t, x) = Ω[f(t, x, ·)]. We identify a class of potentials v 7→ V (|v|) such
that a phase transition occurs and we derive the fluid equations satisfied by the macroscopic
quantities ρ,Ω. More exactly we assume that the potential v 7→ V (|v|) satisfies
lim
|v|→+∞
|v|2
2 + V (|v|)
|v| = +∞ (4)
(such that Z is well defined) and belongs to the family V defined by: there exists σ0 > 0
verifying
1. For any 0 < σ < σ0 there is l(σ) > 0 such that Z(σ, l) is stricly increasing on [0, l(σ)]
and strictly decreasing on [l(σ),+∞[;
2. For any σ ≥ σ0, Z(σ, l) is strictly decreasing on [0,+∞[.
The first important result in this work shows that potentials in V have a phase transition at
σ = σ0 as shown in Section 2.
Remark 1.1 The potential V (|v|) = β |v|44 − α |v|
2
2 belongs to the family V as shown in [40,
3, 36] in any dimension.
Theorem 1.1 Assume that the potential v 7→ V (|v|) satisfies (4), belongs to the family V
defined above and that 0 < σ < σ0. Let us consider (f
ε)ε>0 satisfying
∂tf
ε + v · ∇xf ε = 1
ε
divv{σ∇vf ε + f ε(v− u[f ε] +∇vV (| · |) )}, (t, x, v) ∈ R+ ×Rd ×Rd. (5)
Therefore, at any (t, x) ∈ R+×Rd the dominant term in the Hilbert expansion f ε = f+εf1+...
is an equilibrium distribution of Q, that is f(t, x, v) = ρ(t, x)Mu(t,x)(v), where
u(t, x) = l(σ)Ω(t, x), (t, x) ∈ R+ × Rd (6)
∂tρ+ divx(ρu) = 0, (t, x) ∈ R+ × Rd (7)
∂tΩ+ l(σ)c⊥ (Ω · ∇x)Ω + σ
l(σ)
(Id − Ω⊗ Ω)∇xρ
ρ
= 0, (t, x) ∈ R+ × Rd. (8)
The constant c⊥ is given by
c⊥ =
∫
R+
rd+1
∫ π
0 cos θ χ(cos θ, r) e(cos θ, r, l(σ)) sin
d−1 θ dθdr
l(σ)
∫
R+
rd
∫ π
0 χ(cos θ, r) e(cos θ, r, l(σ)) sin
d−1 θ dθdr
and the function χ solves
−σ∂c
[
rd−3(1− c2) d−12 e(c, r, l(σ))∂cχ
]
− σ∂r
[
rd−1(1− c2) d−32 e(c, r, l(σ))∂rχ
]
(9)
+ σ(d− 2)rd−3(1− c2) d−52 e(c, r, l(σ))χ = rd(1− c2) d−22 e(c, r, l(σ)), (c, r) ∈]− 1, 1[×R+
where e(c, r, l) = exp
(
− r22σ + rclσ − V (r)σ
)
.
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Remark 1.2 Several considerations regarding the hydrodynamic equations (6)-(8) and the
asymptotic limit to obtain them are needed:
• The asymptotic limit in (5) is different from the one analysed in [13] where the friction
term is penalized at higher order. The main technical difficulty in [13] compared to our
present work is that to solve for the different orders on the expansion in [13] we had to
deal with Fokker-Planck equations on the velocity sphere with speed
√
α
β .
• The hydrodynamic equations (6)-(8) in the particular case of the potential V (|v|) =
β |v|
4
4 − α |v|
2
2 recover the ones obtained in [28, 26, 27, 13] by taking the limit α → ∞
with β/α = O(1). In this limit, the particle density f is squeezed to a Dirac on the
velocity sphere with speed
√
α
β . The constants can be computed exactly based on [36]
and they converge towards the exact constants obtained in [28, 27, 13]. This is left to
the reader for verification.
• The hydrodynamic equations (6)-(8) have the same structure as the equations derived
in [28, 27, 13] just with different constants, and therefore they form a hyperbolic system
as shown in [28, Subsection 4.4].
When V (| · |) belongs to the family V, we know that |u| ∈ {0, l(σ)}, for any 0 < σ < σ0
and |u| = 0 for any σ ≥ σ0. There is no time evolution for |u|. But the modulus of the mean
velocity evolves in time for other potentials. For example, let us assume that there is σ > 0,
0 ≤ l1(σ) < l2(σ) ≤ +∞ such that the function l 7→ Z(σ, l) is stricly increasing on [0, l1(σ)],
constant on [l1(σ), l2(σ)[, and strictly decreasing on [l2(σ),+∞[. In that case, we obtain a
balance for |u| as well.
Theorem 1.2 Assume that the potential v 7→ V (|v|) satisfies (4) and verifies the above
hypothesis for some σ > 0. Let us consider (f ε)ε>0 satisfying
∂tf
ε + v · ∇xf ε = 1
ε
divv{σ∇vf ε + f ε(v − u[f ε] +∇vV (| · |) )}, (t, x, v) ∈ R+ × Rd ×Rd.
Therefore, at any (t, x) ∈ R+×Rd the dominant term in the Hilbert expansion f ε = f+εf1+...
is an equilibrium distribution of Q, that is f(t, x, v) = ρ(t, x)Mu(t,x)(v), where
∂tρ+ divx(ρu) = 0, (t, x) ∈ R+ × Rd (10)
∂tu+ [c⊥(Id − Ω⊗ Ω) + c‖Ω⊗ Ω](u · ∂x)u+ [(c⊥ − 1)(Id − Ω⊗ Ω) + (c‖ − 1)Ω ⊗ Ω]∇x
|u|2
2
+ σ
∇xρ
ρ
+ c′‖ divxΩ |u|u = 0, (t, x) ∈ R+ × Rd. (11)
The constants c⊥, c‖, c
′
‖ are given by
c⊥ =
∫
R+
rd+1
∫ π
0 cos θ χ(cos θ, r) e(cos θ, r, |u|) sind−1 θ dθdr
|u| ∫
R+
rd
∫ π
0 χ(cos θ, r) e(cos θ, r, |u|) sind−1 θ dθdr
c‖ =
∫
R+
rd+1
∫ π
0 cos
2 θ χΩ(cos θ, r) e(cos θ, r, |u|) sind−2 θ dθdr
2|u| ∫
R+
rd
∫ π
0 cos θχΩ(cos θ, r) e(cos θ, r, |u|) sind−2 θ dθdr
c′‖ =
∫
R+
rd+1
∫ π
0 χΩ(cos θ, r) e(cos θ, r, |u|) sind θ dθdr
(d− 1)|u| ∫
R+
rd
∫ π
0 cos θχΩ(cos θ, r) e(cos θ, r, |u|) sind−2 θ dθdr
4
the function χ solves (9) and the function χΩ solves
−σ∂c{rd−3(1− c2)
d−1
2 e(c, r, |u|)∂cχΩ} − σ∂r{rd−1(1− c2)
d−3
2 e(c, r, |u|)∂rχΩ}
= rd−1(rc− |u|)(1 − c2) d−32 e(c, r, |u|), (c, r) ∈]− 1, 1[×]0,+∞[.
Our paper is organized as follows. In Section 2 we investigate the function Z, whose variations
will play a crucial role when determining the equilibria of the interaction mechanism Q. We
identify a family of potentials such that a phase transition occurs for some critical diffusion
coefficient σ0. Section 3 is devoted to the study of the linearization of Q and of its formal
adjoint. We are led to study the spectral properties of the pressure tensor. The kernel of
the adjoint of the linearization of Q is studied in Section 4. These elements will play the
role of the collision invariants, when determining the macroscopic equations by the moment
method. The main results, Theorem 1.1, 1.2, are proved in Section 5. Some examples are
presented in Section 6.
2 Phase transitions and Potentials: Properties of Equilibria
For any u ∈ Rd we denote by Tu the family of orthogonal transformations of Rd preserving
u. Notice that T0 is the family of all orthogonal transformations of Rd.
Remark 2.1 The functions on Rd which are left invariant by the family T0 are those de-
pending only on |v|. The functions on Rd which are left invariant by the family Tu, u 6= 0,
are those depending on v · u and |v|.
Lemma 2.1 Let u be a vector in Rd and a : Rd → Rd be a integrable vector field on Rd,
which is left invariant by the family Tu i.e.,
a(tOv) = tOa(v), v ∈ Rd, O ∈ Tu.
Then
∫
Rd
a(v) dv ∈ Ru.
Proof. For any O ∈ Tu, we have∫
Rd
a(v) dv =
∫
Rd
a( tOv′) dv′ = tO
∫
Rd
a(v′) dv′.
For any ξ ∈ Sd−1 ∩ (Ru)⊥, we consider Oξ = Id − 2ξ ⊗ ξ ∈ Tu, and thus we obtain∫
Rd
a(v) dv = (Id − 2ξ ⊗ ξ)
∫
Rd
a(v′) dv′,
or equivalently ξ · ∫
Rd
a(v) dv = 0. Therefore, we have
∫
Rd
a(v) dv ∈ ((Ru)⊥)⊥ = Ru.
We assume that
lim
|v|→+∞
|v|2
2 + V (|v|)
|v| = +∞. (12)
Observe that
Z(σ, u) = exp
(
−|u|
2
2σ
)∫
Rd
exp
(
−
|v|2
2 + V (|v|)
σ
+
v · u
σ
)
dv
≤ exp
(
−|u|
2
2σ
)∫
Rd
exp
[
−|v|
σ
(
|v|2
2 + V (|v|)
|v| − |u|
)]
dv,
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and therefore, under the hypothesis (12), it is easily seen that Z(σ, u) is finite for any σ > 0
and u ∈ Rd. Similarly we check that for any σ > 0 and u ∈ Rd, all the moments of Mu are
finite ∫
Rd
|v|pMu(v) dv < +∞, p ∈ N.
For further developments, we recall the formula∫
Rd
χ
(
v · Ω
|v| , |v|
)
dv = |Sd−2|
∫
R+
rd−1
∫ π
0
χ(cos θ, r) sind−2 θ dθdr, (13)
for any non negative measurable function χ = χ(c, r) :] − 1, 1[×R⋆+ → R, any Ω ∈ Sd−1 and
d ≥ 2. Here |Sd−2| is the surface of the unit sphere in Rd−1, for d ≥ 3, and |S0| = 2 for d = 2.
Proposition 2.1 Assume that the potential v 7→ V (|v|) satisfies (12). Then the following
statements hold true :
1. The function Z(σ, u) depends only on σ and |u|. We will simply write∫
Rd
exp
(
−Φu(v)
σ
)
dv = Z(σ, l = |u|).
2. For any u ∈ Rd, we have ∫
Rd
Mu(v)v dv ∈ R+u and obviously,
∫
Rd
M0(v)v dv = 0.
3. The von Mises-Fisher distribution Mu is an equilibrium if and only if ∂lZ(σ, l) = 0.
For any σ > 0,M0(v) = Z
−1(σ, 0) exp (−Φ0(v)/σ) is an equilibrium.
Proof.
1. Applying formula (13) with Ω = u/|u|, if u 6= 0, and any Ω ∈ Sd−1 if u = 0, we obtain
Z =
∫
Rd
exp
(
−|v|
2
2σ
− |u|
2
2σ
+
v · u
σ
− V (|v|)
σ
)
dv
= |Sd−2| exp
(
−|u|
2
2σ
)∫
R+
exp
(
− r
2
2σ
− V (r)
σ
)
rd−1
∫ π
0
exp
(
r|u| cos θ
σ
)
sind−2 θ dθdr,
and therefore Z depends only on σ and |u|.
2. We consider the integrable vector field a(v) = Mu(v)v, v ∈ Rd. It is easily seen that for
any O ∈ Tu, we have
Φu(
tOv) = Φu(v), Mu( tOv) =Mu(v), v ∈ Rd,
and therefore the vector field a is left invariant by Tu. Our conclusion follows by Lemma 2.1.
It remains to check that
∫
Rd
Mu(v)(v · u) dv > 0, when u 6= 0. Indeed, we have
Z
∫
Rd
Mu(v)(v · u) dv =
∫
v·u>0
[
exp
(
−Φu(v)
σ
)
− exp
(
−Φu(−v)
σ
)]
(v · u) dv,
and we are done observing that for any v such that v · u > 0 we have
−Φu(v) = −|v|
2
2
+ v · u− |u|
2
2
− V (|v|) > −|v|
2
2
− v · u− |u|
2
2
− V (|v|) = −Φu(−v).
3. The von Mises-Fisher distributionMu is an equilibrium if and only if
∫
Rd
Mu(v)(v−u) dv =
0. By the previous statement we know that
∫
Rd
Mu(v)v dv ∈ Ru and therefore Mu is an
6
equilibrium iff
∫
Rd
Mu(v)(v · Ω − |u|) dv = 0, where Ω = u|u| if u 6= 0 and Ω is any vector in
S
d−1 if u = 0. But we have
∂lZ(σ, |u|) = |Sd−2| exp
(
−|u|
2
2σ
)∫
R+
exp
(
− r
2
2σ
− V (r)
σ
)
rd−1 (14)
×
∫ π
0
exp
(
r|u| cos θ
σ
)
r cos θ − |u|
σ
sind−2 θ dθdr
=
∫
Rd
exp
(
−Φu(v)
σ
)
v · Ω− |u|
σ
dv
=
Z(σ, |u|)
σ
∫
Rd
Mu(v)(v · Ω− |u|) dv,
and therefore Mu is an equilibrium if and only if l = |u| is a critical point of Z(σ, ·).
Remark 2.2 As Z depends only on σ, |u|, we can write
Z(σ, |u|) =
∫
Rd
exp
(
−|v − Ω|u||
2
2σ
− V (|v|)
σ
)
dv
=
∫
Rd
exp
(
−|v|
2
2σ
+
(v · Ω)|u|
σ
− |u|
2
2σ
− V (|v|)
σ
)
dv,
for any Ω ∈ Sd−1 and u ∈ Rd. We deduce that for any Ω ∈ Sd−1 and u ∈ Rd, we have
∂lZ(σ, |u|) =
∫
Rd
exp
(
−|v|
2
2σ
+
(v · Ω)|u|
σ
− |u|
2
2σ
− V (|v|)
σ
)
v · Ω− |u|
σ
dv
=
∫
Rd
exp
(
−Φ|u|Ω(v)
σ
)
v · Ω− |u|
σ
dv
=
∫
Rd
exp
(
−Φu(v)
σ
)
(v − u) · Ω[u]
σ
dv
and
∂2llZ(σ, |u|) =
∫
Rd
exp
(
−Φ|u|Ω(v)
σ
)
[v · Ω− |u| ]2 − σ
σ2
dv
=
∫
Rd
exp
(
−Φu(v)
σ
)
[(v − u) · Ω[u] ]2 − σ
σ2
dv,
where Ω = u|u| if u 6= 0 and Ω is any vector in Sd−1 if u = 0 (compare with (14), established
for Ω = u/|u|, if u 6= 0).
At this point, we know that for any σ > 0, the equilibria are related to the critical points
of Z(σ, ·). In order to find possible bifurcation points of the disordered state u = 0, let us
analyze the variations of Z(σ, ·) for small σ. We assume the following hypothesis on the
potential
V (| · |) ∈ C2(Rd), v 7→ |v|
2
2
+ V (|v|) is strictly convex on Rd. (15)
7
For such a potential, we can minimize Φu(v) with respect to v ∈ Rd, for any u ∈ Rd. Indeed,
the function Φu is convex, continuous on R
d and
Φu(v) =
|v − u|2
2
+ V (|v|) = |v|
2
2
+ V (|v|) − v · u+ |u|
2
2
= |v|
(
|v|2
2 + V (|v|)
|v| −
v · u
|v|
)
+
|u|2
2
≥ |v|
(
|v|2
2 + V (|v|)
|v| − |u|
)
+
|u|2
2
.
By (12) we deduce that lim|v|→+∞Φu(v) = +∞ and therefore Φu has a minimum point
v ∈ Rd. This minimum point is unique (use v − u + (∇vV (| · |))(v) = 0 and the strict
convexity of v 7→ |v|22 + V (|v|) ). We intend to analyze the sign of ∂lZ(σ, |u|) for small σ.
Performing the change of variable v = v +
√
σw leads to
∂lZ(σ, |u|)σ1−d/2 exp
(
Φu(v)
σ
)
=
∫
Rd
exp
(
−Φu(v)− Φu(v)−∇vΦu(v) · (v − v)
σ
)
(16)
× (v − u) · Ω[u]
σd/2
dv
=
∫
Rd
exp
(
−Φu(v +
√
σw)− Φu(v)−
√
σ∇vΦu(v) · w
σ
)
(v +
√
σw − u) · Ω[u] dw
=
∫
Rd
exp
(
−Φ0(v +
√
σw) −Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
(v +
√
σw − u) · Ω[u] dw.
We need to determine the sign of (v − u) · Ω[u], where v is the minimum point of Φu. As
V (| · |) ∈ C1(Rd), we have V ′(0) = 0. We assume that V (·) possesses another critical point
r0 > 0 and
V ′(r) < 0 for any 0 < r < r0 and V
′(r) > 0 for any r > r0. (17)
Notice that this is the case for Vα,β(r) = β
r4
4 − α r
2
2 , α, β > 0, with r0 =
√
α/β.
Proposition 2.2 Assume that (12), (15), (17) hold true. Then
1. The function r 7→ r + V ′(r) is strictly increasing on R+ and maps [0, r0] to [0, r0], and
]r0,+∞[ to ]r0,+∞[.
2. We have
(v − u) · Ω[u] > 0 for any 0 < |u| < r0, inf
δ≤|u|≤r0−δ
(v − u) · Ω[u] > 0, 0 < δ < r0
2
and
(v − u) · Ω[u] < 0 for any |u| > r0, inf
|u|≥r0+δ
(u− v) · Ω[u] > 0, δ > 0.
Proof.
1. By (15) we know that Φ0 is strictly convex on R
d and we deduce that r 7→ r22 + V (r) is
strictly convex on R+. Therefore the function r 7→ r+ V ′(r) is strictly increasing on R+ and
maps [0, r0] to [0, r0]. It remains to check that it is unbounded when r → +∞. Suppose that
there is a constant C such that r + V ′(r) ≤ C, r ∈ R+. After integration with respect to r,
one gets
r2
2
+ V (r) ≤ V (0) + Cr, r ∈ R+,
8
implying that
r2
2 + V (r)
r
≤ V (0)
r
+ C, r ∈ R+,
which contradicts (12).
2. Let us consider 0 < |u| < r0. Therefore, v 6= 0 and
(|v|+ V ′(|v|)) v|v| = u,
implying that |v| + V ′(|v|) = |u| ∈]0, r0[. By the previous statement we obtain 0 < |v| < r0,
Ω[v] = v|v| =
u
|u| = Ω[u], and thus
(v − u) · Ω[u] = −V ′(|v|) v|v| · Ω[u] = −V
′(|v|) > 0.
Clearly, for any 0 < δ < r0/2, we have
inf
δ≤|u|≤r0−δ
(v − u) · Ω[u] = inf
δ≤|u|≤r0−δ
(−V ′(|v|)) > 0.
Similarly, for any |u| > r0, we have |v| > r0 and
(v − u) · Ω[u] = −V ′(|v|) v|v| · Ω[u] = −V
′(|v|) < 0.
As before, for any δ > 0, we obtain
inf
|u|≥r0+δ
(u− v) · Ω[u] = inf
|u|≥r0+δ
V ′(|v|) > 0.
The previous arguments allow us to complete the analysis of the variations of Z(σ, |u|), when
σ is small. The convergence when σ ց 0 in (16) can be handled by dominated convergence,
provided that w 7→ |w| exp
(
−∂2vΦ0(v)w·w2
)
belongs to L1(Rd). We assume that there is λ < 1
such that
v 7→ Vλ(|v|) := λ |v|
2
2
+ V (|v|) is convex on Rd. (18)
The potentials Vα,β(|v|) = β |v|
4
4 −α |v|
2
2 , 0 < α < 1, β > 0 satisfy the above hypothesis. Under
(18), we write
Φ0(v) = (1− λ) |v|
2
2
+ Vλ(|v|), v ∈ Rd,
and therefore
∂2vΦ0(v) = (1− λ)Id + ∂2vVλ(| · |) ≥ (1− λ)Id, v ∈ Rd,
implying that∫
Rd
|w| exp
(
−∂
2
vΦ0(v)w · w
2
)
dw ≤
∫
Rd
|w| exp
(
−(1− λ)|w|
2
2
)
dw < +∞.
Notice that (18) guarantees (12) and (15). Indeed, the function v 7→ Vλ(|v|) being convex, it
is bounded from below by a linear function
∃ (vλ, Cλ) ∈ Rd × R such that Vλ(|v|) ≥ (v · vλ) + Cλ, v ∈ Rd,
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and therefore
Φ0(v)
|v| =
(1− λ) |v|22 + Vλ(|v|)
|v| ≥ (1− λ)
|v|
2
− |vλ|+ Cλ|v| → +∞, as |v| → +∞.
Obviously, Φ0 is strictly convex, as sum between the strictly convex function v 7→ (1− λ) |v|
2
2
and the convex function v 7→ Vλ(|v|).
In order to conclude the study of the variations of Z for small σ > 0, we consider potentials
V satisfying V (| · |) ∈ C2(Rd), (17) and (18). We come back to (16). Notice that
Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w ≥ (1− λ) |v +
√
σw|2
2
− (1− λ) |v|
2
2
− (1− λ)√σv · w = (1− λ)σ |w|
2
2
,
implying that, for any 0 < σ ≤ 1∣∣∣∣exp
(
−Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
(v +
√
σw − u) · Ω[u]
∣∣∣∣
≤ exp
(
−(1− λ) |w|
2
2
)
[|(v − u) · Ω[u]|+ |w|] .
As the function w 7→ exp
(
−(1− λ) |w|22
)
[|(v − u) · Ω[u]|+ |w|] belongs to L1(Rd), we deduce
by dominated convergence that
lim
σց0
{
∂lZ(σ, |u|)σ1−d/2 exp
(
Φu(v)
σ
)}
= (v − u) · Ω[u]
∫
Rd
exp
(
−∂
2
vΦ0(v)w · w
2
)
dw.
As we know, cf. Proposition 2.2, that inf |u|∈[δ,r0−δ]∪[r0+δ,+∞[ |(v−u) ·Ω[u]| > 0, 0 < δ < r0/2,
we deduce that for any δ ∈]0, r0/2[, there is σδ > 0 such that
∂lZ(σ, |u|) > 0 for any 0 < σ < σδ, δ ≤ |u| ≤ r0 − δ
and
∂lZ(σ, |u|) < 0 for any 0 < σ < σδ, |u| ≥ r0 + δ.
Motivated by the above behavior of the function Z, we assume that the potential v 7→ V (|v|)
satisfies (12) (such that Z is well defined) and belongs to the family V defined by: there exists
σ0 > 0 verifying
1. For any 0 < σ < σ0 there is l(σ) > 0 such that Z(σ, l) is stricly increasing on [0, l(σ)]
and strictly decreasing on [l(σ),+∞[;
2. For any σ ≥ σ0, Z(σ, l) is strictly decreasing on [0,+∞[.
In fact, the critical diffusion coefficient σ0 vanishes the second order derivative of Z with
respect to l, at l = 0, as shown next.
Proposition 2.3 Let V (| · |) ∈ V be a potential satisfying (12). Then we have
∂2llZ(σ, 0) ≥ 0, 0 < σ < σ0, ∂2llZ(σ0, 0) = 0, ∂2llZ(σ, 0) ≤ 0, σ > σ0
and
∂2llZ(σ, l(σ)) ≤ 0, 0 < σ < σ0.
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Proof. By Remark 2.2 we know that Z(σ, ·) possesses a second order derivative with respect
to l. As ∂lZ(σ, 0) = 0, we write
1
2
∂2llZ(σ, 0) = lim
lց0
Z(σ, l)− Z(σ, 0)− l∂lZ(σ, 0)
l2
= lim
lց0
Z(σ, l)− Z(σ, 0)
l2
.
We deduce that ∂2llZ(σ, 0) ≥ 0 for any 0 < σ ≤ σ0 and ∂2llZ(σ, 0) ≤ 0 for any σ ≥ σ0. In
particular ∂2llZ(σ0, 0) = 0. For any 0 < σ < σ0, the function Z(σ, ·) possesses a maximum at
l = l(σ) > 0 and therefore ∂2llZ(σ, l(σ)) ≤ 0.
It is also easily seen that limσրσ0 l(σ) = 0. Indeed, assume that there is η > 0 and a sequence
(σn)n≥1 ր σ0 such that 0 < σn < σ0, l(σn) ≥ η for any n ≥ 1. We have
Z(σn, l(σn)) ≥ Z(σn, η) > Z(σn, 0), n ≥ 1.
After passing to the limit when n→ +∞, we obtain a contradiction
Z(σ0, η) ≥ Z(σ0, 0) > Z(σ0, η)
and therefore limσրσ0 l(σ) = 0. We have proved that σ 7→ l(σ) is continuous.
Remark 2.3 Given a potential V (| · |) ∈ V, then the unique bifurcation point from the
disordered state happens at σ0. In fact, if we define the function
H(σ, l) =
∫
Rd
Mu(v)(v · Ω− l) dv ,
as in [3]. Then by (14), we get σ∂lZ(σ, l) = Z(σ, l)H(σ, l). By taking the derivative with
respect to l, we obtain
∂lH = σ
(
∂2llZ
Z
− (∂lZ)
2
Z2
)
.
Therefore, for the curve l(σ) such that H(σ, l(σ)) = 0, we get ∂lH(σ0, 0) = 0. Using implicit
differentiation and the continuity of the curves and the functions involved, it is also easy to
check that ∂σH(σ0, 0) = 0. Therefore, to clarify the behavior of the two curves at σ0, one
needs to work more to compute the limσրσ0 l
′(σ). In any case, this shows that σ0 is the
only bifurcation point from the manifold of disorder states u = 0 for potentials V (| · |) ∈ V
without the need of applying the Crandall-Rabinowitz bifurcation theorem. It would be inter-
esting to use Crandall-Rabinowitz for general potentials to identify more general conditions
for bifurcations.
In the last part of this section, we explore some properties of the potentials V in the class
V. We show that under the hypothesis (18), we retrieve a weaker version of (17).
Proposition 2.4 Let V (| · |) ∈ V be a potential satisfying (12). The application σ 7→ l(σ)
is continuous on R⋆+. Moreover, if V (| · |) ∈ C2(Rd) verifies (18) and there is the limit
limσց0 l(σ) = r0 > 0, then
V ′(r) ≤ 0 for any 0 < r ≤ r0 and V ′(r) ≥ 0 for any r ≥ r0.
Proof. We are done if we check the continuity ant any σ ∈]0, σ0[. Assume that there is a
sequence (σn)n≥1 ⊂]0, σ0[, limn→+∞ σn = σ ∈]0, σ0[ and η > 0 such that l(σn) > l(σ) + η for
any n ≥ 1. We have
Z(σn, l(σn)) > Z(σn, l(σ) + η) > Z(σn, l(σn)), n ≥ 1,
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leading to the contradiction
Z(σ, l(σ) + η) ≥ Z(σ, l(σ)) > Z(σ, l(σ) + η).
Similarly, assume that there is a sequence (σn)n≥1 ⊂]0, σ0[, limn→+∞ σn = σ ∈]0, σ0[ and
η ∈]0, l(σ)[ such that l(σn) < l(σ)− η for any n ≥ 1. We have
Z(σn, l(σn)) ≥ Z(σn, l(σ) − η) > Z(σn, l(σ)),
leading to the contradiction
Z(σ, l(σ) − η) ≥ Z(σ, l(σ)) > Z(σ, l(σ)− η).
Therefore limn→+∞ l(σn) = l(σ) for any sequence (σn)n≥1, limn→+∞ σn = σ ∈]0, σ0[.
Assume now that limσց0 l(σ) = r0 > 0. For any l ∈]0, r0[, we have 0 < l < l(σ)
for σ ∈]0, σ0[ small enough. As Z(σ, ·) is strictly increasing on [0, l(σ)], we deduce that
∂lZ(σ, l) > 0 for σ small enough, and by (16) it comes that∫
Rd
exp
(
−Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
(−V ′(|v|) +√σw · Ω) dw > 0,
where v is the minimum point of ΦlΩ, that is v = |v|Ω, |v|+ V ′(|v|) = l. Passing to the limit
when σ ց 0 yields ∫
Rd
exp
(
−∂
2
vΦ0(v)w · w
2
)
dw V ′(|v|) ≤ 0,
and therefore V ′(|v|) ≤ 0. As before, (18) implies (15) and therefore r 7→ r+ V ′(r) is strictly
increasing on R+. We have l − |v| = V ′(|v|) ≤ 0 and l = |v|+ V ′(|v|) ≥ l + V ′(l) saying that
V ′(l) ≤ 0 for any l ∈]0, r0[, and also for l = r0.
Consider now l > r0. For σ ∈]0, σ0[ small enough we have l > l(σ) and therefore
∂lZ(σ, l) < 0. As before, (16) leads to l − |v| = V ′(|v|) ≥ 0 and we have l = |v| + V ′(|v|) ≤
l+V ′(l) saying that V ′(l) ≥ 0 for any l > r0, and also for l = r0. In particular r0 is a critical
point of V .
In the next result we analyze the behavior of l(σ) for σ small.
Proposition 2.5 Let V (| · |) ∈ V be a potential satisfying (12), (18). If V (| · |) ∈ C3b (Rd)
and there is the limit limσց0 l(σ) = r0 > 0, then we have for any Ω ∈ Sd−1
V ′′(r0) lim
σց0
l(σ)− r0
σ
= −1 + V
′′(r0)
6
∫
Rd
(w · Ω)∂3vΦ0(r0Ω)(w,w,w) exp
(
−∂2vΦ0(r0Ω)w·w2
)
dw∫
Rd
exp
(
−∂2vΦ0(r0Ω)w·w2
)
dw
where ∂3vΦ0(r0Ω)(w,w,w) =
∑
1≤i,j,k≤d
∂3Φ0
∂vk∂vj ∂vi
(r0Ω)wkwjwi.
Proof. We fix Ω ∈ Sd−1. For any σ ∈]0, σ0[ we have ∂lZ(σ, l(σ)) = 0, and (16) implies∫
Rd
exp
(
−Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
(−V ′(|v|) +√σw · Ω) dw = 0, (19)
where v is the minimum point of Φl(σ)Ω, that is v = |v|Ω, |v|+V ′(|v|) = l(σ). As the function
r 7→ r+ V ′(r) is strictly increasing on R+, when σ ց 0, we have l(σ)→ r0 and |v| converges
toward the reciprocal image of r0, through the function r 7→ r+V ′(r), which is r0. We deduce
l(σ)− r0
σ
=
|v| − r0
σ
+
V ′(|v|)− V ′(r0)
|v| − r0
|v| − r0
σ
,
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implying that
lim
σց0
l(σ)− r0
σ
= (1 + V ′′(r0)) lim
σց0
|v| − r0
σ
.
We will compute
lim
σց0
V ′(|v|)
σ
= V ′′(r0) lim
σց0
|v| − r0
σ
.
Thanks to (19) we have∫
Rd
exp
(
−∂
2
vΦ0(r0Ω)w · w
2
)
dw lim
σց0
V ′(|v|)
σ
(20)
= lim
σց0
∫
Rd
exp
(
−Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
w · Ω√
σ
dw.
Observe that ∫
Rd
exp
(
−Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
w · Ω√
σ
dw (21)
=
∫
Rd
[
exp
(
−Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
− exp
(
−∂
2
vΦ0(v)w · w
2
)]
w · Ω√
σ
dw
and
lim
σց0
1√
σ
[
exp
(
−Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
− exp
(
−∂
2
vΦ0(v)w · w
2
)]
= − exp
(
−∂
2
vΦ0(r0Ω)w · w
2
)
× lim
σց0
Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w − σ2 ∂2vΦ0(v)w · w
σ3/2
= − exp
(
−∂
2
vΦ0(r0Ω)w · w
2
)
lim
σց0
1√
σ
∫ 1
0
(1− t)[∂2vΦ0(v + t
√
σw)− ∂2vΦ0(v)]w · w dt
= −1
6
∂3vΦ0(r0Ω)(w,w,w) exp
(
−∂
2
vΦ0(r0Ω)w · w
2
)
.
Recall that, thanks to (18), we have ∂2vΦ0(v) ≥ (1− λ)Id, v ∈ Rd, implying that
Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
=
∫ 1
0
(1− t)∂2vΦ0(v + t
√
σw)w · w dt ≥ (1− λ) |w|
2
2
and
∂2vΦ0(v)w · w
2
≥ (1− λ) |w|
2
2
, w ∈ Rd.
Therefore the integrand of the right hand side in (21) can be bounded, uniformly with respect
to σ > 0 by a L1 function∣∣∣∣exp
(
−Φ0(v +
√
σw)− Φ0(v)−
√
σ∇vΦ0(v) · w
σ
)
− exp
(
−∂
2
vΦ0(v)w · w
2
)∣∣∣∣ |(w · Ω)|√σ
≤ exp
(
−(1− λ) |w|
2
2
) |(w · Ω)|√
σ
∫ 1
0
(1− t)[∂2vΦ0(v + t
√
σw)− ∂2vΦ0(v)]w · w dt
≤ ‖V (| · |)‖C3
b
(Rd)|w|2 exp
(
−(1− λ) |w|
2
2
)
, w ∈ Rd.
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Combining (20), (21), we obtain by dominated convergence
V ′′(r0) lim
σց0
|v| − r0
σ
= lim
σց0
V ′(|v|)
σ
= −
∫
Rd
(w · Ω)∂3vΦ0(r0Ω)(w,w,w) exp
(
−∂2vΦ0(r0Ω)w·w2
)
dw
6
∫
Rd
exp
(
−∂2vΦ0(r0Ω)w·w2
)
dw
and therefore
V ′′(r0) lim
σց0
l(σ)− r0
σ
= (1 + V ′′(r0)) V
′′(r0) lim
σց0
|v| − r0
σ
= −1 + V
′′(r0)
6
∫
Rd
(w · Ω)∂3vΦ0(r0Ω)(w,w,w) exp
(
−∂2vΦ0(r0Ω)w·w2
)
dw∫
Rd
exp
(
−∂2vΦ0(r0Ω)w·w2
)
dw
.
3 Linearization of the interaction mechanism
We intend to investigate the asymptotic behavior of (2) when ε ց 0. We introduce the
formal development
f ε = f + εf1 + ...
and we expect that Q(f) = 0 and
∂tf + v · ∇xf = lim
εց0
Q(f ε)−Q(f)
ε
= dQf (f
1) =: Lf (f1). (22)
As seen before, for any (t, x) ∈ R+×Rd, the individual density f(t, x, ·) is a von Mises-Fisher
distribution
f(t, x, v) = ρ(t, x)M|u|Ω(t,x)(v), v ∈ Rd
where |u| is a critical point of Z(σ, ·), that is
|u| ∈ {0, l(σ)} if 0 < σ < σ0 and |u| = 0 if σ ≥ σ0.
It remains to determine the fluid equations satisfied by the macroscopic quantities ρ,Ω. When
|u| = 0, the continuity equation leads to ∂tρ = 0. In the sequel we concentrate on the case
|u| = l(σ), 0 < σ < σ0 (that is, the modulus of the mean velocity is given, as a function of
σ). We follow the strategy in [13, 1]. We consider
L2Mu = {χ : Rd → R measurable ,
∫
Rd
(χ(v))2Mu(v) dv < +∞}
and
H1Mu = {χ : Rd → R measurable ,
∫
Rd
[ (χ(v))2 + |∇vχ|2 ]Mu(v) dv < +∞}.
We introduce the usual scalar products
(χ, θ)Mu =
∫
Rd
χ(v)θ(v)Mu(v) dv, χ, θ ∈ L2Mu ,
((χ, θ))Mu =
∫
Rd
(χ(v)θ(v) +∇vχ · ∇vθ)Mu(v) dv, χ, θ ∈ H1Mu
14
and we denote by |·|Mu, ‖·‖Mu the associated norms. Moreover we need a Poincare´ inequality.
This comes from the equivalence between the Fokker-Planck and Schro¨dinger operators. As
described in [8], we can write it as
− σ√
Mu
divv
(
Mu∇v
(
g√
Mu
))
= −σ∆vg +
[
1
4σ
|∇vΦu|2 − 1
2
∆vΦu
]
g.
The operator Hu = −σ∆v +
[
1
4σ |∇vΦu|2 − 12∆vΦu
]
is defined in the domain
D(Hu) =
{
g ∈ L2(Rd),
[
1
4σ
|∇vΦu|2 − 1
2
∆vΦu
]
g ∈ L2(Rd), ∆vg ∈ L2(Rd)
}
.
We have a spectral decomposition of the operator Hu under suitable confining assumptions
(cf. Theorem XIII.67 in [39]).
Lemma 3.1 Assume that the function v 7→ 14σ |∇vΦu|2 − 12∆vΦu belongs to L1loc(Rd), is
bounded from below and is coercive i.e.
lim
|v|→+∞
[
1
4σ
|∇vΦu|2 − 1
2
∆vΦu
]
= +∞.
Then H−1u is a self adjoint compact operator in L2(Rd) and Hu admits a spectral decomposi-
tion, that is, a nondecreasing sequence of real numbers (λnu)n∈N, limn→+∞ λ
n
u = +∞, and a
L2(Rd)-orthonormal basis (ψnu)n∈N such that Huψnu = λnuψnu , n ∈ N, λ0u = 0, λ1u > 0.
Therefore, under the hypotheses in Lemma 3.1, for any u ∈ Rd there is λu > 0 such that for
any χ ∈ H1Mu we have
σ
∫
Rd
|∇vχ|2Mu(v) dv ≥ λu
∫
Rd
∣∣∣∣χ(v)−
∫
Rd
χ(v′)Mu(v
′) dv′
∣∣∣∣2Mu(v) dv. (23)
The fluid equations are obtained by taking the scalar product of (22) with elements in the
kernel of the (formal) adjoint of Lf , that is with functions ψ = ψ(v) such that∫
Rd
(Lfg)(v)ψ(v) dv = 0, for any function g = g(v),
see also [4, 5, 14, 15, 34, 35]. For example, ψ = 1 belongs to the kernel of L⋆f∫
Rd
(Lfg)(v) dv =
∫
Rd
lim
εց0
Q(f + εg) −Q(f)
ε
dv = lim
εց0
1
ε
∫
Rd
{Q(f + εg)−Q(f)} dv = 0,
and we obtain the continuity equation (7)
∂t
∫
Rd
f dv + divx
∫
Rd
fv dv =
∫
Rd
Lf (f1) dv = 0.
In the sequel we determine the formal adjoint of the linearization of the collision operator Q
around its equilibria.
Proposition 3.1 Let f = f(v) be an equilibrium with non vanishing mean velocity
f = ρMu, ρ = ρ[f ], u = |u|Ω[f ], |u| = l(σ), 0 < σ < σ0.
1. The linearization Lf = dQf is given by
Lfg = divv
{
σ∇vg + g∇vΦu −Mu
∫
Rd
(v′ − u)g(v′) dv′
}
.
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2. The formal adjoint of Lf is
L⋆fψ = σ
divv(Mu∇vψ)
Mu
+ (v − u) ·W [ψ], W [ψ] :=
∫
Rd
Mu(v)∇vψ dv.
3. We have the identity
Lf (f(v − u)) = σ∇vf − divv (fMu) , Mu :=
∫
Rd
Mu(v
′)(v′ − u)⊗ (v′ − u) dv′.
Proof.
1. We have
Lfg = d
ds
∣∣∣
s=0
Q(f + sg) = divv
{
σ∇vg + g∇vΦu − f d
ds
∣∣∣
s=0
u[f + sg]
}
and
d
ds
∣∣∣
s=0
u[f + sg] =
∫
Rd
(v − u[f ])g(v) dv∫
Rd
f(v) dv
.
Therefore we obtain
Lfg = divv
{
σ∇vg + g∇vΦu −−Mu
∫
Rd
(v′ − u[f ])g(v′) dv′
}
.
2. We have∫
Rd
(Lfg)(v)ψ(v) dv = −
∫
Rd
{
σ∇vg + g∇vΦu −Mu(v)
∫
Rd
(v′ − u[f ])g(v′) dv′
}
· ∇vψ dv
=
∫
Rd
g(v) (σdivv∇vψ −∇vψ · ∇vΦu) dv +
∫
Rd
g(v′)(v′ − u[f ]) dv′ ·
∫
Rd
Mu(v)∇vψ dv
=
∫
Rd
g(v) (σdivv∇vψ −∇vψ · ∇vΦu + (v − u[f ]) ·W [ψ]) dv
implying
L⋆fψ = σ
divv(Mu∇vψ)
Mu
+ (v − u[f ]) ·W [ψ].
3. For any i ∈ {1, ..., d} we have
Lf (f(v − u)i) = divv

(v − u)i(σ∇vf + f∇vΦu︸ ︷︷ ︸
=0
) + σfei −Mu
∫
Rd
(v′ − u)i(v′ − u)f(v′) dv′


= σ∂vif − divv
(
f
∫
Rd
(v′ − u)⊗ (v′ − u)Mu(v′) dv′
)
i
and therefore
Lf (f(v − u)) = σ∇vf − divv(fMu).
We identify now the kernel of L⋆f .
Lemma 3.2 Let f = ρMu > 0 be an equilibrium with non vanishing mean velocity. The
following statements are equivalent
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1. The function ψ = ψ(v) belongs to kerL⋆f .
2. The function ψ = ψ(v) satisfies
σ
divv(Mu∇vψ)
Mu(v)
+ (v − u) ·W = 0 (24)
for some vector W ∈ ker(Mu − σId).
Moreover, the linear map W : kerL⋆f → ker(Mu−σId), defined by W [ψ] =
∫
Rd
Mu(v)∇vψ dv
induces an isomorphism between the vector spaces kerL⋆f/ kerW and ker(Mu − σId), where
kerW is the set of constant functions.
Proof.
1. =⇒ 2. Let ψ be an element of kerL⋆f . By the last statement in Proposition 3.1 we deduce
0 =
∫
Rd
L⋆fψ f(v − u) dv =
∫
Rd
ψ(v)Lf (f(v − u)) dv
=
∫
Rd
ψ(v) [σ∇vf − divv(fMu)] dv
= −σ
∫
Rd
f(v)∇vψ dv +Mu
∫
Rd
f(v)∇vψ dv
= ρ(Mu − σId)W [ψ].
As ρ > 0 we deduce that W [ψ] ∈ ker(Mu−σId) and by the second statement in Proposition
3.1 it comes that
σ
divv(Mu∇vψ)
Mu(v)
+ (v − u) ·W = 0, W =W [ψ] ∈ ker(Mu − σId).
2. =⇒ 1. Let ψ be a function satisfying (24) for some vectorW ∈ ker(Mu−σId). Multiplying
by Mu(v)(v − u) and integrating with respect to v yields
−σ
∫
Rd
Mu(v)∇vψ dv +MuW = 0.
As we know that W ∈ ker(Mu − σId), we deduce that W = W [ψ], implying that ψ belongs
to kerL⋆f
L⋆fψ = σ
divv(Mu∇vψ)
Mu
+ (v − u) ·W [ψ] = σdivv(Mu∇vψ)
Mu
+ (v − u) ·W = 0.
We focus on the eigenspace ker(Mu − σId).
Lemma 3.3 Let Mu be an equilibrium with non vanishing mean velocity. Then we have
Mu − σId = σ2
∂2llZ(σ, l(σ))
Z(σ, l(σ))
Ω⊗ Ω ≤ 0, Ω = u|u| .
In particular (Ru)⊥ ⊂ ker(Mu − σId) with equality iff ∂2llZ(σ, l(σ)) 6= 0.
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Proof. Let us consider {E1, . . . , Ed−1} an orthonormal basis of (RΩ)⊥. By using the decom-
position
v − u = (Ω⊗ Ω)(v − u) +
d−1∑
i=1
(Ei ⊗ Ei)(v − u) = (Ω⊗ Ω)(v − u) +
d−1∑
i=1
(Ei ⊗ Ei)v
we obtain
Mu =
∫
Rd
[
Ω⊗ Ω(v − u) +
d−1∑
i=1
Ei ⊗ Eiv
]
⊗

Ω⊗ Ω(v − u) + d−1∑
j=1
Ej ⊗ Ejv

Mu(v) dv
= (MuΩ · Ω)Ω⊗ Ω+
d−1∑
i=1
(MuEi · Ei)Ei ⊗ Ei
since we have
MuΩ · Ej = 0, 1 ≤ j ≤ d− 1 (25)
and
MuEi · Ej = δij
∫
Rd
|v|2 − (v · Ω)2
d− 1 Mu(v) dv, 1 ≤ i, j ≤ d− 1. (26)
The formula (25) comes by the change of variable v = (Id − 2Ej ⊗ Ej)v′, by noticing that
Id − 2Ej ⊗ Ej ∈ Tu, for any 1 ≤ j ≤ d− 1
MuΩ ·Ej =
∫
Rd
Ω · (v − u)(Ej · v)Mu(v) dv
= −
∫
Rd
Ω · (v′ − u)(Ej · v′)Mu(v′) dv′
= −MuΩ ·Ej = 0, 1 ≤ j ≤ d− 1.
For the formula (26) with i 6= j we use the rotation Oij ∈ Tu
v = Oijv′, Oij = Ω⊗ Ω+
∑
k/∈{i,j}
Ek ⊗ Ek +Ei ⊗ Ej − Ej ⊗ Ei.
Notice that
(Ei · v)(Ej · v) = −(Ej · v′)(Ei · v′), (Ei · v)2 = (Ej · v′)2
and therefore,
MuEi ·Ej =
∫
Rd
(Ei · v)(Ej · v)Mu(v) dv
= −
∫
Rd
(Ej · v′)(Ei · v′)Mu(v′) dv′
= −MuEi · Ej = 0, 1 ≤ i 6= j ≤ d− 1
and
MuEi ·Ei =
∫
Rd
(Ei · v)2Mu(v) dv
=
∫
Rd
(Ej · v′)2Mu(v′) dv′
=MuEj ·Ej = 0, 1 ≤ i, j ≤ d− 1.
18
As
∑d−1
i=1 (Ei · v)2 = |v|2 − (v · Ω)2, we obtain∫
Rd
(Ei · v)2Mu(v) dv =
∫
Rd
|v|2 − (v · Ω)2
d− 1 Mu(v) dv, 1 ≤ i ≤ d− 1
and
Mu =
∫
Rd
( (v − u) · Ω)2Mu(v) dv Ω⊗ Ω+
∫
Rd
|v|2 − (v · Ω)2
d− 1 Mu(v) dv (Id −Ω⊗ Ω).
We claim that
∫
Rd
|v|2−(v·Ω)2
d−1 Mu(v) dv = σ. Multiplying σ∇vMu + Mu(v)∇vΦu = 0 by
(|v|2Id − v ⊗ v)Ω we obtain∫
Rd
σ∇vMu · (|v|2Id − v ⊗ v)Ω dv +
∫
Rd
Mu(v)∇vΦu · (|v|2Id − v ⊗ v)Ω dv = 0.
But we have
divv[(|v|2Id − v ⊗ v)Ω] = divv[|v|2Ω− (v · Ω)v] = −(d− 1)(v · Ω)
and
∇vΦu · (|v|2Id − v ⊗ v)Ω =
(
v − u+ V ′(|v|) v|v|
)
· (|v|2Id − v ⊗ v)Ω = −(|v|2 − (v · Ω)2)|u|.
We deduce that
(d− 1)σ
∫
Rd
(v · Ω)Mu(v) dv︸ ︷︷ ︸
=|u|
−|u|
∫
Rd
[|v|2 − (v · Ω)2]Mu(v) dv = 0
and by taking into account that |u| = ∫
Rd
(v · Ω)Mu(v) dv, we obtain∫
Rd
|v|2 − (v · Ω)2
d− 1 Mu(v) dv = σ.
By Remark 2.2, we know that
σ2
∂2llZ(σ, l(σ))
Z(σ, l(σ))
=
∫
Rd
Mu(v){((v − u) · Ω)2 − σ} dv =
∫
Rd
Mu(v)((v − u) · Ω)2 dv − σ
and finally we have
Mu − σId =
(∫
Rd
((v − u) · Ω)2Mu(v) dv − σ
)
Ω⊗ Ω = σ2∂
2
llZ(σ, l(σ))
Z(σ, l(σ))
Ω⊗ Ω.
As l(σ) is a maximum point of Z(σ, ·), we have ∂2llZ(σ, l(σ)) ≤ 0 and thereforeMu ≤ σId.
4 The kernel of L⋆f
By Lemmas 3.2, 3.3, any solution of (24) with W ∈ (Ru)⊥ belongs to the kernel of the formal
adjoint L⋆f . Generally we will solve the elliptic problem
− σdivv(Mu∇vψ) = (v − u) ·WMu(v), v ∈ Rd (27)
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for any W ∈ Rd. We consider the continuous bilinear symmetric form au : H1Mu ×H1Mu → R
defined by
au(ϕ, θ) = σ
∫
Rd
∇vϕ · ∇vθMu(v) dv, ϕ, θ ∈ H1Mu
and the linear form L : H1Mu → R, L(θ) =
∫
Rd
θ(v)(v − u) ·WMu(v) dv, θ ∈ H1Mu . Notice
that under the hypothesis (12) L is bounded on H1Mu∫
Rd
|θ(v)(v − u) ·W |Mu dv ≤
(∫
Rd
(θ(v))2Mu dv
)1/2(∫
Rd
(|v|+ |u|)2Mu dv
)1/2
|W |.
We are looking for variational solutions of (27) i.e.,
ψ ∈ H1Mu and au(ψ, θ) = L(θ) for any θ ∈ H1Mu. (28)
When taking θ = 1 ∈ H1Mu, we obtain the following necessary condition for the solvability of
(27)
L(1) =
∫
Rd
(v − u) ·WMu(v) dv = 0 (29)
which is satisfied for any W ∈ Rd, because Mu has mean velocity u. It happens that (29)
also guarantees the solvability of (27). For that, it is enough to observe that the bilinear
form au is coercive on the Hilbert space H˜
1
Mu
:= {θ ∈ H1Mu : ((θ, 1))Mu = 0}. Indeed, for
any θ ∈ H1Mu such that ((θ, 1))Mu = 0, we have thanks to the Poincare´ inequality (23)
σ
∫
Rd
|∇vθ|2Mu(v) dv ≥ λu
∫
Rd
(θ(v))2Mu(v) dv,
and therefore
au(θ, θ) ≥ λu
2
∫
Rd
(θ(v))2Mu(v) dv +
σ
2
∫
Rd
|∇vθ|2Mu(v) dv ≥ min{σ, λu}
2
‖θ‖2Mu .
Thanks to Lax-Milgram lemma on the Hilbert space H˜1Mu, there is a unique function ψ ∈ H˜1Mu
such that
au(ψ, θ˜) = L(θ˜) for any θ˜ ∈ H˜1Mu . (30)
The condition (29) allows us to extend (30) to H1Mu (apply (30) with θ˜ = θ − ((θ, 1))Mu ,
for any θ ∈ H1Mu). The uniqueness of the solution of (30) implies the uniqueness, up to a
constant, for the solution of (28).
From now on, for any W ∈ Rd, we denote by ψW the unique solution of (28), verifying∫
Rd
ψW (v)Mu(v) dv = 0. Notice that ψ0 = 0. The solution ψW depends linearly on W ∈ Rd.
Let us introduce the Hilbert spaces
L2Mu = {ξ : Rd → Rd measurable ,
d∑
i=1
∫
Rd
(ξi(v))
2Mu(v) dv < +∞}
H1Mu = {ξ : Rd → Rd measurable ,
d∑
i=1
∫
Rd
{(ξi(v))2 + |∇vξi|2}Mu(v) dv < +∞}
endowed with the scalar product
(ξ, η)Mu =
d∑
i=1
∫
Rd
ξi(v)ηi(v)Mu(v) dv, ξ, η ∈ L2Mu
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((ξ, η))Mu =
d∑
i=1
∫
Rd
{ξi(v)ηi(v) +∇vξi · ∇vηi}Mu(v) dv, ξ, η ∈H1Mu .
We denote the induced norms by |ξ|Mu = (ξ, ξ)1/2Mu , ξ ∈ L2Mu and ‖ξ‖Mu = ((ξ, ξ))
1/2
Mu
, ξ ∈
H1Mu . Obviously, a vector field ξ = ξ(v) belongs to H
1
Mu
iff ξi ∈ H1Mu for any i ∈ {1, ..., d}
and we have
‖ξ‖2Mu =
d∑
i=1
‖ξi‖2Mu .
Let us consider the closed subspace
H˜1Mu = {ξ ∈ H1Mu :
∫
Rd
ξ(v)Mu(v) dv = 0}.
Thanks to (23), for any ξ ∈ H1Mu we have the inequality
σ
d∑
i=1
∫
Rd
|∇vξi|2Mu(v) dv ≥ λu
d∑
i=1
∫
Rd
∣∣∣∣ξi(v) −
∫
Rd
ξi(v
′)Mu(v
′) dv′
∣∣∣∣2Mu(v) dv
and therefore
σ
d∑
i=1
∫
Rd
|∇vξi|2Mu(v) dv ≥ min{σ, λu}
2
d∑
i=1
∫
Rd
[(ξi(v))
2 + |∇vξi|2]Mu(v) dv
=
min{σ, λu}
2
‖ξ‖2Mu , ξ ∈ H˜1Mu. (31)
We introduce the continuous bilinear symmetric form au : H
1
Mu
×H1Mu → R defined by
au(ξ, η) = σ
∫
Rd
∂vξ : ∂vη Mu(v) dv =
d∑
i=1
au(ξi, ηi), ξ, η ∈ H1Mu
and the linear form L : H1Mu → R, L(η) =
∫
Rd
(v − u) · η(v)Mu(v) dv, η ∈ H1Mu . Under the
hypothesis (12), it is easily seen that L is bounded on H1Mu∫
Rd
|(v − u) · η(v)|Mu(v) dv ≤
(∫
Rd
(|v|+ |u|)2Mu(v) dv
)1/2
‖η‖Mu , η ∈H1Mu .
Proposition 4.1 There is a unique solution F of the variational problem
F ∈ H˜1Mu and au(F, η) = L(η), for any η ∈H1Mu .
For any W ∈ Rd we have ψW (v) = F (v) ·W,v ∈ Rd. The vector field F is left invariant by
the family Tu.
Proof. The bilinear for au is coercive on H˜
1
Mu
, thanks to (31)
au(ξ, ξ) ≥ min{σ, λu}
2
‖ξ‖2Mu , for any ξ ∈ H˜1Mu.
By Lax-Milgram lemma, applied on the Hilbert space H˜1Mu, there is a unique vector field
F ∈ H˜1Mu such that
au(F, η) = L(η), for any η ∈ H˜1Mu.
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Actually, the above equality holds true for any η ∈ H1Mu
au(F, η) =
d∑
i=1
au(Fi, ηi) =
d∑
i=1
au(Fi, ηi − (ηi, 1)Mu)
= L(η1 − (η1, 1)Mu , ..., ηd − (ηd, 1)Mu)
=
d∑
i=1
∫
Rd
(vi − ui)[ηi(v) − (ηi, 1)Mu ]Mu(v) dv
=
d∑
i=1
∫
Rd
(vi − ui)ηi(v)Mu(v) dv
= L(η).
It remains to check that for any W ∈ Rd, v 7→ F (v) ·W solves (30), on H1Mu . Observe that
F ·W ∈ H˜1Mu . Notice also that for any θ ∈ H1Mu we have θW ∈ H1Mu and
au(F ·W, θ) = σ
∫
Rd
t∂vFW · ∇vθMu(v) dv
= σ
∫
Rd
∂vF : ∂v(θW )Mu(v) dv
= au(F, θW ) = L(θW )
=
∫
Rd
(v − u) ·Wθ(v)Mu(v) dv
= L(θ).
Thank to the uniqueness we obtain ψW (v) = F (v)·W,v ∈ Rd,W ∈ Rd. Consider now O ∈ Tu.
We are done if we prove that v → OF ( tOv) solves the same problem as F . Clearly we have∫
Rd
|OF ( tOv)|2Mu(v) dv =
∫
Rd
|F (v′)|2Mu(v′) dv′ < +∞
∫
Rd
∂[OF ( tO ·)] : ∂[OF ( tO ·)]Mu(v) dv =
∫
Rd
∂F ( tO ·) : ∂F ( tO ·)Mu(v) dv
=
∫
Rd
∂F ( tOv) tO : ∂F ( tOv) tOMu(v) dv
=
∫
Rd
∂F (v′) : ∂F (v′)Mu(v
′) dv′ < +∞.
and ∫
Rd
OF ( tOv)Mu(v) dv = O
∫
Rd
F (v′)Mu(Ov′) dv′ = 0
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saying that v 7→ OF ( tOv) belongs to H˜1Mu . For any η ∈ H1Mu we have tOη(O ·) ∈ H1Mu and
au(OF ( tO ·), η) = σ
∫
Rd
∂(OF ( tO ·)) : ∂ηMu(v) dv
= σ
∫
Rd
O∂F ( tOv) tO : ∂ηMu(v) dv
= σ
∫
Rd
∂F (v′) : tO(∂η)(Ov′)OMu(Ov′) dv′
= σ
∫
Rd
∂F (v′) : ∂( tOη(O ·))(v′)Mu(v′) dv′
=
∫
Rd
(v′ − u) · tOη(Ov′)Mu(v′) dv′
=
∫
Rd
(v − u) · η(v)Mu(v) dv = L(η).
The vector field F expresses in terms of two functions which are left invariant by the family
Tu.
Proposition 4.2 There is a function ψ, which is left invariant by the family Tu, such that
F (v) = ψ(v)
v − (v · Ω)Ω√
|v|2 − (v · Ω)2 + ψΩ(v)Ω, v ∈ R
d \ (RΩ).
Proof. Obviously we have F = (F · Ω)Ω + F ′ = ψΩΩ+ F ′, with F ′ = (Id − Ω ⊗ Ω)F . The
vector field F ′ is orthogonal to Ω and is left invariant by the family Tu
F ′( tOv) = F ( tOv)− (F ( tOv) · Ω)Ω = tOF (v)− ( tOF (v) · Ω)Ω
= tO(F (v) − (F (v) · Ω)Ω) = tOF ′(v), v ∈ Rd.
We claim that F ′(v) is parallel to the orthogonal projection of v over (RΩ)⊥. Indeed, for any
v ∈ Rd \ (RΩ), let us consider
E(v) =
(Id − Ω⊗ Ω)v√
|v|2 − (v · Ω)2 .
When d = 2, since E(v) and F ′(v) are both orthogonal to Ω, there exists a function ψ = ψ(v)
such that
F ′(v) = ψ(v)E(v) = ψ(v)
(I2 − Ω⊗ Ω)v√
|v|2 − (Ω · v)2 , v ∈ R
2 \ (RΩ) .
If d ≥ 3, let us denote by ⊥E, any unitary vector orthogonal to E and Ω. Introducing the
orthogonal matrix O = Id − 2 ⊥E ⊗ ⊥E ∈ Tu, we obtain F ′( tO ·) = tOF ′. Observe that
0 = ⊥E · E(v) = ⊥E · v − (v · Ω)Ω√|v|2 − (v · Ω)2 =
⊥E · v√
|v|2 − (v · Ω)2 , Ov = v
and thus
F ′(v) = F ′(Ov) = OF ′(v) = (Id − 2 ⊥E ⊗ ⊥E)F ′(v) = F ′(v)− 2( ⊥E · F ′(v)) ⊥E
from which it follows that ⊥E · F ′(v) = 0, for any vector ⊥E orthogonal to E and Ω. Hence,
there exists a function ψ(v) such that
F ′(v) = ψ(v)E(v) = ψ(v)
(Id − Ω⊗ Ω)v√
|v|2 − (v · Ω)2 , v ∈ R
d \ (RΩ).
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It is easily seen that the function ψ is left invariant by the family Tu. Indeed, for any O ∈ Tu
we have
ψ( tOv) = F ′( tOv) ·E( tOv) = tOF ′(v) · tOE(v) = F ′(v) ·E(v) = ψ(v), v ∈ Rd.
Similarly, ψΩ is left invariant by the family Tu
ψΩ(
tOv) = F ( tOv) · Ω = tOF (v) · Ω = F (v) · OΩ = F (v) · Ω = ψΩ(v), v ∈ Rd, O ∈ Tu.
The functions ψ,ψΩ will enter the fluid model satisfied by the macroscopic quantities ρ,Ω, |u|.
It is convenient to determine the elliptic partial differential equations satisfied by them.
Proposition 4.3 There are two functions χ = χ(c, r) :]−1, 1[×]0,+∞[→ R, χΩ = χΩ(c, r) :
] − 1, 1[×]0,+∞[→ R such that ψ(v) = χ (v · Ω/|v|, |v|) , ψΩ(v) = χΩ (v · Ω/|v|, |v|), v ∈
R
d \ (RΩ). The above functions satisfy
−σ∂c{rd−3(1− c2)
d−1
2 e(c, r, |u|)∂cχ} − σ∂r{rd−1(1− c2)
d−3
2 e(c, r, |u|)∂rχ} (32)
+ σ(d− 2)rd−3(1− c2) d−52 e(c, r, |u|)χ = rd(1− c2) d−22 e(c, r, |u|), (c, r) ∈]− 1, 1[×]0,+∞[
and
−σ∂c{rd−3(1− c2)
d−1
2 e(c, r, |u|)∂cχΩ} − σ∂r{rd−1(1− c2)
d−3
2 e(c, r, |u|)∂rχΩ} (33)
= rd−1(rc− |u|)(1 − c2) d−32 e(c, r, |u|), (c, r) ∈]− 1, 1[×]0,+∞[
where e(c, r, l) = exp
(
− r22σ + rclσ − V (r)σ
)
.
Proof. The function ψΩ = F · Ω satisfies
ψΩ ∈ H˜1Mu and σ
∫
Rd
∇vψΩ · ∇vθ Mu(v) dv =
∫
Rd
(v − u) · Ω θ(v)Mu(v) dv, θ ∈ H˜1Mu. (34)
By Remark 2.1 we know that there is χΩ = χΩ(c, r) such that ψΩ(v) = χΩ(v · Ω/|v|, |v|), v ∈
R
d \ (RΩ). As ψΩ belongs to H˜1Mu, which is equivalent to∫
Rd
ψΩ(v)Mu(v) dv = 0,
∫
Rd
|∇vψΩ|2Mu(v) dv < +∞
we are led to the Hilbert space
H‖,|u| = {h :]− 1, 1[×]0,+∞[→ R,
∫
R+
rd−1
∫ +1
−1
h(c, r)e(c, r, |u|)(1 − c2) d−32 dcdr = 0,∫
R+
rd−1
∫ +1
−1
[
(∂ch)
2 1− c2
r2
+ (∂rh)
2
]
e(c, r, |u|)(1 − c2) d−32 dcdr < +∞}
endowed with the scalar product
(h, g)‖,|u| =
∫
R+
rd−1
∫ +1
−1
[
∂ch∂cg
1− c2
r2
+ ∂rh∂rg
]
e(c, r, |u|)(1 − c2) d−32 dcdr, h, g ∈ H‖,|u|.
Taking in (34) θ(v) = h(v · Ω/|v|, |v|), with h ∈ H‖,|u| (which means θ ∈ H˜1Mu), we obtain
σ
∫
R+
rd−1
∫ +1
−1
[
∂cχΩ∂ch
1− c2
r2
+ ∂rχΩ∂rh
]
e(c, r, |u|)(1 − c2) d−32 dcdr
=
∫
R+
rd−1
∫ +1
−1
(rc− |u|)h(c, r)e(c, r, |u|)(1 − c2) d−32 dcdr
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which implies (33). We focus now on the equation satisfied by ψ. Let us consider an or-
thonormal basis {E1, ..., Ed−1} of (RΩ)⊥. By Remark 2.1 we know that there is χ = χ(c, r)
such that ψ(v) = χ(v · Ω/|v|, |v|) and
ψEi(v) = F (v) · Ei = ψ(v)
v ·Ei√
|v|2 − (v · Ω)2 = χ(v · Ω/|v|, |v|)
v ·Ei√
|v|2 − (v · Ω)2
for v ∈ Rd \ (RΩ), i ∈ {1, ..., d − 1}. Let us consider ψEi,h(v) = h(v · Ω/|v|, |v|) v·Ei√|v|2−(v·Ω)2 ,
where h = h(c, r) is a function such that ψEi,h ∈ H1Mu . Actually, once that ψEi,h ∈ H1Mu,
then ((ψEi,h, 1))Mu =
∫
Rd
h(v · Ω/|v|, |v|) v·Ei√
|v|2−(v·Ω)2
Mu(v) dv = 0, saying that ψEi,h ∈ H˜1Mu.
A straightforward computation shows that
∇vψEi,h =
v ·Ei√
|v|2 − (v · Ω)2
[
∂ch
Id − v⊗v|v|2
|v| Ω+ ∂rh
v
|v|
]
+ h
(
v · Ω
|v| , |v|
)[
Id − (v − (v · Ω)Ω)⊗ v|v|2 − (v · Ω)2
]
Ei√
|v|2 − (v · Ω)2
and
|∇vψEi,h|2 =
(v · Ei)2
|v|4 (∂ch)
2 +
(v · Ei)2
|v|2 − (v · Ω)2 (∂rh)
2
+
|v|2 − (v · Ω)2 − (v · Ei)2
(|v|2 − (v · Ω)2)2 h
2
(
v · Ω
|v| , |v|
)
.
The condition ψEi,h ∈ H1Mu writes∫
Rd
(ψEi,h)
2Mu(v) dv < +∞,
∫
Rd
|∇vψEi,h|2Mu(v) dv < +∞
which is equivalent, thanks to the Poincare´ inequality (23) to∫
Rd
|∇vψEi,h|2Mu(v) dv
=
∫
Rd
[
(v ·Ei)2
|v|4 (∂ch)
2 +
(v ·Ei)2(∂rh)2
|v|2 − (v · Ω)2 +
|v|2 − (v · Ω)2 − (v · Ei)2
(|v|2 − (v · Ω)2)2 h
2
]
Mu(v) dv < +∞
and therefore to h ∈ H⊥,|u|, where we consider he Hilbert space
H⊥,|u| = {h :]− 1, 1[×]0,+∞[→ R, ‖h‖2⊥,|u| = (h, h)⊥,|u| < +∞}
endowed with the scalar product
(g, h)⊥,|u| =
∫
R+
rd−1
∫ +1
−1
[
1− c2
r2
∂cg∂ch+ ∂rg∂rh+
(d− 2)gh
r2(1− c2)
]
e(c, r, |u|)(1 − c2) d−32 dcdr, g, h,∈ H⊥,|u|.
Taking θ = ψEi,h ∈ H˜1Mu in (30) leads to
σ
∫
Rd
∇vψEi · ∇vψEi,hMu(v) dv =
∫
Rd
ψEi,h (v ·Ei)Mu(v) dv, h ∈ H⊥,|u|
or equivalently
σ
∫
R+
rd−1
∫ +1
−1
[
1− c2
r2
∂cχ∂ch+ ∂rχ∂rh+
(d− 2)χh
r2(1− c2)
]
e(c, r, |u|)(1 − c2) d−32 dcdr
=
∫
R+
rd−1
∫ +1
−1
rh(c, r)e(c, r, |u|)(1 − c2) d−22 dcdr, h ∈ H⊥,|u|
which implies (32).
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5 The fluid model
The balances for the macroscopic quantities ρ, u follow by using the elements in the kernel
of L⋆f .
Proof. (of Theorem 1.1)
The use of ψ = 1 ∈ kerL⋆f leads to (7). By Lemma 3.3, we know that (Ru)⊥ ⊂ ker(Mu−σId)
and thus, for any (t, x) ∈ R+ × Rd, the vector field
v 7→ F ′(t, x, v) = χ
(
v · Ω(t, x)
|v| , |v|
)
(Id −Ω(t, x)⊗ Ω(t, x))v√
|v|2 − (v · Ω(t, x))2 =
d−1∑
i=1
ψEi(v)Ei
belongs to the kernel of L⋆f , implying that∫
Rd
∂tf F
′(t, x, v) dv +
∫
Rd
v · ∇xf F ′(t, x, v) dv = 0, (t, x) ∈ R+ × Rd.
We have ∂tf = ∂tρMu + ρ
Mu
σ (v − u) · ∂tu and we obtain∫
Rd
∂tf F
′ dv =
∫
Rd
(
∂tρ+
ρ
σ
(v − u) · ∂tu
)
χ
(
v · Ω
|v| , |v|
)
v − (v · Ω)Ω√
|v|2 − (v · Ω)2Mu(v) dv
= ∂tρ
∫
Rd
χ
(
v · Ω
|v| , |v|
)
v − (v · Ω)Ω√
|v|2 − (v · Ω)2Mu(v) dv
+
ρ
σ
∫
Rd
χ
(
v · Ω
|v| , |v|
)
Mu(v)
[v − (v · Ω)Ω]⊗ [v − (v · Ω)Ω + (v · Ω)Ω− u]√
|v|2 − (v · Ω)2 dv ∂tu.
It is easily seen (use the change of variable v = (Id − 2Ei ⊗Ei)v′, 1 ≤ i ≤ d− 1) that
∫
Rd
χ
v − (v · Ω)Ω√
|v|2 − (v · Ω)2Mu(v) dv =
d−1∑
i=1
∫
Rd
χ
(v · Ei)Ei√
|v|2 − (v · Ω)2Mu(v) dv = 0,
∫
Rd
χMu
[v − (v · Ω)Ω]⊗ [(v · Ω)Ω− u]√
|v|2 − (v · Ω)2 dv =
d−1∑
i=1
∫
Rd
χMu
(v · Ei)Ei ⊗ [(v · Ω)Ω− u]√
|v|2 − (v · Ω)2 dv = 0,
and∫
Rd
χMu
[v − (v · Ω)Ω]⊗ [v − (v · Ω)Ω]√
|v|2 − (v · Ω)2 dv =
∑
1≤i,j≤d−1
∫
Rd
χMu
(v ·Ei)(v ·Ej)√
|v|2 − (v · Ω)2 dvEi ⊗ Ej
=
d−1∑
i=1
∫
Rd
χ
(v · Ei)2√
|v|2 − (v · Ω)2Mu(v) dvEi ⊗ Ei
=
∫
Rd
χ
√
|v|2 − (v · Ω)2
d− 1 Mu(v) dv(Id − Ω⊗ Ω).
Therefore one gets ∫
Rd
∂tfF
′(t, x, v) dv = c⊥,1
ρ
σ
(Id − Ω⊗ Ω)∂tu (35)
with
c⊥,1 =
∫
Rd
χ
(
v · Ω
|v| , |v|
) √|v|2 − (v · Ω)2
d− 1 Mu(v) dv.
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Observe also that
v · ∇xf = (v · ∇xρ)Mu + ρ
σ
∂xuv · (v − u)Mu
= (v · ∇xρ)Mu + ρ
σ
∂xuv · (v − (v · Ω)Ω + (v · Ω)Ω− u)Mu,
and therefore∫
Rd
(v · ∇xf) F ′ dv =
∫
Rd
χ
(
v · Ω
|v| , |v|
)
Mu(v)
(v − (v · Ω)Ω)⊗ v√
|v|2 − (v · Ω)2 dv ∇xρ (36)
+
ρ
σ
∫
Rd
χ
(
v · Ω
|v| , |v|
)
Mu(v)
(v − (v · Ω)Ω)⊗ (v − (v · Ω)Ω + (v · Ω)Ω− u)√
|v|2 − (v · Ω)2 ∂xuv dv.
As before, using the change of variable v = (Id − 2Ei ⊗ Ei)v′, 1 ≤ i ≤ d− 1, we have∫
Rd
χMu(v)
(v − (v · Ω)Ω)⊗ v√
|v|2 − (v · Ω)2 dv =
∫
Rd
χMu
(v − (v · Ω)Ω)⊗ (v − (v · Ω)Ω)√
|v|2 − (v · Ω)2 dv
+
∫
Rd
χMu
(v − (v · Ω)Ω)⊗ (v · Ω)Ω√
|v|2 − (v · Ω)2 dv
= c⊥,1(Id − Ω⊗ Ω).
For the second integral in the right hand side of (36), by noticing that∫
Rd
(v · Ei)(v · Ej)(v ·Ek)χ
(
v · Ω
|v| , |v|
)
Mu(v) dv = 0, i, j, k ∈ {1, ..., d − 1},
we obtain∫
Rd
χMu(v)
(v − (v · Ω)Ω)⊗ (v − (v · Ω)Ω + (v · Ω)Ω− u)√
|v|2 − (v · Ω)2 ∂xuv dv
=
∫
Rd
χMu
(v − (v · Ω)Ω)⊗ (v − (v · Ω)Ω)√
|v|2 − (v · Ω)2 ∂xuΩ (v · Ω) dv
+
∫
Rd
χMu
(v − (v · Ω)Ω)⊗ ((v · Ω)Ω− u)√
|v|2 − (v · Ω)2 ∂xu(v − (v · Ω)Ω) dv
= c⊥,2(Id − Ω⊗ Ω)∂xuΩ+
∫
Rd
χMu
(v − (v · Ω)Ω)⊗ (v − (v · Ω)Ω)√
|v|2 − (v · Ω)2
t∂xu[(v · Ω)Ω− u] dv
= c⊥,2(Id − Ω⊗ Ω)(∂xu+ t∂xu)Ω− c⊥,1(Id − Ω⊗ Ω) (u · ∂x)u,
where
c⊥,2 =
∫
Rd
(v · Ω)χ
√
|v|2 − (v · Ω)2
d− 1 Mu(v) dv.
Therefore we deduce∫
Rd
(v · ∇xf)F ′(t, x, v) dv = c⊥,1(Id − Ω⊗ Ω)∇xρ+ ρ
σ
c⊥,2(Id − Ω⊗ Ω)(∂xu+ t∂xu)Ω
− ρ
σ
c⊥,1(Id − Ω⊗ Ω) (u · ∂x)u (37)
and finally (35), (37) yield
(Id−Ω⊗Ω)∂tu+σ(Id−Ω⊗Ω)∇xρ
ρ
+c⊥(Id−Ω⊗Ω)(u·∂x)u+(c⊥−1)(Id−Ω⊗Ω)∇x |u|
2
2
= 0 (38)
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where
c⊥ =
c⊥,2
|u| c⊥,1
=
∫
Rd
(v · Ω)χ
(
v·Ω
|v| , |v|
)√
|v|2 − (v · Ω)2Mu(v) dv
|u| ∫
Rd
χ
(
v·Ω
|v| , |v|
)√
|v|2 − (v · Ω)2Mu(v) dv
=
∫
R+
rd+1
∫ π
0 cos θχ(cos θ, r)e(cos θ, r, l(σ)) sin
d−1 θ dθdr
l(σ)
∫
R+
rd
∫ π
0 χ(cos θ, r)e(cos θ, r, l(σ)) sin
d−1 θ dθdr
.
Recall that |u| = l(σ) and therefore we have u · ∂tu = 12∂t|u|2 = 0, (u · ∂x)u = 12∇x|u|2 = 0,
implying that
Ω · ∂tu = 0, t∂xuΩ = 0, Ω · ∂xuΩ = 0.
The equation (38) becomes
∂tΩ+ l(σ)c⊥(Ω · ∇x)Ω + σ
l(σ)
(Id − Ω⊗Ω)∇xρ
ρ
= 0.
We have to check that c⊥,1 6= 0. This comes by using the elliptic equations satisfied by ψEi ,
that is
−σdivv(Mu∇vψEi) = (v ·Ei)Mu(v), v ∈ Rd, i ∈ {1, ..., d − 1}.
Indeed, we have
c⊥,1 =
∫
Rd
χ
(v ·Ei)2√
|v|2 − (v · Ω)2Mu(v) dv =
∫
Rd
(F (v) · Ei)(v · Ei)Mu(v) dv
=
∫
Rd
ψEi(v)(v ·Ei)Mu(v) dv = σ
∫
Rd
|∇vψEi |2Mu(v) dv > 0.
Other potentials v 7→ V (|v|) can be handled as well. For example, let us assume that
there is σ > 0, 0 ≤ l1(σ) < l2(σ) ≤ +∞ such that the function l 7→ Z(σ, l) is stricly increasing
on [0, l1(σ)], constant on [l1(σ), l2(σ)[, and strictly decreasing on [l2(σ),+∞[. In that case,
for any l ∈ [l1(σ), l2(σ)[ we have ∂2llZ(σ, l) = 0 and by Lemma 3.3 we deduce thatMu = σId,
saying that ker(Mu − σId) = Rd. Using the function ψΩ, we obtain a balance for |u| as well.
Proof. (of Theorem 1.2)
In this case ψΩ belongs to kerL⋆f , and therefore we also have the balance∫
Rd
∂tfψΩ(t,x)(v) dv +
∫
Rd
(v · ∇xf)ψΩ(t,x)(v) dv =
∫
Rd
Lf(t,x,·)(f1)ψΩ(t,x) dv = 0.
As before, using also
∫
Rd
ψΩ(v)Mu(v) dv = 0, we write∫
Rd
∂tfψΩ dv =
∫
Rd
[
∂tρMu(v) +
ρ
σ
Mu(v)(v − u) · ∂tu
]
ψΩ(v) dv (39)
=
(
∂tρ− ρ
σ
u · ∂tu
)∫
Rd
ψΩ(v)Mu(v) dv
+
ρ
σ
∫
Rd
χΩMu(v)[v − (v · Ω)Ω + (v · Ω)Ω] dv · ∂tu
=
ρ
σ
c‖,1Ω · ∂tu
where
c‖,1 =
∫
Rd
(v · Ω)ψΩ(v)Mu(v) dv =
∫
Rd
(v − u) · Ω ψΩMu dv = σ
∫
Rd
|∇vψΩ|2Mu(v) dv > 0.
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Similarly, observe that∫
Rd
(v · ∇xf)ψΩ dv =
∫
Rd
[
v · ∇xρ+ ρ
σ
∂xuv · (v − u)
]
Mu(v)ψΩ(v) dv (40)∫
Rd
(v · Ω)ψΩ(v)Mu(v) dv (Ω · ∇xρ) + ρ
σ
∫
Rd
ψΩ(v)Mu(v)(v − u)⊗ v dv : ∂xu
= c‖,1Ω · ∇xρ+
ρ
σ
∫
Rd
ψΩMu{[v − (v · Ω)Ω]⊗ [v − (v · Ω)Ω] + (v · Ω)2Ω⊗ Ω} dv : ∂xu
− ρ
σ
∫
Rd
ψΩ(v)Mu(v)v dv · t∂xuu = c‖,1Ω · ∇xρ
+
ρ
σ
{∫
Rd
ψΩMu
|v|2 − (v · Ω)2
d− 1 dv (Id − Ω⊗ Ω) +
∫
Rd
(v · Ω)2ψΩMu dv Ω⊗ Ω
}
: ∂xu
− ρ
σ
c‖,1Ω · t∂xuu
= c‖,1Ω · ∇xρ+
ρ
σ
(2c‖,2 − |u|c‖,1)Ω⊗ Ω : ∂xu+
ρ
σ
c‖,3(Id − Ω⊗ Ω) : ∂xu
= c‖,1Ω · ∇xρ+
ρ
σ
c‖,2
|u| (Ω · ∂xuu) +
ρ
σ
(
c‖,2
|u| − c‖,1
)(
Ω · ∇x |u|
2
2
)
+
ρ
σ
c‖,3|u|divxΩ
where
c‖,2 =
∫
Rd
(v · Ω)2
2
ψΩ(v)Mu(v) dv, c‖,3 =
∫
Rd
|v|2 − (v · Ω)2
d− 1 ψΩ(v)Mu(v) dv.
In the above computations we have used the identity (Id−Ω⊗Ω) : ∂xu = |u|divxΩ. Combining
(39), (40) leads to
Ω · ∂tu+ σΩ · ∇xρ
ρ
+ c‖(Ω · (u · ∂x)u) + (c‖ − 1)
(
Ω · ∇x |u|
2
2
)
+ c′‖|u|2divxΩ = 0 (41)
where c‖ =
c‖,2
|u|c‖,1
, c′‖ =
c‖,3
|u|c‖,1
. Finally we deduce from (38), (41) the balance for the mean
velocity u
∂tu+ c⊥(Id − Ω⊗Ω)∂xuu+ c‖(Ω⊗ Ω)(u · ∂x)u+ (c⊥ − 1)(Id − Ω⊗ Ω)∇x
|u|2
2
+ (c‖ − 1)(Ω ⊗ Ω)∇x
|u|2
2
+ σ
∇xρ
ρ
+ c′‖divxΩ|u|u = 0.
Remark 5.1 When V = 0, the equilibria are Maxwellians parametrized by ρ ∈ R+ and
u ∈ Rd
Mu(v) =
ρ
(2πσ)d/2
exp
(
−|v − u|
2
2σ
)
, v ∈ Rd.
In that case the function l→ Z(σ, l) is constant
Z(σ, l) =
∫
Rd
exp
(
−|v − u|
2
2σ
)
dv = (2πσ)d/2, l ∈ R⋆+.
It is easily seen that the solution of
−σdivv{Mu∂vF} = (v − u)Mu(v), v ∈ Rd,
∫
Rd
Mu(v)F (v) dv = 0
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is F (v) = v − u, v ∈ Rd, which belongs to H˜1Mu, and therefore the functions ψ,ψΩ such that
F (v) = ψ(v)
v − (v · Ω)Ω√
|v|2 − (v · Ω)2 + ψΩ(v)Ω, v ∈ R
d \ (RΩ)
are given by
ψ(v) = (v − u) · v − (v · Ω)Ω√|v|2 − (v · Ω)2 =
√
|v|2 − (v · Ω)2, ψΩ(v) = (v − u) · Ω, v ∈ Rd
and ψEi(v) = F (v) ·Ei = (v ·Ei), v ∈ Rd, 1 ≤ i ≤ d− 1.
By straightforward computations we obtain
c⊥,1 =
∫
Rd
|v|2 − (v · Ω)2
d− 1 Mu dv =
∫
Rd
(v · E1)2Mu dv = −σ
∫
Rd
(v · E1)(∇vMu ·E1) dv = σ
c⊥,2 =
∫
Rd
(v · Ω) |v|
2 − (v · Ω)2
d− 1 Mu dv =
∫
Rd
(v · Ω)(v · E1)2Mu dv
= −σ
∫
Rd
(v · Ω)(v ·E1)divv(MuE1) dv = σ
∫
Rd
Mu(v)E1 · [(v ·E1)Ω + (v · Ω)E1] dv
= σ|u|.
c⊥ =
c⊥,2
|u|c⊥,1 = 1
c‖,1 = σ
∫
Rd
|∇vψΩ|2Mu(v) dv = σ
c‖,2 =
∫
Rd
(v · Ω)2
2
ψΩMu dv = −σ
∫
Rd
(v · Ω)2
2
divv(MuΩ) dv = σ
∫
Rd
(v · Ω)Mu dv = σ|u|
c‖ =
c‖,2
|u|c‖,1
= 1
c‖,3 =
∫
Rd
|v|2 − (v · Ω)2
d− 1 ψΩMu dv =
∫
Rd
(v ·E1)2ψΩMu dv = −σ
∫
Rd
(v ·E1)2divv(MuΩ) dv
= 2σ
∫
Rd
(v ·E1)(E1 · Ω)Mu dv = 0.
In this case (10), (11) are the Euler equations, as expected when taking the limit ε ց 0 in
the Fokker-Planck equations
∂tf
ε + v · ∇xf ε = 1
ε
divv{σ∇vf ε + f ε(v − u[f ε])}, (t, x, v) ∈ R+ × Rd × Rd
that is
∂tρ+ divx(ρu) = 0, ∂tu+ ∂xuu+ σ
∇xρ
ρ
= 0, (t, x) ∈ R+ × Rd.
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6 Examples
We analyze now the potentials v 7→ Vα,β(|v|) = β |v|
4
4 − α |v|
2
2 . Clearly the hypothesis (12)
is satisfied, and thus the function Z(σ, |u|) = ∫
Rd
exp
(
− |v−u|22σ −
Vα,β(|v|)
σ
)
dv is well defined.
As seen in Section 2, the sign of ∂lZ(σ, l), for small σ > 0, depends on the sign of V
′
α,β. The
potential Vα,β satisfy (17) with r0 =
√
α/β
V ′α,β(r) = r(βr
2 − α) < 0 for 0 < r <
√
α/β and V ′α,β(r) > 0 for any r >
√
α/β.
One can check that these potentials belong to the family V, see [36]. We include an example
V1,1(|v|) = |v|
4
4 − |v|
2
2 for the sake of completeness. In this case the critical diffusion can be
computed explicitly.
Proposition 6.1 Consider the potential v 7→ V1,1(|v|) = |v|
4
4 − |v|
2
2 . The critical diffusion σ0
writes
σ
1/2
0 =
1
d
∫
R+
exp(−z4/4)zd+1 dz∫
R+
exp(−z4/4)zd−1 dz , d ≥ 2.
In particular, for d = 2 we have σ0 = 1/π.
Proof. We have
Φu(v) =
|v − u|2
2
+ V1,1(|v|) = |v|
4
4
− v · u+ |u|
2
2
and therefore
Z(σ, l) =
∫
Rd
exp
(
−Φu(v)
σ
)
dv = |Sd−2| exp
(
− l
2
2σ
)
∫
R+
exp
(
− r
4
4σ
)
rd−1
∫ π
0
exp
(
rl cos θ
σ
)
sind−2 θ dθdr.
Taking the second derivative with respect to l one gets cf. Remark 2.2
∂2llZ(σ, l) =
∫
Rd
exp
(
−|v|
4
4σ
+
v · u
σ
− l
2
2σ
)
(v · Ω− l)2 − σ
σ2
dv = |Sd−2| exp
(
− l
2
2σ
)
∫
R+
exp
(
− r
4
4σ
)
rd−1
∫ π
0
exp
(
rl cos θ
σ
)
(r cos θ − l)2 − σ
σ2
sind−2 θ dθdr
and therefore
∂2llZ(σ, 0) =
|Sd−2|
σ2
∫
R+
exp
(
− r
4
4σ
)
rd+1 dr
∫ π
0
cos2 θ sind−2 θ dθ
− |S
d−2|
σ
∫
R+
exp
(
− r
4
4σ
)
rd−1 dr
∫ π
0
θ sind−2 θ dθ.
It is easily seen that∫ π
0
cos2 θ sind−2 θ dθ =
∫ π
0
sind−2 θ dθ +
∫ π
0
cos′ θ sind−1 θ dθ
=
∫ π
0
sind−2 θ dθ − (d− 1)
∫ π
0
cos2 θ sind−2 θ dθ
and thus ∫ π
0
cos2 θ sind−2 θ dθ =
1
d
∫ π
0
sind−2 θ dθ, d ≥ 2.
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We obtain the following expression for the second derivative ∂2llZ(σ, 0)
∂2llZ(σ, 0)
|Sd−2| =
∫ π
0 sin
d−2 θ dθ
σ2
{
1
d
∫
R+
exp
(
− r
4
4σ
)
rd+1 dr − σ
∫
R+
exp
(
− r
4
4σ
)
rd−1 dr
}
.
Using the change of variable r = σ1/4z, we have∫
R+
exp
(
− r
4
4σ
)
rd+1 dr =
∫
R+
exp
(
−z
4
4
)
zd+1 dz σ
d+2
4
∫
R+
exp
(
− r
4
4σ
)
rd−1 dr =
∫
R+
exp
(
−z
4
4
)
zd−1 dz σ
d
4
and thus ∂2llZ(σ, 0) > 0 iff
σ1/2 <
1
d
∫
R+
exp
(
− z44
)
zd+1 dz∫
R+
exp
(
− z44
)
zd−1 dz
.
The critical diffusion σ0 is, cf. Proposition 2.3
σ
1/2
0 =
1
d
∫
R+
exp(−z4/4)zd+1 dz∫
R+
exp(−z4/4)zd−1 dz , d ≥ 2.
In particular, when d = 2, we obtain∫
R+
exp(−z4/4)z3 dz =
∫
R+
exp(−z4/4) dz
4
4
=
∫
R+
exp(−s) ds = 1
and ∫
R+
exp(−z4/4)z dz =
∫
R+
exp(−z4/4) dz
2
2
=
∫
R+
exp(−s2) ds =
√
π
2
implying that σ0 = 1/π.
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