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Abstract
Connections between longest increasing subsequences in random permutations and eigenval-
ues of random matrices with complex entries have been intensely studied. This note applies
properties of random elements of the finite general linear group to obtain results about the
longest increasing and decreasing subsequences in non-uniform random permutations.
1 Introduction
In recent years there has been serious interest in the relationship between increasing subsequences
of random permutations and eigenvalues of random complex matrices from various ensembles. It is
beyond the scope of this paper to survey the subject, but the connections are fascinating and relate
to Painleve functions, Riemann surfaces, solitaire, interacting particle systems, point processes,
quantum mechanics, Riemann-Hilbert problems, and more. Recent surveys include [AD] and [De].
The purpose of this note is to give first relationships between “eigenvalues” of elements of finite
classical groups and longest increasing subsequences. Section 3 recalls a probability measure Pn,q
on partitions of size n, explaining its group theoretic meaning. There is a simple formula for the
distribution of the number of parts of a partition chosen from Pn,q. Using connections with the
Rogers-Selberg identity, Section 3 derives results on the distribution of the largest part of a partition
chosen from Pn,q. Section 3 closes by proving a combinatorially interesting monotonicity result.
Section 4 recalls a measure Qn,q on partitions of size n and explains its relationship with
increasing and decreasing subsequences in non-uniform random permutations and with unipotent
representations of the finite general linear groups. The measure Qn,q is a natural q-analog of the
Plancherel measure of the symmetric group. Then it is proved that although Pn,q and Qn,q are
different, they are sufficiently similar that information about Pn,q can be used to deduce information
about Qn,q. This gives results about the first row and first column under the measure Qn,q, and
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hence about the longest increasing and decreasing subsequence of non-uniform permutations. We
remark that as q → ∞ the measures Pn,q and Qn,q both converge to the point mass on the one
row partition of size n. This behavior is qualitatively different from other models such as the usual
Plancherel measure on the symmetric group. Throughout the paper we assume that q ≥ 2 so that
Pn,q and Qn,q are close enough to be usefully compared.
The distribution of the first row or column under the measure Qn,q could be studied via Toeplitz
determinants [BaDeJo],[TW] or by the point process approach of [BOOl]. The approach here yields
different insights than these approaches would and gives explicit bounds for all n. It also avoids
the issue of having to derandomize the variable n which occurs in these other approaches. In any
case, our purpose here is to illustrate connections with finite group theory.
2 Notation and Lemmas
To begin we describe some standard notation about partitions which will be used throughout the
paper. Let λ be a partition of some non-negative integer |λ| into parts λ1 ≥ λ2 ≥ · · ·. Let
mi(λ) be the number of parts of λ of size i, and let λ
′ be the transpose of λ in the sense that
λ′i = mi(λ) +mi+1(λ) + · · ·. It is also useful to define the diagram associated to λ as the set of
points (i, j) ∈ Z2 such that 1 ≤ j ≤ λi. We use the convention that the row index i increases as
one goes downward and the column index j increases as one goes across. So the diagram of the
partition (4331) is:
. . . .
. . .
. . .
.
The hook length of a dot s in λ is defined as a(s)+ l(s)+ 1 where a(s) is the number of dots in the
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same row as s to the right of s and l(s) is the number of dots in the same column of s south of s.
Throughout the paper we use the notation from q-series that (x)n = (1 − x)(1 − x/q)(1 −
x/q2) · · · (1− x/qn−1). We also use the following elementary lemmas.
Lemma 1 ([NP]) If q ≥ 2, d ≥ 1 then
(1− 1/q)2 ≤
d∏
i=1
(1− 1/qi) ≤ 1− 1/q.
In fact [NP] shows that for q ≥ 2, 1 − 1q − 1q2 ≤
∏d
i=1(1 − 1/qi). This strengthening would
improve some of the bounds in this paper but we content ourselves with the bound from Lemma 1.
Lemma 2 (Euler)
∏
i≥1
(
1
1− u/qi ) = 1 +
∑
n≥1
un
qn(1/q)n
.
3 The Measure Pn,q on Partitions
Recall that for the unitary group with complex entries U(n,C), the set of eigenvalues of an element
exactly parameterizes its conjugacy class. Hence it is natural to study conjugacy classes of a random
element of GL(n, q). A matrix α ∈ GL(n, q) uniquely decomposes the underlying vector space V
as a direct sum of subspaces Vφ where
1. φ is a monic irreducible polynomial with coefficients in the finite field Fq.
2. The characteristic polynomial of α restricted to Vφ is a power of φ.
3. The characteristic polynomials of α restricted to distinct summands Vφ1 and Vφ2 are coprime.
Recall that a subspace W invariant under α is called cyclic if it contains a vector w such that W
is generated by {αiw, i ≥ 0}. Each Vφ decomposes as a sum of a cyclic subspaces. Although this
decomposition of Vφ need not be unique, the dimensions of the cyclic subspaces in the decomposition
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are uniquely determined and define a partition λφ(α) where the parts of the partitions are the
dimensions of the cyclic subspaces in the decomposition of Vφ, each divided by the degree of φ.
Thus to each element α of GL(n, q) is associated an infinite collection of partitions λφ(α) and this
data determines the conjugacy class of α [H]. Note that one has the conditions that λz is empty
(since α is invertible) and that
∑
φ deg(φ)|λφ| = n. Picking α uniformly at random in GL(n, q)
makes the λφ random variables.
As n→∞, the random variables λφ become independent. Furthermore the law of λφ depends
on φ only through its degree and in fact one can study λz−1 without loss of generality. Thus one
has a very natural probability measure on the set of all partitions of all natural numbers. Further
discussion of this measure can be found in the survey [F2]. For our purposes we need the formula
which says that the chance that this limit measure (which we denote P˜q) yields λ is
∞∏
i=1
(1− 1
qi
)
1
∏
j≥1 q
(λ′
j
)2(1q )mj(λ)
.
The measure Pn,q in this paper is given by renormalizing P˜q to live on partitions of size n. (This
turns out to be equivalent to studying the random partition λz−1 for a uniformly chosen unipotent
element of GL(n, q). We note that it is not the same as looking at λz−1 for a uniformly chosen
element α ∈ GL(n, q), since λz−1(α) could have size less than n).
Proposition 1
Pn,q(λ) =
qn(1q )n
∏
j q
(λ′
j
)2(1q )mj(λ)
.
Proof: As the proof of Lemma 4 in Section 3.1 of the survey [F2] explains,
∑
λ:|λ|=n
1
∏
j q
(λ′
j
)2(1q )mj(λ)
=
1
qn(1q )n
.
The result follows. ✷
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Before discussing the distribution of the first row under Pn,q we recall the distribution of the
first column, for which there is a remarkably simple formula. (One can show that the size of first
column of λz−1(α) is the dimension of the fixed space of α).
Theorem 1 ([F1])
1. The P˜q probability that λ
′
1 = k is
∏∞
i=1(1− 1qi )
(1/q)k
2
(1/q)2
k
.
2. The Pn,q probability that λ
′
1 = k is
(1/q)n(1/q)n−1
qk2−k(1/q)k(1/q)k−1(1/q)n−k
.
The remainder of this section studies the distribution of the first row under the measure Pn,q.
We remark in passing that this statistic is interesting since the first row of λz−1 for a unipotent
matrix determines the order of the matrix.
Let P rn,q be the probability that the first row of a partition chosen from the measure Pn,q has
length strictly less than r. Proposition 2 gives an expansion for P rn,q.
Proposition 2
P rn,q = q
n(1/q)n ∗ Coeff. un in
∏
i≥1
1
1− u/qi
∞∑
m=0
(−1)m(1− u/q2m)urm(u/q)m−1
qrm
2+(m2 )(1/q)m
.
Proof: Clearly
∑
λ:|λ|=n
λ1<r
Pn,q(λ) = q
n(1/q)n ∗
∑
λ:|λ|=n
λ1<r
1
∏
j q
(λ′
j
)2(1q )mj(λ)
.
Corollary 2 in Section 3.4 of [F3] shows that
∑
λ:λ1<r
∞∏
i=1
(1− u/qi) u
|λ|
∏
j≥1 q
(λ′
j
)2(1q )mj(λ)
=
∞∑
m=0
(−1)m(1− u/q2m)urm(u/q)m−1
qrm
2+(m2 )(1/q)m
.
✷
Now we prove the main result of this section. The assumption that r ≤ n−1 is for convenience;
it is simple to derive closed expressions for P rn,q with r ≥ n.
6
Theorem 2 For q ≥ 2 and r ≤ n− 1,
1. P rn,q ≤ ( 11−1/q )2[ 1q2n−2r+2 + 1(1−1/q2n+1) 1qn+1 ]
2. P rn,q ≥ 1q2n−2r+2 − 1qn+1(1−1/q) − 1q2n−2r+3(1−1/q)2 − 1q3n−3r+4(1−1/q)3 − 1(1−1/q)2 1q2n+3(1−1/q2n+3) .
Proof: First we prove the upper bound. Since n ≥ r + 1, Proposition 2 implies that
P rn,q = 1 + [
(−1)(1/q)n
(1/q)n−r(1− 1/q) +
(1/q)n
q(1/q)n−(r+1)(1− 1/q)
]
+[qn(1/q)n
∑
m≥2
Coeff. un in
∏
i≥1
1
1− u/qi
(−1)m(1− u/q2m)urm(u/q)m−1
qrm
2+(m2 )(1/q)m
].
Here the 1 comes from the m = 0 term and the first term in square brackets comes from m = 1.
Consider the contribution from the m = 0 and m = 1 terms. It is equal to
1− (1− 1/qn−r+1)(1 − 1/qn−r+2) · · · (1− 1/qn)(1 + 1/qn−r+1 + 1/qn−r+2 + 1/qn−r+3 + · · ·)
≤ 1− (1− 1/qn−r+1)(1 − 1/qn−r+2) · · · (1− 1/qn)(1 + 1/qn−r+1 + 1/qn−r+2 + · · · + 1/qn)
≤ 1− (1− 1/qn−r+1 − 1/qn−r+2 − · · · − 1/qn)(1 + 1/qn−r+1 + 1/qn−r+2 + · · ·+ 1/qn)
= (1/qn−r+1 + · · · + 1/qn)2
≤ ( 1
1− 1/q )
2 1
q2n−2r+2
.
The second inequality used the fact that (1−x1) · · · (1−xr) ≥ 1−(x1+· · ·+xr) if 0 ≤ x1, · · · , xr ≤ 1.
To upper bound the second term in square brackets, observe that for m ≥ 2
qn(1/q)n(−1)m
qrm
2+(m2 )(1/q)m
Coeff. un−rm in (1− u/q2m)(u/q)m−1
∏
i≥1
1
1− u/qi
is positive only when m is even, in which case it is less than
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qn(1/q)n
qrm
2+(m2 )(1/q)m
Coeff. un−rm in
∏
i≥m
1
1− u/qi
=
qn(1/q)n
qrm
2+(m2 )(1/q)mqm(n−rm)(1/q)n−rm
≤ q
n
qrm
2+(m2 )+m(n−rm)(1/q)n−rm
≤ 1
(1− 1/q)2
1
q(
m
2 )+n(m−1)
.
The first inequality is true since n ≥ m and the second inequality is Lemma 1.
Thus the second term in square brackets is at most
1
(1− 1/q)2
∑
m≥2
m even
1
q(
m
2 )+n(m−1)
=
qn
(1− 1/q)2
∑
m≥1
1
q2m2−m+2mn
≤ q
n
(1− 1/q)2
∑
m≥1
1
qm(2n+1)
= (
1
1− 1/q )
2 1
qn+1(1− 1/q2n+1) .
To lower bound P rn,q, we begin by examining the first term in square brackets. It is
1− (1− 1/qn−r+1) · · · (1− 1/qn)(1 + 1/qn−r+1 + 1/qn−r+2 + · · ·+ 1/qn + · · ·)
≥ 1− (1− (1/qn−r+1 + · · ·+ 1/qn) + ( 1
qn−r+1
1
qn−r+2
+
1
qn−r+1
1
qn−r+3
+ · · · + 1
qn−1
1
qn
)))
·(1 + 1/qn−r+1 + 1/qn−r+2 + · · ·+ 1/qn + · · ·)
≥ 1− (1− (1/qn−r+1 + · · ·+ 1/qn) + 1
q2n−2r+3(1− 1/q)2 )
·(1 + 1/qn−r+1 + 1/qn−r+2 + · · ·+ 1/qn + · · ·)
≥ (1/qn−r+1 + · · ·+ 1/qn)2 − 1
qn+1(1− 1/q) −
1
q2n−2r+3(1− 1/q)2 −
1
q3n−3r+4(1− 1/q)3
≥ 1
q2n−2r+2
− 1
qn+1(1− 1/q) −
1
q2n−2r+3(1− 1/q)2 −
1
q3n−3r+4(1− 1/q)3 .
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Note that the first inequality used the fact that (1 − x1) · · · (1 − xr) ≤ 1 − (x1 + · · · + xr) +
(x1x2 + x1x3 + · · ·+ xr−1xr) for 0 ≤ x1, · · · , xr ≤ 1.
Next we consider the second term in square brackets. Observe that for m ≥ 2
qn(1/q)n(−1)m
qrm
2+(m2 )(1/q)m
Coeff. un−rm in (1− u/q2m)(u/q)m−1
∏
i≥1
1
1− u/qi
is negative only when m is odd, in which case as above it is less than
1
(1 − 1/q)2
1
q(
m
2 )+n(m−1)
.
This gives a contribution of at most
1
(1− 1/q)2
∑
m≥3
m odd
1
q(
m
2 )+n(m−1)
=
1
(1− 1/q)2
∑
m≥1
1
q2mn+2m2+m
≤ 1
(1− 1/q)2
∑
m≥1
1
qm(2n+3)
≤ 1
(1− 1/q)2
1
q2n+3(1− 1/q2n+3) .
✷
We conclude this section by proving the monotonicity result that P rn,q ≥ P rn+1,q if q ≥ 2.
Although this result will not be needed elsewhere in the paper, it is combinatorially interesting
and may be useful in the future. An analogous result exists for Plancherel measure [Jo] and was
crucial for the dePoissonization step in understanding the distribution of the longest increasing
subsequence of a random permutation [BaDeJo],[BOOl]. For the case of Plancherel measure, the
monotonicty result is true because there is a simple growth process for generating the random
partitions such that at stage n of the process has the correct distribution on partitions of size n.
Although there is a method for sampling from Pn,q (Section 3.3 of [F2]), it is not evident how it
can be used to prove the monotonicity result.
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To proceed we require a tool. Recall the Young Lattice: the elements of this lattice are all
partitions of all natural numbers and an edge is drawn between partitions λ and Λ if Λ is obtained
from λ by adding one dot.
Theorem 3 ([F1]) Put weights mλ,Λ on the Young lattice according to the rules:
1. mλ,Λ =
1
q
λ′
1(q
λ′
1
+1−1)
if Λ is obtained from λ by adding a dot to column 1
2. mλ,Λ =
(q−λ
′
s−q−λ
′
s−1)
q
λ′
1−1
if Λ is obtained from λ by adding a dot to column s > 1
Then
1
∏
j q
(λ′
j
)2(1q )mj(λ)
=
∑
γ
|γ|−1∏
i=0
mγi,γi+1
where γ = γ0 7→ γ1 7→ · · · 7→ γn = |λ| is a path in the Young lattice from the empty partition to λ.
We remark in passing that because of Theorem 3 the measure Pn,q can be refined to give a
measure on standard Young tableaux of size n (which is the same as a path in the Young lattice
from the empty partition to a partition of size n). These tableau correspond to involutions in
the symmetric group via the Robinson-Schensted-Knuth correspondence, and there has been much
interest in increasing subsequences in involutions (e.g. [BaR] and the applications referenced there).
It remains to be seen whether the measure arising from Theorem 3 has similar applications (for a
group theoretic application, see Section 3.2 of [F2]).
Theorem 4 If q ≥ 2 then P rn,q ≥ P rn+1,q.
Proof: From Proposition 1 it is enough to show that
qn+1(1/q)n+1
∑
|λ|=n+1
λ1<r
1
∏
j q
(λ′
j
)2(1q )mj(λ)
≤ qn(1/q)n
∑
|λ|=n
λ1<r
1
∏
j q
(λ′
j
)2(1q )mj (λ)
.
By Proposition 3,
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qn+1(1/q)n+1
∑
|λ|=n+1
λ1<r
1
∏
j q
∑
(λ′
j
)2(1q )mj(λ)
≤ qn+1(1/q)n+1
∑
|λ|=n
λ1<r
1
∏
j q
(λ′
j
)2(1q )mj(λ)
∑
Λ:λ→Λ
mλ,Λ.
Thus it is enough to show that for all λ of size n with λ1 < r,
q(1− 1/qn+1)
∑
Λ:λ→Λ
mλ,Λ ≤ 1.
This is visibly true if λ′1 = 0 (i.e. if λ is the empty partition). For |λ| ≥ 1, it is easy to see that
∑
Λ:λ→Λmλ,Λ =
1
q
λ′
1
(1 + 1
q
λ′
1
+1−1
). Thus it must be shown that for all λ of size n with λ1 < r,
q(1− 1/qn+1) 1
qλ
′
1
(1 +
1
qλ
′
1+1 − 1) ≤ 1.
If λ′1 = 1 and r < n + 1 this holds since no such λ exist. Similarly if r > n + 1 the theorem is
true since both probabilities are 1. If λ′1 = 1 and r = n + 1, we have a problem but are saved
since the only legal way to add a dot in such a way as to keep λ1 < r is to add to column 1 and
q(1− 1/qn+1) 1q(q2−1) ≤ 1. Finally if λ′1 ≥ 2, the result follows because
q(1− 1/qn+1) 1
q2
(1 +
1
q3 − 1) ≤ 1
for q ≥ 2. ✷
4 The Measure Qn,q on Partitions
To begin we recall the measure Qn,q on partitions of size n introduced in [F0] and indicate its
significance. The measure Qn,q arises by any of the following constructions and is a natural q-
analog of the Plancherel measure of the symmetric group.
1. ([F0],[F1]) Choose a partition λ of n with probability proportional to the square of the degree
of the unipotent representation of GL(n, q) indexed by λ′. The normalizing constant is
11
qn
2
(1/q)2nCoeff. u
n in
∞∏
i=1
∞∏
j=0
(
1
1− u
qi+j
).
2. ([F1]) Recall that the major index of a permutation pi ∈ Sn is defined by
maj(pi) =
∑
i:1≤i≤n−1
pi(i)>pi(i+1)
i.
Consider the non-uniform measure on the symmetric group which chooses a permutation pi
with probability proportional to qmaj(pi)+maj(pi
−1). Let λ be the transpose of the partition
associated to pi through the Robinson-Schensted-Knuth (RSK) correspondence. Note that
the first row of this λ is the length of the longest decreasing subsequence of pi and that the
first column of this λ is the length of the longest increasing subsequence of pi. Equivalently,
the first rows and columns of λ correspond to longest increasing and decreasing subsequences
in the reversal of pi. For background on the RSK correspondence including connections with
increasing subsequences, see Chapter 7 of [S].
3. There is a measure Q˜q on the set of all partitions of natural numbers which chooses a partition
λ with probability
∞∏
i=1
∞∏
j=0
(1− 1
qi+j
)
1
∏
j q
(λ′
j
)2 ∏
s∈λ(1− 1qh(s) )2
where h(s) is the hooklength of s. The measure Qn,q is given by renormalizing Q˜q to live on
partitions of size n.
The first two constructions motivate the study of Qn,q. The third construction is what will be
used in the remainder of this article so we make some remarks about it before continuing.
Remarks:
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1. It is easy to see that the measure P˜q on the set of all partitions of natural numbers can be
rewritten as
∞∏
i=1
(1− 1
qi
)
1
q|λ|+2n(λ)
∏
s∈λ
a(s)=0
(1− 1
qh(s)
)
.
Thus one sees a striking similarity between Q˜q and P˜q which was one of the motivations for
this article.
2. The measure Q˜q chooses a partition with probability proportional to
sλ′(1,
1
q
,
1
q2
, · · ·)sλ′(1
q
,
1
q2
,
1
q3
, · · ·)
and hence was also studied by Okounkov [O], who computed “correlation functions” for such
measures. As is clear from [G], the Q˜q probability of having λ1 < r can be expressed as a
Toeplitz determinant.
3. It is possible to exactly sample from all four measures P˜q, Q˜q, Pq,n, Qq,n. See [F2] for discus-
sion. The cases Pq,n, Qq,n are joint work with Mark Huber.
Before delving into a study of subsequences, we observe that the measure Qn,q has a curious
symmetry property.
Theorem 5 Qn,q(λ) = Qn,1/q(λ
′).
Proof: It is proved in [F0] that Qn,q chooses λ with probability proportional to [sλ′(1,
1
q ,
1
q2 , · · ·)]2.
From the description of Qn,q in terms of major index, one sees from Proposition 7.19.11 and Lemma
7.23.1 of [S] that Qn,q picks λ with probability proportional to [sλ(1, q, q
2, · · ·)]2. ✷
Proposition 3 gives a formula for Qq,n, which is supported on partitions of size n.
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Proposition 3 ([F0])
Qq,n(λ) =
1
Coeff. of un in
∏∞
i=1
∏∞
j=0(
1
1− u
qi+j
)
1
q|λ|+2n(λ)
∏
s∈λ(1− 1qh(s) )2
.
Our next goal (Lemma 4) is an upper and lower bound on the normalization constant of the
measure Qq,n. For this a more preliminary lemma is needed.
Lemma 3 If q ≥ 2 then
∞∏
i=1
∞∏
j=0
(1− 1
qi+j
) ≥ (1− 1/q)4.
Proof: Since q > 1 it follows that
∞∏
i=n
(1− 1
qi
) ≥ 1−
∞∑
i=n
1
qi
= 1− 1
qn(1− 1/q) .
Since q ≥ 2, 1− 1qn(1−1/q) ≥ 1− 1qn−1 . Thus Lemma 1 gives that
∞∏
i=1
∞∏
j=0
(1− 1
qi+j
) ≥ (1− 1/q)2
∞∏
i=2
∞∏
j=0
(1− 1
qi+j
)
≥ (1− 1
q
)2
∞∏
i=1
(1− 1
qi
)
≥ (1− 1
q
)4.
✷
Lemma 4 Let z(n, q) be denote the coefficient of un in
∏∞
i=1
∏∞
j=0(
1
1− u
qi+j
). Then for q ≥ 2,
1
qn(1/q)n
≤ z(n, q) ≤ 1
(qn − 1)(1− 1/q)6 .
Proof: For the lower bound, observe that
z(n, q) ≥ Coeff. of un in
∞∏
i=1
(
1
1− u
qi
) =
1
qn(1/q)n
.
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For the upper bound, we begin with the recurrence proved in [F0] that
z(n, q) =
1
qn − 1
n∑
i=1
z(n− i, q)
(1/q)i
≤ 1
(qn − 1)(1− 1/q)2
n∑
i=1
z(n− i, q)
≤ 1
(qn − 1)(1− 1/q)2
∞∑
i=0
z(i, q)
=
1
(qn − 1)(1− 1/q)2
∞∏
i=1
∞∏
j=0
(
1
1− 1
qi+j
).
The result now follows from Lemma 3. ✷
Proposition 4 gives upper and lower bounds for Qn,q in terms of Pn,q.
Proposition 4 For q ≥ 2,
(1− 1/qn)(1 − 1/q)4Pn,q(λ) ≤ Qn,q(λ) ≤ 1
(1− 1/q)−1+4
√
2n
Pn,q(λ).
Proof: Assume that n > 0, the case n = 0 being clear. For the lower bound, Lemma 4 implies
that
Qn,q(λ) ≥ (q
n − 1)(1 − 1/q)6
qn(1/q)n
qn(1/q)n
∏
j q
(λ′
j
)2 ∏
s∈λ(1− 1/qh(s))2
=
(qn − 1)(1 − 1/q)6
qn(1/q)n
1
∏
s∈λ:a(s)=0(1− 1/qh(s))
∏
s∈λ:a(s)6=0(1− 1/qh(s))2
Pn,q(λ)
≥ (1− 1/q
n)(1 − 1/q)5
(1/q)n
Pn,q(λ)
≥ (1− 1/qn)(1 − 1/q)4Pn,q(λ).
The second inequality uses the fact that for non-empty partitions, there is at least one dot satisfying
a(s) 6= 0.
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For the upper bound, Lemma 4 implies that
Qn,q(λ) ≤ q
n(1/q)n
∏
j q
(λ′
j
)2 ∏
s∈λ(1− 1/qh(s))2
=
1
∏
s∈λ:a(s)=0(1− 1/qh(s))
∏
s∈λ:a(s)6=0(1− 1/qh(s))2
Pn,q(λ)
=
∏
s∈λ:a(s)=0(1− 1/qh(s))∏
s∈λ(1− 1/qh(s))2
Pn,q(λ)
≤ (1− 1/q)∏
s∈λ(1− 1/qh(s))2
Pn,q(λ).
Since the number of dots s in λ with h(s) = 1 is equal to the number of distinct parts of λ, it is
at most
√
2n. Removing the dots with h(s) = 1 and applying the same reasoning shows that the
number of dots s in λ with h(s) = 2 is at most
√
2n, and that generally the number of dots s in λ
with any prescribed h(s) value is at most
√
2n. Thus
(1− 1/q)
∏
s∈λ(1− 1/qh(s))2
Pn,q(λ) ≤ (1− 1/q)∏
i(1− 1/qi)2
√
2n
≤ 1
(1− 1/q)−1+4
√
2n
.
✷
Combining Theorem 2 and Proposition 4, we obtain the following result.
Theorem 6 Let Qrn,q be the Qn,q probability that λ1 < r. For q ≥ 2 and r ≤ n− 1,
1. Qrn,q ≤ 1(1−1/q)1+4√2n [
1
q2n−2r+2 +
1
(1−1/q2n+1)
1
qn+1 ]
2. Qrn,q ≥ (1 − 1/qn)(1 − 1/q)4[ 1q2n−2r+2 − 1qn+1(1−1/q) − 1q2n−2r+3(1−1/q)2 − 1q3n−3r+4(1−1/q)3 −
1
(1−1/q)2
1
q2n+3(1−1/q2n+3) ]
From Theorem 1 and Proposition 4 one deduces the following corollary.
Corollary 1 ([F1]) Suppose that q ≥ 2.
1. The Qn,q probability that λ
′
1 = k is at most
1
(1−1/q)1+4
√
2n
(1/q)n(1/q)n−1
qk2−k(1/q)k(1/q)k−1(1/q)n−k
.
2. The Qn,q probability that λ
′
1 = k is at least (1− 1/qn)(1 − 1/q)4 (1/q)n(1/q)n−1qk2−k(1/q)k(1/q)k−1(1/q)n−k .
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