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Analisis sentimen telah menjadi satu kaedah lazim untuk mengklasifikasi tingkah laku 
pasaran saham. Malahan, analisis sentimen kian menjadi penting pada dekad ini 
terutamanya dengan ketersediaan data daripada media sosial seperti Twitter. Walau 
bagaimanapun, ketepatan model klasifikasi pasaran saham masih rendah, dan ini 
secara negatifnya memberi kesan kepada petunjuk pasaran saham. Tambahan pula, 
terdapat pelbagai faktor yang memberi kesan langsung kepada ketepatan model 
klasifikasi yang tidak diambil kira dalam kajian terdahulu. Salah satu faktornya adalah 
pengecualian ciri spatial-temporal. Faktor lain yang penting adalah teknik pelabelan 
automatik yang menjurus kepada ketepatan klasifikasi yang rendah disebabkan oleh 
ketiadaan leksikon khusus. Kesesuaian pengklasifikasi terhadap ciri data dan domain 
juga adalah faktor lain yang memberi kesan kepada ketepatan klasifikasi. Dalam 
kajian ini, model klasifikasi pasaran saham berdasarkan analisis sentimen telah 
dibangunkan.  Model ini direka bentuk untuk meningkatkan ketepatan klasifikasi 
dengan penggabungan ciri tweet timestamp dan lokasi, teknik pelabelan pakar domain 
pasaran saham dan pembangunan pengklafikasi Naïve Bayes hibrid untuk 
mengklasifikasi sentimen pasaran saham. Metodologi kajian ini terdiri daripada enam 
fasa. Fasa pertama adalah pengumpulan data, dan fasa kedua merupakan fasa penting 
yang melibatkan pelabelan dimana polariti data ditentukan sebagai nilai negatif, 
positif atau neutral. Fasa ketiga melibatkan pra-pemprosesan data yang mana hanya 
ciri berkaitan sahaja diambil kira. Fasa keempat adalah klasifikasi dimana corak 
pasaran saham yang sesuai dikenal pasti melalui penghibridan pengklasifikasi Naïve 
Bayes. Fasa kelima adalah penilaian dan prestasi, dan fasa terakhir iaitu pengecaman 
tingkah laku pasaran saham. Model ini menghasilkan dapatan yang signifikan dalam 
mengklasifikasi tingkah laku pasaran saham dengan ketepatan melebihi 89%. Model 
ini bermanfaat kepada pelabur dan penyelidik. Bagi pelabur, ia membolehkan mereka 
merumus pelan berdasarkan ketepatan petunjuk di mana ia mengurangkan risiko 
dalam pembuatan keputusan. Dari segi penyelidik, ia menarik perhatian terhadap 
kepentingan kejuruteraan ciri, teknik pelabelan, dan penghibridan pengklasifikasi 
dalam meningkatkan ketepatan klasifikasi.  
 
 
Kata Kunci: Klasifikasi pasaran saham, Pengklasifikasi Naive Bayes hibrid, Analisis 








Sentiment analysis has become one of the most common method to classify stock 
market behaviour. Moreover, sentiment analysis has gained a lot of importance in the 
last decade especially due to the availability of data from social media such as Twitter. 
However, the accuracy of stock market classification models is still low, and this has 
negatively affected the stock market indicators. Furthermore, there are many factors 
that have a direct effect on the classification models’ accuracies which were not 
addressed by previous research. One of the factors is the exclusion of spatial-temporal 
features. Another important factor is the automatic labelling technique which leads to 
low classification accuracy due to the absence of specific lexicon. The appropriateness 
of the classifiers to the data features and domain is also another factor, which affect 
the classification accuracy. In this research, a model for stock market classification 
based on sentiment analysis is constructed. It is designed to enhance the classification 
accuracy by the incorporation of tweet timestamp and location features, stock market 
domain expert labelling technique and the construction of a hybrid Naïve Bayes 
classifiers to classify the stock market sentiments. The methodology for this research 
consists of six phases. The first phase is data collection, and the second phase 
represents the most important phase, which is labelling, in which polarity of data is 
specified as negative, positive or neutral values. The third phase involves data pre-
processing, which is conducted to get only relevant features. The fourth phase is 
classification in which suitable patterns of the stock market are identified by 
hybridizing different Naïve Bayes classifiers. The fifth phase is performance and 
evaluation, and the final phase is recognition for the stock market behaviour. The 
model produced a significant result in classifying stock market behaviour with 
accuracy more than 89%. The model is beneficial for investors and researchers. For 
investors, it enables them to formulate their plans based on accurate indicators 
whereby it reduces the risk in decision making. For researchers, it draws their attention 
to the importance of feature engineering, labelling technique, and the classifiers 
hybridization in enhancing the classification accuracy. 
 
 
Keywords: Stock market classification, Hybrid Naive Bayes classifiers, Sentiment 






All thanks to almighty Allah  
O Lord, to You is praise as befits the Glory of Your Face and the greatness of Your 
Might. 
.يَا َرب � لَكَ الَْحْمدُ َكَما يَنْبَغ�ي ل�جَ�َل� َوْجه�َك وَل�عَظ�يم� سُْلَطان�كَ   
 
First and foremost, I am heartily thankful to my supervisors, Associate Prof. Dr. Siti 
Sakira Kamaruddin and Associate Prof. Dr. Husniza Husni for their appreciated 
guidance and continuous support from the initial to the final level in this research. The 
honest supervision and real encouragement that they gave truly help the headway of 
this research. It is an honor for me to have both of you as my supervisors. May Allah 
reward you well (جزاكم ���ير). 
 
My genuine and heartfelt thanks to my dear parents and my big brother, My father 
Prof. Dr. Abdulsattar Al-kubaisi, my mother Siham Al-zubaidi, and my big brother 
Laith Al-kubaisi. My heartfelt thanks and appreciation are also extended to my parents 
in law, my father in law Noori Alani and my mother in law Alya Alani. Thank you for 
your support, continual prayers, and patience for our parting. Nothing in this world is 
equal to your boundless giving and support. 
 
I wish to express my gratitude and thanks to the academic and supporting staff in 
AHSGS and SOC, especially to the dean of AHSGS Prof. Dr. Ku Ruhana Ku-
Mahamud, Associate Prof. Dr. Yuhanis Yusof, Dr. Farzana Kabir Ahmad, Dr. Juhaida 
Abu Bakar, and Dr. Nor Hazlyna Harun. 
 
Special thanks are due to my dear friends, Ghanim Shamas, Qais Alrubaiei, and 
Muthana Alani. Dear Ghanim and dear Qais, I will never forget our happy moments 
in UUM, thanks for everything. Dear Muthana, I will never forget your support. 
 
Last but not least, to the person who made my life beautiful, my wife, thanks a lot for 
your love and support during my difficult times. My dear son, Ayham, my dear 




Table of Contents 
Permission to Use ..................................................................................................................... i 
Abstrak ..................................................................................................................................... ii 
Abstract ................................................................................................................................... iii 
Acknowledgment .................................................................................................................... iv 
Table of Contents ..................................................................................................................... v 
List of Tables ........................................................................................................................ viii 
List of Figures .......................................................................................................................... x 
List of Abbreviations ............................................................................................................. xii 
CHAPTER ONE INTRODUCTION ....................................................................... 1 
1.1 Overview ................................................................................................................ 1 
1.2 Problem Statement ................................................................................................. 6 
1.3 Research Questions .............................................................................................. 10 
1.4 Research Objectives ............................................................................................. 10 
1.5 Research Motivation ............................................................................................ 11 
1.6 Research Scope .................................................................................................... 12 
1.7 Research Significance .......................................................................................... 15 
1.8 Thesis Organization ............................................................................................. 15 
CHAPTER TWO LITERATURE REVIEW ........................................................ 17 
2.1 Overview .............................................................................................................. 17 
2.2 Stock Market Classification Model ...................................................................... 17 
2.2.1 Stock Market Classification Model using Sentiment Analysis on English 
Tweets ................................................................................................................. 21 
2.2.2 Stock Market Classification Model using Sentiment Analysis on Arabic 
Tweets ................................................................................................................. 24 
2.3 Data Source for Stock Market Classification Model ........................................... 28 
2.3.1 Twitter as A Data Source ........................................................................... 28 
2.3.2 Data Availability from Twitter using API ................................................. 30 
2.3.3 Twitter and Stock Market Classification Model ........................................ 34 
2.4 Labelling Techniques and Stock Market Classification Model ........................... 39 




2.5.1 Data Pre-processing for Stock Market Classification Model..................... 42 
2.5.2 Feature Engineering and Representation ................................................... 45 
2.6 Classification ........................................................................................................ 49 
2.6.1 Classification and Supervised ML Classifiers ........................................... 49 
2.6.2 NBCs and Classification Model ................................................................. 53 
2.6.3 Hybridization and Ensemble Voting in Classification Model Improvements
 ............................................................................................................................ 59 
2.7 Performance and Evaluation for Stock Market Classification Model ................. 62 
2.8 Chapter Summary................................................................................................. 72 
CHAPTER THREE RESEARCH METHODOLOGY ........................................ 73 
3.1 Overview .............................................................................................................. 73 
3.2 Research Design ................................................................................................... 73 
3.3 Conceptual Framework ........................................................................................ 74 
3.3.1 Phase 1: Data Collection using Twitter API .............................................. 75 
3.3.2 Phase 2: Labelling Techniques .................................................................. 76 
3.3.3 Phase 3: Data Pre-processing ..................................................................... 78 
3.3.4 Phase 4: Classification ............................................................................... 82 
3.3.4.1 HNBCs1 ........................................................................................ 88 
3.3.4.2 HNBCs2 ........................................................................................ 91 
3.3.4.3 HNBCs3 ........................................................................................ 93 
3.3.5 Phase 5: Performance Evaluation .............................................................. 95 
3.3.6 Phase 6: Recognize the Stock’s Behaviour ................................................ 95 
3.4 Chapter Summary................................................................................................. 95 
CHAPTER FOUR THE STOCK MARKET CLASSIFICATION MODEL ..... 97 
4.1 Overview .............................................................................................................. 97 
4.2 The Constructed Stock Market Classification Model .......................................... 97 
4.2.1 Data Collection using Tweets Collector .................................................... 99 
4.2.2 Labelling Techniques ............................................................................... 102 
4.2.2.1 Expert Labelling Technique based on Research Domain ............ 102 
4.2.2.2 Auto-Labelling Technique using General Lexicon ..................... 104 




4.2.4 Classification Based on Hybrid Naïve Bayes Classifiers ........................ 115 
4.2.5 Performance and Evaluation .................................................................... 119 
4.2.6 Stock’s Behaviour .................................................................................... 120 
4.3 Chapter Summary............................................................................................... 121 
CHAPTER FIVE RESULTS AND DISCUSSION ............................................. 122 
5.1 Overview ............................................................................................................ 122 
5.2 Initial Testing ..................................................................................................... 122 
5.2.1 Data Collection (tweets collection) .......................................................... 122 
5.2.2 Expert Labelling Technique (manual labelling by the expert) ................ 123 
5.2.3 Tweets Pre-processing ............................................................................. 124 
5.2.4 Initial Classification using Different Classifiers (MNB, BNB, and Hybrid 
Model) ............................................................................................................... 126 
5.2.5 Initial Results ........................................................................................... 127 
5.2.6 Recognize the Stock’s Behaviour (initial testing).................................... 128 
5.3 HNBCs Experimental Results ............................................................................ 129 
5.3.1 HNBCs1 Performance and Evaluation .................................................... 130 
5.3.2 HNBCs2 Performance and Evaluation .................................................... 134 
5.3.3 HNBCs3 Performance and Evaluation .................................................... 136 
5.4 The Role of Expert Labelling in Classification Accuracy Enhancement .......... 139 
5.5 The Role of Feature Engineering in Classification Accuracy Enhancement ..... 146 
5.6 ML Hybridization and Classification Accuracy Enhancement .......................... 152 
5.7 Selection of the ML Classifier to Improve Classification Accuracy ................. 154 
5.8 The Relationship between High Classification Accuracy and Stock Market 
Indicators .................................................................................................................. 155 
5.9 Benchmarking .................................................................................................... 158 
5.10 Chapter Summary............................................................................................. 160 
CHAPTER SIX CONCLUSION .......................................................................... 161 
6.1 Overview ............................................................................................................ 161 
6.2 Research Contributions ...................................................................................... 161 
6.3 Recommendations and Future Works ................................................................ 164 
REFERENCES ....................................................................................................... 165 
 viii 
List of Tables 
Table 2.1 The General Advantages and Disadvantages for the Most Common ML Classifiers 
in the Domain of Stock Market Classification Model ........................................................... 51 
Table 2.2 Confusion Metrics for a Two-Class Classifier ....................................................... 63 
Table 2.3 Equations used for Evaluation the Classification Model ....................................... 63 
Table 2.4 The Facts Sheet ...................................................................................................... 69 
Table 2.5 The Main Characteristics of the Reviewed Stock Market Classification Models.. 71 
Table 3.1 Example of Expert Labelling and Defining the Polarity ........................................ 77 
Table 3.2 Example about the Probabilities Averaging in Soft Voting Ensemble .................. 89 
Table 4.1 Sample of Almarai Tweets ................................................................................... 100 
Table 4.2 Sample of DM Tweets ......................................................................................... 101 
Table 4.3 Sample of Almarai Tweets after Labelling .......................................................... 103 
Table 4.4 Sample of DM Tweets after Labelling ................................................................. 104 
Table 4.5 Sample of DM Tweets after Auto-Labelling ....................................................... 105 
Table 4.6 Sample of Cleaned English Tweets ..................................................................... 108 
Table 4.7 Sample of Cleaned Arabic Tweets ....................................................................... 109 
Table 5.1 Sample from the Manually Collected Etisalat Tweets (initial test) ..................... 123 
Table 5.2 Labelled Tweets (Original Arabic Tweets-initial test)......................................... 123 
Table 5.3 Sample of Features after Pre-processing .............................................................. 125 
Table 5.4 MNB Performance Evaluation (Initial Test) ........................................................ 127 
Table 5.5 BNB Performance Evaluation (Initial Test) ......................................................... 127 
Table 5.6 Hybrid Classifier Performance Evaluation (Initial Test) ..................................... 127 
Table 5.7 Classification Accuracy (Initial Test) .................................................................. 128 
Table 5.8 HNBCs1 using Almarai Arabic Tweets (all classes: 1, 2, and 0) ........................ 130 
Table 5.9 HNBCs1 using ASA Arabic Tweets (all classes: 1, 2, and 0) ............................. 130 
Table 5.10 HNBCs1 using Almarai English Tweets (all classes: 1, 2, and 0) ..................... 131 
Table 5.11 HNBCs1 using DM English Tweets (all classes: 1, 2, and 0)............................ 132 
Table 5.12 HNBCs1 using DMM English Tweets (all classes: 1, 2, and 0) ........................ 132 
Table 5.13 HNBCs1 using Etisalat UAE English Tweets (all classes: 1, 2, and 0) ............. 133 
Table 5.14 HNBCs2 using Almarai English Tweets (all classes: 1, 2, and 0) ..................... 134 
Table 5.15 HNBCs2 using DM English Tweets (all classes: 1, 2, and 0)............................ 135 
Table 5.16 HNBCs2 using DMM English Tweets (all classes: 1, 2, and 0) ........................ 135 
Table 5.17 HNBCs2 using Etisalat UAE English Tweets (all classes: 1, 2, and 0) ............. 136 




Table 5.19 HNBCs3 using DM English Tweets (all classes: 1, 2, and 0)............................ 137 
Table 5.20 HNBCs3 using DMM English Tweets (all classes: 1, 2, and 0) ........................ 138 
Table 5.21 HNBCs3 using Etisalat UAE English Tweets (all classes: 1, 2, and 0) ............. 138 
Table 5.22 Auto-Labelling vs Expert Labelling .................................................................. 140 
Table 5.23 Expert vs Auto using HNBCs1 .......................................................................... 141 
Table 5.24 Expert vs Auto using HNBCs2 .......................................................................... 142 
Table 5.25 Expert vs Auto using HNBCs3 .......................................................................... 142 
Table 5.26 HNBCs2 and HNBCs3 Performance and Evaluation with Fraction = 0.1 ........ 144 
Table 5.27 HNBCs2 and HNBCs3 Performance and Evaluation with Fraction = 0.2 ........ 144 
Table 5.28 HNBCs2 and HNBCs3 Performance and Evaluation with Fraction = 0.3 ........ 145 
Table 5.29 HNBCs2 Performance and Evaluation with and without Temporal and Spatial 
Functions .............................................................................................................................. 149 
Table 5.30 HNBCs3 Performance and Evaluation with and without Temporal and Spatial 
Functions .............................................................................................................................. 149 
Table 5.31 HNBCs2 and HNBCs3 Performance and Evaluation with Optimization = 0.1 . 150 
Table 5.32 HNBCs2 and HNBCs3 Performance and Evaluation with Optimization = 0.2 . 151 
Table 5.33 HNBCs2 and HNBCs3 Performance and Evaluation with Optimization = 0.3 . 151 
Table 5.34 HNBCs1 vs SVM using Almarai English Tweets ............................................. 155 
Table 5.35 HNBCs Classification Accuracy vs NBCs ........................................................ 158 
Table 5.36 HNBCs Classification Accuracy vs the Reviewed Classification Models based on 






List of Figures 
Figure 2.1. Multiple Types of ML and Associated use-cases ................................................ 19 
Figure 2.2. The Proposed Model for Stock Price and Significant Keyword Correlation ....... 21 
Figure 2.3. The Proposed Model by Qasem et al. (2015) ...................................................... 22 
Figure 2.4. MS. Azure ML ..................................................................................................... 22 
Figure 2.5. The Proposed Model by Cakra and Trisedya (2015) ........................................... 23 
Figure 2.6. The Proposed Model by Kordonis et al. (2016) .................................................. 24 
Figure 2.7. The Proposed Model by Hamed et al. (2015) ...................................................... 25 
Figure 2.8. The Proposed Model by Hamed et al. (2016) ...................................................... 26 
Figure 2.9. The Proposed Model by AL-Rubaiee et al. (2018) .............................................. 27 
Figure 2.10. Tweet's Attributes .............................................................................................. 31 
Figure 2.11. Example about Feature Selection from Twitter using JSON by Tweepy Tool . 33 
Figure 2.12. Example about Tweet’s Auto-labelling ............................................................. 41 
Figure 2.13. Pre-processing Steps for Arabic Tweets by AL-Rubaiee et al. (2018) .............. 44 
Figure 2.14. Feature Engineering Main Phases ..................................................................... 47 
Figure 2.15. Structure of Naïve Bayes Classifier ................................................................... 54 
Figure 2.16. Structure of Ensemble ML Models ................................................................... 61 
Figure 3.1. Conceptual Framework ........................................................................................ 75 
Figure 3.2. Auto-Labelling Framework ................................................................................. 77 
Figure 3.3. Data Pre-processing Steps ................................................................................... 80 
Figure 3.4. General Structure for the Proposed HNBCs ........................................................ 83 
Figure 3.5. Cross-Validation with 2-Fold .............................................................................. 84 
Figure 3.6. HNBCs1 Proposed Framework ........................................................................... 88 
Figure 3.7. HNBCs2 Proposed Framework ........................................................................... 91 
Figure 3.8. HNBCs3 Proposed Framework ........................................................................... 93 
Figure 4.1. The Implemented Stock Market Classification Model using Sentiment Analysis on 
English Tweets Based on HNBCs. ........................................................................................ 98 
Figure 4.2. The Implemented Stock Market Classification Model using Sentiment Analysis on 
Arabic Tweets Based on HNBCs1. ........................................................................................ 98 
Figure 4.3. Stock's Behaviours ............................................................................................. 121 
Figure 5.1. Size of Polarities (initial testing) ....................................................................... 128 




Figure 5.3. Abstract Tweet without Timestamp, id, and Company Name ........................... 147 
Figure 5.4. Baseline NB vs HNBCs Classification Accuracy using Different Datasets ...... 153 














List of Abbreviations 
ADX   Abu Dhabi Securities Exchange 
API   Application Programming Interface 
ASA   AlSafi Arabia 
B2B   Business to Business 
BN   Bayesian Network 
BNB   Bernoulli Naive Bayes 
CSV   Comma Separated Values 
DFM   Dubai Financial Market 
DM   Dubai Mall 
DMM   Dubai Marina Mall 
EM   Expectation Maximization 
EMH   Efficient Market Hypothesis 
FN   Falls Negative 
FP   Falls Positive 
GCC   Gulf Cooperation Council 
GNB   Gaussian Naïve Bayes  




HTTP   Hypertext Transfer Protocol 
JSON   JavaScript Object Notation 
KNNs   K-Nearest Neighbours 
LR   Linear regression 
ME   Maximum Entropy 
ML   Machine Learning 
MNB   Multinomial Naïve Bayes 
MS   Microsoft 
MSA   Modern Standard Arabic 
NB   Naïve Bayes 
NBC   Naïve Bayes Classifier 
NBCs   Naïve Bayes Classifiers 
NNs   Nerul Networks 
OAUTH  Open Authorization 
REST   Representational State Transfer 
RF   Random Forest 
R-Reqs  Research Requirements 




SA   Saudi Arabia 
SSNB   Semi-Supervised Naïve Bayes 
SVM   Support vector machine 
TF-IDF  Term Frequency-Inverse Document Frequency 
TN   True Negative 
TP   True Positive 
UAE   United Arab Emirates 
URL   Uniform Resource Locator 




This chapter presents an overview of stock market investment and stock market 
classification models, to introduce the research. It explains the problem statement and 
proposed solutions, discusses the research questions, and introduces the purpose of the 
study by presenting the research objectives, the motivation for the study, the research 
scope, the research significance, and finally the thesis organization. 
1.1 Overview 
Investors and business people need to decide on an effective approach to improve the 
outputs of their investments and to avoid massive financial losses, mainly on 
investment in the stock market (Nassirtoussi, Aghabozorgi, Wah, & Ngo, 2014; Ren, 
Wu, & Liu, 2018). The stock market is important because a company’s stock prices 
play a pertinent role in all economic sectors (Baker, Stein, & Wurgler, 2002; Pan & 
Mishra, 2018). The global increment of the stock exchanges has raised the need for an 
in-depth decision-making tool using a stock market classification model (Bartov, 
Faurel, & Mohanram, 2017; Ruan, Durresi, & Alfantoukh, 2018). 
Accurate classification of the data sources in the stock market domain is necessary for 
investors to make suitable decisions, such as selling or buying stocks (Guresen, 
Kayakutlu, & Daim, 2011; Hsu, Lessmann, Sung, Ma, & Johnson, 2016; Zhong & 
Enke, 2017). These kinds of investments need a pattern (Smedt & Daelemans, 2012; 
Fortuny, Smedt, Martens, & Daelemans, 2014) to assist decision makers in the stock 
market reach the right decision with minimal risk (Fortuny et al., 2014; Nguyen, 
Shirai, & Velcin, 2015). To determine a suitable pattern, trends must be followed by 
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