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1 Introduction
Depuis une trentaine d’anne´es, l’utilisation commer-
ciale des polyme`res cationiques solubles dans l’eau ne
cesse de croˆıtre. Ces polyme`res sont utilise´s comme ﬂo-
culants pour le traitement des eaux, ou dans l’industrie
du papier, deux domaines d’application parmi d’autres.
Ces polyme`res, qui repre´sentent un marche´ annuel
de plus de 2 milliards d’euros, peuvent eˆtre produits
par copolyme´risation en e´mulsion inverse dans des
re´acteurs ferme´s. Cette voie de synthe`se est probable-
ment l’une des plus subtiles et permet d’atteindre des
conversions tre`s e´leve´es. C’est aussi une fac¸on ade´quate
de proce´der quand les contraintes ope´rationnelles sont
fortes [1].
L’optimisation dynamique repre´sente un choix naturel
pour la re´duction des couˆts de production dans l’indus-
trie chimique, et plus particulie`rement dans le cas des
proce´de´s discontinus. La plupart des e´tudes disponibles
dans la litte´rature qui traitent de l’optimisation dy-
namique de re´actions de copolyme´risation en e´mulsion
proposent de manipuler la tempe´rature et/ou le proﬁl
de concentration d’initiateur aﬁn de diminuer le temps
de re´action [2, 3]. L’approche standard d’optimisation
base´e sur le mode`le peut mener a` la sous-optimalite´,
voire a` l’infaisabilite´, de par la pre´sence syste´matique
d’incertitudes. L’industrie traite ces incertitudes en in-
troduisant un certain degre´ de conservatisme qui ga-
rantisse la faisabilite´ dans le pire des cas (optimisation
robuste [4, 5, 6]). Malheureusement, les performances
qui en re´sultent peuvent eˆtre relativement faibles. Il
apparaˆıt alors naturel de vouloir utiliser les mesures
terminales disponibles pour re´duire ce conservatisme
et ame´liorer ainsi les performances.
L’optimisation base´e sur les mesures est une approche
destine´e a` utiliser des mesures aﬁn de re´duire progres-
sivement ce conservatisme. La premie`re e´tape est la
construction d’un mode`le de la solution. Une structure
pour la solution optimale est propose´e, laquelle consiste
en un certain nombre d’arcs parame´tre´s. Les conditions
ne´cessaires d’optimalite´ (necessary conditions of opti-
mality, NCO) sont ensuite exprime´es par rapport aux
parame`tres du mode`le de la solution. Les parame`tres
du mode`le de la solution sont ensuite adapte´s via le
suivi des NCO. La force de cette approche re´side dans
le fait que les NCO sont e´value´es, au travers des me-
sures, pour le vrai syste`me expe´rimental et non pas
pour un mode`le potentiellement impre´cis.
Typiquement les NCO contiennent quatre parties : (i)
contraintes de chemin, (ii) contraintes terminales, (iii)
sensibilite´s de chemin, et (iv) sensibilite´s terminales.
Pour satisfaire les NCO, les parame`tres du mode`les de
la solution sont adapte´s a` l’aide de mesures. Dans cette
pre´sentation, les contraintes et sensibilite´s de chemin
sont suppose´es etre ve´riﬁe´es via le controˆle en ligne.
L’emphase sera donc porte´e sur les objectifs terminaux.
La me´thodologie est applique´e a` un re´acteur indus-
triel de copolyme´risation d’acrylamide. Dans un pre-
mier temps, une optimisation nume´rique est re´alise´e
sur un mode`le de tendance du re´acteur de copo-
lyme´risation. Pour cela, le proﬁl de tempe´rature
du re´acteur est calcule´ aﬁn de minimiser le temps
de re´action. La conversion ﬁnale, la masse molaire
moyenne (en masse) du copolyme`re, la tempe´rature du
re´acteur, et la tempe´rature d’entre´e du ﬂuide calopor-
teur sont contraints. Les re´sultats de cette optimisa-
tion nume´rique avec un mode`le nominal permettent de
de´ﬁnir le mode`le de la solution.
Le mode`le de la solution comporte deux arcs : le pre-
mier est isotherme et correspond a` la limitation de la
tempe´rature d’entre´e du ﬂuide caloporteur et a` la sa-
tisfaction de la contrainte terminale sur la distribution
de la masse molaire ; le second est approximativement
adiabatique et compense la diminution de vitesse de
re´action a` la ﬁn du batch. Ainsi, on se propose d’utiliser
des mesures pour satisfaire les NCO. Deux approches
sont conside´re´es : (i) l’adaptation de batch en batch
du temps de commutation entre les deux arcs, et (ii) le
suivi d’une trajectoire de re´fe´rence en termes de conver-
sion, qui meˆne aux contraintes terminales en un seul
batch. L’approche (i) a e´te´ implante´e avec succe`s dans
des re´acteurs industriels d’une tonne, tandis que l’ap-
proche (ii) est pour l’instant teste´e en simulation, dans
l’attente d’une prochaine implantation. L’approche (i)
a permis de re´duire de plus de 30% en 3 batchs le temps
de re´action ne´cessaire a` la production de polyme`res
commerciaux.
2 Proce´de´ Industriel
La copolyme´risation en e´mulsion inverse d’acrylamide
est conside´re´e. La nucle´ation et la polyme´risation
sont conﬁne´es dans les goutelettes de monome`re, avec
chaque particule qui est suppose´e se comporter comme
un petit re´acteur de polyme´risation inde´pendant. La
polyme´risation suit un me´canisme classique de type
”free-radical” avec, en plus du transfert de matie`re
entre les phases, des re´actions de terminaison mono-
mole´culaire avec les espe`ces aux interfaces. Plus de
de´tails sont disponibles dans [7, 8].
A l’e´chelle industrielle, d’autres re´actions doivent eˆtre
conside´rees par rapport a` [7, 8] comme l’ajout d’agent
de transfert de chaˆıne ou de re´ticulant, aﬁn d’obtenir
la distribution et le type de ramiﬁcation souhaite´s. De
plus, la pre´sence d’impurete´s inhibe la polyme´risation
de fac¸on peu reproductible d’un batch a` l’autre. Ainsi
les eﬃcacite´s d’initiation varient de manie`re signiﬁca-
tive durant et entre les batchs. Tout ceci complique for-
tement un travail de mode´lisation de´ja` diﬃcile. C’est
pourquoi un mode`le de tendance, base´ sur la terminolo-
gie standard des moments de la distribution de masse
molaire, a e´te´ de´veloppe´ et les parame`tres ajuste´s en
fonction de la re´alite´ industrielle.
La ﬁgure 1 montre ce qui e´tait jusque la` la fac¸on de me-
ner la re´action dans l’industrie (a` savoir une ope´ration
isotherme). On peut noter que la tempe´rature de l’en-
veloppe approche sa valeur minimale.
3 Optimisation DynamiqueNume´rique
3.1 Ge´ne´ralite´s





s.t. x˙ = F (x, u), x(0) = xo (2)
S(x, u) ≤ 0, T (x(tf )) ≤ 0 (3)
ou` φ est la fonction couˆt, x le vecteur d’e´tat et xo
ses conditions initiales, u le vecteur d’entre´e et tf le
temps ﬁnal. F repre´sente la dynamique du syste`me, S
les contraintes de chemin, T les contraintes terminales.











Fig. 1: Profils mesure´s pendant une production isotherme :
Tempe´rature du re´acteur (T), tempe´rature de l’en-
veloppe (Tj), et conversion (X). Les tempe´ratures
et le temps final sont normalise´s a` 1.
Plusieurs me´thodes nume´riques ont e´te´ propose´es pour
re´soudre ce type de proble`mes d’optimisation. Ces
me´thodes se classent en trois cate´gories :
– Les me´thodes directes, ou` le proble`me d’optimisation
(1)-(2) est re´solu directement [9, 10].
– Les me´thodes base´es sur le principe du maximum
de Pontryagin ou` le proble`me d’optimisation est re-
formule´ par l’introduction du Hamiltonien, des ad-
joints et des multiplicateurs de Lagrange pour les
contraintes, ce qui permet d’exprimer les conditions
ne´cessaires d’optimalite´ [11, 12].
– Les me´thodes base´es sur la formulation de Hamilton-
Jacobi-Bellman telle que la programmation dyna-
mique [13].
Chacune de ces me´thodes posse`de un certain nombre
d’avantages et d’inconve´nients. Une revue de leurs
spe´ciﬁcite´s, de leurs diﬀe´rences et de leurs champs d’ap-
plication peut eˆtre trouve´e dans [14]. Cependant toutes
ont le point commun d’eˆtre base´e sur le mode`le dyna-
mique du syste`me. Par conse´quent, la qualite´ et l’appli-
cabilite´ des re´sultats auxquels leur application conduit
doit toujours eˆtre mis en rapport a` la qualite´ du mode`le
dynamique sur lequel elles s’appuient.
3.2 Optimisation Nominale Base´e sur un
Mode`le de Tendance du Re´acteur de Copo-
lyme´risation
Dans le cas pre´sent, le proble`me d’optimisation peut




s.t. x˙(t) = F (x(t), T (t)), x(0) = xo (5)
X(tf ) ≥ Xmin (6)
M¯w(tf ) ≥ M¯w,min (7)
Tj,in(t) ≥ Tj,in,min (8)
T (t) ≤ Tmax (9)
avec tf , le temps ﬁnal de re´action a` minimiser, T (t),
la tempe´rature du re´acteur, x le vecteur d’e´tat du
syste`me, F le syste`me d’e´quations dynamiques, x0 le
vecteur de conditions initiales, Xmin la valeur minimale
de´sire´e pour la conversion ﬁnale X(tf ), M¯w,min la va-
leur minimale de´sire´e pour la masse molaire moyenne
en masse M¯w(tf ), Tj,in,min la valeur minimale de la
tempe´rature d’entre´e du ﬂuide caloporteur dans l’en-
veloppe Tj,in(t) et Tmax la valeur maximale de la
tempe´rature du re´acteur.
Dans ce cas particulier, un proﬁl de tempe´rature
constant par morceaux constitue´ de 5 intervalles
de longueurs diﬀe´rentes mais ﬁxes est optimise´ par
une me´thode directe. Des intervalles de longueurs
diﬀe´rentes sont conside´re´s pour ajuster correctement
l’augmentation de tempe´rature sense´e compenser la di-
minution de la vitesse de re´action. Le proﬁl obtenu est
pre´sente´ a` la Figure 2.










Fig. 2: Profil de temperature (tirets) compare´ au profil
isotherme (trait continu). Les tempe´ratures et le
temps ont e´te´ normalise´s a` 1.
La premie`re partie du proﬁl optimal correspond a` l’at-
teinte de la limite de de´gagement de chaleur puisque
la tempe´rature d’alimentation en ﬂuide caloporteur
peut atteindre sa limite minimale durant cet arc. En
meˆme temps, le respect de la contrainte terminale sur
la masse molaire est en partie garanti par cet arc,
puisque pendant une partie importante de la re´action,
la tempe´rature est e´gale a` celle de la politique isotherme
utilise´e par les ope´rateurs. Durant la deuxie`me par-
tie de la re´action, la tempe´rature est augmente´e pour
compenser le ralentissement de la re´action. En meˆme
temps, cette augmentation est guide´e par le compromis
intrinse`que entre masse molaire et conversion dans les
proce´de´s de polyme´risation : augmenter la tempe´rature
favorise la conversion au de´triment de la masse mo-
laire. Si, dans ce cas, la masse molaire diminue plus
rapidement que dans le cas isotherme, cette diminu-
tion dure moins longtemps e´tant donne´ que le temps
de re´action est plus court. C’est la compensation de
ces deux eﬀets oppose´s qui permet de garantir le res-
pect des contraintes terminales.
3.3 Infaisabilite´ de la Solution Optimale
Meˆme si ce proﬁl permet de re´duire de 37% le temps
de re´action il ne peut eˆtre implante´ pour les raisons
suivantes :
– La valeur minimale de la tempe´rature du ﬂuide ca-
loporteur peut eˆtre atteinte entre 40% et 75% de
conversion (Figure 1) suivant le batch. Ainsi, aug-
menter la tempe´rature a` des taux de conversion
encore faibles peut mener a` l’auto-emballement du
re´acteur.
– De trop petites augmentations de tempe´rature
comme celles obtenues par l’optimisation nume´rique
ne peuvent pas eˆtre implante´es car elles seraient
noye´es dans le bruit de mesure.
Pour garantir la faisabilite´, on introduit typiquement
du conservatisme. Ainsi, un proﬁl de tempe´rature qui
assure la faisabilite´ en toutes circonstances devrait eˆtre
de´termine´. Cette me´thode, connue sous le nom d’opti-
misation robuste, a e´te´ e´tudie´e de fac¸on intensive dans
la litte´rature [4, 5, 6], mais une approche diﬀe´rente va
eˆtre utilise´e dans ce cas.
4 Optimisation Base´e sur les Mesures
L’ide´e ge´ne´rale de cette approche consiste a` de´terminer
la structure ge´ne´rale en termes de parame`tres et d’arcs
de la solution optimale. On distingue une partie ﬁxe, ty-
piquement la structure (la se´quence d’arcs), et une par-
tie libre, typiquement certains parame`tres. Les condi-
tions ne´cessaires d’optimalite´ seront par la suite ex-
prime´es en fonction de cette partie libre. Finalement, la
partie libre sera adapte´e en utilisant les mesures dispo-
nibles pour forcer les NCO a` eˆtre satisfaites. Deux ap-
proches sont pre´sente´es dans cette partie. La premie`re
consiste a` adapter les parame`tres de batch en batch
pour forcer la partie contraintes des NCO a` eˆtre satis-
faite en quelques batchs. La deuxie`me, quant a` elle, pro-
pose de suivre une trajectoire de re´fe´rence qui conduit
a` une contrainte terminale active.
4.1 Adaptation de Batch en Batch
4.1.1 Mode`le de la Solution: Le proﬁl op-
timal de tempe´rature peut eˆtre approche´ de la fac¸on
suivante :
– De´gagement maximal de chaleur ≈ Arc isotherme :
La premie`re partie est approche´e par un arc iso-
therme dont la tempe´rature est ﬁxe´e a` la valeur
correspondant a` celle utilise´e en milieu industriel
pour une ope´ration isotherme. Cet arc satisfait la
contrainte de de´gagement maximal de chaleur et as-
sure que, pendant la majeure partie de la re´action,
un copolyme`re est produit aux spe´ciﬁcations de´sire´es
en terme de masse molaire.
– Compromis intrinse`que ≈ Arc adiabatique : La se-
conde partie du proﬁl (qui correspond aux augmen-
tations de tempe´rature dans la solution nominale)
est approche´e par un arc adiabatique. La boucle de
controˆle est ouverte et le de´bit de ﬂuide calopor-
teur est ﬁxe´ a` ze´ro. Ainsi, la chaleur de´gage´e par
la re´action donne lieu a` une augmentation exponen-
tielle de la tempe´rature du re´acteur.
Ainsi, a` ce stade, le mode`le de la solution comprend : (i)
une partie ﬁxe, a` savoir un arc isotherme suivi d’un arc
adiabatique, et (ii) une partie libre, a` savoir le temps
de commutation entre les deux arcs et le temps ﬁnal.
En fait, ce dernier est de´termine´ par l’atteinte de la
contrainte sur la conversion ﬁnale. Ainsi, la partie libre
comporte un seul parame`tre, a` savoir le temps de com-
mutation qui est initialise´ a` une valeur conservatrice en
utilisant l’expe´rience des ope´rateurs.
4.1.2 Adaptation du Mode`le de la Solution:
Notons tout d’abord qu’il a e´te´ ve´riﬁe´ en simulation que
la contrainte sur la tempe´rature du re´acteur (9) e´tait
plus restrictive que celle sur la masse molaire ﬁnale (7).
Ainsi, pour un proﬁl semi-adiabatique, satisfaire cette
contrainte sur la tempe´rature garantit que la masse mo-
laire moyenne en masse sera suﬃsante a` la ﬁn du batch.
De la meˆme fac¸on, il est suppose´ que la contrainte de
chemin (8) est satisfaite par le choix de la valeur de la
tempe´rature durant le premier arc. Le proble`me d’opti-
misation (4)-(9) peut ainsi s’e´crire comme un proble`me
d’optimisation statique [15] :
min
tsw, tf
J = tf (tsw, tf ) (10)
s.t. Xf (tsw, tf ) ≥ Xmin (11)
M¯w,f((tsw, tf ) ≥ M¯w,min (12)
Tf((tsw , tf ) ≤ Tmax (13)
avec tsw qui est le temps de commutation entre les arcs,
Xf la conversion ﬁnale, M¯w,f la masse molaire moyenne
en masse ﬁnale et Tf la tempe´rature ﬁnale du re´acteur.
Les conditions ne´cessaires d’optimalite´ (NCO)
s’e´crivent alors :
Tf ((tsw , tf)− Tmax = 0 (14)
∂tf ((tsw , tf )
∂tsw
+ ν
∂(Tf((tsw , tf )− Tmax)
∂tsw
= 0 (15)
avec Tf qui est la valeur ﬁnale de la teme´rature
du re´acteur, ν le multiplicateur de Lagrange pour la
contrainte (13). Les NCO ont deux parties : (i) la par-
tie contrainte (14), et (ii) la partie sensibilite´ (15).
Il est donc propose´ d’adapter le temps de commuta-
tion en utilisant les mesures pour forcer les conditions
ne´cessaires d’optimalite´ [15]. Dans le cas pre´sent forcer
la partie contrainte a` eˆtre active fournit la valeur de
tsw et forcer la partie sensibilite´ a` eˆtre active permet de
calculer ν (ce qui, ici, n’est d’aucun inte´reˆt pratique).
La loi d’adaptation est
tsw(k) = tsw(k − 1) + K(Tmax − Tk−1(tf )) (16)
ou` k de´signe le ke`me batch, K est le gain du controˆleur,
et Tk−1(tf ) la valeur ﬁnale (et par conse´quent maxi-
male) de la tempe´rature du re´acteur. L’adaptation est









Fig. 3: Sche´ma d’adaptation du temps de commutation
4.2 Suivi de Trajectoire
4.2.1 Mode`le de la Solution: Un autre pos-
sibilite´ pour de´composer le proﬁl est :
– De´gagement maximal de chaleur ≈ Arc isotherme :
La premie`re partie est approche´e par un arc iso-
therme, comme pre´ce´demment.
– Compromis intrinse`que ≈ Suivi d’une trajectoire de
re´fe´rence : La seconde partie du proﬁl (qui corres-
pond aux augmentations de tempe´rature dans la so-
lution nominale) est approche´e par un arc adiaba-
tique. Cette fois-ci, au lieu d’ouvrir la boucle de
controˆle on se propose de suivre une trajectoire de
tempe´rature, re´alisable en terme de conversion, qui
meˆne le re´acteur a` sa tempe´rature maximale a` la ﬁn
du batch.
Ainsi, a` ce stade, le mode`le de la solution comprend :
(i) une partie ﬁxe, a` savoir un arc isotherme et la loi de
commande pour le suivi de la trajectoire de re´fe´rence,
et (ii) une partie libre, a` savoir le temps de commu-
tation entre les deux arcs, le temps ﬁnal et la tra-
jectoire de re´fe´rence a` suivre. De la meˆme fac¸on que
pre´ce´demment, le temps ﬁnal est de´termine´ par l’at-
teinte de la contrainte sur la conversion.
4.2.2 Adaptation du Mode`le de la Solution:
Pour de´terminer la trajectoire de tempe´rature a` suivre,
il est utile de conside´rer le taux de conversion aﬁn de
ne pas trop augmenter la tempe´rature a` faibles taux
de conversion. La trajectoire suivie est pre´sente´e a` la
Figure 4. On construit ainsi un tableau entre le taux de
conversion estime´ et la tempe´rature de consigne (look-
up table). Le sche´ma du suivi de trajectoire est donne´
a` la Figure 5.
La conversion est estime´e par inte´gration de la chaleur





V (−∆H)(M10 + M20) (17)
avec Qreac qui est la chaleur de re´action, V le vo-
lume du re´acteur, ∆H l’enthalpie de re´action, et
M10 et M20 les concentrations initiales des deux co-
monome`res. La chaleur de re´action Qreac se calcule par
bilan e´nerge´tique faisant intervenir les tempe´ratures du
re´acteur et a` la sortie de l’enveloppe.
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Fig. 4: Look-up table pour la trajectoire de tempe´rature
(normalise´e) fonction de la conversion.
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Fig. 5: Sche´ma de suivi de la trajectoire de re´fe´rence avec
estimation de la conversion, re´gulateur PI, feedfor-
ward constant (T ff ), perturbation v(t), et bruits
de mesure w1(t) et w2(t)
5 Re´sultats
5.1 Adaptation de Batch en Batch
Les re´sultats expe´rimentaux [16] pour un re´acteur in-
dustriel d’une tonne sont pre´sente´s a` la Figure 6. Une
re´duction du temps de batch de 35 % est obtenue apre`s
trois batchs par rapport a` une ope´ration isotherme (cf.
Tableau 1). Il est ve´riﬁe´ par des mesures de viscosite´
que la contrainte sur la masse molaire est respecte´e :
viscosite´ du produit (i.e. la viscosite´ du produit ﬁnal)
et viscosite´ ”inverse” (i.e. la viscosite´ du polyme`re com-
mercial). Ces mesures sont pre´sente´es a` la Figure 6.
Notons que cette approche ite´rative permet de rejeter
les perturbations qui persistent d’un batch a` l’autre,
mais pas les perturbations propres a` un seul batch. Par
contre, l’implantation est tre`s simple, puisque seules
des mesures hors-ligne, typiquement disponibles puis-
qu’elles concernent les contraintes, sont ne´cessaires. La
raison pour laquelle Tmax = 2 n’est pas atteint tient au
Tab. 1: Re´sultats Expe´rimentaux (SA : Semi-adiabatique)
Batch Strategie tsw T (tf ) tf
− Isotherme − 1.00 1.00
1 SA conservatrice 0.62 1.70 0.78
2 SA apre`s 2 batchs 0.58 1.78 0.72

























Fig. 6: Adaptation run-to-run du temps de commutation :
Batch 1 (pointille´s), 2 (traits-tille´s), et 3 (continu)
et des viscosite´s produit (+) et inverse (o)
fait qu’une marge de se´curite´ a e´te´ introduite.
5.2 Suivi de Trajectoire
Une e´tude de simulation est propose´e. Des re´sultats
expe´rimentaux devraient eˆtre obtenus dans les mois qui
viennent. Pour la simulation, le mode`le de tendance a
e´te´ perturbe´ comme suit :
- 20% de variation sur une constante de propagation
- 100% de variation sur l’eﬃcacite´ de l’initiation par
de´composition de l’initiateur
- Perturbation v(t) sur le de´bit de ﬂuide caloporteur
(10% de bruit blanc multiplicatif, change´ toutes les
20 minutes)
- ± 1% de bruit blanc de mesure w(t) sur la
tempe´rature du re´acteur T et sur la tempe´rature de
sortie du ﬂuide caloporteur Tj,out
Les parame`tres du re´gulateur PI, Kp = 8 K et Ki =
0.2 1/min, ont e´te´ ajuste´s manuellement. Les re´sultats
de simulation [17] sont pre´sente´s a` la Figure 7. Pour
eˆtre repre´sentatifs, les temps de batch pre´sente´s sont
moyenne´s sur 20 re´alisations. Comme on peut le voir, le
fait de suivre une trajectoire menant a` la contrainte ter-
minale Tmax permet de re´duire le temps de re´action en
un seul batch, tout en rejetant eﬃcacement les pertur-
bations. Comme dans la section pre´ce´dente, Tmax n’est
pas atteint, car une marge de se´curite´ supple´mentaire
a` e´te´ introduite.
En simulation 37 % de re´duction du temps de re´action
sont possibles graˆce a` cette approche. De plus, cette
approche permet de rejeter les perturbations durant le
batch. Pour ce re´acteur de polyme´risation, l’estimation
de la conversion est aise´ment re´alisable et ﬁable, mais





















Fig. 7: Comparaison de performance en simulation du
suivi de la trajectoire de re´fe´rence (traits-tille´s),
du semi-adiabatique conservateur (pointille´s) et de
l’isotherme (continu)
dans le cas ge´ne´ral, elle ne´cessiterait soit une me´thode
d’estimation plus complexe, soit la pre´sence de mesures
en ligne.
6 Conclusion
L’optimisation base´e sur les mesures via le suivi des
conditions ne´cessaires d’optimalite´ a e´te´ e´tudie´e dans
le contexte de l’optimisation d’un re´acteur de copo-
lyme´risation industriel. Un proﬁl continu par mor-
ceaux, typiquement non implantable en re´alite´, a e´te´
de´termine´ par optimisation nume´rique d’un mode`le de
tendance du re´acteur de copolyme´risation. Ceci a` per-
mis de construire un premier mode`le de la solution
optimale qui comprend deux arcs, l’un isotherme et
l’autre adiabatique, le temps de commutation d’un arc
a` l’autre repre´sentant la variable de de´cision a` ajus-
ter. Un deuxie`me mode`le de la solution a e´te´ propose´
de fac¸on a` satisfaire une contrainte terminale au terme
d’un seul batch. Il fait intervenir un suivi d’une trajec-
toire de re´fe´rence pour la tempe´rature sur la base d’une
estimation de la conversion.
L’adaptation du temps de commutation (premier
mode`le) a e´te´ re´alise´e sur un re´acteur d’une tonne et a
donne´ lieu a` 35 % de re´duction du temps de re´action. Le
suivi de trajectoire (deuxie`me mode`le) doit eˆtre teste´e
tre`s prochainement en milieu industriel et permettrait,
selon les estimations re´alise´es en simulation, de re´duire
le temps de re´action de 37 % en un seul batch.
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