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Abstract—The dead end problem in greedy forwarding is an
important issue of location based routing in sensor networks. It
occurs when a message falls into a local minimum using greedy
forwarding. Current solutions to this problem are insufﬁcient in
either eliminating trafﬁc/path memorization or ﬁnding satisfac-
tory short paths. In this paper, we propose a novel algorithm,
called partial-partition avoiding geographic routing (PAGER), to
solve the problem. The basic idea of PAGER is to divide a sen-
sor network graph into functional subgraphs and provide each
sensor node with message forwarding directions based on these
subgraphs. PAGER results in loop free short paths without mem-
orization of trafﬁcs/paths in sensor nodes. It does not require pla-
narization of the underlying network graph. Further, the mobility
adaptability of PAGER makes it suitable for use in mobile sen-
sor networks with frequent topology changes. We implement the
PAGER algorithm in two protocols and evaluate them in sensor
networks with different parameters. Experimental results show
the advantage of PAGER in the context of sensor networks.
Index Terms—Distributed algorithm, graph theory, protocols,
routing, sensor networks, shortest path, topology.
I. INTRODUCTION
S
ENSOR networks consist of a large number of tiny sen-
sors with limited power and computational capability. Data
collected by the sensors are usually routed to the base station
(BS) in a multihop manner [1]. A number of routing protocols
(e.g., non-location based [2]–[9] and location based [10]–[21])
have been proposed for sensor networks. Among them, the lo-
cation based solutions [10]–[21] have received more attention
due to their inherent scalability and power-efﬁciency. In ad-
dition, by providing the location information, location service
systems [22], [23] are available to support these location based
routing protocols. However, the dead end problem is an impor-
tant issue in location based routing for sensor networks. It arises
when greedy forwarding fails at a sensor node that is closer
(in Euclidean distance) to the BS than all its neighbors. Left
unsolved, this problem will prevent location based routing pro-
tocols from providing paths from some sensor nodes to the BS
(even if such paths might exist).
In the past, both memorization based [15], [16] and state-
less [13], [14] recover mode algorithms have been proposed to
address the dead end problem. The memorization based meth-
ods [15], [16] require nodes to memorize their past trafﬁc or
paths. These methods are not scalable because they are sensi-
tive to the node queue size, changes in node activity, and node
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mobility. In contrast, stateless recover mode methods [13], [14]
do not require a node to memorize its past trafﬁc or paths, hence
they maintain almost no state information in sensor nodes; this
property makes the stateless recover mode methods [13], [14]
suitable for sensor networks, which usually consist of a large
number ofsensornodes. Thegreedy-face-greedy (GFG)/greedy
perimeter stateless routing (GPSR) algorithm [13], [14] is cur-
rently the most widely accepted stateless recover mode algo-
rithm in ad-hoc/sensor networks. GFG/GPSR elegantly handles
the dead end problem by routing a message along boundaries
of polygons of the planarized network graphs. However, com-
paredtotheshortestpath[24]insparsenetworks,thisalgorithm
generates long paths with loops, which increases trafﬁc burden
and risks losing data packets in large scale sensor networks;
additionally, it requires the underlying network topology to be
a planar graph, which increases computational complexity.
In this paper, we propose a distributed algorithm called
partial-partition avoiding geographic routing (PAGER) that di-
vides a sensor network graph into functional subgraphs, and
provides forwarding directions for each sensor node based on
these subgraphs. Distinctive features of PAGER are that: 1) it
does not require a node to memorize its past trafﬁc or paths
or the underlying network graph to be planar; 2) it constructs
loop free paths with lengths close to the shortest; and 3) it is
adaptive to mobility, making it applicable to mobile sensor net-
works with frequent topology changes. We implement PAGER
in routing protocols, resulting in PAGER-S and PAGER-M for
stationary and mobile scenarios, respectively. The performance
ofPAGER-S/Misevaluatedunderdifferentnetworktopologies.
Experimental results show the advantages of PAGER-S/M.
II. SENSOR NETWORK MODEL AND THE DEAD END PROBLEM
A. Network Model
We consider the following network graph model: a num-
ber of sensor nodes are randomly deployed on an unobstructed
two-dimensional sensing ﬁeld with a BS. The sensor nodes are
modeled by a unit graph. All sensor nodes within communica-
tion range r of a node x are considered as neighbors of x and
have bidirectional links with node x, as shown in Fig. 1. N
(x) denotes the set of neighbors of node x which includes all
sensor nodes that fall into the circle centered at x with radius r.
Depending on the applications, the BS is located either adjacent
to the sensing ﬁeld or inside it. It has a communication range R,
whichislongenoughtocoverallsensornodes.Commandsfrom
the BS can be sent to sensor nodes via a broadcast channel. In
this paper we only consider using this broadcast channel to help
sensors obtain the location information of the BS. Note that for
most sensor network applications, the BSs normally have little
0018-9545/$20.00 © 2005 IEEE
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Fig. 1. The sensor network model.
mobility, so that the broadcasting from the BS to sensor does
not need to be frequent, even when the sensor nodes are moving
with high frequency. Also, the BS in a sensor network, unlike
tiny power constrained sensor nodes, normally has a sufﬁcient
power supply. Given these two reasons, the cost of obtaining
the location information by sensor nodes from the BS is in-
signiﬁcant. Therefore, we assume every sensor node knows the
location of the BS, which is actually assumed by all location
based routing protocols [10]–[21]. Consequently, we will not
consider the unidirectional links from the BS to sensor nodes
when modeling the sensor networks. We formally express our
sensor network model as a graph G(V,E,BS), where V is the
set of sensor nodes and E ⊆ V   × V   with V   = V ∪ BS is the
setofbidirectional communication links between pairsof nodes
(including the BS) when communication is possible.
B. The Dead End Problem in Sensor Networks
Information collected at a sensor node is forwarded to the BS
in a multihop manner with possible data fusion/aggregation [2],
[3]. In location based routing methods [10]–[20], a forward-
ing node utilizes the location information of the destination,
its neighbors, and itself to route a message. The most popular
forwarding method in this category is greedy forwarding, in
which a node forwards the message to a neighbor that is closer
(in Euclidean distance) to the destination. Greedy forwarding
is shown in [14] to have path length close to the shortest in
dense networks. Under greedy forwarding, node x in Fig. 1 will
forward the message to its neighbor y because y is closer to the
BS.
The so-called dead end problem makes greedy forwarding
insufﬁcient in sparse (or even dense) sensor networks. This
problemariseswhenamessageisforwardedtoalocalminimum,
i.e.,anodewithnoneighborofcloserdistancetothedestination.
InFig.1,afternodez receivesamessagefromnodeg,itﬁndsno
closerneighbortotheBSinitscommunicationrangetoforward
the message (even though there exists a path to the BS). Thus,
node z is a local minimum. In our sensor network model, a local
minimum is referred to as a concave node, which we formally
deﬁne as follows.
Deﬁnition 1—Concave Node: A sensor node x in
a sensor network graph G(V,E,BS) is a concave
node if distance(x,BS) < distance(y,BS),∀y ∈ N(x), where
distance(·,·) represents the Euclidean distance.
Fig. 2. An example of the shadow spread phase. (a) The original network
graph contains a concave node A. (b) After disconnecting A from graph, new
concave nodes B and C appear. (c) After excluding the subgraph consisting of
A, B, and C, the remaining graph contains no concave node.
The objective of this paper is to solve the dead end prob-
lem in the context of sensor networks, which is different from
those of [13]–[16] that deal with ad hoc networks with sym-
metric topology and no BS. We show that our proposed PAGER
algorithm solves the dead end problem due to concave nodes.
III. THE PAGER ALGORITHM
PAGER uses two phases to solve the dead end problem in
sensor networks. The ﬁrst shadow spread phase divides a con-
nected graph into subgraphs originated from concave nodes; the
second cost spread phase establishes paths on a given subgraph
obtained in the ﬁrst phase.
A. The Shadow Spread Phase
The aim of the shadow spread phase is to locate the “dan-
gerous nodes” close to concave nodes, where a message will
inevitably be forwarded to a concave node by greedy forward-
ing. As an example, consider the process of shadow spread on
graphs shown in Fig. 2. In Fig. 2(a), node A is a concave node
while nodes B and C are not. If we disconnect A from the graph
[shown in Fig. 2(b)], B and C become new concave nodes. Thus
we go one step further by disconnecting B and C from the orig-
inal graph. As Fig. 2(c) shows, by disconnecting the subgraph
consisting of A, B, and C from the original graph, we obtain
a graph with no concave node. Therefore, using greedy for-
warding, messages originated from any node in the new graph
will be forwarded to the BS without encountering the dead end
problem.
In Fig. 2, we mark A, B, and C in the network graph as
shadow nodes and the remaining sensor nodes as bright nodes.
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In addition, we will call the bright nodes adjacent to shadow
nodes (i.e., nodes D and E) border nodes. Below we formally
deﬁne shadow nodes, bright nodes and border nodes.
Deﬁnition2—ShadowNode: Asensornodexinasensornet-
work graph G(V,E,BS) is a shadow node if distance(x,BS) <
distance(y,BS) for any y in N(x), excluding the subset of
N(x) that are already shadow nodes. We denote the latter set as
Shadow (N(x)).
Note that according to Deﬁnition 2, concave nodes are a
subset of shadow nodes.
Deﬁnition 3—Bright Node: A sensor node x in a sensor
network graph G(V,E,BS) is a bright node if there exists a
node y ∈ N(x) − Shadow(N(x)) such that distance(x,BS) >
distance(y,BS).
Deﬁnition 4—Border Node: Given a sensor network
graph G(V,E,BS), a bright node x is a border node if
Shadow(N(x))  = φ.
Differentiating the nodes on the network graph based on their
status (e.g., shadow or bright), we can thus divide the original
graph into two subgraphs. We call the subgraph that contains
all shadow nodes the shadow area. Similarly, the subgraph that
contains all bright nodes is called the bright area. Furthermore,
we call the area encompassing node A in Fig. 2 a partial parti-
tion, which partially partitions the sensor network in Fig. 2 and
creates the concave node A.
Formal deﬁnitions of the shadow area, bright area and partial
partition are given below.
Deﬁnition 5—Shadow Area: Given a sensor network graph
G(V,E,BS), a shadow area is a subgraphs Gs(Vs,E s) of
G(V,E,BS), where Vs is the vertex set of all shadow nodes
that are connected with each other and Es ⊆ Vs × Vs is the
edge set that consists of communication links between any pair
of shadow nodes in Vs.
Deﬁnition 6—Bright Area: Given a sensor network graph
G(V,E,BS), a bright area is the subgraph of G(V,E,BS) that
excludes all shadow areas.
Deﬁnition 7—Partial Partition: Partial partition is a region
on a graph bounded by edges of sensor nodes and/or boundaries
of the sensing ﬁeld that encompasses at least one concave node.
In order to divide the original graph into a bright area and
shadow areas, nodes should be able to exchange information
of their status (shadow or bright) along with their location in-
formation. This information exchange is realized by periodi-
cally broadcasting beacon messages beacon(status, location)
that contain two ﬁelds: status and location. Every node on a
graph should be able to decipher the location information of the
BS. Based on our network model, sensor nodes obtain the of the
BS from its broadcast channel.
The shadow spread phase is given in Algorithm 1-1 for a
forwarding sensor node x, where the auxiliary function De-
cideShadow shown in Algorithm 1-2 is used to determine
whether x is a shadow node. The location information of x
(denoted as location(x)), the location information of the base
station (denoted as location(BS)), the beacon message received
by x (denoted as beacon(x)), and the neighbor list of x are the
input parameters of Algorithms 1-1 and 1-2.
Given a sensor network topology/graph, the shadow spread
phase needs a convergence period to stabilize. Here we give its
convergence time (in terms of the beacon broadcast interval B)
in Proposition 1.
Proposition 1—Convergence Time of Shadow Spread: Given
a sensor network graph G(V,E,BS) that consists of n sensor
nodes, the shadow spread phase converges in n rounds in terms
of beacon broadcast interval B.
Proof: We know that a shadow node will not change its
status to bright as long as the given graph G(V,E,BS) remains
static. We only need to show that shadow nodes appear contin-
uously in the shadow spread phase. That is, the time interval
between the appearances of two shadow nodes is no longer
than B. By way of contradiction, assume that during the pe-
riod [t0,t0 + B), there is no new shadow node appearing in
G(V,E,BS); while during [t0 − B,t0) and [t0 + B,t0 +2 B)
someshadownodeschangetheirstatustobright.Denotetheﬁrst
new shadow node appears during [t0 + B,t0 +2 B) as v, then
according to Algorithm 1-1, there are two possibilities for v:i t
is a concave node or at least one of its neighbor changes status
frombrighttoshadow.Itisclearthatv isnotaconcavenode,be-
cause otherwise it would have appeared before the [t0,t0 + B)
period. So at least one of v’s neighbors have changed status
from bright to shadow during [t0,t0 + B). This contradicts our
assumption. Consequently, the convergence time of the shadow
spread phase is, at most, n rounds.
We give the following two Lemmas before presenting Propo-
sition 2 on the fatality of shadow areas.
Lemma 1—One Direction of Greedy Forwarding: Given a
sensor network graph G(V,E,BS), after the shadow spread
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phase converges, shadow nodes will not forward packets to
bright nodes using greedy forwarding.
Proof: After the shadow spread phase converges, all the
shadow nodes are known. Consider the shadow nodes that have
at least one bright node as neighbor. If a shadow node x can
forward a message to its neighboring bright node y, then y must
be closer to the BS than x, contradicting the assumption that x
is a shadow node.
Lemma 2—Two Endings of a Path: Given a sensor network
graphG(V,E,BS),amessagewillendupwitheitheraconcave
node or the BS using greedy forwarding.
Proof: In[16], Stojmenovic and Lin proved that following
greedy forwarding, paths are loop free. So a path constructed
by greedy forwarding will end up with a certain node. In the
connected sensor network graph after the shadow spread phase
converges, according to the deﬁnition of concave nodes, a node
otherthanconcavenodeortheBSwillalwaysﬁndaneighborto
forward a message using greedy forwarding. So the only node
that can be an end of a path constructed by greedy forwarding
is either the BS or a concave node.
Proposition 2—Fatality of Shadow Areas: Given a sensor
networkgraphG(V,E,BS),aftertheshadowspreadphasecon-
verges, a message forwarded to a shadow area will end up with
a concave node using greedy forwarding; on the other hand, a
messages forwarded to the bright area will end up with the BS
using greedy forwarding if all shadow areas are disconnected
from G(V,E,BS).
Proof: From Lemma 1, we know that a message x for-
warded to a shadow area cannot ﬁnd a path across border nodes
to the bright area using greedy forwarding. Lemma 2 stipulates
thatamessagexwillreacheitheraconcavenodeortheBSusing
greedy forwarding. The only way for the message x forwarded
to a shadow area Gs(Vs,E s) to end up with the BS is when the
BS is adjacent to Gs(Vs,E s). But this violates the deﬁnition of
shadow nodes. So we conclude that any message forwarded to
a shadow area will end up with a concave node using greedy
forwarding.
On the other hand, if we disconnect all the shadow areas from
G(V,E,BS), we will ﬁnd that there exist no concave nodes in
the resulted graph. Based on Lemma 2, we can conclude that
every message originated from the resulted graph will reach the
base station. 
Proposition2means that ashadow node willalways sendfor-
warding messages to a shadow area using greedy forwarding.
For example, node B in Fig. 2(a) will always forward a message
to node A. Therefore a message forwarded to a shadow node
will eventually be trapped in a concave node using greedy for-
warding. On the other hand, messages from bright nodes will
be safely forwarded to the BS without encountering dead ends
if we disconnect all shadow areas from G(V,E,BS). For exam-
ple, node E will forward a message to the BS via node F after
C is disconnected from the graph [see Fig. 2(c)]; otherwise, all
messages from E will be forwarded to C and lost in concave
node A.
The distribution of shadow/bright areas of a sensor net-
work depends on its topology and the communication range
of sensor nodes. In Fig. 3, we give an example distribution of
Fig. 3. Distribution of shadow/bright areas in a sensor network with 200
randomly placed sensor nodes. The BS is represented by a rectangle. Concave
nodes are marked by “X.” Black nodes represent shadow nodes whereas white
nodes signify bright nodes.
shadow/brightareasona200nodesensornetwork.Sensornodes
arerandomlydeployedona1000m×1000msensingﬁeldwith
the BS located at (500, 1000). Each node has a communication
range of 113 m, which creates a network topology with average
degree of 8.
Asshownlaterinourexperiments,foraﬁxedaveragedegree,
more sensors result in bigger shadow areas (with more shadow
nodes). Similarly, for a ﬁxed number of sensor nodes, a denser
sensor network (with higher average degree) will have smaller
shadow areas.
B. The Cost Spread Phase
Once the subgraphs are obtained from ﬁrst shadow spread
phase, the second cost spread phase begins. The objective is
to give each shadow node a forwarding direction to the nearby
bright area. To illustrate how the second phase works, we show
in Fig. 4 an example that starts with the same network graph
as in Fig. 2. Initially each node on the graph is marked with a
cost that is its Euclidian distance to the BS [see Fig. 4(a)]. In the
ﬁrst step, every shadow node tries to avoid being surrounded by
neighbors with higher costs. As Fig. 4(b) shows, node A ﬁnds
that all its neighbors have higher cost. To avoid this situation,
node A increases its cost to 22 to be higher than the maximum
cost of its neighbors by∆(∆ isthe incremental stepsize, which
is set to 3 in this example). In the second step, both nodes B and
C ﬁnd that all their neighbors have higher costs (since node A’s
cost is now 22). In response, they increase their costs to 25 and
26, respectively, as shown in Fig. 4(c), by following the same
rule. The cost spread phase ends in the third step when node A
increases its variable from 22 to 29, as shown in Fig. 4(d). Now,
each of the shadow nodes A, B, and C has at least one neighbor
with smaller cost. If we connect each node with its lowest-cost
neighbor, we establish cost gradients across the whole graph
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Fig. 4. An example of the cost spread phase. (a) Before the current phase,
shadow nodes (A, B, C) are identiﬁed by the shadow spread phase. (b) Step1:
Node A increases its cost to 22 = max(18,19) + ∆. (c) Step 2: Nodes B and
Cincreasetheircoststomax(22,20) + ∆ = 25andmax(22,23) + ∆ = 26,
respectively. (d) Step 3: Node A further increases its cost to max(25,26) +
∆=2 9 . (e) The cost spread phase ends when each shadow node has at least
one neighbor with smaller cost. A cost gradient is established from each node
to its lowest-cost neighbor. Algorithm 2: Cost Spread(node x).
[see Fig. 4(e)]. Then messages forwarded from sensor nodes to
the BS will follow the paths of these gradients.
An important parameter in the cost spread phase is the incre-
mentalstepsize∆.Inpractice,∆shouldbesettobetheaverage
Euclidean distance between neighboring sensor nodes in a sen-
sornetworkgraphG(V,E,BS).Therationalebehindthisisthat
ifnodeyistheclosest(intermsofnumberofhops)brightnodeto
shadownodex,thenthecostofnodexwiththischoiceof∆will
beapproximatelythedesireddistance(x,y)+distance(y,BS).
Note that the cost spread phase depends on the results of the
shadow spread phase. This is because cost spread phase applies
only to shadow areas instead of the whole network, while the
shadow areas should be generated by the cost spread phase. In
practice, however, the ﬁrst phase and the second phase can be
combined together. Once the status of a sensor node turns from
bright to shadow, the cost spread phase can be triggered in that
node immediately.
In addition, cost information must be exchanged among sen-
sor nodes to enable cost spread. Similar to the way status infor-
mation is handled in the shadow spread phase, we add the cost
information to the periodically broadcasted beacon messages.
We summarize the cost spread phase in Algorithm 1-2.
The convergence time (again in term of the beacon broadcast
intervalB)ofthecostspreadphasedependsonthesizeof(orthe
number of nodes in) the shadow areas in a given sensor network
graph G(V,E,BS). Before we formally present this result in
Proposition 3, we introduce three lemmas under the assumption
that the cost spread phase starts after the shadow spread phase
converges.
Lemma 3—Adjacent Areas: Given a connected sensor net-
work graph G(V,E,BS), if shadow areas exist, they are adja-
cent to the bright area.
Proof: If there is no shadow area, the lemma is true. Con-
sider the scenario with at least one shadow area. To have a
shadow area not adjacent to the bright area while remaining
connected to other nodes in the graph, the shadow area must be
adjacenttotheBS.Accordingtodeﬁnitionofshadownodesand
shadow areas, we know that this scenario is impossible. Hence
the Lemma is proved.
Lemma 4—Convergence and Upper Bound of Cost: Given
a connected sensor network graph G(V,E,BS) with shadow
area Gs(Vs,E s), the cost spread phase converges. At conver-
gence, shadow nodes in Gs(Vs,E s) have costs upper-bounded
by max distance(Bd(Gs),BS) + m ∗ ∆, where Bd(Gs) is the
set of all border nodes in the shadow area Gs and m is the
number of shadow nodes in Vs.
Proof: First, given sensor network graph G(V,E,BS),
from the cost spread algorithm, we know that the costs main-
tained in every node will not decrease.
From Lemma 3, we know that there exist shadow nodes that
have neighbors with bright status. Let node x be a shadow node
belong to Vs that has at least one neighbor with bright status;
that is, bright(N(x))  = φ.L e tmax cost(bright(N(x))) be the
maximum cost of the x’s neighbors with bright status. Since
the costs of bright nodes are not affected by the cost spread
algorithm, we have:
max cost(bright(N(x))) = max distance(bright(N(x)),BS)
(1)
where max distance(bright(N(x)),BS) represents the maxi-
mum Euclidean distance of x’s neighbors with bright status to
theBS.Itisclearthatthecostofxhasanupperboundaccording
to the cost spread algorithm:
cost(x) ≤ max cost(bright(N(x))) + ∆. (2)
Combining (1) and (2), we have:
cost(x) ≤ max distance(bright(N(x)),BS) + ∆,
∀ x ∈ Vs, bright(N(x))  =0 . (3)
Let V 1
s be the set of all shadow nodes in Vs with at least
one neighbor with bright status. Then we have Bd(Gs)=
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bright(N(V 1
s )) and (3) can be rewritten as
max cost

V 1
s

≤ max distance(Bd(Gs),BS) + ∆. (4)
Similarly,letV 2
s bethesetofallshadownodesinVs thathaveat
least one neighbor belonging to V 1
s ;V 3
s be the set of all shadow
nodes in Vs that have at least one neighbor belonging V 2
s ,e t c .
If we keep dividing the shadow nodes in Vs in this manner, the
process will stop in at most m sets: V 1
s ,,,Vm
s . Since
max cost

V 1
s

≤ max distance(Bd(Gs >),BS) + ∆
max cost

V 2
s

≤ max cost

V 1
s

+∆
≤ max distance(Bd(Gs),BS) + 2 ∗ ∆
...
max cost(V m
s ) ≤ max distance(Bd(Gs),BS) + m ∗ ∆.
This completes the proof.
Lemma 5—Minimum Cost Increase: Given a connected sen-
sor network graph G(V,E,BS) and a shadow area Gs(Vs,E s)
that contains m shadow nodes. When running the cost spread
algorithm, during any interval [t,t + B], the minimum cost of
the shadow nodes in Gs(Vs,E s) will increase at least ∆ until
it is larger than min distance(Bd(Gs)). All shadow nodes will
stop increasing their costs after time t+m ∗ B.
Proof: Given a shadow area Gs, at the beginning of cost
spread algorithm, all shadow nodes have costs equal to their Eu-
clidean distances to the BS. Hence the minimum cost of shadow
nodes in Gs is less than the minimum Euclidean distance of the
border nodes of Gs. This can be veriﬁed from the deﬁnition of
shadow nodes. After running the cost spread algorithm, let t 
be the moment when the minimum cost of shadow nodes in Gs
becomeslargerthantheminimumEuclideandistanceofthebor-
der nodes of Gs to the BS. We consider any interval (t,t+B)
with t+B<t .I nGs, let node x be a shadow node having
the minimum cost at moment t, and let min distance(Bd(Gs))
be the minimum Euclidean distance of the border nodes of Gs
to the BS. Since cost(x)min distance(Bd(Gs)), we conclude
that at moment t,cost(x) < min cost(N(x)). According to the
cost spread algorithm, x will increase its cost at least ∆ during
(t,t+B). This proves the ﬁrst part of the Lemma.
Let t   be the moment when the cost spread algorithm con-
verges in the shadow area Gs.L e tt1 be the moment that the
minimum cost of shadow nodes in Gs passes the minimum
Euclidean distance of border nodes of Gs to the BS. We con-
sider the interval [t1,t1 + B] ﬁrst. Let Φ be the set consisting
of the border nodes with minimum Euclidean distance to the
BS. Let U1
s be the set of all shadow nodes in Gs that have at
least one neighbor in Φ. We pick any shadow node x in U1
s.
Since cost(x) > min distance(Bd(Gs)),xwill not increase its
cost any more after time t1, because it has found a neighbor
with a smaller cost. Similarly, let U2
s be the set of all shadow
nodes in Vs that have at least one neighbor belong to U1
s. Then
after time t1 + B, the minimum cost of all nodes belonging
to U2
s will stop increasing. Similarly, let t2 =t 1 + B, and let
U3
s be the set of all shadow nodes in Vs that have at least one
neighbor belong to U2
s.A f t e rt2 + B, the minimum cost of all
nodes in U3
s will stop increasing. By doing this until t  ,w e
conclude that before the cost spread algorithm converges, at
least one node stops increasing its cost in every B period. Since
there are m shadow nodes in Gs, this process stops in at most
t1 + m ∗ B. 
Proposition3—ConvergenceLengthoftheCostSpreadAlgo-
rithm: Given a connected sensor network graph G(V,E,BS),
theconvergencetime(intermofbeaconbroadcastintervalB)of
the cost spread algorithm is linear with respect to the maximum
size (number of nodes) of shadow areas in G.
Proof: Beforetherunningofthecostspreadalgorithm,the
minimum cost in a shadow area Gs with m nodes will be less
than max distance(Bd(Gs)) − m ∗ r, where r is the commu-
nication range of sensor nodes. We can conclude directly from
Lemmas 4 and 5 that it will take O(m) rounds (in term of bea-
con broadcast period B) for nodes in Gs to stop increasing their
cost.Inasensornetwork,theremayexistmanyseparateshadow
areas. Since the convergence processes of the cost spread algo-
rithm in different separate shadow areas are performed in a
parallel way, the convergence length of the cost spread algo-
rithm in the whole sensor network is only associated with the
maximum size (number of nodes) of these shadow areas.
After cost gradients are established, we have the following
observations from the example shown in Fig. 4:
1) A message originating from the bright area will be even-
tually forwarded to the destination by following the cost
gradients without entering a shadow area.
2) A message originating from a shadow area will be led to a
bright area and eventually reach the destination via bright
nodes following the cost gradients.
3) A message originating from any node on the graph will
not experience the same node twice following the cost
gradients.
Based on the above observations, we have Proposition 4. But
before introducing it, we need Lemma 6:
Lemma 6—Unidirectional Cost Gradients on Border: Given
a connected sensor network graph G(V,E,BS), after the con-
vergence of the cost spread algorithm, bright nodes will not
forward massages to shadow nodes following cost gradients.
Proof: After the cost spread algorithm converges, in a
shadow area Gs of the connected sensor network graph G,
let us consider a shadow node x that has at least one neigh-
bor with bright status. The neighbors of x can be classiﬁed
into bright(N(x)) and shadow(N(x)) based on their status. If
following cost gradients a neighbor y with bright status can for-
warded a message to x, the cost of y will be larger than that
of x; i.e., cost(y) > cost(x). Since distance(x,BS) ≤ cost(x),
we get distance(x,BS) < cost(y)=distance(y,BS).F r o mt h e
deﬁnition of shadow node, we know this is impossible. This
ends the proof.
Proposition 4—Delivery Guarantee and Loop Free: Given a
connected sensor network graph G(V,E,BS), after the conver-
gence of the cost spread algorithm, following the cost gradients,
all paths originating from different sensor nodes will end up
with the BS and are loop free.
Proof: We ﬁrst prove that the paths constructed following
the cost gradients are loop free. For messages forwarded to
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any bright area, this is true since for bright nodes, forwarding
messages following the cost gradients is equivalent to greedy
forwarding, which has been proven to be loop free in [16]. For
messages forwarded to shadow areas, by way of contradiction,
we assume that there is a loop from node x to y to z. Then
we can conclude cost(y) > cost(x). This is impossible because
otherwise x will not forward the message to y in the ﬁrst place.
So there exist no loops in shadow areas and in bright areas
following the cost gradients. Further, based on Lemma 6, once
a message has been forwarded from a shadow area to a bright
area, it will not enter any shadow area again. So we conclude
that there exist no loop following the cost gradients in a given
connected sensor network graph G.
To prove the other part, we know from Lemma 6 that follow-
ing the cost gradients, bright nodes will not forward messages
to shadow nodes. According to Proposition 2, every bright node
will ﬁnd a path to the BS based on cost gradient (for bright
nodes, forwarding a message following cost gradients equals
greedy forwarding). On the other hand, after the convergence of
thecostspreadalgorithm,everyshadownodeintheshadowarea
will at least ﬁnd a neighbor with lower cost. So for a message
being forwarded to a shadow area, it will be stuck in shadow
nodes. From the ﬁrst part of the statement we know that the
message will not experience the same node twice in a shadow
area. So for a message being forwarded to a shadow area, it
will be forwarded to a bright node. Once it enters a bright node,
basedonProposition2,itwillreachtheBS.Thisendstheproof.
Proposition 4 shows that by combing the shadow spread and
cost spread algorithms together, our distributed scheme has the
loop free delivery guaranteed property. The main idea behind
ourschemeistoavoidmessagesentering“dangerousareas”and
leading messages originating from these “dangerous areas” to
“safe areas.” According to Proposition 2, these “dangerous ar-
eas”and“safeareas”areactuallyshadowareasandbrightareas,
which are caused by partial-partition deﬁned previously. This is
why we call our scheme partial-partition avoiding geographic
routing (PAGER).
C. Extension of PAGER to Large Scale Sensor Networks
With Multiple BS
Tomanagelargesensingﬁelds,multipleBSmaybenecessary.
Inthesecases,wecanextendPAGERbydividingalargesensing
ﬁeld into multiple small cells as shown in Fig. 5. Each BS takes
care of one cell and uses a broadcast channel to inform sensors
inthecellofitslocationinformationandcommands.Inthisway,
shadow/brightareasandcostgradientscanbeestablishedwithin
cells corresponding to different BS. Communication between
BS can be realized via a wireless or wired medium.
D. Impact of Passive Mode
In order to save power, sensors may randomly go from active
mode to passive mode, which actually decreases the average
degree of a given sensor network. As mentioned in Section
III-A, the number of dead ends and the corresponding shadow
areas may increase when the average degree of the network
decreases. In this case, the convergence time and path length
Fig. 5. Information collected by sensors is forwarded back to multiple BS in
large scale sensor networks.
in the PAGER algorithm will increase. However, as long as
the resulting network topology composed of active sensors is
connected, PAGER will converge to stabilization since there
exists a forwarding path for every active sensor to the BS.
IV. MOBILE SENSOR NETWORKS
In some application scenarios, sensor nodes move frequently
either because they have motion capacity or because of the
instability of the sensing environment. These scenarios are dif-
ferent from the stationary sensor networks in many ways. We
extend PAGER to a protocol called PAGER-M to handle these
scenarios, where “M” stands for “mobility.”
In this section we ﬁrst introduce mobility adaptability to
PAGER, then explain certain features of the PAGER-M proto-
col,includingthetradeoffbetweenthebeaconbroadcastinterval
and the utilization of path redundancy.
A. Mobility Adaptability of Shadow Areas and Cost
In mobile sensor networks that contain frequently moving
sensor nodes, shadow/bright areas can appear/disappear due to
sensor node mobility. Along the appearance/disappearance of
shadow areas, the costs of sensor nodes also change. For our
presentation, we give two examples with ﬁgures. As Fig. 6(a)
shows, initially node B is within the communication range of
nodeAalthoughthesetwonodesaremovingapart;nodeAisnot
a concave node since its neighbor node B has a closer distance
to the BS. After a period of time, as shown in Fig. 6(b), when
node B has moved out of the communication range of node A,
node B is no longer a neighbor of node A. Without node B as
a neighbor, node A becomes a concave node. Then the shadow
spread and cost spread processes begin. These processes ﬁnally
result in shadow nodes (A, C, and D) with different costs as
shown in Fig. 6(b).
On the other hand, node mobility can also cause the disap-
pearance of concave nodes and shadow areas. To explain this
process, we consider the graph shown in Fig. 7. As Fig. 7(a)
shows, initially nodes A and B are beyond each other’s commu-
nication range. Hence, Node A is a concave node because it is
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Fig. 6. Appearance of a shadow area. (a) No concave node and shadow area
exist when node A and node B are within each other’s communication range.
(b)LinkbetweennodeAandnodeBisbrokenduetomovement,anewconcave
node and shadow area appears.
Fig. 7. Disappearance of a shadow area. (a) Node A and node B are moving
approach to each other. (b) After the link established between node A and node
B, node A is no longer a concave node.
the closest node to the BS within its local topology. After a pe-
riodoftimeasFig.7(b)shows,whennodes AandBaremoving
closer, they fall into each other’s communication range. Then
node A ﬁnds out that it is no longer a concave node because
node B has a closer distance to the BS. After that, node A ﬁrst
resets its cost to the Euclidean distance to the BS and changes
its status to “bright.” Then, it sends out beacon messages con-
taining its new status (bright) to all its neighbors. As Fig. 7(b)
shows, this ﬁnally results in a graph without a shadow node.
Because shadow areas can adaptively appear/disappear with the
topology changes, PAGER-Mhas theselfreconﬁguring feature.
B. Beacon Message Broadcast Interval and Arrival Time
PAGERreliesonperiodicallybroadcastedbeaconstoprovide
nodes with their neighbors’ location information. The perfor-
mance is greatly affected by the choice of the beacon interval B.
In scenarios with high mobility, in order to have a complete and
up-to-date neighbor list, the beacon broadcast interval should
be small. However, the performance of PAGER in mobile sen-
sor networks can be seriously impaired if beacon broadcasting
is too frequent. This is mainly because beacon packets contend
withdatapacketsforwirelessmedia,whichwillcausehighdata
packet loss ratio due to interference. In PAGER-M, we random-
izeandproperlyprolongthebeaconbroadcastintervaltoreduce
the interferences caused by beacon packets.
Fig. 8. Utilizing path redundancy to reduce transmission failure.
On the other hand, the longer the beacon broadcast interval,
the more out-of-date neighbor information in a sensor node’s
neighbor list. This may cause a node to send out a data packet
to a neighbor that has moved out of its communication range.
To minimize the wrong forwarding decision caused by out-
of-date neighbor information, the forwarding decision is made
not only based on neighbors’ costs but also the arrival time of
a neighbor’s beacon message. In PAGER-M, when a beacon
message is received, the arrival time is recorded in the neighbor
list with the beacon sender. When a sending node is choosing
its neighbors to forward, both the cost and the arrival time of the
neighborareconsidered.Whenanodeisforwardingmessagesat
moment t, only those neighbors with beacon messages received
at moment t  > t − τ are considered as forwarding candidates,
where τ is a preset threshold. As we will show in the next
section, ad hoc choices of B and τ are used to achieve the best
performance of PAGER for different network scenarios.
C. Path Redundancy
With proper density and arrival time threshold τ, multiple
choices of forwarding neighbors may still available for a for-
warding node that follows the cost gradients. This provides re-
dundancy for a sending node to choose an up-to-date neighbor
to forward packets. We use this path redundancy to reduce for-
warding failure. To clearly explain how path redundancy helps
to improve delivery ratio, we introduce an example here. In the
example shown in Fig. 8, node A (with a cost 28) has three
forwarding candidates (nodes B, C, and D). How to choose the
forwardingstrategyamongtheforwardingcandidatehasimpact
on the performance of PAGER-M. For example, since nodes B
and C have smaller cost than node D, if node A forwards a
packet to nodes B or C, the packet will experience seven hops
before reaching the BS. Compared to the eight-hop path length
via node D, choosing node B or C may be advantageous. How-
ever, as shown in Fig. 8, since nodes B and C are moving away
from node A, packet forwarding may face transmission failure.
Compared to nodes B and C, forwarding the packet to node D
may be a “safer” choice although it increases the path length
of the packet to the BS. In PAGER-M, the latter conservative
forwarding strategy is adopted to reduce the chance of trans-
mission failure. This strategy is implemented by choosing the
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TABLE I
SIMULATION PARAMETERS
neighbor with closest arrival time among available forwarding
candidates (a forwarding candidate should have lower cost than
the forwarding sensor node).
V. STATIONARY SENSOR NETWORKS SIMULATION
To test the performance of our proposed PAGER algorithm,
we implement PAGER into a protocol called PAGER-S using
ns-2 [25] for topologies with limited mobility, where S means
topologieswithlimitedmobility.InPAGER-S,twomechanisms
can trigger the sending of beacon messages. First, beacon mes-
sages in PAGER-S are sent out when the timeout of beacon
intervaloccurs. SimilartoSPEED [17],instationarysensornet-
work, the amount of this kind of beacon messages are reduced
by prolonging the beacon broadcast interval. In the following
simulation, we ﬁx the beacon broadcast interval to 30 s. Sec-
ond, to shorten the convergence time, all nodes in PAGER-S
send out their beacon messages containing status and cost infor-
mation after their status and costs change. We reduce collisions
happening in the MAC layer by randomizing the sending time
of these beacon messages.
Our simulation parameters are listed in Table I. The BS is
located at (500, 1000). We simulate 7 CBR ﬂows originated
from seven randomly chosen nodes across the whole networks.
Each CBR ﬂow is sent at 256 bps and uses 32 byte packets.
Random topologies (15 for each degree, number of nodes) are
created. All simulation results are based on the average values
of these topologies.
We ﬁrst simulate the distribution of shadow/bright areas in
500 node networks. Then the convergence time of PAGER-S is
obtained in sparse networks (average degree = six) with differ-
ent number of nodes (100–500 nodes). Finally, by comparing
with GPSR [14], AODV [4] and shortest path routing, we evalu-
atethefollowingmetricsofPAGER-S:1)packetsdeliveryratio;
2) path length; 3) control overhead; and 4) energy consumption.
We use AODV and GPSR to compare PAGER-S in large-
scalenetworks(500nodes).ThereasonwechooseAODVrather
than DSR [5], which is used in [14], [17], is because we ﬁnd
that AODV performs better in large networks. GPSR is chosen
Fig. 9. Distribution of shadow nodes/areas. Average degree =7 .
Fig. 10. Convergence time of PAGER-S.
because it is currently the most accepted stateless recover mode
method of location based routing.
A. Distribution of Shadow Nodes/Areas
The performance of PAGER algorithm depends on the distri-
bution of shadow/bright areas. We randomly create sparse net-
worktopologies(100–500nodes,average degree = seven).The
average distribution of shadow nodes/areas is shown in Fig. 9.
From the results we can see that 15%–25% nodes in these net-
works are shadow nodes, which will cause at least the same
percentage of packet loss rate using greedy forwarding without
solving the dead end problem. We can see that the maximum
size of shadow areas is small (26 nodes) even in large scale net-
works (500 nodes). Since the convergence time of the PAGER
algorithm depends on the maximum size of shadow areas, as
we see later, PAGER-S quickly converges to stabilization. The
averagenumberofshadowareasissmall(97shadownodeswith
26 shadow areas on average in 500 node networks). Since the
routing overhead of PAGER algorithm depends on the average
size of shadow areas, as we see later, the routing overhead of
PAGER-S only slightly surpasses the amount of control packets
of GPSR.
B. Convergence Time of PAGER-S
The PAGER algorithm needs a period of time to stabilize the
cost gradients. As shown in Fig. 10, the average convergence
time of PAGER-S is 5.12–7.28 s. in large scale networks (500
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Fig. 11. Packet delivery ratio. 500 nodes.
nodes). In smaller networks (100 nodes), the average conver-
gence time of PAGER-S is reduced to 0.56–3.1 s.
C. Packet Delivery Ratio
In static sensor networks, when a packet is sent down to
routing protocols, it may be lost mainly due to two reasons.
First,routingprotocolsmaycausepacketlosswithoutproviding
routes to destinations. Also, packets may be lost in the unideal
MAC layer caused by packet collisions/congestions. The packet
delivery ratio of PAGER-S is higher than that in AODV and
GPSR in 500 node networks. As Fig. 11 shows, PAGER-S de-
livers about 5% more data packets to the BS than AODV even
with a light trafﬁc load (seven CBR ﬂows from seven nodes).
This is because AODV has to ﬂood control packets throughout
the networks to ﬁnd paths to the BS, which causes congestions
between data packets and control packets across the whole sen-
sor network. We observe a low packet delivery rate (<82%) of
GPSR in sparse networks (degree =6 –8) as shown in Fig. 11.
This is due to the long path length of GPSR that increases a data
packet’s risk of being lost due to congestion/packet collisions.
Different from AODV and GPSR, PAGER-S delivers more data
packets by establishing the cost gradients across the whole net-
work before data transmissions. Furthermore, PAGER-S main-
tains low control overhead by utilizing geographic information,
as we will see later.
D. Path Length
We simulate 500 node topologies to compare the path length
of PAGER-S, AODV, GPSR and Shortest Path. The simulation
results are shown in Fig. 12. In all cases, PAGER-S has a path
length close to shortest path and is shorter than that of GPSR
and AODV. In sparse networks (average degree = six), the path
length of GPSR is about six hops longer than that of PAGER-S.
PAGER-S also constructs shorter paths than AODV in all these
topologies. As shown in Fig. 12, the path length of PAGER-S is
two hops shorter than that of AODV, on average, in all cases.
E. Control Overhead
To test the control overhead of PAGER-S, we compare
PAGER-S with AODV and GPSR in sensor networks with 500
Fig. 12. Path length. 500 nodes.
Fig. 13. Routing protocol overhead. 500 nodes.
nodes. The results are shown in Fig. 13. In all cases, the num-
ber of control packets generated in AODV is over 4000 higher
than that of PAGER-S. Compared to GPSR, PAGER-S pro-
duces a larger large of control packets. This is because nodes in
PAGER-Ssendoutextrabeaconmessagescontainingstatusand
cost information when they detect status/cost changes without
waiting for the beacon timeout.
F. Energy Consumption
With low routing overhead and short path length, it is not
surprising to see the energy efﬁciency of the PAGER algorithm.
Here we give the energy consumptions of the routing protocols
in Fig. 14. GPSR has the highest energy consumption because
of its long detours when dead ends are met, which happens
frequently in sparse networks. Although AODV has the highest
control overhead as shown previously, it has a relatively short
pathlength,whichhasadvantagesinstationarysensornetworks.
VI. MOBILE SENSOR NETWORKS SIMULATION
To test the performance of the PAGER algorithm in mo-
bile scenarios, we implement PAGER into a protocol called
PAGER-M for frequently changing topologies using ns-2 [25].
In this section, we ﬁrst give the simulation parameters for the
mobile sensor networks simulation. Then different metrics are
considered to evaluate the performances of PAGER-M. In our
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Fig. 14. Energy consumption. 500 nodes.
TABLE II
PARAMETERS IN MOBILE SENSOR NETWORKS SIMULATION
simulations, the following metrics are evaluated: 1) packet de-
livery ratio, 2) path length, 3) routing overhead, and 4) energy
consumption.
A. Simulation Parameters
Our simulation parameters are listed in Table II. The BS is
located at (500, 1000). We simulate 200 node sensor networks
and constrain the average degree to 15 and 10 by setting the
communication range to 155 m and 126 m, respectively. We
simulate eight CBR ﬂows originated from eight randomly cho-
sen nodes across the whole networks. Each CBR ﬂow is sent
at 256 bps and uses 32 byte packets. Each sensor follows the
random waypoint motion model [26] to move randomly to a
direction with a random speed uniformly selected from 0 m/s to
20m/s.ThebeaconintervalB ofPAGER-Missettorangefrom
3 s to 7 s according to the average degree of sensor networks.
Fig. 15. Delivery ratio. (a) Communication range = 155 m, 200 nodes. (b)
Communication range = 126 m, 200 nodes.
In GPSR, the beacon interval B is set to 0.5–1 s to achieve its
best delivery ratio.
We randomly generate 5 motion patterns for each scenario
(different in pause time, maximum communication ranges, and
number of nodes). Each motion pattern lasts 100 s. All exper-
imental results are based on the average performance on these
motion patterns.
B. Packet Delivery Ratio
The packet delivery ratio is presented in Fig. 15. We control
the mobility of nodes by varying the pause time. In Fig. 15(a),
we set the communication range of sensor nodes to 155 m,
which creates network topologies with average degree of 15.
In Fig. 15(b), we reduce the communication range to 126 m,
which results in network topologies with average degree of ten.
In the communication range = 155 m case, we set the beacon
broadcast interval to 6–7 s. As we see in Fig. 15(a), the average
delivery ratio of PAGER-M is about 99.3%, signiﬁcantly higher
that of GPSR (<90%) and AODV (<80%). As we increase the
beaconbroadcastintervalofGPSRfrom0.5sto1s,asFig.15(a)
shows, we observe signiﬁcant decreasing of delivery ratio. This
is because of GPSR’s dependency on planarized graphs, which
has high requirement for of accuracy information of a sensor’s
local topology. When the communication range is shortened to
126 m, we set the beacon interval B=3 –4 s in PAGER-M. As
shown in Fig. 15(b), PAGER-M maintains an average delivery
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Fig. 16. Path length. (a) Communication range = 155 m, 200 nodes. (b)
Communication range = 126 m, 200 nodes.
ratio of 96.6% while GPSR and AODV have average delivery
ratios below 80% and 70%, respectively.
C. Path Length
The performance of average path length of the protocols is
presented in Fig. 16 with different parameters. When the com-
munication range is 155 m, as shown in Fig. 16(a), PAGER-
M has an average path length in between those of GPSR and
AODV.Thisisnotsurprisingbecauseoftheconservativechoice
of forwarding destinations in PAGER-M (only beacon message
senders received less than 3 s ago are considered as forwarding
candidates). This conservative strategy makes a sending node
choose not the neighbor closest to the BS but the “safest” one.
When we decrease the communication range to 126 m while in-
creasing the beacon interval to 3–4 s in PAGER-M, as shown in
Fig. 16(b), we observe that the average path length of PAGER-
M increases to about seven. Again in this case, GPSR achieves
the shortest path length compared to PAGER-M and AODV.
D. Routing Overhead
We present our experimental results in Fig. 17. In our simula-
tions, the implicit beacon function of GPSR is disabled. When
wesetthecommunicationrangeto155masshowninFig.17(a),
the routing overhead of PAGER-M is signiﬁcantly lower than
Fig. 17. Routing overhead. (a) Communication range = 155 m, 200 nodes.
(b) Communication range = 126 m, 200 nodes.
those of GPSR and AODV. Again this is due to the long beacon
broadcast interval of PAGER-M, which reduces a bulk of the
routing overhead in PAGER-M. The routing overhead of GPSR
is more than twice than that of PAGER-M because of its short
beacon interval. We also observe a decrease of the routing over-
head in AODV with increasing pause time. This is because with
reduced mobility, AODV sends out less routing packets to re-
pair broken links. When the communication range is reduced to
126 m as shown in Fig. 17(b), in order to maintain the high de-
livery ratio, PAGER-M reduces beacon interval to 3–4 s, which
causes the increasing of routing overhead to about 6500 and
8000, respectively. However, compared with GPSR and AODV,
PAGER-M still has signiﬁcantly less routing overhead.
E. Energy Consumption
Withouttherequirementofplanariztionofunderlyinggraphs,
PAGER-M utilizes the path redundancy to prolong the broad-
cast interval. By increasing the broadcast interval, PAGER-
M reduces not only the control overhead but also the energy
consumption without experiencing much performance deteri-
oration. We simulate 200 node networks to observe the en-
ergy consumption of PAGER-M. The performances are shown
in Figs. 18(a) and 18(b). We can see from both ﬁgures that
PAGER-M achieves the lowest energy consumption with pro-
longedbroadcastintervalcomparedtoGPSRandAODV.Again,
the broadcast interval in GPSR is set to be 0.5/1.0 s to achieve
best performance in terms of delivery ratio and path length. We
Authorized licensed use limited to: Korea Advanced Institute of Science and Technology. Downloaded on August 26, 2009 at 01:18 from IEEE Xplore.  Restrictions apply. ZOU et al.: A DISTRIBUTED ALGORITHM FOR THE DEAD END PROBLEM OF LOCATION BASED ROUTING IN SENSOR NETWORKS 1521
Fig.18. Energyconsumption.(a)Communicationrange = 155m,200nodes.
(b) Communication range = 126 m, 200 nodes.
also see that the energy consumption of PAGER-M and GPSR
does not change signiﬁcantly with the increasing of pause time.
This is due to their periodical broadcast sending.
VII. RELATED WORK
In single path/ﬂooding method proposed by Stojmenovic and
Lin [16], when a concave node receives a message, it attempts
to use ﬂooding to send copies of messages to all its neighbors.
By memorizing pass messages, the concave nodes can refuse
receiving the same message again. The single path/ﬂooding
method is proved to guarantee delivery, and the paths formed by
this protocol are loop free. Compared to their scheme, PAGER
usessinglepathstrategyanddoesnotrequirenodestomemorize
past trafﬁc.
Bose et al. and Karp et al. independently propose greedy-
face-greedy (GFG) [13] and greedy perimeter stateless routing
(GPSR)[14]tohandlethedeadendproblem,whicharethemost
relevant solutions to PAGER. These two schemes are two quite
similarroutingschemes,whichroutepacketsaroundfaceswhen
concave nodes receive packets. GFG/GPSR does not require
nodes to memorize past path/trafﬁc and guarantee a sensor node
with a path to the BS if there exists one. The detours along faces
inGFG/GPSRmayproducelongpathscomparedtotheshortest
path. GFG/GPSR requires planarization of network topologies,
which increases computational complexity in each sensor node.
In contrast, PAGER produces path lengths close to the shortest
path and does not require planarization of underlying network
topologies.
SPEED [17] is a location based routing protocol speciﬁcally
designed for real time applications in sensor networks. SPEED
partly handles the dead end problem by backpressure, which
cannot guarantee a forwarding message a path to the BS if one
exists. Instead, our scheme provides each message with a path
to the BS if such a path exists.
Fang et al. [20] give a distributed algorithm to locate stuck
nodes. Stuck nodes are actually the superset of concave nodes
according to our deﬁnition. After locating stuck nodes, they
presented a distributed algorithm to ﬁnd out holes in sensor
networks. By memorizing the shapes of holes in sensor net-
works, when a packet gets stuck in concave nodes, it computes
the shorter side of a hole to reach the BS. This scheme does
not require planarization of network topologies and can achieve
shorter path lengths than GPSR. However, when holes in sensor
networks are large, communication overhead and energy con-
sumption in nodes along holes are large. Further, the shapes of
holes in sensor networks have to be updated frequently in sce-
narios with high mobility. Compared to the works by Fang et
al. [20], PAGER does not require memorizing shapes of holes,
and can adapt to mobility rapidly.
A new geographic forwarding scheme, geographic random
forwarding (GeRaF), is proposed in [18], [19]. This scheme is
similartogreedyforwardinginchoosingacloserneighbortothe
destinationintermsofEuclideandistance.GeRaFdifferentiates
itself from greedy forwarding by relaying packets based on a
best effort basis without knowing a relay ap r i o r iby the sender.
GeRaF trades latency for the elimination of the broadcasting
overhead,butdoesnotofferasolutionforthedeadendproblem.
PAGER, however, can be combined with greedy forwarding as
an alternative solution for GFG/GPSR to provide a complete
location based routing scheme for sensor networks.
Faruque and Helmy propose gradient based routing in sensor
networks[27],whichalsousesgradientstohelpestablishroutes
from sources to destinations. However, the gradients they used
arebasedonphysicalphenomenasuchastemperature,humidity,
etc. PAGER, as a location based routing protocol, establishes
gradients across the whole sensor network based on locations
of the BS and the sensor nodes.
GRAB is proposed in [28], which has the same idea of estab-
lishing a cost ﬁeld across the whole sensing ﬁeld as in PAGER.
Compared to PAGER, GRAB has no dead end problem since it
requires broadcasting messages from the BS across the whole
sensor network. As an alternative method of GPSR in sensor
networks, PAGER solves the dead end problem inherited in ge-
ographicroutingbyestablishingthecostﬁeldbasedontheloca-
tioninformationofsensornodesandtheBS.Hence,PAGERand
GRAB belong to two different categories of routing protocols.
VIII. CONCLUSION
In this paper, we have presented a distributed routing algo-
rithm named PAGER to solve the dead end problem of loca-
tion based routing in sensor networks. We proved that PAGER
has the loop free guarantee delivery property. We implemented
the algorithm in protocols named PAGER-S/M for sensor net-
works without/with mobility. The performance of PAGER-S/M
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is compared with AODV, GPSR, and the shortest path with re-
specttodeliveryratio,pathlength,routingoverhead,andenergy
efﬁciency.Experimentalresultsconﬁrmedtheadvantagesofour
PAGER algorithm.
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