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Abstrakt 
 Práce seznamuje tenáe se základními vlastnostmi rozpoznávání lidské ei, popisuje 
systémy pro detekci klíových slov a blíže se vnuje návrhu jednotlivých blok dekodéru 
rozdlených do tí kapitol. První z nich popisuje operace, které jsou se signálem provádny 
ped rozdlením na rámce, i samotnou segmentaci. Druhá kapitola popisuje výpoet 
krátkodobé energie, potu prchod nulou a výpoet autokorelaních, predikních a 
Melovských kepstrálních koeficient. Tetí kapitola, která se zabývá návrhem bloku 
dekodéru, popisuje rozpoznávání pomocí metody dynamického borcení asu a metody 
založené na skrytých Markovových modelech. V závrené ásti práce je popsán návrh 
dekodér pracujících s plynulou ei a návrh jednoduchého dekodéru pracujícího 
s izolovanými slovy, který je na základ pedcházejících kapitol sestrojen a otestován. 
Abstract 
 The essay presents the basic characteristics of human speech recognition, describes 
systems for the detection of key words and further deals with the proposal of each decoder 
blocks divided into three chapters. The first one describes the operations that are performed 
before the signal distribution of the framework and the segmentation. The second chapter 
describes the calculation of short-term energy, the number of zero passes and self-correlative, 
prediction and Mel-frequency cepstral coefficients. The third chapter, which describes the 
design of the block decoder, describes the method of dynamic time destruction and the 
method based on hidden Markov model. The final part of the essay describes decoders 
working with a speech and a proposal for a simple decoder working with isolated words, 
which was based issued and tested based on the preceding chapters. 
Klíová slova 
 Rozpoznávání ei, segmentace,  LPC, MFCC, DTW, HMM, VAD. 
Keywords 
 Speech recognition, segmentation, LPC, MFFC, DTW, MHH, VAD. 
 KROTKÝ, J. Dekodér pro systém detekce klíových slov. Brno: Vysoké uení 
technické v Brn, Fakulta elektrotechniky a komunikaních technologií, 2009. 45 s. Vedoucí 
diplomové práce Ing. Václav Pfeifer. 
Prohlášení 
 Prohlašuji, že svoji diplomovou práci na téma Dekodér pro systém detekce klíových 
slov jsem vypracoval samostatn pod vedením vedoucího diplomové práce s použitím 
odborné literatury a dalších informaních zdroj, které jsou všechny uvedeny v seznamu 
literatury na konci práce. 
 Jako autor uvedené diplomové práce dále prohlašuji, že v souvislosti s vytvoením této 
diplomové práce jsem neporušil autorská práva tetích osob, zejména jsem nezasáhl 
nedovoleným zpsobem do cizích autorských práv osobnostních a jsem si pln vdom 
následk porušení ustanovení § 11 a následujících autorského zákona . 121/2000 Sb., vetn
možných trestnprávních dsledk vyplývajících z ustanovení § 152 trestního zákona 
. 140/1961 Sb. 
V Brn dne 25. 5. 2009     ............................................ 
         podpis autora 
Podkování 
 Dkuji vedoucímu diplomové práce Ing. Václavu Pfeiferovi za velmi užitenou 
metodickou pomoc a cenné rady pi zpracování práce.  
V Brn dne 25. 5. 2009     ............................................ 




1 Detekce klíových slov.....................................................................................................10 
1.1 Rozpoznávání ei ....................................................................................................10 
1.2 Systémy pro detekci klíový slov.............................................................................10 
1.3 Dekodér pro systém detekce klíových slov ............................................................11 
1.3.1 Detekce založená na rozpoznávání ei s velkým slovníkem...........................12 
1.3.2 Využití výplového modelu .............................................................................12 
1.3.3 Využití míry dvry .........................................................................................13 
1.3.4 Struktura dekodéru ...........................................................................................13 
1.4 Shrnutí ......................................................................................................................14 
2 Pedzpracování .................................................................................................................15 
2.1 Odstranní stejnosmrné složky ...............................................................................15 
2.2 Preemfáze .................................................................................................................16 
2.3 Segmentace signálu ..................................................................................................16 
2.4 Shrnutí ......................................................................................................................18 
3 Výpoet koeficient..........................................................................................................19 
3.1 Krátkodobá energie...................................................................................................19 
3.2 Poet prchodu nulou ...............................................................................................19 
3.3 Autokorelaní koeficienty ........................................................................................20 
3.4 Predikní koeficienty................................................................................................20 
3.5 Melovské kepstrální koeficienty...............................................................................21 
3.6 Shrnutí ......................................................................................................................22 
4 Rozpoznávání ...................................................................................................................23 
4.1 Dynamické borcení asu...........................................................................................23 
4.1.1 Výpoet vzdáleností koeficient ......................................................................23 
4.1.2 Výpoet kumulovaných vzdáleností.................................................................24 
4.1.3 Výsledná minimální vzdálenost........................................................................25 
4.1.4 Píklad výpotu.................................................................................................25 
4.1.5 Trénování a rozpoznávání ................................................................................26 
4.2 Skryté Markovovy modely .......................................................................................27 
4.2.1 Pechodové a výstupní pravdpodobnosti ........................................................27 
4.2.2 Výpoet pravdpodobnosti generování promluvy modelem............................28 
4.2.3 Trénování..........................................................................................................28 
4.2.4 Rozpoznávání ...................................................................................................30 
4.2.5 HTK..................................................................................................................31 
4.3 Shrnutí ......................................................................................................................31 
5 Vytvoení dekodéru ..........................................................................................................32 
5.1 Dekodér pro detekci klíových slov v plynulé ei ..................................................32 
5.1.1 Realizace...........................................................................................................33 
8 
5.2 Dekodér pro detekci klíových slov v plynulé ei II ..............................................33 
5.2.1 Detekce hranic slov ..........................................................................................34 
5.2.2 Realizace...........................................................................................................35 
5.3 Dekodér pro systém pracující s izolovanými slovy..................................................35 
5.3.1 Detektor eové aktivity ...................................................................................36 
5.3.2 Realizace...........................................................................................................39 
5.3.3 Praktické využití ...............................................................................................40 
5.4 Referenní nahrávky.................................................................................................41 









 S narstajícím rozvojem záznamové techniky vzniká velké množství zvukových 
nahrávek, které je teba spravovat (rozhlasové poady, pednášky, rzné prezentace nebo 
napíklad zvukové knihy pro nevidomé). Velmi astým problémem pi jejich správ je 
vyhledávání. Pokud chceme nalézt uritou pasáž nebo slovo, musíme si bu celou nahrávku 
poslechnout, nebo použít systém pro detekci klíových slov, který hledané slovo nalezne za 
nás a zpravidla rychleji. 
 Dalším využitím systému pro detekci klíových slov mže být hlasové ovládání 
poítae, nebo jiného pístroje. Takovýto systém je schopen rozeznat, zda uživatel ekl 
nkterý z povel (slov), na které byl natrénován. Pokud byl povel rozpoznán, pedá ho 
ovládanému pístroji k dalšímu zpracování, což umožní jeho snadnjší a pohodlnjší obsluhu. 
 Klíovým prvkem takovýchto systém je práv dekodér, jehož popisem a možnostmi 
sestrojení se zabývá tato práce. 
 V následujících kapitolách je popsáno s jakými problémy je nutné se pi práci se 
zvukovými nahrávkami vyrovnat, jaké se používají jazykové jednotky a jaká je obecná vnitní 
struktura dekodéru. Dále jsou blíže popsány jednotlivé bloky, ze kterých se dekodér skládá, a 
na jejichž základ byl navržen a otestován jednoduchý dekodér pro systém detekce klíových 
slov.  
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1 Detekce klíových slov 
 V první kapitole jsou popsány nejen systémy pro detekci klíových slov, ale i základní 
struktura dekodéru. Vzhledem k tomu, že detekce klíových slov spadá do problematiky 
rozpoznávání ei, jsou nejprve vysvtleny pojmy z této oblasti zpracování ei. 
1.1 Rozpoznávání ei 
 Komunikace prostednictvím mluvené ei je nejpirozenjším prostedkem lidského 
dorozumívání. Rozpoznávání ei umožuje použití lidské ei pro komunikaci mezi 
lovkem a strojem (poítaem). 
 Pi rozpoznávání se musíme vypoádat s nežádoucími vlastnostmi lidské ei, mezi 
které patí zejména: 
− tutéž promluvu vysloví každý lovk jinak, 
− tutéž promluvu vysloví stejný eník pokaždé jinak, 
− jednotlivé ásti promluvy mohou být vysloveny rzn rychle, 
− pi rozpoznávání plynulé ei není snadné stanovit zaátek a konec jednotlivých 
slov nebo foném. [1] 
 Rozpoznávae mohou pracovat s rznými jazykovými jednotkami. Výbr tchto 
jednotek závisí na konkrétním použití. Chceme-li sestrojit jednoduchý dekodér pro detekci 
známých informací (hlášení rozhlasu, pedpov poasí), mžeme pracovat s celými slovy, 
frázemi a nkdy i s celými vtami. Pokud chceme rozpoznávat mluvenou e, musíme 
používat menší jazykové jednotky. 
 Základní a nejmenší jednotkou zvukové stránky ei je foném. Fonémy vytváejí 
zvukové rozdíly, které v daném jazyce slouží k rozlišování významu. Zjednodušen eeno se 
jedná o jednotlivá písmena abecedy.  
 V nkterých pípadech není vhodné, kvli ztrát informace o kontextu, používat takto 
malé jednotky. Proto se jako jazykové jednotky používají difóny nebo trifóny. Difóny lze 
definovat jako segment ei zaínající v polovin pedchozí hlásky a konící v polovin
následující hlásky. Takovéto rozdlení využívá toho, že uprosted hlásek je spektrum signálu 
relativn stabilní. Trifóny lze definovat jako kontextov závislé hlásky, závislé na pravém a 
levém kontextu. [5] 
1.2 Systémy pro detekci klíový slov 
 Úel systém pro detekci klíových slov mže být rzný podle konkrétního urení. 
Obecn je lze rozdlit, jak již bylo nastínno v úvodu, na dva typy. 
 Úkolem prvního typu systém je rychlé prohledání velkého množství nahrávek a 
vyhledání úsek, ve kterých se nachází hledané klíové slovo. V praxi se takovéto systémy 
využívají pro prohledávání záznam konferencí, porad, soudních stání, i jiných záznam
projev, nebo konverzací. 
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 Na rozdíl od prvního typu nevyhledávají systémy druhého typu klíová slova ve 
zvukových souborech, ale pímo v signálu z mikrofonu (zvukové karty) tak, aby nedocházelo 
k pílišným prodlevám mezi zadáním a vykonáním povelu. Vzhledem k této skutenosti, musí 
být dekodéry schopny pracovat v reálném ase. Systémy druhého typu se tedy vyskytují 
u hlasového ovládání poítae, i jiných elektronických zaízení. 
 Pedchozí rozdlení systém v podstat odpovídá dlení podle složitosti 
automatického zpracování, kdy rozlišujeme mezi systémy založenými na rozpoznávání: 
− izolovaných slov – eník udlá mezi jednotlivými slovy krátkou pauzu, která 
umožní snadnjší detekování hranic slov, 
− rozpoznávání plynulé ei – eník mluví plynule, což velice znesnaduje detekci 
hranic slov. 
 Kritérií pro rozlišení systém mže být mnohem víc. Jedním z dalších je závislost na 
eníkovi. Pak rozlišujeme mezi systémy: 
− závislé na eníkovi – systém je natrénován na hlas uritého eníka a pro jiné 
eníky nemusí pracovat správn, 
− nezávislé na eníkovi – systém pracuje správn pro jakéhokoli eníka. 
 Dalším hlediskem mže být prostedí, ve kterém systémy pracují. To rozlišujeme mezi 
systémy pracujícími v prostedí: 
− bez rušivých vliv, 
− s rušivými vlivy. 
 V ideálním pípad budeme chtít vytvoit dekodér schopný rozpoznávat plynulou e, 
který nebude závislý na eníkovi a bude schopen pracovat v prostedí s rušivými vlivy. 
1.3 Dekodér pro systém detekce klíových slov 
 Dekodér má za úkol zjistit, zda nahrávka obsahuje hledané klíové slovo. V pípad, 
že klíové slovo nalezne, vrací seznam všech jeho výskyt v nahrávce. 
 Vstupem dekodéru jsou obecn dv zvukové nahrávky. První nahrávka, oznaovaná 
jako testovaná, obsahuje eový záznam, ve kterém chceme klíové slovo detekovat. Na 
druhý vstup je pivedena referenní nahrávka, která obsahuje hledané klíové slovo. 
Obr. 1.1: Obecné schéma dekodéru pro systém detekce klíových slov 
 Zatímco testovaná nahrávka mže být libovolný eový záznam, referenní nahrávka 
musí obsahovat pouze záznam hledaného klíového slova. 
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 Pokud se jedná o dekodér závislý na mluvím, vystaíme s jednou referenní 
nahrávkou pro každé klíové slovo. Pokud chceme vytvoit dekodér nezávislý na mluvím, 
musíme mít nkolik nahrávek pro každé klíové slovo. Dvodem je to, že nevíme jací mluví 
budou testovanou nahrávku namlouvat a tak musíme dekodér natrénovat na více promluvách 
(variantách) daného slova. 
 Výstupem dekodéru jsou informace o výsledku detekce obsahující poet a pozici 
výskyt klíového slova v testované nahrávce. Dále mohou výstupní informace obsahovat 
doplkové údaje, jako napíklad pravdpodobnost správnosti detekce. 
 K detekci klíových slov mžeme pistupovat temi základními pístupy využívajícími 
rzné metody rozpoznávání ei: 
− detekce založená na rozpoznávání ei s velkým slovníkem (LVCSR), 
− využití výplového modelu, 
− využití míry dvry. [5] 
1.3.1 Detekce založená na rozpoznávání ei s velkým slovníkem 
 Jak už napovídá název, je nutné mít pro použití této metody vytvoený slovník, který 
v ideálním pípad obsahuje nahrávky nebo koeficienty všech slov, které se mohou 
vyskytnout v testované nahrávce. 
 Vytvoení takovéhoto slovníku je velice pracné a zdlouhavé, jelikož by ml kvalitní 
slovník obsahovat více variant každého slova (více nahrávek od rzných mluvích). Velkým 
problémem pi použití této metody je rozpoznávání slov, která nejsou ve slovníku obsažena. 
Proto musí být tato neznámá slova detekována a pidávána do slovníku tak, aby je byl 
detektor pi dalším výskytu schopen rozpoznat. Je jasné, že sebevtší slovník nemže 
obsahovat všechna slova, ale s narstajícím potem slov ve slovníku klesá pravdpodobnost, 
výskytu neznámého slova. 
 Možnou modifikací této metody rozpoznávání, je zamnní slov za fonémy, pípadn
difóny. V takovém pípad nebude slovník obsahovat slova, ale tyto jednotky, kterých je pro 
každý jazyk pesn daný poet. Tím se vyvarujeme problému, který nastal u slov mimo 
slovník. Detekce pak probíhá tak, že je vstupní signál peveden na posloupnost foném
(difón) nebo fonetickou mížku, ve které je následn vyhledáváno klíové slovo taktéž 
reprezentované posloupností foném (difón). 
 Pi rozpoznávání pomocí této metody prakticky dochází k pepisu mluvené ei do 
textové podoby, ve které je následn klíové slovo vyhledáváno. 
1.3.2 Využití výplového modelu 
 Detektor využívající tuto metodu obsahuje dva modely. První modeluje hledané 
klíové slovo. Druhý modeluje všechna ostatní slova a ásti promluvy, které nás nezajímají. 
Pi detekci jsou tyto modely zapojeny paraleln a podle toho, který vyprodukuje vyšší 
pravdpodobnost, je rozhodnuto, zda bylo detekováno hledané klíové slovo. 
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 Narozdíl od vytvoení modelu pro klíové slovo, je mnohem tžší vytvoit druhý, tzv. 
výplový model. Tento model musí být pepoítáván pi každé zmn klíového slova tak, 
aby pro toto slovo vracel co nejmenší pravdpodobnost detekce. 
 V praxi mže detekce probíhat na úrovni foném, kdy je model klíového slova tvoen 
modely jednotlivých foném a výplový model je dynamicky vytváen jako posloupnost 
libovolných foném produkující co nejvtší pravdpodobnost generování testovaného slova 
tímto modelem. 
1.3.3 Využití míry dvry 
 Míra dvry vyjaduje jistotu, s jakou se hledané klíové slovo v promluv nachází. 
Tato metoda nevyžaduje velký slovník ani použití výplového modelu. 
 Výpoet míry dvry závisí na konkrétní použité metod rozpoznávání. Pokud 
použijeme metody založené na porovnání vzor, bude míru dvry udávat podobnost 
testovaného slova se vzorem klíového slova. Pokud použijeme jazykové modely, bude míra 
dvry rovna pravdpodobností generování klíového slova uritým modelem. 
1.3.4 Struktura dekodéru 
 Struktura dekodéru vychází z obecného schématu na obrázku 1.1. Vstupem jsou tedy 
dv nahrávky (signály) – testovaná nahrávka T  obsahující promluvu, ve které chceme 








Obr. 1.2: Blokové schéma vnitní struktury dekodéru klíových slov 
 Oba vstupní signály nejprve vstupují do bloku Pedzpracování, který má za úkol 
odstranit ze signálu nežádoucí složky, které bu nemají pro další zpracování žádný význam, 
nebo by ho mohly nepízniv ovlivnit. Zárove jsou zvýraznny složky, které naopak zvyšují 
úspšnost dalšího zpracování. Po úprav signálu je provedena segmentace signálu na rámce 
o délce nkolika desítek milisekund. Výstupem je tedy posloupnost rámc TF , resp. RF . 
 Jednotlivé rámce signálu vstupují do bloku Výpoet koeficient. V tomto bloku jsou 
vypoítány koeficienty reprezentující signál pi dalším zpracování. Zárove mohou být 
v tomto bloku vypoítány další parametry signálu jako je krátkodobá energie nebo poet 
prchod nulou.  
 První dva bloky bývají souhrnn oznaovány jako Parametrizace (feature extraction). 
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 Posledním blokem je Rozpoznávání, do kterého vstupují koeficienty TC  a RC
reprezentující vstupní signály. Uvnit bloku je za pomoci tchto koeficient rozpoznáno, zda 
testovaná nahrávka obsahuje hledané klíové slovo. Výsledek rozpoznávání V  je zárove
i výstupem celého dekodéru. Vnitní struktura bloku Rozpoznávání je závislá na použité 
metod rozpoznávání a proto jí v obecném popisu tohoto bloku nelze blíže popsat. 
1.4 Shrnutí 
 Pi detekci klíových slov se musíme vyrovnat s nežádoucími vlastnostmi lidské ei, 
mezi které patí to, že ani dv promluvy jednoho eníka nebudou stejn dlouhé a nebudou 
mít totožné asování. Další problémem je detekce hranic slov v plynulé ei. Pro práci 
s eovými signály mžeme podle úelu dekodéru použít rzné jazykové jednotky (nejastji 
slova, fonémy, difóny nebo trifóny). 
 Systémy pro detekci klíových slov mžeme dlit podle rzných hledisek do mnoha 
kategorií. Nejastji bývají systémy rozlišovány podle náronosti zpracování, závislosti na 
mluvím a podle prostedí, ve kterém pracují. 
 Existují ti základní pístupy k detekci – metoda založená na rozpoznávání ei 
s velkým slovníkem, metoda využívající výplový model a metoda využívající míru dvry. 
Úkolem dekodéru pro systém detekce klíových slov je urit, zda je v testované nahrávce 
obsaženo klíové slovo reprezentované referenní nahrávkou. Dekodér se skládá ze tí 
základních blok. Prvním blokem je Pedzpracování. Zde je vstupní signál upraven a 
rozdlen na rámce, které vstupují do bloku Výpoet koeficient. Po vypotení koeficient jsou 
ob vtve zpracování pivedeny do bloku Rozpoznávání, kde probíhá samotné hledání 
klíového slova. Bližší popis tchto blok je obsahem dalších kapitol. 
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2 Pedzpracování 
 Ped samotným zpracováním je nutné ze vstupního signálu odstranit složky, které 
nejsou pro další zpracování nutné nebo by mohly zkreslit výsledky. Dalším úkolem 
pedzpracování je omezení potu dat a jejich vyjádení ve form, která bude vhodná pro 
výpoet koeficient. 
Obr. 2.1: Blokové schéma pedzpracování 
 Ze vstupního signálu je tedy odstranna stejnosmrná složka, je provedena preemfáze 
a takto upravený signál je rozdlen na rámce. 
2.1 Odstranní stejnosmrné složky 
 Prvním krokem pedzpracování je odstranní stejnosmrné složky signálu, protože je 
tato složka pro další zpracování nežádoucí, nebo by ovlivnila výpoet energie signálu. Navíc 
stední hodnota neobsahuje žádnou užitenou informaci. 
 Ustedný signál [ ]ns′  získáme pomocí vztahu 
[ ] [ ] snsns µ−=′ , (2.1) 
kde sµ  je stední hodnota celého signálu, kterou vypoítáme jedním z následujících zpsob. 
Stední hodnota off-line 
 Pi zpracování krátkých signál, kdy máme možnost si tyto signály nejprve uložit a až 









1µ , (2.2) 
kde N je poet vzork vstupního signálu. 
Stední hodnota on-line 
 Pokud zpracováváme dlouhý signál, který nemáme možnost zpracovat jako celek a 
musíme ho zpracovávat v prbhu jeho naítání, je možné stední hodnotu vypoítat pomocí 
rekurzivního vzorce 
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[ ] [ ] ( ) [ ]nsnn ss γµγµ −+−= 11 , (2.3) 
kde 1→γ . 
2.2 Preemfáze 
 Protože energie ei klesá smrem k vyšším frekvencím, snažíme se tuto vlastnost 
kompenzovat práv pomocí preemfáze. Jedná se tedy o zvýraznní vysokých frekvencí. Toto 
zvýraznní realizujeme pomocí jednoduché operace, kdy ke každému vzorku signálu piteme 
κ násobek pecházejícího vzorku 
[ ] [ ] [ ]1−′+′=′′ nsnsns κ , (2.4) 
kde 1;9,0∈κ . Dostáváme tedy signál se zvýraznnými vysokými kmitoty, tzn. s vtšími 
detaily. 
2.3 Segmentace signálu 
 Vzhledem ke znané délce vstupního signálu a toho že je náhodný, dochází k jeho 
rozdlení na kratší úseky (rámce), které se zpracovávají snadnji a které mžeme považovat 
za stacionární. Samotnou segmentaci popisují ti parametry: délka rámce raml  (s), pekryv 
rámc ramp  (s) a posun rámce rams  (s). Mezi parametry segmentace platí závislost 
ramramram spl +=  (s). (2.5) 
 Pi použití segmentace máme na výbr ze dvou zpsob rozdlení vstupního signálu – 
bez pekryvu a s pekryvem. 
Segmentace bez pekryvu 
 Pi použití segmentace bez pekryvu se neuplatní parametry pro pekryv a posun 












N , (2.6) 




Obr. 2.2: Segmentace signálu bez pekrytí 
 Pi použití takovéto segmentace získáme malý poet rámc, což snižuje nároky na 
pam pi provádní dalších operací. Daní za malý poet rámc je to, že ztrácíme informace o 
kontextu (sousedních rámcích). To mže zpsobit skokové zmny hodnot parametr
vypotených z tchto rámc. 
Segmentace s pekrytím 
 Nevýhody pedchozí varianty segmentace odstrauje metoda využívající pekryv 
sousedních rámc. Dva sousední rámce tedy budou ásten obsahovat shodné ásti 
vstupního signálu, což zaruí, že nebude docházet k náhlým zmnám hodnot parametr v 
následných výpotech. Použití takovéto segmentace má ale za následek zvýšení potu rámc, 
což klade vtší nároky na pam. 
 Typická délka rámce se volí 20 ms a pekryv 10 ms. [1] Celkový poet rámc ramN













N 1 . (2.7) 
 Z rovnice (2.7) vyplývá, že signál trvající jednu sekundu bude pi typické délce rámce 
a pekryvu rozdlen na devadesát devt rámc, zatímco pi použití segmentace bez pekryvu 




Obr. 2.3: Segmentace signálu s pekrytím 
Váhovací okno 
 Pro výbr hodnot do jednotlivých rámc se používá váhovací okno [ ]nw . Výsledný 
signál je tedy dán vztahem 
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[ ] [ ] [ ] 10 −≤≤⋅= ramlnpronwnsnf , (2.8) 
kde [ ]nf  je jeden rámec. 
 Nejjednodušší váhovací okno je pravoúhlé, které provede prostý výbr hodnot 








































 Úkolem pedzpracování je odstranní nepotebných a nežádoucích složek signálu 
(odstranní stejnosmrné složky), zvýraznní složek, které usnadní následnou práci 
(preemfáze) a rozdlení signálu na kratší úseky o konstantní délce – rámce (segmentace). 
 Odstranní stejnosmrné složky se provede pomocí odetení stední hodnoty signálu, 
která se podle typu zpracování vypoítá z celého signálu, nebo z jeho prbžné hodnoty. 
 Preemfáze slouží ke zvýraznní vysokých frekvencí v signálu a je provedena 
odetením sousedních prvk signálu. 
 Rozdlení signálu na rámce se mže provést bu bez pekryvu, nebo s pekryvem 
sousedních rámc. Pro další práci s rámci je vhodnjší použít segmentaci s pekryvem, díky 
které nebude docházet ke skokovým zmnám dále vypoítávaných parametr signálu. 
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3 Výpoet koeficient
 Po pedzpracování, popsaném v pedcházející kapitole, je signál rozdlen do rámc
o délce nkolika desítek milisekund.  
 Pro další práci se signálem není vhodné pracovat pímo se signály v asové oblasti. 
Proto jsou v jednotlivých rámcích vypoítány koeficienty, které lépe charakterizují píslušný 
úsek vstupního signálu. Koeficient, kterými se dají popsat zvukové signály je celá ada. 
V této kapitole je popsán výpoet autokorelaních, predikních a Melovských kepstrálních 
koeficient. 
 Mimo výpotu koeficient mžeme v rámcích vypoítat krátkodobou energii signálu a 
poet prchod nulou. Pomocí tchto parametr lze odhadnout, zda je píslušný rámec 
souástí njaké promluvy (je hlasov aktivní), pípadn zda obsahuje znlou i neznlou 
hlásku. 
3.1 Krátkodobá energie 
 Pomocí krátkodobé energie E  mžeme rozlišovat mezi hlasov aktivními a 
neaktivními rámci. Hlasov aktivní rámce mají hodnotu krátkodobé energie vysokou, zatímco 
hlasov neaktivní rámce jí mají nízkou. Na toto rozlišování se ale nelze pln spolehnout, 
protože hodnota krátkodobé energie mže být nepízniv ovlivnna šumem. Výpoet energie 













E , (3.1) 
kde raml  (s) je délka rámce [ ]nx . 
3.2 Poet prchodu nulou 
 Jako kritérium pro rozlišení hlásek na znlé a neznlé mžeme použít poet prchod
signálu nulou, který nám dává omezenou informaci o kmitotu signálu. Znlé hlásky mají 
hodnotu potu prchod nulou Z  nižší, neznlé vyšší. Pro výpoet se používá vzorec 











nxsignnxsignZ , (3.2) 
kde raml  (s) je délka rámce [ ]nx  a sign  je funkce dána vztahem 














 Výpoet Z  je velmi citlivý na šum a posuny stejnosmrné složky, což znan snižuje 
vrohodnost tohoto parametru jako detektoru znlých a neznlých hlásek. 
3.3 Autokorelaní koeficienty 
 Mnoho metod analýzy eového signálu se používají autokorelaní koeficienty, které 
se vypoítají pomocí vztahu 














kde raml  (s) je délka rámce [ ]nx  a k  je poet vzork posunu. 
 Maximální hodnota autokorelaní funkce [ ]kR  je pi 0=k , kdy její hodnota odpovídá 
energii signálu, nebo se vzorec (3.4) zjednoduší na vzorec (3.1). 
3.4 Predikní koeficienty 
 Pro popsání zvukových nahrávek se asto používají predikní koeficienty, které se 
získají pomocí lineární predikce (LPC).  
 Hlavní myšlenkou lineární predikce je to, že libovolný prvek signálu se dá predikovat 
pomocí uritého potu pedchozích váhovaných vzork téhož signálu. Predikovaný prvek 
[ ]nx~  tedy získáme dosazením do vztahu 








~ , (3.5) 
kde ma  jsou LPC koeficienty a M ád prediktoru. Experimentáln bylo zjištno, že pro 
dostatené popsání eového signálu pln postauje 12 koeficient. [7] 
 Snažíme se tedy stanovit koeficienty ma  tak, abychom dosáhli co nejmenší chyby 
predikce (rozdílu predikované a skutené hodnoty prvku). Chybu predikce [ ]ne  vypoítáme 
dosazením do vztahu 
[ ] [ ] [ ] ramlnpronxnxne ≤≤−= 0~ , (3.6) 
kde [ ]nx  je skutená a [ ]nx~  a predikovaná hodnota vzorku v rámci. Výsledná chyba predikce 












neE , (3.7) 
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kde raml  (s) je délka rámce. 
 Nyní potebujeme nalézt koeficienty, pro které je celková chyba predikce E  co 
nejmenší. K tomuto výpotu lze použít autokorelaní metodu popsanou v literatue [7]. 
Výsledkem této metody je autokorelaní matice Toeplitzova typu, ve které lze všechny její 
ádky získat postupným posunutím prvního ádku. Pro výpoet matice Toeplizova typu lze 
s úspchem použít zpsob Levinsona a Durbina.  
 Prvním krokem výpotu je nastavení poáteních podmínek. Chybu predikce v prvním 
(nultém) vzorku [ ]0e  nastavíme na hodnotu [ ]0R  a hodnotu prvního parametru ma ,0  na 
jedniku. Druhý index u koeficient udává, kolik koeficient má daný prediktor. Další krok 
spoívá ve vyešení tí rekurzivních rovnic 





















Mmproaaaa mmmmmimi ≤≤−= −−− 11,1,1,, , (3.9) 
[ ] ( ) [ ] 1111 2 , −≤≤−−= mipromeame mm . (3.10) 
 Poslední krokem je pevod koeficient na bžné jednoprvkové indexování 
MMMMM aaaaaa ...,,,...,,, 21,,2,1 
 . (3.11) 
3.5 Melovské kepstrální koeficienty 
 Pro charakteristiku zvukových signál se stále astji používají Melovské kepstrální 
koeficienty, které se snaží kompenzovat nelineární vnímání frekvence lidského slyšení. Pro 
tuto kompenzaci používá banku trojúhelníkových pásmových filtr, které jsou rovnomrn
rozdleny po tzv. Melovské frekvenní škále od nuly do poloviny Nyquistovy frekvence. [1] 
 Šíka pásma jednotlivých filtr je 280 mel, jejich interval 140 mel. Pepoet frekvencí 











fm , (3.12) 
kde f  (Hz) je pvodní frekvence v lineární škále a mf  (mel) je frekvence v Melovské škále. 
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Obr. 3.1: Blokové schéma výpotu MFCC koeficient
 Vlastní výpoet koeficient se skládá ze ty krok. Nejprve je pomocí rychlé 
Fourierovy transformace signál peveden do frekvenní oblasti, kde je na nj aplikována 
banka filtr. Výstupy jednotlivých filtr jsou zlogaritmovány a jako poslední krok je 
provedena diskrétní Kosinova transformace 





















kde M je poet koeficient a *M je poet filtr banky. Experimentáln bylo zjištno, že pro 
další práci je postaující volit poet koeficient 13=M . [1]. 
3.6 Shrnutí 
 Výpoet koeficient, a už autokorelaních, predikních (LPC) nebo Melovských 
kepstrálních (MFCC), probíhá vždy v jednotlivých rámcích signálu stejn jako výpoet 
doplkových informací o signálu – krátkodobá energie a poet prchod nulou. 
 Pomocí hodnoty krátkodobé energie signálu mžeme rozlišovat mezi hlasov
aktivními a neaktivními rámci. Souasn mžeme rámce rozdlit podle hodnoty potu 
prchod nulou na rámce obsahující znlé a rámce obsahující neznlé hlásky. 
	astými koeficienty používanými pro další práci se signálem jsou autokorelaní 
koeficienty, které jsou použity i pi výpotu predikních koeficient. Predikní koeficienty 
jsou váhovací koeficienty, pomocí kterých mžeme z pedchozích prvk signálu pedpovdt 
aktuální prvek. Dalšími koeficienty jsou Melovské kepstrální, které se snaží kompenzovat 
nelineární vnímání frekvence lidského slyšení. Tyto koeficienty se vypoítávají z výstup
trojúhelníkových filtr rovnomrn rozmístných v tzv. Melovské škále. 
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4 Rozpoznávání 
 Pro rozpoznávání ei mžeme použít systémy využívající porovnávání s referencemi 
(DTW) nebo systémy založené na statistických metodách (modelování pomocí skrytých 
Markovových model). 
4.1 Dynamické borcení asu 
 Dynamic time warping (DTW) je algoritmus pro výpoet podobnosti mezi dvmi 
sekvencemi mnícími se v ase nebo v rychlosti. Pomocí tohoto algoritmu tedy mžeme 
porovnávat dv rzn dlouhé sekvence koeficient. 
 Výsledkem algoritmu je vzájemná vzdálenost dvou matic o stejném potu prvk
v jednotlivých sloupcích. Vzdáleností se rozumí míra podobnosti tchto matic vypoítaná 
z matice kumulovaných vzdáleností pomocí váhových funkcí. 
 Na vstup rozpoznávae pivedeme matici TC  reprezentující testované slovo a matici 




































































kde M  je poet koeficient, TN  poet rámc testovaného a RN  poet rámc referenního 
signálu. Jednotlivé prvky obou matic obsahují stejný poet koeficient, proto mžeme 
vytvoit matici vzdáleností koeficient. 
4.1.1 Výpoet vzdáleností koeficient
 Matice vzdáleností koeficient K  obsahuje eukleidovské vzdálenosti koeficient











































2 , (4.3) 
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kde M  je poet koeficient. 
4.1.2 Výpoet kumulovaných vzdáleností 
 Pro výpoet nejkratší cesty budeme potebovat matici kumulovaných vzdáleností, 
kterou vypoítáme pomocí váhových funkcí. Váhových funkcí existuje celá ada, ale pro další 
výpoty nám postaí jednoduchá symetrická váhová funkce. 
Obr. 4.1: Váhové funkce 
 Jak z obrázku vyplývá, potebuje tato funkce k výpotu na pozici [ ]ji,  prvky na 
pozicích [ ]ji ,1− , [ ]1,1 −− ji  a [ ]1, −ji . Abychom mohli vypoítat kumulativní vzdálenost 
pro všechny prvky matice K , musíme pro další práci vytvoit novou matici K ′  o 1+RN
ádcích a 1+TN  sloupcích. Prvky v prvním sloupci a v posledním ádku budou mít hodnotu 
nekoneno. Výjimkou bude prvek na souadnicích [ ]1,1+RN , který bude roven nule. Ostatní 
prvky nové matice se vypoítají z matice K  pomocí vztahu 
( )( )11 ++−=′ jiNij Rkk , (4.4) 








































K . (4.5) 
 Na tuto matici již mžeme použít symetrickou váhovou funkci zobrazenou na výše 
uvedeném obrázku. Pro samotný výpoet budeme potebovat ješt jednu matici, do které si 
budeme ukládat hodnoty kumulovaných vzdáleností. Tuto matici oznaíme V  a bude se 
jednat o kopii matice K ′ , takže ped výpotem kumulovaných vzdáleností platí 
KV ′= (4.6) 
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 Pi výpotu váhové funkce získáme ti dílí výsledky. Každý z výsledk se skládá 






















kde ijc1 , ijc2  a ijc3  jsou dílí výsledky váhové funkce. Výsledná kumulovaná vzdálenost bude 
rovna minimální hodnot tchto dílích výsledk  









4.1.3 Výsledná minimální vzdálenost 
 Po pedchozích výpotech máme v matici V  uloženy kumulované vzdálenosti 
koeficient. Ze vztahu (4.8) vyplývá, že výsledná nenormalizovaná minimální vzdálenost je 
uložena na souadnici ( )( )11+TNv . Normalizaní faktor symetrické váhové funkce, kterou jsme 
pi výpotu použili, je TR NN + , výslednou normalizovanou vzdálenost ( )TRD ,  tedy 
získáme dosazením do vztahu 








+ 11,  (4.9) 
4.1.4 Píklad výpotu 
 Pro zdánliv složitém popisu výpotu si na krátkém píkladu ukážeme, že použití 




















TR CC (4.10) 
 Délka referenní matice 3=RN , délka testované matice 4=TN  a poet koeficient















































 Normalizovaná minimální vzdálenost 













TRD T (4.13) 
 Minimální normalizovaná vzdálenost je tedy 1,69. Je dležité si uvdomit, že tato 
bezrozmrná hodnota nemá sama o sob tém žádnou výpovdní hodnotu o podobnosti 
porovnávaných matic, nebo z ní mžeme vyíst jen to, že matice nebyly zcela totožné (to by 
byl výsledek nula). 
4.1.5 Trénování a rozpoznávání 
 Protože DTW je rozpoznávání na základ porovnávání vzor, spoívá trénování ve 
vytváení referenních matic jednotlivých promluv. 
 V nejjednodušším pípad máme pro každou hledanou promluvu jednu referenní 
matici koeficient, která mohla vzniknout jako výsledek parametrizace jedné promluvy, nebo 
jako prmr nkolika referencí píslušné promluvy. Rozpoznávání pak spoívá ve výpotu 
minimální vzdálenosti D  mezi všemi referenními a testovací maticí 
( ) NiproTRD i
i
...,,2,1,minarg ==ω , (4.14) 
kde N  je poet retenních matic a ω  poadové íslo referenní matice s nejmenší vzdáleností 
vi testované matici. Pokud se rozhodneme, že budeme mít pro každou promluvu nkolik 
referencí, musíme pedchozí vztah mírn modifikovat 













kde REFN  je poet referencí pro jednu promluvu. 
4.2 Skryté Markovovy modely 
 Již v první polovin sedmdesátých let minulého století byly k rozpoznávání ei 
použity skryté Markovovy modely (HMM), ve kterých je promluva reprezentována jako 
















( ).2b ( ).3b ( ).4b ( ).5b
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Obr. 4.2: Skrytý Markovv model 
 V podstat se jedná o konený automat, který generuje náhodnou posloupnost 
pozorování O  obsahující jednotlivé vektory porovnávání o
{ }ToooO ...,,, 21= (4.16) 
kde T  je celkový poet vektor porovnání. Model v závislosti na ase mní svj stav podle 
pedem daných pechodových pravdpodobností. Po pechodu do nového stavu is  generuje 
pomocí rozdlení výstupní pravdpodobnosti ( )ti ob  vektor porovnání to . Za zmínku také 
stojí první a poslední stav modelu. Tyto stavy se nazývají neemitující a nemají žádnou funkci 
rozdlení výstupní pravdpodobnosti (negenerují žádný vektor porovnání). 
4.2.1 Pechodové a výstupní pravdpodobnosti 
 Pechodové pravdpodobnosti ija  vyjadují pravdpodobnost s jakou model pejde ze 








1 , (4.17) 
kde N  je poet pechodových pravdpodobností vycházejících z jednoho stavu. Na obrázku 
4.2 jsou ti druhy pechodových pravdpodobností: setrvání ve stejném stavu, pesunu do 
následujícího stavu a peskoení následujícího stavu. Z toho vyplývá, že se v modelu 
nemžeme vracet zpt, ale mžeme bu zstat ve stejném, nebo postoupit do jednoho 
s následujících stav. 
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 Pro popis rozdlení pravdpodobností pozorování to  produkovaného ve stavu is
v ase t  používáme funkce rozdlení výstupní pravdpodobnosti ( )ti ob . 
4.2.2 Výpoet pravdpodobnosti generování promluvy modelem 
 Pedpokládejme, že máme pro promluvu W  vytvoený model λ  a chceme zjistit 
s jakou pravdpodobností by tento model vygeneroval pozorovanou posloupnost O . Protože 
je postoupnost stav ( ) ( ) ( ){ }1...,,1,0 += TsssS  neznámá (skrytá), musíme pravdpodobnost 
poítat pes všechny možné stavy modelu. Pravdpodobnost generování posloupnosti O
modelem λ  je tedy 
  










110, λλ , (4.18) 
kde ( )0s  je vstupní a ( )1+Ts  výstupní neemitující stav modelu.  
4.2.3 Trénování 
 Existují dva zpsoby trénování model. Prvním je trénování izolovaných promluv. 
V tomto pípad máme pro každou promluvu, která má pesn daný zaátek a konec, jeden 
skrytý Markovv model. To znamená, že máme tolik model, kolik izolovaných promluv 
chceme rozpoznávat. Tento zpsob se používá zejména u rozpoznávání celých slov. 
 Pokud chceme rozpoznávat plynulou e, je pedcházející zpsob nevhodný, protože 
se v systémech pro rozpoznávání plynulé ei používá jako jednotka promluvy foném a my 
bychom museli promluvu rozdlovat na jednotlivé fonémy, což by bylo pracné a 
pravdpodobn i nepesné. Z tchto dvod se používá tzv. trénování vložených jednotek. 
Pomocí známé promluvy vytvoíme fonémový model, na kterém jsou trénovány modely pro 
jednotlivé promluvy. 
 Trénování modelu skrytého Markovova modelu se skládá ze ty hlavních ástí. První 
ástí je hrubý odhad parametr modelu 













1ˆ1ˆ µµµ , (4.19) 
kde µˆ  je stední hodnota a Σˆ  kovarianní matice. Jako další krok vypoítáme s jakou 
pravdpodobností se bude model nacházet v ase t  ve stavu j  (state occupation functions) 
( ) ( )( )λjtsOPtL j == , , (4.20) 









j tL , (4.21) 
abychom toho dosáhli, podlíme pravdpodobnost ( )tL j  sumou všech pravdpodobností, 
neboli celkovou pravdpodobností generování posloupnosti O  modelem λ









 State occupation function vypoítáme pomocí ástených dopedných a ástených 
zptných pravdpodobností α  a β






j = , (4.23) 
kde ( )tjα  je pravdpodobnost pozorování prvních t eových vektor za pedpokladu, že se 
proces nachází v ase t  ve stavu js
( ) ( )( )λα jtj stsoooPt == ,...,,, 21 , (4.24) 
( )tjβ  je pravdpodobnost pozorování posledních tT − eových vektor za pedpokladu, že 
se proces nachází v ase t  ve stavu js
( ) ( )( )λβ jTttj stsoooPt == ++ ,...,,, 21 . (4.25) 
 V této chvíli již máme vypoítanou state occupation function a mžeme pepoítat 
stední hodnotu, kovarianní matici 
( ) ( )
( )



































a pechodové parametry 
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Tento postup opakujeme bu pro uritý poet opakování, nebo do té doby, než se parametry 
modelu po jednotlivých opakováních pestanou výrazn lišit. 
4.2.4  Rozpoznávání 
 Pedpokládejme, že ve slovníku máme N  slov Nωω ...,,1  a pro každé slovo máme 
natrénovaný model Nλλ ...,,1 . Úkolem rozpoznávání je urit který model by generoval 
neznámou sekvenci O  s nejvtší pravdpodobností. 















110max,max λλ (4.28) 
Tuto pravdpodobnost mžeme vypoítat pomocí Viterbiova algoritmu. Pro použití tohoto 
algoritmu definujeme promnou ( )tjϕ  jako pravdpodobnost nejlepší cesty konící v ase t
ve stavu j
( ) ( ) ( ) ( ) ( ) ( )( )λϕ jttssj stsssooPt == − ...,,2,1,...max 11...,,1 , (4.29) 
kde too ...1  je ástená posloupnost. Prvním krokem Viterbiova algoritmu je inicializace 
( ) ( ) 1...,,3,21 −== Njproobat jjjϕ , (4.30) 
další krokem je rekurzivní výpoet  














výsledná pravdpodobnost je pak 






= . (4.32) 
31 
4.2.5 HTK 
 Pro praktické používání skrytých Markovových model, lze využít Hidden Markov 
model toolkit. Jedná se o systém vytvoený na univerzit v Cambridge. Je napsaný v jazyce C 
a slouží k definici, trénování a rozpoznávání ei pomocí HMM. Obsahuje také pomcky pro 
parametrizaci eových signál nebo vyhodnocování výsledk rozpoznávání. Více informací 
lze nalézt na webových stránkách. [2] 
4.3 Shrnutí 
 Rozpoznávání lze realizovat pomocí algoritmu dynamického borcení asu 
oznaovaného zkratkou DTW, nebo pomocí skrytých Markovových model známých pod 
zkratkou HMM. 
 Dynamické borcení asu umožuje porovnat dv matice koeficient s odlišnou délkou. 
Výsledkem porovnání je minimální vzdálenost, která vyjaduje, nakolik se matice liší. Tato 
metoda je pomrn jednoduchá, což mže ulehit její implementaci a následné použití. 
 Pi realizaci rozpoznávání (rozpoznávae) pomocí skrytých Markovových model je 
z referenní matice vytvoen model, na který je následn aplikována matice obsahující 
koeficienty testované promluvy. Výsledkem je pímo pravdpodobnost generování testované 
promluvy daným modelem. To znamená, že výsledkem porovnání pomocí HMM je 
pravdpodobnost toho, že ob matice obsahovaly stejnou promluvu. 
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5 Vytvoení dekodéru 
 Po popisu jednotlivých blok dekodéru v pedchozích kapitolách, mžeme navrhnout 
a sestrojit jednoduchý dekodér pro systém detekce klíových slov. 
5.1 Dekodér pro detekci klíových slov v plynulé ei 
 První navržená varianta dekodéru vyhledává klíové slovo pomocí prostého 
porovnávání koeficient. Hledání je realizováno posouváním koeficient referenního slova 
podél koeficient testované nahrávky a zjišování míry podobnosti. Pokud dojde k pekroení 
mezní hodnoty podobnosti, bude to znamenat, že testovaná nahrávka hledané klíové slovo 
obsahuje. Blokové schéma dekodéru odpovídá obecnému blokovému schématu na obrázku 
1.1. 
 Po úprav testovaného signálu v bloku Pedzpracování, jsou pro jednotlivé rámce 
vypoítány koeficienty Tc , takže 
{ }NTTTT cccC ,, 21= , (5.1) 
kde N  je poet rámc, na které byla rozdlena testovaná nahrávka T . Podobn je upraven 
referenní nahrávka R , pro kterou jsou vypoítány koeficienty Rc , takže 
{ }MRRRR cccC ,, 21= , (5.2) 
kde M  je poet rámc, na které byla referenní nahrávka rozdlena. 
 Pedpokládejme, že je délka testované nahrávky vtší než délka referenní nahrávky. 
V tom pípad bude i poet koeficient TC  vtší než poet koeficient RC  ( MN > ), jak je 
znázornno na následujícím obrázku. 
MRc1Rc 2Rc 







Obr. 5.1: Porovnávání koeficient u dekodéru pro detekci klíových slov v plynulé ei 
 Maximální poet krok posunu koeficient RC  podél koeficient TC  je dán rozdílem 
jejich délek 
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NMK −= . (5.3) 
 V jednotlivých krocích výpotu je porovnání všech koeficient referenního slova 
s píslušným potem koeficient testovaného signálu podle vzorce 
( )RkTk CCDTWV ,′=′ , (5.4) 
kde kV ′  je míra podobnosti obou vektor v k -tém kroku výpotu. Míra podobnosti je 
vypoítána pomocí funkce DTW , která umí porovnat dva vektory (matice) o stejných 
rozmrech (viz kapitola 4.1). kTC ′  je píslušná ást koeficient testovaného signálu daná 
vztahem 
{ } KkprocccC MkTkTkTkT ≤≤=′ +++ 0, 21  . (5.5) 
 Pokud v nkterém kroku mení pekroí míra podobnosti kV ′  mezní hodnotu rV ′ , je 
detekováno hledané klíové slovo. Mezní hodnota musí být stanovena experimentáln a 
zmnou její velikosti mžeme mnit citlivost dekodéru. 
 Vzhledem k vlastnostem lidské ei popsaným v první kapitole a zejména pak k tomu, 
že ani tentýž eník nevysloví stejné slovo dvakrát se shodným asováním (každé bude jinak 
dlouhé), nebude tato metoda patrn dosahovat píliš dobrých výsledk. Naopak její výhodou 
by mla být jednoduchost zpracování, což by mohlo kompenzovat pedcházející nevýhodu. 
5.1.1 Realizace 
 Pro realizaci dekodéru je nutné urit mezní hranici míry podobnosti rV ′  a zvolit 
optimální velikost kroku k  s ohledem na rychlost a správnost detekce. 
 Bohužel se již pi prvních testech ukázalo, že použití této metody není vhodné, protože 
nedocházelo k jednoznaným detekcím. Prbh minimální vzdáleností vracených funkcí 
DTW neobsahoval jednoznaná minima, což znan znesnadovalo urení mezní hodnoty a 
následné detekování klíového slova. 
 Dalším nedostatkem této metody, vyplývající z jejího principu, je detekce klíového 
slova uvnit neklíových ástí promluvy. Napíklad pi hledání klíového slova les, bude toto 
detekováno i ve slovech prales, bleskosvod, potlesk a spoust dalších. 
5.2 Dekodér pro detekci klíových slov v plynulé ei II 
 Zabránní detekci klíových slov v neklíových ástech promluvy a snížení potu 
porovnávání, mžeme dosáhnout rozdlením testované nahrávky na jednotlivá slova. 
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 Pro rozdlení vstupní nahrávky T , pesnji eeno pro rozdlení rámc TF  na úseky 
reprezentují jednotlivá slova, vložíme mezi bloky Pedzpracování a Výpoet koeficient blok 









Obr. 5.2: Blokové schéma dekodéru pro detekci klíových slov v plynulé ei II 
 Vstupem tohoto bloku budou rámce TF  reprezentující testovanou nahrávku, které 
budou rozdleny na skupiny rámc zSF  vyjadující jednotlivá slova, to znamená, že platí 
{ }ZSSSS FFFF ,, 21= , (5.6) 
kde Z  je poet slov testované nahrávky. V dalším bloku jsou z rámc jednotlivých slov 
vypoítány koeficienty zSC , takže  
{ }ZSSSS CCCC ,, 21= . (5.7) 
 Díky tomuto rozdlení testované nahrávky na slova, se znan zjednoduší vnitní 
struktura bloku Rozpoznávání. Úkolem tohoto bloku bude pouhé porovnání míry podobnosti 
koeficient jednotlivých slov s koeficienty referenní nahrávky, emuž odpovídá vzorec 
( ) ZzproCCDTWV RzTz ≤≤=′ 1,  (5.8) 
kde DTW  je funkce poítající míru podobnosti (viz kapitola 4.1). Na rozdíl od pedchozí 
varianty musí být tato funkce schopna porovnávat matice koeficient o rzné délce. 
 Podobn jako u pedchozí metody, dojde k úspšnému detekování klíového slova 
pekroí-li míra podobnosti zV ′  experimentáln stanovenou mezní hodnotu rV . 
5.2.1 Detekce hranic slov 
 Pro detekci hranic slov mžeme použít metodu pracující s krátkodobou energii signálu 
a potem prchod nulou, tak jak je popsána v literatue [7]. 
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 Prvním krokem pi použití této metody je stanovení dolní a horní mezní hodnoty 
velikosti signálu (energie) na základ potu prchod signálu nulou a vynulování vnitního 
ítae. Dalším krokem je již samotné hledání hranic slov. 
 Pi pekroení mezních hodnot, dochází k inkrementaci vnitního ítae. V opaném 
pípad dochází k jeho dekrementaci. Jakmile hodnota ítae dosáhne maximální hodnoty, je 
detekováno slovo. Jeho zaátek se však nachází ped tímto bodem, proto je nutné odeíst 
uritý asový okamžik. 
5.2.2 Realizace 
 Praktické pokusy ukázaly, že výše popsaný detektor hranic slov není schopen 
jednoznan rozeznat jednotlivá slova, zejména pokud mezi nimi nebyla krátká mezera. Tento 
výsledek se dal pedpokládat, nebo pesné detekování hranic je jeden z hlavních problém, 
se kterým se musí zpracování ei vyrovnat (viz kapitola 1.1). 
 Samotná detekce hranic slov v souvislé ei je natolik obsáhlá problematika, že 
dkladnjší popis by byl nad rámec této práce a patrn by nevedl k vytvoení jednoduchého 
dekodéru. 
 Chceme-li i pesto tento typ dekodéru používat, musíme brát ohled na možnosti výše 
popsané detekce hranic slov pi vytváení nahrávek, ve kterých budeme chtít pozdji klíová 
slova vyhledávat. To znamená, že musí být mezi jednotlivými slovy dostaten dlouhá 
mezera. V tom pípad se již ale nejedná o detekci klíových slov v plynulé ei, nýbrž 
o detekci izolovaných slov. 
5.3 Dekodér pro systém pracující s izolovanými slovy 
 V pedchozích dvou variantách byla vstupem dekodéru plynulá e, což vedlo 
k rzným problémm pi zpracování. Tetí varianta dekodéru nevyhledává klíová slova 
v plynulé ei, ale jejím vstupem jsou nahrávky obsahující pouze jedno klíové slovo, nebo 










Obr. 5.3: Blokové schéma dekodéru pro systém pracující s izolovanými slovy 
 Vstupem dekodéru zpravidla není soubor s testovanou nahrávkou, ale zvuková karta 
poítae nebo výstup z mikrofonu. Tento vstupní signál T  je upraven v bloku 
Pedzpracování a následn piveden do bloku Detekce eové aktivity, ve kterém jsou z rámc
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TF  vybrány pouze rámce SF  reprezentující jednotlivé slovo podobn jako u pedchozího 
dekodéru využívajícím detektor hranic slov. 
 Další zpracování je již stejné jako u pedcházejícího dekodéru. Opt porovnáváme 
koeficienty referenních nahrávek s koeficienty jednotlivých slov získaných z testované 
nahrávky a hledáme nejvtší míru podobnosti, resp. nejmenší minimální vzdálenost. 
5.3.1 Detektor eové aktivity 
 Úkolem detektoru eové aktivity (VAD) je urit, zda je signál v uritém rámci 
souástí promluvy, i nikoliv. Detektor tedy rozdluje vstupní rámce na hlasov aktivní a 
neaktivní. K tomuto dlení lze využít jak metody pracující se signálem v asové oblasti, tak 
metody využívající spektrální vlastnosti ei. [4] 
Metoda krátkodobé energie signálu 
 Jak již bylo popsáno v kapitole 3.1, lze pomocí hodnoty krátkodobé energie rozlišovat 
mezi hlasov aktivními a hlasov neaktivními rámci. Hlasov aktivní rámce mají úrove
krátkodobé energie vysokou, zatímco hlasov neaktivní rámce mají hodnotu krátkodobé 
energie nízkou.  
 Pro rozhodnutí o jaký rámec se jedná, staí stanovit mezní hodnotu energie rE , pi 
jejímž pekroení bude rámec oznaen jako hlasov aktivní. 















 Obr. 5.4: Krátkodobá energie hlásky A s vyznaenou prahovou úrovní 
 Bohužel není snadné stanovit vhodnou mezní úrove, protože je její velikost, stejn
jako velikost krátkodobé energie signálu, závislá na velikosti šumu v signálu. 
 Pro stanovení prahové úrovn potebujeme znát hodnotu energie v hlasov neaktivních 
úsecích, kde by mla být relativn konstantní. Pokud budeme pedpokládat, že každá 
nahrávka na svém zaátku obsahuje krátký hlasov neaktivní úsek, mžeme práh rE ′  stanovit 









nr EE , (5.9) 
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kde υ  je poet poáteních rámc signálu, které považujeme za hlasov neaktivní. 
 Jelikož se jedná o prmrnou hodnotu, je nutné pi samotném rozhodování používat 
násobek vypoítané prahové úrovn. Výsledná prahová úrove tedy bude 
rr EkE ′⋅= , (5.10) 
kde je koeficient 1≥k . 
 Výhodou této metody, oproti pevnému stanovení prahu, je pizpsobení prahové 
úrovn konkrétní zvukové nahrávce. To však platí jen o nahrávkách obsahujících na svém 
poátku hlasov neaktivní rámce. Vtší nevýhoda takovéhoto stanovení rE  spoívá 
v nemnnosti mezní hodnoty energie po dobu trvání nahrávky, což je nežádoucí zejména u 
delších nahrávek, kdy se mže výrazn zmnit zastoupení šumu v signálu a tím i velikosti 
energie v jednotlivých rámcích. 
Metoda lineární energie 
 Tato metoda, oznaovaná zkratkou LED, umožuje mnit hodnotu mezní energie 
v prbhu zpracování nahrávky a odstrauje tak jednu z nevýhod pedcházející metody. Pro 
aktualizaci mezní hodnoty rE ′  se používá energie posledního eov neaktivního rámce 
silenceE
( ) silencernewr pEEpE +′−=′ 1 , (5.11) 
kde 1;0∈p  a udává váhu energie silenceE  pi výpotu nové mezní hodnoty newrE ′ . 
Adaptivní metoda lineární energie 
 I když pedcházející metoda aktualizuje hodnotu mezní úrovn v prbhu zpracování 
signálu, dochází pi ní ke skokovým zmnám prahové úrovn. Adaptivní metoda lineární 
energie (ALED) se tuto nežádoucí vlastnost snaží eliminovat pomocí pamti, ve které 
uchovává hodnoty krátkodobé energie m  posledních eov neaktivních rámc. 
 Jakmile je detekován eov neaktivní rámec, je jeho hodnota krátkodobé energie 
silenceE  pidána do pamti, ze které je souasn odebrán poslední prvek. Následn je z prvk






σ = , (5.12) 
kde rσ  je pomr obou variancí.  
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 Pomocí pomru rσ  mžeme rozhodnout, zda došlo ke zvýšení hladiny hluku, protože 




























kde p  je parametr rovnice (5.11). 
Metoda využívající poet prchod signálu nulou 
 Vzhledem k tomu, že pedcházející metody využívají krátkodobou energii, nejsou 
schopny detekovat nízkoenergetické neznlé promluvy. Proto se asto doplují o metodu 
využívající poet prchod signálu nulou (WFD), která je schopná takovéto promluvy 
úspšn detekovat. 
 Metoda využívá toho, že hlasov aktivní rámce mají rozsah potu prchod nulou 
v uritém pevn daném rozsahu. Napíklad pro rámce o délce 10 ms je to 5 až 15 prchod. 
[4] Obecn lze rozhodovací pravidlo vyjádit jako 
21 rr ZZZ ≤≤ , (5.14) 
kde 1rZ  a 2rZ  jsou mezní hodnoty závislé na délce rámce a Z  je poet prchod signál
nulou, jehož výpoet byl popsán v kapitole 3.2. 
Metoda mení energie v jednotlivých ástech spektra 
 Zatímco v pedchozích metodách byla krátkodobá energie poítána z celého 
kmitotového rozsahu, používá tato metoda (LSED) pro rozlišení hlasov aktivních a 
neaktivních rámc hodnotu energie ve frekvenních pásmech. 
 Protože je vtšina energie eov aktivního rámce obsažena v pásmu do 4 kHz, je celý 
signál nejprve peveden do frekvenní oblasti, kde je rovnomrn rozdlen do ty pásem o 
velikosti 1 kHz (0–1 kHz, 1–2 kHz, 2–3 kHz a 3–4 kHz). 
 V jednotlivých pásmech pak probíhá hledání hlasov aktivních rámc pomocí metody 
LED. Metoda oznaí rámec jako hlasov aktivní, pokud byl takto oznaen v nejnižším 
a alespo ve dvou vyšších pásmech. 
Metoda analýzy spektrální plochosti signálu 
 Tato metoda (SFD) využívá rznorodosti rozložení spektrálního obsahu ve hlasov
aktivních a neaktivních rámcích. Hlasov aktivní rámce mají vtšinu energie rozloženou 
v nižších frekvencích, zatímco hlasov neaktivní rámce mají spektrum velice statické. 
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 Pro každý rámec je vypoítána variance spektra iσ , jejíž hodnota je porovnána 
s mezní hodnotou rσ . Pro hlasov aktivní rámec pak platí  
ri σσ > , (5.15) 
kde i  je poadové íslo rámce. Podobn jako u pedcházejících metod je prahová hodnota 
bhem mení korigována podle vztahu 
( ) ioldrnewr pp σσσ +−= 1 , (5.16) 
kde 1;0∈p  a udává váhu variance hlasov neaktivního rámce iσ . 
5.3.2 Realizace 
 Vzhledem k tomu, že by se ml takto navržený dekodér vyrovnat se všemi problémy 
zpracování ei uvedenými v kapitole 1.1, mže realizovat jeho jednotlivé bloky. 
 Struktura bloku Pedzpracování sloužícího k úprav vstupního signálu bude odpovídat 
blokovému schématu na obrázku 2.1. Podle doporuení uvedených v kapitole 2.3 bude 
zvolena segmentace s pekryvem, která zamezí skokovým zmnám parametr poítaných 
v dalších blocích. Pro segmentaci bude použito Hammingovo okno o délce 20 ms s 
pekryvem 10 ms. 
 Z metod detekce eové aktivity uvedených v kapitole 5.3.1 byla na základ
experiment, vybrána metoda analýzy spektrální plochosti signálu (SFD), která dokáže 
detekovat i nízkoenergetické fonémy. Pro použití této metody hovoí i její jednoduchý princip 
a implementace. 
 Blok Rozpoznávání mžeme založit bu na porovnávání vzor pomocí metody 
dynamického borcení asu (DTW), nebo na statistickém pístupu pomocí skrytých 
Markovových model (HMM). Vzhledem ke složitosti implementace HMM, bude v dekodéru 
použita metoda založená na porovnávání vzor. Pro implementaci HMM by sice bylo možné 
použít HTK toolkit, ale ani toto ešení by nebylo ideální, vzhledem k univerzálnosti toolkitu a 
tím dané složitosti nastavení. 
 Pro práci se zvukovými nahrávkami se používají predikní koeficienty LPC a 
Melovské kepstrální koeficienty MFCC popsané v kapitole 3.4, resp. 3.5. Vzhledem k tomu, 
že není možné jednoznan rozhodnout, které koeficienty jsou pro detekci klíových slov 
vhodnjší, bude typ koeficient vybrán pomocí následujícího testu. 
Výbr vhodného typu koeficient
 Podle výše uvedeného popisu byl v prostedí Matlab vytvoen dekodér, který byl 
schopný pracovat jak s predikními koeficienty LPC, tak s MFCC koeficienty. Pro ovení 
funknosti a výbr vhodných koeficient, byl vytvoen systém pro detekci klíových slov 
pracující s izolovanými slovy detekující ísla od nuly do devíti.  
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 Na vstup systému byly pivádny nahrávky jednotlivých íslic a výstupem byla 
informace o tom, jaké íslo vstupní nahrávka obsahovala. Pro úely testování namluvilo deset 
eník (muž ve vku od 20 do 30 let) íslovky nula až devt. 
 Celkem bylo pro každý typ koeficient provedeno deset mení. Pi každém mení 
byly nahrávky jednoho eníka oznaeny jako testované a nahrávky zbylých devíti eník
jako referenní.  
 Následn byla na vstup pivedena první referenní nahrávka a bylo provedeno její 
srovnání se všemi referenními nahrávkami pomocí funkce DTW. Výsledné minimální 
vzdálenosti byly vzestupn seazeny a na základ vyhodnocení pti nejlepších výsledk bylo 
rozhodnuto jakou íslovku obsahovala vstupní nahrávka. Tento postup byl opakován i pro 
ostatní testované nahrávky. 
Tab. 5.1: Úspšnost detekce íslic pi použití rzných typ koeficient
úspšnost detekce [%] 












 Z tabulky 5.1 jasn vyplývá, že je vhodnjší použít MFCC koeficienty, díky kterým 
se, v porovnání s LPC koeficienty, zvýší úspšnost detekce o 13 %. Z namených hodnot 
dále vyplývá, že se úspšnost detekce znan liší pro jednotlivé íslice, z ehož mžeme 
vyvodit, že úspšnost celé detekce závisí na konkrétním klíovém slov. V pípad, že 
detekujeme více klíových slov, záleží také na jejich vzájemné podobnosti. Konkrétn
v tomto pípad byla íslice devt asto detekována jako íslice pt. 
5.3.3 Praktické využití 
 Po pedchozím popisu jsme již schopni sestrojit kompletní detektor pro systém 
pracující s izolovanými slovy. Pro praktické využití byl sestrojen dekodér, jehož vstupem je 
signál z mikrofonu. 
 Tento dekodér má opt za úkol detekovat íslice od nuly do devíti. Aby byl schopen 
íslovky rozpoznat, musí být natrénován. Pi použití metody DTW spoívá trénování ve 
vytváení referenních nahrávek (vzor). V tomto pípad byly použity nahrávky íslic od pti 
náhodn vybraných eník z pedchozího testu. 
41 
 Pi testování dosahoval dekodér pomrn dobrých výsledk pro rzné mluví. 
Vzhledem k tomu, že byly jako referenní nahrávky použity nahrávky mužského hlasu, 
nedosahoval dekodér dobrých výsledk, pokud byl vstupem ženský hlas. 
 Pokud bychom chtli detekovat klíová slova i v ženském hlase, museli bychom 
vytvoit píslušné referenní nahrávky a ped porovnáváním koeficient rozhodnout, zda 
vstupní nahrávku ekl muž, nebo žena. Takovéto rozhodnutí mžeme uinit napíklad na 
základ základního tónu ei. [1] 
 Dekodér musí mít také ošetenu možnost, že testovaná nahrávka neobsahuje ani jedno 
z klíových slov. Proto byla stanovena maximální hodnota vzdálenosti koeficient, kterou 
nesmí výsledek porovnání pekroit, aby mohlo být slovo úspšn detekováno. Tento práh 
mže být pro jednotlivé referenní nahrávky stanoven zvláš. 
 V praxi se ukázalo, že úspšnost detekce jednotlivých íslic v závislosti na dob
používání systému stoupá. Není to však zpsobeno pizpsobováním systému hlasu mluvího, 
ale práv naopak. Obvykle po nkolika minutách se mluví nauil vyslovovat jednotlivé 
íslice tak, že je systém bezpen rozeznal. 
5.4 Referenní nahrávky 
 A už použijeme jakýkoli z výše uvedených dekodér, vždy budeme potebovat 
referenní nahrávky klíových slov. Tato kapitola se zabývá tím, jak tyto nahrávky pi 
praktickém používaní dekodéru získat. 
 Pi používání dekodéru pro detekci izolovaných slov (povel), mohou jednotlivá slova 
namluvit samotní uživatelé ped prvním použitím dekodéru. Toto ešení by souastn mlo 
vést ke zvýšení úspšnosti detekce, protože referenní nahrávky namluví stejný eník, jehož 
povely budeme pozdji detekovat. 
 Tento zpsob ale není vhodný u dekodér pro detekci klíových slov v plynulé ei. 
Tyto systémy obvykle slouží k prohledávání vtšího množství nahrávek (nap. záznam
konferencí), ve kterých se objevují rzní eníci. Z tohoto dvodu by dekodér nedosahoval, 
s jednou referenní nahrávkou, dobrých výsledk. Dalším dvodem, pro je tento pístup 
nevhodný, je použití automatického vyhledávání, které by mlo umožovat vyhledávání 
libovolného slova bez zásahu uživatele (namlouvání klíových slov). 
 Využíváme-li pro detekci založenou na rozpoznávání ei s velkým slovníkem (viz 
kapitola 1.3.1), lze pro vyhledání klíového slova využít údaje uložené ve slovníku. Pokud ale 
nemáme slovník k dispozici, je získání referenních nahrávek obtížnjší. 

ešením by mohlo být použití syntetizéru ei, který dovede pevádt text na e
(angl. text-to-speech, neboli TTS). [5] Pomocí tohoto zaízení bychom mohli, na základ
textu zadaného uživatelem na klávesnici, vygenerovat referenní nahrávku píslušného slova. 
Pokud bychom mli k dispozici syntetizér schopný generovat promluvu ve více hlasových 
variantách, mohli bychom vytvoit více referenních nahrávek a tím zvýšit úspšnost detekce. 
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5.5 Shrnutí 
 V této kapitole byly navrženy ti dekodéry pro systémy detekce klíových slov. Dva 
pro hledají klíového slova v plynulé ei a jeden pro práci s izolovanými slovy. 
 První dekodér vyhledává klíové slovo posouváním koeficient referenní nahrávky 
podél koeficient testované nahrávky a zjišování míry podobnosti. Detekce však nebyla 
jednoznaná a docházelo k detekování klíových slov uvnit neklíových ástí promluvy. 
 Druhý navržený dekodér nejprve testovanou nahrávku rozdlil na jednotlivá slova a ta 
následn porovnal s referenními nahrávkami. Metoda, která byla použita pro urení hranic 
slov, ale nedosahovala dobrých výsledk a proto nebylo možné dekodér sestrojit. 
 Tetí dekodér pracuje s izolovanými slovy. To znamená, že testovaná nahrávka 
obsahuje pouze jedno slovo, nebo více slov oddlených dostaten dlouhou mezerou. Pro 
detekci hranic slova v nahrávce byl použit dekodér eové aktivity využívající metodu 
analýzy spektrální plochosti signálu. Návrh jednotlivých blok dekodéru byl založen na 
teoretickém rozboru v pedcházejících kapitolách. Pro rozhodnutí, jaké použít pi detekci 
koeficienty, byl proveden test, který prokázal, že použití Melovských kepstrálních koeficient
zvýší úinnost dekodéru o 13 %, oproti úinnosti dosažené pi použití LPC koeficient. 
 Na základ návrhu dekodéru pracujícího s izolovanými slovy byl vytvoen dekodér 
zpracovávající signál z mikrofonu. Pi experimentech bylo zjištno, že pokud chceme 
detekovat mužské i ženské hlasy, musíme mít pro ob tyto varianty vytvoené referenní 
nahrávky a ped samotnou detekcí rozhodnout, které použít. 
 Zajímavým zjištním byla stoupající úspšnost detekce v závislosti na dob používání 
dekodéru. 
eník se totiž po nkolika minutách nauil slova vyslovovat tak, že je dekodér bez 
vtších problém rozpoznal. 
 Pi použití libovolného dekodéru, narážíme na problém spoívající v nutnosti 
vytvoení referenních nahrávek. Pi detekci izolovaných slov, mže tyto nahrávky namluvit 
uživatel ped prvním použitím dekodéru. U detekce v plynulé ei je problém složitjší, 
protože k dosažení co nejlepší úspšnosti detekce potebujeme více nahrávek hledaného 
slova. 
ešením by mohlo být použití syntetizér ei. 
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6 Závr 
 Cílem práce bylo seznámit tenáe s problémy pi vytváení dekodéru pro systém 
detekce klíových slov. Na základ teoretického úvodu v první kapitole byly popsány 
jednotlivé bloky dekodéru pro systém detekce klíových slov. Pomocí tohoto popisu byl 
v prostedí Matlab vytvoen dekodér pracující s izolovanými slovy, který dosahuje 71% 
úspšnosti detekce.  
 Vytvoený dekodér používá pro pedzpracování signálu segmentaci pomocí 
Hammingova okna o délce 20 ms s pekryvem 10 ms. Pro výhodnjší vyjádení signálu 
v jednotlivých rámcích jsou použity Melovské kepstrální koeficienty. Samotné rozpoznávání 
je realizováno metodou dynamického borcení asu. Izolovaná slova jsou ve vstupním signálu 
vyhledána pomocí dekodéru eové aktivity využívajícího metodu analýzy spektrální 
plochosti signálu. 
 V práci byl také popsán návrh dekodéru pro detekci klíových slov v plynulé ei. 
První navržená varianta není piliž vhodná kvli nejednoznanosti detekce a hlavn kvli 
detekci klíových slov uvnit neklíové asti promluvy. Druhá varianta poítá s rozdlením 
vstupního signálu na jednotlivá slova, ímž by se rozpoznávání plynulé ei zjednodušeno na 
rozpoznávání izolovaných slov. Tato varianta však vyžaduje kvalitní detektor hranic slov, 
jehož sestrojení, je vzhledem k vlastnostem lidské ei, dosti nároné.  
 Podstatným problémem je, zejména u dekodér pro detekci klíových slov v plynulé 
ei, získávání referenních nahrávek. Chceme-li dosahovat vysoké úspšnosti detekce, 
musíme mít vytvoeno více referenních nahrávek hledaného slova. K vytvoení tchto 
nahrávek by mohly být použity syntetizéry ei. 
 A práv ovení možnosti použít pro získání referenních nahrávek syntetizéry lidské 
ei by mohlo být, stejn jako vytvoení kvalitního detektoru hranic slov, zajímavým 
pokraováním této práce. 
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