A resonance/non-resonance, doublet-based, self-absorption-free, laser-induced breakdown spectroscopy (SAF-LIBS) technique is proposed for greatly expanding the measurement range of quantitative elemental analysis by using a quasi-optically thin line. The quasi-optically thin spectral line is obtained by matching the measured doublet atomic lines' intensity ratios with the theoretical one, and the applicable measurement range is expanded by utilizing the resonance and non-resonance lines. The specific calibration process consists of two parts: the nonlinear LIBS calibration and the linear SAF-LIBS calibration. For quantitative measurements, the approximate content of the unknown sample is determined first by using the LIBS calibration curve, and then the SAF-LIBS spectra and the resonance or non-resonance calibration curve that corresponds to the predetermined content are used for further implementing the quantitative analysis. Univariate quantitative analysis results of Cu show that this resonance/non-resonance doublet-based SAF-LIBS technique not only captures the quasi-optically thin spectral line in a wide range of elemental content, but also possesses high correlation coefficients of calibration curves, small relative errors of measurement and low limits of detection. The applicability and limitations of this technique are also discussed, and the evolution as well as the related major determinants of self-absorption are analyzed by taking advantage of the spatial-temporal evolution images of plasma emissivity.
self-absorption effect by calculating SA coefficients of emission lines from the spectral line width, and verified that the self-absorption correction can avoid the systematic error of the electron temperature caused by the uncorrected values of the line intensity. Gornushkin et al. [14] established a theoretical model for optically thick and inhomogeneous plasmas to determine the degrees of self-absorption of emission lines by considering the reabsorption process, the continuum radiation and the absorption coefficient. Sun et al. [15] employed an internal reference to make correction of the self-absorption effect in CF-LIBS, and found that the linearity of all points on the Boltzmann plot was enhanced and the accuracy of the quantitative analysis results was improved. But all these methods tend to be complex and time consuming, and require some fulfilled conditions and additional plasma parameters. Also some approximations and assumptions made in these calculation methods may lead to deviation between the quantitative results and real values. The laser-stimulated absorption assisted LIBS and microwave-assisted excitation LIBS techniques proposed by Guo et al. [16, 17] provide other approaches for eliminating the self-absorption effect. Although as a result, the number density of the ground-state atoms that related to the degree of selfabsorption decreased sharply, these techniques require continuous wavelength tunable laser or continuous microwave generator to re-excite the plasma, which greatly limits their applications due to the large size and high cost. We recently proposed a self-absorption-free LIBS (SAF-LIBS) technique [18, 19] to directly capture quasi-optically thin spectral line by matching the measured doublet atomic lines intensity ratios with the theoretical one. By evaluating the SA coefficient and Boltzmann plot linearity, it was confirmed that this technique is qualified to collect quasi-optically thin plasma spectrum nearby a certain wavelength and realize accurate chemical composition measurements. However, the applicability analysis results of SAF-LIBS demonstrated a relatively narrow applicable measurement range (e.g. 0-15.9% for Al), which severely limits its further widespread application. Therefore, how to greatly expand the applicable measurement range of SAF-LIBS becomes an urgent challenge.
In general, the ground state population is larger than the excited one in a plasma, and the resonance transition connects a low-lying excited level to the ground state of the atom, while the low level of non-resonance transition is a highly excited state. Although the resonance line is susceptible to self-absorption, it has higher sensitivity. Conversely, the non-resonance line is less subject to self-absorption but has poor sensitivity [20] . It has been noticed that the resonance line is suitable for the detection of trace elements, while the non-resonance line is suitable for the detection of major elements due to its calibration curve has a wider measurement range. Therefore, we wonder if the resonance and non-resonance doublets could be introduced into SAF-LIBS to greatly expand the applicable measurement range while maintaining the detection sensitivity.
To validate the above ideas and enhance the applicability of SAF-LIBS, a resonance/nonresonance doublet based SAF-LIBS technique was proposed in this paper. It is worth noting that due to the limitation of the resolution of our spectrometer, we chose Cu instead of Al to demonstrate the feasibility. By combining the resonance Cu I 325 nm and non-resonance Cu I 520 nm doublets with SAF-LIBS, the univariate linear calibration curve of Cu will be established according to the quasi-optically thin requirements. Then according to the quantitative results by resonance/non-resonance doublet based SAF-LIBS, we will give a discussion on its performance including applicable measurement range, measurement accuracy, limit of detection (LOD), etc.
Experimental and methodology

Experimental
The details of the entire experimental LIBS system have described previously [18, 19] and will only be summarized here. A Q-Switched Nd: YAG laser (Spectra Physics, INDI-HG-20S) operating at the fundamental wavelength of 1064 nm was employed as the ablation source, with a pulse duration of 7 ns, a repetition rate of 20 Hz, and a fixed energy of 50 mJ/pulse. The laser beam was focused at the sample surface by an objective lens with a focal length of 75 mm, and the diameter of the focal spot was approximately 600 μm. A condenser lens with a focal length of 75 mm was aligned with the laser-produced plasma to generate a 4 × magnified image of the plume. Then the image along the line of sight perpendicular to the laser beam was delivered to a grating spectrograph (Princeton Instruments, SP-2750) that equipped with a time gated ICCD (Princeton Instruments, PI-MAX4-1024i) by a 200 μm optical fiber. Another ICCD (Andor, iStar DH334T) was used as a camera to record the emissivity images of plasma via dual-wavelength differential imaging [21, 22] . In our experiment, the integration time for spectra acquisition was 100 ns and the delay time was in the range of 200-800 ns with identical interval of 100 ns.
The samples used in the experiment were twelve pressed tablets of finely powdered potassium bromide and copper oxide, with the copper content covering a range of 0.01-60 wt%.
Methodology
Assuming the plasma is homogeneous and in a local thermodynamic equilibrium (LTE) condition during spectra acquisition, the theoretical doublet intensity ratio of an element in ionization stage Z can be expressed as [23] :
where I 1 is the line intensity from the k-i transition and I 2 is that from the n-m transition, λ is the transition wavelength, A is the transition probability, g is the degeneracy, E is the upper level energy, k B is the Boltzmann constant, and T is the plasma temperature. When the doublet lines have comparable upper levels, the temperature dependent exponential item in the equation can be ignored and this intensity ratio tends to be a constant that is independent of time and experimental conditions. By matching this ratio with the measured values at different delay times, one can find out the exact time interval (at a delay time with a certain integration time) where the spectral line is closest to optically thin condition and realize SAF-LIBS.
For an element with both resonance and non-resonance doublets, the quantitative measurement process of resonance/non-resonance doublet based SAF-LIBS can be briefly summarized as: firstly, establish the univariate calibration curve of non-resonance line by LIBS and the univariate multi-segment calibration curve of resonance and non-resonance lines by SAF-LIBS. Next, determine the content segment to which the unknown sample belongs by substituting the intensity of non-resonance line into the nonlinear LIBS calibration equation, and then perform further quantitative analysis by the corresponding segmented calibration curve.
Results and discussion
Realization of resonance/non-resonance doublet based SAF-LIBS
The typical average spectrum of the tablet samples is shown in Fig. 1 (delay time of 500 ns, integration time of 100 ns, tablet with 6% copper), which covers a spectral region from 300 to 550 nm. The selected copper lines as well as their detailed spectroscopic parameters are listed in Table 1 Combined these lines with Eq. (1), we studied the temporal evolution of intensity ratio of Cu resonance and non-resonance doublets. In order to obtain enough reproducibility of the emission spectra from plasma and compensate for sample inhomogeneity, 60 plasma spectra with background subtracted were averaged under identical experimental conditions. The results of the temporal evolution of the intensity ratio for resonance and non-resonance doublets and the optimal delay times are shown in the following.
SAF-LIBS for resonance doublet
Figures 2(a) and 2(b) give the temporal evolutions of the doublet intensity ratio of the resonance Cu I 324.75 nm and Cu I 327.40 nm lines in the time domain of 200 ns to 800 ns (note that the lifetime of exited Cu species was observed as ~800 ns) by using the tablets with Cu content in the ranges of 0.01% to 1% and 3% to 60%, respectively. The straight line represents the theoretical ratio value of 2.04. Figure 3 shows the relationship between the optimal delay time and the Cu content, where the time values for contents larger than 0.01% were predicted through linear fitting of the data points in Fig. 2 and expressed by hollow dot circles. It can be seen that the optimal delay time increased with the increase of Cu content, and the resonance lines could be considered as quasi-optically thin only for Cu content no larger than 0.01%. Thus, for resonance line, its quasi-optically thin emission can be captured only if the element content is relatively low. With the increase of element content, the self-absorption effect became so serious that it was impossible to acquire any quasi-optically thin spectra. In addition, the temporal evolution curve of the 0.01% tablet in Fig. 2(a) indicates that the quasi-optically thin condition was reached twice at 245 ns and 782 ns during the plasma evolution. A similar trend was also found for the 0.05% tablet. The reasons for this will be discussed in detail in Section 3.2. Fig. 2 . Temporal evolution of intensity ratio of resonance doublet Cu I lines with content in the ranges of (a) 0.01-1% and (b) 3-60%. Fig. 3 . Relationship between the optimal delay time of resonance Cu I doublet and the copper content. Figures 4(a) and 4(b) show the temporal evolution of the doublet intensity ratio of the nonresonance Cu I 521.82 nm and Cu I 515.32 nm lines in the time domain of 200-800 ns by using the tablets with Cu content in the ranges of 0.01% to 1% and 3% to 60%, respectively. The straight line represents the theoretical ratio value of 1.85. Figure 5 shows the relationship between the optimal delay time and the Cu content, where the time for the content of 60% was predicted through linear fitting of the data points in Fig. 4(b) and is expressed by a hollow circle. It can be seen that the optimal delay time increased with the increase of Cu content, and the non-resonance lines could be considered as quasi-optically thin over a wide content range of 0.01-30%. However, when the content was larger than 60%, the quasi-optically thin lines could never be captured during the lifetime of plasma. For tablets with Cu content in the ranges of 0.01-0.05%, 0.1-1%, and 3-30%, the corresponding acquisition delay times closest to the optimal delay times are defined as t ot , which were determined to be 400 ns, 500 ns, and 600 ns respectively, and are circled by dotted ellipses in Fig. 4 . Thus, for nonresonance line, its quasi-optically thin emission could be captured over a wide elemental content range. 
SAF-LIBS for non-resonance doublet
Validation of self-absorption evolution
In section 3.1.1, an interesting experimental phenomenon was observed that during the plasma evolution, the resonance doublet emitted from low copper content tablet could reach the quasi-optically thin condition twice. The self-absorption effect occurred on the resonance doublet with higher copper content weakened with time, but could never be quasi-optically thin. In order to investigate the fundamental physical mechanism, the self-absorption effect of resonance Cu I 324.75 nm line existed in the plasmas of tablets with Cu content of 0.01%, 0.05% and 0.6% were investigated.
The SA coefficient indicates the self-absorption degree of a laser-produced plasma, and can be obtained by dividing the measured peak intensity by the expected one without selfabsorption [13] 
where τ is the optical length (dimensionless) and when the Gaussian component of the line width is negligible with respect to the Lorentzian one,
where Δλ 0 is the expected FWHM of the emission line, e is the electron charge, m is the electron mass, c is the light speed, n i is the energy number density of species in the i level, f is the transition oscillator strength, and l is the whole length of the absorption path over which the light travels. From Eqs. (2) and (3), it can be inferred that the SA decreases with the increase of K, which means that the larger the K, the more self-absorbed the emission line. Combined with the Boltzmann distribution law and the relationship between oscillator strength and transition probability (Ladenburg formula), K can be expressed as [17] :
where Z(T) is the partition function and N is the total number density of species in an atomic or ionic state. It shows that the self-absorption is proportional to the transition probability, degeneracy of upper level, wavelength, number density and length of the absorption path, and is inversely proportional to the lower energy level. Notice that the relationship between selfabsorption and temperature varies with energy level. In order to get the Nl for Cu in laser-induced plasma, the dual-wavelength differential imaging technique [21, 22] was employed to measure the total number density and absorption path length of the Cu species. Sixty time-resolved plasma images with background subtracted were averaged to obtain good signal-to-noise ratio. Then the resulted emission images were further treated with the Abel inversion. The inversed images corresponded to the emissivity images of the studied species with respect to the chosen line, which can represent the total number density of atoms when the plasma is assumed to be in LTE state. Here, the line chosen for representing neutral Cu species was Cu I 521.82 nm but not Cu I 324.75 nm since they correspond to the same Nl, and the transmittance of the filter centered at 521 nm is much higher. These processed time-resolved emissivity images are shown in Fig. 6 , where Figs. 6(a)-6(c) represent the tablets with Cu content of 0.01%, 0.05%, and 0.6%, respectively. The superscripts a to f in each figure indicate the delay times of 200, 300, 400, 600, 700 and 800 ns, respectively, and the horizontal white arrow line represents the line of sight. The integrals of emissivity that represent the Nl values are listed in Table 2 . In addition, the electron temperatures were also calculated and shown in Table 2 by using the Boltzmann plot created from the five Cu I lines. According to Eq. (4) and the spectroscopic parameters of Cu 324.75 nm line listed in Tables 1 and 2 , the K values of the three tablets against time are shown in Fig. 7 . It can be seen that the K value for the 0.01% tablet increased initially and then decreased with time. Both in the early and late stages of plasma evolution, the self-absorption effects were weak due to the small volume and the fast expansion speed. It was consistent with the evolution curve of lines intensity ratio and implies that for a fixed observation position, the atomic number densities of the plasma in the ground state at some moments of evolution were really small and the self-absorption effect could be neglected reasonably. The K value for the 0.05% tablet increased rapidly and then decreased slowly over time indicates a weak self-absorption in the early stage of plasma evolution, while the K value for the 0.6% tablet increased slightly and then decreased rapidly indicates a weak self-absorption in the late stage of plasma evolution. These evolution curves of K had same trend as those of resonance lines intensity ratio. Figure 8 shows the plots of relative error (RE) of measurement by using the resonance (Cu I 324.75 nm) and non-resonance (Cu I 521.82 nm) lines versus the Cu content at the acquisition delay time t ot . The relative measurement errors were calculated by the equation: RE = 100* ((SA-LIBS measured value -nominal value)/nominal value). As can be seen, both the RE values of resonance and non-resonance lines decreased with the increase of Cu content. Because the two curves crossed at 0.48% (defined as C cross ), the resonance line was used for quantitative analysis when the copper content was below 0.48%, and the non-resonance line was used when the copper content was above 0.48%.
Calibration and performance test
In order to verify the quantitative measurement accuracy and the measurement range of resonance/non-resonance doublet based SAF-LIBS, the univariate analysis of Cu was performed. The specific calibration and quantitative analysis process are as follows. 1) Calibration: firstly, establish the univariate LIBS calibration curve of non-resonance Cu I 521.82 nm line by using a series of standard samples, and then establish the univariate multi-segment calibration curve of resonance and non-resonance lines by SAF-LIBS according to the predetermined t ot .
2) Quantitative analysis: determine the segment to which the unknown sample belongs by substituting the intensity of non-resonance line into the nonlinear LIBS calibration equation, and then perform further quantitative analysis by the corresponding segmented calibration curve. Figure 9 shows the multi-segment calibration curve of Cu in the content range of 0-50.7% by SAF-LIBS and the quantitative analysis results for two unknown samples (marked as stars). The inset in the figure shows the magnified section of 0-1.0% Cu content. The multisegment calibration curve can be divided into four segments, where segments S1 (0.01-0.1%) and S2 (0.1-0.48%) were created by the resonance line, and segments S3 (0.48-1.0%) and S4 (1.0-50.7%) were created by the non-resonance line. Each segment in the calibration curve corresponded to an individual acquisition delay time t ot , and had a correlation coefficient R 2 greater than 0.99. The linear calibration equations for the four segments were y = 326.07x + 11.4, y = 61.7x + 38.3, y = 69.6x + 37.25, and y = 3x + 107, respectively. It can be seen that each segment in Fig. 9 exhibit a non-zero intercept. For low copper content (0.01%-1%) samples, the intercepts for segments S1, S2 and S3 on the x-axis are −0.035%, −0.62%, and −0.54%, respectively. In this case, the spectral lines at the optimal delay times could be considered as quasi-optically thin lines. However, for samples with copper contents larger than 1%, the intercept for segment S4 on the x-axis is −35.67%. In this case, the spectral lines at the optimal delay times were only the ones with the weakest self-absorption during plasma evolution, and they could be considered as weakest self-absorbed lines. The three breakpoints between the adjacent segments were caused by the differences in optically thinness of segments S1 and S2, spectral lines used in segments S2 and S3, and delay times t ot used in segments S3 and S4.
Two tablets with copper content of 0.25% and 10% were used as unknown samples in the experiment for performance test purpose. After determining the segment of each sample by the LIBS, the copper contents of the two samples were quantitatively analyzed by using the calibration curves of segments S2 (resonance line) and S4 (non-resonance line), respectively. By substituting the line intensities of resonance Cu I 521.82 nm into the corresponding linear calibration equations, the copper contents in the two tablets were calculated to be 0.24% and 9.9%, respectively, corresponding to RE values of 4% and 1% (Fig. 9) . The quantitative analysis results indicate that the resonance/non-resonance doublet based SAF-LIBS has high accuracy in a wide applicable measurement range. In order to evaluate the detection sensitivity of resonance/non-resonance doublet based SAF-LIBS, the LOD was also estimated as 3 times the content to the signal-to-noise ratio of a relatively low content sample. In our experiment, the LOD was determined to be 1.35 × 10
wt% (1.35 ppm) based on the response to the 0.01% Cu tablet. Thus, introducing the resonance and non-resonance doublets into SAF-LIBS not only expands the applicable measurement range, but also maintains high sensitivity.
Applicability and limitations
The resonance/non-resonance doublet based SAF-LIBS is able to obtain quasi-optically thin spectral lines and perform high-precision quantitative analysis in a wide range of element content, but also has specific application and limitations. As shown in Fig. 5 , the optimal delay time increased with the increase of element content, and the lifetime of the spectral line at the fixed observation line of sight was observed as 800 ns in our experiment. The Cu content corresponding to this lifetime point is estimated to be 50.7%, which is the limit of the applicable content for this technique. If the copper content exceeds this maximum limit, the quasi-optically thin spectral lines could never be captured during the plasma evolution. Therefore, considering the estimated LOD value, the applicable measurement range of resonance/non-resonance doublet based SAF-LIBS for copper is 1.35 × 10 −4 -50.7%. The limitations of resonance/non-resonance doublet based SAF-LIBS lie in three aspects. Firstly, it involves two basic assumptions, that is, the plasma is homogeneous and in the LTE state, which are considered to be satisfied in usual LIBS experiments. Secondly, it requires that the element to be analyzed should have both resonance and non-resonance doublets in the detection spectral range. Thirdly, the uncertainties of transition probability of spectral lines can introduce extra errors for estimating the optimal delay times, thus spectral lines with less uncertainty of transition probability are preferred.
Conclusions
In this work, resonance and non-resonance doublets were introduced into SAF-LIBS to expand its applicable elemental content range and enhance the quantitative performance. The nonlinear LIBS calibration and the linear multi-segment SAF-LIBS calibration were established for the univariate quantitative analysis of Cu, and the correlation coefficients R 2 of all these curves were greater than 0.99. For quantitative measurements, to which segment the unknown sample belongs should be determined firstly by using the LIBS calibration curve. Then further quantitative analysis could be performed using the SAF-LIBS spectra and the resonance or non-resonance calibration curve that corresponds to the predetermined segment. The quasi-optically thin resonance line could be captured only when the element content was relatively low, while for non-resonance line, the quasi-optically thin line could be captured in a wide content range. Correspondingly, the evolution process of self-absorption as well as its related influencing factors was discussed by taking advantage of spatial-temporal emissivity imaging. Univariate quantitative analysis results showed that the RE values of tablets with copper content of 0.25% and 10% were 4% and 1%, respectively. The applicable measurement range for copper was estimated to be within 50.7%, while the LOD was of 1.35 ppm. This resonance/non-resonance doublet based SAF-LIBS technique can provide accurate chemical composition measurements over a wide elemental content range, and is expected to promote the practical processes of LIBS in industrial application.
