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The aim of this thesis was to assess and develop internal dose calculations methods in
diagnostic and therapeutic nuclear medicine procedures to patients undergone PET/CT
explorations. Towards this objective, the accuracy and precision of different classical
methods commonly used to estimate internal dosimetry were investigated. Biodistri-
bution studies were used in order to compare these methods. The main study aspects
included region-of-interest (ROI) delineation methods, reconstruction algorithms, scat-
ter correction and radiopharmaceutical’s biokinetic. Optimization of internal dosimetry
in this thesis was completed with the development of a Monte Carlo (MC) technique for
estimating the patient-specific PET/CT dosimetry.
The development of a mathematical model using MC techniques allowed us to have a
gold standard to which compare classical techniques and study the aspects discussed pre-
viously. It was observed that effective dose (ED) estimations were sensitive to whichever
delineation ROI method was applied. Furthermore, it was perceived that the biokinet-
ics of the radioligand also influences in the ED estimation. On the other hand, similar
quantitative accuracy was found regarding image reconstruction (FBP and OSEM) and
scatter correction methods studied (FSC and SSC). Analysis of the impact of inter-
and intra-operator variability in dose estimations revealed higher reproducibility in 3D
methods in comparison with 2D planar method. The last one, showed the highest inter-
operator variability, which implies an overestimation of the ED.
In this dissertation, specific routines were developed to be applied with the MC
code PENELOPE/penEasy to perform individualized internal dosimetry estimations.
Voxel-level absorbed dose maps which include self- and cross-irradiation doses were gen-
erated from the morphological and functional patient images. Further parameters such
as cumulative organ dose, maximum and minimum voxel organ values, volume of the or-
gan and dose-volume histograms of interest were reported. The model implemented was
applied to a theoretical study using simulated PET images of a voxelized Zubal phan-
tom. The results were benchmarked with the ones obtained using the OLINDA/EXM
software. The comparison was in good agreement for those organs were both phantoms
considered (Zubal and the reference one in OLINDA/EXM) were close.
Undoubtedly, the implementation of a patient-specific internal dosimetry method
not only leads to an improvement in diagnostic examinations where the risk could be
quantified, but also NM therapy could become more effective in terms that patients
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Nuclear Medicine (NM) is a medical speciality that uses the particular ability of radio
labelled molecules (called radiopharmaceuticals) to integrate themselves in the biological
mechanism of a cell, tissue or organ in order to make diagnostic evaluations or to provide
therapy in various major areas such as oncology, cardiology and neurology. Particularly,
nuclear medicine imaging contributes significantly to diagnosis, treatment planning and
the assessment of response to treatment in patients with cancer disease. Every year in
Europe over 6 million patients benefit from a nuclear medicine procedure, 95% of which
are diagnostic and 5% therapeutic [6]. The number of procedures has experienced an
increase in the past decade when new technologies, such as computed tomography (CT)
and positron emission tomography (PET) have become widespread. And it will con-
tinue increasing in the coming years, in particular with the growing number of installed
PET/CT systems and the introduction of new molecules and radiopharmaceuticals for
diagnostics and also therapy. In therapy treatments these agents would provide new
treatment options for many cancers, particularly following unsuccessful treatments with
conventional chemotherapeutics or relapse.
Diagnostic examinations such as medical x-ray (including CT) or nuclear imaging
provide great benefits to patients; however they have led to significant increase of in-
dividual patient doses. Effective dose to patients from radiodiagnostic procedures in
Europe is estimated to be 1.10 mSv (1.05 mSv from x-ray, 0.05 mSv from NM proce-
dures) per caput with an uncertainty below 10% [1]. The value of the effective dose per
caput in Spain is estimated to 1.15 mSv [7], for medical procedures of nuclear medicine
is 0.07 mSv. It can be seen that the contribution of NM is much less than that due to
1
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Figure 1.1: Relative contributions of the diagnostic procedures to the overall collective
ED in Europe. From European Commission, Radiation Protection Nº180, 2014 [1].
diagnostic procedures. However, it is slightly higher than the collective effective dose of
the rest of European countries.
The most common medical diagnostic procedures in Europe are CT, plain radiog-
raphy, fluoroscopy, interventional radiology and NM procedures. Their contribution to
the total population doses is respectively about 52%, 22%, 13%, 8% and 5% (figure 1.1).
In those countries where PET is implanted, it is observed that oncological studies using
PET are among the most significant, as is also the case in Spain. More than half Euro-
pean countries use PET/CT for oncological imaging; figure 1.2 shows annual frequencies
of NM examinations per 1000 of population for tumor imaging with PET and PET/CT
hybrid system.
Figure 1.2: Annual frecuencies of NM examinations per 1000 of population, for tu-
mor imaging with PET and PET associated with a diagnostic CT. From European
Commission, Radiation Protection Nº180, 2014 [1].
.
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Therapeutic nuclear medicine is developing rapidly as an alternative choice of treat-
ment in oncology, with non-sealed sources of radioactivity. Replacing the gamma emit-
ting isotope in a radiopharmaceutical by an alpha or beta emitter can transform a
diagnostic tool into a very efficient and selective therapeutic tool. The administration
of radionuclides is minimally invasive and the duration of treatment is shorter than
chemotherapy, thus targeted radionuclide therapy has become one of the most preferred
types of cancer therapy. The use of new radiopharmaceuticals requires individualized
treatments involving the calculation of absorbed doses to the tumor and healthy tissues.
It has been stated a correlation between the absorbed doses delivered and the response
and toxicity, indicating the benefit of dosimetry-based personalized treatments [8, 9].
Theranostics is an emerging field of nuclear medicine which couples diagnostic imag-
ing and therapy with the same molecule, but differently radiolabelled [10]. The detec-
tion of potential targets can help to predict if a patient would benefit from a particular
treatment or not. The theranostics model involves also a personalized and precision
methodology.
1.2 Molecular Imaging Techniques
As described above, Nuclear Medicine Imaging (NMI) is an approach for noninvasive
detection of variety of human disease. The two basic components of these imaging
procedures are: a) the use of specific radiopharmaceuticals and b) the use of a proper
imaging system for the detection of the emitted photons.
The main two techniques in emission tomography are SPECT and PET scans, which
use radioactive materials to image properties of the body’s physiology. Thus, nuclear
medicine procedures in general and PET procedures in particular are capable of provid-
ing information concerning how the body is functioning at a physiologic or biochemical
level, whereas x-ray procedures such as computed tomography (CT) primarily depict
human anatomy. Figure 1.3 shows a general overview of a PET imaging procedure.
In the context of this thesis PET molecular imaging technique is applied. The
remainder of this chapter summarizes the fundamental principles that are needed to un-
derstand how nuclear medicine images are obtained and how diagnostic and therapeutic
radiation doses are estimated for radiopharmaceuticals. This overview begins with a de-
scription of radiation transport of photons and particles produced by radioactive decay.
Next, PET radioisotope production is outlined, as well as the description of the PET
system and the image reconstruction techniques used to estimate the 3D distribution of
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Figure 1.3: General overview of NMI procedure from the injection of radiopharma-
ceutical to the acquisition images.
radioactivity in a patient. Finally, the focus is on the steps to estimate absorbed doses
to this patient.
1.3 PET Radiopharmaceuticals
Radiopharmaceuticals are drugs that contain radioactive substances called radioisotopes.
Radioisotopes are nuclei that emit radiation as gamma rays or particles. In some cases,
radiopharmaceuticals use radioisotopes that emit a combination of these types of radi-
ation. The radioisotopes used in radiopharmaceuticals can be produced by irradiating
a specific target inside of a nuclear research reactor or in particle accelerators, such as
cyclotrons. Once produced, the radioisotopes are tagged on to certain molecules selected
by its biological characteristics, which then results in radiopharmaceuticals.
One of the greatest advantages of PET imaging is the large number of low atomic
number elements for which positron emitters exist (Table 1.1). This permits incorpo-
ration of positron emitters into many biologically active compounds, including isotopic
forms of oxygen, carbon, nitrogen and fluorine.
The most common used diagnostic radiopharmaceutical is 2[18F]fluoro-2-deoxy-D-
glucose, which is a glucose analog which enable the measurement of glucose consumption.
18F -FDG is more widely used in oncology, so that the whole-body studies with 18F -
FDG have become the most frequently used mode in PET imaging. However, FDG is
a nonspecific tracer and uptake of FDG is also noted in various benign conditions, such
as different infective/inflammatory processes. So inquest for searching specific markers
over the last decade a variety of new PET radiopharmaceuticals are entering the picture.
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Table 1.1: Common Positron-Emitting Nuclides Update.
Half-Life Positron Maximum Method
Nuclide (min) Yield (%) Energy (MeV) of Production
18F 110.00 97.0 0.635 Cyclotron
11C 20.4 99.0 0.960 Cyclotron
13N 9.96 100.0 1.190 Cyclotron
15O 2.04 99.9 1.720 Cyclotron
68Ga 68.1 90.0 1.900 Generator
62Cu 9.8 98.0 2.930 Generator
82Rb 1.27 96.0 3.350 Generator
By using different tracers, molecular imaging using PET enables the visualization
of various molecular pathways in tumour biology including metabolism, proliferation,
oxygen delivery and protein synthesis as well as receptor and gene expression. PET with
these radiopharmaceuticals can be used for tumour staging, for prediction of response to
therapy, detection of early recurrence, and evaluation of modifications in organ function
after treatment [11]. For instance, newer radiopharmaceuticals which improve radiation
treatment planning are 11C-methionine which is currently one of the best available PET
tracers for delineating brain tumour contours [12]. For imaging prostate cancer 11C-
and 18F - labelled choline derivatives are promising tracers [13].
Therapeutic radiopharmaceuticals for managing and treating diseases relies on how
effectively the radiopharmaceutical can localize in the tissue or organ to be treated, which
in turn depends on how the body interacts with the radiopharmaceutical. Once selected,
radiopharmaceuticals are administered in large doses in order to deliver targeted doses
of radiation to problematic areas within the body.
The most commonly used therapeutic radionuclide today is iodine-131 labelled with
sodium iodide (131I-NaI) in capsule or liquid form. The treatment is widely known
as radioactive iodine (RAI) therapy, which uses 131I to treat thyroid-related diseases
[14]. Table 1.2 shows the commonly used radiopharmaceuticals for targeted radionuclide
therapy (TRT).
At present, the most successful groups of isotopes for theranostics are 123I/124I/131I
[15], 68Ga/177Lu and 111In/86Y/90Y [4,16]. One of the classic examples of theranostics
is the use of 68Ga-labelled tracers, in which the diagnosis using 68Ga can be effectively
followed by therapy using therapeutic radionuclides such as 90Y and 177Lu labelled with
the same tracer for personalized radionuclide therapy [8].
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Table 1.2: Commonly used radiopharmaceuticals for targeted radionuclide therapy [4].
Radiopharmaceutical Targeting mechanism Indication




90Y -microspheres Intravascular trapping
Liver metastasis, hepatocellu-
lar carcinoma
89Sr-chloride Calcium analogue Bone pain palliation






Active transport into neu-






1.4 Positron Emission Tomography
Positron emission tomography (PET) is a non-invasive functional imaging technology for
quantitatively measuring physiological and biochemical processes in vivo. The amounts
of radiolabelled material administered are extremely small and have essentially no phar-
macologic effects. In this regard, PET has the unique ability to assess molecular alter-
ations associated with disease without perturbing or altering the fundamental underlying
molecular and biochemical processes [17, 18]. Radioactive compounds used in PET are
labeled with short-lived positron-emitting radionuclides such as 18F , 11C, 13N , 82Rb
and 15O (see section 1.3). The labeled compound is introduced into the body, usu-
ally by intravenous injection and is distributed in tissues in a manner determined by
its biochemical properties. This results in a 3D image volume of the concentration of
the radioisotope. Then, the tissue concentration of the radiotracer over time can be
measured enabling the application of pharmacokinetic models to measure the rate of a
specific biological process without disturbing it.
1.4.1 Positron Decay and Annihilation
PET imaging relies on the nature of the positron and positron decay. The positron is
the antimatter counterpart to the electron (it has the same mass and opposite charge
than the particle). When a nucleus undergoes positron decay [19], the result is a new
nuclide with one less proton and one more neutron, as well as the emission of a positron
and a neutrino. This process is called positive beta-plus decay or β+ and is summarized
in the equation:
A
ZXN −→AZ−1 YN+1 + e+ + ν (1.1)
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When a radiotracer is injected to a patient, positron emitted by the radioisotope
travel through human tissue, they give up their kinetic energy mainly by Coulomb
interactions with atomic. Thus, when the positrons reach very low energies they interact
with electrons by a positron-electron annihilation. The result of the annihilation must
be two 511 keV photons travelling in opposite directions.
1.4.2 Positron Range and Non-Colinearity
In PET imaging there are two effects that may lead to errors in determining the line
along the annihilation took place (figure 1.4). These effects place some finite limits on
the spatial resolution in PET and manifest themselves as a blurring of the reconstructed
images. In the first effect, positrons undergo multiple direction-changing interactions
prior to annihilation, following a path in the tissue. This total path length is con-
siderably longer than the positron range which is defined as the distance between the
emission and the annihilation point. From PET imaging perspective it is the average
distance from the emitting nucleus to the end of the positron range, measured perpen-
dicular to a line defined by the direction of the annihilation photons. Some radionuclides
emit, on average, higher energy positrons than others, making the positron range effect
radionuclide-dependent [20].
In addition to the positron range, the variation in the momentum of the positron
also leads to a limitation of the spatial resolution of PET imaging. Due to the fact that
the positrons can be annihilated when they still have a small part of the kinetic energy
(initial linear momentum is not equal to zero), a slight deviation from collinearity can
occur (the gamma rays are not exactly at 180 degrees) so that the linear momentum is
conserved. This effect is called non-collinearity and it can reach maximum deviations of
0.25 degrees [21]. The distribution of emitted angles is roughly Gaussian in shape, with
a Full Width at Half Maximum (FWHM) of 0.5 degrees [22].
1.5 Imaging Technology for PET
1.5.1 Detection System
The opposing detectors of a PET system (figure 1.5) register the arrival of the annihila-
tion photons as an event if they are detected within a narrow time frame, called timing
window of the coincidence circuit (typically 3 to 15 ns); all other signals are disregarded
as noise. This requirement of detecting both photons within a time window is the basis
of coincidence detection . It is assumed that the originating decay event must have taken
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Figure 1.4: Positron range and non-colinearity. From A. Rahmim, 2008 [2].
place somewhere along the line segment connecting the two participating detectors, this
line is referred to as the line-of-response or else LOR.
Figure 1.5: Schematic illustration of an annihilation reaction and the subsequent co-
incidence detection. Positrons released from the nucleus of the radionuclide annihilate
with electrons in tissue, releasing two coincidence photons of 511 keV, which are de-
tected by scintillation crystals (blue rectangles). Coincidence detection of annihilated
photons identifies a line-of-response and makes it possible to localize the source of the
annihilation. From Van der Veldt et.al, 2013 [3].
After the annihilation and emission processes, the photons can be detected by means
of a scintillator material. The interactions of the photons within the scintillator mate-
rial are used to compute the spatial location and total energy deposited. This energy
deposited by the 511 keV photons is converted into visible light by a light sensors such
as photomultiplier tubes (PMTs) or solid state detectors like avalanche photodiodes
(APDs) or silicon photomultipliers (SiPMs). As was mentioned above, photons are
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emitted simultaneously and in opposite directions and, therefore, if photons pairs are
detected in coincidence, physical collimation can be removed. Short timing window must
be employed (∼ 10 ns) in order to detect photons from the same annihilation.
Scintillation detectors are the most common and successful mode for detection of
photons in PET imaging. They emit light when they are excited by radiation of higher
energy. The intensity of the scintillation light is important for an accurate determina-
tion of the energy of the absorbed radiation. The scintillation crystals used in clinical
PET imaging are either bismuth germanium oxide (BGO), gadolinium oxyorthosilicate
(GSO) or lutetium oxyorthosilicate (LSO). It is also very important to have an accurate
assessment of exactly when a photon interacts in a detector. The accuracy of timing is
determined by the decay time and its brightness [20,23].
Figure 1.6: Block detector consisting of four PMTs coupled to an array of 8×8 crystal
segments.
In general, a PET scanner consists of a bed and a gantry supporting the tomography
detectors. The gantry defines a tunnel through which the patient travels after being
injected with a radiopharmaceutical (figure 4.1). The common PET detector consists of
rings of block detectors. Each block detector is organized into 2D arrays and contains
one or more segmented crystals or a collection of small crystals. Figure 1.6 shows a
photograph of a typical block detector, consisting of four PMTs coupled to one common
scintillator block.
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Figure 1.7: Positron emission camera and detection process.
1.5.2 Data Organization
Each coincidence event is assigned to a LOR and it is determined by the projection angle,
the distance along the detector array in the transaxial plane and two spatial coordinates
in the axial direction. These information is stored as a set of two-dimensional images
called sinograms (figure 1.8).
Figure 1.8: Line of response (LOR) and sinograms.
1.6 Data Acquisition
1.6.1 Types of Events
In the majority of total events detected by the PET system, only one of the two anni-
hilation photons is registered. The other photon may be not on a trajectory that would
intersect a detector, or may not deposit enough energy in the detectors to be registered.
Normally these single events are rejected by the system.
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Each detected photons is defined by its detection time and deposited energy in the
detectors. Both informations are used to specify the LOR and therefore the pair of
detectors in which the annihilation event was detected within a certain time coincidence
windows. If the two photons are emitted at an exact angle of 180º then the annihilation
must have taken place in the volume covered by the two detectors which is usually
addressed as LOR. Whereas, the detection of the two annihilating photon are called
coincidence events. In a real experiment not all coincidences are emitted at an angle of
180º and several other scenarios as indicated in figure 1.9 are possible [19,22]:
 True coincidences: Two photons are emitted in an angle of 180º. On their flight
trajectory they are not scattered by the media they travel trough. For those events
the correct LOR can be addressed.
 Scattered coincidences: True coincidences, but leading to the wrong LOR due to
non-linearity or due to scattering. Two photons are generated but one is scattered
into a different direction.
 Random coincidences: Two photons originate from different annihilations events
but are detected by one detector pair.
 Multiple coincidences are similar to random events, except that more than two
events from more than two annihilations are detected within the coincidence timing
window. The event is disregarded due to the ambiguity in deciding which pair of
events arises from the same annihilation.
Prompt events are the sum of true, scatter and random coincidences and only the true
coincidences carry spatial information about the distribution of the radiotracer. More-
over, scatter and random events are undesirable because they contribute to an increase
in image background counts and consequently cause a reduction in image contrast.
1.6.2 2D and 3D acquisitions
In most of the first generation multiring PET systems, axial collimators or septa were
placed in between adjacent rings of detectors. Septa rings can be used to improve
resolution by reducing the amount of scatter from photons originating outside the plane
of one ring of crystals. The sensitivity of the scanner is reduced, because a significant
fraction of true coincidence events are rejected [24].
Newer PET systems remove septa in between adjacent rings, and the data is collected
from all possible LORs. Because the coincidence planes are not only transaxial planes,
this acquisition mode is referred as three-dimensional acquisition.
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Figure 1.9: Illustration of the main coincidence event types: a) true; b) multiple; c)
single; d) random and e) scattered.
So, scans obtained with the septa in place are called 2D scans; without septa the
scans are called 3D scans. In the 2D scans the septa block out-of-plane photons, allowing
only within-plane coincidence events to be recorded. The 3D configuration permits
coincident registration of cross-plane events, those in which the two 511 keV photons
are detected in different rings. Septa reduce the number of random coincidence events.
1.6.3 Image Degradations
Both the interaction of radiation with matter and other effects associated with PET
instrumentation can become important degradation factors of the image. In section
1.4.2 have been described the main factors which affect resolution in PET imaging:
positron range in tissue and photon emissions occurring at other than 180º. In this
section are discussed the factors which affect the reconstruction and post-reconstruction
processing.
1.6.3.1 Normalization
In PET scanners there are variations in the response of each crystal detector, resulting
in a variation of the detection sensitivity that leads to non-uniform count rates. The
process to correct these effects is called normalization [25].
The most straightforward method of determining the normalization coefficients (NCs)
in order to compensate the non-uniformities of the detectors is to perform a scan of an
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uniform activity plane source, positioned at a number of equally spaced projection an-
gles. This process will directly give a complete set of relative variation in coincidence
detection efficiencies between all the LORs in the system. However, this process it takes
quite large amount of time to acquire sufficient counts per LOR for good statistical
estimation (tens of hours).
The time consuming problem can be solved by using a component-based variance
reduction method [25], in which the coincidence detection efficiency between a pair
of detectors of interest is assumed to be the product of the detector efficiencies and
geometric factor.
1.6.3.2 Attenuation Effect
Attenuation correction is one of the most important corrections in PET data as it
produces a change in the quantitative values. One or both annihilation photons could
have undergone Compton scatter interaction before escaping from the object material,
and this results in the removal or attenuation of primary photons of the LOR and the
potential detection of scattered photons in different LORs.
Consider a point source located at depth x inside an object material of thickness L
along the LOR with linear attenuation coefficient µ, the probability of both [26]:
p = e−µx · e−µ(L−x) = e−µL (1.2)
The probability is independent of the location of point source and only depends on
the object thickness along the LOR. According to equation 1.2, the attenuation factor for
a given LOR depends on the total distance travelled by both annihilation photons. So,
the attenuation effect only requires a simple premultiplication of the emission sinograms
by the attenuation correction factors. These factors are applied using an attenuation
map, which can be derived through an external transmission source or a CT image
integrated into the PET scanner.
First, the reference blank scan is measured with no object in the scanner, in which
the blank data will be collected. Just before the injection of radioactive tracer, a trans-
mission scan is acquired for the measured activity with the object inside the scanner.
The attenuation factors along each LOR [27] are given by taking the ratio between the
transmission scan and blank scan.
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1.6.3.3 Scatter Coincidences
As discussed in section 1.6.1, the Compton scatter interaction is responsible not only
for the attenuation effect but also for the scattered photons. This fraction of scatter
coincidences leads to many mispositioned events which can cause significant loss of
contrast in the reconstructed images and bias in activity quantification. Although in
2D PET the scatter fraction is less than 10% and it seems that could be ignored, in 3D
PET the fraction of scatter in the signal can become extremely large [28,29].
1.6.3.4 Random Coincidences
Random coincidence creates an approximately uniform background across the field-of-
view (FOV) of system, reduces the image contrast and can cause significant artefacts;
thus it is necessary to remove random coincidence from the prompt coincidence to obtain
quantitative PET image data.
The average random coincidences rate can be calculated for each LOR as:
Rij = 2trirj (1.3)
where Rij is the random coincidence rate on the LOR defined between the detector
crystals i and j, ri is the singles rate on the detector crystal i, rj is the singles rate
on the detector crystal j and t the width of the timing window. Thus, the random
coincidences rate can be measured and substracted from the emission sinograms. Other
method for estimating the randoms coincidence rate is the delayed window method. The
counts that are in the standard time window include randoms and trues, whereas the
delayed time window includes only randoms [20].
1.6.3.5 Dead-Time
The detector crystals have a time after each photon detected during which the system
is not able to detect another new photon. This time is called dead-time of the detector
and it is due to the time required to process individual events. The dead-time depend on
the decay time of light in the crystal as well as entire read-out circuitry. It is considered
to be the dominant effect which limits the injection dose [22].
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1.6.3.6 Partial Volume Effect (PVE)
Partial volume effects (PVE) are a consequence of the limited spatial resolution of PET
scanners (about 5-6 mm FWHM). “Hot” spots (structures) relative to a “cold” back-
ground that are smaller than twice the resolution of the scanner show partial loss of
intensity and the activity around the structure appears to be smeared over a larger area
than it occupies in the reconstructed image. While the total counts are preserved, the
object appears to be larger and to have a lower activity concentration than it actually
has. Similarly, a cold spot relative to a hot background would appear smaller with high
activity concentration. Such underestimation and overestimation of activities around
smaller structures in the reconstructed images is called the partial volume effect. Sev-
eral techniques have been reported in the literature for PVE compensation in emission
tomography [30,31].
1.6.4 Image Reconstruction
The purpose of tomographic image reconstruction is to provide a cross-sectional image
of the distribution of radiotracer activity from the acquired data by the scanner. The
collection of projection p profiles forms the sinogram, which is used to reconstruct the
image through different methods for tomographic reconstruction that can be divided
into analytic and iterative approaches. Analytic reconstruction methods offer a fast and
direct mathematical solution for the image with no attempt to model the statistical
nature of the gamma-ray counting process. Statistical, iterative methods are based on
a more accurate description of the imaging process resulting in a more complicated
mathematical solution requiring multiple steps to get the final image.
1.6.4.1 Analytical Reconstruction
Analytical methods where the first used. By reducing the problem to two dimensions,
a three-dimensional distribution of the drug administered can be obtained.
Analytical methods are based on the backprojection of projection profiles, which
is the principle employed to reconstruct the images from acquired LORs. When a
reconstruction matrix of a chosen size is selected, the counts along a LOR are projected
back along the line from which they originated. This is repeated for all LORs until a
reconstructed image from all backprojected data is formed.
The backprojection gives a blurred image of the actual object. This effect can be
minimized by applying a filter (ramp filter) to the acquisition data. The meaning of the
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ramp filter is to recovery high frequencies which have been attenuated in the backpro-
jection process.
2D Filtered back-projection
It is the most common analytical algorithm used. FBP algorithm can be implemented
with the following steps:
1. To take the 1D Fourier transform of the projections (sinograms).
2. To filter the obtained projections with the ramp filter.
3. To take the inverse Fourier transform of the filtered projections.
4. To backproject the obtained projections.
The problem with this method is that the filter that powers the high frequencies also
amplifies the noise and therefore the reconstructed image is usually very noisy.
Other filters can be employed in order to eliminate or attenuate frequencies above a
predetermined cut-off frequency. These filters provide less noisy images, but the problem
is that when the high frequencies are eliminated then the spatial resolution decreases.
3D Filtered back-projection
It is not obvious the 3D reconstruction methods due to truncated projections. These
truncated projections arise from the fact that more coincidences are detected in the
centre than at the axial end of the scanner. Thus, only those projections perpendicular
to the detector will be complete projections, whereas all oblique projections could be
truncated depending on the axial size of the object. A 3D-FBP was developed [32] for
no truncated projections. The essential difference with respect to 2D lies in apply 2D
Fourier transform instead of 1D and the form of the filter, in this case is used the Colsher
filter [32] .
1.6.4.2 Iterative Reconstruction
Iterative reconstruction models are based on an initial estimation of the image and the
projections which are computed from the image and compared with the measured pro-
jections. Differences between estimated and measured projections are used to improve
the estimation and the process is iterated, until a good agreement between the two sets
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of projections is reached. One advantage of these methods is that corrections of the
physical aspects of the imaging system can be incorporated in the process of reconstruc-
tion.
The principal trade-off between iterative techniques and FBP is accuracy versus
efficiency. All iterative methods require a certain number of repeated calculations of
projection and backprojection operations. Thus, they need a substantially longer com-
putation time than FBP. Advances in computation speed and faster algorithms have
helped to overcome the computational burden of iterative methods allowing them to
receive growing clinical acceptance.
MLEM and OSEM
The most widely used iterative algorithms used in PET are the maximum likelihood
expectation maximization (MLEM) algorithm [33] and the ordered subset expectation
maximization (OSEM) algorithm [34]. The MLEM algorithm uses many iterations to
achieve an acceptable agreement between estimated and measured projections and a
long computational time. The OSEM is a modification of the MLEM where projections
are grouped into subsets around the object to be imaged separated by a fixed angle.
1.7 PET/CT Scanner
PET/CT scanner combine technology from two imaging modalities: positron emission
tomography (PET) and computed tomography (CT). This combination makes it possible
to fuse anatomic information from the CT scan with molecular imaging information
provided by PET imaging. With this technology, not only can abnormal cell function
be detected, it can be anatomically mapped with great precision [35].
PET/CT scanner consists of three main components (figure 1.10): (1) a CT gantry
(2) a PET gantry, and (3) a patient bed. In a typical PET/CT protocol, patients first
receive a CT scan and then a PET scan while the patient bed moves axially into the
scanner. The operator initiates a whole-body scout CT scan (2–10 s) to determine a
scan region. Then a whole-body helical CT (HCT) scan (30 s–2 min) is conducted. The
last step is the PET scan (5–45 min). The patient stays still on the bed throughout
these 3 acquisitions. All patient data can be acquired in 3D mode and are corrected
for attenuation based on the CT transmission, random, scatter, and dead time effects.
The final reconstructed images will be obtained by different algorithms such as 3D
ordered-subset expectation maximization (OSEM). Multiple studies have demonstrated
unequivocally the role of PET/CT, especially for oncologic applications [36,37].
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Figure 1.10: Standard PET/CT scanner and its diagram.
1.8 Internal Dosimetry
1.8.1 Components of the Calculation
The radiation absorbed dose is defined as the amount of energy deposited per unit mass.
To estimate the dose, one must first specify the mass of the target tissue (M(rT ) ), the
cumulated activity in that object, as well as the activity in the surrounding regions. The
yield of radiation Y and energy E of each radiation type i emitted per nuclear decay
of the administered radionuclide must also be known. Furthermore, a quantity referred
to as the absorbed fraction φ is needed, which represents the fraction of energy emitted
from the source organ rS that is deposited in the target organ rT . These factors can
be combined to form a generic equation for calculating the absorbed dose in rT due to
activity in rS :
D(rT , TD) = Ã(rS , TD)
∑
i
YiEiφi(rT ← rS , Ei)
M(rT )
(1.4)
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where Ã(rS , TD) is the time-integrated activity (total number of nuclear transforma-
tions) in source tissue rS over dose-integration period TD.
Equation 1.4 is generic, different authors and groups have developed systems to cal-
culate internal dose in different situations. There are three main systems: the ICRP
(International Commission on Radiological Protection 1), the MIRD (Medical Internal
Radiation Dose 2) and the RADAR (Radiation Dose Assessment Resource 3) system.
Most of the results in the ICRP system are oriented towards protection of radiation
workers, whereas those of the MIRD system are oriented towards nuclear medicine pa-
tients. The RADAR system is designed to accommodate both and has been implemented
in automated electronic methods that have been tested and used by the international
nuclear medicine community for many years. Below are detailed the systems focused on
the nuclear medicine patients:
MIRD System
The dose to the target summed over all source regions is given by [38,39]:
D(rT , TD) =
∑
rS
Ã(rS , TD)S(rT ← rS) (1.5)
where the S value S(rT ← rS) represents the mean absorbed dose deposited in the target
per unit of time-integrated activity that is present in the source.
RADAR System
The RADAR system [40] has about the simplest manifestation of the dose equation:
D = N ·DF (1.6)
where N is the number of disintegrations that occur in a source organ and DF is
mathematically the same as an S value as defined in the MIRD system. The number
of disintegrations is the integral of a time-activity curve for a source region, like time-
integrated activity Ã(rS , TD). RADAR members produced compendia of decay data,
dose conversion factors and catalogued standardized dose models for radiation workers
and nuclear medicine patients, among other resources. They also produced the widely
used OLINDA/EXM personal computer software code [41], which used these equations
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It is considered that equation 1.5 illustrates the two major parts of internal dose
calculations, which are (1) a ’biological’ component, involving Ã(rS , TD), and (2) a
’physical’ part, involving all of the other terms given by S(rT ← rS). The time-integrated
activity Ã(rS , TD) is often normalized by the administered activity to form the time-
integrated activity coefficient ã(rS , TD) so that the estimated dose is reported in units
of gray per megabecquerel (Gy ·MBq-1).
1.8.2 Acquiring the Time-Integrated Activity
A biodistribution study is needed in order to determine the Ã(rS , TD), the first part of
the equation 1.5 which involve the biological distribution of the radioligand and retention
of activity in the body. Data are obtained in animals (preclinical studies) or in human
volunteers or patients (clinical studies). A series of nuclear medicine scans must first
be acquired. Then, the reconstructed SPECT or PET images are segmented to obtain
volume and activity estimates of source ROIs inside the patient. Finally, the acquired
time-activity data can be plotted to form time-activity curves (TACs) for each source
region, which are integrated to find the corresponding values of Ã(rS , TD).
Animal data need to be extrapolated for use in calculating dose estimates for humans
[42]. For either human or animal data, gathering the correct number of data points at
appropriate time intervals is essential to a successful analysis [43].
In this section, each of these steps is described in detail.
Image Quantification
The first step in estimating time-integrated activities is to acquire a series of nuclear
medicine images. This allows for the identification of source regions and the determina-
tion of activity in ROIs at different points in time. So, a dynamic study is needed. To
increase the accuracy of time-integrated activity estimates for different areas in the body,
hybrid devices such as SPECT/CT or PET/CT systems have been proposed instead of
planar imaging [44]. This fact reduce uncertainties in absorbed dose calculations.
Region of Interest (ROI) Delineation
Once the imaging system is calibrated, ROIs need to be drawn to quantify the activ-
ity in larger objects. Despite efforts in recent years to provide reproducible operator-
independent ROI drawing methods [44, 45], a gold standard has yet to be established.
Chapter 1. Introduction 21
Many centers today still rely on operator-dependent manual ROI drawing for image
quantification.
In clinical and research studies, volumes of interest are commonly segmented using
manual region delineation. Since drawing region boundaries on low resolution nuclear
medicine images can be difficult, high resolution images obtained from an anatomical
modality, such as CT or magnetic resonance imaging (MRI) may be used for this pur-
pose. When planar images are acquired, ROIs must be delineated in 2D. If a hybrid
SPECT/CT or PET/CT system is being used for organ level dose calculation, ROIs must
be segmented in 3D to determine the total activity in these regions and the volume of
these regions.
The different ROI delineation methods applied nowadays in clinical and dosimetry
studies are detailed in section 4.4.1.
Time-Activity Curve (TAC)
The next step towards estimating the time-integrated activity in source regions is to
plot the activity versus time for each region and fit a curve through this data. The area
under this curve represents the total number of decays in the source (the time-integrated
activity).
One way to find the area under the time-activity data is the trapezoidal method.
This method involves adding up the areas of trapezoids formed by each pair of data
points. In section 6.2.3 the method is detailed.
1.8.3 Dose Estimation Method
Once the ’biological’ component in internal dose calculation is determined, the second
step is to combine this data with the ’physical’ data to find the corresponding dose
distribution. This part is characterized by Dose Factors (RADAR system) for specified
source and target regions for a particular radionuclide [40]. These DF are typically inte-
grated in software programs to facilitate dose calculations, such as Organ Level Internal
Dose Assessment with Exponential Modeling (OLINDA/EXM) [41] or MIRDOSE [46]
software codes.
Using OLINDA/EXM (see section 3.4), the user inputs organ time-integrated activity
and the program calculates the resulting absorbed dose for each organ. These doses are
estimated based on organ level S values calculated for standard phantoms representing
the average male or female.
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The values for the absorbed fractions come from modeling assumptions or Monte
Carlo calculations in antropomorphic phantoms (mathematical models of the human
body). These phantoms were based on geometrical constructs to represent the body
and its organs but more recently have been replaced with more realistic models based
on medical image data [47,48].
1.9 MC Simulations
1.9.1 Principles of MC Techniques
MC techniques are the most widely used kind of simulation methods for simulating
nuclear medical imaging systems. MC simulations are a valuable tool to describe the
transport of ionising radiation in these systems. The propagation of radiation, including
absorption and scattering processes are determined by the Boltzmann transport equa-
tion [49]. This integro-differential equation can be analytically solved only in few cases
consisting on oversimplified situations that would strongly differ from real clinical sit-
uations. MC simulations are stochastic solutions to the Boltzmann equation, so this
numerical technique can reproduce the transport process in complex situations.
The general idea of Monte Carlo analysis is to create a model, which is as similar as
possible to the real physical system of interest. Radiation transport is simulated by the
creation of charged particles or photons from a defined source region(s), generally with a
random initial orientation in space, with tracking of the particles as they travel through
the system, sampling the probability density functions (PDFs) for their interactions to
evaluate their trajectories and energy deposition at different points in the system. The
interactions determine the penetration and motion of particles. The energy deposited
during each interaction gives the radiation absorbed dose, when divided by the appro-
priate values of mass [50]. The key of the Monte Carlo method is, thus, the use of PDFs
and random number generators (RNGs).
MC simulations employ random number generator to sample the interactions experi-
enced by a particle in chronological succession. Theses interactions are stored in particle
histories and accumulated or tallied in an appropriate manner to produce the desired
result. The accuracy of the method is dependent on the number of histories simulated.
A larger number of histories improve the accuracy of the simulation, which means that
the statistical uncertainty decreases. However, increasing the number of events implies
a large computational time and large data storage capacity.
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1.9.2 MC Codes
MC codes can be divided into two broad categories [51]: (i) general purposes MC codes
developed for general medical physics applications and (ii) dedicated software packages
developed mainly for nuclear medicine imaging applications. General purpose codes
such as EGS4, Geant4, MCNP, FLUKA or PENELOPE can be used in a variety of
nuclear physics applications. Their main advantages are wide use and validation, as well
as continuous support and update. The code systems vary in aspects such as, the type
of the particle, the physics theories and cross-sections and the sampling techniques for
using them, their ease of use and the speed with which simulations run.
The dedicated simulation codes are PET-EGS based on the EGS4 code [52], Sim-
SPECT [53] derived from MCNP transport code, PETSIM [54], SimSET [55], EI-
DOLON [56], GATE [57] and GAMOS [58] based on Geant4, PeneloPET [59] based on
PENELOPE, SORTEO [60] and SIMIND [61]. The main advantage of those packages is
the relatively simple geometry construction, the fast implementation of simulation code
and usually the performance advantages since they are optimized on specific applica-
tions. However there are disadvantages such as limits in the physics description and in




Estimation of radiation doses is an important component in the overall safety evalua-
tion of the use of any radiopharmaceutical. Internal dosimetry estimates are intended
to predict the risks of radiation in diagnosis and also the effectiveness and treatment
outcome in therapeutic nuclear medicine. In spite of considerable progress on imaging
devices and detection of the radiation, further efforts are needed in the future for op-
timizing diagnostic and therapeutic nuclear medicine procedures with respect to safety
and efficacy for patient benefit.
Diagnostic nuclear medicine examinations are associated with low radiation doses
and thus stochastic risks of cancer induction are outweighed by the diagnostic benefit
of the image procedure. Nevertheless, the increasing radiation exposure from medical
diagnostic procedures implies that tissues doses and their stochastic risks become an
issue of concern by the medical physics community. Thus, in the European area, Di-
rective 2013/59/EURATOM [62] on the protection of health against risks arising from
ionizing radiation in medical exposures requires member states to obtain estimates of
population doses from the individual doses for each medical exposure. It is consid-
ered that dosimetry should be quantified for each patient taking into account both, the
cumulative values received over multiple imaging sessions and doses received by other
diagnostic procedures that they may undergo. Once this risk is quantified, it may be
used to optimize the amount of administered activity in order to maximize image quality
while minimizing patient risk.
In therapeutic nuclear medicine, is essential to determine the individual kinetics of
the radiopharmaceutical to be able to calculate the absorbed doses to critical organs or
tissues and to the target volume with high accuracy. Despite the prospect for highly
individualized therapy, dosimetry is not routinely employed as a clinical tool to optimize
patient treatment. In current clinical practice, treatment is delivered based upon an
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administered activity prescription. This prescribed activity is typically established in a
primarily clinical trial (Phase I) from the toxicity response of only few patients, and is
then applied to all subsequent patients. The dose to the tumour is neither quantified nor
prescribed. The conservative “fixed activity” approach to treatment results in only a
small percentage of patients receiving optimal care and, in the majority of cases, it lead
to patient under-treatment. Due to patient variability of both agent pharmacokinetics
and body morphometry, patient-specific dosimetry is an essential element to optimizing
nuclear medicine therapy.
On the other hand, the rise in computing power over the last decades has allowed
simulating physical processes more accurately. The integration MC simulations in the
field of Nuclear Medicine are very helpful in the development and validation of dosimetry
studies. They can provide realistic ground truth data for testing and optimization
procedures or can be used directly to provide individual measurements.
According to what is mentioned above, the goal of the research described in this
thesis is:
To contribute to analyze and optimize internal dose calculations in diagnostic and
therapeutic nuclear medicine procedures with respect to patients who have undergone
PET/CT scans. For these purposes, the following objectives are defined in this thesis:
 To develop a mathematical model in order to study the biodistribution of a ra-
diopharmaceutical and the dosimetry in the source and target organs using MC
techniques.
 To analyze and compare different classical methods commonly used for estimating
internal dosimetry. To determine the precision and accuracy of each method using
MC simulation as a gold standard.
 To assess intra- and inter- operator variability of dosimetry estimates for the dif-
ferent classical methods.
 To implement a MC method for estimating the personalized PET/CT dosimetry
based on anatomical and functional images of the patient.
This thesis is structured as follows: Chapter 1 discusses the fundamentals of nuclear
medicine imaging. It discusses the physical principles that make nuclear medicine imag-
ing and therapy possible with PET devices. It also provides background information
about internal dose calculations. Furthermore, Chapter 1 discusses some of the limi-
tations of internal dose calculations in current practice, which provides the motivation
for this thesis. In Chapter 2, a brief introduction to the problem and the objectives of
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the thesis has been provided. Chapter 3 describes in detail the transversal dosimetric
tools applied in this dissertation for several applications in Chapters 4-6. Chapters 4
and 5 are focused on the evaluation of the accuracy and precision of the performance of
current internal dosimetry methods in clinic. In Chapter 6 is described the development
of a 3D image-based dosimetry technique using PENELOPE/penEasy MC code. It is
also studied the application of this technique to PET simulated images where the organ
activity distribution is known. Finally, in Chapter 7 conclusions and a discussion of
potential applications are included.

Chapter 3
Dosimetric Tools to Support
Nuclear Medicine Imaging
The main purpose of this chapter is to gather and describe the utilization of dosimetric
tools that have been used to carry out the tasks involved in this thesis work. MC
SimSET code and STIR software were employed in the assessment of internal dosimetry
estimates methods described in Chapter 4. It was used PENELOPE/penEasy MC
toolkit in the implementation of patient-specific model defined in Chapter 6. Finally,
OLINDA/EXM is introduced.
3.1 Dedicated MC Modelling Tool
3.1.1 SimSET Package
The Simulation System for Emission Tomography (SimSET ) is a dedicated MC code for
use in PET and SPECT [55,63]. SimSET is developed at the University of Washington
Imaging Research Laboratory and freely available, uses MC techniques to model the
instrumentation and the physical processes involved in both SPECT and PET imag-
ing. It models the important physical phenomena including photoelectric absorption,
Compton’s scattering, coherent scattering, photon noncolinearity, and positron range.
It supports a variety of collimator and detector designs, and already includes the atten-
uation properties for many common materials. The software is written in C-language
and it consists of several modules. SimSET and its source code can be downloaded from
http://depts.washington.edu/simset.
The central module is the Photon History Generator (PHG) which models the gen-
eration and transport of photons through attenuating media (object being imaged) to
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Figure 3.1: SimSET diagram.
the face of the collimator or detector. The Collimator module receives photons from
the PHG and tracks them to the collimator. This module allows the user to choose
a collimator’s configuration depending on the system to be simulated. The Detector
module receives photons either directly from the PHG module or from the Collimator
module and tracks them in the specified detector, recording the interactions within the
detector until they escape or all their energy has been deposited. This module allows
the user to select the detector geometry and properties. The Binning module is used
to process these interactions and generate the output data. It offers options to write
the data in different histogram formats, such as sinograms. Photons can be selected for
binning based on their deposited energy and scattering history. In PET simulations, the
Random Coincidence Generation module can add random coincidences to a history file
from the detector module before the binning processes the history file.
Each module creates a photon history file which contains information about the
tracking of the photon, which can be used for further analysis of the simulation results.
A diagram of the SimSET modules is shown in Figure 3.1.
3.1.1.1 Photon History Generator
It is the main module in SimSET package and generates photons and transports them
through the object to the face of the collimator or detector. The inputs of PHG module
are activity map, attenuation map, simulation options and data tables. Activity map
defines the distribution of the isotope being simulated. Attenuation map defines the
distribution of attenuating material being simulated. Both distributions are created by
the object editor, which helps the user to define the activity and attenuation objects for
the PHG expressed as voxel images. The simulation options are specified in a text file
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(phg params) and data tables are supplied with the PHG package, providing information
for operations like importance sampling and scatter modelling. The outputs of PHG
module are the binned data, statistical information, photon history list, productivity
table and simulation summary.
The simplified conceptual of the photon tracking algorithm is:
1. Sample the initial direction for the photon.
2. Sample the number of free-paths to travel before an interaction occurs.
3. Calculate the travel-distance corresponding to the selected free-paths, the atten-
uation values for all voxels encountered and the distance traveled through each
voxel.
4. If the photon goes out the object without interacting, it is taken by the collima-
tor/detector module. Otherwise, choose a scatter angle and corresponding energy
value, and continue tracking.
The advantage of SimSET with respect to other MC package is that the PHG module
never simulate the actual number of decays of a real scan, it simulates a smaller number.
A weight is assigned to each decay which is determined by the volume in which it is
generated, the amount of isotope assigned to that volume and the number of decays
being simulated. Hence the weight is a number which can be used to easily convert
histogram values to expected real-scan count rates.
3.1.1.2 Collimator Module
The Collimator module receives photons from the PHG and tracks them through the
collimator being modeled. This module is very important for SPECT imaging where
several collimators can be simulated. For PET, a collimator with axial segments is used
when 2D acquisitions are carried out. Nevertheless, nowadays the most of PET scanners
are operating in 3D mode and the axial segments are removed, it is the case of the studies
taking into account in this thesis.
3.1.1.3 Detector Module
The Detector module receives photons either directly from the PHG module, this is
our case when a 3D PET acquisitions are performed, or from the Collimator module.
It tracks photons through the specified detector, recording the interactions within the
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detector for each photon. The interactions are used to compute a detected location
and total energy deposited. There are four supported detector types: planar (SPECT),
dual head coincidence (PET), cylindrical (PET), and block (PET and SPECT) detector
models, together with a ’simple’ model in which only the Gaussian energy blurring is
performed. The Cylindrical detector contains a series of adjacent regular right cylinders
with transaxial layers.
The Detector module uses a detector parameter file to select both the detector model
and other detection parameters such as the reference energy (511keV for PET) and the
energy resolution percentage (FWHM).
The output of Detector module contains the total deposited energy, energy weighted
centroid, list of interaction positions and energy deposited, and detector position. This
information is passed from the Detector module to the Binning module.
3.1.1.4 Binning Module
The Binning module is used to process the photon and detection information. The pho-
tons are sorted into multi-dimensional histograms (sinograms) where photon or detection
records are binned according to their transaxial distance and azimuthal angle.
The binning module can be used during the simulation as each record is accepted
(on-the-fly), or it can be used after the simulation via processing a standard history file.
The binning can be carried out according to photon energy (number of energy bins for
each photon and energy window) and scattering history (separating for example trues
from scattered photons). So, the binning step is defined by the user and it is another
input file in the simulation.
The SimSET output data can be obtained as the sum of the coincidence weights in
each detector pixel (bin) and the sum of the squares of the weights. Apart from the
image projections onto the tomography detectors, SimSET also presents a statistical
summary with the most relevant results from the simulation.
3.1.1.5 Random Coincidence Generation Module
SimSET offers direct simulation of randoms combined with the coincidence simulation.
This option requires several steps and takes considerably more CPU time; this option is
only recommended in cases where the computation from singles is likely to be inaccurate.
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Figure 3.2: Saggital, coronal and transverse slice through the voxel-based Zubal
phantom.
3.1.2 Object Geometry
A numerical phantom [64] was used to mimic the normal activity distribution of radi-
oligands in PET studies. Zubal phantom1 is a digital representation of an adult male
obtained from a CT scan. The data has been segmented into about 50 different tissue
types. The original dataset consists of 243 × 128 × 128 voxels, with 8-bit depth. Each
tissue type is represented by an arbitrary integer. An attenuation index translation
table specially designed for the Zubal phantom is provided with the SimSET package.
This translates the arbitrary tissue numbers in the original phantom into appropriate
attenuation values for the different tissue types. In this thesis it has been used the Zubal
phantom with legs and arms attached such as figure 3.2 shows.
1http://noodle.med.yale.edu/zubal/
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3.1.3 Simulations
In the context of this thesis we used SimSET (version 2.9) MC package in order to
simulate a General Electric Discovery ST PET/CT scanner. For 3D PET simulations
three modules were required: PHG, detector and binning module. In order to reduce
simulation time multiple binning files were created and were analyze on-the-fly, therefore
it was used Tomograph File feature. Furthermore, forced detection and stratification
were applied as a variance reduction techniques. The simulation conditions used in
these modules are detailed in section 4.2.2.
We took advantage of the fact that SimSET simulation is intrinsically additive with
the result, so dozens simulations were carried out in such a way that noise was 100 times
less than noise obtained in real acquisitions. Thus, our simulations can be regarded as
being noise-free simulations.
3.2 STIR Software
STIR 2 (Software for Tomographic Image Recosntruction) [65] is a flexible open source
object-oriented C++ library for 3D PET reconstruction. It offers both analytic (FBP
2D and FBP 3D) as well as iterative reconstruction algorithms (OSMAPOSL - Ordered
Subsets Maximum A Posteriori One Step Late, which reduces to OSEM or MLEM
for appropriate parameters). STIR has been widely used in the scientific community,
especially for first evaluations of new scanner designs. The reconstruction is based
on 3D sinograms with a corresponding header file defining the dimensions. The MC
simulations obtained by using the SimSET package cannot be directly reconstructed by
using the algorithms included in the STIR library. For this reason, a program have
been implemented and incorporated in STIR library to convert the SimSET sinograms
to STIR’s Interfile format. In this thesis were employed three different methods to
reconstruct our data: FBP 2D, FBP 3D and OSEM (see section 4.2.3).
3.3 General MC Modelling Tool
3.3.1 PENELOPE/ penEasy code
PENELOPE [66, 67], an acronym that stands for PENetration and Energy LOss of
Positrons and Electrons, is a general-purpose Monte Carlo simulation package that de-
scribes the transport of electrons, photons and positrons in any material and for the
2 http://stir.sourceforge.net/
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energy range from 50 eV to 1 GeV. PENELOPE, which is coded in Fortran90, is free
and open source. It was developed at the Universitat de Barcelona and it is distributed
by the Nuclear Energy Agency (NEA) 3.
Photons are simulated following a detailed procedure, in other words, their interac-
tions are followed in chronological succession one by one until de photon reaches energy
lower than a user-defined threshold (the absorption energy Eabs). For charged particles
is adopted a mixed simulation scheme which distinguishes between hard and soft events.
Hard events are those in which the energy loss and/or the change of the particle direction
are larger than the given cutoffs. These events are simulated according to a detailed
scheme (as for photons). If these conditions do not occur, events are said to be soft and
are simulated using a condensed scheme based on multiple scattering theory. The cutoffs
are determined by five user-defined transport parameters: C1 and C2 control the cutoff
for elastic collisions, WCC and WCR are the cutoffs for inelastic and bremsstrahlung
interactions, respectively and DSMAX is an upper limit for the step length. If these
parameters are all set to zero, PENELOPE effectively performs a detailed simulation of
charged particle transport.
In PENELOPE, users are responsible for writing a steering main program that de-
fines the source of particles, the simulation parameters, the quantities of interest to be
scored, the VRTs to be applied and report the final results. The code penEasy4 [68] ,
which is both free and open source, provides a general-purpose modular main program
for PENELOPE. It needs many input files to run the simulation and provides different
output tallies (figure 3.3). It was developed at the Institut de Tècniques Energètiques
(Universitat Politècnica de Catalunya).
3.3.2 Geometry Construction
In penEasy, a geometry model capable of accommodating objects described in terms
of quadric surfaces, voxels, or a superposition of both has been developed. The quadric
geometry is handled by invoking PENELOPE’s standard geometry package, called PEN-
GEOM. For the simulation of voxelized geometries a set of transport routines named
penVox is provided. This model accepts a list of voxels as input, each one defined by
their material index and mass density. PenVox has been employed in this thesis, the list
of voxels, their composition and density has been obtained by processing patients’ CT
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Figure 3.3: penEasy diagram
.
3.3.3 PenEasy Tallies
PenEasy includes subroutines to score the most common quantities of interest. The
tallies available in the current version are listed below.
 Tally Spatial Dose Distrib: estimates the absorbed dose per simulated history in
bins defined by the user.
 Tally Cylindrical Dose Distrib: estimates the absorbed dose per simulated history
in cylindrical volume elements defined by the user.
 Tally Spherical Dose Distrib: estimates the absorbed dose per simulated history
in spherical volume elements defined by the user.
 Tally Energy Deposition: estimates the energy deposited per simulated history in
each material.
 Tally Fluence Track Length: estimates the fluence spectrum integrated over the
volume of the declared detection material.
 Tally Phase Space File: The state of all particles reaching the specified detection
material is written in the output file.
 Tally Particle Current Spectrum: it is reported, classified according to the parti-
cle type, the energy spectrum of the particles that enter the specified detection
material per unit simulated history.
 Tally Particle Track Structure: particle coordinates after each interaction (together
with some other information) are written to an external file.
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 Tally Pulse Height Spectrum: energy deposited by each history in the specified
detection material is classified into energy bins.
 Tally Voxel Dose Distrib: estimates the absorbed dose per simulated history in
each volume element(voxel) defined by the user.
3.3.4 Simulations
In the context of this thesis we used PENELOPE (version 2011 and 2014) with pe-
nEasy (version 20120601 and 20170510). Patient/phantom PET images were used as
the particles source for the dose distribution calculation on the own patient/photon. For
this purpose, it was modified the Box Isotropic Gauss Spectrum (BIGS) source model,
which is included in penEasy (see 6.2.2). The isotope was simulated through the cor-
responding energy emission spectrum. Simulation parameters are described in detailed
in section 6.3.2. VRT were not applied.
3.4 OLINDA/EXM code
The OLINDA/EXM (Organ Level INternal Dose Assessment/EXponential Modeling)
[41,71] personal computer code performs dose calculations and kinetic modeling for ra-
diopharmaceuticals. It implements the methods outlined by the RADAR group for inter-
nal dose assessment [72], which was described in section 1.8. These doses are estimated
based on organ level DF (dose factor) calculated for standard phantoms representing
the average male or female where DF is the mean absorbed dose to the target organ,
t from unit activity of the relevant radioisotope distributed within the source organ S.
The dose is given by summing up the contributions from all source organs.
In this thesis it was used OLINDA/EXM program (version 1.0), time-integrated
activity coefficients were inputted into the code, which use the Cristy and Eckerman
anthropomorphic phantoms [47] and a isotope database over 800 radionuclides in order








This chapter presents an evaluation of the performance of current ROI delineation meth-
ods and reconstruction algorithms on the accuracy of internal dosimetry estimates.
Simulated PET studies for two radioligands with different biodistribution have been
developed as a gold standard to which compare these delineation methods.
4.1 Introduction
As previously mentioned in Chapter 1, estimation of radiation exposure affecting human
subjects undergoing PET exploration plays a central role in the development of new
radioligands. Internal dosimetry estimates for each radioligand are essential to calculate
the safety limits of injected activity and the maximum number of scans that a subject can
undergo. In a diagnostic context, these procedures imply the administration of activity
levels that do not lead to the appearance of radiation deterministic effects; therefore,
only stochastic risks have to be considered. However, in any use of ionizing radiation,
one must prevent or minimize the risks of the use of the radiation while allowing its
beneficial applications.
39
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Radiation exposure estimations are, in general, obtained from biodistribution and
dosimetry studies where the time course of the distribution of radioligand in organs
and tissues is measured. In these kind of studies, multiple whole-body PET scans are
acquired after radioligand injection and regions-of-interest (ROIs) placed on the images
are used to measure the amount of radioactivity in each organ over time. Time-integrated
activity coefficients are then calculated from the time course of the radioligand and are
used by software packages such as Olinda/EXM [73] to obtain dosimetry estimates.
Several methods for delineating ROIs and quantification of dosimetry estimates are
currently being used. Whole-organ ROIs are drawn on high-resolution structural im-
ages (computed tomography (CT) or magnetic resonance imaging (MRI)) for easier
identification of the organs and then forward projecting the ROIs to the coregistered
PET datasets [74, 75]. However, this manual ROI delineation method is a tedious and
time-consuming task, even for experts. As a consequence, simplified methods in order
to expedite ROI drawing are also employed. One of these methods suggests delineate
ROIs on subsamples of the organs to obtain the mean activity concentration, along
an approximation of organ volume [76–78]. A further simplification consists of com-
pressing PET images into a single antero-posterior planar image and drawing planar
ROIs on it [79–82]. However, delineation and overlapping organs may lead to biased
results. There have been several attempts to compare the performance of these meth-
ods [5, 82, 83]. Nevertheless, the absence of a gold standard with which to compare the
dosimetry estimates obtained have made it impossible to draw conclusions about the
accuracy of these methods.
Monte Carlo (MC) simulations are an important tool in the assessment and opti-
mization of image processing methods in nuclear medicine. MC simulations provide an
adaptable environment where the ground truth is known and where the realism of the
input models can be suitable reproduced. Dedicated MC codes (SimSET, GATE) for
PET/SPECT systems, are well known for its efficiency in the simulation of voxel-based
objects [84].
PET image quality, which is related to the reconstruction method used, the correc-
tions for degrading factors applied (randoms, attenuation, scatter, and partial volume)
and the number of counts acquired, is another factor to consider in dosimetry stud-
ies. Several reconstruction methods, based on the filtered back-projection (FBP) and
on the ordered-subsets expectation-maximization (OSEM) algorithm [34] are currently
being used. Corrections such as attenuation, randoms and dead time are routinely ap-
plied since they have been shown to increase image quality and quantification accuracy.
Scatter correction is also usually applied, but most of the commercial tomographs ap-
ply simplified scatter correction methods that only take into account a single scatter
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correction [85, 86]. Although there is extensive literature comparing the performance
of both methods in whole-body [87] and brain [88] studies, little is known about their
performance in dosimetry studies.
4.2 Implementation of a Numerical Model
4.2.1 Reference Case Studies
Two different radioligands with distinct biodistribution and kinetics were simulated
([11C]raclopride and [11C]GSK931145). The main route of clearance for [11C]raclopride
was urinary, while the principal route of clearance for [11C]GSK931145 was considered to
be intestinal. The voxel-based Zubal phantom with arms down [64] was used to generate
a realistic anatomical model for subsequent Monte Carlo simulation. The original whole-
body phantom was rebinned to a size of 64 × 64 × 200 voxels, with a voxel size of
10 × 10 × 10 mm3. Nine activity models reproducing the radiotracer concentration in
each organ over time were created. Each model reproduced a different time point after
injected activity. A homogeneous activity to each organ was assigned using time-activity
curves of the simulated radioligands extracted from previously published human PET
data [5,76,77]. Attenuation maps were created from the Zubal phantom segmented into
three different tissues: lungs, bone and soft tissue.
4.2.2 PET Image Simulations
PET acquisitions were simulated using SimSET 1 [55] Monte Carlo code (version 2.9),
which was configured for a General Electric Discovery ST PET/CT scanner [89], table 4.1
described the main technical characteristics of the scanner. The detector was modeled
as a single ring of bismuth germanate (BGO) material. The energy window was 375–650
keV, and simulations were performed in 3D. The output sinograms covered a 15.7 cm
axial field of view (FOV). The number of transaxial and angular bins were 128 and 140,
respectively, and 192 was the number of axial slices (1 cm slice size) [90]. Eight bed posi-
tions each corresponding to the dimension of the scanner axial FOV were independently
simulated to achieve whole-body coverage. An overlap of 1.3 cm (corresponding to four
slices) was considered between two consecutive bed positions to compensate for the loss
of sensitivity on both extremities of the axial FOV. To realistically simulate the noise
levels in dynamic PET studies, firstly, noise-free sinograms (noise in simulations was 100
times less than noise obtained in real acquisitions) were scaled to have the same number
1 http://depts.washington.edu/simset
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Figure 4.1: Current setup of the development of a numerical phantom showing the
major processing steps.
of counts as in a clinical scan [91]. Secondly, Poisson distribution noise was added to each
of them to mimic the number of counts collected per frame in realistic dynamic PET
studies. True coincidences, single scatter coincidences and multiple scatter coincidences
were stored in separate files to assess the effect of Compton scatter. Then, standard
PET corrections were made [43]. Two different scatter correction methods were applied
on the sinogram: (a) an ideal scatter correction (ISC) which considered only true coinci-
dences on the sinograms [92] and (b) ideal single scatter correction by subtracting Monte
Carlo simulated single scatter coincidences from the sinograms. Attenuation correction
and rebinning (single-slice rebinning algorithm [93]) were performed on the sinograms
for the true coincidences before reconstruction. Figure 4.1 shows the major processing
steps carried out to create a numerical phantom. Forced detection was applied as im-
portance sampling technique in order to accelerate the simulations. The total time to
generate the simulation data of a bed varies depending on the source organ and the bed
position. So, the time can range from 1 to 40 days using 2 or 3 CPUs in parallel.
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4.2.3 Reconstruction Algorithms
STIR [65] was employed to reconstruct the data using three different methods (http:
//stir.sourceforge.net): (a) 2D filtered back projection (FBP 2D) (transaxial filter:
ramp, cutoff 0.2 cycles); (b) 3D filtered back projection (FBP 3D): 3D reprojection
(transaxial filter: ramp, cutoff frequency 0.2 cycles; axial filter: Colsher, cutoff frequency
0.5 cycles); and (c) OSEM: number of subset: 5; number of iterations, from 1 to 20. The
resulting images consisted of nine frames of volumes of the size 128 × 128 × 47 mm3.
The voxel size was 5.47× 5.47× 3.34 mm3.
4.2.4 Calibration Factor Estimation
Activity units were obtained after calibration using a SimSET Monte Carlo simulation
of a homogeneous cylindrical phantom with the same parameters as those used for the
simulation of the dosimetry study, as it has been described in subsection 4.2.2. A
calibration factor was obtained for the reconstruction algorithms applied.
4.3 SimSET Validation
4.3.1 PET System Assessment
This section is focused on the validation of the SimSET code for the PET system de-
scribed in 4.2.2 based on a GE Discovery ST PET/CT scanner. To perform the valida-
tion, we obtained SimSET MC simulations of a numerical phantom and we compared
them to the experimental measurements.
Table 4.1: Main Technical Caractheristics of a GE Discovery ST PET/CT scanner.
Main Technical Caractheristics
Detector ring diameter (cm) 88.6 No. of detector blocks 280
Detector material BGO No. of detector modules 35
No. of individual crystals 10080 Tungsten collimator size (mm) 0.8× 54
No. of crystals/ring 420 Axial FOV (cm) 15.7
No. of detector rings 24 Transaxial FOV (cm) 70
No. of image planes 47 Axial sampling interval (mm) 3.27
Crystal size (mm3) 6.3× 6.3× 30 Coincidence window width (ns) 11.7
Face of crystal block (mm2) 38× 38 Energy window (keV) 375-650
Crystal in a block 6× 6 Angular bins in sinogram 210
Crystal in a block 6× 6 Transaxial bins in sinogram 249
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(a)
(b)
Figure 4.2: A Deluxe Jaszczak Phantom. (a) components (b) position and diameter
of 148 cold rods in 6 sectors and 6 cold spheres.
Geometrical Phantom
The test was based on an Ultra Deluxe model of Jaszczak Phantom with defined ge-
ometry (fig. 4.2) . This phantom provides information regarding the performance of
SPECT and PET imaging devices [94, 95]. It was constructed of a clear Acrylic Plex-
iglass material and consists of six spheres with different diameters and 148 rods in 6
sectors.
There are various accessory inserts available for Jaszczak phantom; in this validation
the hollow sphere and micro-hollow sphere sets were used (fig. 4.3). These sets intend to
simulate hot and cold spherical ”lesions” for quantitative evaluation of spatial resolution,
attenuation and scatter effects. Specifications of these components are described in Table
4.2.
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Figure 4.3: Hollow and Micro-Hollow Spheres set for circular and elliptical Jaszczak
phantom.
In order to perform the MC simulations, a numerical phantom was obtained from
the digitalization of the acquired CT of the Jaszczak phantom. The activity map was
obtained by considering the holes as the only hot regions and the attenuation map
was obtained by considering an attenuation coefficient of 1.00 g/cm3 for water and
1.18 g/cm3 for polymethyl methacrylate.
Experimental Data Acquisition
A Jaszczak Ultra Deluxe phantom scan was acquired in a GE Discovery ST PET/CT
scanner using a protocol in 3D mode at the Molecular Imaging Centre (CRC-CIM) in
the Barcelona Biomedical Research Park (PRBB). The phantom was filled with water
and the six co-axial isocentre spheres with different diameters were uniformly filled
with a known solution of water and 18F -FDG. The phantom was then mounted on the
standard bed and centred in the transverse and axial FOV. Prior to emission scan, a CT
scan was acquired and used for subsequent attenuation correction. The duration of the
emission scan was 20 min. Finally, images were reconstructed using a 3D ML-OS-EM
reconstruction algorithm [96] to generate 128× 128× 47 voxel volumes (3.91× 3.91×
3.27 mm3). Two acquisitions were performed, one with hollow sphere inserts and one
with micro-hollow sphere inserts.
Table 4.2: Specifications of Hollow and Micro-Hollow Spheres set.
Hollow Sphere Inserts Micro-Hollow Sphere Inserts
Diameter (mm) Volum (mL) Diameter (mm) Volum (mL)
31.2 16.0 7.8 0.25
24.8 8.0 6.2 0.125
19.7 4.0 4.9 0.063
15.6 2.0 3.9 0.031
12.4 1.0
9.9 0.5
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SimSET Simulation Data Acquisition
PET acquisitions were simulated configuring the Monte Carlo code for a GE Discov-
ery ST scanner, as it was described in section 4.2.2. The STIR package was used to
reconstruct the images of Jaszczak phantom simulations.
Results
Phantom PET images were coregistered with the simulated images, and a scaling factor
was applied to this simulated data to replicate the acquired counts in the experimental
PET scans (fig. 4.4). The profiles of the PET scanned data and simulated measurements
were normalized to the same maximum in order to compare and evaluate them after
delineating the appropriate ROIs. The resulting profiles are shown in figures 4.5 and 4.6.
(a)
(b)
Figure 4.4: Coregistered Jaszczak phantom images with hollow and micro-hollow
sphere inserts of (a) experimental PET scans and (b) simulation scans in a transverse
slice.
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Figure 4.5: Activity profiles of the large spheres scanned image and simulated image.
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Figure 4.6: Activity profiles of the small spheres scanned image and simulated image.
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Measurements of the variation of the full width at half maximum (FWHM) were
taken at different slices of the axial FOV for all spheres considered. We found a maximum
discrepancy of 0.7 mm between simulated and experimental results. We observed an
average discrepancy between simulated and measured results of 12.21% for FWHM.
Tables 4.3 and 4.4 show the values of the FWHM estimated. Data profiles provided a
reasonable agreement between experimental and simulation images for both cases, large
and small spheres.
Table 4.3: FWHM in mm from simulations and real experiments scanned images for
large spheres considered.
φ Hollow Spheres Inserts (mm)
31.2 24.8 19.7 15.6 12.4 9.9
FWHM (mm)
Experimental 7.28 5.38 3.95 2.99 2.38 1.77
Simulation 7.33 5.74 4.36 3.49 3.09 2.34
Table 4.4: FWHM in mm from simulations and real experiments scanned images for
small spheres considered.
φ Micro-Hollow Spheres Inserts (mm)
12.4 9.9 7.8 6.2 4.9 3.9
FWHM (mm)
Experimental 2.55 2.56 2.53 2.45 2.54 2.47
Simulation 3.13 3.17 3.15 3.00 2.00 1.92
4.3.2 Attenuation Correction Assessment
Attenuation correction using Monte Carlo SimSET code utilities has been validated.
A simulation of a homogeneous cylinder phantom was carried out with the specific
parameters based on GE Discovery ST PET/CT scanner.
The phantom was simulated to be uniformly filled with a positron emitter source.
There were considered two cases: (i) attenuated cylinder and (ii) non-attenuated cylin-
der, in both scenarios with 1010 simulated particles, of which 108 reach the detector.
The output sinogram of the attenuated cylinder was considered with and without atten-
uation correction. The application of this correction required that the sinogram to be
multiplied with an attenuation correction map. Filtered back-projection was considered
to reconstruct the images employing STIR software.
Visually, the implementation of attenuation correction to the sinogram improved the
quality of the reconstructed image (fig. 4.7). The effects of attenuation correction to
the image can be clearly seen, as shown in figure 4.8(b). Higher activity at the edge
of the phantom image was eliminated after attenuation correction implemented. The
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attenuation corrected image shows more uniform distribution of activity throughout the
phantom. This effect was seen by comparing the line profile for the images before and
after correction (fig. 4.9). Implementation of attenuation correction cause the intensity
profiles more uniform. However, the variability of the profile of the data with attenuation
correction would be more stable with a greater number of simulated particles. Moreover,
attenuation correction induces additional statistical noise in corrected PET images.
In order to estimate the calibration factor described in subsection 4.2.4, the simu-
lation of the homogeneous cylindrical phantom with attenuation correction was carried
out again with a greater number of simulated particles.
Figure 4.7: The attenuation correction step: multiplication of the emission sinogram
with the attenuation correction map (a) original sinogram, (b) attenuation correction
map and (c) attenuation corrected sinogram.
4.4 Classical Methods on Internal Dosimetry
4.4.1 Delineation Methods
Dosimetry was estimated by using three ROI delineation methods differing in their
complexity and execution time. ROIs were drawn on the following organs using MRIcro
software: brain, heart, lungs, stomach, liver, gallbladder, intestine, kidneys, urinary
bladder and cortical bone [97]. For planar images, the user draws a region on the image
by using the available MRIcro tools. In 3D methods, the drawing is performed on
each slice encompassing the volume of interest and the set of resulting regions are then
combined to form a 3D volume [98]. These ROIs were drawn in three different ways:
Antero-Posterior Compressed Images (AP)
Images were compressed by projecting the reconstructed images in the antero-posterior
direction to obtain planar images. ROIs were drawn on the planar images (one single
slice) covering the entire organ; it was done six times by four different operators due to
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(a) (b)
Figure 4.8: Comparison of images before and after attenuation correction. (a) Before
attenuation correction (b) after attenuation correction.
Figure 4.9: Profiles of the attenuated simulation data with and without correction,
and no attenuated simulated data.
the variability expected using this method. Results were expressed as the mean value
and the uncertainty in the mean.
Subsample of the Organs (S)
Spherical ROIs were applied on 3D images, and only the center and radius of the ROI
were fixed interactively using the graphical interface. For reference simulated data, ROIs
were scaled according to the organ volumes derived from Zubal phantom and a same
operator has drawn ROIs three times. Results were expressed as the mean value and
the uncertainty in the mean. In addition, to assess the variability of the results on organ
size, variations within ± 20% in organ volumes were applied from the anatomical regions
of the Zubal phantom.
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Whole Organ (W)
For reference simulated data, we considered (i) the optimal case using ROIs obtained
from the anatomical regions of the Zubal phantom and (ii) to assess the variability of
the results on organ size; variations within ± 20% in organ volumes were applied from
the anatomical regions of the Zubal phantom.
4.4.2 Time-Integrated Activity Coefficients and Absorbed Dose Cal-
culations
ROIs delineated using the methods described in the previous section were applied to
the PET images to obtain time-activity curves. The area under the noncorrected time-
activity curves (TACs) was calculated with the trapezoidal method of integration [43].
To be conservative, we calculated the area under the curve from the final data acquisition
to infinity by assuming that decline in radioactivity occurred only by physical decay.
The area under the time-activity curve of the source organ from time zero to infinity
divided by the injected activity is equivalent to the time-integrated activity coefficient
(ã(rs, TD)). The (ã(rs, TD)) for all the source organs was summed and subtracted from
the true total time-integrated activity coefficient value (T1/2/ln2 = 0.49 h) to calculate
the (ã(rs, TD)) of the remainder of the body (T1/2: the radioactive half-life of C-11).
Time-integrated activity coefficients were inputted into OLINDA/EXM (version 1.0)
software [1], and a 70 kg adult male and a 55 kg adult female phantom were used to
obtain both organ AD and ED.
4.4.3 Reference Dose Estimations
Reference TACS from the considered studies [5, 76, 77] were also inputted into OLIN-
DA/EXM to obtain the true dosimetry estimates for comparison purposes.
4.5 Results
4.5.1 ROI Method Comparison on Simulated PET Images
Figure 4.10 shows transverse slices of the resulting images over time, showing the biodis-
tribution and routes of excretion of [11C]raclopride and [11C]GSK931145. As we have
already pointed out, both biodistributions simulated high activity in the liver for early
scans. As expected, activity in the contents of the stomach and small intestine was
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Figure 4.10: Illustative transverse slices showing the simulated biodistribution of a
[11C]GSK931145 and b [11C]raclopride (bottom) in whole-body PET images at 2, 16,
and 90 min after injection of the radioligand. For each radioligand, two slices at the
level of the liver and urinary bladder are shown. Images reconstructed using OSEM
and ISC.
present in [11C]GSK931145 biodistribution where the simulated route of clearance was
intestinal. Activity in the urinary bladder was present in [11C]raclopride biodistribution
simulating urinary excretion.
4.5.2 Reconstruction
Effective dose estimates using images reconstructed using OSEM increased their value
when the number of iterations was increased until a plateau was reached after approx-
imately 15 iterations. Using the W ROI delineation method for the [11C]GSK931145
distribution, no differences in ED estimates were found when OSEM, FBP 2D, and
FBP 3D were applied (Fig. 4.11). The same pattern was found when S and AP ROI
delineation methods were applied.
No significant differences (less than 1%) were found in ED estimates when using full
scatter correction and single scatter correction.
For the sake of simplicity, from now onward, results are referred to simulated PET
images reconstructed using FBP 2D algorithm and ideal scatter correction.
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Figure 4.11: Comparison of the reconstruction algorithm applied: FBP2D, FBP3D,
and OSEM with five subsets and from 1 to 20 iterations, which corresponds to positions
1 to 20 on the x-axis. Values are the effective dose estimates for the [11C]GSK931145
distribution whole-body ROI delineation method.
4.5.3 Delineation Methods
Measured and true TACs showed close agreement when S and W ROI delineation meth-
ods were used. When the AP method was used, measured TACs presented higher activity
than simulated TACs in those organs where the ROI enclosed the whole organ (heart,
lungs, and liver) (Figs. 4.12 and 4.13).
However, lower activity in the TACs in comparison with the simulated ones was found
for the AP method for those organs where only a portion of the organ was delineated
(kidneys and intestine) due to overlapping between organs.




Figure 4.12: Simulated and true time-activity curves using different ROI delineation
methods (AP antero-posterior, S subsamples, W whole body) of some representative
organs for [11C]GSK931145. Images reconstructed using FBP2D and ISC.
A similar pattern was found in the time-integrated activity coefficient and absorbed
dose where S and W were comparable to the true values, and AP methods showed
differing results depending on how the ROIs were drawn due to overlapping between
organs (Figs. 4.14, 4.15 and 4.16). As expected, higher TACs lead to higher (ã(rs, TD))
and dose estimations.




Figure 4.13: Simulated and true time-activity curves using different ROI delineation
methods (AP antero-posterior, S subsamples, W whole body) of some representative
organs for [11C]raclopride. Images reconstructed using FBP2D and ISC.
For both simulated radioligands, effective dose estimates using S and W meth-
ods showed close agreement with true values ([11C]GSK931145 4.8 µSv/MBq (true),
4.6 µSv/MBq (W), 4.5 ± 0.5 µSv/MBq (S) for m ales and 5.8 µSv/MBq (true),
5.6 µSv/MBq (W), 5.6± 0.6 µSv/MBq (S) for females; [11C]raclopride 6.0 µSv/MBq
(true), 5.8 µSv/MBq (W), 5.4± 0.2 µSv/MBq (S) for males and 7.8 µSv/MBq (true),
7.4 µSv/MBq (W), 7.2 ± 0.2 µSv/MBq (S) for females) (Tables 4.5 and 4.6). For
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(a) (b)
Figure 4.14: Time-integrated activity coefficient (ã(rs, TD)) for (a) [
11C]GSK931145
and (b) [11C]raclopride distributions. (ã(rs, TD)) calculated from 2D planar images (AP
ROI method applied) and tomographic (3D) images (S and W ROI methods applied).
[11C]GSK931145 radioligand, ROIs drawn on AP compressed images provided higher
effective dose estimates than true values and the S and W ROI delineation methods
(4.8 µSv/MBq (true), 6.7 ± 0.5 µSv/MBq (AP) for males and 5.8 µSv/MBq (true),
8.3±0.6 µSv/MBq (AP) for females ). For [11C]raclopride, true effective dose was higher
than the similar values provided by the three delineation methods (6.0 µSv/MBq (true),
6.1±0.3 µSv/MBq (AP) for males and 7.8 µSv/MBq (true), 7.8±0.4 µSv/MBq (AP)
for females). The organs with the highest tissue-weighted (wt were taken from ICRP
Publication 60) absorbed dose and ED were the lungs and the liver. The estimations
obtained with the S and W methods showed good agreement with the true values (Ta-
bles 4.5 and 4.6). The AP method provided higher values in ED and AD in the lungs
and liver in comparison with the true value (Tables 4.5 and 4.6). Considering a real
situation including errors on organ volume estimates, errors up to ±20% of the organ
size when using the S method for [11C]raclopride lead to errors in the ED of up to ±10%
(Fig. 4.17). Men and women showed the same pattern. Nevertheless, women’s dose es-
timations were on average 22% and 29% higher than men’s results for [11C]GSK931145
and [11C]raclopride, respectively. These percentages are consistents with results of pre-
vious studies [99,100].
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Figure 4.15: Comparison of the organ-effective doses (µSv/MBq) using different ROI
delineation methods (AP, S, and W) for [11C]GSK931145 distribution.
Table 4.5: Radiation-absorbed dose (AD) and effective dose (ED) estimates using
different ROI delineation methods (AP, S, and W)for [11C]GSK931145 biodistribution.
[11C]GSK931145
True AP S W
Liver AD (uSv/MBq):
Male 10.7 10.0± 1.8 10.6± 0.2 9.6
Female 14.1 13.2± 2.4 14.0± 0.3 12.7
Lung AD (uSv/MBq):
Male 9.5 14.4± 1.8 9.2± 1.7 9.8
Female 12.0 18.2± 2.3 11.6± 2.1 12.4
Stomach AD (uSv/MBq):
Male 9.4 20.6± 4.9 8.7± 0.2 8.1
Female 11.0 24.3± 5.8 10.2± 0.2 9.5
ED (uSv/MBq):
Male 4.8 6.7± 0.5 4.5± 0.5 4.6
Female 5.8 8.3± 0.6 5.6± 0.6 5.6
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Figure 4.16: Comparison of the organ-effective doses (µSv/MBq) using different ROI
delineation methods (AP, S, and W) for [11C]raclopride distribution.
Table 4.6: Radiation-absorbed dose (AD) and effective dose (ED) estimates using
different ROI delineation methods (AP, S, and W) for [11C]Raclopride.
[11C]Raclopride
True AP S W
Liver AD (uSv/MBq):
Male 16.9 19.7± 0.9 17.3± 0.1 15.0
Female 22.3 26.0± 1.2 22.9± 0.1 19.8
Lung AD (uSv/MBq):
Male 13.9 18.3± 1.9 14.3± 0.1 13.7
Female 17.5 23.1± 2.4 18.1± 0.1 17.3
Stomach AD (uSv/MBq):
Male 2.1 2.3± 0.1 2.4± 0.1 2.2
Female 2.7 2.9± 0.1 2.8± 0.1 2.8
ED (uSv/MBq):
Male 6.0 6.1± 0.3 5.4± 0.2 5.8
Female 7.8 7.8± 0.4 7.2± 0.2 5.8
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Figure 4.17: Percentage difference of effective dose from the whole-organ method for
[11C]raclopride distribution using different organ volumes.
4.6 Discussion
4.6.1 Reconstruction
OSEM provided closer ED estimates to the simulated ones. However, the influence of
reconstruction algorithms was minimal, due to similar quantitative accuracy was found
with either FBP (2D and 3D) or OSEM reconstruction methods. This can be explained
by the fact that in dosimetry studies, not only is the relative contrast between structures
important but also the global activity distributed on organs.
An activity calibration method for each reconstruction algorithm is an important
step to obtain images providing accurate global activity estimates. Additionally, the
absorbed dose received by an organ has a contribution from distant organs; thus, in
terms of calibration of the global mean activity, differences in contrast have a lower effect.
Furthermore, large ROIs encompassing complete organs used in dosimetry contribute to
reduce the impact that the partial volume effect may have on the images [101]. A similar
argument could be used for the lack of differences found when using full scatter correction
and single scatter correction. Full scatter correction is, in theory, more accurate than
single scatter correction. However, the calibrated activity used for dosimetry estimations
provides an accurate mean global distribution which leads to accurate ED estimates.
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4.6.2 ROI Delineation Comparison
In this study, 2D planar image analyses (AP) and two 3D ROI delineation methods (S
and W) for obtaining time-activity curves were compared using PET simulated images as
the gold standard. The differences in the ED obtained were small between 3D methods,
as it would be expected when taking into account organs of the same volume. However,
there is a slight underestimation of the ED in comparison with the true value. It was
observed that doses estimations were higher for females than males; this is due to the
smaller body and organ sizes than those of males. Additionally, female gonads are in-
side the body instead of outside, receiving a higher radiation dose given the proximity to
several organs, such as liver and kidneys, which are often important source organs. For
[11C]GSK931145 radioligand, with intestinal route of excretion, planar methods overes-
timate due to a combination of delineating, overlapping between ROIs (mainly for lungs
and stomach) and the background activity in the planar projection view. The fact that
these differences were not found for [11C]raclopride radioligand could be attributed to
the route of excretion, since the involved organs reduce the impact of errors related to
delineation and overlapping on the effective dose. The same behaviour would be ex-
pected for radioligands with the same biodistribution and route of excretion. The mean
execution time for the delineation of whole-organ ROI procedure compared to 2D delin-
eation methods (subsamples and AP) was 6 h vs 15 min per subject, respectively. 3D
method was considerably more time-consuming since the ROIs were drawn manually on
the whole set of CT transverse slices. The time spent tracing ROIs by using subsamples
of the organ or delineating ROIs on 2D compressed images was similar (15 min per
subject). In 3D method, ROIs were created by manually drawing the regions on each
2D slice of a 3D volume. In the AP method, each ROI was drawn on the AP com-
pressed image (one single slice). For the subsampled organ method, spherical ROIs were
selected using a graphical interface and applied on 3D images. Each ROI was restricted
to a sphere with a fixed radius around the specified coordinates selected by the operator
for each organ.
It was observed that ED estimations were sensitive to whichever delineation ROI
method was applied. The difficulty lies in delineating the border of each region with
precision, whether excluding or not blurred borders in the forming ROIs. Thus, slight
differences in boundary delineation have a great effect on dose estimations. However, in
diagnostic applications, using a phantom instead of a patient-specific model seems to be
acceptable.
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4.7 Conclusions
Among the three methods compared to draw ROIs, the subsampled organ method
showed the best balance between quantitative accuracy.
Similar quantitative accuracy was found either FBP (2D and 3D) or OSEM re-
construction methods. In the same way, the full scatter correction and single scatter
correction no presented differences in terms of quantitative accuracy.
Radioligands with an intestinal route of excretion, such as [11C]GSK931145 overes-
timate doses in planar images. The involved organs such as stomach and lungs lead to
a greater errors related to delineation and overlapping on the ED.
Chapter 5
Inter- and Intra-Operator
Variability on Internal Dosimetry
Using PET
Considering the issue brought up in section 4.4, in this chapter we investigated the im-
pact of ROI delineation methods on precision in the calculation of internal dosimetry
estimates. Inter- and intra-operator variability was evaluated using a previous study
undergone at Molecular Imaging Centre (CRC-CIM) in the Barcelona Biomedical Re-
search Park (PRBB). PET/CT images were given up by the pharmaceutical company
GlaxoSmithKline (GSK).
5.1 Introduction
One of the most difficult issues facing PET-based in diagnosis, but above all in ther-
apeutic applications is the accurate delineation of target regions from typical blurred
and noisy functional images. Image segmentation is defined as the process of classifying
the voxels of an image into a set of distinct classes. Medical image segmentation has
been identified as the key problem of medical image analysis [35, 102]. The difficulty in
PET image segmentation is compounded by the low spatial resolution and high noise
characteristics of PET images.
Several segmentation methods have been proposed the last decades [35, 103, 104],
there is a large variability in terms of computational complexity and amount of user
interaction required by the various image segmentation techniques. Due to the difficulties
and known limitations of these techniques, manual delineation of regions of interest
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performed by experts is still the most widely used technique [104, 105]. However, it
suffers from many drawbacks; manual delineation is time consuming, labour intensive
and operator-dependent.
In the major of internal dosimetry studies manual delineation is used [106–108],
the lack of reliable methods to perform automated organ segmentation makes internal
dosimetry estimates operator dependent. To the best of our knowledge, the impact of
ROI delineation methods on the inter- and intra-operator variability in internal dosime-
try estimates has not been reported to date.
5.2 Clinical Human Data
Inter- and intra-operator variability of the different methods to obtain dosimetry esti-
mates was evaluated using clinical data acquired in an earlier study [5]. In such study,
eight healthy human volunteers (4 M/4 F) underwent whole-body PET/CT scans on a
General Electric Discovery ST scanner which used a 3D mode protocol. Their demo-
graphic data are shown in Table 5.1. Before tracer injection and emission scanning, a
transmission scan was acquired for each bed position (80 mA,120 keV) for subsequent at-
tenuation correction and reconstructed to a 512×512×593 grid of 0.98×0.98×1.80 mm3
voxel size. Whole-body emission scans were performed following the intravenous admin-
istration of [11C]GSK931145 radioligand. The total scanning time was approximately
110 min (2× 15, 2× 30, 2× 60, 1× 120, 1× 180 and 1× 240 s for each bed) with six to
seven overlapping bed positions beginning at the head and continuing to the middle of
the thigh. PET data were reconstructed using an OSEM reconstruction algorithm which
included correction for attenuation, scatter (single scatter simulation method [109]), ran-
doms, and dead time to generate a matrix of 128×128×327 and 3.91×3.91×3.27 mm3
voxel size. Whole-body PET images of a healthy human subject over scanning time are
shown in figure 5.1. For activity quantification in PET planar images and according to
previous works, there were no background susbstraction. In such studies, it was demon-
strated that analysis of compressed planar images were comparable to tomographic
images, but with a slight overestimation (conservative calculation) [5, 80,81,83].
A homogeneous water-filled phantom with a known concentration of F-18 was used
to determine the cross-calibration factor between PET and the dose calibrator. This
factor was applied to the PET data to generate quantitative images.
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Table 5.1: Demographics data for [11C]GSK931145 human study [5].
Subject ] Gender Age (year) Height (m) Weight (kg) BMI (kg/m2)
1 M 19 1.83 70 21
2 M 23 1.81 85 26
3 M 23 1.79 75 23
4 M 26 1.80 80 25
5 F 49 1.64 78 29
6 F 46 1.56 59 24
7 F 50 1.60 81 32
8 F 62 1.64 60 25
MEAN ± SD 37.25 ± 16.28 1.70 ± 0.12 73.5 ± 9.9 25.6 ± 3.3
BMI Body mass index
Figure 5.1: Whole-body PET images of a healthy human subject after injection of
[11C]GSK931145.
5.3 Assessment of Inter- and Intra- Operator Variability
The three delineation procedures which are detailed in subsection 4.4.1 were used by six
(for AP and S methods) and five (for W method) independent operators on all subjects
to examine inter-operator variability. Additionally, two of the operators carried out the
procedures twice to examine intraoperator variability. Regarding subsample method,
ROIs were scaled according to the organ volumes derived from adult (male and female)
numerical phantoms [47]. Figure 5.2 shows the three delineation methods applied on a
whole-body PET images of a healthy human subject. Figure 5.3 exposes the PET images
of the eight subjects and the three ROI delineation method (whole-organ, subsamples
and anterio-posterior) tested on them. Their size complexity can be observed.
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(a) (b)
(c)
Figure 5.2: ROI delineation methods tested on a whole-body PET images of a healthy
human suject: (a) 3D volume covering the whole-organ, (b) 3D subsamples of the organs
and (c) antero-posterior projections.
The intra- and inter-operator variability in effective doses (EDs) was calculated as
the mean variability of the standard deviation of the ED calculated by all operators
(eqs.5.1 and 5.3).





Figure 5.3: Coronal view of eight healthy human subjects: (a) CT images overlaid
with whole-body PET images, (b) whole-organ ROI, (c) subsamples of the organs and
(d) ROI delineated on antero-posterior projections, applied by one of the operators.
Chapter 5. Inter- and Intra-Operator Variability 68






|ED1i − ED2i |
EDmeani
, (5.1)
where ED1i and ED
2
i are the ED values for both ROI delineations carried out by the

























Estimation of the uncertainty of the variability for the three delineation methods was
provided. Similar calculations were done to estimate the percentage of variability of the





where σ is the standard desviation and N is the number of subjects.
Finally, human data were analyzed using two-way analysis of variance (ANOVA)
to test differences in the ED values using operator and methods of ROI delineation
as factors. When the overall F statistic was significant, post hoc comparison of ROI
methods using the Scheffé approach was performed. A probability threshold of 0.05 was
chosen as the significance level. Statistical analysis system (SAS) 9.2 for Windows was
used for statistical analysis.
5.4 Results
Variance analysis presented significant differences in mean dosimetry estimates depend-
ing on the delineation method (p< 0.001). Post hoc analysis showed significant differ-
ences in the effective dose between the AP method and the other two methods studied (S
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and W). However, there were no differences between S and W. No significant differences
were also found between the effective dose measured by different operators.
The three delineation methods showed the same intra-operator variability in the
effective ED estimates. AP method showed higher intra-operator variability in the AD
estimates than the S and W methods (Tables 5.2 and 5.3). AP also showed higher inter-
operator variability in the ED estimates and AD estimates than the S and W methods
(Tables 5.2 and 5.3), except in the case of the gallbladder and the small intestine, very
close organs and difficult to delineate. Figure 5.4 shows the subject with the major
inter-operator variability, it corresponds to AP delineation method. The ROIs of the
two independent operators that estimated the maximum and minimum ED values were
shown. Inter-operator variability was slightly reduced in the case that both operators
delineated ROIs according to same criteria.
(a) (b) (c)
Figure 5.4: Subject to examine inter-operator variability using AP ROI delineation
procedure. (a) Whole-body PET planar image, (b) ROIs drawn by operator 1 that
estimated the maximum ED value and (c) ROIs drawn by operator 4 that estimated
the minimum ED value.






AP 4± 1% 11± 1%
ED (µSv/MBq) S 4± 1% 4± 1%
W 4± 1% 5± 1%
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Table 5.3: Inter- and intra-operator percentage variability.
Variability (intra-operator) Variability (inter-operator)
Organ Method AD (µGy) AD x WT
a (µGy)
Brain AP 15.3± 4.7% 19.1± 2.6% 0.10%
(WT=0.005) S 3.3± 0.9% 5.9± 2.0% 0.03%
W 6.6± 2.6% 6.1± 2.1% 0.03%
Gallbladder AP 3.1± 1.2% 3.2± 0.8% 0.16%
(WT=0.05) S 7.8± 3.7% 25.4± 3.8% 1.27%
W 5.0± 1.2% 5.0± 0.8% 0.25%
Small Intestine AP 2.2± 0.7% 2.9± 0.4% 0.01%
(WT=0.005) S 7.1± 2.5% 39.7± 2.8% 0.20%
W 20.6± 4.4% 19.5± 3.3% 0.10%
Liver AP 11.5± 5.7% 12.1± 3.2% 0.61%
(WT=0.05) S 8.3± 5.0% 8.0± 2.6% 0.40%
W 3.5± 0.6% 4.2± 0.7% 0.21%
Lungs AP 13.4± 5.1% 17.6± 2.6% 2.11%
(WT=0.12) S 15.2± 9.2% 15.3± 7.3% 1.83%
W 11.0± 5.6% 11.9± 4.6% 1.43%
Stomach AP 14.2± 4.6% 30.6± 1.8% 3.68%
(WT=0.12) S 11.3± 2.7% 15.3± 3.3% 1.84%
W 7.5± 2.2% 8.4± 2.1% 1.01%
Heart AP 9.9± 2.9% 18.9± 1.9% 0.95%
(WT=0.05) S 4.6± 2.7% 6.8± 2.0% 0.34%
W 3.1± 0.8% 4.4± 0.9% 0.22%
Kidneys AP 37.7± 7.4% 32.7± 4.7% 0.16%
(WT=0.005) S 4.3± 1.5% 15.0± 5.8% 0.08%
W 8.4± 2.9% 11.3± 3.3% 0.06%
Urinary Bladder AP 17.1± 4.5% 28.2± 3.0% 1.41%
(WT=0.05) S 4.9± 1.3% 8.9± 2.9% 0.40%
W 4.3± 1.4% 4.3± 1.2% 0.20%
aTissue weighting factor
5.5 Discussion
The AP method showed the highest inter-operator variability, in particular, the highest
organ doses were obtained when including the blurred borders, and the corresponding
ED were overestimated.
Inter-operator variability results showed higher reproducibility of the 3D methods in
comparison with 2D methods. The S method was substantially less time consuming and
showed comparable inter- and intra-operator variability compared with the W method
and may provide the best option in the balance between analysis time, accuracy, and
reproducibility. Nevertheless, care should be taken when using the S method since errors
in the organ volume estimation may have an impact on the effective dose estimates
[110,111]. This is the case of subjects that are quite different from the phantom used by
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Olinda/EXM. In these cases, whole-organ ROIs would be desirable. The higher values
provided from the 2D approach, as regards quantifying the human radiation burden,
represent more conservative dose estimates. Thus, some researchers have suggested that
the 2D planar method appear to be a reasonable strategy for assessing the radiation risk
of most internally administered radiopharmaceuticals. Nevertheless, it does not appear
to be the optimal method for individual dosimetry estimates of ligands due to its high
inter- and intra-operator variability.
5.6 Conclusions
Among the three methods compared to draw ROIs, the subsampled organ method
showed the best balance between quantitative accuracy, inter- and intra-subject vari-
ability and practical implementation.
Whole-organ ROI method was the best option in cases where patients’ anatomy are






This chapter describes the development of a 3D image-based dosimetry technique using
PENELOPE/penEasy Monte Carlo code. Dedicated routines in MATLAB environment
were developed to perform patient-specific dosimetry in nuclear medicine patients’ who
undergone PET/CT or SPECT/CT images. It is also described the application of this
technique to PET simulated images where the organ activity distribution was known.
6.1 Introduction
In nuclear medicine, radionuclides are used in variety of diagnostic and therapeutic pro-
cedures. In the development of new radiopharmaceuticals internal dosimetry is essential
to evaluate the risk and benefit of any methods. In diagnostic applications relatively
small amounts of radioactivity are used in comparison to therapeutic procedures. The
absorbed dose from internally distributed radioactivity used in diagnostic procedures
is usually estimated using standardized models based on reference individuals and not
specific patients. Model based approach may be acceptable for diagnostic radiopharma-
ceuticals as it was seen in chapter 4, taking into account that all input data employed
in the calculation has some associated uncertainty. The dose estimated will include the
inherent uncertainty from the input data as well as related to the application of stan-
dardized models of the body to a population of patients who may vary substantially
in size, age, and other physical characteristics. In therapeutic applications, however,
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more attention to accuracy and precision is needed [42]. Typical Targeted Radionu-
clide Therapy treatments are based on administering a fixed activity per unit body
weight approach to all patients. The aim is to deliver sufficient dose to the tumor while
limiting toxicity to healthy tissue. If a fixed-activity is employed, patients are almost
always given low amounts of the radionuclide in order to avoid harmful effects to normal
tissue. So, only a small fraction of patients receive optimal care. Therefore, there is
an increasing necessity for developing accurate and precise methods for individualized
patient dosimetric estimation [9].
So, it is not surprising that the new European Council Directive 2013/59 [62] man-
dates dosimetry-based treatment planning for radiopharmaceutical therapies. Article 56
states that ‘For all medical exposure of patients for radiotherapeutic 1 purposes, expo-
sures of target volumes shall be individually planned and their delivery appropriately
verified.’
Monte Carlo method appears as the most advanced technique for this purpose. Many
dosimetry tools capable of voxelized dose calculations have been developed, such as the
EGS-based 3D-RD code [112], the OEDIPE tool [113] based on the MCNPX code, soft-
ware based on the MCNP-4B code [114], the DPM program [115], other tools based on
GEANT4 code as VIDA software [116], MCID tool based on MCNP5 [117] and programs
based on FLUKA code [118]. This study implement Monte Carlo methodology utiliz-
ing the PENELOPE/penEasy MC code with the final goal of estimate individualized
internal dosimetry in nuclear medicine patients’ undergone PET/CT or SPECT/CT
images.
6.2 PENELOPE/penEasy for Monte Carlo Simulations on
Nuclear Medicine Images
To perform 3D patient-specific absorbed dose calculation by MC simulation is required:
(a) the spatial distribution of tissue density and composition taking into account CT
data, (b) cumulated activity at the voxel level as input data, provided by the functional
images associated with the information coming from biokinetics studies. The workflow
diagram in figure 6.1 shows an overview of the method proposed with key components
and inputs. The general idea of the method is to use the acquired hybrid image, from
which a series of files will be created specifying the anatomy of the patient and the
distribution of the injected radiopharmaceutical. These files are placed as input files of
the PENELOPE/penEasy MC code. From the output file we will obtain the patient’s
1According to the Directive (article 4, definition (81)) ‘radiotherapeutic’ means pertaining to radio-
therapy, including nuclear medicine for therapeutic purposes.
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dose distribution map and the subsequent dose image, finally if a dynamic study is
provided the total accumulated dose at the organ or voxel level will be estimated. This
process is detailed in the next sections.
Figure 6.1: Workfkow diagram of the method proposed to perform 3D patient-specific
absorbed dose calculation.
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6.2.1 Input Files Development
6.2.1.1 Geometry and Materials
From CT images can be derived the tissue mass density and the elemental composition,
so CT data need to be conveniently interpreted and imported in the code. Routines
have been developed in MATLAB (version 7.5, R2007b) environment to convert the CT
number (expressed in Hounsfield Unit, HU) into the corresponding material medium
(density and composition).
The routine divides the HU range into several intervals and assigns the density
and material to each interval based on a specific calibration of the CT scanner. The
calibration curve could be configured by the user for their specific CT scanner. The
automatic material assignment only assigns biological materials to voxels. Based on
their mass density, voxels will be assigned lungs, water, muscle and bone. The list of
supported materials with associated density ranges is provided in table 6.1.
Table 6.1: Material mass densities in the automatic CT to material conversion.
Material Density [g/cm3]
(ICRP 1975) Low High
Lung 0.00 0.59
Water 0.59 1.01
Muscle, skeletal 1.01 1.075
Bone 1.075 6.00
The CT number of any voxel is given as below which is represented in Hounsfield
units (HU):
CTNumber(HU(x, y, z)) = 1000
µt(x, y, z)− µw
µw
(6.1)
Where x, y, z is the coordinate of a voxel, µt and µw are the linear attenuation
coefficients of tissue in a voxel (x, y, z) and water, respectively.
The output CT data is listed in a format readable by the PENELOPE/penEasy MC
code (Geometry file). The voxelized Geometry file representing the patient are imported
in PENELOPE/penEasy by means of a set of routines called penVox with the same
size as the CT image. PenVox accepts a list of voxels as input, each one characterized by
a material index (which univocally identifies a material in the PENELOPE/penEasy
system) and mass density. Figure 6.2 shows a workflow diagram of the steps to follow
to obtain the patient’s voxelized anatomy.
The morphological image is also employed to delineate organs of interest. It can be
used any image tool that is available, for instance MRIcro software [97],that allows the
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Figure 6.2: Workfkow diagram to obtain voxelized Geometry file.
delineation of ROIs and save the output image of the organ as the same format as CT.
A new routine was created focused on merge all the output ROI images in a single one
identifying each organ with an integer number. Later, the merged ROI image data is
listed in a file that relates voxels to the organ to which they belong (Voxel-ROI file). A
block diagram in figure 6.3 shows this procedure.
Figure 6.3: Workfkow diagram describing the process to obtain radiation source file.
6.2.1.2 Radiation Source
SPECT or PET images are obtained by administering a tracer amount of radiopharma-
ceutical labelled with a gamma/positron emitting isotope. In order to know the posi-
tion of the beta particle emitted, functional images are used to estimate the cumulative
probability density functions that the positron annihilation (for beta-plus radiopharma-
ceuticals) with the appropriate electron (from the patients’ body) or gamma emission
(for beta minus-gamma radiopharmaceuticals) has occurred in each voxel. Dedicated
MATLAB routines have been developed in order to convert the SPECT or PET im-
ages into a source distribution readable by PENELOPE/penEasy MC code. The first
step of the routines is reading the image and assigne a frequency of each voxel that
annihilation occurs, being proportional to its relative counts with respect to the total
image counts. Then, probability vector is ordered and cumulative probability vector is
created. In a second step of the routines, the Voxel-ROI file that has been obtained
from the merged ROI image is used to relate voxel index, cumulative probability density
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function and organ; these data are listed in a format readable by the MC code. So, this
output test file (Source file) describes the source model, in this case is the own body
of the patient, relating voxel with the ROI who belongs and the probability that the
annihilation was produced in that voxel. Figure 6.3 shows detail the detailed process to
follow for obtaining the source file.
6.2.2 Monte Carlo Dose Calculations
Simulations were done with the PENELOPE code (version 2011) [67] and penEasy
(version 20120601) [68] was used as the main program. More details regarding the code
were given in section 3.xx In the penEasy main program is indicated the source model,
the geometry model, the tallies (i.e. quantities of interest in the simulation) and variance
reduction techniques.
penEasy includes two configurable source models, of which only one can be activated
by simulation. The Box Isotropic Gauss Spectrum (BIGS) source model allows defining
volumetric sources limited by quadric surfaces, and in the limit case, point sources.
Photons, electrons or positrons can be configured with an energy emission spectrum, or
with a spectrum defined by a Gaussian function. The second source model is the PSF
(Phase-Space File) reads the initial state of the particles to be simulated from an external
phase space file, generally created by the main program in a previous simulation.
For our purpose, the PENELOPE/penEasy routine BIGS was modified to import
the source file described in 6.2.1.2 and select the voxel for the starting position of each
decaying particle. This information is used as PENELOPE/penEasy input file. So,
instead of randomly placing events in the source region to create a uniform activity
distribution, evens are generated voxel-by-voxel based on the source map derived from
functional images. Within each voxel, events are assumed to be uniformly distributed,
with randomly selected position and direction vectors.
In the used version of penEasy (v.20120601), the isotope to be simulated is indicated
in the input file from the corresponding energy emission spectrum (energy and probabil-
ity) previously calculated. The corresponding beta spectrum has to be estimated with
tools as EDISTR, a computer program to obtain a nuclear decay data base for radiation
dosimetry [119]. This software applies the Fermi theory of beta decay [120]. However,
there is a testing version of penEasy (in 2017 a non public version), where disinte-
gration schemes of several isotopes are included according to the Laboratoire National
Henri Becquerel (LNHB)2with an specific subroutine called penNuc. LNHB, located on
2http://www.lnhb.fr/en/
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Paris, is a Metrology Laboratory in the field of ionizing radiation. Results from both
penEasy versions are detailed in section 6.3.3.
The geometry model file obtained in subsection 6.2.1.1 is indicated in the input file,
as well as the considered output file, voxel dose distribution tally. Figure 6.4 shows a
block diagram of this MC simulation process.
Figure 6.4: Workfkow diagram describing the process to obtain the voxel dose distri-
bution output file.
6.2.3 Absorbed Dose Map
As a result of the simulation with PENELOPE/penEasy MC code, an output file
corresponding to a dose distribution map at the voxel level is obtained, together with its
statistical uncertainty. New routines in the MATLAB environment were developed in
order to process the output file. Firstly, the voxel dose distribution file is read and then,
rewritten in a new format to load it into the routine that convert the absorbed dose data
file to an image of absorbed dose (figure 6.5). Moreover, this routine allows obtaining
information from different parameters of interest, the user can request: cumulative dose
in each organ, maximum and minimum voxel values, standard deviation and organ
volume (figure 6.6). Sometimes, especially when are used PET/CT techniques for the
study of new radioligands, we do not have a static image but we have a dynamic study.
In this case, images at different time points after administering the radiopharmaceutical
are acquired, so we can obtain ROI quantitative information over time.
Figure 6.5: Block diagram describing the process to obtain the absorbed dose image.
If a dynamic study is provided, a specific routine allows obtaining the cumulative
total absorbed dose due to the radiopharmaceutical in the organs of interest for the
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Figure 6.6: Workflow diagram describing the process to obtain the total absorbed
dose map.
user. We need the dose distribution map for each of the images acquired throughout the
dynamic study, that is, for each frame we will apply the process described up to now.
If we graphically represent the absorbed dose values in each time point considered,
we find N points corresponding to N frames. So, for each ROI a time-activity curve
(TAC) is drawn. In section 1.8 it was described the time-integrated activity coefficient
(ã(rs, TD)) over time as a parameter of interest. This coefficient measures the number
of disintegrations per unit of activity injected, and it is defined as the area under non
decay-corrected time-activity curve divided by the injected activity. For our purpose,
the parameter of interest is the cumulated total dose in each organ in a dynamic study,
i.e. only the area under the time-activity curve. In order to estimate the total absorbed
dose the trapezoidal rule was applied. Area under the time-activity curve for each region
was determined by trapezoidal integration plus physical decay for the tail of the curve
after the last acquired time point.
Trapezoidal Rule
The trapezoidal rule is a numerical method that approximates the value of a definite
integral. We consider the definite integral by the equation:∫ b
a
f(x)dx (6.2)
where f(x) is the integrand, a is the lower limit of the integrand and b is the upper limit
of the integrand.
Trapezoidal Rule is based on the Newton-Cotes Formula [121] that states if one
can approximate the integrand as an nth order polynomial. Then the integral of that
function is approximated by the integral of that nth order polynomial.
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Trapezoidal Rule assumes n=1, that is, the area under the lineal polynomial:∫ b
a
f(x)dx = (b− a)[f(a) + f(b)
2
] (6.5)
In the time-activity curve the trapezoidal rule approximates the area under the curve
as the sum of the areas of the trapezoids that are formed, extrapolating the last point
to infinity (figure 6.7). From scan start to scan end, the area is described as the sum of






In order to extrapolate the last point to infinity we integrate the disintegration










where λ is the decay constant.
Taking into account the definition of the λ as its probability of decay per unit time,





Figure 6.7: Trapezoidal rule is applied in order to estimate the area under the time-
activity curve.







where T1/2 is the half-life of the nucleid.
Figure 6.6 shows the steps that follows the MATLAB routine develop for a dynamic
study analysis. Firstly, TACs file is created with the mean dose values of the organs or
voxels of interest (as requested) and the respective time points of the dynamic study.
Then, area under each TAC is estimated as it was described in previous section (trape-
zoidal rule). The output file gives us cumulative total dose in organ or voxel level.
6.3 Application to a Theoretical Case
In order to validate the developed routines, we have used simulated PET images where
the activity of the radiopharmaceutical is well known. The details of the study of these
simulated PET images were described in Chapter 4.
6.3.1 Geometry and Source Specifications
Patient anatomy was represented by the voxelized Zubal phantom with a resolution
of 128 × 128 × 352 mm3 and a voxel size of 5.47 × 5.47 × 3.34 mm3. This phantom
represents the CT of the study and it was used to create the geometry file for simulation.
Simulations materials were changed to the mass densities of lungs, water, muscle, bone
and air. Table 6.1 provides the list of materials and associated density considered.
Kinetic patient was represented by the simulated PET images described in subsec-
tion 4.2.2. Nine acquisitions over time performed the PET simulated dynamic study.
Developed routines (fig. 6.3) were applied to each acquisition; nine output source files
were obtained. Each file defines voxel, ROI which it belongs and probability density
function that the positron annihilation was produced in that voxel.
6.3.2 Monte Carlo Dose Calculations
Simulations were performed for [11C]GSK931145 biodistribution, one of the radionu-
clides studied in Chapter 4, the energy emission spectrum of [11C] was introduced in
penEasy main program. As regards radiation transport, for the total dose calcula-
tion (beta+gamma) were considered. To calculate separately the photon contribution,
an additional simulation was carried out disregarding electron/positron transport, and
setting the kinetic energy of positrons to 10 keV.
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For total dose calculations, absorption energy for electrons, positrons and photons
(Ee−;e+;ph) was set to 960 keV (e
−and e+) and 10 keV (ph). It was considered that
positron energy is absorbed in the voxel itself. As for the rest of simulation parame-
ters we set: C1 = C2 = 0.1, WCC = E
e−;e+
abs and WCR = E
ph
abs. No variance reduction
techniques were implemented. An approximate total number of 5E11 histories were
simulated for each frame, calculations for the 9 frames were split into 9 separate statis-
tically independent simulations that ran in parallel on 9 separate CPUs. A statistical
uncertainty around 1% was achieved in each voxel. The time needed for simulation
was around 72 hours, it can be pointed out that could be reduced with the increasing
availability of powerful computers.
The particles path simulated and energy deposition was scored at the voxel level
and converted into absorbed dose per simulated history. The output was a text file
providing the absorbed dose/disintegration voxel by voxel, together with its statistical
uncertainty. Dose distributions calculated by PENELOPE/penEasy MC simulation
included self-doses as well as the cross-doses from all source organs.
The ROIs considered were: liver, heart, kidneys, lungs, small intestine and brain.
The absorbed dose obtained with the OLINDA/EXM software (see section 4.4.3 ) was
corrected by the mass, due to the anatomical difference between the phantom that
OLINDA/EXM uses and the Zubal phantom considered in this study. Finally, the mean
organ doses calculated using MC were compared to the organ doses calculated using
OLINDA/EXM by finding the percentage difference between doses estimated by each of
these methods.
6.3.3 Results
Slices of the resulting AD images in nine different time points after [11C]GSK931145
administration are shown in figure 6.8 . As it was expected, images show high activity in
the liver which is the critical organ and activity in the contents of the stomach and small
intestine due to the route of clearance of the simulated biodistribution was intestinal.
Figure 6.8: Sagittal view of the AD images of the Zubal phantom after 2.4, 6.6, 10.4,
16.2, 22.1, 31.9, 41.8, 59.9 and 85.7 minutes from the radiopharmaceutical administra-
tion.
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Figure 6.9 shows the total organ doses calculated by OLINDA/EXM and the mean
doses calculated with PENELOPE/penEasy MC simulation, both for the case of pho-
tons and beta particles, and for only photonic contribution. In the comparison six
regions were considered: liver, heart, small intestine, kidneys, lungs and brain.
Figure 6.9: Absorbed doses in different ROIs calculated by Monte Carlo simulation
and OLINDA/EXM software. It was considered photons and beta particles contribution
and only photons contribution.
Both versions of PENELOPE/penEasy MC simulations gave us equivalent results.
The mean doses calculated with penNuc were 22% lower. Thus, considering that the
one that uses EDISTR and penNuc had a similar pattern, from now on EDISTR will be
used for comparison purposes.
Liver and heart were considered in this study as the source organs with the high-
est cumulated activity, where self-irradiation is the dominant contribution to the total
dose. Liver percentage differences between Monte Carlo code and OLINDA/EXM doses
were −11.16% considering photons and beta particles contribution and −31.35% for
only photons contribution. These results are concordant with other studies as Momen-
nezhad et.al , who compared absorbed doses calculated with GATE MC simulation and
MIRDOSE [122]. They reported percentage differences between GATE MC code and
MIRDOSE doses until 24.3% in the liver region. Grimes et.al reported percentage dif-
ferences between EGS MC code and OLINDA/EXM patient-specific S values for liver
self-irradiation ranging from 1.8 to 7.3 (using 90Y ) or from −2.3 to 1.3 (using 131I) [123].
There was not good agreement regarding the heart or kidneys. The large discrepan-
cies between OLINDA/EXM and Monte Carlo can be explained by the differences in the
specific-anatomy used in each case. Mass heart differences between the phantom used
in OLINDA/EXM and the Zubal phantom were 88% and 65% for heart and kidneys,
respectively.
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Lungs region was considered as an example of a large organ and a not uniform tissue
medium as it could be the liver region, the percentage differences between Monte Carlo
code and OLINDA/EXM doses were 41.64% (ph + β) and 2.32% (ph).
Regarding more distant organs, small intestine is a target organ at a medium distance
from the source organs considered in this study. Percentage differences values were
23.84% (ph + β) and −21.28% (ph). In the case of the brain, it is a target organ
farther from any source organ. It has practically no activity due to self-irradiation, so
the absorbed dose comes from cross-irradiation. Percentage differences were 26.48% (ph
+ β) and 30.76% (ph).
6.4 Conclusions
Specific routines were developed to be applied together with the PENELOPE/penEasy
MC code to perform patient-specific image-based 3D dosimetry by simulating loaded
PET/CT or SPECT/CT images. The simulation generates voxel-level absorbed dose
maps which include self- and cross-irradiation doses. In addition, information on differ-
ent parameters can be acquired: cumulative organ dose, maximum and minimum voxel
organ values, volume of the organ and dose-volume histograms.
The technique described in this chapter was applied to a theoretical study using
simulated PET images of a voxelized Zubal phantom. The results were benchmarked
with the ones obtained using the OLINDA/EXM software.
The comparison was in good agreement in those organs were both phantoms con-
sidered, Zubal for MC simulation and the reference adult for OLINDA/EXM, were
close. Largest differences were observed when sources and targets are distant; it could
be expected for photons in a context of cross-irradiation. So, it has to be considered
for radiopharmaceuticals with high energy photons where the contributions of cross-
irradiation are more significant. However, the major discrepancies were observed for
those organs which substantially differ in both models.
OLINDA/EXM is not the best option tool for patient-specific dosimetry when patient
anatomy differs from the geometric modeling of the software. Patient anatomy has a
large impact in the absorbed dose calculations. The greater the anatomical variation,
the greater the differences in dose estimation.
The internal dosimetry toolkit presented in this work offers a novel method using
PENELOPE/penEasy MC simulation, to provide patient-specific internal dose estima-





The aim of this thesis was to optimize radiation dose estimations in diagnostic and ther-
apeutic nuclear medicine procedures. The improvement has been achieved analyzing
classical methods commonly used for estimating internal dosimetry and by implemen-
tation of patient-specific toolkit to perform image-based 3D dosimetry by simulating
loaded PET/CT or SPECT/CT images.
Accuracy of the current radiation exposure estimation methods was assessed in Chap-
ter 4. This estimation is based on biodistribution and dosimetry studies, where the main
study aspects related to this accuracy are ROI delineation methods and reconstruction
algorithms. Other features such as the biokinetic of the radiopharmaceutical and the
scatter correction were taking into account. So, it was developed a gold standard to
which compare the delineation methods to study: antero-posterior compressed images
(AP), subsample of the organs (S) and whole-organ (W). It was concluded that:
 ED estimations were sensitive to whichever delineation ROI method was applied.
 Subsampled organ method showed the best balance between quantitative accuracy
and practical implementation.
 Biokinetics of the radioligand influences in the ED estimation.
 Radioligands with an intestinal route of excretion overestimate ED in planar meth-
ods due to the involved organs.
 Similar quantitative accuracy was found either with FBP (2D and 3D) and OSEM
reconstruction methods.
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 Full scatter correction and single scatter correction showed comparable quantita-
tive accuracy.
Moreover, the same pattern related to accuracy was found when using full scatter
correction and single scatter correction.
Inter- and intra-operator variability of currently used dose calculation procedures
was assessed in Chapter 5. It was provided for first time (to the best of our knowledge)
insight into the impact of operator variability in dose estimations. It was concluded
that:
 3D methods showed higher reproducibility in comparison with 2D planar method.
 AP method showed the highest inter-operator variability, which implies an over-
estimation of the ED.
 Subsampled organ method showed the best balance between quantitative accuracy,
inter- and intra-subject variability and practical implementation.
The implemented patient-individualized model presented in Chapter 6, yielded a
promising method in terms of internal dosimetry estimations. Specific routines were
developed to be applied with the PENELOPE/penEasy MC code to perform patient-
specific image-based 3D dosimetry. Voxel-level absorbed dose maps which include self-
and cross-irradiation doses were generated from the morphological and functional patient
images. The information of other parameters of interest was reported, such as cumulative
organ dose, maximum and minimum voxel organ values, volume of the organ and dose-
volume histograms. The model implemented was applied to a theoretical study using
simulated PET images of a voxelized phantom. The results were benchmarked with the
ones obtained using the OLINDA/EXM software. It was observed that OLINDA/EXM
is not the best option tool for internal dose estimates when patient anatomy differs from
the geometric modeling incorporated in the software. So, patient anatomy has a large
impact in the AD calculations. The internal dosimetry toolkit presented in this work
offers a novel method using PENELOPE/penEasy MC simulation to provide patient-
specific internal dose estimations.
7.2 Applications
The present work offers new insights on the optimal way to use the classical methods
of internal dosimetry. In particular, the optimal way to delineate reference regions and
the impact of different reconstruction and correction methods.
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A second important application of this thesis is the field of theranostic with the
distribution of a targeting agent labelled with a gamma or positron emitting isotope can
be measured using SPECT and PET, respectively. Subsequently, the targeting agent
can be labelled with an alpha or beta (β−) emitting isotope (e.g. 177Lu, 131I, etc.)
and used for radionuclide therapy. This is the case of several compounds currently used
for oncological treatment [124]. In this context, the results of this thesis provide an
excellent tool to perform patient-specific internal dosimetry in order to provide optimal
effective dose. Thus, the internal dosimetry toolkit presented in this work also offers
a powerful tool to assess the value of potential new theranostic agents and in this way
encouraging further development in humans. Conversely, this tool may also help to take
the decision to discontinue the development of a theranostic agent that do not deliver
enough radioactive dose to the target and probably lacking efficacy.
7.3 List of Publications
This thesis work has give rise to several oral presentations and posters in conferences
and a paper submitted to journal.
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in National Congress of the Radiation Protection Spanish Society and the Medical
Physics Spanish Society (SEFM & SEPR). June 2017, Girona, Spain.
 López-Vilanova N., Pav́ıa J., Duch M.A., Catafau A., Ros D., Bullich S. Impact
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C. Halldin, A. Varrone, and S. J. Mo, “Whole-body biodistribution and dosimetry
of the dopamine transporter radioligand 18f-fe-pe2i in human subjects,” Journal
of Nuclear Medicine, vol. 59, no. 8, pp. 1275–1280, 2018. [Online]. Available:
http://jnm.snmjournals.org/content/59/8/1275.abstract
[109] C. C. Watson, D. Newport, and M. E. Casey, A Single Scatter Simulation Tech-
nique for Scatter Correction in 3D PET. Dordrecht: Springer Netherlands, 1996,
pp. 255–268. [Online]. Available: https://doi.org/10.1007/978-94-015-8749-5 18
[110] Y. H. Na, B. Zhang, J. Zhang, P. F. Caracappa, and X. G. Xu, “Deformable adult
human phantoms for radiation protection dosimetry: anthropometric data repre-
senting size distributions of adult worker populations and software algorithms,”
Physics in medicine & biology, vol. 55, no. 13, pp. 3789–811, jul 2010.
[111] L. D. Clark, M. G. Stabin, M. J. Fernald, and A. B. Brill, “Changes in radiation
dose with variations in human anatomy: moderately and severely obese adults,”
Journal of nuclear medicine : official publication, Society of Nuclear Medicine,
vol. 51, no. 6, pp. 929–32, jun 2010.
[112] A. R. Prideaux, H. Song, R. F. Hobbs, B. He, E. C. Frey, P. W. Ladenson, R. L.
Wahl, and G. Sgouros, “Three-dimensional radiobiologic dosimetry: Application
of radiobiologic modeling to patient-specific 3-dimensional imaging-based internal
dosimetry,” Journal of Nuclear Medicine, vol. 48, no. 6, pp. 1008–1016,
2007. [Online]. Available: http://jnm.snmjournals.org/cgi/doi/10.2967/jnumed.
106.038000
[113] S. Chiavassa, M. Bardiès, F. Guiraud-Vitaux, D. Bruel, J.-R. Jourdain, D. Franck,
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[117] A. V. Gil, M. A. C. Pérez, and L. A. T. Aroche, “MCID : Herramienta Dosimétrica
personalizada para simular estudios voxelizados con MCNP5,” 2013.
[118] F. Botta, A. Mairani, R. F. Hobbs, A. V. Gil, M. Pacilio, K. Parodi, M. Cremonesi,
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