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In Fig. 2 of a recent Letter [1], Dabelow and Reimann
compare their relaxation theory to data from Trotzky et
al.’s quantum simulator experiment [2], finding an unex-
pected discrepancy. I explain this by pointing out that
the quasi-local observable measured in the experiment is
affected by the presence of a harmonic trapping potential
[2] that is unaccounted for in the analytic calculation. I
support this claim with quasi-exact numerics, and show
that the theory gives accurate results if compared to a
more appropriate local observable.
In their Examples section [1], Dabelow and Reimann
consider the Bose-Hubbard model (Eq. 6 of the Letter)
for an infinite chain with onsite interaction energy U and
hopping amplitude J . On the other hand, Trotsky et
al. simulate a finite Bose-Hubbard chain in the presence
of an external harmonic trap of strength K [2]. In Fig.
2 of the Letter [1], the authors consider the observable
A = nˆ1. Translational invariance means this can be taken
as the density of any initially unoccupied (“odd”) site.
The experimental data from Trotzky et al., however, are
the ensemble average of the “odd-site population” nodd
for a number of chains with different total particle num-
ber N [2]. No expression for nodd is given in Ref. [2], but
it is reasonable to assume [3] nodd =
∑
j∈odd 〈nˆj〉/N ,
as in Refs. [4, 5]. While nodd = 〈nˆ1〉 in a translation-
ally invariant setting [6], this does not hold for Ref. [2].
Boundary [6] and ensemble averaging [2] effects are small
for the times considered here, but that of a trap can be
significant [6].
Figure 1 shows numerical results for nodd and 〈nˆ1〉
computed using a novel variant [8] of the time-evolving
block decimation (TEBD) algorithm [9, 10]. To minimize
the effects of the trap, n1 = 〈nˆ1〉 is taken to be the density
of the most central odd site. The computed results for n1
with K 6= 0 differ from those for n1 and nodd with K = 0
(not shown) by . 3% for the times shown. However, it is
clear that nodd is far more sensitive to the presence of the
trap. My plots of n1 should thus be a more appropriate
benchmark for the relaxation theory. Indeed, the numer-
ics for n1 show excellent agreement with the theory for
U = 9.9910, but deviate for smaller U . This is consistent
with the trend seen in Fig. 1 of the Letter [1], in contrast
to its Fig. 2. The close match between theory and exper-
iment for small U and K is also worth noting. Trotzky et
al. point out that their tight-binding assumption breaks
down for small U [2], which suggests the relaxation the-
ory may better describe the Bose-Hubbard model with
U = 2.442, K = 0.010
U = 3.604, K = 0.013
U = 5.167, K = 0.017
U = 9.910, K = 0.029
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FIG. 1 (color online). n1 and nodd for a 121-site chain with 43
particles computed using the parameters from Ref. [2], com-
pared with the theoretical and experimental [7] values given
in Fig. 2 of the Letter [1] (with the same vertical shifting).
next-nearest neighbor hopping in this regime.
Incidentally, my results for nodd disagree with the nu-
merics presented by Trotzky et al. in their Supplemen-
tary Fig. 2 [2]. These can, however, be reproduced using
values of K that differ from Refs. [2, 7]. This may par-
tially explain the discrepancy found in Fig 2d of Ref. [2].
To independently validate my results, I carried out the
same simulations using TEBDOL [5].
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