Abstract. The productive sector of the economy, represented by a single firm employing labour to produce the consumption good, is studied in a stochastic continuous time model on a finite time interval. The firm must choose the optimal level of employment and capital investment in order to maximize its expected total profits. In this stochastic control problem the firm's capacity is modelled as an Itô process controlled by a monotone process, possibly singular, that represents the cumulative real investment. It is optimal to invest when the shadow value of installed capital exceeds the capital's replacement cost; this threshold is the free boundary of a related optimal stopping problem which we recast as a stopping problem without integral cost, similar to the American Option Problem. Then, under a regularity condition, we characterize the free boundary as the unique solution of a nonlinear integral equation.
Introduction
Irreversible investment problems have been studied widely in the economic literature, cf. [10] and the references therein. In these models, the producers of the goods, the firms, make decisions regarding labour levels and capital investment strategies. Most of the models are restricted to infinite horizon. For example, Abel and Eberly, [1] , provide an explicit solution of an irreversible investment problem in a continuous time Markovian setting, where the control processes are investment rates. Bertola, [4] , L. H. R. Alvarez, [2] , Riedel and Su, [17] , propose models with deterministic dynamics and profit rate influenced by a stochastic parameter process. [4] exploits the connection with the optimal stopping problem of deciding when capital should be installed, whereas [17] uses a connection with backward stochastic differential equations while allowing both infinite and finite horizon. [2] allows a more general stochastic parameter process than [4] .
In the mathematical economics literature some reversible investment problems are formulated as singular stochastic control problems. We cite, among others, X. Guo and H. Pham, [11] , A. Merhi and M. Zervos, [14] in the infinite horizon case, and S. Hamadene and M.Jeanblank, [12] , in the finite horizon case.
A more extensive review can be found in [5] where irreversible investment problems and their corresponding optimal stopping problems are linked respectively to the q theory of investment and to the theory of options, i.e. the option value of waiting. Of particular interest is the work of Baldursson and Karatzas, [3] . They show that the solution of the myopic investor's problem, which can be solved in terms of stopping rules involving the Snell envelope, leads to a solution of the "social planner's" problem; the latter is equivalent to the optimal irreversible investment problem facing a firm. These results motivated us to study in [5] , [6] an irreversible investment problem that is closely linked to the present work. Aside from generalizing the setting of [5] , we provide details for the results of [6] . We introduce a model of a firm that produces one good using labor L(t) and utilizing production capacity (capital) C(t), a geometric Brownian motion controlled by a non-decreasing process ν(t) representing the cumulative investment. We postulate a production function R(C, L) and a given wage process w(t). The firm chooses L and ν to maximize profit over a finite time interval, i.e. 
R(C(t), L(t)) − w(t)L(t)] dt
where G is the scrap value of the production facility and µ F (t) is a random discount factor.
In Section 2 we formulate the problem precisely and using convex analysis we find a function I R A (C,·) (w) that will provide the optimal labor for given C and w. This reduces the problem faced by the firm to a maximization over ν only. In Section 3 we establish existence and uniqueness of the optimal investment processν. Under Markovian assumptions and some additional restrictions we show thatν(t) is continuous on (0, T ] with a possible initial jump and is singular as it activates at the free boundary where the shadow value of installed capital exceeds the capital's replacement cost. In Section 4 we find an algorithm to find this free boundary when the production function is of the Cobb-Douglas type and the scrap value is constant. To this end we find an optimal stopping problem with no integral cost nor scrap value whose solution is given by the above free boundary. The similarity with the American Option Problem is exploited to find an integral equation for the free boundary if the latter is continuous. We conclude with a numerical example. The Appendix contains a technical result on convex analysis.
The Firm's Investment Problem
In this paper the firm represents the productive sector of an economy with finite horizon T modeled on a complete probability space (Ω, F , P ) with filtration {F t : t ∈ [0, T ]}, which is the usual augmentation of the filtration generated by an exogenous n-dimensional Brownian motion {W (t) : t ∈ [0, T ]}. The firm produces a single kind of perishable consumption good at rate R(C, L) when its capacity is C and it employs L units of labour.
The capital invested on the time interval [0, t] for research, product development and plant retooling or expansion is denoted by a process ν(t) almost surely finite, left-continuous with right limits (lcrl), non-decreasing and adapted. The irreversibility of investment is expressed in the non-decreasing nature of ν. The corresponding capacity is denoted by C y,ν (t) and is assumed to satisfy
where µ C , σ C and f C are given bounded, measurable, adapted processes, f C being continuous with 0 < k f ≤ f C ≤ κ f and µ C ≥ 0. f C is a conversion factor in the sense that each unit of new investment is converted into f C units of capacity (it includes, for example, the cost of raising new equity).
It is convenient to define 
Recall from convex analysis (cf. [18] ) that if u is a function IR n → [−∞, ∞), then the (effective) domain of u is dom(u) := {x|u(x) > −∞} and im(u) := u(dom(u)). The function u is (strictly) concave if it is (strictly) concave on dom(u) (assumed to be non-empty). This makes the function a proper, concave function in the terminology of convex analysis. The supergradients of u at x are all y ∈ IR n such that for all z one has u(z) − u(x) ≤ (z − x) y. The set of all supergradients of u at x is called the supergradient set or the superdifferential and is denoted by ∂u(x). The (effective) domain of ∂u(x) is dom(∂u) := {x|∂u(x) = ∅}. The (concave) conjugate function of u is defined as
Also, a set B is affine if it is the translate of a subspace of IR n , including {0} and IR n ; int(B) denotes the interior of the set B, cl(B) denotes its closure, aff(B) denotes its affine hull (i.e. the smallest affine set containing B), and ri(B) denotes the relative interior of B, i.e. the interior of B relative to aff(B).
The production function R(C, L) of the firm is a function of the capacity C and of labour L employed. For R(C, L) we make the following assumptions, cf. [7] .
Assumption 1:
(
is upper semicontinuous, concave, non-decreasing and [0, ∞) 2 ⊂ dom(R); (ii) R is continuous and non-negative on [0, ∞) 2 ; (iii) R is twice continuously differentiable on int(dom(R)).
It follows that R is a closed proper concave function such that its supergradient is ∂R = ∇R on int(dom(R)) ⊂ dom(∂R).
Let κ L ∈ (0, ∞) be the labour supply and set
Assumption 2:
R is strictly increasing, strictly concave on int(dom(R)) ∩Ã.
Assumption 3: lim
For a given wage rate w ∈ [0, κ w ] and for each fixed C the manager of the firm will first choose L ∈ A to maximize profits. This leads to a reduced production functionR(C, w) that can be formulated in terms of conjugate functions as follows. Let R A (C, ·) denote R(C, ·) modified as −∞ off A and set
Assumptions 1 and 2 imply that [7] , Proposition 3.2 can be applied with
to obtain the optimal L as the supergradient of the concave conjugate function of R A (C, ·) denoted by I R A (C,·) (w) in [7] . The reduced production functionR(C, w) is the negative of the concave conjugate of R A (C, ·), hence is convex in w and, cf. Proposition 5.1 in the Appendix, strictly concave in C. We can establish a growth condition as follows. For any ε > 0, 
where κ ε depends on κ L , κ w and ε. This is the growth condition.
Once the reduced production functionR(C, w) is obtained, given a predictable, [0, κ w ]-valued wage process w(t, ω), the manager of the firm chooses the investment ν(t, ω) so as to maximize the expected total discounted production profits plus scrap value net of investment, i.e. he maximizes
Here t 0 µ F (r) dr is the manager discount factor and G(C y,ν (T )) is a scrap value associated with the firm at time T . We assume that µ F is a bounded, non-negative, measurable, adapted process withμ : The firm's optimal investment problem is
where S := {ν : left-continuous, non-decreasing, adapted process with ν(0) = 0 a.s.} is the convex set of investment strategies.
Notice that the strict concavity ofR(·, w), the concavity of G and the affine nature of C y,ν (t) in ν imply that J 0,y (ν) is concave on S, in fact it is strictly concave since f C ≥ k f > 0. Therefore, if a solution of the firm's optimal profits problem exists, it is unique. The following estimates are needed to handle the unboundness of the reduced production functionR.
Proposition 2.1 There exists a constant
Proof: According to (2.4) and (2.6), for every ε > 0 there exists κ ε , depending on ε, such that R(C, w) ≤ κ ε + εC and similarly G(C) ≤ κ ε + εC.
We now have
where we have interchanged the order of integration and used the fact that C o (t) is the product of a process bounded by 1 and an exponential martingale, i.e. C o (t) = e
Then the square bracket above is less than or equal to ε(T − t + 1)f C (t) − 1, hence less than or equal to −1/2 for ε sufficiently small since f C (t) ≤ κ f a.s. Now parts (a) and (b) of the Proposition follow. 2
Remark 2.2
We point out that Proposition 2.1 still holds if, instead of (2.6), we assume that the scrap value G : [0, ∞) → [0, ∞) is a concave, non-decreasing, continuously differentiable function with subaffine growth, i.e.
G(C)
with a o and b o non-negative constants.
In fact, by using
Solution of the Optimal Investment Problem
As in [5] , by using some results in [3] , we shall find the solution of (2.7) via the optimal stopping problem naturally associated to it. In fact, we define the opportunity cost of not investing until time t, when the initial capacity is y, by
hence we define the optimal stopping problem
where Υ[t, T ] is the set of stopping times τ with values in [t, T ]. We denote by Z y,T ( . ) a modification of Z y,T ( . ) with rcll paths; then we set Then we have 
Then (i)ν is the unique optimal control of the investment problem max
Proof: Since 0 ≤ J 0,y (0) then (ii) follows easily from (b) of Proposition 2.1 and the nondecreasing paths ofν.
; then it suffices to show that (3.5) holds if y = 0,ν ≡ 0. But the Gateau derivative of J 0,y (·) at 0 in the direction ν is
For (i) we transform the problem into "the social planning problem" of [3] and verify that the assumptions are met. This is done in [5] for a simpler case. In [3] the following variables occur:
), p, g, which we now define as
Notice that Proposition 5.1 in the Appendix implies that
(w(t))) (3.6) with I R A (C,·) (w) continuous in (C, w). Hence p(t, y) is continuous since w is. Moreover, p is strictly decreasing in y sinceR is strictly concave in its first variable. Now J of [3] becomes
. Hence if we find ν which maximizes J(y, . ) then the corresponding ν will be optimal for J 0,y . It remains to show that of [3] sinceR(C, w) and G(C) are not bounded, but J 0,y (ν) ≤ K J (1 + y) by Proposition 2.1 (Remark 2.2, respectively), and this is all that is needed in [3] , (4.3), (4.3) . So the arguments of [5] apply to establish the result. 2
Remark 3.2 If R is of the Cobb-Douglas type with zero shift, R(C, L)
(cf. the proof of (3.5)), so (3.5) fails; in fact C y,ν (t) > 0 for all t > 0. On the other hand, if µ F and µ C are constant and if R C (0, L) = R C (0) is labour independent (e.g. if (3.8)-(i) below holds), then (3.5) reduces tõ
a.e. a.s. (3.7)
So if y = 0 thenν ≡ 0, i.e. the production facility will not be built if the marginal return at zero capacity (the left side of (3.7)), hence at any capacity greater than zero, is never greater than the marginal cost of new capacity (the right side).
2
We now make some "Markovian" restrictions in order to obtain the continuity ofν(t).
Under Assumption- [M] we are in the setting of Section 4 of [5] but with scrap value. Then the capacity process starting at time t from y > 0 and controlled by ν
is F s−t -adapted and time-homogeneous since it may be identified with C y,ν (s − t), the process starting at time zero from y. It follows that the corresponding profit may be written in terms of C y;ν , that is
Hence the associated optimal stopping problem is Z y,T −t (0) (cf. (3.1)). We define v(t, y) := Z y,T −t (0), a rcll modification of Z y,T −t (0), hence up to a null set
Now a generalization of (4.8) of [5] to the case with scrap value implies that .11) i.e. v is the shadow value of installed capital, and
is optimal for v(t, y) (cf. (2.6) 2 , (2.8) 2 , (3.2), and [3] ).
Notice that if τ * (t, y) = 0 for some (t, y) with t < T , then τ * (t, z) = 0 for all z < y since R 1 C
and G are non-increasing. Hence we may define on {t < T },
Proposition 3.3 Under Assumption-[M] and Assumption-[G],
• v is non-increasing in y for each t, non-increasing in t for each y, and v ≤ 
•ŷ(t) is non-increasing;
• the optimal investment processν(t) is continuous on 0 < t ≤ T , except perhaps for an initial jump.
is a 1-dimensional Brownian motion in terms of which we have
now the arguments of Theorem 4.1 of [5] apply and show that the optimal stopping time of 
It is easy to see that v is non-increasing in y (in fact v(t, y) is strictly decreasing in y on y >ŷ(t)) and v ≤ We shall now show that v is also non-increasing in t. With t 1 < t 2 and τ ∈ Υ[0,
If we apply Itô's lemma to the term inside the last expectation,
. The bound (3.9)(i) on G guarantees that the stochastic integral has mean 0, soḡ(y, τ ) ≥ G (y). Hence
i.e. t → v(t, y) is non-increasing. As a consequence, for each y > 0, the set t ≥ 0 : 
the continuation region of problem (3.15) (see also [5] , (4.12)). The monotonicity properties of v established above imply that the left boundary of ∆ is a non-increasing curve in the (t, y)-plane and ∆ lies to the right and above this curve; in fact, the curve is graph(ŷ). 
An Algorithm for the Free Boundary
In this Section we work under Assumption-[M], we take the production function R 1 (C) to be of the Cobb-Douglas type, i.e. R 1 (C) = 1 α C α with 0 < α < 1. Finally, we specify the scrap value G(y) to be constant, i.e. G(y) = a o ≥ 0.
In order to find an algorithm for the free boundaryŷ(t) defined in (3.13), we reformulate the optimal stopping problem (3.15) into a stopping problem with no integral cost nor scrap value, as is the case for the American Option Problem. This is accomplished as follows.
Recall that Y y (t) = y e ∞) )-function, strictly increasing in t, strictly decreasing and convex in y, given by
and introduce the optimal stopping problem
The definition of H and the equation for ϕ linkv to the value function v of the optimal stopping problem (3.15); in fact, for t fixed,
Hence, by taking the inf over τ ∈ Υ[0, T − t], we obtain v(t, y) = v(t, y) + ϕ(t, y). (4.5)
As a consequence, the continuation region ∆ (cf. (3.19)) may be written in terms ofv, i.e.
∆ = {(t, y) ∈ [0, T ) × (0, ∞) :v(t, y) < H(t, y)} (4.6) and similarly for its t-section, i.e. ∆ t = {y ∈ (0, ∞) :v(t, y) < H(t, y)}.
Moreover, the optimal stopping time τ * (t, y) of v(t, y) (cf. (3.16)) is also optimal forv(t, y) since
and it is non-decreasing in y (cf. the discussion following (3.3)).
Proposition 4.1 The value functionv(t, y) of the new optimal stopping problem (4.4) has the following properties, [i]vv(t, ·) is non-increasing in y for all
[iii]vv(t, ·) is continuous in y on (0, ∞) for all t ∈ [0, T ], and
[v]v for t ∈ [0, T ), at points y ∈ (0, ∞) wherev y (t, y) exists, one has
, for all y ∈ (0, ∞).
Proof: Property [i]v follows from the analogous property of H(t, ·). To show [ii]v, recall that H(t, y) is convex in y for each t fixed since H(t, y) := ϕ(t, y)+(
is concave being the inf of concave functions. Now the continuity ofv in y follows from the concavity ofv(t, z α−1 ) and the continuity of
. Also, for x, y ∈ (0, ∞), we have the following estimate.
where we have used the definition of P and the equality (4.
1). Thus [iii]v follows.
From the above computation we also obtain 
Although [vi] v follows from Proposition 3.3, we give here a direct proof. Let t 1 , t 2 ∈ [0, T ) with t 1 < t 2 , take y > 0 and define τ 1 := t 2 − t 1 + τ * (t 2 , y). Then 0 ≤ τ 1 ≤ T − t 1 is admissible at (t 1 , y) and y) and the two terms involving
It follows thatv is continuous in t uniformly in (t, y)
∈ [0, T ] × [ε, ∞) for any ε > 0, hencê v is continuous in (t, y) ∈ [0, T ] × (0, ∞); that is, [viii]v holds. Finally, for t 1 < t 2 in [0, T ), the above inequality impliesv(t 2 , y) −v(t 1 , y) ≤ H(t 2 , y) − H(t 1 ,
y), and so [ix]v is proved. 2
We are now able to say more about the continuation region (cf. (4.6)).
Proposition 4.2 The following properties hold for the continuation region ∆. [i] ∆ For each t ∈ [0, T ), the t-section ∆ t of the continuation region is open in (0, ∞);
[ii] ∆ the t-section ∆ t of the continuation region is a semi-infinite interval; 
Now [ii]
∆ implies that ∆ t must have the form (ŷ(t), ∞) for some non-negative numberŷ(t).
Proposition 4.3 Letŷ(t) be the function representing the boundary of the continuation region ∆, then [i] bdyŷ (t) is non-increasing and left-continuous for t < T ;
[ii] bdyŷ (t) satisfies 0 <ŷ(t) for t < T ;
[iii] bdyŷ (T −) = 0.
Proof: For t ∈ [0, T ), ε > 0 small enough and for any δ > 0 we have 0 >v(t,ŷ(t)
. Therefore (ŷ(t) + δ) is in ∆ t+ε , hencê y(t + ε) ≤ŷ(t) + δ, but δ > 0 is arbitrary and we obtainŷ(t + ε) ≤ŷ(t). Now let t > 0 and ε > 0 small enough, thenŷ(t) ≤ŷ(t−ε) and henceŷ(t) ≤ lim ε↓0ŷ (t−ε) := y(t−). On the other hand,
It now follows from the definition of y(t) thatŷ(t−) ≤ŷ(t), and we concludeŷ(t−) =ŷ(t). Hence [i] bdy is proved.
To show thatŷ(t) > 0 assume the contrary, i.e.ŷ(t) = 0 for t < T . Then [i] bdy implies that
However H(t, y) =
We then have (cf. (4.6))
and we set
Theorem 4.4 The value functionv(t, y) of the optimal stopping problem (4.4) is the unique non-negative solution of the followingŷ-optimality conditions,
Proof: The proof of (1) - (6) is based on standard arguments. (3), (4) and (5) hold by construction; (6) follows by continuity in y.
To show (1) let (s, y) ∈ ∆ ∩ {t > 0}. For ε > 0 and y 1 < y < y 2 define the rectangle R = (s−ε, s+ε)×(y 1 , y 2 ) such that its closure cl(R) ⊂ ∆. Define ∂ • R := ∂R\[{s−ε}×(y 1 , y 2 )] of R and consider the initial-boundary value problem
Then by reversing time, t → T − t, this problem corresponds to a classical initial value problem with uniformly parabolic operator in R (due to s + ε < T and Proposition 4.3) and parabolic boundary ∂ • R. Hence the classical theory may be applied to obtain the unique solution f with f t , f y , f yy continuous. It remains to show that f coincides withv in R. Define the stopping time
)}, then the Markov property and the fact that Q-a.s. θ ≤ τ * (s, y), the optimal stopping time for (s, y), imply τ * (s, y) = θ + τ (θ) almost surely, where we have set
For (2) we proceed by contradiction. If at some (s, x) ∈ ∆ lef t ∩ {t > 0} we had −v t (s, y) − (L −μ)v(s, y) > 0, then the same inequality would hold in a ball B ⊂ ∆ lef t ∩ {t > 0} centered in (s, y), thanks to (4) and the smoothness of H. Nb.ŷ(s) > 0 since s < T. Hence the Itô formula applied to e −μt H(s + t, Y y (t)) up to the first exit time τ B of (s + t, Y y (t)) from B would give H(s, y) > E Q {e −μτ B H(s + τ B , Y y (τ B ))}, butv(s, y) = H(s, y) (again by point (4)) and we would contradict the definition ofv.
As for the uniqueness, let ψ(t, y) be another non-negative solution of (1) to (6) (with ∆ given byŷ). ε (t, y)) ) is a bounded martingale, hence by using (5) and (6) we obtain
since τ * (t, y) is optimal forv(t, y). Observe that 1 1 {τ ε (t,y)<τ * (t,y)} ↓ 0 almost surely as ε ↓ 0. Moreover, by (4.1) for p > 1
Hence by uniform integrability ψ =v on ∆ ε for any ε > 0, that is on ∆. 2
Corollary 4.5 The functionŷ(t) representing the boundary of the continuation region ∆ is bounded above, in fact
Hence U ⊂ ∆; that is, it is never optimal to stop before the process exits from U , i.e. when
We shall now show that the free boundary may be characterized as the unique solution of an integral equation in the spirit of [13] . Most of the arguments below are similar to those used by Jacka, [13] , for the free boundary of the American put, or more generally by Pedersen and Peskir [16] . However these arguments require the smooth fit property, i.e. guarantees that the one-sided y-derivatives ofv are defined and satisfyv y (t,ŷ(t)−) = H y (t,ŷ(t)) ≥ v y (t,ŷ(t)+) sincev(t, ·) = H(t, ·) on the complement of ∆ t and (v − H)(t, y) is non-increasing in y for t < T. For smooth fit it remains to showv y (t,ŷ(t)+) ≥ H y (t,ŷ(t)). Since wev is an inf rather than a sup as in the option problem we are unable to show this without further assumptions.
Assumption-[Cfb]
The free boundaryŷ(t) is continuous on [0, T ). Proof: We showv y (t,ŷ(t)+) ≥ H y (t,ŷ(t)). Fix t < T and setŷ :=ŷ(t), then for ε > 0 the inf inv(t,ŷ + ε) is attained at τ * ε := τ * (t,ŷ + ε) (cf. (4.7)) and this is non-decreasing in ε. Sov(t,ŷ + ε) is equal to E Q {e
Yŷ +ε (τ * ε ))}; now by subtractingv(t,ŷ) (a quantity less than or equal to
Hence if we divide by ε and take limits as ε ↓ 0 we get (cf. (4.1) and (4.2))
Notice that τ * ε ↓ τ o as ε ↓ 0, where τ o is the first time (t + ·, Yŷ(·)) hits the boundary of {(s, y) ∈ ∆ : s > t}. Nowŷ > 0 implies that the diffusion Yŷ is non-degenerate andŷ(t) =ŷ(t+) by assumption, therefore τ o = 0. So
a.s. Also, e
where K 1 is a constant depending on T − t since τ * ε ∈ [0, T − t], and standard inequalities imply that
. Hence
We point out that if the free boundary is continuous then, contrary to what we claimed in [5] , the smooth fit condition (4.11) holds also for the original v since v =v − ϕ. There are examples of solutions to optimal stopping problems where smooth fit fails, e.g. [15] . In our case the regularity of the data give no indication that Assumption [Cfb] should fail, hence we assume [Cfb], although we are not able to prove it.
Lemma 4.7 Under Assumption-[Cfb] the process
, is a martingale for s ∈ (0, T ) and y > 0.
Proof:
It follows from (1) and (4) 
and t ∈ (0, T ), whereas it equals zero for y >ŷ(t) and t ∈ (0, T ). By Lemma 4.6,v is C 1 in y due to the smooth fit property, so dM s (t) = e −μtv 
Proof: Asv(T, y) = H(T, y) for any y, then for h =ŷ, the above Lemma gives 
Then φ(T, y) = H(T, y). For fixed s
hence the process
is a martingale on [0, T − s]. As h is a solution of (4.14), then φ(s, y) = H(s, y) for y ≤ h(s).
The proof now follows along the same lines as that of [13] , Theorem 4.2.2.
Pick y > h(s) and define the stopping time τ := inf{t y) . On the other hand, for y ≤ h(s), we have φ(s, y) = H(s, y) ≥v(s, y). Therefore, φ(s, y) ≥v(s, y) for all s ∈ (0, T ) and y > 0. Now pick 0 < y ≤ h(s) ∧ŷ(s) (sov(s, y) = H(s, y) = φ(s, y)) and define the stopping time
and As above, it follows thatŷ ≥ h, hence h =ŷ almost everywhere, and so h ≡ŷ by leftcontinuity. On the other hand, for y ≤ŷ(t) we have V (t, y) = V (t,ŷ(t)) −ŷ (t) − y f C since V y = v = 1 f C here. In the above procedureŷ andv will usually have to be found numerically.
In [5] , Section 5 (cf. also [6] ) we calculated a curve y * (t) which was incorrectly identified as the free boundary. A discrete approximation of the integral equation (4.17) allows us to compare the free boundaryŷ(t) to y * (t). See Figure 1 whereŷ is denoted by y. 
