Benchmarking LES with wall-functions and RANS for fatigue problems in thermal–hydraulics systems  by Tunstall, R. et al.
Nuclear Engineering and Design 308 (2016) 170–181Contents lists available at ScienceDirect
Nuclear Engineering and Design
journal homepage: www.elsevier .com/locate /nucengdesBenchmarking LES with wall-functions and RANS for fatigue problems
in thermal–hydraulics systemshttp://dx.doi.org/10.1016/j.nucengdes.2016.08.022
0029-5493/ 2016 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
⇑ Corresponding author.
E-mail address: ryan.tunstall@manchester.ac.uk (R. Tunstall).R. Tunstall a,⇑, D. Laurence a, R. Prosser a, A. Skillen b
a School of MACE, The University of Manchester, Manchester M13 9PL, UK
b Scientific Computing Department, STFC Daresbury Laboratory, Warrington WA4 4AD, UK
h i g h l i g h t s
We benchmark LES with blended wall-functions and low-Re RANS for a pipe bend and T-Junction.
 Blended wall-laws allow the first cell from the wall to be placed anywhere in the boundary layer.
 In both cases LES predictions improve as the first cell wall spacing is reduced.
 Near-wall temperature fluctuations in the T-Junction are overpredicted by wall-modelled LES.
 The EBRSM outperforms other RANS models for the pipe bend.a r t i c l e i n f o
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K. Thermal Hydraulicsa b s t r a c t
In assessing whether nuclear plant components such as T-Junctions are likely to suffer thermal fatigue
problems in service, CFD techniques need to provide accurate predictions for wall temperature fluctua-
tions. Though it has been established that this is within the capabilities of wall-resolved LES, its high
computational cost has prevented widespread usage in industry. In the present paper the suitability of
LES with blended wall-functions, that allow the first cell to be placed in any part of the boundary layer,
is assessed. Numerical results for the flows through a 90 pipe bend and a T-Junction are compared
against experimental data. Both test cases contain areas where equilibrium laws are violated in practice.
It is shown that reducing the first cell wall spacing improves agreement with experimental data by lim-
iting the extent from the wall in which the solution is constrained to an equilibrium law. The LES with
wall-function approach consistently overpredicts the near-wall temperature fluctuations in the T-
Junction, suggesting that it can be considered as a conservative approach. We also benchmark a range
of low-Re RANS models. EBRSM predictions for the 90 pipe bend are in significantly better agreement
with experimental data than those from the other models. There are discrepancies from all RANS models
in the case of the T-Junction.
 2016 The Authors. Published by Elsevier B.V. This is anopenaccess article under the CCBY license (http://
creativecommons.org/licenses/by/4.0/).1. Introduction
The incident at the French Civaux PWR plant in 1998 (Stephan
et al., 2002), where a cooling pipe ruptured causing the release of
radioactive steam, is perhaps the most well known example of a
thermal fatigue problem in a nuclear plant. T-junctions, where
the mixing of hot and cold fluid causes wall-temperature fluctua-
tions, are particularly susceptible to this problem. In order to
address this safety concern, there is considerable interest in using
CFD to predict whether components are likely to suffer thermal
fatigue damage in-service.Most CFD studies of T-Junctions in the literature focus on sim-
ple geometries with well-developed inlet conditions; the recent
benchmarking of the Vattenfall T-Junction (Smith et al., 2013) is
one such example. These studies have established that wall-
resolved LES is able to provide accurate predictions for velocity
and temperature fields. However, the high computational cost
associated with resolving near-wall turbulence is a major barrier
to adoption of this technique by industry.
The T-Junctions found in real-world plants are often located
near to other components such as bends. In a pipe bend there is
a pressure gradient balancing the centrifugal force, associated with
streamline curvature, which generates Dean vortices (Dean, 1927;
Dean, 1928) that can introduce low-frequency unsteady secondary
circulations of the flow about the pipe axis (Tunstall and Harvey,
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et al., 2016) wall-resolved LES of a T-Junction with an upstream
bend demonstrated how swirl-switching can provide an additional
mechanism for near-wall temperature fluctuations. Downstream
of the junction, transients originating from the upstream bend
cause the high temperature fluid, injected by the branch pipe, to
oscillate about the main pipe’s axis at a low frequency. Nearby
upstream bends should therefore be included in order for CFD to
be useful for fatigue assessments.
One solution to the high computational cost of wall-resolved
LES is the use of wall-functions which impose an analytical solu-
tion near-walls, allowing a much coarser grid to be used since
the near-wall turbulence does not need to be resolved. The first
aim of the present paper is to assess the accuracy of LES with
wall-functions for studying flows in the pipe bends and T-
Junctions typical of nuclear plant thermal–hydraulics systems. Tra-
ditional wall-functions require the first cell to be placed in the log-
layer, here we use blended wall laws which impose a solution that
respects whether the first cell is placed in the viscous sublayer,
buffer layer or log layer.
Though steady RANS is unable to resolve turbulent fluctuations,
it can provide insightful predictions for the mean flow at a much
lower computational cost than LES. The quantitative accuracy of
RANS models is also important in emerging embedded LES
(Fröhlich and von Terzi, 2008) and dual-mesh (Xiao and Jenny,
2012) hybrid LES/RANS techniques. There is thus a need for accu-
rate RANS models for the present application and so the second
aim of this paper is to benchmark a range low-Reynolds RANS
models for the flows in a pipe bend and a T-Junction.2. CFD techniques
In the present paper we report results from the commercial sol-
ver Star-CCM+ version 9.06 (CD-Adapco, 2016). We perform LES
simulations with the dynamic Smagorinsky (DS) subgrid scale
model (Germano et al., 1989; Lilly, 1992) with blended wall-
functions. By imposing an equilibrium solution near walls, wall-
functions relax near-wall grid spacing requirements and allow a
much coarser mesh to be used than that which would be required
for a wall-resolved LES. We also present results from a range of vis-
cous sublayer resolving low-Re RANS models.
2.1. Large eddy simulations
For an incompressible flow the filtered conservation of mass
and momentum equations can be written as
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Here sij ¼ uiuj  ui uj represent the stresses due to subgrid scale
motions, which can be modelled using the Boussinesq
approximation
sij ¼ 13 dijskk  2mSGSSij ð3Þ
where dij is the Kronecker delta, mSGS is the subgrid turbulent viscos-
ity and Sij ¼ 12 @ui@xj þ
@uj
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 
is the filtered rate of strain tensor. For an
incompressible flow the isotropic term can be conjoined with the
pressure term. We use the dynamic Smagorinsky subgrid scale
model (Germano et al., 1989; Lilly, 1992) to evaluate the subgrid
viscosity:mSGS ¼ CDD2
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where D is the grid filter width (computed as the cube root of the
cell volume) and CD is computed using the least squares minimisa-
tion of (Lilly, 1992). In the Star-CCM+ implementation of the model
used here, cell centred values of CD are evaluated as the local aver-
age of face values in order to avoid numerical instabilities. Stability
is also improved by clipping the effective viscosity (mþ mt) to zero,
which allows limited backscatter.
Using a simple gradient-diffusion hypothesis, the filtered trans-
port equation for a passive temperature scalar can be written as
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where Pr is the Prandtl number and Prt is the turbulent Prandtl
number.
The synthetic eddy method (SEM) (Jarrin et al., 2006) is used to
generate a fluctuating velocity signal for the inlet boundaries. In
this approach, a Reynolds decomposition is performed on the inlet
velocity field, such that the mean can be prescribed whilst the
stochastic component is synthetically generated to have a variance
and covariance consistent with a prescribed Reynolds stress tensor.
The Star-CCM+ ‘all yþ’ wall treatment is used in the present
studies, which uses the Reichardt blended wall law (Reichardt,
1951) to estimate the wall shear stress. If the mesh is suitably fine
near-walls, the all yþ approach gives results similar to a traditional
wall-resolved LES; if the mesh is coarse (first cell yþ P 30) the all
yþ treatment imposes a classic logarithmic velocity profile. For
intermediate mesh resolutions, the assumed wall profile reflects
whether the wall adjacent cell is in the viscous sublayer, buffer
layer or logarithmic region. (Kader, 1981) blended wall law is used
for the temperature field.
In the large eddy simulations performed here, a second order
backwards differencing scheme is used for time integration and
second order schemes are used for the spatial discretisation. The
time-step is chosen to maintain a Courant number below 1.
2.2. Reynolds-averaged Navier–Stokes simulations
The steady Reynolds-Averaged Navier–Stokes equations for an
incompressible flow can be expressed as
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which are mathematically similar to the filtered equations, though
quantities are now Reynolds-averaged rather than spatially filtered.
Consequentially sij ¼ hu0iu0ji are now the Reynolds stresses due to
turbulent fluctuations about the mean, for which a closure is
required. In the present work we consider a range of low-
Reynolds number eddy viscosity and Reynolds stress transport
models, which are designed to account for the differing physics in
near-wall and adjacent regions.
Eddy viscosity models use the Boussinesq approximation to
compute the stresses as
sij ¼ 13 dijskk  2mthSiji ð8Þ
where hSiji ¼ 12 @huii@xj þ
@huji
@xi
 
is the mean rate of strain tensor and mt is
the modelled turbulent viscosity. The eddy viscosity models used in
the present work are designed to resolve the entire boundary layer,
including the viscous sublayer. We consider two two-equation
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which solve additional transport equations to account for the aniso-
tropy of wall-normal stresses (v2  f and elliptic blending
k e v2=k).
The two-layer realisable k e model (Rodi, 1991) blends the
realisable k e closure of Shih et al. (1994) (which is active in
outer regions) with the one-equation Wolfshtein (1969) model
for near-wall physics. The kx SST model reduces to a stan-
dard kx closure near-walls and a k e model in regions of
free-shear. The version considered here is essentially as
Ref. Menter et al. (2003), but without the production limiter
and includes the low-Reynolds modifications proposed by Wilcox
Wilcox (1992).
By solving an additional transport equation for the wall-normal
stress, the v2  f model formulation of Sveningsson and Davidson
(2004) can be considered as a k e model with wall-normal stress
anisotropy. The elliptic blending k e v2=k model (Billard and
Laurence, 2012) aims to address the numerical instability and the
Reynolds number dependence of constants experienced by many
v2  f models. It solves a transport equation for non-dimensional
wall-normal stress anisotropy and an elliptic equation for a non-
dimensional wall proximity parameter, which is used to blend
near-wall and outer solutions.
Reynolds stress models solve a transport equation for each
stress component, with modelling assumptions to close the
pressure-strain, turbulent dissipation rate and turbulent diffusion
terms. Here we consider twomodels: firstly a two-layer model that
blends the linear pressure-strain RSM of Launder and Shima (1989)
with the one-equation Wolfshtein (1969) model near-walls, and
secondly the elliptic blending Reynolds stress transport model of
Lardeau and Manceau (2014), which solves an elliptic equation
to blend near-wall and outer solutions for the pressure-strain term.
These low-Re variant Reynolds stress models both account for the
difference in the physics of turbulence near to and distant from
walls.3. Isothermal Flow through a 90 pipe bend
LES with wall-function and RANS predictions for the flow
through a 90 pipe bend are benchmarked against experimental
hot wire anemometry (HWA) data (Kalpakli and Örlü, 2013).
The bend has a radius of curvature Rc ¼ 1:58D (where
D ¼ 2R ¼ 60:3 mm is the pipe diameter), corresponding to a curva-
ture ratio c ¼ R=Rc ¼ 0:31. The Re ¼ 34;000 flow into the pipe bend
is fully-developed and the computational domain includes an out-
let pipe 10D in length.
All studies are performed on structured meshes. We present LES
results from five meshes, which are described in Table 1. Mesh 3 is
shown in Fig. 1 as an illustrative example of the meshes employed.
The meshes are designed to explore the sensitivity of results to the
first cell spacing, which dictates the extent from the wall in which
equilibrium laws are imposed, and resolution in the circumferen-
tial direction. In all LES studies fluctuating inlet conditions are gen-
erated by the SEM from fully-developed pipe flow statisticsTable 1
Meshes used to study a Re ¼ 34;000 flow through a 90 pipe b
respectively correspond to spacings in the circumferential & strea
Mesh First Cell rþ Wall
Mesh 1 9 33
Mesh 2 12 15
Mesh 3 12 93
Mesh 4 31 87
Mesh 5 69 87obtained using the EBRSM. Statistics were collected over at least
450 convective time units, after initial transients had been
discarded.
The RANS simulations were performed on meshes with a first-
cell wall spacing of rþ < 1, in order to resolve the viscous sub-
layer. RANS studies were first performed on a 1:7 million cells
mesh and then on a mesh with 3:3 million cells. Here we report
results from the finer RANS mesh, though results are similar. All
RANS studies use inlet conditions obtained from precursor simula-
tions of a fully-developed pipe flow using the same model.3.1. LES predictions of the flow field
Predictions for the mean velocity field on the symmetry plane
from LES Mesh 1 are shown in Fig. 2a. Flow which passes through
the outside half of the bend experiences acceleration and a
momentum deficit is visible in the inner half of the bend. There
is a region of strongly decelerated fluid on inside wall just down-
stream of the bend, though the mean flow does not separate. The
instantaneous field is visualised in Fig. 2b, the flow through the
bend is highly turbulent with unsteadiness in the shear layer.
There is a pressure gradient associated with streamline curva-
ture in the bend which sweeps low inertia near-wall fluid around
the pipe circumference towards the centre of curvature where it
separates and returns along the symmetry plane. This leads to
the formation of so called Dean vortices, which are visualised in
the mean flow 0:67D downstream of the bend in Fig. 3a. Instabili-
ties in the flow cause these vortices to rotate about the pipe axis in
alternating directions, in a phenomenon widely referred to as
swirl-switching (Tunstall and Harvey, 1968). Fig. 3b shows an
instantaneous snapshot in which the vortex in one half of the pipe
dominates that in the other, causing the secondary flow to be
rotated about the pipe axis in the clockwise direction.3.2. Comparison of CFD predictions to experimental data
LES with wall-function results for the streamwise velocity pro-
file along the geometric symmetry plane 0:67D downstream from
the bend are shown in Fig. 4, along with experimental data and
results from a wall-resolved LES by Röhrig et al. (2015). On the
inside of the bend the wall-resolved LES of Röhrig et al. (2015) per-
forms better than the wall-function based approach employed
here, however, all LES results show discrepancies with the experi-
mental data on the outside of the bend.
The wall-modelled LES results downstream of the bend show a
strong sensitivity to mesh resolution, despite the excellent agree-
ment in results 1D upstream of the bend shown in Fig. 5. Mesh 5
ensures that the first cell centre is located in the log-layer through-
out the entire domain and shows the largest discrepancies to the
experimental data; there is a significant overprediction of the
velocity in the inside half of the bend. Departures from local energy
equilibrium were described in Röhrig et al.’s (2015) analysis of
wall-resolved LES results. The blended wall laws allow the first cell
to be placed in the buffer layer. Doing so limits the extent from theend using the LES with wall-function approach. Dhþ & Dxþ
mwise directions in wall units based on inflow parameters.
Dhþ Dxþ # Cells
22 10,519,872
63 10,461,231
94 421,888
94 326,162
94 326,162
Fig. 1. LES with wall-function Mesh 3.
Fig. 2. LES Mesh 1 mean and instantaneous velocity magnitude predictions, normalised by Ubulk ¼ 8:5 ms1, on the geometric symmetry plane. The inlet flow is from right to
left and the full domain has been cropped.
Fig. 3. LES Mesh 1 predictions for the mean and instantaneous in-plane velocity magnitude, normalised by Ubulk, with superimposed velocity vectors 0:67D downstream of
the bend.
Fig. 4. LES results for the normalised mean velocity magnitude along the geometric
symmetry plane 0:67D downstream of the bend: HWA data (Kalpakli and Örlü,
2013), Röhrig wall-resolved LES (Röhrig et al., 2015), Mesh 1, Mesh
2, Mesh 3, Mesh 4, Mesh 5.
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demonstrate that as the first cell spacing is decreased the agree-
ment with experimental data improves.Mesh 2 was specifically designed to meet the guidelines of
Piomelli and Chasnov (1996) for wall-resolved LES in the stream-
wise and circumferential directions. Despite containing around
25 times the number of cells of Mesh 3, which has the same first
cell spacing, the improvement in results realised by Mesh 2 is lim-
ited. Overall the best wall-modelled LES results come from Mesh 1
and reducing the first cell spacing to limit the height of the layer in
which equilibrium laws are applied appears to be the most impor-
tant factor.
Velocity profiles from the RANS simulations are shown in Fig. 6.
Results from the EBRSM are in the closest agreement with experi-
mental data. This is perhaps not surprising given the strong three-
component anisotropy of the Reynolds stresses in the core of the
flow reported by Röhrig et al. (2015). The two-layer linear pressure
strain RSM provides slightly inferior predictions, which is a conse-
quence of its simpler wall-modelling. Results from the various
eddy viscosity models show bigger discrepancies, particularly the
kx SST which predicts much stronger velocity gradients in the
inside half of the bend.
Fig. 5. Comparison of mean streamwise velocity profiles 1D upstream of the bend:
EBRSM, LES Mesh 1, LES Mesh 2, Mesh 3, LES Mesh 4,
LES Mesh 5.
Fig. 6. RANS results for the normalised mean velocity magnitude along the
geometric symmetry plane 0:67D downstream of the bend: HWA data (Kalpakli
and Örlü, 2013), k e, kx SST, v2  f , k e v2=k, RSM,
EBRSM.
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Here we consider a T-Junction located at the Vattenfall Research
and Development Laboratory in Sweden that was the subject of a
recent CFD benchmarking exercise (Smith et al., 2013). The T-
Junction consists of a 90 junction between a horizontal main pipe
(denoted by subscript m) of diameter Dm ¼ 140 mm and a vertical
branch pipe (denoted by subscript b) of diameter Db ¼ 100 mm.
The inlet flow rates are 9 and 6 l per second in the main and branch
pipes, respectively, and the bulk velocities are Um ¼ 0:585 ms1
and Ub ¼ 0:765 ms1. Reynolds numbers in the two pipes
are Rem  80;000 and Reb  110;000 and the inlet temperatures
are Tm ¼ 19 C and Tb ¼ 36 C. The configuration is shown in
Fig. 7.
For the temperature range considered, the density variations
are small (< 0:5%) and so the flow is considered incompressible.
In the RANS and LES studies here, the variable fluid properties of
density, viscosity, specific heat and thermal conductivity are mod-
elled using interpolation of the 1967 (ASME Steam Tables, 1967)
with additional data from Incropera and DeWitt (1990).
In the experimental facility, the pipes and junction are manu-
factured from transparent plexiglass which is sufficiently thick
for the walls to be considered adiabatic. Velocity was measured
using laser doppler velocimetry (LDV) upstream of the junction
and particle image velocimetry (PIV) downstream. Thermocouples
were used to collect time-dependent temperature data down-
stream of the T-junction.
LES simulations are performed on two meshes, the finer of
which is illustrated in Fig. 8 and each is described in Table 2. The
resolution of Mesh 1 is such that the first cell centre will be in
the buffer layer in some areas of the domain and a posteriori
analysis shows a minimum first cell centre wall distance ofrþ ¼ 6. The second mesh ensures that the first cell centre is in
the log-layer, with an a posteriori domain minimum first cell
rþ ¼ 31. LES simulations were initially run for around 60 convec-
tive time units (Umt=Dm) before averaging over 350 convective
time units.
To check the grid dependence of the solution, two RANS meshes
were generated each with a first cell wall spacing of rþ 6 1, to
resolve the viscous sublayer, with 3:0 and 4:7 million cells respec-
tively. Though the finer mesh has greater resolution in the stream-
wise and circumferential directions, there are minimal differences
in results for the mean velocity. Here we present steady-state
results from the finer RANS mesh, illustrated in Fig. 9.
4.1. Inlet conditions
In the experiment of Smith et al. (2013), cold fluid enters the
main pipe from a stagnation chamber located 80Dm upstream of
the T-junction and it is assumed that this is sufficient for the tur-
bulent flow to become fully-developed before reaching the junc-
tion. The length of branch pipe upstream of the junction is 20Db;
this flow does not reach a fully-developed state before the
T-Junction.
RANS studies of a periodic pipe flow at the same Reynolds num-
ber as that of the main pipe inflow, and of an isolated 16:9Db pipe
section with the same Reynolds number as the branch pipe flow
have been conducted, to provide basic validation of the RANS mod-
els and to generate the requisite statistics for the SEM used in the
LES. Results from these precursor RANS simulations are compared
to LDV measurements in the main and branch pipe, taken 3Dm and
3:1Db upstream of the junction respectively, in Fig. 10. Obabko
et al. (2012) observed that the experimental normalised velocity
data for the main inlet pipe does not integrate to unity, indicating
a discrepancy between the reported flow rate and the LDV mea-
surements of approximately 6%. Given this discrepancy, there is
good agreement between RANS predictions and experimental data
for the fully-developed mean velocity profile at the T-Junction’s
main pipe inlet.
Profiles for the partially-developed branch pipe flow, Fig. 10b,
reveal greater discrepancies between RANS predictions and exper-
imental data. The profile from the two-layer linear pressure-strain
Reynolds stress model exhibits marked differences and is what
would be expected for a shorter length pipe. Though results from
the other models are in good agreement with each other, they all
overpredict the experimental centreline velocity and their profiles
are slightly more developed; the experimental profile is flatter at
the core.
The agreement between CFD predictions and experimental data
for the branch pipe is inferior to that for the fully-developed main
pipe flow. These results highlight the difficulty of obtaining suffi-
cient inlet conditions for CFD simulations of industrial T-
Junctions, where it is rare for an inlet pipe to be long enough for
the flow to become fully-developed.
For the RANS studies of the T-Junction, profiles for velocity and
turbulent variables extracted from the precursor simulations are
imposed as inlet boundary conditions. In the LES study, the syn-
thetic eddy method is used at each inlet to generate fluctuating
turbulent inflow conditions, using statistics extracted from the rel-
evant EBRSM precursor RANS simulations. Precursor RANS results
are used rather than experimental measurements since inlet pro-
files for each stress component and the turbulent dissipation rate
(required by the SEM) were not available from the experiment.
4.2. LES predictions for the flow field
LES with wall-function predictions for the mean velocity
component aligned with the main pipe axis are shown on the
Fig. 7. Cross sections of the computational domain, the main pipe cross section is looking in the upstream direction.
Fig. 8. LES with wall-function Mesh 1 for the Vattenfall T-Junction, note that full inlets and outlets have been cropped.
Table 2
Meshes used to study the Vattenfall T-Junction using the LES with blended wall-function approach. Dhþ & Dxþ respectively correspond to spacings in the circumferential &
streamwise directions in wall units based on inflow parameters.
Mesh First Cell r+ Wall Dhþ Inlet Dxþ Junction Dxþ Cells
Mesh 1 13 85 88 51 2,336,856
Mesh 2 61 85 127 51 1,283,120
Fig. 9. Fine RANS mesh for the Vattenfall T-Junction, note that full inlets and outlets have been cropped.
Fig. 10. Comparison of results from six Star-CCM+ RANS turbulence models for precursor simulations of the main and branch pipe inlets: LDV data from Smith et al. (2013),
k e, kx SST, v2  f , k e v2=k, RSM, EBRSM.
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Fig. 11. LES Mesh 1 velocity predictions, normalised by Um , on the geometric symmetry plane.
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presence of a large recirculation region extending approximately
1Dm downstream of the junction, that is subsequently followed
by a mixing layer. An instantaneous velocity field is shown in
Fig. 11b, demonstrating that the LES with wall-function approach
is able to resolve the turbulent eddies generated by shear layer
instabilities where the hot and cold fluid streams meet.
In thermal fatigue problems, the fluctuating temperature field
near-walls is of greatest interest. LES mean non-dimensional tem-
perature (T ¼ TTmDT with DT ¼ Tb  Tm) predictions are shown on
the geometric symmetry plane in Fig. 12a, demonstrating thatFig. 12. LES Mesh 1 non-dimensional temperaturethe hot fluid injected by the branch pipe penetrates a significant
distance into the main pipe; it does not however impinge on the
lower wall. The instantaneous temperature field shown in
Fig. 12b demonstrates that the thermal mixing is highly turbulent.
Downstream of the junction localised hot spots form which may
impinge on the walls, providing a potential mechanism for thermal
fatigue.
The mean non-dimensional wall temperature and normalised
RMS wall temperate fluctuations are visualised in Fig. 13. High
RMS wall temperature fluctuations indicate an area that can be
susceptible to thermal fatigue damage. In this case a horseshoepredictions on the geometric symmetry plane.
Fig. 13. LES Mesh 1 predictions for the mean and variance of wall temperature near to the T-Junction.
Fig. 14. LES Mesh 1 mean in-plane velocity vectors coloured by root mean square temperature fluctuations (normalised by DT) at various locations downstream of the T-
Junction.
R. Tunstall et al. / Nuclear Engineering and Design 308 (2016) 170–181 177shaped region of intense temperature fluctuations is visible, which
originates at the leading edge of the interface between the two
pipes and spans several branch pipe diameters downstream either
side of the symmetry plane. This can be associated with instabili-
ties in the flow causing the instantaneous circumferential temper-
ature distribution to oscillate about the pipe axis.
The branch flow is turned through 90 as it enters the main pipe
and the pressure gradient associated with this streamline curva-
ture results in a pair of counter-rotating vortices forming, which
are similar in appearance to the Dean vortices observed in the pre-
vious pipe bend case. Near-wall fluid is swept around the pipe
diameter towards the top of the pipe, where it returns along the
symmetry plane. These vortices are visualised in the mean flow
1Dm downstream of the junction in Fig. 14a and appear to be lar-
gely confined to the region of hot fluid originating from the branch
pipe. The instability of this secondary flow has a strong influence
on the instantaneous cross-sectional temperature distribution.
The instantaneous snapshot shown in Fig. 15a demonstrates how
this can cause significant asymmetries in the circumferential dis-
tribution of wall temperature and explains the streak of intense
RMS wall temperature fluctuations downstream of the junction
that is shown in Fig. 13b.
The streamlines shown in Fig. 11a demonstrate that the recircu-
lation region acts as a blockage, causing the mean flow across the
geometric symmetry plane to develop an upward velocity compo-
nent downstream of it. This subsequently generates a second pair
of vortices, which rotate in the opposite direction to the first and
sweep near-wall fluid around the pipe diameter towards the bot-
tom wall. They are weakly apparent in the mean flow 3:5Dm down-
stream of the junction, Fig. 14b, where it can also be seen that the
first pair of vortices have significantly weakened. Though the mag-nitude of the RMS temperature fluctuations here is much smaller
than at 1Dm downstream of the junction, Fig. 15b demonstrates
that the unsteady secondary flow is able to generate large asym-
metries in the instantaneous temperature field.
The second pair of vortices strengthen as they travel down the
pipe and a single pair of counter-rotating vortices is visualised in
the mean flow 8Dm downstream of the junction in Fig. 14b, which
rotate in the opposite direction to Dean vortices. Here the temper-
ature fluctuations are much smaller in magnitude and a high over-
all degree of mixing can be seen in the instantaneous temperature
field shown in Fig. 15c.
4.3. Comparison of CFD predictions to experimental data
LES with blended wall-function and RANS predictions for verti-
cal and horizontal mean velocity profiles downstream of the junc-
tion are compared to experimental data in Fig. 16. Results from LES
Mesh 1 are in the closest agreement with experimental data
throughout. Though LES Mesh 2 produces large discrepancies 1:6
and 2:6Dm downstream of the junction, agreement improves fur-
ther downstream where predictions become similar to Mesh 1.
At all downstream locations LES Mesh 1 predictions are in better
agreement with the experimental data than any of the RANS
models.
Enlarged plots of profiles 1:6Dm downstream of the junction are
shown in Fig. 17, where the discrepancies with experimental data
are largest. The vertical profile highlights that the agreement of LES
Mesh 1 predictions with experimental data is better in the lower
half of the pipe than in the upper half. This location is not far
downstream from the recirculation zone, resulting in a non-
equilibrium turbulent boundary layer, violating the intrinsic
Fig. 15. LES Mesh 1 instantaneous in-plane velocity vectors coloured by non-dimensional temperature at various locations downstream of the T-Junction.
Fig. 16. Mean vertical velocity profiles downstream of the junction, the length of in the figure indicates a velocity equal to Um: PIV data from Smith et al. (2013),
LES Mesh 1, LES Mesh 2, k e, kx SST, v2  f , k e v2=k, RSM, EBRSM.
Fig. 17. Mean velocity profiles 1:6Dm downstream of the junction: PIV data from Smith et al. (2013), LES Mesh 1, LES Mesh 2, k e, kx SST,
v2  f , k e v2=k, RSM, EBRSM.
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Fig. 18. LES Mesh 1 predictions for the mean turbulent kinetic energy normalised
by U2m on the geometric symmetry plane.
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predictions of LES Mesh 2 at this downstream location reflect its
larger first cell wall spacing, which increases the distance from
the wall in which the solution is constrained to an equilibrium law.
Significant quantitative discrepancies are apparent downstream
of the T-Junction for each of the RANS models considered. The
agreement with experimental data is particularly poor 1:6Dm
downstream of the junction, where the mixing layer is most pro-
nounced. This is perhaps not surprising given that such a mixing
layer is associated with large scale unsteadiness, as demonstrated
in Fig. 18 where LES predicts elevated levels of turbulent kinetic
energy in this area. It is also interesting to note that despite the
two-layer linear pressure-strain RSM’s significant inaccuracies for
the branch pipe inlet conditions, velocity predictions from this
model downstream of the junction are comparable to those from
the others.
LES predictions for the mean non-dimensional temperature
1 mm from the wall at various locations downstream of the junc-Fig. 19. Non-dimensional mean temperature downstream of the junction measured at
coincident with geometric symmetry plane: thermocouple data from Smith et al. (20tion are shown in Fig. 19. For the most part both LES meshes are
able to qualitatively predict the behaviour of the temperature field
near-walls; though the percentage difference between numerical
and experimental results can be as large as  30% even for the
finer mesh.
The root mean square of near-wall temperature fluctuations at
the same locations are shown in Fig. 20. The RMS temperature fluc-
tuations are consistently overpredicted downstream of the junc-
tion. This implies that the LES with wall-functions is predicting
stronger near-wall temperature fluctuations than those measured
in the experiment and so results from this method could be consid-
ered as conservative estimate when conducting plant safety
assessments. Compared to Mesh 1, Mesh 2 displays much larger
overpredictions of near-wall RMS temperature fluctuations
throughout, which is a consequence of its lower mesh resolution
in the wall-normal direction.
From a modelling perspective the T-Junction is rather different
to the pipe bend. In the pipe bend separation is determined by the
development of the boundary layer in an adverse pressure gradient
and so is sensitive to near-wall turbulence modelling. Whereas in
the T-Junction the separation is a result of the discontinuity in
the geometry at the interface between the two pipes, though tur-
bulence modelling is still important in the prediction of the reat-
tachment point. A first cell rþ > 30 is satisfied throughout Mesh
2, which places a coarse constraint on the wall-normal grid spacing
and results in a less satisfactory discretisation near to the geomet-
ric discontinuity. This contributes to the discrepancies between the
two sets of LES predictions immediately downstream of the junc-
tion in Figs. 19a and 20a.various points 1 mm from the wall, 0 corresponds to a point on the upper wall
13), LES Mesh 1 and LES Mesh 2.
Fig. 20. Non-dimensional RMS temperature downstream of the junction measured at various points 1 mm from the wall: thermocouple data from Smith et al. (2013),
LES Mesh 1 and Mesh 2.
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The flow through a 90 pipe bend is a challenging test case for
the LES with wall-function approach, since the assumption of local
turbulence equilibrium made by the wall-modelling is violated in
practice. Here a range of meshes have been tested using blended
wall laws, which allow the first cell to be placed in any part of
the boundary layer. It is found that predictions from meshes with
a first cell centre in the buffer layer agree better with experimental
data than those from amesh where the first cell is always in the log
layer. Reducing the first cell spacing means that less of the domain
is constrained to an equilibrium law that is unable to accurately
describe the prevailing flow physics.
Röhrig et al. (2015) and Kim et al. (2014) both found that the
RANS models they considered performed poorly for flows in 90
pipe bends. Results herein further suggest that pipe bends are a
challenging test case for RANS eddy viscosity models. The EBRSM
outperforms the other RANS models considered, since it is able
to account for both Reynolds stress anisotropy in the core of the
pipe and the near-wall physics associated with a developing non-
equilibrium boundary layer.
Numerical results for the flow through a T-Junction have also
been benchmarked. Precursor RANS studies for the branch pipe
of the Vattenfall T-Junction highlight the difficulty of obtaining
statistics for the inlet boundaries of T-Junctions when the inflow
is not fully-developed, as is often the case in real-world nuclear
plants. Precursor RANS studies of such pipes require greater com-
putational effort and may yield less accurate predictions than
those for fully-developed pipe flows.
Like in the pipe bend, predictions for the T-Junction using the
LES with blended wall-function approach are in closest agreementwith experimental data when the meshing does not constrain the
first cell to be in the log-layer. Discrepancies in the mean velocity
profiles are most prominent 1:6Dm downstream of the junction,
with agreement improving further downstream. Discrepancies
are also present in the LES mean temperature field and root mean
square temperature fluctuations are consistently overpredicted
whenmeasured at near-wall locations downstream of the junction.
RANS results for mean velocity, even using advanced elliptic blend-
ing k  v2=k and Reynolds stress transport turbulence models,
are susceptible to inaccuracy.
The simulations herein demonstrate that the flexibility offered
by blended wall-functions is advantageous when using LES to
study flows in complex geometries. The wall-functions assume
an equilibrium turbulent boundary layer, though the flows in both
the pipe bend and T-Junction will locally violate this assumption in
reality. Blended wall-functions allow a smaller first cell wall-
spacing than that required by classic wall-functions, meaning that
less of the domain is constrained to an equilibrium law, which
results in improved predictions in flows where their assumptions
are locally violated. Not requiring the first grid point to lie in the
log-layer also removes a coarse constraint on mesh resolution at
geometric discontinuities, which is of concern when meshing the
interface between pipes in a T-Junction.Acknowledgement
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