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1 緒言
一般に，重心を原点とする船体運動に対する座標系はFig.1に示した
ように定義される．特にx軸周りの回転運動を横揺れという．本研究で
対象とするのはこの横揺れである．パラメトリック横揺れが生じてい
Fig 1: Definition of the coordinate system
る船舶は転覆する可能性が高い事が従来から指摘されているが [1]，未
だ転覆のメカニズムは完全に解明されたとは言い難い．そのため，模
型実験や数値シミュレーションによる研究が行われている [1, 6, 8, 9]．
その中の一つに，パラメトリック横揺れを起こしている船の横揺れ運
動を，減衰項を伴うMathieu方程式でモデル化し，方程式のパラメー
タを変化させて数値解の挙動を解析する研究がある．
しかし，後述するように，Mathieu方程式の復原パラメータは時間と
ともに変化するため，目下のところ実験計測値から各パラメータを正
確かつ効率的に推定する方法は無い．そのため，前述した研究などに
よって転覆に至る場合のパラメータ値の見当がついても，実際に模型
実験等で得られた船体横揺れ運動の時系列データから運動方程式のパ
ラメータを推定する事は非常に困難である．
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一方，定数係数の船体横揺れ運動方程式のパラメータの推定に関して
はは多くの提案がなされている [2, 4, 5, 13, 15, 3]．そこで本論文では，
上野ら [15]が提案した，遺伝的アルゴリズム（genetic algorithm:GA）
を用いた定数パラメータの推定法を拡張し，運動方程式の時変動する
パラメータの推定法を提案する．具体的には，①Mathieu方程式の減
衰項のパラメータを推定する方法，②GAを用いて強制Mathieu方程
式の減衰項のパラメータと強制モーメントの振幅を推定する方法，③
最小 2乗法を用いて強制Mathieu方程式の減衰項のパラメータと強制
モーメントの振幅を推定する方法，④GAを用いて (強制)Mathieu方程
式の復原項のパラメータを推定する方法，の 4つの方法を提案する．
提案手法の精度を検証するため，パラメータが既知である，減衰項を
伴うMathieu方程式を数値的に解き，得られた解から方程式の各パラ
メータを逆に推定した．また，高周波ノイズが付加されたデータに対
しての考察も行った．
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2 パラメトリック横揺れ [7]
外部からの周期的な励振力によるのではなく，係数（パラメータ）の
周期的な変動におる励振を係数励振，あるいはパラメータ励振といい，
これによる振動を係数励振振動，あるいはパラメータ励振振動という．
そして，このような振動をする系を係数励振系，あるいは，パラメー
タ励振系という [11]．パラメトリック横揺れとは，船の横揺れ角を変数
としたときのパラメータ励振系である．Fig.2は，パラメトリック横揺
れを起こしている船の横揺れ復原力の強さと横揺れ角の関係を表して
いるが，次のような事実がわかる．船が直立から左舷側に傾き始める
とき，波によって横復原力が弱くなるとすると，横揺れはさらに勢い
づく．次に船が左舷側から直立へ戻ろうとするとき，今度は右舷側に
傾くと，横復原力はまた弱まっているので，横揺れはしやすくなる．こ
のように，波による横復原力が船の横揺れを絶えず助けるよに働くと，
横揺れは次第に大きくなり，ついには転覆してしまう．このようなこと
が起こるのは横揺れの周期が横復原力変化の周期の 2倍のときである．
横復原力の周期は波と出会う周期に等しい．普通，船は波と出会う周
期で揺れているので，この現象は周期が通常より長いところに特徴が
ある．
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Fig 2: Schematic view mechanism of parametric roll
3 Mathieu方程式
本研究で扱う，減衰項を伴うMathieu方程式は次式で表される．
Iφ¨+ Bφ˙+W ·GM(1 + h cosωt)φ = 0 (3.1)
ここで，φは横揺れ角，Iは慣性モーメント，Bは減衰パラメータ，W
は排水重量，GMは直立時の平水中メタセンタ高さ，hは復原モーメン
ト変動の振幅，ωは復原モーメント変動の角周波数を表す．
船の全長とほぼ等しい波長の縦波を受けている船の模式図を以下に
示す．なお，以下の説明は文献 [16]を参考にしている．Fig.3のように，
船の中央部に波の山があり，船首，船尾に波の谷があると，船の没水
部分の体積がFig.5のように平水中よりも減少し，復原力は低下する．
逆にFig.4のように船の中央部に波の谷があり，船首，船尾に波の山が
あると船の没水部分の体積がFig.6のように平水中よりも増加し，復原
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力は増大する．このため，(3.1)式の復原項のパラメータは周期的な変
動をする関数として表される．
Fig 3: Left view 1 Fig 4: Left view 2
Fig 5: Bottom view 1
Fig 6: Bottom view 2
(3.1)式の両辺を Iで除すことにより，単位慣性モーメントあたりの
減衰項を伴うMathieu型運動方程式が次式で与えられる．
φ¨+ bφ˙+ ωφ2(1 + h cosωt)φ = 0 (3.2)
ここで，b = BI，ωφ2 = W ·GMI である．さらに
c(t) = ωφ2(1 + h cosωt) (3.3)
とおくと，(3.2)式は，
φ¨+ bφ˙+ c(t)φ = 0　 (3.4)
と変形できる．以下，本論文では，減衰パラメータとは，単位慣性モー
メントあたりの減衰パラメータ bを指し，復原パラメータとは (3.4)式
の c(t)を指す．船底が波の山にある場合と，谷にある場合とでは，没水
部分の体積が変化する．このため，復原パラメータは，周期的な変動
をする関数となる．
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4 パラメータ推定法
4.1 減衰パラメータの推定法
パラメトリック横揺れを起こしている船の横揺れ角の時系列データ
から，GAを用いて (3.2)式の減衰パラメータ bを推定する方法を以下
に示す．
4.1.1 コーディング
後の交叉や突然変異などの操作を行いやすくするために，変数xを 2
進数表示したものを 1個体として個体群を構成する．例えば減衰パラ
メータの場合は，次のようになる．
hBm−1Bm−2 · · ·B0| {z }
x=b
i
Bk (k = 0, · · · ,m− 1)は 0または 1の値をとる．
4.1.2 個体の評価
2進数 hBm−1Bm−2 · · ·B0iは次のようにして 10進数 x0に変換する．
(hBm−1Bm−2 · · ·B0i)2 =
Ã
m−1X
k=0
Bk · 2k
!
10
= x0 (4.1)
さらに次式によって対応する実数値 xを求める．
x = l + x0 ·
µ
u− l
2m − 1
¶
(4.2)
ここで lは閉区間 [l, u]の左側の境界であり，この区間がパラメータの
探索範囲となる．
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Fig.7は船体横揺れ角の時系列データの例である．Fig.8はPiにおけ
る横揺れ角φ(ti)と，1ステップ前（∆t[sec]前）に計測された横揺れ角
φ(ti − ∆t)，及び 1ステップ後（∆t[sec]前後）に計測された横揺れ角
φ(ti + ∆t)の 3点を取り出した図である．点 Pi(ti ,φ(ti))の近傍では
φ ; 0と見なせるので，Fig.8における 3点では，局所的に (3.2)式を
φ¨+ bφ˙ ; 0 (4.3)
と近似できると仮定する．また，Fig.8における ti −∆tから ti +∆tの
間の減衰パラメータ bの値は一定と仮定する．点Piにおける横揺れ角
Fig 7: Example of time series of φ
φ(ti)の 1ステップ前（∆t[sec]前）に計測された横揺れ角φ(ti −∆t) と
角速度 φ˙(ti −∆t)を初期値として，(4.3)式を 4次のRunge-Kutta法に
より 2ステップ先まで解く．この際，パラメータ bの推定値 b˜iの候補は
複数個発生しているが，後述するようにGAにより最も適応度が高い
ものが選択される．パラメータ bの推定値 b˜iの候補を代入した解 φ˜(ti)，
8
Fig 8: Enlarged view around Pi，●:actual，○:estimated
φ˜(ti +∆t)と，計測された横揺れ角φ(ti)，φ(ti +∆t)との誤差を
Eb(x) =
³
φ(ti)− φ˜(ti)
´2
+
³
φ(ti +∆t)− φ˜(ti +∆t)
´2
(4.4)
と表す．ここで x = b˜i (i = 1, · · · , n)はGAによって推定されたパラ
メータである．次式により適応度関数 fbを計算する．
fb(x) =
1
1 + exp (Eb(x))
(4.5)
推定したパラメータが真値に近いほど適応度関数の値も大きくなる．な
お，iは前述した点Piの iに対応している．
4.1.3 遺伝子操作
Fig.9に本研究で使用したGAの流れ図を示す．選択の方法はルーレッ
ト選択を用い，交叉は多点交叉を用いた．各世代の個体群の中で最大
の適応度を持つ個体を無条件で次世代に残す，エリート保存も用いた．
本研究で設定したGAのパラメータをTable 1に示す．なお，本研究で
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設定したGAのパラメータは文献 [15]を参考にした．最終的な推定値
である b˜は次式より求める．
b˜ =
1
n
nX
i=1
b˜i (4.6)
Fig 9: Flow chart of GA
Table 1: Parameteres of GA
Maximum of generations 1000
Population size 40
Length of individual(bit) 30
Crossover ratio 0.25
Mutation ratio 0.05
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4.2 減衰パラメータと強制モーメントの振幅の推定法
真向かい又は真後ろから波を受けてパラメトリック横揺れを起こして
いる船の横揺れ運動は (3.2)式で表せるが，中心線から少しでもずれた
位置から波を受けてパラメトリック横揺れを起こしている場合，その
横揺れ運動は次式のような強制Mathieu方程式で表せることができる．
Iφ¨+Bφ˙+W ·GM(1 + h cosωt)φ =M0 +M sinωet (4.7)
ここで，M0は定傾斜モーメント，M は強制モーメントの振幅，ωeは
強制モーメントの出会い角周波数を表す．(3.2)式と同様に両辺を Iで
除すことにより，単位慣性モーメントあたりの強制Mathieu方程式が
次式で得られる．
φ¨+ bφ˙+ ωφ2(1 + h cosωt)φ = A0 + A sinωet (4.8)
ここで，A0 =
M0
I ，A =
M
I である．以下本論文では，特に断らない限り
A0 = 0の場合を扱うこととし，強制モーメントの振幅とは，単位慣性
モーメントあたりの強制モーメントの振幅Aを指す．また，強制モー
メントの出会い角周波数ωeは既知としている．
本節では，斜め後ろから波を受けてパラメトリック横揺れを起こして
いる船の横揺れ角の時系列データから，GAを用いて (4.8)式の減衰パ
ラメータ b及び強制モーメントの振幅Aを推定する方法を説明する．
4.2.1 コーディング
後の交叉や突然変異などの操作を行いやすくするために，変数xを 2
進数表示したものを 1個体として個体群を構成する．1個体は，次のよ
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うになる．
h|B(1)m−1B(1)m−2 · · ·B(1)0| {z }
x1=b
|B(2)m−1B(2)m−2 · · ·B(2)0| {z }
x2=A
|i
Bk (k = 0, · · · ,m− 1)は 0または 1の値をとる．
4.2.2 個体の評価
2進数 hB(1)m−1B(1)m−2 · · ·B(1)0 iは次のようにして 10進数 x01に変換する．³
hB(1)m−1B(1)m−2 · · ·B(1)0 i
´
2
=
Ã
m−1X
k=0
B
(1)
k · 2k
!
10
= x01 (4.9)
さらに次式によって対応する実数値 x1を求める．
x1 = l1 + x
0
1 ·
µ
u1 − l1
2m − 1
¶
(4.10)
hB(2)m−1B(2)m−2 · · ·B(2)0 iも同様にして対応する実数値 x2が，
x2 = l2 + x
0
2 ·
µ
u2 − l2
2m − 1
¶
(4.11)
と求められる．ここで l1は閉区間 [l1, u1]の左側の境界であり，この区
間が減衰パラメータ bの探索範囲となる．l2についても同様で，閉区間
[l2, u2]が強制モーメントの振幅Aの探索範囲となる．
Fig.10は船体横揺れ角の時系列データの例である．Fig.11はPiにお
ける横揺れ角φ(ti)と，1ステップ前（∆t[sec]前）に計測された横揺れ
角 φ(ti − ∆t)，及び 1ステップ後（∆t[sec]後）に計測された横揺れ角
φ(ti + ∆t)の 3点を取り出した図である．点 Pi(ti ,φ(ti))の近傍では
φ ; 0と見なせるので，Fig.11における 3点では，局所的に (4.8)式を
φ¨+ bφ˙ ; A sinωet (4.12)
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と近似できると仮定する．また，Fig.11における ti−∆tから ti+∆tの
間の減衰パラメータ bと強制モーメントの振幅Aの値は一定と仮定す
る． このとき，点P1における横揺れ角φ(t1)の 1ステップ前（∆t[sec]
Fig 10: Example of time series of φ
前）に計測された横揺れ角φ1(t1−∆t) と角速度 φ˙1(t1−∆t)を初期値と
して，(4.12)式を 4次のRunge-Kutta法により 2ステップ先まで解く．
同様にして，点P2における横揺れ角φ(t2)の 1ステップ前（∆t[sec]前）
に計測された横揺れ角 φ2(t2 − ∆t) と角速度 φ˙2(t2 − ∆t)を初期値とし
て，(4.12)式を 4次のRunge-Kutta法により 2ステップ先まで解く．こ
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Fig 11: Enlarged view around Pi，●:actual，○:estimated
の操作を点Pnまで行い，2乗誤差Eb(x1, x2)を次式で定義する．
Eb(x1, x2) = {φ1(t1)− φ˜1(t1)}2 + {φ1(t1 +∆t)− φ˜1(t1 +∆t)}2
+ {φ2(t2)− φ˜2(t2)}2 + {φ2(t2 +∆t)− φ˜2(t2 +∆t)}2
...
+ {φn(tn)− φ˜n(tn)}2 + {φn(tn +∆t)− φ˜n(tn +∆t)}2
(4.13)
ここで，φは時系列データの横揺れ角を表し，φ˜は (4.12)式にパラメー
タの候補x1, x2を代入し，4次のRunge-Kutta法により 2ステップ先ま
で解いた解を表している．この際，パラメータ bの推定値 b˜とAの推
定値 A˜の候補は複数個発生しているが，後述するようにGAの遺伝子
操作により，次式で表される適応度関数の値が最も高い候補が選択さ
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れる．
fb(x1, x2) =
1
1 + exp (Eb(x1, x2))
(4.14)
推定したパラメータが真値に近いほど適応度関数の値も大きくなる．
遺伝子操作については，4.1節と同じ操作をしているため，ここでは
省略する．　　　　　　　　　
4.3 最小 2乗法による減衰パラメータと強制モーメントの振幅の推
定法
本節では，GAを用いずに (4.8)式の減衰パラメータ b及び強制モー
メントの振幅Aを推定する方法を説明する．この推定法は，前述した
GAによる方法に比べ，アルゴリズムが簡単である．
いま，Fig.10において，各Piにおけるn組の測定データ
(φ¨1, φ˙1), (φ¨2, φ˙2), · · · , (φ¨n, φ˙n) が得られたとする．このとき測定値 φ¨iは
理論値 ¨˜φi = A sinωeti − bφ˙iと
ei = φ¨i − ¨˜φi = φ¨i − (A sinωeti − bφ˙i) (4.15)
の偏差を生じる．eiの 2乗和であり，A, bの関数
f(A, b) =
nX
i=1
n
φ¨i − (A sinωeti − bφ˙i)
o2
(4.16)
が最小になるようにA, bを求める．関数 f(A, b)をAおよび bで偏微分
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すると
fA(A, b) = 2
nX
i=1
n
φ¨i − (A sinωeti − bφ˙i)
o
(− sinωeti) (4.17)
fb(A, b) = 2
nX
i=1
n
φ¨i − (A sinωeti − bφ˙i)
o
φ˙i (4.18)
この 2つの偏導関数を 0として次の連立 1次方程式が得られる．
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
A
nX
i=1
(sinωeti)2 − b
nX
i=1
φ˙i sinωeti =
nX
i=1
φ¨i sinωeti
−A
nX
i=1
φ˙i sinωeti + b
nX
i=1
φ˙2i = −
nX
i=1
φ˙iφ¨i
(4.19)
この連立 1次方程式より，
A =
Ã
nX
i=1
φ˙2i
!Ã
nX
i=1
φ¨i sinωeti
!
−
Ã
nX
i=1
φ˙iφ¨i
!Ã
nX
i=1
φ˙i sinωeti
!
Ã
nX
i=1
φ˙2i
!(
nX
i=1
(sinωeti)2
)
−
Ã
nX
i=1
φ˙i sinωeti
!2 (4.20)
b =
A
nX
i=1
φ˙i sinωeti −
nX
i=1
φ¨i sinωeti
nX
i=1
φ˙2i
(4.21)
と求められる．　　　　　　　　　　　　　
4.4 復原パラメータの推定法
前節までで求めた減衰パラメータの推定値 b˜と強制モーメントの振
幅の推定値 A˜を用いて復原パラメータを推定する方法を以下に示す．
前述した減衰パラメータ bの推定では，特定の点 Pi (i = 1, · · · , n)を
抽出して推定を行ったが，復原パラメータの推定では時系列データの
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最初の点から，最後から 2番めの点までを用いて推定を行う．(即ち点
P1, P2. · · · , Pnだけを用いて推定しているのではない)
コーディングと，遺伝子操作の方法は減衰パラメータの場合と同じで
あるので個体の評価の方法のみ以下に説明する．
4.4.1 個体の評価
複数発生した復原パラメータの推定値の候補について，t = tjにお
ける横揺れ角 φ(tj)と角速度 φ˙(tj)を初期値として，(4.22)式をRunge-
Kutta法により，1ステップ先まで解く．この際，先に推定した減衰パ
ラメータは既知とする．
φ¨+ b˜φ˙+ c(tj)φ = A˜ sinωetj (4.22)
パラメータの候補を代入し得られた解 φ˜(tj + ∆t)と，計測された横揺
れ角φ(tj +∆t)との誤差を
Ec(x) =
³
φ(tj +∆t)− φ˜(tj +∆t)
´2
(4.23)
と表したとき，次式により適応度関数 fcを計算する．
fc(x) =
1
1 + exp(Ec(x))
(4.24)
この場合復原パラメータは時間の関数であるので，その推定値を c˜(t)
とする．そのため，tのとる範囲は時系列データの最初の時刻から，最
後から 2番目の時刻までの各値である．復原パラメータの候補は複数
個発生するが，上式で示した適応度関数が最大となるもの遺伝子操作
によって選ばれる．
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このようにして各個体の適応度を計算し，前述のような遺伝子操作を
行うことによって得られた各時刻におけるパラメータ c˜(tj)を時間の関
数と見なすことにより，c˜(t) の時系列データが得られる．Fig.12は c(t)
のグラフの模式図である．c˜(t)のグラフにおいて，(4.25)式～(4.27)式
によってωe,ωφ, h を求めることができる．
Fig 12: Example of c(t)
ωφ =
vuut1
n
nX
i=1
Li (4.25)
ωe = 2π(n− 1)n−1X
i=1
di
(4.26)
h =
1
ωφ(n− 1)
n−1X
i=1
|Li+1|+ |Li|
2
(4.27)
Fig.13に，本論文で提案した推定法を使う手順を整理したフローチ
ャートを示す．
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Fig 13: Flow chart of the estimation methods
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5 数値シミュレーション
5.1 シミュレーションの概要
提案手法の有効性を示すために，パラメータが既知である運動方程
式を時間刻み∆t = 0.01[sec]として 4次のRunge-kutta法によって得ら
れた数値解を用いて，パラメータの推定を行った．設定したパラメー
タ及び初期条件は，以下の 2パターンとし，GAによる探索の範囲は，
b˜ ∈[0,1], A˜ ∈[0,1], c˜(t) ∈[0,20]に設定した．φ0及び φ˙0はそれぞれ，t = 0
における横揺れ角と横揺れ角速度を表す．
(i) b = 0.2, h = 0.4,ω = 6.0,ωφ = 3.0, A = 0,φ0 = 0, φ˙0 = 0.1
(ii) b = 0.1, h = 0.4,ω = 2.0,ωφ = 1.0, A = 0.1,ωe = 2.0,
φ0 = 0, φ˙0 = 0
Fig 14: Numerical solution of equation(3.2)
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Fig 15: Numerical solution of equation(4.8)
5.2 推定結果
減衰パラメータ bと強制項の振幅Aの推定結果をTable.2に示す．こ
こで表中の誤差は設定値と推定値の差の絶対値である．　　　　　　
Table 2: Estimated value of the coeﬃcient b and A
　　　 Actual value Estimated value n Error
b : case(i) 0.2 0.20056 n = 14 0.00056
b : case(ii) 0.1 0.10156 n = 14 0.00156
A : case(ii) 0.1 0.10021 n = 14 0.00021
　　　　
21
5.2.1 復原パラメータ推定結果 (ケース (i))
Table.2の各推定値を(4.22)式に代入しc(t)を推定した結果をFig.16に
示す．c˜(t)のグラフより各パラメータωφ, h,ωを推定した結果をTable.3
に示す．推定した各パラメータを(3.2)式に代入し解いた数値解と，設定
パラメータを代入した数値解を比較したものをFig.17及びFig.18に示
す．Fig.17に示した，真値と推定値の時系列データのRMSE(Root Mean
Square Error)は 7.9× 10−4であった．
Fig 16: Estimated result of c(t),case(i).The red solid line shows actual value .The
dots show estimated value
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Table 3: Estimated value of the restoring coeﬃcient, case(i)
　　　 Actual value Estimated value Error
ωφ 3.0 3.00025 0.00025
h 0.4 0.39988 0.00012
ω 6.0 6.00065 0.00065
Fig 17: Comparison of two numerical solutions of case(i), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
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Fig 18: Comparison of two numerical solutions of case(i), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
　　　　　　　　　　
5.2.2 復原パラメータ推定結果 (ケース (ii))
Table.2の各推定値を (4.22)式に代入し，ケース (i)の c(t)を推定した
結果をFig.19に示す．Fig.19では，外れ値が見られるが，明らかに c(t)
は [0, 2]の範囲ににあると分かる．そこで，GAの探索範囲を [0, 2]に設
定し，c(t)を推定した結果をFig.20に示す．Fig.20にに示された時系列
データのパワースペクトル密度関数のグラフをFig.21に示す．外れ値の
影響をなくすため，ローパスフィルタを用いた平滑化を行った．Fig.21
より，0.5[Hz]よりも高い周波数成分をカットすることにする．平滑化
を行った復原パラメータのグラフをFig.22に示す．c˜(t)のグラフより各
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パラメータωφ, h,ωを推定した結果をTable.4に示す．推定した各パラ
メータを (4.8)式に代入し解いた数値解と，設定パラメータを同式に代
入した数値解を比較したものをFig.23及びFig.24に示す．Fig.23に示
した，真値と推定値の時系列データのRMSEは 8.7× 10−3であった．
提案手法により，ケース (i)，ケース (ii)のどちらの場合でも高い精度
でパラメータを推定できたと考えられる．
Fig 19: Estimated result of c(t),case(ii)
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Fig 20: Estimated result of c(t),case(ii).The red solid line shows actual value .The
dots show estimated value
Fig 21: Power spectral density of the data shown in Fig.20
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Fig 22: Estimated result of c(t),case(ii).The red solid line shows actual value .The
dots show estimated value
Table 4: Estimated value of the restoring coeﬃcient, case(ii)
　　　 Actual value Estimated value Error
ωφ 1.0 0.99980 0.00020
h 0.4 0.40093 0.00093
ω 2.0 1.99703 0.00297
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Fig 23: Comparison of two numerical solutions of case(ii), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
Fig 24: Comparison of two numerical solutions of case(ii), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
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5.2.3 最小 2乗法による方法によって減衰パラメータと強制項の振幅を求めた場合
ケース (ii)について，4.3節に示した方法によって減衰パラメータ bと
強制項の振幅Aを推定し，復原パラメータを推定した結果を以下に示
す．Table.5は，4.3節に示した最小2乗法による方法によって減衰パラ
メータbと強制モーメントの振幅Aを推定した結果である．Table.5の各
推定値を (4.22)式に代入し，ケース (ii)の c(t)を推定した結果をFig.25
に示す．なお，GAの探索範囲は前述の設定値と同じである．Fig.25で
は，いくつか外れ値が見られるが，明らかに c(t)は [0.5, 1.5]の範囲に
にあると分かる．そこで，GAにおける c(t)の探索範囲を [0.5, 1.5]に設
定し，c(t)を推定した結果をFig.26に示す．t = 0付近にある 1つだけ
外れた値を無視して c˜(t)のグラフより，各パラメータωφ, h,ωを推定し
た結果をTable.6に示す．推定した各パラメータを (4.8)式に代入し解
いた数値解と，設定パラメータを代入して解いた数値解を比較したも
のをFig.27及びFig.28に示す．Fig.27に示した，真値と推定値の時系
列データのRMSEは 4.8× 10−3であった．
これらの結果より，最小2乗法による方法によっても，高い精度でパ
ラメータを推定できることが確認された．
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Table 5: Estimated value of the coeﬃcient b and A
　　　 Actual value Estimated value n Error
b : case(ii) 0.1 0.09293 n = 14 0.00707
A : case(ii) 0.1 0.09931 n = 14 0.00069
Fig 25: Estimated result of c(t),case(ii).The red solid line shows actual value .The
dots show estimated value
Table 6: Estimated value of the restoring coeﬃcient, case(ii)
　　　 Actual value Estimated value Error
ωφ 1.0 0.99985 0.00015
h 0.4 0.39824 0.00176
ω 2.0 2.00200 0.00200
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Fig 26: Estimated result of c(t),case(ii).The red solid line shows actual value .The
dots show estimated value
Fig 27: Comparison of two numerical solutions of case(ii), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
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Fig 28: Comparison of two numerical solutions of case(ii), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
6 ノイズが含まれるデータでの数値シミュレーション
6.1 シミュレーションの概要
5章で用いたケース (i)及び (ii)の数値解に高周波ノイズを付加した時
系列データに対して提案手法を適用しパラメータ推定を行った．なお，
初期条件，時間刻み∆t，GAによる探索範囲，GAのパラメータ値は全
て 5章と同じ値に設定した．ケース (i)及び (ii)の数値解に高周波ノイ
ズ（平均値=0，分散=5.58× 10−4）を付加した時系列データをFig.29，
及びFig.30に示す．
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Fig 29: Numerical solution of equation(3.2) with noise,case(i)
6.2 ノイズの除去 (ケース (i))
後述するフーリエ級数を用いたローパスフィルタを用いるため，Fig.29
に示したデータに，同じデータのφの順番を逆にしたものを追加しFig.31
のような時系列データを作成する．Fig.31に示した時系列データを作
成した理由は，フーリエ級数による近似において，端点での近似誤差
を抑え且つ周波数の分解能を高めるためである．Fig.31に示された時
系列データを，次のフーリエ級数で近似する．なお，以下で用いる iは
第 4章で用いたものと異なることに注意されたし．
φ(t) = a0
2
+
kX
i=1
(ai cos 2πi∆ft+ bi sin 2πi∆ft) (6.1)
Fig.31に示された時系列データのパワースペクトル密度関数のグラフ
をFig.32に示す．この図より2[Hz]よりも高い周波数成分をノイズと見
なしカットすることにする．i∆f < 2を満たす最大の自然数 iをK1と
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Fig 30: Numerical solution of equation(4.8) with noise,case(ii)
すると，(6.1)式と同じ aiと biを用いて，周波数が 2[Hz]以下の周波数
成分だけを合成したものが次式で示される．
φˆ(t) = a0
2
+
K1X
i=1
(ai cos 2πi∆ft+ bi sin 2πi∆ft) (6.2)
このとき，角速度は次式で示される．
d
dt
φˆ(t) =
K1X
i=1
2πi∆f(−ai cos 2πi∆ft+ bi sin 2πi∆ft) (6.3)
ノイズを付加する前の数値解と，ノイズを付加しフィルタを通した時
系列データを比較したグラフをFig.33と，Fig.34に示す．
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Fig 31: Time series data made from the data shown in Fig.29
Fig 32: Power spectral density of the data shown in Fig.31
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Fig 33: Comparison of the numerical solution of equation(3.2) and the filtered data
Fig 34: Comparison of the numerical solution of equation(3.2) and the filtered data
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6.3 ノイズの除去 (ケース (ii))
ケース (i)と同様に，Fig.30に示したデータに，同じデータのφの順
番を逆にしたものを追加し Fig.35のような時系列データを作成する．
Fig.35に示された時系列データを，次のフーリエ級数で近似する．
φ(t) = a0
2
+
kX
i=1
(ai cos 2πi∆ft+ bi sin 2πi∆ft) (6.4)
Fig.35に示された時系列データのパワースペクトル密度関数のグラフ
をFig.36に示す．この図より1[Hz]よりも高い周波数成分をノイズと見
なしカットすることにする． i∆f < 1を満たす最大の自然数 iをK2と
Fig 35: Time series data made from the data shown in Fig.30
すると，(6.4)式と同じ aiと biを用いて，周波数が 1[Hz]以下の周波数
成分だけを合成したものが次式で示される．
φˆ(t) = a0
2
+
K2X
i=1
(ai cos 2πi∆ft+ bi sin 2πi∆ft) (6.5)
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Fig 36: Power spectral density of the data shown in Fig.35
このとき，角速度は次式で示される．
d
dt
φˆ(t) =
K2X
i=1
2πi∆f(−ai cos 2πi∆ft+ bi sin 2πi∆ft) (6.6)
ノイズを付加する前の数値解と，ノイズを付加しフィルタを通した時
系列データを比較したグラフをFig.37とFig.38にそれぞれ示す．
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Fig 37: Comparison of the numerical solution of equation(4.8) and filtered data
Fig 38: Comparison of the numerical solution of equation(4.8) and filtered data
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6.4 推定結果
ノイズを付加した場合の減衰パラメータ bと強制項の振幅Aの推定結
果をTable.7に示す．
Table 7: Estimated value of the coeﬃcient b and A with noise
　　　 Actual value Estimated value n Error
b : case(i) 0.2 0.19233 n = 14 0.00767
b : case(ii) 0.1 0.09755 n = 14 0.00235
A : case(ii) 0.1 0.09568 n = 14 0.00432
6.4.1 復原パラメータ推定結果 (ケース (i))
Table.7の各推定値を (4.22)式に代入し c(t)を推定した結果をFig.39
に示す．Fig.39に示された時系列データのパワースペクトル密度関数
のグラフを Fig.40に示す．外れ値の影響をなくすため，ローパスフィ
ルタを用いた平滑化を行った．Fig.40より，1.3[Hz]よりも高い周波数
成分をカットすることにする．平滑化を行った復原パラメータのグラ
フをFig.41に示す．c˜(t)のグラフより各パラメータωφ, h,ωを推定した
結果をTable.8に示す．推定した各パラメータを (3.2)式に代入し解い
た数値解と，設定パラメータを同式に代入して解いた数値解を比較し
たものをFig.42及びFig.43に示す．Fig.42に示した，真値と推定値の
時系列データのRMSEは 8.9× 10−3であった．
40
Fig 39: Estimated result of c(t)
Fig 40: Power spectral density of the data shown in Fig.39
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Fig 41: Estimated result of c(t).The red solid line shows actual value .The dots show
estimated value.
Table 8: Estimated value of the restoring coeﬃcient, case(i) with noise
　　　 Actual value Estimated value Error
ωφ 3.0 2.99385 0.00615
h 0.4 0.39995 0.00005
ω 6.0 5.99437 0.00563
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Fig 42: Comparison of two numerical solutions of case(i), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
Fig 43: Comparison of two numerical solutions of case(i), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
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6.4.2 復原パラメータ推定結果 (ケース (ii))
Table.7の各推定値を (4.22)式に代入し c(t)を推定した結果をFig.44
に示す．Fig.44では，外れ値が見られるが，明らかに c(t)は [0, 2]の範
囲ににあると分かる．そこで，GAにおける c(t)の探索範囲を [0, 2]に
設定し，c(t)を推定した結果を Fig.45に示す．Fig.45にに示された時
系列データのパワースペクトル密度関数のグラフをFig.46に示す．外
れ値の影響をなくすため，ローパスフィルタを用いた平滑化を行った．
Fig.46より，0.6[Hz]よりも高い周波数成分をカットすることにする．平
滑化を行った復原パラメータのグラフを Fig.47に示す．c˜(t)のグラフ
より各パラメータωφ, h,ωを推定した結果をTable.9に示す．推定した
各パラメータを (4.8)式に代入し解いた数値解と，設定パラメータを同
式に代入して解いた数値解を比較したものをFig.48及びFig.49に示す．
Fig.48に示した，真値と推定値の時系列データのRMSEは 1.3 × 10−2
であった．
これらの結果より，ノイズを付加した時系列データに対しても，提案
手法により高い精度でパラメータ推定が可能であることが確認された．
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Fig 44: Estimated result of c(t)
Fig 45: Estimated result of c(t).The red solid line shows the actual value .The dots
show the estimated value.
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Fig 46: Power spectral density of the data shown in Fig.45
Fig 47: Estimated result of c(t).The red solid line shows the actual value .The dots
show the estimated value.
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Table 9: Estimated value of the restoring coeﬃcient, case(ii) with noise
　　　 Actual value Estimated value Error
ωφ 1.0 0.99452 0.00548
h 0.4 0.39133 0.00867
ω 2.0 2.00015 0.00015
Fig 48: Comparison of two numerical solutions of case(ii), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
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Fig 49: Comparison of two numerical solutions of case(ii), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
　　　　　　　　　　
6.4.3 最小 2乗法による方法によって減衰パラメータと強制項の振幅を求めた場合
ケース (ii)について，4.3節に示した方法によって減衰パラメータ bと
強制項の振幅Aを推定し，復原パラメータを推定した結果を以下に示す．
Table.10は，4.3節に示した最小2乗法による方法によって減衰パラメー
タ bと強制モーメントの振幅Aを推定した結果である．Table.10の各推
定値を (4.22)式に代入し，ケース (ii)の c(t)を推定した結果をFig.50に
示す．なお，GAの探索範囲は前述の設定値と同じである．Fig.50では，
いくつか外れ値が見られるが，明らかに c(t)は [0, 2]の範囲ににあると
分かる．そこで，GAにおける c(t)の探索範囲を [0, 2]に設定し，c(t)
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を推定した結果をFig.51に示す．Fig.51にに示された時系列データの
パワースペクトル密度関数のグラフをFig.52に示す．外れ値の影響を
なくすため，ローパスフィルタを用いた平滑化を行った．Fig.52より，
0.6[Hz]よりも高い周波数成分をカットすることにする．平滑化を行っ
た復原パラメータのグラフを Fig.53に示す．c˜(t)のグラフより各パラ
メータωφ, h,ωを推定した結果をTable.11に示す．推定した各パラメー
タを (4.8)式に代入し解いた数値解と，設定パラメータを同式に代入し
て解いた数値解を比較したものをFig.54及びFig.55に示す．Fig.54に
示した，真値と推定値の時系列データのRMSEは 7.7× 10−3であった．
以上より，ノイズを付加した時系列データに対しても本論文で提案し
た推定法が実用上十分な精度でパラメータ推定が可能であることが確
認された．
Table 10: Estimated value of the coeﬃcient b and A with noise
　　　 Setting value Estimated value n Error
b of case(ii) 0.1 0.08346 n = 14 0.01654
A of case(ii) 0.1 0.09592 n = 14 0.00408
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Fig 50: Estimated result of c(t).The red solid line shows the actual value .The dots
show the estimated value.
Fig 51: Estimated result of c(t).The red solid line shows the actual value .The dots
show the estimated value.
50
Fig 52: Power spectral density of the data shown in Fig.51
Fig 53: Estimated result of c(t).The red solid line shows the actual value .The dots
show the estimated value
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Table 11: Estimated value of the restoring coeﬃcient, case(ii) with noise
　　　 Actual value Estimated value Error
ωφ 1.0 1.00065 0.00065
h 0.4 0.37571 0.02429
ω 2.0 1.99986 0.00014
Fig 54: Comparison of two numerical solutions of case(ii), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
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Fig 55: Comparison of two numerical solutions of case(ii), obtained by the estimated
value and that obtained by the actual value. The red solid line shows the numerical
solution by the actual value. The dots shows the numerical solution by the estimated
value.
7 結言
本論文では，減衰項を伴うMathieu方程式のパラメータの推定法を
提案した．数値シミュレーションによる検証により，高い精度でパラ
メータの推定が可能であることが確認された．
本論文では船体運動を対象としたため，パラメトリック横揺れをモデ
ル化したMathieu方程式のパラメータ推定を行ったが，運動方程式の
パラメータ推定という研究分野は，船舶工学だけに限られたものでは
なく，自動車や機械など，実環境においては周囲の環境あるいは時間
経過に伴い，パラメータが変動するシステムも多い [10]．そのような時
変システムのパラメータ推定に対しても，本論文で提案手法が適用で
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きるかもしれない．
最後に，今後の課題として，模型実験による提案手法の検証，提案
手法の非線形なMathieu方程式，更にはMathieu方程式を一般化した
Hillの方程式への適用が挙げられる．
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