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SPADES1を提案している [3, 4, 10, 11, 12, 16, 17, 18, 19, 21, 22]．SPADESはC記述のアプ
リケーションプログラムとアプリケーション実行時間制約を入力とし，実行時間制約を満た
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ビット幅を b2(b2  b1)とすると，画素値データの演算のためには b2のビット幅を持った演
算ユニットがあれば十分である．しかしプロセッサに用意されている演算ユニットのビット
幅は b1であるため，画素値データ b2ビットの演算に対してもビット幅 b1の演算ユニットを









準ビット幅 32ビットを 2つに分割し，16ビットのデータ 2つを格納することができる．同



































ことができる．アドレッシングユニットは，(i) no operation，(ii) post increment，(iii) post




































































































































































OPE f1; 2; 4; : : : g#1 ; fh; lg#2 ; fs; ug#3 ;









































ドは省略をする．例えば，梱包数 2，符号無し，右 4ビットシフト，飽和演算ありの SIMD
乗算命令はMUL 2 ur4sと表される．また，この SIMD乗算命令の上位 b=2ビットを演算す











表 2.1: 基本命令 1（算術命令）．
ID 命令 ニモニック 動作
101* ADD ADD R1, R2, R3 R3  R1 + R2
102* SUB SUB R1, R2, R3 R3  R1 - R2
103* SRA SRA R1, R2, R3 R3  R1 >> R20::x (arithmetic)
104* SRL SRL R1, R2, R3 R3  R1 >> R20::x
105* SLL SLA R1, R2, R3 R3  R1 << R20::x
106* AND AND R1, R2, R3 R3  R1 & R2
107* OR OR R1, R2, R3 R3  R1 | R2
108* XOR XOR R1, R2, R3 R3  R1 ^ R2
109 MUL MUL R1, R2, R3 R3  nd (R1 * R2)0::(nd 1)
110 DIV DIV R1, R2, R3 R3  R1 / R2
111 SLT SLT R1, R2, R3 if (R1 < R2) R3  1; else R3  0
112 SEQ SEQ R1, R2, R3 if (R1 == R2) R3  1; else R3  0
113 SNE SNE R1, R2, R3 if (R1 != R2) R3  1; else R3  0
114 COM2 COM2 R1, R3 R3  2's complement of R1
115 MAC MAC R1, R2, R3 R3  R1 * R2 + R3
116* INC INC R1 R1++
117* DEC DEC R1 R1--
118* ADDI ADDI R1, R2, imm R2  R1 + imm
119* SUBI SUBI R1, R2, imm R2  R1 - imm
120* SRAI SRAI R1, R2, imm R2  R1 >> imm0::x (arithmetic)
121* SRLI SRLI R1, R2, imm R2  R1 >> imm0::x
122* SLLI SLAI R1, R2, imm R2  R1 << imm0::x
123* ANDI ANDI R1, R2, imm R2  R1 & imm
124* ORI ORI R1, R2, imm R2  R1 | imm
125* XORI XORI R1, R2, imm R2  R1 ^ imm
126 MULI MULI R1, R2, imm R2  nd (R1 * imm)0::(nd 1)
127 DIVI DIVI R1, R2, imm R2  R1 / imm
xは，ndを汎用レジスタのビット数としたとき，x = lgnd   1によって与える．
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第 2章 アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
表 2.2: 基本命令 2（ロード/ストア命令）．
ID 命令 ニモニック 動作
201* LDX LDX R1, R2, imm R2  nd Mx[(R1 + imm)0::15]
202* LDY LDY R1, R2, imm R2  nd My[(R1 + imm)0::15]
203* STX STX R1, R2, imm Mx[(R1 + imm)0::15]  nd R2
204* STY STY R1, R2, imm My[(R1 + imm)0::15]  nd R2
205* LDRX LDRX R1, R2 R2  nd Mx[R10::15]
206* LDRY LDRY R1, R2 R2  nd My[R10::15]
207* STRX STRX R1, R1 Mx[R10::15]  nd R2
208* STRY STRY R1, R2 My[R10::15]  nd R2
209* LDXI LDXI R2, imm R2  nd Mx[imm0::15]
210* LDYI LDYI R2, imm R2  nd My[imm0::15]
211* STXI STXI R2, imm Mx[imm0::15]  nd R2
212* STYI STYI R2, imm My[imm0::15]  nd R2
213 LDIX LDIX n1, R2, DPX3
LDIX 0, R2, DPX3 R2  nd Mx[DPX3]
LDIX 1, R2, DPX3 R2  nd Mx[DPX3]; DPX3++
LDIX 2, R2, DPX3 R2  nd Mx[DPX3]; DPX3--
LDIX 3, R2, DPX3 R2  nd Mx[DPX3]; DPX3  DPX3 + DNX3
LDIX 4, R2, DPX3 R2  nd Mx[DPX3];
DPX3  next circular addr(DPX3, DNX3, DMX)
LDIX 5, R2, DPX3 R2  nd Mx[bit reverse(DPX3)];
DPX3  DPX3 + DNX3
214 LDIY LDIY n1, R2, DPY3
LDIY 0, R2, DPY3 R2  nd My[DPY3]
LDIY 1, R2, DPY3 R2  nd My[DPY3]; DPY3++
LDIY 2, R2, DPY3 R2  nd My[DPY3]; DPY3--
LDIY 3, R2, DPY3 R2  nd My[DPY3]; DPY3  DPY3 + DNY3
LDIY 4, R2, DPY3 R2  nd My[DPY3];
DPY3  next circular addr(DPY3, DNY3, DMY)
LDIY 5, R2, DPY3 R2  nd My[bit reverse(DPY3)];
DPY3  DPY3 + DNY3
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第 2章 アプリケーションプロセッサのハードウェア/ソフトウェア協調合成システム
表 2.2: 基本命令 2（ロード/ストア命令，続き）．
ID 命令 ニモニック 動作
215 STIX STIX n1, R2, DPX3
STIX 0, R2, DPX3 Mx[DPX3]  nd R2
STIX 1, R2, DPX3 Mx[DPX3]  nd R2; DPX3++
STIX 2, R2, DPX3 Mx[DPX3]  nd R2; DPX3--
STIX 3, R2, DPX3 Mx[DPX3]  nd R2; DPX3  DPX3 + DNX3
STIX 4, R2, DPX3 Mx[DPX3]  nd R2;
DPX3  next circular addr(DPX3, DNX3, DMX)
STIX 5, R2, DPX3 Mx[bit reverse(DPX3)]  nd R2;
DPX3  DPX3 + DNX3
216 STIY STIY n1, R2, DPY3
STIY 0, R2, DPY3 My[DPY3]  nd R2
STIY 1, R2, DPY3 My[DPY3]  nd R2; DPY3++
STIY 2, R2, DPY3 My[DPY3]  nd R2; DPY3--
STIY 3, R2, DPY3 My[DPY3]  nd R2; DPY3  DPY3 + DNY3
STIY 4, R2, DPY3 My[DPY3]  nd R2;
DPY3  next circular addr(DPY3, DNY3, DMY)
STIY 5, R2, DPY3 My[bit reverse(DPY3)]  nd R2;
DPY3  DPY3 + DNY3
217(*) MV MV m1, R2, DPX3
* MV 0, R2, R3 R3  R2
MV 1, R2, DPX3 DPX3  16 R20::15
MV 2, R2, DPY3 DPY3  16 R20::15
MV 3, R2, DNX3 DNX3  16 R20::15
MV 4, R2, DNY3 DNY3  16 R20::15
MV 5, R2, DMX DMX  16 R20::15
MV 6, R2, DMY DMY  16 R20::15
218(*) IMM IMM m1, DPX2, imm
* IMM 0, R2, imm R2  imm
IMM 1, DPX2, imm DPX2  16 imm0::15
IMM 2, DPY2, imm DPY2  16 imm0::15
IMM 3, DNX2, imm DNX2  16 imm0::15
IMM 4, DNY2, imm DNY2  16 imm0::15
IMM 5, DMX, imm DMX  16 imm0::15
IMM 6, DMY, imm DMY  16 imm0::15
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表 2.3: 基本命令 3（ジャンプ命令他）．
ID 命令 ニモニック 動作
301* BEQ BEQ R1, R2, imm if (R1 == R2) PC  npc PC + imm0::(npc 1)
302* BNE BNE R1, R2, imm if (R1 != R2) PC  npc PC + imm0::(npc 1)
303* BZ BZ R1, imm if (R1 == 0) PC  npc PC + imm0::(npc 1)
304* BNZ BNZ R1, imm if (R1 != 0) PC  npc PC + imm0::(npc 1)
305* JP JP imm PC  npc PC + imm0::(npc 1)
306 LOOP LOOP R1, imm Loop imm instructions R1 times
307 RPT RPT imm Repeat next instruction imm times
308* CALL CALL imm Call PC + imm0::(npc 1)
309* RET RET Return
310* NOP NOP No operation
311* HLT HLT Halt
表 2.4: 特殊複合命令（並列ロード/ストア命令）．
ID 命令 ニモニック 動作
401 LDPX LDPX n1, DPX1, R2, R3
LDIX n1, DPX1, R2;
LDIX n1, DPY1, R3
402 STPX STPX n1, DPX1, R2, R3
STIX n1, DPX1, R2;










m 種別 m 種別
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演算名 梱包数 ビット拡張 符号演算 飽和演算 シフト演算 ニモニック
ADD 1 (none) signed saturation right ADD 1 srXXs
left ADD 1 slXXs
wrap around right ADD 1 srXXw
left ADD 1 slXXw
unsigned saturation right ADD 1 urXXs
left ADD 1 ulXXs
wrap around right ADD 1 urXXw
left ADD 1 urXXw
2 (none) signed saturation right ADD 2 srXXs
left ADD 2 slXXs
wrap around right ADD 2 srXXw
left ADD 2 slXXw
unsigned saturation right ADD 2 urXXs
left ADD 2 ulXXs
wrap around right ADD 2 urXXw
left ADD 2 ulXXw
higher signed (none) (none) ADD 2h s
unsigned (none) (none) ADD 2h u
lower signed (none) (none) ADD 2l s
unsigned (none) (none) ADD 2l u
4 (none) signed saturation right ADD 4 srXXs
left ADD 4 slXXs
wrap around right ADD 4 srXXw
left ADD 4 slXXw
unsigned saturation right ADD 4 urXXs
left ADD 4 ulXXs
wrap around right ADD 4 urXXw
left ADD 4 ulXXw
higher signed (none) (none) ADD 4h s
unsigned (none) (none) ADD 4h u
lower signed (none) (none) ADD 4l s





演算名 梱包数 ビット拡張 符号演算 飽和演算 シフト演算 ニモニック
SUB 1 (none) signed saturation right SUB 1 srXXs
left SUB 1 slXXs
wrap around right SUB 1 srXXw
left SUB 1 slXXw
unsigned saturation right SUB 1 urXXs
left SUB 1 ulXXs
wrap around right SUB 1 urXXw
left SUB 1 urXXw
2 (none) signed saturation right SUB 2 srXXs
left SUB 2 slXXs
wrap around right SUB 2 srXXw
left SUB 2 slXXw
unsigned saturation right SUB 2 urXXs
left SUB 2 ulXXs
wrap around right SUB 2 urXXw
left SUB 2 ulXXw
higher signed (none) (none) SUB 2h s
unsigned (none) (none) SUB 2h u
lower signed (none) (none) SUB 2l s
unsigned (none) (none) SUB 2l u
4 (none) signed saturation right SUB 4 srXXs
left SUB 4 slXXs
wrap around right SUB 4 srXXw
left SUB 4 slXXw
unsigned saturation right SUB 4 urXXs
left SUB 4 ulXXs
wrap around right SUB 4 urXXw
left SUB 4 ulXXw
higher signed (none) (none) SUB 4h s
unsigned (none) (none) SUB 4h u
lower signed (none) (none) SUB 4l s





演算名 梱包数 ビット拡張 符号演算 飽和演算 シフト演算 ニモニック
MUL 1 (none) signed saturation right MUL 1 srXXs
left MUL 1 slXXs
wrap around right MUL 1 srXXw
left MUL 1 slXXw
unsigned saturation right MUL 1 urXXs
left MUL 1 ulXXs
wrap around right MUL 1 urXXw
left MUL 1 urXXw
2 (none) signed saturation right MUL 2 srXXs
left MUL 2 slXXs
wrap around right MUL 2 srXXw
left MUL 2 slXXw
unsigned saturation right MUL 2 urXXs
left MUL 2 ulXXs
wrap around right MUL 2 urXXw
left MUL 2 ulXXw
higher signed (none) (none) MUL 2h s
unsigned (none) (none) MUL 2h u
lower signed (none) (none) MUL 2l s
unsigned (none) (none) MUL 2l u
4 (none) signed saturation right MUL 4 srXXs
left MUL 4 slXXs
wrap around right MUL 4 srXXw
left MUL 4 slXXw
unsigned saturation right MUL 4 urXXs
left MUL 4 ulXXs
wrap around right MUL 4 urXXw
left MUL 4 ulXXw
higher signed (none) (none) MUL 4h s
unsigned (none) (none) MUL 4h u
lower signed (none) (none) MUL 4l s





演算名 梱包数 ビット拡張 符号演算 飽和演算 シフト演算 ニモニック
MAC 1 (none) signed saturation right MAC 1 srXXs
left MAC 1 slXXs
wrap around right MAC 1 srXXw
left MAC 1 slXXw
unsigned saturation right MAC 1 urXXs
left MAC 1 ulXXs
wrap around right MAC 1 urXXw
left MAC 1 urXXw
2 (none) signed saturation right MAC 2 srXXs
left MAC 2 slXXs
wrap around right MAC 2 srXXw
left MAC 2 slXXw
unsigned saturation right MAC 2 urXXs
left MAC 2 ulXXs
wrap around right MAC 2 urXXw
left MAC 2 ulXXw
higher signed (none) (none) MAC 2h s
unsigned (none) (none) MAC 2h u
lower signed (none) (none) MAC 2l s
unsigned (none) (none) MAC 2l u
4 (none) signed saturation right MAC 4 srXXs
left MAC 4 slXXs
wrap around right MAC 4 srXXw
left MAC 4 slXXw
unsigned saturation right MAC 4 urXXs
left MAC 4 ulXXs
wrap around right MAC 4 urXXw
left MAC 4 ulXXw
higher signed (none) (none) MAC 4h s
unsigned (none) (none) MAC 4h u
lower signed (none) (none) MAC 4l s





演算名 梱包数 ビット拡張 符号演算 ニモニック
EXTD 2 higher signed EXTD 2h s
unsigned EXTD 2h u
lower signed EXTD 2l s
unsigned EXTD 2l u
4 higher signed EXTD 4h s
unsigned EXTD 4h u
lower signed EXTD 4l s
unsigned EXTD 4l u
表 2.12: SIMD型ビット縮小命令．
演算名 梱包数 符号演算 飽和演算 シフト演算 ニモニック
EXTR 2 signed saturation right EXTR 2 srXXs
left EXTR 2 slXXs
wrap around right EXTR 2 srXXw
left EXTR 2 slXXw
unsigned saturation right EXTR 2 urXXs
left EXTR 2 ulXXs
wrap around right EXTR 2 urXXw
left EXTR 2 ulXXw
4 signed saturation right EXTR 4 srXXs
left EXTR 4 slXXs
wrap around right EXTR 4 srXXw
left EXTR 4 slXXw
unsigned saturation right EXTR 4 urXXs
left EXTR 4 ulXXs
wrap around right EXTR 4 urXXw





演算名 梱包数 符号演算 ニモニック
Max 2 signed Max 2h s
unsigned Max 2h u
4 signed Max 4h s
unsigned Max 4h u
Min 2 signed Min 2h s
unsigned Min 2h u
4 signed Min 4h s
unsigned Min 4h u
EXCH 2 EXCH 2
4 EXCH 4






図 2.6: n個の kビット演算．
Operation
(Extend)


































































持つ命令へと変換し，1つの命令がDFG(Data Flow Graph)の 1つのノードに対応し，1つ
































































































































































































































され，図 3.2の点線に囲まれた上位 3つのシステムを SIMD演算ユニット最適化系と呼ぶ．
SIMD演算ユニット生成系を構成するシステムを以下に示す．
SIMD Subfunction Decision Arch-XMLにあるSIMD命令の集合から，冗長な構成でな
い必要最低限の機能を持つSIMD演算ユニットの構成パラメータを決定する．例えば，SIMD
命令の集合がMUL 4 ul5sとMUL 2 ur12wであった場合，算術演算部には符号無し 1,2,4梱
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第 3章 最適なパイプライン構成を持つ演算ユニット合成手法
Step1 Arch-XMLの SIMD命令から SIMD Subfunction Decisionで各部分ユニットの構
成パラメータを抽出．
Step2 抽出されたパラメータから SIMD Subfunction Estimatorで各部分ユニットの遅
延値，パイプラインレジスタの面積増加量を見積る．
Step3 Pipeline Register Optimizerで各部分ユニットの遅延値，パイプラインレジスタ
の面積増加量，パイプライン段数，遅延時間制約から最適なパイプライン構成の SIMD
アーキテクチャを探索する．
Step4 SIMD Functional Unit Generatorで SIMD演算ユニット最適化系で得られた各
部分ユニットの構成パラメータ，最適なパイプライン構成からHDLを生成する．
図 3.3: SIMD演算ユニット生成フロー
包演算可能な SIMD乗算器，シフト部は 5ビット左論理シフトかつ 12ビット右論理シフト
が可能なシフタ，精度縮小部では，符号無しの 4梱包の飽和演算かつ符号無し 2梱包の丸め
演算が可能な精度縮小器，といった構成パラメータとなる．
SIMD Subfunction Estimator Pipeline register optimizerで探索に必要となる部分ユ
ニットの遅延値とパイプラインレジスタ挿入時の面積増加量を見積る．値は見積り式の値，
若しくは，ライブラリの見積り値を用いる1．見積り手法に関しては [22]を用いる．







SIMD Functional Unit Generator SIMD演算ユニット最適化系で得られたパラメータ
に適合する SIMD演算ユニットのHDLを生成する．SIMD演算ユニットの生成パターンは，

























































パイプライン段数 3の場合の探索方法を図 3.8に，探索の様子を図 3.9に示す．パイプライ
ン段数 2の場合と同様に遅延目安値に最も近い挿入位置にパイプラインレジスタを挿入し，
左のパイプラインレジスタを固定させ，右のパイプラインレジスタに関してプロセッサコア







































































































































































積増加量を a(x)とする．入力から x番目の挿入位置までの遅延時間を dx，遅延時間制
約を dconst，最も入力に近い挿入位置を 1，最も出力に近い挿入位置を pmaxとする．面




を挿入する．この時の初期挿入位置を x(= xi)，面積増加量を S = a(x)とする．パイプ
ライン化されたユニットの各ステージの最大遅延時間 dが dconstを超えていれば終了す
る．
Step2 x = xi + 1とする．
Step3各ステージの遅延が dconstを満たし，かつx  pmaxを満たす間，S =min(S; a(x))
を計算し，x = x+ 1とする．
Step4 x = xi   1とする．
Step5 各ステージの遅延が dconstを満たし，かつ 1  xを満たす間，S =min(S; a(x))
を計算し，x = x  1とする．条件を満たさなければ終了する．




















タを 2本挿入する．この時の初期挿入位置を x(= xi)，y(= yi)(x < y)，面積増加量を
S = a(x) + a(y)とする．パイプライン化されたユニットの各ステージの最大遅延時間 d
が dconstを超えていれば終了する．
Step2 xを固定させ，yに対して図 3.6の手法を適用する．得られた最小の面積増加量
を S 0とする．この時の探索範囲の左端と右端の挿入位置を ylower，yupperとする．
Step3 S =min(S; a(x) + S 0)を計算．
Step4 x = xi + 1とする．
Step5各ステージdconstを満たし，かつx < yを満たす間，yupperを起点として，dx+1 dx
分増えた遅延範囲内で最小の面積増加量 S"を探索し，S 0 =min(S 0; S")を計算した後，
S =min(S; a(x) +S 0)を計算し，今探索した上限の挿入位置を yupper，x = x+1とする．
Step6 x = xi   1とする．
Step7各ステージdconstを満たし，かつ1  xを満たす間，ylowerを起点として，dx dx 1
分削減された遅延範囲内で最小の面積増加量 S"を探索し，S =min(S; a(x)+S")を計算
し，x = x  1とする．条件を満たさなければ終了する．





























































Processing Unit Estimator 専用演算器の構成から最小単位モジュールレベルの遅延時
間と最小単位モジュール間への挿入位置毎のパイプラインレジスタの面積増加量の見積りを
行う．見積り手法に関しては [22]を用いる．









Step1 Arch-XMLに記述されている専用演算器の構成情報からProcessing Unit Estima-
torで専用演算器の全ての経路の遅延時間，経路中にある全パイプラインレジスタ挿入
可能位置の面積増加量を見積る．
Step2 Pipeline Register Optimizerで見積られた遅延値，パイプラインレジスタの面積
増加量，パイプライン段数から最適なパイプライン構成を持った専用演算器を探索する．































































まず，クリティカルパスとなるのは 8(9)→ 4→ 3→ 1→ 0→ 12の経路である．この経路に
関して遅延時間に関して均等になるようにパイプラインレジスタを挿入する．ここで，分割
された各ステージのうち，最大遅延時間となるステージの遅延時間を dとする．
次に，クリティカルパスとならない，その他の経路，6→ 0→ 12，7→ 2→ 1→ 0→ 12，


















































































<shift amount="6" direction="left" />
</shifts>
<arithmetics>









<library lbid="0" delay="0.31" area="106685" />
<library lbid="1" delay="0.32" area="91095" />
<library lbid="2" delay="0.33" area="81356" />
<library lbid="3" delay="0.39" area="73325" />










CLK : in std_logic;
packing : in std_logic_vector(1 downto 0);
sign : in std_logic;
amount : in std_logic_vector(4 downto 0);
extr : in std_logic_vector(extcode-1 downto 0);
direction : in std_logic;
use_Rs_data1 : in std_logic_vector(data_width-1 downto 0);
use_Rt_data1 : in std_logic_vector(data_width-1 downto 0);
extr_data : out std_logic_vector(data_width-1 downto 0)
);
end SIMD_FU;
architecture RTL of SIMD_FU is
component Simd_mul is
port(
CLK : in std_logic;
packing : in std_logic_vector(1 downto 0);
sign : in std_logic;
extend_Rs1 : in std_logic_vector(data_width-1 downto 0);
extend_Rt1 : in std_logic_vector(data_width-1 downto 0);





packing : in std_logic_vector(1 downto 0);
amount : in std_logic_vector(4 downto 0);
direction : in std_logic; --- '0' is left shift, '1' is right shift
FU_Result : in std_logic_vector(data_width*2-1 downto 0);





packing : in std_logic_vector(1 downto 0);
extr : in std_logic_vector(1 downto 0);
sft_data : in std_logic_vector(data_width*2-1 downto 0);
extr_data : out std_logic_vector(data_width-1 downto 0)
);
end component;
signal SIMDMUL_Result_s : std_logic_vector(data_width*2-1 downto 0);
signal sft_data_s : std_logic_vector(data_width*2-1 downto 0);
begin





















<processing_unit_specification psid="0" inputs="5" latencies="2" outputs="1">
<nodes>
<node nid="0" class="operation" name="pu_mul" />
<node nid="1" class="operation" name="pu_add" />
<node nid="2" class="operation" name="pu_mul" />
<node nid="3" class="operation" name="pu_mul" />
<node nid="4" class="input" operand="1" />
<node nid="5" class="input" operand="2" />
<node nid="6" class="input" operand="3" />
<node nid="7" class="input" operand="4" />
<node nid="8" class="input" operand="5" />
<node nid="9" class="output" operand="6" />
</nodes>
<edges>
<edge source_idx="0" source_nid="4" target_idx="1" target_nid="0" />
<edge source_idx="0" source_nid="5" target_idx="1" target_nid="0" />
<edge source_idx="0" source_nid="6" target_idx="1" target_nid="2" />
<edge source_idx="0" source_nid="7" target_idx="1" target_nid="3" />
<edge source_idx="0" source_nid="8" target_idx="1" target_nid="3" />
<edge source_idx="0" source_nid="3" target_idx="1" target_nid="2" />
<edge source_idx="0" source_nid="2" target_idx="1" target_nid="1" />
<edge source_idx="0" source_nid="0" target_idx="0" target_nid="1" />

















CLK : in std_logic;
Data4 : in std_logic_vector(data_width-1 downto 0);
Data5 : in std_logic_vector(data_width-1 downto 0);
Data6 : in std_logic_vector(data_width-1 downto 0);
Data7 : in std_logic_vector(data_width-1 downto 0);
Data8 : in std_logic_vector(data_width-1 downto 0);
Data9 : out std_logic_vector(data_width-1 downto 0)
);
end PU;
architecture RTL of PU is
component Mul0 is
port(
Rs1 : in std_logic_vector(data_width-1 downto 0);
Rt1 : in std_logic_vector(data_width-1 downto 0);





CLK : in std_logic;
Rs : in std_logic_vector(data_width-1 downto 0);





Rs1 : in std_logic_vector(data_width-1 downto 0);
Rt1 : in std_logic_vector(data_width-1 downto 0);





CLK : in std_logic;
Rs1 : in std_logic_vector(data_width-1 downto 0);
Rt1 : in std_logic_vector(data_width-1 downto 0);





Rs1 : in std_logic_vector(data_width-1 downto 0);
Rt1 : in std_logic_vector(data_width-1 downto 0);
MUL_Result : out std_logic_vector(data_width*2-1 downto 0)
);
end component;
signal Data0 : std_logic_vector(data_width-1 downto 0);
signal Data90001001 : std_logic_vector(data_width-1 downto 0);
signal Data2 : std_logic_vector(data_width-1 downto 0);
signal Data3 : std_logic_vector(data_width-1 downto 0);
begin









































OS Debian GNU/Linux sarge
CPU Intel Xeon 3.40GHz 　
Memory 4GB
Ruby version 1.8.2[i386-linux]
























命令を表 4.1に示す．表 4.1の生成パラメータから得られる SIMD演算ユニットの生成結果
を表 4.2に，パイプラインレジスタの面積増加量を既存手法と比較したグラフを図 4.1に示
す．パイプライン段数は全て 3とし，表 4.2の遅延制約値はmodulo addが可能なアドレッシ
ングユニットがプロセッサコアに付加されている場合の値である．また，括弧内は見積り値
を示す．表 4.2に示すように，遅延時間制約下で既存手法よりもパイプラインレジスタの面
積増加量が平均で 16.9%，最大で 26.8%削減出来ていることが分かる．表 4.3に SIMD演算
ユニットのステージごとの遅延時間の表を示す．また，グラフ化したものを図 4.2～図 4.4に














表 4.1: 入力する SIMD命令
演算ユニット SIMD命令
A MUL 2 sl06w
B MAC 4 ur04s
C MAC 4h ul11s MAC 2 sl10w MAC 4 ur04s
D MUL 4l sr09w MUL 2h sl18w MUL 2 sr13w
表 4.2: SIMD演算ユニットの生成結果
演算 遅延制約 遅延 ユニットの 面積増加量 総面積 記述量
ユニット [ns] 目安値 [ns] 遅延 [ns] [m2] [m2] [行]
[12] | 3.35 3.75(3.37) 837(848) 8333 1759
A 提案手法 3.99 3.35 3.97(3.95) 613(734) 8109 1773
[12] | 3.56 3.57(3.54) 811(1051) 8677 1808
B 提案手法 3.99 3.56 3.96(3.91) 679(742) 8545 1802
[12] | 3.64 3.75(3.64) 730(720) 9080 1951
C 提案手法 3.99 3.64 3.84(3.97) 614(549) 8964 1967
[12] | 3.80 3.82(3.82) 866(928) 8855 2044
D 提案手法 3.99 3.80 3.72(3.96) 791(851) 8780 2036
表 4.3: SIMD演算ユニットのステージごとの遅延時間
演算 遅延制約 ユニットの ステージ 1の ステージ 2の ステージ 3の
ユニット [ns] 遅延 [ns] 遅延 [ns] 遅延 [ns] 遅延 [ns]
A 3.99 3.97(3.95) 3.77(3.39) 3.97(3.95) 1.80(2.71)
B 3.99 3.96(3.91) 3.96(3.87) 2.78(2.82) 3.06(3.91)
C 3.99 3.84(3.97) 3.85(3.97) 3.84(3.76) 2.18(3.06)
D 3.99 3.72(3.96) 3.52(3.39) 3.72(3.69) 3.22(3.96)
表 4.4: 探索終了までの平均CPU時間




































































































































































































































演算 パイプ ユニットの 面積増加量 総面積 生成記述量
ユニット ライン段数 遅延 [ns] [m2] [m2] [行]
[12] 7.74 742 20566 4961
E 提案手法 2 7.74 530 20309 4952
[12] 5.56 874 13697 4345
F 提案手法 3 5.56 724 13651 4327
[12] 5.89 1240 16760 7745
G 提案手法 3 5.89 973 16480 7768
表 4.6: 演算ユニット Eの経路毎の各ステージの遅延時間
ラベル 経路 stage1[ns] stage2[ns]
E0 4(5)→ 0→ 1→ 9 7.32 0.83
E1 6→ 2→ 1→ 9 0.03 7.74
E2 7(8)→ 3→ 2→ 1→ 9 7.74 7.74
表 4.7: 演算ユニット Fの経路毎の各ステージの遅延時間
ラベル 経路 stage1[ns] stage2[ns] stage3[ns]
F0 4→ 0→ 1→ 8 0.71 0.18 5.37
F1 5(6)→ 3→ 0→ 1→ 8 1.57 0.18 5.37
F2 5(6)→ 3→ 2→ 1→ 8 5.39 5.56 5.37
F3 7→ 2→ 1→ 8 4.44 5.56 5.37
表 4.8: 演算ユニットGの経路毎の各ステージの遅延時間
ラベル 経路 stage1[ns] stage2[ns] stage3[ns]
G0 6→ 17→ 0→ 12 0.45 0.14 0.81
G1 7→ 2→ 17→ 0→ 12 0.66 0.14 0.81
G2 7→ 2→ 1→ 0→ 12 0.66 0.12 5.73
G3 13(14)→ 8→ 4→ 2→ 17→ 0→ 12 1.90 0.14 0.81
G4 13(14)→ 8→ 4→ 2→ 1→ 0→ 12 1.47 0.12 5.73
G5 13(14)→ 8→ 4→ 3→ 1→ 0→ 12 5.89 5.67 5.73
G6 15(16)→ 9→ 4→ 2→ 17→ 0→ 12 2.42 0.14 0.81
G7 15(16)→ 9→ 4→ 2→ 1→ 0→ 12 1.99 0.12 5.73
G8 15(16)→ 9→ 4→ 3→ 1→ 0→ 12 5.83 5.67 5.73
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