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BAB III 
METODE PENELITIAN 
A. Obyek Penelitian  
Obyek penelitian ini dilakukan di Provinsi Jawa Timur. Pemilihan obyek 
penelitian ini karena Provinsi Jawa timur memiliki angka kemiskinan yang masih 
tinggi sebesar 12.34% pada tahun 2015. 
B. Jenis Penelitian 
Jenis penelitian ini berupa penelitian kuantitatif yang dimana 
penelitiaannya berbentuk angka dan dapat dihitung. 
C. Definisi Operasional dan Pengukuran Variabel 
Untuk memudahkan dan menghindari kesalahan dalam mengartikan 
variabel yang digunakan maka dalam penelitian ini akan memberikan beberapa 
definisi dari masing-masing yang diteliti. Variabel dalam penelitian ini adalah 
variabel bebas dan variabel terikat. Variabel bebas  adalah suatu variabel yang ada 
atau terjadi mendahului variabel terikat. Sedangkan variabel terikat adalah 
variabel yang diakibatkan atau yang dipengaruhi oleh variabel bebas. Adapun 
variabel-variabel yang digunakan adalah: 
1. Variabel Bebas (Independent Variabel) 
a. Produk Domestik Regional Bruto (X1) 
Produk Domestik Regional Bruto (PDRB) adalah jumlah 
nilai tambahan bruto yang dihasilkan seluruh unit usaha dalam 
wilayah tertentu atau merupakan jumlah barang dan jasa akhir yang 
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dihasilkan oleh seluruh unit ekonomi. Indikator yang biasanya 
digunakan untuk mengukur pertumbuhan ekonomi adalah tingkat 
pertumbuhan Produk Domestik Regional Bruto (PDRB) riil dari 
tahun ke tahun. Nilai PDRB yang digunakan dalam penelitian ini 
adalah PDRB Provinsi Jawa Timur atas dasar harga konstan 2010 
selama tahun 2011-2015.  
a. Pendidikan (X2) 
Pedidikan dinyatakan sebagai penduduk berumur 10 tahun 
keatas yang lulus terakhir pendidikan SMP di masing-masing 
kabupaten dan kota di Provinsi Jawa Timur tahun 2011-2015 
(dalam persen). Data di ambil dari BPS. 
b. Tingkat Pengangguran terbuka (X3) 
Tingkat pengangguran terbuka (TPT) adalah presentase 
penduduk dalam angkatan kerja yang tidak memiliki pekerjaan dan 
sedang mencari pekerjaan di masing-masing kabupaten/kota di 
Provinsi Jawa Timur tahun 2011-2015 (dalam satuan persen). Data 
diambil dari BPS. 
2. Variabel Terikat (Dependen Variabel) 
c. Tingkat Kemiskinan (Y) 
Kemiskinan dalam penelitian ini diukur dengan besarnya 
jumlah penduduk miskin absolute menurut kriteria badan pusat 
statistic (BPS) di masing-masing kabupaten/kota provinsi Jawa 
Timur selama periode 2011-2015. Menurut BPS jumlah penduduk 
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miskin adalah keseluruhan populasi dengan pengeluaran perkapita 
berada di bawah ambang batas tertentu yang dinyatakan sebagai 
garis kemiskinan. Garis kemiskinan merupakan nilai pengeluran 
perkapita setiap bulan untuk memenhi standar minimu kebutuhan-
kebutuhan konsumsi pangan dan non pangan oleh seorang individu 
untuk hidup secara layak  (BPS.2008:30-32). 
D. Jenis dan Sumber Data 
 Data yang digunakan dalam penelitian ini adalah data sekunder yaitu data 
yang sudah sudah diolah sebelumnya dan dipublikasikan oleh instansi yang 
berkompeten. Data yang digukanan dalam penelitian ini merupakan data panel 
(pooled data) yaitu data yang menggambarkan antara data cross section dengan 
data time series. Data time series yang digunakan yaitu data tahunan selama 5 
tahun yaitu tahun 2011 sampai 2015, sedangkan data cross section sebanyak 38 
Kabupaten/Kota di provinsi Jawa Timur. Data yang digunakan meliputi tingkat 
kemiskinan, pertumbuhan ekonomi, tingkat pendidikan dan tingkat pengangguran 
terbuka.  Metode data panel adalah suatu metode yang digunakan untuk 
melakukan analisis empiris dengan perilaku data yang lebih dinamis. Beberapa 
keunggulan data panel yaitu sebagai berikut: 
a. Data penel bersifat heterogen. 
b. Dengan menggabungkan antara observasi time series dan cross section, 
data panel memberi lebih banyak informasi, lebih banyak variasi, sedikit 
kolinearitas antar variabel, lebih banyak degree of freedom, dan lebih 
efisien. 
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c. Dengan mempelajari observasi cross secrion yang berulang-ulang, data 
panel paling cocok untuk mempelajari dinamika perubahan. 
d. Data panel paling baik untuk mendeteksi dan mengukur dampak yang 
secara sederhana tidak bisa dilihat pada data cross section murni atau time 
series murni. 
e. Data panel memudahkan untuk mempelajari model perilaku yang rumit. 
f. Dengan membuat data mmenjadi berjumlah beberapa ribu unit, data panel 
dapat meminimumkan bias yang bisa terjadi jika kita mengagregasi 
individu-individu atau perusahaan-perusahaan ke dalam agregasi besar.  
Dengan mempertimbangkan keunggulan data panel di atas, maka dalam 
penelitian ini akan digunakan data panel dalam upaya mengestimasi model yang 
ada. Dalam penelitian ini data yang digunakan diperoleh dari Badan Pusat 
Statistik (BPS) provinsi Jawa Timur. Sedangkan data-data yang lain diperoleh 
dari jurnal, dan media elektronik (internet). 
E. Teknik Pengumpulan Data 
Teknik pengumpulan data yang digunakan adalah teknik pengumpulan 
data, yaitu; dokumentasi, Pada pendekatan ini, peneliti membuat suatu rincian dari 
gambaran kompleks, meneliti angka, dan laporan terinci dari publikasi yang 
diperoleh dari pihak instansi. 
Dokumen merupakan sumber informasi yang diperoleh lewat fakta yang 
tersimpan dalam bentuk surat, catatan harian, arsip foto, hasil rapat, cenderamata, 
jurnal kegiatan dan sebagainya. Data berupa dokumen seperti ini bisa dipakai 
untuk menggali infromasi yang terjadi di masa silam. Peneliti perlu memiliki 
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kepekaan teoretik untuk memaknai semua dokumen tersebut sehingga tidak 
sekadar barang yang tidak bermakna. 
F. Populasi dan sampel 
 Populasi dan sampel penelitian ini adalah Provinsi Jawa Timur yang terdiri 
dari 38 kabupaten dan kota pada tahun 2011-2015 
G. Teknik Analisis Data  
1. Model Regresi Data Panel 
 Metode penelitian ini menggunakan analisis kuantitatif. Analisis 
kuantitatif digunakan untuk menganalisis informasi kuantitatif (data yang bisa 
diukur, diuji, dan ditransformasikan dalam bentuk persamaan, tabel dan 
sebagainya). Untuk mengetahui besarnya pengaruh variabel bebas derhadap 
variabel terikat maka penelitian menggunakan model analisis regresi linier 
berganda. Metode analisis yang dipakai dalam model adalah OLS (Ordinary Least 
Square) atau Metode Kuadrat Terkecil Biasa. Metode ini memiliki sifat-sifat 
statistic yang menarik dan telah membuat metode ini sebagai salah satu metode 
paling kuat dan dikenal dalam analisis regresi (Gujarati; 2010) dan dapat 
dinyatakan dalam fungsi sebagai berikut: 
 
Dimana: 
 = Tingkat Kemiskinan 
 = Konstanta 
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 = Koefisien regresi dari X1 
 = Koefisien regresi dari X2 
 = Koefisien regresi dari X3 
 = PDRB 
 = Pendidikan  
 = Pengangguran 
 = Standart error 
2. Uji Statistik 
a. Pemilihan teknik estimasi regresi data panel 
Ada tiga teknik yang bisa digunakan dalam regresi data panel yaitu teknik 
Common Effect, Fixed Effect dan Random Effect. Untuk menentukan 
teknik yang paling tepat untuk mengestimasi regresi data panel, harus 
melalui tiga uji yaitu uji Lagrange Multiplier (LM), uji Chow, dan uji 
Hausman. 
1) Uji Chow 
 Pengujian yang dilakukan untuk memilih apakah model akan 
dianalisis menggunakan common effect atau fixed effect dapat dilakukan 
dengan Uji Chow. Hipotesis yang digunakan adalah sebagai berikut : 
Ho :Common Effect  
Ha : Fixed Effect 
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Dasar penolakan terhadap hipotesis nol (Ho) adalah apabila nilai 
probabilitas F < alpha (0,05). 
2. Uji Lagrange Multiplier (LM) 
 Pengujian yang dilakukan random effect ini dikembangkan oleh 
Breusch Pagan. Metode Breusch Pagan untuk uji signifikasi Random effect 
didasarkan pada nilai residual dari metode OLS.  
Ho = Common Effect 
H1 = Random Effect 
3. Uji Hausman 
 Pengujian untuk memilih apakah model akan dianalisis 
menggunakan random effect atau fixed effect dapat dilakukan dengan uji 
hausman. Hipotesis yang digunakan dalam hausman test adalah sebagai 
berikut : 
Ho: Random Effect  
Ha: Fixed effect 
b. Uji Signifikan Parameter Secara Serentak (Uji F) 
Menurut Kuncoro (2003;128) Uji statistic F pada dasarnya 
menunjukkan apakah semua variabel bebas yang dimasukkan dalam model 
mempunyai pengaruh secara bersama-sama terhadap variabel terikat. 
Hipotesis nol (Ho) yang hendak diuji adalah apakah semua parameter 
dalam model sama dengan nol, atau : 
    Ho : b1 = b2 = . . . = bk = 0 
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Artinya, apakah produk domestik regional bruto, tingkat 
pengangguran terbuka dan rata – rata lama sekolah bersama-sama tidak 
berpengaruh terhadap jumlah penduduk miskin kabupaten dan kota di 
Jawa Timur tahun 2011-2015. 
    Ha : b1 ≠ b2 ≠ . . . ≠ bk ≠ 0 
Artinya, apakah produk domestik regional bruto, tingkat 
pengangguran terbuka dan rata – rata lama sekolah bersama-sama 
berpengaruh terhadap jumlah penduduk miskin kabupaten dan kota di 
Jawa Timur tahun 2011-2015. 
Dengan menggunakan α = 5%, maka pengujian hipotesis : 
1) Bila F probabilitas ≤ α, berarti Ho ditolak dan Ha diterima, artinya ada 
pengaruh signifikan antara variabel bebas dengan variabel terikat 
2) Bila F probabilitas ≥ α, berarti Ho diterima dan Ha ditolak, artinya 
bahwa tidak ada pengaruh signifikan antara variabel bebas dengan 
variabel terikat. 
c. Uji Statistik t 
Uji t yang dimaksudkan untuk menguji bagaimana pengaruh 
masing-masing variabel bebasnya secara sendiri-sendiri terhadap variabel 
terikatnya. Uji signifikasi adalah prosedur dimana hasil sampel digunakan 
untuk menentukan keputusan untuk menerima atau menolak Ho 
berdasarkan nilai uji statistic yang diperoleh dari data. 
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Pengujian setiap keofisiensi regresi dikatakan signifikan bila nilai 
mutlak  atau nilai probabilitas signifikan lebih kecil dari 0,05 (tingkat 
kepercayaan yang dipilih) maka hipotesis nol (Ho) ditolak dan hipotesis 
aternatif (H1) diterima, dan sebaliknya. 
Hipotesis: 
Ho :  0; artinya tidak ada pengaruh secara parsial antara variabel 
bebas terhadap variabel terikat. 
Ha : ; artinya ada pengaruh secara parsial antara variabel bebas 
terhadap variabel terikat. 
Ketentuan: 
a) Bila  >  maka Ho ditolak dan H1 diterima. Artinya ada 
pengaruh secara parsial antara variabel bebas (X) terhadap 
variabel terikat (Y) adalah signifikan. 
b) Bila  maka Ho diterima dan H1 ditolak. Artinya tidak 
ada pengaruh secara parsial antara variabel bebas (X) terhadap 
variabel terikat (Y) adalah tidak signifikan. 
d. Koefisien Determinasi 
 Menurut Kuncoro (2003), Koefisien Determinasi (R2) pada intinya 
mengukur seberapa jauh kemampuan model dalam menerangkan variasi 
variabel terikat. Koefisien determinasi dirumuskan sebagai berikut : 
R2 =  
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Nilai R2 yang sempurna adalah satu (1), yaitu apabila keseluruhan 
variasi dependen dapat dijelaskan sepenuhnya oleh variabel independen 
yang dimasukkan kedalam model. Dimana 0 < R2 < 1 sehingga kesimpulan 
yang dapat diambil adalah sebagai berikut : 
1) Nilai R2 yang kecil atau mendekati nol, berarti kemampuan variabel 
independen dalam menjelaskan variasi variabel dependen sangat 
lemah. 
2) Nilai R2 yang mendekati satu, berarti kemampuan variabel independen 
dalam menjelaskan hampir semua informasi yang digunakan untuk 
memprediksi variasi variabel dependen. 
