Optimization and estimates of harmonic measure  by Essén, Matts & Lindberg, Per Olov
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 124, 459481 (1987) 
Optimization and Estimates of Harmonic Measure 
MATTS E&N 
Department of Marhemaiics, Uppsala University, 
Thunbergsvtigen 3, S-752 38, Uppsalu, Sweden 
AND 
PER OLOV LINDBERG 
Deparrment of Mathemutics, Royal Institute qf Technology% 
S-100 44, Stockholm, Sweden 
Submitted by A. Schumitzk) 
Received December 6, 1985 
Let W: (0, co) + (0, co) be a given nondecreasing function which is 
semicontinuous from below and let u: [0, cc ) + [0, cc) be a given 
measurable function which is such that u is locally integrable on [0, co). 
Let 9 = P(u, W) be the class of all nonnegative functions h on (0, co) with 
II&II ~ < 1 which are such that 
H(t)= j’h(s)ds< W(t), t > 0. (1.1) 
0 
For h E 9(u, W), we define 
h*(t) = h(t), 
O<h(t)<u(t), 
a, h(t) = u(t). 
Our problem is to determine 
m=inf ‘h*(t)-‘dt, J‘ hEcF”, 0 
where T > 0 is given, and to identify optimal or almost optimal functions 
h E 8. The conditions of our problem may be such that m = co. Also in this 
case, we will be able to identify solutions fulfilling sufficient conditions for 
optimality. 
There are several applications to growth problems for subharmonic 
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functions and harmonic majorization which will be treated in Sections 6 
and 7. 
Without loss of generality, we can assume that W(t) + 0 as t -+ 0 +. This 
is clear since H(0) = 0 and W is semicontinuous from below. 
To reformulate our problem, we define 
l/x, 
g(x)= o L 
o<x< 1, 
x= 1, 
l/X, 
K(x)= 4(1 -x), i 
O<xdf, 
;<x< 1. 
The function K is the largest convex minorant of g. We have 
~‘h*(t)~‘dt=~~g(h(t)/~.(t))u(t)~’dt~~’K(h(t)/~(t))u(t)-‘dt 
0 0 0 
= Z(h, v). (1.2) 
In this paper, we prove that the infimum of the left-hand side over 9 is 
always equal to inf Z((h, u), h E 9. There exists always an admissible 
function for which the second inlimum is assumed. In certain cases, this 
function will even give us equality in (1.2). 
Let us first consider the class F( 1, W). Here, the proof is simpler and 
more intuitive than in the general case. However, the principles in the two 
proofs are similar. 
Let W, be the largest convex minorant of W with the properties 
W,(O)=Oand IIW’,/1,<1. Let 
t,=inf{tE [0, T]: W,(t)>$}u {T}, 
We(t) = 
W,(t), O<t<t,, 
max{W,(t,)+(t-to)/2, W(T)+t-T}, t,<t<T. 
Let r be the point where Wb = w. jumps to 1 (if there is no such point, 
take r = T! ). 
THEOREM 1. Let h E Y( 1, W). For T > 0 given, we have 
m = inf h~iB Jo=h*(t)-’ dt= j’w,(t)-’ dt. 
0 
The proof of Theorem 1 is given in Section 2. 
To solve the general problem, we first consider 
I(h, v, a, b) = j-” K(h(t)/u(t)) u(t)-’ dt, 
0 
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and determine inf Z(h, u, a, 6) when [: h(t) dt is given assuming that there is 
no obstacle W. The study of this intimum problem gives us a class of 
functions (h(., A, 6)) depending on the two nonnegative parameters i and 
6. We consider the functions 
H( t, a, ,I, 6) = a + j-’ h(s, 2, 6) ds. 
0 
A maximal u-convex minorant i@ of W is defined as 
#f(t) = sup H(t, a, 2, 6), 
where the supremum is taken over all parameters (a, I, 6) which are such 
that H( ., a, 1, 6) 6 W on [0, r] (for details, we refer to Section 3). 
THEOREM 2. m is absolutely continuous and we have 
inf Z(h, v) = I(@, u), 
i1t.P 
The proof of Theorem 2 is given in Sections 3 and 4. There, there are 
also examples which are of interest in connection with our next result. 
THEOREM 3. m=inf,IE,,j,7‘h*(t) ‘dt=Z(k,v). 
There exists always a minimizing sequence {h,, } in 9. The intimum in 
Theorem 3 is not always assumed. For details, we refer to the proof in Sec- 
tion 5. 
2. PROOF OF THEOREM 1 
We first compute the infimum of our functional assuming that there is no 
obstacle W. Assume that the curve {(t, H(t)): a < t < h} joins the points 
(a, A) and (b, B) where h=H’ is such that llhlj r < 1. Let Z(h, a, h) = 
jt K(h(t)) dt. We claim that 
z(h, a, b) 3 W,, a, b), (2.1) 
where ho = Ho and Ho is defined in [a, h] by 
H,(t)=A+(t-u)(B-A)(b-a)-‘, (B-A)<(&a)/2, (2.2a) 
H,(t)=max(A+(t-u)/2,B+t-b}, (h - a)/2 < B - A d b - a. 
(2.2b) 
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To see this, we apply Jensen’s inequality 
JbK(h(f))dl:(b-a)2K([bh(f)dt/(b-a)> 
LI (1 
(2.3) 
If H,(t)=A+(t-a)(B-A)(b-a)~’ and H’,=h,, it follows from (2.3) 
that 
4h, a, b) 2 Z(h,) a, b). 
If (B- A) < (h - a)/2, the range of h, is contained in (0, $1, and we have 
proved (2.1) in this case. The inequality in (2.3) is in fact strict if 
B-A= ‘h(t)dt<(b-u),2, s 0 
and h is nonconstant. 
If (b - a)/2 < B - A < (h - a), we wish to replace h, by an admissible 
function with range contained in { 4, 1 }: if H, is the function defined in 
(2.2b), we choose h, = Hb. Since K is linear in [f, 11, it is easy to see that 
Z(h,, a, b)=Z(h,, a, b). We have proved (2.1) also in the case when the 
conditions in (2.2b) hold. 
Since K agrees with g in (0, $1 u { 1 }, we have also found the inlimum of 
i: g(h(t)) dr for curves joining (a, A) and (b, B). 
Remark. Assume that A < B < B’, where B’ - A d b - a. It is easy to see 
that the infimum of Z(h, a, h) over all admissible curves joining (a, A) and 
(b, B) is larger than or equal to the inlimum of Z(h, a, b) over all admissible 
curves joining (a, A) and (h, B’). 
After this preliminary discussion, we begin the proof of Theorem 1. Let 
(h,,} be a sequence in F(1, W) such that Z(h,, l)-inf,.,, Z(h, l)= 
m,, n -+ co. Without loss of generality, we can assume that for each n, the 
function h,, is nondecreasing on [0, r]. Let H,,(r) = St, h,(s) ds. It is easy to 
see that there exists a subsequence of (H,, } which converges pointwise to a 
convex function H on [0, r] with H’ = h and that m, = Z(h, 1). We claim 
that 
m,=Z(h, 1)3Z(w,, l), (2.4) 
where W’, = M’, is defined in the discussion leading up to Theorem 1. 
To prove (2.4) assume that there exists CE (0, T) such that 
H(c) < W,(c), and let ((t, L(t)): 0 d t d T) be a line of support of W, at c. 
Clearly, there exists a E [0, c) such that L(a) = H(a). If there exists 
hi (c, T] such that L(h) = H(b), we replace H by Hz = max(H, L). It 
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follows from (2.1) that Z(h, 1) > I( Hi, 1). If there is no such 6, we have 
H(t) < L(t), c 6 t < T, and it follows from the remark above that {(t, H(t)): 
0 6 t < T} cannot be an extremal curve (take the endpoints of the interval 
to be c and T, take A = H(c) and B = H(T) < B’ < L(T)!). Repeating this 
construction, we see that we can assume that HZ W, . 
If H(c) > W,(c) for some c E (0, T), our preliminary discussion shows 
again that our functional is not increased if we replace H by a linear part of 
W, in an interval containing c (at the endpoints, we have W, = H = W). 
We have proved (2.4). 
Since H‘, is an admissible function, there is equality in (2.4). The last step 
is to replace W, by a smaller function in the interval (to, T): the range of 
the derivative of the smaller function will be {$, 1) in (to, T). This 
construction is described in the proof of the auxiliary result (2.1): we 
obtain the function W,. We know that m, = Z(M’~~, 1). But the range of MJ~ is 
contained in [0, $1 u { 1 }: it follows that there is equality in (1.2) with 
h = ire, and we have proved Theorem 1. 
3. CONSTRUCTION OF A MAXIMAL U-CONVEX MINORANTOF W 
As a first step, we consider 
I(h, II, a, b) = j-” K(h(t)/u(t)) u(t)- ’ dt, 
0 
and determine the intimum of Z(h, u, a, b) in cases where there is no 
obstacle W. We are led to functions of the form 
i 
1, u( t ) > 21., 
h;.(t) = u(t), u(t) < 22, 
A or 22 when u( t ) = 2i. 
Let I,= {r~ [0, T]:u(t)=21} and m(~)=IZj.l, where 1.1 denotes 
Lebesgue measure. If m(A) > 0 and 6 E [0, m(A)], we define 
t(& 6) = inf{ t: j(O, t) n Zj. 1 3 m(A) - 6}, 
u( 1) > 23., 
u(t) < 2E., 
u(t) = 21., 0 d t < t(l, 6), 
u(t) = 21>, t(l, 6) < t < T. 
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LEMMA 1. Assume that the curve {(t, H(t)): a < t < b} joins the points 
(a, A) and (b, B) where H is absolutely continuous, H’ = h is nonnegative and 
Ilhlvll J3 < 1. Then the infimum of Z(h, v, a, b) over all such functions h is 
assumed when h is the restriction to [a, b] of a function h( ., A, 6) where the 
parameters are determined by 
h(t,&c?)dt=B-A. (3.1) 
Proof of Lemma 1. Writing h(t) = a(t) v(t), we wish to determine the 
infimum of SI: K(a(t)) v(t))’ dt, where 0 < a(t) < 1, assuming that 
s 
h 
a(t) v(t) dt= B- A. (3.2) 
(1 
We combine the functional and the condition (3.2) by introducing a mul- 
tiplier I. * and the problem of finding 
inf i ’ (K(a(t)) v(t))’ + A-*(E(t) v(t) - C)) dt, ‘I 
(3.3) 
where C = (B - A )/(b - a). 
Any solution of (3.3) also satisfying (3.2) will give us the inlimum 
jt K(a(t)) v(t) ’ dt. We first determine 
inf(K(a) v- ‘+A-‘(av-C)), O<a<l. 
Simple computations show that the minimum is assumed for 
a = 1/v, O<A/v<+, 
all a E [+, 11, 2/v=+, 
a= 1, A/V>;. 
We now choose 
2;1 < v(t), 
2;1=v(t), a<tba+n, 
2A=v(t), a+n<t<b, 
21> v(t). 
Determining ;1 and q in such a way that (3.1) holds, we see that the 
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inlimum is assumed when h is the restriction to [a, h] of a function 
h( ., A, 6). This is always possible when 
B-A< u(t) df, 
which is part of the assumptions of Lemma 1. 
Remark 1. The minimizing function is unique except when m(L) >O: 
then the inlimum is also assumed for any other function of type h, which is 
such that I{~E [a, h]: u(t)=2%, hj.(t)=l}( =q. If hj. #A(., /1, 6), we have 
c’ h(s, 1, 6) ds < j’ h,(s) ds, a<t<h. 
(1 <I 
The inequality is strict on a subset of positive measure. In other words: we 
have chosen the minimizing function h( ., 2, 6) in such a way that we obtain 
the lowest minimizing curve joining (a, A) and (h, B). 
Let us now consider minorants of W of the form 
H(t,u,1,6)=n+Sdh(.~,~,6)dr, O<r<T. 
We note that if two H-curves corresponding to (a, i, 6) and (a’, 1’, 6’) 
intersect in two points, then the curves must coincide between the points: 
both curves give the free minimum between the points and the choice of the 
minimizing function in the set I, is unique due to our definitions. 
PROPOSITION 1. For each (L, 6) with 0 -S 6 d m(A), there is a unique 
a = a()., 6) such that H( t, a, 1,6) d W(t), 0 6 t < T, with equality for some 
t E [0, T]. 
ProoJ We choose a = inf( W(t) -j& h(s, 2, 6) ds), t E [0, T]. The 
infimum is assumed since W is semicontinuous from below. Proposition 1 
is proved. 
For (A, 6) given, we define H(., 1, 6)= H(., a(& 6), A, 6): this is the 
largest minorant of W on [0, r] for (A, 6) given. 
To show the existence of maximal minorants, we need a topology on the 
set of parameters (A, 6). Since CA m(n)< T, we can have m(L)>0 for at 
most denumerably many values of 1. To (A, a), we associate the scalar 
parameter 
p = p(J., 6) = I + 1 m(2’) + 6. 
i.’ -z i. 
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We say that (A,,, 6,) + (A, 6) if and only if p(A,, 6,) + p(A, 6), n + co. This 
means that: 
(i) if 0 < 6 <m(A), (A,, 6,) + (A, 6) if %,, = i eventually and 6, + 6; 
(ii) if 0 = 6 <m(A), (L,, ?I,,) + (A, 6) if & -+ i with A,,< A eventually 
and 6,, -+ 0 for those indices n for which A,, = 3,; 
(iii) if 0 < 6 = m(A), (A,,, 6,) -+ (A, 6) if A, + 1” with A,, 3 A eventually 
and 6,, -+ 6 for those indices n for which %,, = i; 
(iv) if 0 = 6 = m(A), (A,, 6,) --+ (1, 6) if L,, -+ A. 
We shall say that (A, 6) > (A’, 6’) if ,u(& 6) > ~(1.‘, 6’). This means that 
either j” > i’ or i = 2’ and 6 > 6’. 
We use the supremum norm to measure distances between functions in 
the sets { H( ., a, A, 6) j and { H( ., A, S)}. 
PROPOSITION 2. H( ., 1, 6) is a continuous function of (A, 6) in this 
topology. 
Proqf If (i “,,, 6,,) + (A, 6) H( ., 0, L,,, 6,) -+ H( ., 0, A, 6) uniformly on 
[0, T]. Thus, a(&, 6,,) will be close to a(& 6) for n large and Proposition 2 
is proved. 
The maximal u-convex minorant p of W is defined by 
G(t) = sup H( t, %, 6) = sup (a(A, 6) + !‘: h(s, I., 6) ds). 
(2.d) (2.6) 
The supremum is taken over all 1” E [0, lluil,,/2]. If llull 2 < cc and 
A > I/u/l ,x /2, we have h( ., 1, 6) = u in [0, T]. 
PROPOSITION 3. For each t E [0, T], there exists (n,6) such that 
H(t, /I, 6) = P(t). 
Proof We choose a sequence {(A,, S,)} such that H(t, A,, 6,) + f%‘(t). 
Choosing a subsequence, we can assume that (I>,,, 6,) -+ (A,, 6,). Since 
H(t, I, 6) is a continuous function of (A, 6), it follows that 
H(t, &, 6,)) = m(t). We have proved Proposition 3. We note that (A,, 6,) is 
not necessarily unique. 
If (4 6) 3 (X, 8, we have h(t, A, 6) > h(t, 1, z). It follows that if 
H(t)=a+j!,h( s, A, 6) ds and A(t) = a + i; h(s, 1, $) ds, then 
H(t)>R(t), t>h; H(t)d(t), tdb. (3.4) 
PROPOSITION 4. Assume that (2, 6) 2 (‘x, 5) and that 
H(cr, A, 6) = H(a, x, 8) = lv(ct,. (3.5) 
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Then we have 
H(a, A’, 6’) = W(c() for (X,8) < (A’, 6’) 6 (A, 6). (3.6) 
Proof: If H(t)= @‘(a)+Jhh( S, i’, 6’) ds with (x, 8) < (I.‘, 6’) < (2, 6) it 
follows from (3.4) that 
H(t) 6 H(t, I*, 6) < m, < W(t), 13 6 
H(t) < H(t, x, 8) d F(t) d W(t), t 6 4 
and thus that H < W on [0, T]. But H = H( ., a, L’, 6’) for a certain value of 
a which is clearly maximal among all constant terms for which H is a 
minorant of W (we have H(u) = E(E)!). This means that a = a(;l’, 6’) and 
(3.6) is proved. 
As a consequence, we obtain 
PROPOSITION 5. For t fixed, there exist (A, _S) and (2, S) such that 
H(t,~~,6)=~(t)ifandonlyif(~,_6)d(~.,6)d(X,S). 
Proof: This is clear from Proposition 4 and the continuity of 
(2, 6) H H( ., 2, 6). 
Let A(t) = C@(t), _6(t)), C&t), &t))l d enote that interval of parameters 
for which H(t, 1, 6) = m(t). 
PROPOSITION 6. Let c1 be fixed. If @‘(a) < W(u), then either 
l%‘(t) = @‘(LX) +j’ h(s, A,,,, m(A,,,)) ds, cc<t<T, 
2 
or there exists (I, 6) E /i(a) such that H( ‘, A, 6) has contact with W to the 
right and to the left of LY. Here %,,, = 11 v Ij r 12. 
Proof: If I%‘(t) < W(t) for t > a, we must have W(t) = 
Wt, La,> 4Lax )) for t 2 LY. Otherwise, let (a, b) be the interval containing 
CI which is such that m(a) = W(a), p(b)= W(b) and m(t)< W(t), 
t E (a, b). Furthermore, let 
(A, 6) = sup{ (k, 6): H(a, i, 6) = W(a)}. 
If H(t, A, 6) < W(t) for t > a, there exists (A’, a’)> (2, S) such that 
H(t, A’, 6’) < W(t) for t 3 b and therefore also for t >a. It follows that 
H(a, I’, 6’) d W(a) = @(a). According to (3.4), we have H(t, A’, 6’) d m(t), 
0 d t 6 a. This contradicts the definition of (2,s): we can find c 2 b such 
that H(c, 2,s) = W(c). If H(b, 1, S) < W(b), we choose (A’, 6’) such that 
409.124.2-12 
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H(b, A’, S’) = W(b). Hence, the two H-curves corresponding to (A’, S’) and 
(2, S) must intersect at least twice in [a, c]. This is possible only if the 
curves coincide. The contradiction shows that H(b, 2,s) = W(b) and that 
(1, S) is the element in /l(a) which we need. Proposition 6 is proved. 
PROPOSITION 7. m is absolutely continuous. 
Proof: Let {(t:,, t,)} be a collection of disjoint intervals in [0, T]. 
According to Proposition 3, there exists {(ii, 6;), (A,, S,)} such that 
mu = wt;, G, %I, wt,, = wt,, L b,), n = 1, 2,.... 
Since @ is increasing, we have 
This proves Proposition 7. 
The set {t E (0, T): W(t) > m(t)} is thus a denumerable union of open 
intervals. 
PROPOSITION 8. Assume that @(a) < W(u). Let _t and i be such that 
(i) t<a<i, 
(ii) IV(r)= W(t), IV(t)= W(i): 
(iii) IV(t)< W(t),_t<t<i. 
Then there exists (A, 6) E A(a) such that 
H(t, /I, 6) = m(t), _t<t<i 
Proof It follows from Proposition 6 that there exists (2,6) E /i(a) such 
that H( ., 1*, 6) has contact with W to the right and to the left of CC Assume 
that H(t, A, 6) < fi(t) for some te [r, i]. We find (A’, 6’) such that 
H(t, A’, 6’) = m(t). From the contact properties of H( ., 2, 6), we conclude 
that H( ., i, 6) intersects H( ., A’, 6’) to the right and to the left oft. But then 
the two functions must coincide between the two points of intersection 
which contradicts our assumption. We have proved Proposition 8. 
In Section 4, we shall need a function A( .) which is defined as follows. If 
(a, b) is a component of (t E (0, T): m(t) -C W(t)}, we define (cf. the proof 
of Proposition 6) 
(A, 6) = sup{ (J”, 6): H(a, I, 6) = W(u)), 
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i(t) = x, s(t)=& tE(a,b). 
In the set {t E [0, T]: m(t) = W(t)}, wedefine 
(r.(t), d(t)) = max{ (L, 6): (2, 6) E A(t)}. 
(3.7a) 
(3.7b) 
PROPOSITION 9. l(t) is nondecreasing on [0, T]. 
Proqf: Assume that t’ < t” and put 
A( t’) = A’, S( t’) = b’, %( t”) = I.“, 6( t”) = 8”. 
If H(t”, I.‘, 6’) = W(t”), there is nothing to prove. If H(t”, I’, 6’) < 
H(r”, A”, 6”) = @(t”), there is a point fi E [It’, t”] such that 
H( t, A”, d”) 2 H( t, A’, S’), p < t d t”, 
and the inequality is strict in (/J, t”]. This is possible only if 
(%“, 6”) > (A’, 6’), and Proposition 9 is proved. 
4. PROOF OF THEOREM 2 
We wish to determine 
I 
T 
inf K(cc(t))u(t)p’dt, O<a(t)dl, 
5 ‘a(s)u(s)ds-W(r)<O, 0 0 
O<t<T. (4.1) 
We combine the functional and the second inequality by introducing a 
nonnegative multiplier dv(t) where v is a nondecreasing function and con- 
sider the problem of finding 
infj’K(a(t))u(t))‘dr+j’(a(s)u(s)ds-W(r))dv(t), Odad 1. (4.2) 
0 0 
If LY solves this problem, if H(t) = 16 a(s) u(s) ds < IV(t), 0 < t d T, and if 
v(t) is constant in each component of {H(t) < W(t)}, then this function a 
will also give us the intimum in (4.1). This is true because 
(a) the inlimum in (4.2) is taken over a larger set; 
(b) the functional in (4.1) majorizes the functional in (4.2) and they 
are equal for this particular function CC. 
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We shall prove that @ is optimal by producing such a function v. 
Rewriting the functional in (4.2) we obtain 
/“T (K(ct(t)) u(t) ’ + cc(f) v(t) jldv(s)) dt- joT W(t) dv(t). (4.3) 
I 
The last term is constant when tx( .) varies and unimportant when we look 
for the minimum. If we replace jr dv(s) by ip2, we have essentially the 
same optimization problem as in (3.3). We shall prove Theorem 2 in three 
steps: 
(I) use (3.7) to define a function A(t) on (0, T); 
(II) define v by j: dv(.~)=A(t))~,O<f< T; 
(III) check that a(t) = G(t)/o(t) gives the minimum of (4.3). 
There is one difficulty: we do not know if the last integral in (4.3) is 
finite. Therefore, let us first consider the case when A(.) which is a non- 
decreasing function (cf. Proposition 9) has a positive lower bound in (0, T). 
(Since l&‘(t) > 0 for t > 0, it is clear that A(t) > 0 for t > 0.) 
By Proposition 7, we know that 6’ is absolutely continuous. Hence we 
have m(t) = j& E(s) ds, 0 < t 6 T. 
In each component of {m(t) < IV(t)} = U(a,, b,), we have 
C(t) = h(t, A,,, 6,,) (cf. Proposition 8). Here (A,, 6,) is (A(t), s(t)) in (an, b,) 
(cf. Sect. 3) and we have 
A(l) = L a,,<t<h,,, n = 1, 2,.... 
Let us define v as in step II above. It follows from Proposition 9 that v is 
nondecreasing. Furthermore, v is constant in each component of the set 
{ W) < w(t)). 
Remark. We note that v(T) - v( T- ) = i( T- ) p2. 
The essential part of step (III) is to prove that a.e. in [0, T], we have 
G(r) = MC 4tL b(t)) = 
4th 
{ ? 
u(t) > 24th 
o(t) 
u(t) < 24th 
(4.4a) 
if u(t) = 21(t). (4.4b) 
Let I= {t E [0, T]: m(t) = IV(t)}. In the complement of the coincidence 
set Z, it is easy to check that (4.4a) and (4.4b) hold. 
To discuss points in Z, we introduce El = (t: u(t) < 2J.(t)} n Z, 
E2 = {t: v(t) > 22(t)} n Z and E, = {t: u(t) = 21(t)} n I. We shall consider 
points t in Z which are such that 
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(a) t is a point of density for E,, E,, or E,, 
(b) @“(t) = G(t), 
(c) the increasing function A(.) is continuous at t, 
Cd) t is a Lebesgue point for v, i.e. 
i 
r+d 
Iv(s)-u(t)1 ds=o(d), d-0. 
I 
These conditions hold almost everywhere in I. From now on, we con- 
sider only points in I where (a))(d) hold. 
First, let us fix t E E,. Using (d), we see that t is also a point of density 
for the set {FEZ: v(~)<21(t)} (note that v(s)< Iv(s)-v(t)1 +u(t) and 
v(t) < 2i(t)!). Hence t is a point of density for the set 
{s~Z:h(s,~(t),6(t))=v(s)}. Let us put (i(t), s(t)) = (X, 6). Since 
m>H(.,Ar,S)i n a neighbourhood of t, we have 
~~(t)~D~H(t,X,S)=liminf ’ ! h(s, 2,s) ds/d= v(t), r/+0+ , 4 
i‘ 
ffd 
~(t)>D+H(t,X,S)=limsup h(s, 2, 8) ds/d = v(t). 
d+O+ , 
Hence E(t) = v(t) in this case. 
If we fix BEEP, we see that t is a point of density for the set 
{s E I: v(s) > 2A(r)} (note that u(s) > u(t) - Iv(t) - u(s)1 and v(t) > 21(t)!). 
Hence t is a point of density for the set {s E I: h(s, I.(t), s(t)) = I.(t)}. The 
same argument as above shows that k(t) = J(t) in this case. We have 
proved (4.4a). 
If t E E,, we see that for each E > 0, t is a point of density for the set 
{FEZ: J(t)--s<h(s,~(t), &t))<2i(t)+s}. Again, we can estimate G(t) 
from above and from below to obtain i(t) d G(t) d 2).(t). These two 
inequalities contain (4.4b). 
If we define cc(t) = k(t),%(t), it follows from (4.4) that 
cc(t) = 
i 
~(O/v(t), 4tMt) < f, 
1, 4t)lv(t) > f> 
(4.5a) 
when I.( t)/v( t) = t. (4.5b) 
From the argument in the proof of Lemma 1, we see that the minimum 
of the integral in (4.4) is assumed for this function a. We also note that 
I,: W’(t) dv(t) = j,I w(t) dv(t) = joT G(s) A(s) -’ ds, 
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which is finite since we have assumed that n(t) has a positive lower bound 
on (0, T). Thus Theorem 2 is proved in this case. 
If ,I( t) -+ 0 as t -+ 0, we find a sequence {t,,} ;” decreasing to 0 such that 
I+‘([,,) = @t,,). We consider the problem of finding 
inf ‘K(c((I)) u(t))’ dt, 
i H(t)< W(t), t,dtd T, (4.6) 0 
where h = MI, 0 < a 6 1 and H(t) = St, h(s) ds. 
Without loss of generality, we can restrict our attention to functions h 
which are such that H(t,) = @(t,) = fV(t,). In fact: if H(t,) < @(t,), we 
choose 1, and 6 such that H(t, %,,, 6) has contact with @ when t = t,. Any 
interesting admissible candidate H in (4.6) intersects H( ., E.,, 6) to the left 
and to the right of t,,. Between the points of intersection, we replace H by 
H( ., &, 6): this operation does not increase the functional. 
Thus a lower bound for the intimum in (4.1) is given by 
inf ‘X(cx(f)) v(t) -’ dt, 
I H(t) 6 w(t), t, 6 t6 T, H(t,) = W(tnL(4.7) 0 
where we use the same notation as above. A lower bound for the intimum 
in (4.7) is given by 
inf I 
T 
K(a(t)) u(t)-’ dt, H(t) d W(r), t,, < t < T, H(t,) = W(t,).(4.8) 
I,, 
Since n(t,,) > 0, it follows from the first part of the proof that this 
infimum is assumed for h = CC. We conclude that 
i‘ 
TK(C/v)v-’ jTK(h/o)o-‘~jTK(i+)o-‘. > inf 
0 htz.F 0 1, 
Letting t,, -+ 0, we obtain Theorem 2. 
EXAMPLE 1. If A is a given positive constant, we choose 
IV(t) = I”~(~A) ~’ and v(t) = t’!‘, t > 0. We have 
H(t, a, 2) = 
1 
a + 2t3!‘/3, o< t<4A2, 
a + 4i3/3 + At, t > 41”‘. 
(No 6 is needed in the notation since m(n) = 0 for all %.) 
(a) If A > 1, a(n) = -(41.‘/3)(1 + A*) and H(., ,I) touches the 
obstacle W in (4A2i2, 8A21L3/3): 4A2A2 is an interior point of the set where 
H( ., I.) is linear. It follows that fi= W and 
i.(t) = l?(t) = t’i2(2A)-’ < u(t)/2. 
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(b) If ;<A 6 1, a(n)= -813(2A - 1)(3,4-r and H(., A) touches the 
obstacle W in (4J*, 8A3/(3A)): 4L2 is the point of discontinuity of H’( ., 1). 
We have 1(t) = t”*/2 = v(t)/2, t > 0. It follows that @I= W and that 
@(t) = t”*(2A)p’ E [u(t)/2, o(t)). 
(c) If 0 <A < 4, the curve W is not an obstacle for functions with 
maximal derivative u, 
s 
’ u(s) ds = 2r312/3 6 W(t), t 3 0. 
0 
EXAMPLE 2. If A is a given positive constant, we choose W(r) = t’/(2A) 
and u(t) = t, t > 0. We have 
H( t, a, 3”) = 
i 
a + t2/2, 0 < t < 22, 
a + it, t > 21. 
(a) If A > 2, a(L) = -A>.*/2 and H( ., 3,) touches the obstacle W in 
(A& Al.*/2): Ai is an interior point of the set where H( ., 3.) is linear. It 
follows that @‘= W and that i(t) = G(t) = t/A < u(t)/2, t > 0. 
(b) If 1 < A d 2, u(1) = -2E.2( 1 -A ‘) and H(., j*) touches the 
obstacle in (21, 21*/A): 21” is the point of discontinuity of H’( ., A). We have 
i(t) = r/2 = u(t)/2, t > 0. It follows that I?‘= W and that 
E(t) = t/A E [u(t)/2, u(t)), 
In Example 1, the infimum is finite. In Example 2, the infimum is infinite. 
An important difference between the examples is that so u(t)-’ dt is con- 
vergent in the first case but divergent in the second case. 
5. PROOF OF THEOREM 3 
There is equality in (1.2) if the range of c( = h/u is contained in 
[0, +] u { 1 }. If in particular this is true for 5 = G/u, it follows that 
J(E)=JoT G*(r)-‘dt=I(ti, u), 
and we must have m = J(3) (cf. Theorem 2). 
In the remaining case when the range of a” contains also points from the 
interval ($ 1 ), let us first assume that the function n( .) has a positive lower 
bound on (0, T). With @‘= G’, we consider the measurable set 
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E= {tc [0, T]: A(t) <G(t) <v(t)}. On the set F= [0, T]\E, we can choose 
h(t) = 8( t ). Since 
K(lqf)/U(f)) u(t)-1 <G(f) ‘, t E E, 
it is for the moment not clear how to treat E. Let us try to take h =h, 
where h(f) is v(t) or i(t) on E. Then h is a solution of (4.2): the optimality 
conditions are fullilled. If H is the integral of h and R< W, we have 
+j’(H(r)- W(t))dv(t) =Z(h, li)-S=j’h*(~)~‘dz-S, 
0 1 0 
where S = 1; ( W(t) - R(t)) dv(t) 2 0. Thus, we have found an admissible 
function which is such that the functional is at most of distance S from its 
optimal value. 
Let us choose E > 0. On { PC W}, we have dv = 0 and hence 
S= jl(@t)-R(t))dv(t). 
0 
We note that (I% 17)’ vanishes on F, is negative on that part of E where 
h(t) = v(t) and positive on that part of E where h(t) = I(t). We can now 
define h. On (0, a, ) n E, we choose 15(r) = A(t): a, is the first point where 
(I& H)(a,) = E. On (a,, a2) n E, we choose h(t) = u(t): a, is the first point 
after a, where (6% @(a,) = 0. 
Switching between E,(t) and u(t) in this way, we define a function h on 
[0, T] such that A< ~<R+G. Since K(t)-I+(t) and u(t)--G(t) are both 
less than u(t) on E, there can only be finitely many points where we have to 
change from J*(r) to u(t) or from u(t) to A(t). The function fi is admissible 
because f7< @‘< W. Furthermore, j,“h*(t) ~’ dt will be within sv[O, T] 
from the optimum m. We have proved Theorem 3 assuming that 
lim , _ o+ i(t) > 0. We note that the set E can be big (cf. Example lb in 
Sect. 4). 
If A(t) + 0 as t -+ 0 + , we find a sequence (t, } decreasing to 0 such that 
W(t,) = @‘(t,). For simplicity, let us assume that W(T) = w(T) and that 
t, = T (otherwise, choose t, = sup{ t: W(t) = p(t)}!). As before, we assume 
that the functions h and c1 are such that h = GIU, 0~ M < 1 and that 
H(t) = jh h(s) ds. Arguing as in the discussion leading up to (4.7), we see 
that the inlimum in (4.1) is equal to 
’ y = inf s K(cc(t)) u(t)-* dt, H(t)< W(t),OGt<T, 0 
ff(t,) = W(t,), n = 1, 2,.... (5.1) 
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Introducing 
s In- I y, = inf K(cc(t)) u(t)-’ dt, H(t) < W(t), t,, < t <t,, ~~, , 1, 
H(t,) = Wt,,), (5.2) 
we see that y = C,“’ y,,. If E > 0 is given, we find a sequence of positive num- 
bers {E, } such that e, v[t,, t,, ~ ,] < ~/2~, n = 1, 2 ,.... 
As in the first part of the proof, we find an admissible function h such 
that JS /i*(t)-’ dt is for each (a, h) = (f,, t,,+ ,) within E, v[I,, t,- ,] < s/2” 
of y,,. Slightly, modifying the construction at the right-hand endpoint, we 
can assume that for each interval (a, h) = (t,, t,, , ), we have 
s ?(t)dt= W(b)- W(a). <I 
Then we have 
7 dt>inf 
i, h o 
K(a(t))o(t)~~‘dt-j’@(t)-H(t))dv(t) 
0 i 
>Z(li, U)-&2”>I(h, u)-e. 
L 
This completes the proof of Theorem 3. 
6. APPLICATIONS 
Let D be an open, connected set in the plane and let 
6’(r) = O(r, D) = I{& I&’ ED} 1. For simplicity, we assume that D contains 
the unit disk U. The starting point of the present paper was the following 
result of Hansen and Hayman [3]. 
THEOREM A. Let f: U + D be analytic. Assume that 
I 
R 
lim sup d(t) dt/(nR’) =p, 
R-m 0 
(6.1) 
where 0 < p < 1. Then f E HY( U) for q < K(p)/2. 
It is clear from [3] that the bound K(p)/2 is sharp for 0 <p < f but 
probably not sharp for 4 <p -C 1. 
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Let Y: [0, co) + [O, co) be an increasing function. What conclusions are 
possible in Theorem A if (6.1) is replaced by 
s 
R 
t@t) dt 6 27lY(R), R>O? (6.2) 
0 
To explain the connection with optimization, we introduce the harmonic 
measure oR( .) = wR( ., D) of (1~1 = R) n D in that component D(R) of 
D n (lzl CR} which contains the origin. If @: [0, co) + [0, co) is an 
increasing function such that @( 1zI ) is subharmonic for all large 1~1, it is 
easy to see that if 
U@, D) = jox Q(t) 4--w,(zo)) < co, (6.3) 
for some Z~E D, then @(lzl) has a harmonic majorant h in D (cf. 
EssenHaliste-Lewis-Shea [2] where more general questions of this type 
are discussed). In particular, if Q(Y) = ry andfis as in Theorem A, we have 
s 
:’ I j’(re”‘)lY d0 < {In h(f’(re’“)) do = 27ch(f(O)). 
0 
Taking the supremum over r E (0, 1 ), we conclude that fe HY( U). 
If (6.3) holds for one z. E D, it holds for all Z~E D. Without loss of 
generality, we take z. = 0. 
According to a classical estimate (cf. Theorem III.67 in Tsuji [6]), we 
have 
o,,(O, D) < (3/$) exp R 8*(s, D) ’ ds/s 
> 
, R> 1, (6.4) 
where 
(j*(r) = 
{ 
z” 0 d 0(r) < 271, 
7 d(r) = 27~ 
If conditions like (6.2) imply an estimate of the right-hand member of 
(6.4), we shall also have an estimate of o,,(O, D) which will tell us for what 
functions @ condition (6.3) holds and thus if @(lzl) has a harmonic 
majorant in D: we shall have obtained a generalization of Theorem A. 
It is clear that our optimization results give us a general tool to handle 
questions of this type. 
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Let us first discuss applications of Theorem 1. Let A = A( Y) be the class 
of domains containing the unit disk which are such that 
I r tl( t, D) dtlt 6 271 Y(r), t-2 1, (6.5) I 
where Y is an increasing, nonnegative function on R+. Let us define 
W(t) = Y(k); u(t) = 1; h(t) = O(e’)/(270, t >, 0. 
The change of variable means that 
\” 0*(r)-’ dr/r=/O’h*(s)pl ds/(27c), (6.6) 
I 
where T = log R, and 
I ’ h(s) ds 6 W(t), 0 t > 0. (6.5’) 
The inlimum of the functional in (6.6) assuming that (6.5’) holds is given 
by Theorem 1: it is given in terms of w0 = W0 which depends on the total 
behaviour of the function W on [IO, T], or equivalently, of the function Y 
on (1, R). In particular, we know that IV, is a convex function on [0, T]. 
Thus we have W,(t) < tIV( T)/T on [0, T]. It follows from Theorem 1 that 
,j$ ah*(s)-’ ds3 TK(W(T)/T). (6.7) 
We obtain the following generalized variant of Theorem A. 
THEOREM 4. Let DE A(Y). Then 1~1“ has a harmonic majorant in D for 
each y 3 0 such that 
*R4 1 exp( - (log R) K( Y( R)/log R)/2) dR < co. (6.8 1 
Jf,f is analytic in U with .f (U) c D, then f E HY( U) .for each such q. 
Proof: Combine (6.7), (6.6), (6.4), and (6.3)! 
We note that if we had known more about the behaviour of Y(r) on 
[l, R], we could have deduced stronger conclusions than (6.8). 
Another consequence of Theorem 1 is a result of PhragmenLindelof 
type. In Section 7, we shall use this estimate to improve some results of 
Aharonov-Shapiro and Sakai on quadrature domains. 
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THEOREM 5. Let u be subharmonic in D with boundary values 0 at all 
finite boundary points and assume that log M(r) = O(log r), r -+ 00, where 
M(r) = sup u(z), IzI = Y. Zf DE d(Y) and lim inf,, ~ Y(r)/log r = 0, then 
u<O in D. 
Proof. We choose a sequence (R, } tending to infinity such that 
E, = Y(R,)/log R, -+ 0, n --) co. For any A > 0, it follows from (6.7) (6.6), 
and (6.4) that 
R,A Q+JO, D) + 0, n---r. (6.9) 
From our assumptions and from the maximum principle, it follows that 
there exists A > 0 such that 
42) d RAo,,&, D), ZED, Izl<R. 
From Harnack’s inequality, we deduce that if z E D is given, there exists a 
number C(z, D) such that for all R> IzI, 
~,,(z, D) d C(z, D) o,,(O, DL ZED. 
Combining (6.9) with these two estimates, we find that U(Z) ~0, ZE D. 
Theorem 5 is proved. 
As an example of an application of Theorem 3, let us assume that {R, } p 
is a sequence increasing to infinity and that 
s 
’ tO(t, D)dt<2nY(R), RE {Rd. 
0 
(6.2’) 
To estimate harmonic measure in domains D which satisfy (6.2’), we 
wish to compute inf sl (e*(s, D) s)- I ds. We define 
h(r) =rQ(r)/(2x); v(r) = r; W(r) = Y(R,), R,-, <r < R,, n = 1, 2,..., 
where we assume that R,=O. Simple computations show that 
h(r,;l)= ; 
(. 
O<r<2& 
r>22, 
H(r, 4 a) = 1 
a + r2/2, O<r<2A, a + ;Ir 
> r>2k 
According to Theorems 2 and 3, the infimum is associated with I% = @‘, 
where 
IV(r) = sup H(r, a, A), r > 0, 
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and the supremum is taken over all (2, a) such that 
MR,, 1, a) G Y’(K), n = 1, 2 ,..., R, ~ , < T. 
Thus, information on the size of the area of { IzI <R} n D on a sequence 
will also give us an estimate of w,(O, D). 
Clearly, we can also use Theorems 2 and 3 to give a proof of Theorem A. 
We leave the details to the reader. 
Remark. These estimates are sharp only when the infimum of our 
functional is assumed. This is true when p 6 4: then there exists a domain 
D and a harmonic measure o,J ., D) with the right order of magnitude. 
If $<p<l, we only get approximations of the inhmum of 
1; (O*(s, D) s) ’ d S. Other methods of estimating harmonic measure show 
that the estimate given by Theorem 3 is not sharp when the approximation 
is good. A similar remark holds in more general situations (cf., e.g., (6.2) or 
Theorem 4). 
The following variation of Theorem A is due to Yamashita [7]. 
THEOREM B. Let ,f: U 4 D he analytic. We assume that 
I Rt6(t)dt=O(Ry), R-+co, (6.10) 0 
where 0 < y < 2. Then, for each q E (0,2 - y), the subharmonic function 
exp( 1 ,f 1”) admits a harmonic majorant in U. 
To prove Theorem B with the methods of the present paper, we define 
W(r) = Max(A, Br”); u(r) = r; h(r) = 4rWx), 
The constants A and B have been chosen in such a way that 
r > 0. 
i ’ h(s) ds < W(r), r > 0. 0 
It is easy to see that there exists c>O such that p(r)= W(r), r B c, and 
that S(r) = ByF ‘, r 2 c. From Theorems 2 and 3, we deduce that 
s R(t0*(t))P’dt>/Const.+R2-:;i(By(2-y)), 
R 2 c. (6.11) 
0 
From (6.3), we know that @( 1 w( ) = exp( IwlYa) has a harmonic majorant in 
D if L(@, D) < co: here a is a positive number to be specified below. Using 
(6.4) we see that L(@, D) < a3 if and only if 
J‘ 
I- 
rYP’exp(arY-C(y)r2PY)dr<co, 
<’ 
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where C(y) = (By(2 - y) 22Py))‘. We conclude that @(lwl) has a harmonic 
majorant in D for q = 2 - y and for all a < C(y). It is now easy to see that 
we have proved a little more than Theorem B: for all such ~1, exp(a 1 f 1 2 ~ ‘) 
has a harmonic majorant in D (cf. the corresponding argument in our 
discussion of Theorem A! ). 
7. QUADRATURE DOMAINS 
To explain this application, we have to mention a few facts on 
quadrature domains. We gratefully acknowledge discussions with H. S. 
Shapiro. 
Let G be Lebesgue measure in the plane and let 
LA(D) = (f~ L’(D, &):fis analytic in D}. 
DEFINITION. A domain D c R2 is a quadrature domain if there exist 
points { zk}; in D and constants { ck >; such that for all f~ LA(D), we have 
(7.1) 
The following result is due to Aharonov and Shapiro (cf. Theorem 3 in 
Cll): 
THEOREM C. Let D be a quadrature domain and assume that 
I da(z)/lzl < CD. (7.2) D 
Then, there exists a nonconstant polynomial P(X, Y) with real coefficients, 
irreducible over the complex field, such that P(x, y) = 0 for all x + iy E aD. 
Sakai has shown that Theorem C is true under a weaker condition: he 
replaced (7.2) by 
[ do(z)/lzl’= r” t3(t, D) dt/t < co (7.3) 
JD\U Jl 
(cf. Sects. 10 and 11 in [4]). 
We shall prove 
THEOREM 6. Theorem C holds 
replaced by 
if aD contains a continuum and (7.2) is 
lim inf (log r) ~’ 
i 
r 0(t, D) dt/t =O. (7.4) ,-IX1 I 
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Proof: We start from the following result of Shapiro (cf. Theorem 4.4 
in [S]). 
THEOREM D. Let D be any open set in R2 such that aD contains a con- 
tinuum. If D is a quadrature domain where (7.1) holds for all f E L:(D), there 
exists a function S such that 
(i) S is analytic in D except for simple poles at {zk };. 
(ii) S extends continuously to ED and S(i) = [for all [ E aD. 
(iii) /S(z)1 6 C(l + Izl)for all ZED with lz-zzk) 3 1, k= 1, 2 ,..., n. 
Let D satisfy the assumptions of Theorem D. There exists a nontrivial 
polynomial P(X, Y) with real coefficients uch that g(z) = P( (S(z) + z)/2, 
(S(z) - z)/2i) has no poles in D (cf. [ 1, p. 521). Then u(z) = Im g(z) is har- 
monic in D, vanishes on aD and is at most of polynomial growth. If (7.4) 
holds, we can apply Theorem 5 and conclude that Im g(z) vanishes iden- 
tically in D. Hence g is constant in D and there exists a polynomial Q with 
real coefficients uch that Q(x, y) = 0 for all x + iy E aD. To show that there 
exists an irreducible polynomial, we combine the argument in the proof of 
Theorem 2 in [ 1 ] with our Theorem 5. We have proved Theorem 6. 
Remark. Theorem 6 is also true if (7.4) is replaced by 
liminfRP210gR/‘0(t)dt=0. (7.5) , - 2 I 
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