It is well known that volatility asymmetry exists in financial markets. This paper reviews and investigates recently developed techniques for Bayesian estimation and model selection applied to a large group of modern asymmetric heteroskedastic models. These include the GJR-GARCH, threshold autoregression with GARCH Keywords: asymmetric volatility model; Markov chain Monte Carlo; posterior model probability, parallel sampling.
Introduction
The family of autoregressive conditional heteroskedastic (ARCH) models by Engle (1982) and generalized ARCH (GARCH) by Bollerslev (1986) , have become the widely accepted volatility models. However, they only allow symmetric responses to past shocks. Poon and Granger (2003) described a list of prominent characteristics or stylized facts for financial time series. This includes dynamic volatility and volatility persistence, fat tailed (compared to normality), mean stationary returns and also asymmetric volatility: in response to past positive and negative returns.
The first asymmetric volatility model was the Exponential GARCH (EGARCH) of Nelson (1991) . Since then numerous models such as the GJR-GARCH of Glosten et al. (1993) , Threshold GARCH (TGARCH) of Zakoian (1994) , and quadratic ARCH (QGARCH) of Sendana (1995) have been proposed. Many of these are based on the nonlinear threshold autoregressive (TAR) model of Tong (1978) . Li and Li (1996) introduced a double threshold ARCH (DT-ARCH) model, to capture volatility and mean asymmetry, and this was extended to the DT-GARCH by Brooks (2001) . Chen, Chiang and So (2003) proposed an exogenous mean factor and an exogenous threshold variable in a double threshold DTX-GARCH model, highlighting mean and volatility asymmetries in response to US market news. proposed a nonlinear GARCH model that employed a weighted average of local and exogenous factors as the threshold variable, also including t-distributed errors to capture fat-tailed returns. An advantage of a weighted average threshold is that information from different markets or industries can be combined to influence the change in regimes. The relative importance of these sources is then assessed by the estimated weights.
The aforementioned studies have confirmed the asymmetric volatility phenomenon: volatility in international stock markets is higher following 'bad' local or international market news, i.e. negative returns. They have also extended the phenomenon of asymmetry, finding that volatility persistence, and the spillover effect of international market news on local mean returns, are higher, and that average returns are often lower, following bad local or international market news.
Practitioners are increasingly turning to Bayesian methods for the analysis of com-1 plicated heteroskedastic models. This move seems due to the advent of inexpensive high speed computers and the development of stochastic integration methodology, especially Markov Chain Monte Carlo (MCMC) approaches. MCMC is a computationally intensive simulation method for numerical integration developed in the 1980s, making it possible to tackle more complex, realistic models and problems. Bayesian methods have been successfully applied in similar nonlinear GARCH models by Geweke (1994) , Bauwens and Lubrano (1998) , Vrontos, Dellaportas and Politis (2000) and many others. These methods have the further advantage of being valid under the stationarity and positivity parameter constraints usually required for such models (see Silvapulle and Sen 2004 for problems with large sample theory under such constraints) and the ability to do joint finite sample inference on all model parameters, including delay lag and threshold cut-off level, which are alternately often estimated by information criteria (Li and Li, 1996) or simply ascribed a value (Brooks, 2001 ).
However, comparison across models may not proceed in a completely similar fashion, due to the fact that formal model comparison via Bayes factors remains difficult (Berg, Meyer and Yu 2004) . We briefly review three Bayesian model comparison methods, focusing on a recent sample relevant to heteroskedastic models. These include : importance sampling to produce posterior model odds ratios, as in Geweke (1995) and Gerlach, Carter and Kohn (1999) , also applied to choose between four competing GARCH models in and between GARCH and stochastic volatility models in Gerlach and Tuyl (2006) ; the reversible jump (RJ) MCMC method of Green (1995) , applied to choose between a symmetric and nonlinear GARCH model in So, Chen and Chen (2005) , between GARCH and DTGARCH in Chen, So and Gerlach (2005) and between a GARCH and EGARCH model in Vrontos, Dellaportas and Politis (2000) ; and the recent direct posterior model probability method of Congdon (2006) . All of these methods involve MCMC extensions to allow estimation of either marginal model likelihoods, Bayes factors or posterior model probabilities directly. Since in most cases, the computation of marginal likelihoods involves high-dimensional integration, the computational time required is usually quite long; see the discussion in Carlin and Chib (1995) , Chib (1995) and Godsill (2001) . Recently, however, Congdon (2006) introduced a more efficient approach to compute posterior model probabilities, following on from work in Carlin and Chib (1995) , Godsill (2001) and Scott (2002) . We discuss these three methods and make a recommendation on the preferred option in Section 3.
The purpose of this paper is to review model selection methods and then recommend a method for heteroskedastic models. This method will be applied to choose between seven competing heteroskedastic models for some financial return data. We thus intend to find the optimal heteroskedastic model in these financial markets, and in doing so fully investigate and analyse the apparent nonlinear behaviour in these markets.
The rest of the paper is set out as follows. Section 2 describes several nonlinear GARCH models, and in particular a general double threshold GARCH model specification with auxiliary variables. Section 3 discusses the three model comparison methods. Section 4 contains an analysis of returns from three major Asian stock indices, while Section 5 concludes.
Threshold Nonlinear Heteroskedastic Models
We consider seven modern heteroskedastic models in this paper, all with t-distributed errors, with details given in this section.
We consider single and double threshold models, including models with no asymmetry, only mean asymmetry, only volatility asymmetry and both mean and volatility asymmetry. The simplest is the ARX-GARCH-t model in So, Chen and Liu (2006) which assumes an autoregressive (AR) mean process with exogenous (X) variables. Other asymmetric generalizations in the mean or variance equations only are also in our list. For example, the ARX-GJR-GARCH-t model in Chen, Gerlach and So (2006) , a threshold ARX or TARX-GARCH-t model (Li and Lam 1995' s model is a particular case) and ARX-TGARCH-t model in So, Chen and Chen (2005) , where 'GJR' stands for the asymmetric variance specification proposed by Glosten, Jagannathan and Runkle (1993) . Finally three double threshold models are considered: a DTX-GARCH with exogenous threshold (Chen, Gerlach, and So, 2006) , a DT-GARCH with local market or self-exciting threshold (Chen, So and Gerlach, 2005 ) and a DTX-GARCH whose threshold is a linear combination of the local and exogenous variables, as in .
Building on the work of Tong (1978) , Li and Li (1996) , Brooks (2001) and Chen, heteroskedastic model:
where 
form a partition of the space of the threshold variable z t−d . Empirical evidence in the literature shows that t tends to be more fat-tailed than normal, as assumed in Li and Li (1996) , Brooks(2001) ; e.g. see Chen, Chiang and So (2003) . Here a Student-t distribution, standardised to have unit variance, is fitted to t to capture this empirical leptokurtosis.
A feature of this model is that the threshold variable z t is a linear combination of auxiliary variables z it ; i = 1, . . . , m. These can be any function of exogenous x it or endogenous variables y t , . . . , y 1 . Some examples are:
1. z 1t = y t and z it = x it for i > 1. w 1 = 1 and w i = 0 for i > 1 give the models of Li and Li (1996) and Brooks (2001) .
2. z 1t = a t , instead of y t , where
is a function of exogenous variables and y t 's and again w 1 = 1 and w i = 0 for i > 1.
The GJR-GARCH model falls into this category.
3. z it = x it , the threshold is a linear combination of exogenous variables only.
For identifiability and stationarity, we follow to assume that
where p = max{p 1 , ..., p g } and φ
(j) i = 0 for i > p j . We also have the following standard restrictions on the variance parameters which guarantee positivity and stationary:
Model selection
We consider several competing parametric Bayesian models for the same observation matrix y 1,n . In Bayesian model hypothesis testing, the decision between two models M i versus M j is made by posterior odds ratio:
is the prior probability of model M i and p(y
likelihood, defined as:
where θ j is the parameter vector for M j and p(y
are the sampling density function and the prior density function under M j , respectively. This method can be applied equally well to nested or non-nested models, a clear advantage over frequentist model selection criteria, e.g. information criteria. Without any prior information on model choice, the prior odds ratio=1 and the P OR ij then becomes the well-known Bayes factor (Kass and Raftery, 1995) . When there are more than two models, the model with highest posterior probability is chosen.
Marginal likelihoods have proven a challenge to estimate in the Bayesian and frequentist literature, see Kass and Raftery (1995) for a review of the main issues. This is mainly because they involve a multi-dimensional integration over the parameter space, as in (1), which often has high dimension (being the number of parameters in the model), especially when θ j involves latent variables or many exogenous factors. For many modern statistical models it is not possible to analytically complete this integral. Often the likelihood is not of a known distributional form in the parameters and even if it was, non-conjugate priors would make a closed form solution to the integral generally impossible. Kass and Raftery (1995) recommended using a multivariate Laplacian approximation to the integrand in
(1), but this can be inaccurate for complex multi-parameter models. Thus usually the integral is done numerically, but it has proven a challenge to do so efficiently and accurately. Standard approaches like adaptive quadrature are usually not sufficient. Monte
Carlo approaches, which usually become MCMC because of the high dimension involved, are now the common approach. Even then, before Congdon (2006) , the suggested approaches were very difficult to implement and often involved the inverse of the likelihood function, which can become numerically unstable. We review three recently suggested methods below.
Importance sampling
To estimate the marginal likelihood for each model, we firstly consider the importance sampling MCMC method proposed in Geweke (1995) and Gerlach, Carter and Kohn (1999) . When k ≥ t,
where θ
k is the ith MCMC iterate from the posterior p(θ j |y
. This estimator can be calculated by running separate MCMC sampling schemes while increasing the sample size k sequentially, say k = 100, 200,. . . , n, then evaluatingp(y t |y
greater than the increments. An estimate of the marginal likelihood is then evaluated as:
This method was employed successfully in ; Gerlach and Tuyl (2006) used it to compare a range of symmetric and Markov switching GARCH and stochastic volatility models; and to choose between two competing asymmetric DT-GARCH models. However, the method is quite computationally intensive, in comparison to those presented next, since it requires the MCMC sampling scheme to be run more than once (actually n/100, rounded up, times). Further, since the method involves an inverse likelihood term in both the numerator and denominator, it can be prone to numerical difficulties and instability, especially for smaller sample sizes k. A similar approach was adopted by Osiewalski, Pajor, and Pipień (2006) who compared bivariate GARCH and stochastic volatility models. They computed the marginal likelihood by the harmonic mean method of Newton and Raftery (1994) :
where
) denotes the posterior cumulative distribution function. The authors pointed out that this method can be computationally very demanding, and we note it can again be numerically unstable. There is also the possibility that the standard error does not exist for these estimators. As such, Bayesian comparison of models may not be ideal under this method.
Reversible-jump (RJ) MCMC method
We next consider the RJMCMC method of Green (1995) which was employed to choose between pairs of GARCH models by Vrontos, Dellaportas and Politis (2000) , So, Chen and Chen (2005) and Chen, So and Gerlach (2005) . This method adds a model indicator to the MCMC sampling scheme and then 'jumps' between the (potentially non-nested) models whilst maintaining the 'detailed balance' conditions ensuring convergence of the Markov chain.
To apply the RJMCMC method we must choose prior specifications, a jumping rule and proposal distributions. We consider jumps between Models M i and M j , requiring a one-to-one bijective transformation between the two models. In general this bijection can be quite complex, however, we define u i = θ j and u j = θ i , thus implying a simple trans-
; ensuring the necessary condition that the dimensions
. Such a Jacobian was employed by Vrontos, Dellaportas and Politis (2002) , though others are possible. The detailed process is as follows:
Step 1 : Simulate a proposal θ j from a proposal density q i (u i );
Step 2 : The jump to M j is accepted with the probability min{1, ℘} where
If the jump is not accepted, stay in M i and update the parameters θ i .
The term L(y
is the prior distribution and p(M j ) is the prior probability for each model. We have generally set the prior probability of a jump from model M i to M j to one, i.e. J(M i , M j ) = 1 allowing jumps at each MCMC iteration and p(M i ) = 0.5 to reflect prior model ignorance (again other choices are viable); the reversible jump acceptance probability for such a move can then be reduced to
with the kernels q i and q j being independent of θ i and θ j , respectively. The posterior model probability estimate for M j is the proportion of times the MCMC sample chose model M j . This method has enjoyed recent popularity in the literature, but often applied to choose between two models only. There are also many technical issues in its implementation. The most important of these concerns the choice of proposal densities.
The method can be quite sensitive to this choice, especially in more complex models such as those considered here, and the complexity and difficulty in implementation can increase significantly when considering more than two models at one time. As such we will recommend and employ in this paper the final method considered below, by Congdon (2006).
Direct posterior model probability estimation
This method, proposed by Congdon (2006) following Carlin and Chib (1995), Godsill (2001) and Scott (2002) , again uses a Monte Carlo, but this time direct, approximation to the posterior probability for each model. There is no increase in complexity for this method as the number of models increases beyond two.
We consider K competing models for the same observation matrix y 1,n , with MCMC samples {θ
with θ i are the parameters from model i; θ (3) is the sum of the total model probabilities: k , so that:
As noted by Congdon (2006) , 'while parallel sampling of the models is not necessary, such a form of sampling facilitates model averaging and assessing the impact of individual observations on the overall estimated Bayes factor.' In summary, the estimator can be formulated as:
This method is far simpler and less computationally intensive to employ than either importance sampling or RJMCMC. It simply requires individual independent or parallel MCMC samples from each model to be compared.
Empirical study
We illustrate the MCMC and model selection methods using the daily Nikkei 225 index, Hang Seng index (HSI) and the Taiwan stock market index (TAIEX), all obtained from Datastream International, from January 4, 1996, to October 17, 2006. We employ the US S&P 500 composite index return as an exogenous variable in the mean equation in all models, and as a potential auxiliary variable for the threshold models. All subsequent analyses are performed on the daily log returns, y t =(log p t − log p t−1 ) × 100, where p t is the price index at time t. To understand the characteristics of the data, summary statistics and time series plots are provided in Table 1 and Figure 1 , respectively. The seven competing heteroskedastic models are described as follows: Model 1 is the ARX-GARCH-t model. 
Model 2 is the ARX-GJR-GARCH model. The mean equation is the same as Model 1.
The volatility is given as follows:
Model 3 is the TARX-GARCH model. The volatility equation is the same as Model 1.
The mean equation is given as follows:
Model 4 is the ARX-TGARCH model. The mean equation is the same as Model 1. The volatility is asymmetry follows
1 a
Model 5 is the DT-GARCH-t with an exogenous threshold variable.
Model 6 is the DT-GARCH-t with domestic threshold variable. The model is the same as Model 5 except the threshold variable is
Finally, Model 7 is DT-GARCH-t with a weighted threshold variable.
Models 3 and 4 are special cases of Model 6. Model 5 is similar to Model 6 except that y t−d is replaced by x t−d . Model 7 is from which formulates the threshold variable as a linear combination of auxiliary variables. These are all asymmetric models, with the final two being double threshold models, one with local or domestic market return threshold and one whose threshold is a weighted combination of the local and US market returns.
Estimation results
We implemented diagnostic tools, MCMC trace plots (or history plots) and autocorrelation plots of MCMC iterates to check convergence for each model, which seemed to be satisfied in each case after a few hundred iterations. All delay lags were chosen as 1 with high probability (close to 1). All other parameter estimates for Models 1 to 7 are given in Tables 2-4 for the Nikkei, Hang Seng and TAIEX respectively. These models and estimates combine to describe the features of the mean and volatility of these data sets. In particular Models 1 to 7 all agree that the mean persistence in the Nikkei is small, but significant, and negative. This parameter is again always negative, but only significant for models 6-7, for the Hang Seng index, while it is never significant for the TAIEX, but it is largest in magnitude for Models 6-7 again. There does not seem to be a strong asymmetric effect for the AR parameter in these markets for models 3, 5-7. These mostly negative estimates and symmetric effects are in agreement with results in Li and Lam (1995) and . The mean spillover effect from the US return is strong, positive and highly significant, in all regimes, models and markets, but again seems not to be asymmetric. The volatility persistence is strong and positive (i.e.
α 1 + β 1 ≈ 1) in all regimes across all models and markets, agreeing with the well-known empirical fact, but again quite symmetric in effect.
Asymmetric effects also seem strong and clear in all nonlinear models in each market.
For the Nikkei and TAIEX indices, models with mean asymmetry (Models 3, 5 -7) clearly indicate that the mean return is lower and negative following bad news from the US or the domestic market (or combined as in Model 7), with higher and mostly positive average returns following good news. This is because φ
1 ; ψ
1 in Models 3 and Models 5 to 7 in these two markets. This effect is not apparent in Hong Kong, however. The threshold cut-offs for Models 3 to 7 were all estimated between -0.37 and -0.9 for Nikkei; -0.13 and -0.88 for Hang Seng and -0.16 to -0.81 for Taiwan. These are almost all significantly lower than the usual value of 0 employed in similar studies. i.e. bad news is not 'financially significant' until a threshold somewhat below zero and closer to -0.5% (on average).
Asymmetric volatility was also very strong and clear across markets. In particular volatility levels are significantly higher following bad news, as highlighted by γ > 0 in Model 2 and α
1 in Models 4 to 7. It seems the asymmetric effects are clear and apparent in the mean and variance intercept terms, but perhaps not present at all in the other parameters, except possibly in the ARCH terms α 1 in the Hang Seng market. This is highlighted in Figures 2 and 3 , showing boxplots of the MCMC iterates for the mean parameters (Figure 2 ) and the volatility parameters (Figure 4) from Model 7. From left to right, the first three boxplots are the parameters in regime 1, while the next three are from regime 2. It is quite apparent that the only clearly significant differences between regimes are in the intercept parameters φ 0 and α 0 , except for differences in α 1 for the Hang Seng market.
For Model 7 the weight chosen for the US return in the weighted threshold variable is 0.58 (Nikkei) and 0.69 (Hang Seng), but these are not significantly different from 0.5.
The weight for the TAIEX was estimated to be 0.91 and significantly different to 0.5.
We should not interpret these weights too exactly, since the two threshold variables have slightly different variances (although both on the same scale of percentage returns it is debatable as to whether these returns should be standardised in the threshold variable, we chose not to), however it seems each market has 'close' to an equal effect on this threshold variable that drives asymmetric nonlinear behaviour in Japan and Hong Kong, but that the local TAIEX has a far stronger influence than the US in driving asymmetric 
Model selection results
We apply the method of Congdon (2006) to estimate posterior model probabilities for all seven models considered in each market. These are shown in Table 5 then the first six models are considered. The same MCMC iterates are used in all three scenarios. We first summarize what we get from the analysis of the Nikkei market.
Considering the first scenario, as shown in the first row of Table 5 , Models 1 to 5 are compared via their estimated posterior probabilities under Congdon's method. In contrast to results in Chen, Gerlach and So (2006) , the GJR-GARCH model, with local shock threshold, threshold value of 0 and a linear mean equation, is preferred to the double threshold DTGARCH model with exogenous threshold and potentially non-zero threshold value. We note that in Chen, Gerlach and So (2006) there was no exogenous term in the mean equation of the GJR model. Its inclusion in this study may partly explain Next we add the DTGARCH model with local threshold variable. While the GJR-GARCH is still favoured as 2nd in this list, the DTGARCH is clearly the superior model for this dataset. Little weight is given to the other four models. Again we see a strong nonlinear local market effect, but this time the (only) model allowing for both asymmetry in mean and volatility, in response to local market returns, is clearly favoured. Again we note that a US exogenous mean effect is included in the DTGARCH model with local threshold, again explaining our differing result from that in .
Finally we add Model 7 which allows a weighted combination of US and local returns as the threshold. While some weight is still given to the GJR-GARCH model, the battle is now clearly between the DTGARCH with local threshold and the DTGARCH with weighted threshold. Model 7 (weighted threshold) wins out with posterior probability 0.42, compared to 0.27 for Model 6. The data clearly favour nonlinearity in mean and volatility being driven by the weighted threshold variable. This makes sense from a financial viewpoint, since this threshold uses all the news information available, i.e. local and US returns, from the previous trading day. For the Hang Seng index and TAIEX, we find supporting evidence that again M6 and M7 are preferable. The marginally best model for HSI is M6, indicating that the domestic return threshold variable is slightly more appropriate than a weighted average threshold variable. Although we find very marginal superior performance of M7 to M6 for TAIEX, the difference is small. This is not surprising as ω 1 is so close to one in M7 that these models are almost the same in practical applications.
Conclusion
We briefly review in this paper three computational methods for estimating marginal likelihoods and highlight the advantages of Congdon (2006) 's approach for heteroskedastic models. The proposed approach is a special case of composite space MCMC sampling where jumps between models are not involved and so only evidence on the model ratios need to be accumulated. The construction of proposal densities for RJMCMC are also avoided in this approach. Seven asymmetric volatility models, which differ in the mean structure, in the volatility structure or in the construction of the threshold variable, are evaluated. Our results show that the weighted average threshold formulation introduced in is preferred for the Nikkei 225 and the TAIEX market data with a local threshold and double threshold model also scoring highly. This latter model is preferred for the Hang Seng index. These results can initiate new discussion on how to combine information from different sources in determining regimes for asymmetric heteroskedastic models. It is easy to apply the proposed method to compare complex models and to the comparison of non-nested models. All the methods discussed here
can also be applied to other volatility models, like Markov switching GARCH models and stochastic volatility models, retaining the advantages discussed. Choice of auxiliary variables in 's specification and the determination of the number of regimes (beyond two) in threshold processes are important topics for further research.
