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Re´sume´
L’e´volution conjointe des besoins utilisateurs et des documents e´lectroniques
ne cesse de soulever de nouvelles proble´matiques dans le domaine de la Re-
cherche d’Information (RI). Si l’on conside`re la recherche dans des corpus de
documents semi-structure´s (XML), la structure des documents permet aux
Syste`mes de Recherche d’Information (SRI) de se focaliser sur le besoin utilisa-
teur en renvoyant non plus des documents entiers mais des parties de document
re´pondant de manie`re pre´cise au besoin.
Paralle`lement a` l’apparition de l’information structurelle dans les docu-
ments, l’insertion de contenus multimedia, et notamment d’images, a e´galement
souleve´ de nombreuses proble´matiques. Afin de valoriser au mieux l’ensemble
des informations multimedia disponibles, les me´thodes existantes de la Re-
cherche Multimedia (RM) doivent eˆtre adapte´es. Alors que l’exploitation de la
structure dans la recherche d’information textuelle a montre´ son inte´reˆt, peu
de travaux ont e´tudie´ son utilisation dans la recherche multimedia. La plupart
des travaux existants pour la recherche multimedia structure´e consistent soit a`
combiner une recherche XML textuelle et une recherche multimedia base´e sur le
contenu physique des e´le´ments multimedia, soit a` effectuer une recherche XML
textuelle et ensuite a` filtrer les re´sultats en gardant seulement ceux re´pondant
aux besoins multimedia.
L’objectif de nos travaux est de proposer des me´thodes permettant de
re´pondre aux besoins multimedia en tenant compte a` la fois de la structure
des documents et de la spe´cificite´ multimedia. Nos approches peuvent eˆtre
applique´es a` n’importe quel type de media (image, son, video) car elles sont
inde´pendantes du contenu physique des medias, mais nous nous inte´ressons plus
particulie`rement a` la recherche d’images. Nos me´thodes permettent ainsi soit
la recherche d’e´le´ments multimedia a` travers le contexte textuel et structurel
des images ; soit la recherche de fragments multimedia (c’est-a`-dire d’images et
e´ventuellement de texte).
Pour la recherche d’e´le´ments multimedia, l’ide´e de base est de de´terminer
le score de pertinence de ces e´le´ments en fonction des autres e´le´ments non-
multimedia. Le proble`me est alors de se´lectionner les e´le´ments a` utiliser pour
e´valuer les scores de pertinence des e´le´ments multimedia. Pour cela, nous avons
propose´ deux approches : une base´e sur le contexte textuel et structurel impli-
cite et une base´e sur le contexte textuel et structurel explicite.
Pour la recherche de fragments multimedia, l’originalite´ est de partir des
e´le´ments multimedia retrouve´s par une des deux me´thodes pre´ce´dentes pour
de´terminer le meilleur fragment multimedia. La proble´matique ici est de choisir
la granularite´ du fragment pertinent a` retourner, ce dernier devant eˆtre le plus
exhaustif et spe´cifique possible pour le besoin multimedia utilisateur.
L’e´valuation de nos approches graˆce aux campagnes d’e´valuation INEX et
CLEF a montre´ l’inte´reˆt de nos propositions, que ce soit pour une recherche
d’e´le´ments multimedia que pour des fragments multimedia.
Mot cle´s : Recherche Multimedia Structure´e, contexte textuel, contexte
structurel, XML, e´le´ment multimedia, fragment multimedia.
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Figure 1 – Un exemple d’image pre´historique
Meˆme si l’e´criture est aujourd’hui le moyen de communication le plus com-
mun entre les eˆtres humains, l’image reste le moyen d’expression le plus ancien
et le plus expressif. Quelque soit le lieu ou le moment, le sens de l’image reste
compre´hensible par tout eˆtre humain. La Figure 1 par exemple pre´sente une
image peinte a` l’e´poque pre´historique. Meˆme apre`s ces milliers d’anne´es, il est
tre`s facile d’identifier que cette image repre´sente un cheval.
Peu a` peu, la notion et la de´finition d’image a e´volue´. Le nombre d’images
dans le monde n’a cesse´ d’augmenter, surtout apre`s l’invention de la photogra-
phie en 1822 et celle de la cine´matographie en 1895.
Cet accroissement du nombre d’images suit une fonction exponentielle, avec
aujourd’hui un de´veloppement e´lectronique et informatique croissant. Les esti-
mations pre´voient que la quantite´ d’images produites dans les quelques anne´es
a` venir sera plus importante que la quantite´ d’images produites depuis le de´but
de l’humanite´. Ceci peut eˆtre explique´ par le de´veloppement de l’informatique
domestique, la disponibilite´ des moyens de stockage a` petit prix et des techno-
logies de compression d’images. Ces dernie`res ont permis une re´duction de la
taille physique des images tout en conservant une bonne qualite´.
2En re´alite´, cette augmentation ne concerne pas seulement les images nume´riques
mais tous les types de me´dia (image, audio et vide´o).
Aujourd’hui, la proble´matique principale pose´e a` ce niveau est qu’il existe peu
de moteurs de recherche multimedia suffisamment performants pour re´pondre
aux besoins spe´cifiques de l’utilisateur.
Contexte du travail
Nos travaux se situent dans la cadre de la Recherche d’Information (RI). A
l’origine, les Syste`mes de Recherche d’Information (SRI) ont e´te´ conc¸us pour re-
chercher des documents entiers de type textuel et l’utilisateur devait lire toutes
les informations des documents afin de trouver les parties qui l’inte´ressaient. Ces
documents, traditionnellement plats et ne contenant que du texte, ont e´volue´
au fil des anne´es, en inte´grant d’autres informations telle que de la structure,
des objets multimedia, des liens, etc. L’exemple le plus connu de cette e´volution
est le Web, ou` la majorite´ des documents sont multimedia, structure´s et lie´s.
A cause de ces e´volutions des documents et de celles des besoins en informa-
tion de l’utilisateur, les me´thodes et les techniques existantes en RI classique
doivent eˆtre revues et adapte´es. Plus pre´cise´ment, ces e´volutions ont mene´ a` la
de´finition de nouvelles voies en RI, parmi lesquelles on peut citer la Recherche
Multimedia (RM) et la Recherche d’Information Structure´s (RIS).
Dans la litte´rature, les approches de la RM sont divise´es en deux grandes
cate´gories : des approches de la Recherche Multimedia Base´e sur le Contenu
(RM-Contenu) et des approches de la Recherche Multimedia Base´e sur le Contexte
(RM-Contexte).
– Les approches de la RM-Contenu consistent a` utiliser des caracte´ristiques
de bas niveau extraites de l’objet multimedia lui-meˆme. Ces caracte´ristiques
sont spe´cifiques pour chaque type de me´dia (pour le cas des images par
exemple, la Recherche d’Images Base´e sur le Contenu (CBIR) utilise les
caracte´ristiques visuelles telles que la couleur, la texture et la forme).
– Les approches de la RM-Contexte consistent a` utiliser le contexte des
objets multimedia (par exemple le texte voisin) pour de´terminer leur
pertinence. Un des avantages de ces techniques est qu’elles peuvent eˆtre
utilise´es pour rechercher n’importe quel objet multime´dia (image, vide´o,
audio), puisque l’e´valuation de pertinence de ces objets vis-a`-vis d’une
requeˆte est effectue´e en utilisant le contexte et non le contenu.
Les approches de la RM-Contenu souffrent souvent d’une limite majeure qui est
le fosse´ se´mantique entre la description visuelle de l’image et son interpre´tation.
Les approches de le RM-Contexte souffrent quant a` elles du fait que le contexte
3ne peut pas fournir toutes les subtilite´s de l’image et souvent ne de´crit pas
suffisamment l’image. Pour pallier cet inconve´nient, quelques travaux se sont
inte´resse´s a` l’utilisation des ressources se´mantiques [122], d’autres tentent d’ap-
pliquer des techniques de re´injection de pertinence ou de personnalisation [137]
ou encore des techniques d’exploitation des liens entre les documents et les ob-
jets multimedia [80]. Re´cemment, et dans le cadre des documents structure´s,
des nouveaux travaux essayent d’e´tudier l’impact de la structure sur la RM.
C’est exactement ce dernier facteur contextuel qui nous inte´resse.
Dans la litte´rature, les travaux en Recherche d’information Structure´e datent
d’une dizaine d’anne´es. Ils sont ne´s pour supporter la recherche d’information
dans les documents structure´s de type XML (eXtensible Markup Language).
La proble´matique engendre´e par ce type de documents est lie´e a` la nature de
leur contenu. En effet, comme ces documents comportent de l’information (du
texte) et des contraintes structurelles (liste de balises), ils ne peuvent pas eˆtre
efficacement exploite´s par les techniques classiques de RI qui conside`rent le
document comme un granule d’information indivisible.
Cette proble´matique a motive´ les chercheurs en RI a` adapter et a` pro-
poser de nouvelles techniques d’acce`s a` l’information en tenant compte de la
co-existence de l’information structurelle et de l’information de contenu. Ces
travaux permettent de renvoyer des parties de documents (ou e´le´ments) se
focalisant sur le besoin de l’utilisateur sur le besoin de l’utilisateur et ont ef-
fectivement montre´ l’inte´reˆt de l’utilisation de la structure dans l’ame´lioration
des performances de recherche [91] [13] [92], [93] [103].
Nos travaux se situent au carrefour de la RIS et la RM base´e sur le contexte.
Notre objectif est d’e´tudier l’impact de l’utilisation de la structure comme
nouvelle source d’e´vidence du contexte pour la recherche d’objets multime´dia.
En d’autres termes, nos e´tudions l’impact de la structure pour pour la recherche
multimedia dans des documents semi-structure´s.
Nous abordons donc dans ce me´moire une nouvelle voie en RM qui est la
Recherche Multimedia Structure´e (RMS).
Proble´matique
Dans la plupart des techniques de recherche multime´dia base´e sur le contexte,
le texte du document est le facteur contextuel le plus utilise´. Cependant,
avec l’apparition des documents structure´s, des nouveaux facteurs contextuels
peuvent eˆtre utilise´s pour de´terminer la pertinence de l’objet multimedia, et
par conse´quent sa recherche. Parmi ces facteurs contextuels, nous pouvons citer
les liens hypertextes, le nom de l’objet multimedia, les liens hie´rarchiques (la
4structure), etc. Dans nos travaux, comme nous l’avons mentionne´, nous nous
inte´ressons a` l’e´tude de l’impact de la structure des documents sur la recherche
multimedia.
La proble´matique ge´ne´rale dans le cadre de la recherche multimedia dans des
documents structure´s est (i) d’identifier les sources d’e´vidence au sein du docu-
ment XML permettant de de´terminer correctement la pertinence des e´le´ments
multime´dia, et (ii) de choisir le fragment multimedia, plus pre´cise´ment l’unite´
informationnelle la plus pertinente a` renvoyer a` l’utilisateur, sachant que deux
types de re´sultats peuvent eˆtre de´finis [289] :
– l’objet multimedia lui-meˆme, c’est a` dire l’image dans le cadre de la re-
cherche d’images : on parle alors d’e´le´ment multimedia.
– l’objet multimedia associe´ e´ventuellement a` des informations textuelles
qui lui sont lie´es : on parle ici de fragment multimedia.
Peu de travaux dans le cadre de RMS ont e´te´ propose´s dans la litte´rature.
La majorite´ de ces travaux n’ont pas exploite´ la structure spe´cifiquement pour
la recherche multimedia : quelque uns combinent les re´sultats d’une recherche
XML classique avec les re´sultats d’une recherche multimedia base´e sur le contenu
physique [265] [186] [130] [159], d’autre filtrent les re´sultats d’une recherche
XML classique en gardant ceux qui re´pondent au besoin multime´dia (c’est a`
dire ayant au moins un e´le´ment multimedia) [272] [290] [152]. En ce qui concerne
les me´thodes spe´cifiques a` la RMS, la seule proposition a` nos connaissances est
celle de Z. Kong et al. [150] [151] [153] : la me´thode propose´e utilise la structure
des documents et plus pre´cise´ment, seule la structure verticale entre l’e´le´ment
multimedia et ses anceˆtres est prise en compte. Meˆme si cette approche a montre´
son inte´reˆt sur une petite collection et utilise partiellement la structure, il paraˆıt
ne´cessaire d’e´tudier les autres aspects de la structure (relations hie´rarchiques
horizontales) et d’e´valuer la me´thode avec des collections volumineuses.
En conclusion, les travaux de la litte´rature en RMS n’ont pas clairement
montre´ l’inte´reˆt de la prise en compte de la structure. Dans le cadre de cette
the`se, nous souhaitons mieux explorer l’impact de la structure en recherche
multimedia structure´e, en e´tudiant notamment l’inte´reˆt d’utiliser toutes les
sources d’e´vidence lie´es a` la structure, et en e´valuant nos propositions sur des
collections volumineuses.
Contribution
Comme mentionne´ pre´ce´demment, notre objectif dans cette the`se est d’e´tudier
l’impact de la structure sur la recherche multimedia. Plus pre´cise´ment, nous
proposons des approches permettant de renvoyer des e´le´ments multimedia ou
des fragments multimedia, en re´ponse a` des requeˆtes purement textuelles. Nos
5propositions peuvent eˆtre classifie´es selon le type de re´sultats renvoye´s : e´le´ments
ou fragments multime´dia.
– Recherche d’e´le´ments multimedia : Nous avons propose´ deux me´thodes
pour la recherche d’e´le´ments multime´dia, base´es sur la repre´sentation en
arbre des documents XML (dans laquelle l’information textuelle des do-
cuments est conserve´e au niveau des nœuds feuilles).
– La premie`re consiste a` calculer des scores de pertinence pour tous les
nœuds internes de l’arbre XML a` travers un syste`me de recherche XML
classique, et ensuite a` exploiter les nœuds les plus proches de l’e´le´ment
multimedia afin d’e´valuer sa pertinence. Trois sources d’e´vidence sont
ainsi utilise´es : les nœuds fils puisqu’ils contiennent les informations les
plus spe´cifiques a` l’e´le´ment multime´dia, les nœuds fre`res puisqu’ils ont
plus de chance de partager le meˆme the`me que celui de l’e´le´ment multi-
media et les nœuds anceˆtres pour prendre en compte tout le contexte de
l’e´le´ment multime´dia. Comme les informations structurelles sont prin-
cipalement utilise´es par le syste`me de recherche XML classique et non
par la me´thode elle-meˆme, ce contexte structurel est dit implicite, et
cette me´thode est appele´e CBA (Children, Brothers and Ancestors).
– La deuxie`me me´thode se base sur une analogie entre un document
XML et une ontologie. Dans cette me´thode, les nœuds de l’arbre XML
sont conside´re´s comme des concepts, et les liens hie´rarchiques entre les
nœuds sont conside´re´s comme les liens se´mantiques d’une ontologie, lie´s
avec la relation ”est-un” (is-a). Nous nous sommes inspire´s des mesures
de similarite´ se´mantique entre les concepts d’une ontologie pour calcu-
ler un degre´ de participation de chaque nœud textuel du document dans
le calcul de la pertinence de l’e´le´ment multime´dia. Plusieurs facteurs
structurels sont e´tudie´s. Cette me´thode, nomme´e OntologyLike, e´tant
base´e principalement sur la structure des documents, on conside`re que
le contexte structurel est utilise´ explicitement.
Ces deux me´thodes, de´die´es a` la recherche d’e´le´ments multime´dia, sont
e´value´es en utilisant deux collections provenant d’INEX 1 et une collec-
tion provenant de CLEF 2.
– Recherche de fragments multimedia : nous proposons pour la re-
cherche de fragments multime´dia une me´thode base´e sur les re´sultats de la
recherche d’e´le´ments multime´dia par une des deux me´thodes pre´ce´dentes :
CBA ou OntologyLike. Plus pre´cise´ment, nous tentons d’identifier, en
nous basant sur le voisinage de l’e´le´ment multime´dia (descendants, anceˆtres),
les fragments multimedia pertinents. Ceci revient a` calculer un score aux
1. INEX : INiative for the Evaluation of XML REtrieval, est une campagne
d’e´valuation de la recherche d’information dans les documents XML
2. Cross Langage Evaluation Forum
6fragments potentiels en propageant les scores des e´le´ments multime´dia
vers le haut (anceˆtres) et vers le bas (descendants).
Cette approche a e´te´ e´value´e sur des collections standards issues des cam-
pagnes d’e´valuation INEX 2006 et INEX 2007. Les re´sultats montrent son
inte´reˆt.
Organisation du me´moire
Ce me´moire est organise´ en deux parties : la premie`re, comptant 4 cha-
pitres d’e´tat de l’art, pre´sente le contexte dans lequel se situent nos travaux,
c’est a` dire la recherche d’information, la recherche d’information structure´e, la
recherche Multimedia illustre´e par le cas des images et la recherche multime´dia
structure´e. La seconde partie de´crit, dans les chapitres 5, 6 et 7, notre contri-
bution, a` savoir nos approches pour la recherche multimedia structure´e ainsi
que les expe´rimentations que nous avons mene´es.
– Le chapitre 1, Concepts de base de la Recherche d’information ,
pre´sente les concepts de base de la recherche d’information. Nous pre´sentons
en particulier quelques notions d’indexation et de ponde´ration (section
1.2). Nous passons ensuite en revue les principaux mode`les utilise´s pour
l’appariement entre la requeˆte et les documents (section 1.3). Enfin, nous
abordons les protocoles d’e´valuation d’un SRI (section 1.4).
– Le chapitre 2,Recherche d’information dans des documents struc-
ture´s, commence par pre´senter les concepts de base du standard XML
(section 2.2). Nous discutons ensuite de la granularite´ des e´le´ments re-
tourne´s dans le cadre de RIS (section 2.3) ainsi que de la diffe´rence entre
les approches oriente´es base de donne´es et approches oriente´es recherche
d’information (section 2.4). Puis, nous explorons les diffe´rentes phases du
processus de recherche en tenant compte de la structure des documents :
l’indexation (section 2.5), l’interrogation (section 2.6) et les diffe´rentes ap-
proches de recherche oriente´e structure dans la litte´rature (section 2.7).
Enfin, nous pre´sentons la campagne d’e´valuation INEX (INitiative for the
Evaluation of XML Retrieval) qui est de´die´e a` l’e´valuation des approches
et des syste`mes dans le cadre de RIS (section 2.8).
– Le chapitre 3, Recherche Multimedia illustre´e par le cas des
images , s’inte´resse a` la recherche multime´dia en ge´ne´ral et a` la recherche
d’images en particulier. Il est organise´ comme suit : nous commenc¸ons
par de´finir la notion d’image (section 3.2). Nous discutons ensuite la
proble´matique de la recherche d’images en ge´ne´ral (section 3.3) ainsi que
les diffe´rents types de requeˆtes utilise´es pour exprimer un besoin mul-
timedia (section 3.4). Ensuite, nous abordons la recherche d’images par
le contexte (section 3.5), la recherche d’images par le contenu (section
3.6) et la combinaison des deux (section 3.7). Enfin, nous citons quelques
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– Le chapitre 4,Recherche Multimedia Structure´e (RMS), s’inte´resse
a` la recherche multime´dia dans des documents structure´s de type XML.
Nous commenc¸ons par pre´senter la proble´matique de la Recherche Mul-
time´dia Structure´e. Ensuite, nous abordons les diffe´rentes approches de la
RMS, a` savoir les approches classiques adapte´es a` la RMS (section 4.3) et
les approches spe´cifiques a` la RMS (section 4.4). Enfin, nous pre´sentons
les campagnes d’e´valuation de´die´e a` la recherche d’images dans des do-
cuments structure´s : INEX taˆche Multimedia et ImageClef(section 4.5).
– Le chapitre 5, Recherche d’e´le´ments multimedia base´e sur l’uti-
lisation implicite du contexte : Me´thode CBA, pre´sente notre
premie`re me´thode pour la recherche d’e´le´ments mulime´dia purs. Elle
consiste a` utiliser le contexte textuel et structurel implicitement.
Ce chapitre est organise´ comme suit : nous pre´sentons tout d’abord nos
motivations (section 5.2), ensuite nous de´taillons notre approche (sec-
tion 5.3) et nous discutons son e´valuation (section 5.4) : nous de´crivons
brie`vement le syste`me de recherche d’information XML de base, XFIRM,
sur lequel nous nous sommes appuye´s, et nous pre´sentons nos re´sultats.
Nous avons e´value´ notre me´thode selon trois collections de test : les deux
collections de test de la taˆche MultimediaFragment d’INEX 2006 et 2007
et la collection de test WikipediaMM de ImageCLEF 2008.
– Le chapitre 6, Recherche d’e´le´ments multimedia base´e sur l’uti-
lisation explicite du contexte : Approche OntologyLike, exploite
le contexte textuel et structurel explicitement pour de´terminer la perti-
nence des e´le´ments multime´dia.
Nous commenc¸ons par de´crire les motivations de notre proposition (sec-
tion 6.2). Nous de´taillons par la suite notre approche OntologyLike (sec-
tion 6.3). La section 6.4 pre´sente l’e´valuation de notre proposition se-
lon deux campagnes d’e´valuation : INEX Multimedia et ImageCLEF.
Dans cette e´valuation, nous avons compare´ le calcul de pertinence des
images par le contexte textuel, par le contexte structurel, et par les deux
contextes a` la fois. Enfin, nous comparons les deux approches CBA et
OntologyLike the´oriquement et expe´rimentalement (section 6.5).
– Le chapitre 7, Recherche de fragments multimedia , pre´sente notre
approche pour la recherche de fragments multimedia. Elle consiste a` iden-
tifier les meilleurs fragments multime´dia pertinents a` retourner a` l’utili-
sateur, a` partir d’e´le´ments multimedia conside´re´s comme pertinents.
Le chapitre s’organise comme suit : tout d’abord, nous pre´sentons notre
proposition pour la recherche des fragments multime´dia (section 7.2). En-
suite, nous e´valuons notre approche selon deux cas : celui ou` l’utilisateur
souhaite tous les fragments multimedia pertinents, et celui ou` l’utilisateur
souhaite seulement les fragments multimedia les plus pertinents (section
7.3). Enfin, nous comparons nos re´sultats avec les re´sultats officiels de la







Concepts de base de la
Recherche d’information
1.1 Introduction
La Recherche d’Information (RI) [277, 229, 225, 234] n’est pas un domaine
re´cent, il date des anne´es 1940, de`s la naissance des ordinateurs. A ses de´buts,
la RI e´tait lie´e aux applications dans les bibliothe`ques, appele´es automatisa-
tion des bibliothe`ques. Ces applications ont tente´ d’e´tablir des repre´sentations
de documents a` travers la construction d’index dans le but d’en re´cupe´rer des
informations.
La RI regroupe les me´canismes qui facilitent l’acce`s a` une collection d’infor-
mations. C’est une de´marche faite par un utilisateur pour obtenir, a` l’aide
d’un Syste`me de Recherche d’Information (SRI), les informations qui peuvent
re´pondre a` son besoin. Un SRI est un ensemble de programmes informatiques
qui a pour but de se´lectionner des informations pertinentes re´pondant a` des
besoins utilisateurs, exprime´s sous forme de requeˆtes. La recherche d’informa-
tion est aujourd’hui un champ transdisciplinaire et qui est devenu inse´parable
des questions et enjeux politiques, culturels, sociaux ...
Ce chapitre a pour but de pre´senter les concepts de base de la recherche
d’information classique. Nous pre´sentons en particulier dans la section 1.2, le
processus de base de la RI, et quelques notions d’indexation et de ponde´ration.
Nous passons ensuite en revue les principaux mode`les utilise´s pour l’apparie-
ment entre la requeˆte et les documents (section 1.3). Enfin, nous abordons les
protocoles d’e´valuation d’un SRI (section 1.4).
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1.2 Processus de recherche d’information
Le processus de Recherche d’Information a pour but la mise en relation des
informations disponibles dans la base documentaire d’une part, et les besoins
de l’utilisateur d’autre part. Ces besoins sont exprime´s par l’utilisateur sous
forme de requeˆtes. La mise en relation des besoins utilisateurs et des informa-
tions est effectue´e graˆce a` un Syste`me de Recherche d’Information, dont le but
est de retourner a` l’utilisateur le maximum de documents pertinents par rap-
port a` son besoin (et le minimum de documents non-pertinents). Le processus
de recherche, couramment appele´ Processus en U de Recherche d’Information
















Figure 1.1 – Processus en U de Recherche d’Information [37]
Ce processus est compose´ de deux fonctions principales :
– L’indexation des documents et des requeˆtes.
– L’appariement requeˆte-documents.
Avant de de´crire en de´tail ces diffe´rentes fonctions d’un SRI, nous de´finissons
brie`vement les deux acteurs ne´cessaires a` son fonctionnement, a` savoir d’une
part l’information disponible, c’est a` dire la collection de documents, et d’autre
part l’utilisateur et son besoin en information exprime´ au travers d’une requeˆte.
Nous de´finissons e´galement le concept de pertinence, notion fondamentale dans
le processus de recherche.
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1.2.1 Document et collection de documents
Le document est l’information e´le´mentaire recherche´e par le SRI. Cette
information e´le´mentaire, nomme´e aussi granule de document, peut eˆtre tout
ou partie d’un document. Elle peut avoir diffe´rentes formes : texte, image,
vide´o, graphique, son. Le terme ”collection de documents” (base documentaire,
fond documentaire, corpus) constitue l’ensemble des informations exploitables
et accessibles au travers du SRI.
1.2.2 Besoin en information et requeˆte
La notion de besoin en information en recherche d’information est souvent
assimile´e au besoin de l’utilisateur.
Le besoin de l’utilisateur est l’expression mentale de ce qu’il recherche. Ce
besoin est repre´sente´ au travers d’une requeˆte qui sera ensuite traite´e par le
SRI. En d’autres termes, la requeˆte repre´sente l’interface entre l’utilisateur et le
SRI. Divers types de langages d’interrogation sont propose´s dans la litte´rature
[31], une requeˆte est habituellement repre´sente´e par un ensemble de mots cle´s,
mais elle peut eˆtre exprime´e en langage naturel, boole´en, graphique...
1.2.3 Pertinence
La pertinence est une notion fondamentale dans le domaine de la RI. Une
de´finition simple de cette notion complexe est donne´e dans [46] : ”La pertinence
est la correspondance entre un document et une requeˆte, ou encore une mesure
d’informativite´ du document a` la requeˆte”.
Les travaux de [235] [188] [43] de´finissent deux types de pertinence :
– pertinence syste`me [67] : elle est de´terministe, objective et de´finie a`
travers les mode`les de RI. Elle est souvent pre´sente´e par un score de
l’ade´quation du contenu des documents vis-a`-vis de celui de la requeˆte.
– pertinence utilisateur [188] [116] [236] : elle est lie´e a` la satisfaction de
l’utilisateur par les informations renvoye´es par le syste`me, pour cela elle
est dite subjective. La pertinence utilisateur peut e´voluer dans le temps
d’une recherche : un utilisateur peut juger une information, pour une
requeˆte donne´e, non pertinente a` un instant t et pertinente a` un instant
t+ 1 car sa connaissance a e´volue´.
Le but de tout SRI est de rapprocher la pertinence syste`me et la pertinence
utilisateur.
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1.2.4 Processus d’indexation
Pour des raisons de couˆt et d’efficacite´ de la recherche, une e´tape primor-
diale doit s’effectuer sur les documents avant l’e´tape de recherche effective de
l’information. Cette e´tape consiste a` analyser le document afin de produire un
ensemble de mots cle´s, appele´s aussi descripteurs. Ces derniers seront plus fa-
cilement exploitables par le syste`me lors du processus ulte´rieur de recherche.
Cette ope´ration est appele´e indexation [229] [277] [72].
L’indexation peut eˆtre :
– manuelle : chaque document est analyse´ par un spe´cialiste du domaine
ou par un documentaliste ;
– automatique : le processus d’indexation est entie`rement informatise´ ;
– semi-automatique : il s’agit d’extraire les termes des documents graˆce
a` un processus automatique. Cependant, le choix final reste au spe´cialiste
du domaine ou au documentaliste pour e´tablir les relations entre les mots
cle´s et choisir les termes significatifs.
Meˆme si l’indexation manuelle assure une meilleure pre´cision dans les do-
cuments que le SRI retourne en re´ponses aux requeˆtes des utilisateurs [94], elle
ne´cessite un effort intellectuel (en temps et nombre de personnes). De plus, un
degre´ de subjectivite´ lie´ au facteur humain fait que deux indexeurs diffe´rents
peuvent utiliser des termes diffe´rents pour caracte´riser un meˆme document, et
un indexeur a` deux moments diffe´rents peut utiliser deux termes distincts pour
repre´senter le meˆme concept.
L’indexation manuelle et semi-automatique [132] [33] [177] peuvent eˆtre su-
pervise´es, c’est a` dire que les indexeurs peuvent utiliser un vocabulaire controˆle´
sous forme de the´saurus ou de base terminologique, qui est une liste organise´e
de descripteurs (mots cle´s) obe´issant a` des re`gles terminologiques propres et
relie´s entre eux par des relations se´mantiques. C’est le cas par exemple lorsqu’il
s’agit d’indexer des documents lie´s au domaine me´dical a` l’aide du thesaurus
MeSH.
Le choix et l’inte´reˆt d’une me´thode par rapport aux autres de´pend d’un
certain nombre de parame`tres, dont le plus de´terminant est le volume des col-
lections. Une e´tude comparative peut eˆtre trouve´e dans [24]. Cette e´tude montre
que les avantages et les inconve´nients de chacune des approches s’e´quilibrent : le
choix d’une me´thode doit eˆtre effectue´ en fonction du domaine, de la collection
et de l’application conside´re´e.
Nous de´crivons dans ce qui suit les e´tapes principales de l’indexation auto-
matique, puisque c’est la technique la plus utilise´e dans le domaine de recherche
d’information, et ceci a` cause de la taille des collections de documents uti-
lise´es qui ne cesse d’augmenter. L’indexation automatique regroupe plusieurs
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e´tapes : l’analyse lexicale, l’e´limination des mots vides, l’indexation lexicale et
la ponde´ration des termes.
– Analyse lexicale : c’est le processus qui permet de convertir le texte
d’un document en un ensemble de termes. Un terme est une unite´ lexicale
ou un radical [86]. L’analyse lexicale permet de reconnaˆıtre les espaces de
se´paration des mots, les chiffres, les ponctuations, etc.
– Elimination des mots vides : une des e´tapes importantes de l’indexa-
tion est l’extraction de mots significatifs et la suppression des mots vides
(articles, pre´positions, conjonction,...).
On distingue deux techniques pour e´liminer les mots vides :
– L’utilisation d’une liste de mots vides (aussi appele´e anti-dictionnaire
ou stoplist).
– L’e´limination des mots de´passant un certain nombre d’occurrences dans
la collection ou les mots rares de la collection.
– Lemmatisation ou normalisation : elle consiste a` re´duire les mots
a` leur forme canonique, a` leur racine : toutes les formes d’un verbe par
exemple sont regroupe´es a` l’infinitif, tous les mots au pluriel sont ramene´s
au singulier...
– Ponde´ration des termes : la ponde´ration permet de mesurer l’impor-
tance d’un terme dans un document. Cette importance peut eˆtre calcule´e
en s’appuyant sur des indicateurs linguistiques telles que les structures
morphologiques ou syntaxiques des termes, mais la plupart des me´thodes
se basent sur des conside´rations statistiques base´es sur la distribution
des termes dans les documents. L’objectif de cette e´tape d’indexation est
d’extraire les termes qui repre´sentent le mieux le contenu d’un document.
Des travaux datant des anne´es 1950-1960 [301] [174] ont montre´ que la
fre´quence d’un terme aussi bien dans un document que dans une collec-
tion de documents sont de bons indicateurs de son importance.
De ce fait, la majorite´ des me´thodes de ponde´ration sont construites par la
combinaison de deux facteurs [223] [250] [140]. Un facteur de ponde´ration
locale, quantifiant la repre´sentativite´ locale d’un terme dans le document,
et un second facteur de ponde´ration globale, mesurant la repre´sentativite´
globale du terme vis-a`-vis de la collection des documents.
1. Ponde´ration locale : elle indique l’importance du terme par rapport
a` un document donne´. La fonction la plus utilise´e est la fre´quence
de terme tf (Term Frequency) : c’est simplement le nombre d’occur-
rences de ce terme dans le document conside´re´.
Elle peut eˆtre utilise´e telle quelle ou selon plusieurs de´clinaisons
(log(tf), pre´sence/absence,...).
2. Ponde´ration globale : elle prend en compte des informations concer-
nant un terme par rapport a` la collection de documents. Un poids
plus important doit eˆtre donne´ aux termes qui apparaissent moins
fre´quemment dans la collection : les termes qui sont utilise´s dans
de nombreux documents sont moins utiles pour la discrimination
que ceux qui apparaissent dans peu de documents. Par conse´quent,
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un facteur de ponde´ration globale qui de´pend de la fre´quence in-
verse dans le document a e´te´ introduit. Ce facteur, souvent de´signe´




|{dj : ti ∈ dj}|
(1.1)
ou` |D| est le nombre total de documents dans le corpus et |{dj : ti ∈
dj}| est le nombre de documents ou` le terme ti apparaˆıt.
Du fait de cette double ponde´ration (locale et globale), les fonctions de
ponde´ration sont souvent re´fe´rence´es sous le nom de tf*idf.
La mesure tf*idf est une bonne approximation de l’importance d’un terme
par rapport a` un document extrait d’une collection, particulie`rement pour
celles compose´es de documents de taille homoge`ne. Cependant, elle ne
tient pas compte d’un aspect important du document : sa longueur. Les
termes appartenant aux documents longs apparaissent tre`s fre´quemment
et l’emportent en poids sur les termes appartenant a` des documents moins
longs. Les documents longs auront alors plus de chance d’eˆtre se´lectionne´s.
Les distorsions engendre´es par cette he´te´roge´ne´ite´ sont corrige´es en effec-
tuant une normalisation [51] [224] [54].
1.2.5 Appariement requeˆte-document
Le processus d’appariement requeˆte-document permet d’assigner un score
de pertinence d’un document vis-a`-vis d’une requeˆte.
Ce score est calcule´ a` partir d’une fonction de similarite´ ou d’une probabi-
lite´ note´e RSV(Q,d) (Retrieval Status Value), ou` Q est une requeˆte et d est
un document. Ce score est fonction du poids des termes dans les documents.
Il permet ensuite d’ordonner les documents renvoye´s a` l’utilisateur. La qua-
lite´ de cet ordonnancement est primordiale. En effet, l’utilisateur se contente
ge´ne´ralement d’examiner les premiers documents renvoye´s. Si les documents
recherche´s ne sont pas pre´sents dans cette liste, l’utilisateur conside´rera le SRI
comme mauvais vis-a`-vis de sa requeˆte.
1.3 Mode`les de Recherche d’Information
Un mode`le de recherche d’information est une abstraction du processus
de RI. Il fournit un cadre the´orique permettant ainsi une interpre´tation for-
melle de la pertinence. Dans cette section, nous nous focalisons sur les mode`les
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fondamentaux de recherche d’information. Ces mode`les ont e´te´ de´crits dans
nombreux ouvrages sur la Recherche d’Information [234] [31] [46] et servent de
base a` tous les autres mode`les.
1.3.1 Mode`le boole´en
Le mode`le boole´en [229] est le plus simple des mode`les de RI. C’est aussi
le premier qui s’est impose´ dans le monde de la recherche d’information. Il
est base´ sur la the´orie des ensembles et l’alge`bre de Boole. Le mode`le boole´en
conside`re que les termes de l’index sont pre´sents ou absents d’un document. En
conse´quence, les poids des termes dans l’index sont binaires, c’est a` dire soit
0 soit 1. Une requeˆte q est compose´e de termes lie´s par les trois connecteurs
logiques ET, OU, NON.
1.3.2 Mode`le vectoriel
Le mode`le vectoriel, propose´ par Salton [230] dans son projet SMART (Sal-
ton’s Magical Automatic Retriever of Text), fait partie des mode`les statistiques.
Le document (vecteur ~dj) et la requeˆte (vecteur ~q) sont repre´sente´s dans un es-
pace Euclidien de dimension e´leve´e engendre´e par tous les termes de l’index (t).
La pertinence requeˆte-document est traduite par la similarite´ de leurs vecteurs
associe´s :














Avec wi,j est le poids du terme i dans le document dj, wi,q est le poids du
terme i dans la requeˆte q.
D’autres mesures ont e´te´ utilise´es pour calculer la pertinence requeˆte-document
via leur similarite´ vectorielle, parmi lesquelles nous pouvons citer les mesures
de Jaccard [131], Dice [158] ou encore le produit scalaire.
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1.3.3 Mode`le probabiliste
Le premier mode`le probabiliste a e´te´ propose´ par Maron et Kuhns [179] au
de´but des anne´es 1960. Le principe de base consiste a` pre´senter les re´sultats de
recherche d’un SRI dans un ordre base´ sur la probabilite´ de pertinence d’un
document vis-a`-vis d’une requeˆte. Robertson [222] re´sume ce crite`re d’ordre par
le ”principe de classement probabiliste”, de´signe´ par PRP (Probability Ranking
Principle).
Etant donne´ une requeˆte Q et un document D, le mode`le PRP peut eˆtre traduit
comme suit : quelle est la probabilite´ que le document D soit pertinent pour
la requeˆte Q ? Le mode`le probabiliste tente ainsi d’estimer la probabilite´ que
le document D appartienne aux documents pertinents (non pertinents).
D’autres mode`les de´rive´s de ces mode`les fondamentaux ont e´te´ propose´s
dans la litte´rature : le mode`le flou [202], le mode`le boole´en e´tendu [233], le
mode`le vectoriel ge´ne´ralise´ [293], le mode`le LSI (Latent Semantic Indexing
Model) [96], le mode`le connexionniste [266] [291] [154] [44], le mode`le base´ sur
les re´seaux baye´siens [208] [275], les mode`les de langages [216] [45], etc...
1.4 Evaluation des syste`mes de Recherche d’In-
formation
L’e´valuation des syste`mes en ge´ne´ral peut eˆtre aborde´e selon deux angles :
l’efficience et l’efficacite´. L’efficience regroupe le temps et l’espace : plus le
temps de re´ponse est court et plus l’espace occupe´ par le syste`me est faible,
meilleur est conside´re´ le syste`me. L’efficacite´ quant a` elle peut par exemple
eˆtre e´value´e via la facilite´ d’utilisation du syste`me, ou encore la pre´sentation
des re´sultats [68]. Nous nous inte´ressons ici au crite`re d’efficacite´ qui nous
semble le plus important : la capacite´ d’un syste`me a` se´lectionner des docu-
ments pertinents. Ce crite`re, pre´sentant ainsi la qualite´ du syste`me, est mesure´
en comparant les re´ponses du syste`me avec les re´ponses ide´ales que l’utilisa-
teur espe`re recevoir : plus les re´ponses du syste`me correspondent a` celles que
l’utilisateur espe`re, meilleur est le syste`me.
1.4.1 Rappel et pre´cision
D’une fac¸on ge´ne´rale, tout SRI a deux objectifs principaux : retrouver tous
les documents pertinents et rejeter tous les documents non pertinents pour une
requeˆte donne´e. Ces deux objectifs sont e´value´s par les mesures de rappel et
pre´cision.
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Soit |A| le nombre de documents renvoye´s par le syste`me pour la requeˆte, |R| le
nombre de documents pertinents dans la collection pour cette requeˆte et |R+ |
le nombre de documents pertinents renvoye´s par le syste`me (figure 1.2).
Documents pertinents
renvoyés par le système |R+|
Collection
Documents pertinents |R| Ensemble de réponses |A|
Figure 1.2 – Pre´cision et rappel
La pre´cision est la capacite´ d’un SRI a` ne se´lectionner que des documents
pertinents de la collection. Elle se mesure par la proportion de documents
pertinents relativement a` l’ensemble des documents restitue´s par le syste`me.





Le rappel est la capacite´ d’un SRI a` se´lectionner tous les documents pertinents
de la collection. Il se mesure par la proportion de documents pertinents restitue´s
par le syste`me relativement a` l’ensemble des documents pertinents contenus





1.4.1.1 Courbes de Rappel-Precision
Les deux mesures de rappel et pre´cision ne sont pas inde´pendantes. Il y a
une forte relation entre elles : quand l’une augmente, l’autre est cense´e diminuer.
Il ne signifie rien de parler de la qualite´ d’un syste`me en utilisant seulement
une des deux me´triques. Pour pouvoir examiner les re´sultats efficacement, on
calcule souvent la paire des mesures (taux de rappel, taux de pre´cision) a` chaque
document restitue´.
Le tableau 1.1 illustre les calculs de pre´cision et de rappel pour les 10 pre-
miers documents renvoye´s par un SRI pour une requeˆte ayant 7 documents
pertinents.





Doc1 (*) 0.14 1
Doc2 0.14 0.5
Doc3 (*) 0.28 0.66
Doc4 (*) 0.42 0.75
Doc5 0.42 0.6
Doc6 (*) 0.57 0.66
Doc7 0.57 0.57
Doc8 0.57 0.5
Doc9 (*) 0.71 0.55
Doc10 (*) 0.85 0.6
Tableau 1.1 – Exemple de rappel et pre´cision pour une requeˆte : (*) signifie
que c’est un document pertinent (selon l’e´valuation de l’utilisateur)
Comme on peut le constater, plusieurs valeurs de pre´cision peuvent corres-
pondre au meˆme point de rappel (pour le point de rappel 0.57, trois valeurs
de pre´cision sont obtenues). Afin d’obtenir des courbes plus aise´es a` lire, on ne
repre´sente ge´ne´ralement que la pre´cision calcule´e a` chaque point de rappel (c’est
a` dire a` chaque document pertinent restitue´). La courbe de rappel-pre´cision as-















Figure 1.3 – Courbe de Rappel et Pre´cision
Cette courbe permet l’e´valuation de la performance du syste`me pour chaque
requeˆte. Afin d’e´valuer la performance pour toutes les requeˆtes et pas une seule,
il faut calculer une pre´cision moyenne a` chaque niveau de rappel. Pour se faire,
il faut unifier les niveaux de rappel pour l’ensemble des requeˆtes. Ge´ne´ralement
11 points de rappel sont retenus (de 0 a` 1 avec un pas de 0.1). Les valeurs de
pre´cision sont calcule´es par une interpolation line´aire : soit i et j deux points
de rappel, et i≺j. Si au point i, la pre´cision est infe´rieure a` la pre´cision au point
j, alors, on augmente la pre´cision du point i a` celle du point j. La figure 1.4
pre´sente la courbe de rappel et pre´cision interpole´e pour l’exemple pre´ce´dent :












































Figure 1.4 – Courbe de Rappel et Pre´cision interpole´e
Vu que tous les syste`mes sont e´value´s avec une courbe interpole´e, l’interpo-
lation ne donne pas plus d’avantage a` un syste`me qu’a` un autre, et les courbes
interpole´es sont une base e´quitable pour comparer des syste`mes. Cette inter-
polation est encore discutable, mais pre´sente un inte´reˆt dans l’e´valuation des
SRI [233].
1.4.2 Comparaison des syste`mes et Pre´cision moyenne
Pour comparer deux syste`mes de RI, il faut les tester avec le meˆme cor-
pus de test (ou plusieurs corpus de test). Un syste`me dont la courbe de rap-
pel/pre´cision est au-dessus de celle d’un autre est conside´re´ comme un meilleur
syste`me.
Il arrive parfois que les deux courbes se croisent. Dans ce cas, il est difficile
de de´terminer quel syste`me est meilleur. Pour re´soudre ce proble`me, plusieurs
mesures peuvent eˆtres utilise´es telles que :
– Precision@X (P@X) : Cette pre´cision mesure la proportion des do-
cuments pertinents retrouve´s parmi les premiers X documents retourne´s
par le syste`me.
– R-precision (RPrec) : Cette pre´cision mesure la proportion des docu-
ments pertinents retrouve´s parmi les R premiers documents retourne´s.
– Pre´cision moyenne non interpole´e (MAP) : les pre´cisions sont cal-
cule´es pour chaque document pertinent retrouve´. La moyenne des valeurs
de pre´cision calcule´es est la pre´cision moyenne, appele´e Average preci-
sion (AP), qui de´signe la performance de la requeˆte. La moyenne des
pre´cisions moyennes calcule´es pour toutes les requeˆtes est appele´e Mean






Chapitre 1. Concepts de base de la Recherche d’information 20
avec APq est la pre´cision moyenne d’une requeˆte q, Q est l’ensemble des
requeˆtes et |Q| est le nombre de requeˆtes.
– Pre´cision moyenne interpole´e (MAiP) : Cette pre´cision est calcule´e
a` diffe´rents niveaux de rappel (0%, 10%, 20%, ...,100%). Pour chaque
niveau de rappel, les valeurs calcule´es sont moyenne´es sur tout l’ensemble






avec AiPq est la pre´cision interpole´e moyenne d’une requeˆte q, Q est
l’ensemble des requeˆtes et |Q| est le nombre de requeˆtes.
1.4.3 Autres mesures
Universellement utilise´s, la pre´cision et le rappel posent cependant quelques
proble`mes tels que :
– La mesure du rappel ne´cessite de connaˆıtre en the´orie l’ensemble des
documents pertinents par rapport a` une requeˆte dans toute la collection,
et ceci est impossible pour les grandes collections.
– Le rappel n’est pas une mesure qui refle`te la satisfaction de l’utilisateur
moyen. Celui-ci est rarement inte´resse´ par la connaissance de l’ensemble
des documents pertinents, mais souhaite plutoˆt trouver ”vite” (donc bien
classe´s) quelques documents pertinents (voire un seul).
Pour pallier ces inconve´nients, de nombreuses me´triques he´rite´es de la pre´cision
et du rappel ont e´te´ propose´es. Ces mesures sont de´crites dans divers travaux
[31, 19].
Dans [188], S. Mizzaro fait une e´tude comple`te des diffe´rentes mesures d’e´va-
luation utilise´es en RI. Ceci a permis de de´gager d’autres mesures de perfor-
mance relativement importantes tels que la moyenne harmonique F qui consiste
a` combiner le rappel et la pre´cision en un nombre compris entre 0 et 1 [245].
Cette moyenne harmonique a des valeurs e´leve´es uniquement lorsque les taux
de rappel et de pre´cision sont e´leve´s.
Dans le cas de collections volumineuses, la construction de jugements de per-
tinence complets est difficile ou meˆme impossible puisque elle est tre`s couˆteuse
en terme de temps. Dans la mesureMAP, les documents non juge´s sont conside´re´s
comme des documents non pertinents. Afin de pallier cet inconve´nient, Buck-
ley et Voorhees ont propose´ la mesure BPREF [52] (Binary PREFerence-based
measure). Cette mesure ne conside`re que les documents juge´s et elle prend en
compte les documents pertinents et les documents non pertinents. La mesure
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|n classe´ avant r|
R
(1.7)
Avec R le nombre de documents pertinents pour la requeˆte, r est un document
pertinent et n est le nombre de documents non pertinents classe´s avant le do-
cument pertinent r.
1.5 Conclusion
Dans ce chapitre, nous avons e´tudie´ les diffe´rents aspects lie´s a` la RI en
ge´ne´ral. Nous avons passe´ en revue les me´thodes et les mode`les fondamentaux
utilise´s en RI classique. Les mode`les de´crits dans ce chapitre fonctionnent sur
tous les formats de documents textuels (balise´s/non balise´s, structure´s/non
structure´s). Ils n’exploitent cependant que le contenu textuel des documents
alors qu’on peut trouver d’autres types d’information, comme la structure par
exemple.
C’est pre´cise´ment ce dernier point, les mode`les traitant conjointement les do-






Aujourd’hui, des informations de structure s’ajoutent aux informations pu-
rement textuelles. Des formats tels que SGML (Standard Generalized Markup
Language)[104] ou encore XML (eXtensible Markup Language) [49], [48], conc¸us
a` l’origine pour faciliter l’e´change et la standardisation des donne´es, voient leur
importance augmenter graˆce a` l’expansion du Web [185]. Aujourd’hui en effet,
les documents structure´s ou semi-structure´s 1 tendent a` former la majorite´ des
documents nume´riques mis a` disposition des utilisateurs.
La recherche d’information dans de tels documents conduit a` de nouvelles
proble´matiques a` toutes les e´tapes du processus de recherche.
– Indexation : l’indexation classique doit eˆtre adapte´e pour prendre en
compte les informations structurelles pre´sentes dans les documents. Parmi
les questions souleve´es a` ce niveau : Comment indexer le texte par rapport
a` la structure ? Faut-il indexer tous les e´le´ments de la structure ? Com-
ment prendre en compte la structure dans la ponde´ration des termes ?
– Interrogation : La prise en compte de la structure dans la requeˆte peut
eˆtre ne´cessaire pour les utilisateurs. Ceci a conduit a` l’e´laboration de
langages de requeˆtes structure´s spe´cifiques au domaine.
– Recherche : la structure permet de se focaliser sur le besoin utilisateur
et de nouveaux mode`les de recherche, prenant en compte l’information
structurelle, doivent donc eˆtre propose´s.
1. Ce type de documents contient des informations de structure permettant de
se´parer le contenu de la pre´sentation. La de´finition comple`te est donne´e dans le
paragraphe 2.2.1.
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Dans ce chapitre, nous commenc¸ons par pre´senter les concepts de base du
standard XML servant d’illustration a` nos propos (section 2.2). Nous discu-
tons ensuite de la granularite´ des e´le´ments retourne´s dans le cadre de la RIS
(section 2.3) ainsi que de la diffe´rence entre les approches oriente´es base de
donne´es et approches oriente´es recherche d’information propose´es pour la re-
cherche (section 2.4). Puis nous explorons les diffe´rentes phases du processus de
recherche en tenant compte de la structure des documents : l’indexation (sec-
tion 2.5), l’interrogation (section 2.6) et les diffe´rentes approches de recherche
oriente´e structure dans la litte´rature (section 2.7). Enfin, nous pre´sentons la
campagne d’e´valuation INEX (INitiative for the Evaluation of XML Retrieval)
qui est de´die´e a` l’e´valuation des approches et des syste`mes dans le cadre de
RIS (section 2.8).
2.2 Concepts de base de XML
2.2.1 Notions de document structure´ et document semi-
structure´
La structure est ”la manie`re dont les parties d’un ensemble concret ou abs-
trait sont arrange´es entre elles”, selon le dictionnaire Larousse 2009.
Parmi les notions spe´cifiques aux documents structure´s et semi-structure´s, nous
de´finissons le terme balise, qui signifie un ensemble de caracte`res servant a`
repe´rer des parties de texte encadre´s les signes infe´rieur a` ”<” et supe´rieur
a` ”>” 2. Un e´le´ment (appele´ aussi nœud) est une unite´ syntaxique identifie´e,
de´limite´e par des balises de de´but < b > et de fin < /b >, comme par exemple
< mabalise > mon texte < /mabalise >. Les attributs des e´le´ments sont
inte´gre´s a` la balise de de´but en utilisant la syntaxe nomattribut=valeur. Par
exemple, < mabalise monattribut =′ mavaleur′ > texte < /mabalise >.
La diffe´rence entre les documents structure´s et les documents semi-structure´s
est la suivante : contrairement aux documents plats, dans les documents entie`rement
structure´s, nous ne parlons plus de ”texte”, mais plutoˆt de donne´es. Ces dernie`res
n’ont habituellement aucune signification intrinse`que, c’est a` dire il est im-
possible de les conside´rer sans examiner la structure dans laquelle elles sont
inscrites [263]. Les documents structure´s posse`dent une structure re´gulie`re, ne
contiennent pas d’e´le´ments mixtes (c’est a` dire d’e´le´ments contenant du texte
ET d’autres e´le´ments), et l’ordre des diffe´rents e´le´ments qu’ils contiennent est
ge´ne´ralement non significatif.
2. http ://encyclopedie.linternaute.com/definition/98/11/balise.shtml
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Les documents semi-structure´s sont un pont entre les donne´es structure´es
et non structure´es. Ce sont des documents qui posse`dent une structure flexible
et des contenus he´te´roge`nes. La modification, l’ajout ou la suppression d’une
donne´e entraˆıne une modification de la structure de l’ensemble.
Abiteboul, dans [16], donne la de´finition suivante :
Par semi-structure´, nous signifions que meˆme si les donne´es posse`dent
une structure, celle-ci n’est pas aussi rigide, aussi re´gulie`re ou comple`te
que la structure requise par les syste`mes de gestion de bases de
donne´es traditionnels.
Une autre de´finition est donne´e dans [184] :
Nous appelons [...] donne´e semi-structure´e la donne´e qui n’est (d’un
certain point de vue) ni une donne´e brute ni une donne´e strictement
type´e .
Dans notre contexte, nous nous inte´ressons plus particulie`rement a` la recherche
d’information dans des documents semi-structure´s, les documents structure´s
servant plutoˆt a` conserver des donne´es au sens bases de donne´es. Par abus
de langage, nous parlerons cependant de RI structure´e. Le format XML nous
permettra d’illustrer nos propos.
2.2.2 Langage XML
XML (eXtensible Markup Langage) 3 est un standard mis en place par le
World Wide Web Consortium (W3C 4) et de´rive´ du langage SGML (Standard
Generalized Markup Language). Selon [115] :
Il de´finit une syntaxe ge´ne´rique utilise´e pour marquer les donne´es
avec un balisage simple et lisible par les humains.
Et selon [56],
Un document en XML constitue [. . .] un terme technique, qui
ne correspond pas ne´cessairement a` la notion classique d’un do-
cument narratif, c’est-a`-dire a` un ensemble de donne´es textuelles
organise´es et mises en forme a` l’attention d’un lecteur. Il s’applique
e´galement a` toute structure de donne´es a` vocation d’e´change inter-
applications.
Le langage XML est devenu un mode de repre´sentation standard dans le
domaine des documents e´lectroniques, d’une part par le balisage des parties
de texte, apportant ainsi une se´mantique supple´mentaire concernant la struc-
ture, le fond ou la forme de document et d’autre part par le caracte`re flexible,
3. http ://www.w3.org/XML/
4. http ://www.w3.org
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irre´gulier ou incomplet de sa structure [16]. Graˆce a` ces caracte´ristiques, XML
permet de stocker et d’e´changer des donne´es facilement.
Dans les documents XML, les e´le´ments ne peuvent pas se chevaucher mais ils
peuvent s’imbriquer. Le choix du nom des e´le´ments structurants et des attributs
ainsi que l’organisation des e´le´ments entre eux est laisse´ a` la libre volonte´ de
l’auteur. C’est pourquoi le langage XML est dit ge´ne´rique.
Un document XML doit eˆtre bien forme´, c’est a` dire qu’il doit respecter
un certain nombre de re`gles lexicales et syntaxiques concernant l’encodage, le
pairage des balises de de´but et de fin, la de´claration des attributs, les com-
mentaires, etc. Un exemple d’un document XML bien forme´ est donne´ dans le
tableau 2.1.
< ?xml version=”1.0” ?>










<section>L’indexation visuelle consiste a` ...</section>




<section>Le texte est l’e´le´ment le plus connu ... </section>
<section>D’autres facteurs comme la structure .... </section>
</chapitre>
<conclusion>La Recherche d’images est un domaine tre`s...</conclusion>
</rapport>
Tableau 2.1 – Exemple de fichier XML : rapport.xml
Un document XML peut eˆtre associe´ ou non a` une grammaire, exprime´e
par exemple sous forme de DTD (Document Type Definition) [172]. La DTD
de´finit un sous-langage restreignant, imposant avec plus ou moins de contraintes
d’utiliser une organisation pre´de´finie. Lorsque la grammaire d’un document est
de´finie dans une DTD et que le document XML respecte cette DTD, on parle
de document valide. Le tableau 2.2 pre´sente une DTD correspondante au do-
cument XML pre´sente´ dans tableau 2.1.
Chapitre 2. Recherche d’information dans des documents structure´s 26
< ?xml version=”1.0” ?>
< !−−DTD pour l’exemple de rapport −−>




< !ELEMENT titre (#PCDATA)>
< !ELEMENT auteur (#PCDATA)>
< !ELEMENT date (#PCDATA)>
< !ELEMENT contenu (introduction, chapitre+, conclusion)>
< !ELEMENT introduction (#PCDATA)>
< !ELEMENT chapitre (titre, section+)>
< !ELEMENT titre (#PCDATA)>
< !ELEMENT section (#PCDATA)>
< !ELEMENT conclusion (#PCDATA)>
Tableau 2.2 – Exemple de DTD correspondant au document rapport.xml
Avec XML, un ensemble de standards sont apparus tels que XPath qui per-
met d’adresser des e´le´ments dans des documents, XML Schema pour exprimer
des grammaires plus complexes et type´es qu’avec les DTD, DOM et SAX pour
traiter les documents XML, XSL pour pre´senter et transformer les contenus
XML, les espaces de nom, XLink et XPointer pour la gestion des liens,...
Nous nous contentons ici de de´tailler le standard DOM. Une pre´sentation
de´taille´e des autres outils lie´s a` XML se trouve dans [48].
2.2.3 DOM (Document Object Model)
DOM [12] est une spe´cification du W3C de´finissant la structure d’un docu-
ment sous forme d’une hie´rarchie d’objets, afin de simplifier l’acce`s aux e´le´ments
constitutifs du document. Plus exactement, DOM est un langage normalise´
d’interface (API, Application Programming Interface), inde´pendant de toute
plateforme et de tout langage, permettant a` une application de parcourir la
structure du document et d’agir dynamiquement sur celui-ci. DOM est base´
sur une structure d’objets pour repre´senter un document balise´. L’analyseur
ge´ne`re un arbre d’objets relie´s entre eux, chaque objet repre´sentant un atome
du document XML. Un exemple d’arbre DOM est donne´ sur la figure 2.1.
Un tel arbre se compose d’une racine, de nœuds internes repre´sentant les
e´le´ments et de nœuds feuilles contenant les valeurs d’e´le´ments et d’attributs.
Chaque nœud interne peut eˆtre conside´re´ comme la racine d’un sous-arbre de
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Figure 2.1 – Exemple d’arbre DOM correspondant au document rapport.xml
l’arbre complet du document. Dans la suite de ce me´moire, nous repre´senterons
les documents XML sous cette forme DOM, et utiliserons indiffe´remment les
termes e´le´ments, nœuds ou fragments pour de´signer des sous-arbres de docu-
ments XML.
2.3 Granularite´ de l’information recherche´e
En recherche d’information, la granularite´ (ou unite´) de l’information a` re-
tourner a` l’utilisateur pre´sente une proble´matique inte´ressante. En re´ponse a`
une requeˆte, la majorite´ des syste`mes de recherche d’information traditionnels
retourne un ensemble de documents. Cette granularite´ ”document” ne satisfait
pas toujours l’utilisateur : un document peut contenir d’autres informations
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non pertinentes, ou bien l’information pertinente peut eˆtre disperse´e tout au
long du document. Il peut en effet eˆtre plus satisfaisant pour l’utilisateur, dans
certains cas, de ne retourner qu’une portion du document, ou bien meˆme, un
ensemble d’informations issues de documents diffe´rents pour garantir que les
informations pertinentes ne soient pas trop disperse´es [302]. De plus, diviser le
document en plusieurs petites unite´s d’information peut aider le processus de
recherche [119] : comparer une requeˆte avec une partie de document est plus per-
formant que la comparer avec un document entier. Ces conside´rations ne sont
pas re´centes, on les trouve avant l’apparition des documents semi-structure´s.
Elles ont e´te´ largement e´tudie´es dans ce qu’on appelle commune´ment la re-
cherche par passage (passage retrieval [231]).
Dans le cadre de la recherche d’information dans des documents XML,
l’unite´ d’information correspond ”naturellement” a` un nœud de l’arbre du do-
cument, c’est a` dire un sous-arbre. La pertinence d’un nœud re´ponse a` une
requeˆte peut se mesurer selon deux dimensions : l’exhaustivite´ et la spe´cificite´
[65], [156]. Plus pre´cise´ment, on dit qu’une unite´ d’information est exhaustive
a` une requeˆte si elle contient toutes les informations requises par la requeˆte et
qu’elle est spe´cifique si tout son contenu concerne la requeˆte. De ce fait, un
syste`me devrait toujours retrouver l’unite´ d’information la plus exhaustive et la
plus spe´cifique re´pondant a` une requeˆte[238].
Ge´ne´ralement, la partie du document renvoye´e par un syste`me doit eˆtre
auto-explicative, c’est a` dire qu’elle ne doit pas de´pendre du reste du document
pour eˆtre comprise.
Afin de prendre en compte les aspects structurels des documents semi-
structure´s, des techniques d’indexation, d’interrogation et de recherche, s’ap-
puyant sur les techniques de RI classique, ont e´te´ propose´es. Ces techniques
sont de´crites dans les sections suivantes.
2.4 Approches oriente´es donne´es vs. approches
oriente´es documents
Les approches et les techniques propose´es dans la litte´rature et spe´cifiques a`
l’indexation, a` l’interrogation et a` la recherche dans des documents XML sont
divise´es en deux courants principaux [90] :
– Approches oriente´es donne´es : dans ces approches, les documents
XML sont conside´re´s comme des collections de donne´es type´es et rela-
tivement homoge`nes. Ces approches utilisent des techniques de´veloppe´es
par la communaute´ de base de donne´es.
– Approches oriente´es documents : pour ces approches, les documents
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XML sont conside´re´s comme des documents traditionnels (plein texte),
c’est a` dire que les balises servent uniquement a` de´crire la structure lo-
gique des documents. Ces approches sont pris en charge par la commu-
naute´ de la recherche d’information.
Alors que les deux communaute´s sont historiquement a` l’origine de me´thodes
bien dissocie´es, la frontie`re entre les diffe´rentes approches pour la recherche dans
des documents XML tend aujourd’hui a` s’estomper.
D’une manie`re ge´ne´rale, les solutions propose´es par la communaute´ RI
peuvent eˆtre utilise´es comme ”sur-couche” aux solutions oriente´es BD. Cette
sur-couche sert essentiellement a` inte´grer la notion de pertinence dans la re-
cherche, en comple´tant les approches propose´es par la communaute´ BD pour
le stockage et l’interrogation des documents.
Nos travaux se positionnent clairement dans le domaine de la RI. Par
conse´quent, les proble´matiques de´taille´es dans la suite de ce chapitre (a` sa-
voir l’indexation, l’interrogation et le traitement des requeˆtes) sont aborde´es
sous l’angle des approches oriente´es documents.
2.5 Indexation des documents semi-structure´s
L’indexation de documents semi-structure´s consiste a` prendre en compte
l’information structurelle dans la repre´sentation du document, en plus de l’in-
formation textuelle. Plusieurs questions sont alors souleve´es : tous les e´le´ments
de structure sont-ils pertinents a` indexer ? Comment stocker les relations struc-
turelles ? Comment indexer le texte par rapport a` la structure ? Quelle dimen-
sion (e´le´ment, document, corpus) doit eˆtre prise en compte dans la ponde´ration
des termes d’indexation ?
Selon [238], un sche´ma d’indexation de documents XML devrait couvrir
diffe´rents aspects tels que :
– la possibilite´ de reconstruire un document XML de´compose´ dans les struc-
tures de stockage ;
– la possibilite´ de traitement des expressions de chemin sur la structure
XML ;
– l’acce´le´ration de la navigation dans des documents XML ;
– la possibilite´ de traitement de pre´dicats vagues et pre´cis sur le contenu
du document XML ;
– la possibilite´ de recherche par mot-cle´s.
L’indexation des documents XML peut eˆtre classe´e selon le type de l’in-
formation manipule´e (textuelle ou structurelle). Cette classification permet de
mieux comprendre les diffe´rents enjeux souleve´s par chaque type d’information.
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2.5.1 Indexation de l’information textuelle
La pre´sence de l’information structurelle au sein des documents XML rede´finit
la proble´matique d’indexation textuelle : comment lier les informations tex-
tuelles (termes) aux informations structurelles ?
Pour re´pondre a` cette question, deux solutions existent : l’agre´gation du contenu
des nœuds (ceci correspond a` l’approche d’indexation des sous-arbres imbrique´s),
et l’indexation de tous les contenus des nœuds se´pare´ment (ceci correspond a`
l’approche d’indexation dites des unite´s disjointes).
– Sous-arbres imbrique´s : Les approches de ce premier groupe conside`rent
que le texte complet de chaque nœud de l’index est un document ato-
mique et propagent donc les termes des nœuds feuilles dans l’arbre des
documents [18] [141] [249] [211].
– Unite´s disjointes :Dans ces approches le document XML est de´compose´
en unite´s disjointes, de telle fac¸on que le texte de chaque nœud de l’index
est l’union d’une ou plus de ces parties disjointes [26] [99] [197] [227].
Ponde´ration des termes d’indexation
Les techniques de ponde´ration des termes dans la RI classique sont base´es
sur les notions de fre´quence des termes dans un document (tf ) et de fre´quence
de ces termes dans l’ensemble des documents de la collection e´tudie´e (idf ) [232].
Dans le cadre des documents XML, l’importance d’un terme dans un e´le´ment
de´pend fortement de l’importance de ce terme dans les autres e´le´ments [169],
[146]. Par conse´quent, le poids d’un terme peut s’e´valuer non seulement en
utilisant son importance de manie`re locale au sein du document et de manie`re
globale au sein de la collection, mais e´galement en inte´grant son importance au
niveau de l’e´le´ment qui le contient. Ce dernier facteur est de´fini par ief (Inverse
Element Frequency). Plusieurs travaux ont propose´ l’utilisation de ief parmi
lesquels nous pouvons citer [292], [108], [241], [180], [212]. Des adaptations de
formules de ponde´ration utilise´s en RI traditionnelle a` la RI structure´e sont
propose´es dans [269].
Une adaptation de la formule tf.idf permettant de calculer la force descrimina-
toire d’un terme t pour une balise b relative a` un document d, est e´galement
pre´sente´e dans [297]. La nouvelle formule adapte´e est de´finie par tf.itdf (Term
Frequency-Inverse Tag and Document Frequency).
D’autres parame`tres peuvent eˆtre utilise´s pour l’e´valuation de l’importance
de termes tels que la longueur de l’e´le´ment et la longueur moyenne des e´le´ments
de la collection [212].
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2.5.2 Indexation de l’information structurelle
L’indexation structurelle peut se faire selon des granularite´s varie´es [175],
c’est a` dire que toute l’information structurelle n’est pas force´ment utilise´e
dans le processus d’indexation. On distingue dans la litte´rature trois types
d’approches pour l’indexation de l’information structurelle : l’indexation base´e
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a-Exemple d’indexation basée sur des champs
b-Exemple d’indexation basée sur des chemins














Figure 2.2 – Exemples d’indexation de l’information structurelle
2.5.2.1 Indexation base´e sur des champs
Dans ce type d’indexation, chaque terme est associe´ au nom de la balise dans
laquelle il apparaˆıt (voir la partie a- de la figure 2.2). Cette me´thode permet de
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savoir dans quel contexte l’information textuelle est e´nonce´e. Parmi les travaux
utilisant l’indexation base´e sur des champs, nous pouvons citer [111].
2.5.2.2 Indexation base´e sur des chemins
Cette technique facilite la navigation dans les documents en permettant la
re´solution des expressions de chemin XPath. Elle utilise un index plein texte
sur le contenu, ce qui permet de retrouver rapidement des documents ayant des
valeurs connues pour certains e´le´ments ou attributs. Cette technique souffre ce-
pendant souvent de la difficulte´ de retrouver les relations anceˆtres-descendants
entre les diffe´rents nœuds des documents. La partie -b de la figure 2.2 illustre
ce type d’indexation. Re´cemment, une nouvelle approche d’indexation base´e
sur les chemins a e´te´ propose´e dans [27]. L’auteur a propose´ d’exprimer les
relations entre un nœud et ses descendants a` l’aide d’arcs virtuels au niveau
de la structure d’un document XML. Prenons par exemple l’arbre XML de la
figure 2.2, la repre´sentation de cet arbre est de´finie par le vecteur T suivant :
T=rapport → chapitre, rapport → conclusion, chapitre → titre, chapitre →
par1, chapitre → par2,... .
2.5.2.3 Indexation base´e sur des arbres
Dans cette technique, chaque nœud (e´le´ment) du graphe repre´sentant le do-
cument XML est identifie´ par un identifiant unique [161]. Les termes sont donc
associe´s a` cet identifiant, ce qui permet de localiser de fac¸on pre´cise l’endroit
ou` ces termes sont apparus et de retrouver les relations hie´rarchiques entre
les e´le´ments [248]. L’identifiant unique peut e´galement eˆtre tout simplement
le chemin d’acce`s (XPath absolu, avec le nume´ro des e´le´ments) de l’e´le´ment
[294]. La partie -c de la figure 2.2 repre´sente une illustration de ce type d’in-
dexation. Parmi les travaux utilisant cette technique d’indexation structurelle,
citons [143] [125].
A. Alilaouar pre´sente dans [23] les diffe´rents plans de nume´rotations pour
l’indexation base´e sur des arbres. Selon lui, un plan de nume´rotation doit sup-
porter deux ope´rations basiques :
– La de´cision : Pour deux nœuds donne´s, de´cider s’ils ont une relation
spe´cifique ou non (par exemple : pe`re-fils, anceˆtre-descendant, fre`re-suivant,
fre`re-pre´ce´dent).
– La reconstruction : Pour un nœud donne´, de´terminer les identifiants des
nœuds de son voisinage (par exemple : le pe`re, le fre`re suivant, le premier
enfant).
Dans ce qui suit, nous pre´sentons quelques plans de nume´rotations de la
litte´rature [23].
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– Nume´rotation de Dietz : cette technique de nume´rotation [78] est
la premie`re qui a employe´ l’ordre de parcours d’arbre pour de´terminer
la relation descendant/ascendant entre n’importe quelle paire de nœuds
d’arbre. Selon la technique de Dietz, chaque nœud de l’arbre XML posse`de
deux valeurs : pre´-ordre et post-ordre (pre et post). La valeur pre est
assigne´e aux nœuds en effectuant un parcours se´quentiel pre´fixe´ de la
repre´sentation en arbre du document structure´. La valeur pre est incre´mente´e
de 1 pour chaque nœud visite´. Ce traitement est re´cursivement effectue´
pour les nœuds descendants de chaque nœud visite´. D’une manie`re in-
verse, la valeur de post-ordre (post) d’un nœud lui est assigne´e lors d’un
parcours postfixe´, c’est a` dire en parcourant tous les nœuds descendants
de gauche a` droite, et en effectuant re´cursivement le meˆme traitement
jusqu’a` arriver au nœud racine. La figure 2.3 illustre l’assignement des
valeurs pre et post aux nœuds.
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Figure 2.3 – Exemple de nume´rotation des nœuds selon le plan Dietz [78]-
Valeurs de < pre, post >
Pour deux nœuds donne´s x et y d’un arbre T , x est un anceˆtre de y si et
seulement si x apparaˆıt avant y dans le parcours pre´ordre de T et apre`s
y dans le parcours postordre de T . La nume´rotation de Dietz a e´te´ par
exemple utilise´e dans l’approche XPath Accelerator [109].
Le grand avantage de cette approche est que la relation descendant/ascendant
peut eˆtre de´termine´e en temps constant en examinant le pre´ordre et
le postordre des nœuds de l’arbre. Par contre, en cas de mise a` jour,
une re´indexation comple`te de l’arbre est ne´cessaire, ce qui fait que cette
me´thode ne sera pas efficace dans le domaine des bases de donne´es, ou`
les ajouts de donne´es sont fre´quents.
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Pour pallier cet inconve´nient, une nouvelle me´thode de nume´rotation
a e´te´ propose´e dans le cadre du projet XISS (XML Indexing and Sto-
rage System) [164]. Cette nouvelle approche de nume´rotation est base´e
sur les pre´ordres des nœuds et une certaine grandeur des descendants.
Pour chaque e´le´ment, une paire <nume´ro d’ordre, grandeur> est as-
signe´e comme suit : (i) pour un nœud y de l’arbre et son nœud pa-
rent x : ordre(x) < ordre(y) et ordre(y) + grandeur(y) ≤ ordre(x) +
grandeur(x). (ii) pour deux nœuds fre`res x et y, si x est le pre´de´cesseur de
y dans un parcours en pre´ordre alors ordre (x)+grandeur(x) < ordre(y).
La relation descendant/ascendant est de´finie comme suit : pour deux
nœuds donne´s x et y d’un arbre T , x est un anceˆtre de y si et seulement
si ordre(x) < ordre(y) ≤ ordre(x) + grandeur(x).
Compare´ a` la me´thode de Dietz, la me´thode XISS est plus flexible et elle
permet les mises a` jour et les insertions dynamiques dans les documents
XML. Notons que dans les deux me´thodes, la nume´rotation des nœuds
n’est pas ne´cessaire dans le cas de suppression d’un nœud.
– Nume´rotation base´e sur la position des nœuds Jerey et al. [135]
ont propose´ un plan de nume´rotation base´ sur la position des nœuds et
sur leur profondeur. Chaque e´le´ment est identifie´ par un quadruplet :
l’identifiant du document, la position de de´part dans le document, la po-
sition de fin et le niveau de profondeur. Les positions sont exprime´es en
fonction du nombre de mots a` partir du de´but du document XML.
– Nume´rotation en arbre k-aire par niveau Les auteurs de [161] ont
propose´ plusieurs sche´mas d’indexation pour des documents SGML qui
sont valables aussi pour les documents XML. Ces sche´mas utilisent par-
ticulie`rement le concept d’UID (Unique element IDentifier) afin de
re´duire le nombre d’entre´es de l’index. A partir de l’UID d’un e´le´ment,
on peut obtenir les UIDs des descendants et des ascendants directement.
En effet, les documents structure´s de corpus sont agre´ge´s en un seul arbre
de document. Cet arbre de document est ensuite interpre´te´ comme un
k-arbre virtuel [70] (certains nœuds peuvent ne pas exister) et chaque
e´le´ment (nœud) posse`de un UID. k est la profondeur de l’arbre (voir
figure 2.4).
Pour calculer l’UID du parent d’un nœud ayant un UID=i, la fonction





Pour calculer l’UID de je`me fils d’un nœud ayant un UID=i, la fonction
suivante est utilise´e :
child(i, j) = k ∗ (i− 1) + j + 1 (2.2)
Les auteurs e´tudient plusieurs types d’index et de´montrent que l’index
ANOR (inverted index for All NOdes without Replication) est celui ob-
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Figure 2.4 – Exemple d’assignation des UIDs pour les e´le´ments d’un arbre
XML [161]
tenant les meilleurs performances. Ce sche´ma permet de stocker chaque
terme une et une seule fois dans l’arbre, cependant, ceci implique une
perte d’information, car certains termes ne sont pas stocke´s dans l’index
a` leur position exacte dans le document.
La limite majeure de la nume´rotation en arbre k-aire par niveau est
la complexite´ de gestion des identifiants UID pour les documents longs
(identifiants des e´le´ments re´els et des e´le´ments virtuels). Pour pallier cet
inconve´nient, des travaux ont e´te´ propose´s parmi lesquels nous citons ce-
lui de [183] qui se base sur la nume´rotation virtuelle par niveau, et celui
de [41] qui se base sur la nume´rotation dynamique par niveau. Ce dernier
a e´galement l’avantage de mettre a` jour les nœuds sans une re´indexation
comple`te.
D’autres techniques d’indexation structurelle base´e sur les arbres sont pro-
pose´es dans la litte´rature telles que l’approche EDGE et BINARY [85], l’archi-
tecture BUS (Bottom Up Schema) [133], etc.
De nouvelles approches combinant l’approche oriente´e donne´es et l’approche
oriente´e documents ont e´te´ e´galement propose´es [107], [268], [287], [238]. Le
but de la combinaison est de profiter au mieux de toutes les caracte´ristiques du
document XML. Ces approches permettent notamment d’indexer le contenu
textuel des documents et de ponde´rer les termes, ce qui rend ensuite possible
un calcul de pertinence des e´le´ments.
2.6 Interrogation des documents XML : Lan-
gages de requeˆtes
L’interrogation des corpus de documents XML peut se faire selon deux types
de requeˆtes :
– requeˆtes portant sur le contenu seul des unite´s d’information :
ces requeˆtes sont appele´es aussi requeˆtes CO (Content Only) dans la
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terminologie d’INEX 5. Elles sont compose´es de simple mots-cle´s, et im-
posent au SRI de de´cider la granularite´ de l’information a` retourner. Ces
requeˆtes sont utilise´es lorsque les utilisateurs n’ont pas d’ide´e pre´cise de
ce qu’ils recherchent ou n’ont pas de connaissance concernant la structure
des documents.
– requeˆtes portant sur la structure et le contenu des unite´s d’in-
formation : ces requeˆtes sont aussi appele´es requeˆtes CO+S (Content
Only and Structure) dans la terminologie d’INEX. Dans ce type de requeˆte,
l’utilisateur peut spe´cifier des conditions de structure pour pre´ciser son
besoin, et peut indiquer quel est le type des e´le´ments qu’il de´sire voir ren-
voyer. Ce type de requeˆte ne´cessite au moins une connaissance partielle
de la structure de la collection a` interroger.
Dans ce qui suit, nous pre´sentons les diffe´rents langages de requeˆtes adapte´s
a` XML.
2.6.1 Historique des langages de requeˆtes
La majorite´ des langages de requeˆtes propose´s dans la litte´rature sont is-
sus de la communaute´ des bases de donne´es. Le langage le plus ancien et
le plus utilise´ pour interroger un ensemble de donne´es est SQL (Structured
Query Langage). Ce dernier est de´die´ a` l’interrogation de bases de donne´es et
non de documents structure´s. Avant l’apparition d’XML, lorsque le formalisme
SGML e´tait utilise´, de nombreux langages ont re´pondu plus particulie`rement
aux proble´matiques de la RI structure´e tout en rassemblant a` SQL par le for-
mat et les fonctionnalite´s. Parmi eux on peut citer UnQL [53] et Lorel [17].
L’arrive´ en 1997 du langage XML, tre`s vite pressenti comme un standard im-
portant pour le stockage et l’e´change de donne´es, engendre un essor des re-
cherches sur le sujet. Celles-ci sont a` l’origine de nombreux nouveaux langages
de requeˆtes notamment XML-QL [162], XQL [129], Yalt [69] et Quilt [60].
En 2001, le W3C propose XQuery [40], qui tire tre`s fortement ses constructions
et ses caracte´ristiques de Quilt, lui meˆme de´rive´ de XPath, XQL, XML-QL, Lo-
rel et Yatl.
XQuery peut eˆtre perc¸u comme un surensemble de SQL. Les fonctionnalite´s
de SQL sur les tables (collections de tuples) sont e´tendues pour supporter des
ope´rations similaires sur les foreˆts (collections d’arbres). Ces extensions ont
conduit a` inte´grer les fonctions suivantes : projection d’arbres sur des sous-
arbres, se´lection d’arbres et de sous-arbres en utilisant des pre´dicats sur les
valeurs des feuilles, utilisation de variables dans les requeˆtes pour me´moriser
un arbre ou pour ite´rer sur des collections d’arbres, combinaison des arbres
extraits de collection en utilisant des jointures d’arbres, re´ordonnancement des
5. La campagne d’e´valuation INEX est de´taille´e dans la section 2.8.
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arbres, imbrication des requeˆtes, calculs d’agre´gats, et utilisation possible de
fonctions utilisateur. XQuery supporte certaines fonctions oriente´es RI : en
particulier, un pre´dicat contains est inte´gre´ pour la recherche par mots-cle´s.
Il ne permet cependant pas de trier les re´sultats. Pour faciliter la recherche
dans des structures mal connues, Xquery permet enfin d’exprimer des chemins
inde´termine´s ou partiellement connus, tout comme Xpath.












Figure 2.5 – Evolution des langages d’interrogation XML
Beaucoup de ces langages sont en ge´ne´ral extreˆmement complexes, ceci est
duˆ au nombre important de fonctionnalite´s disponibles. Par conse´quent, des
aides graphiques a` la construction d’une requeˆte ont e´te´ propose´es [57] [241].
D’autres langages plus simplifie´s, base´s uniquement sur l’aspect recherche d’in-
formation sont aussi propose´s tels que [55], [238], [270], [271]. Dans ce qui suit,
nous de´taillons le langage NEXI (Narrowed Extended XPath I ) [270] [271] qui
est propose´e pour re´pondre aux besoins de la campagne d’e´valuation INEX
ainsi que le langage XFIRM [237].
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2.6.2 Le langage NEXI
Dans la campagne d’e´valuation INEX, de´taille´e dans la section 2.8, les
requeˆtes ont tout d’abord e´te´ formule´es en XML (en 2002). Au vu du manque
de puissance de cette syntaxe, le langage XPath a e´te´ choisi en 2003. Cepen-
dant, la complexite´ d’utilisation de XPath (63% des requeˆtes propose´es par
les participants contenaient des erreurs de syntaxe), a abouti a` une nouvelle
proposition en 2004 : le langage NEXI. Graˆce a` ce nouveau formalisme, le taux
d’erreur a e´te´ diminue´ a` 12%.
NEXI est un sous-ensemble extensible de XPath interpre´table de manie`re
vague. C’est un langage oriente´ RI et non base de donne´es. Il est de´fini comme
le langage de requeˆte le plus simple qui puisse jamais fonctionner. (”the simplest
query language that could possibly work”) [199].
Ce langage permet de traiter les deux types de requeˆtes CO et CO+S. La




//section[about(.,paint works museum picasso)]
//figure[about(.,paint works museum picasso)] 
•Sections à propos de “diet features” contenues
dans des articles à propos de “healthy diet”
•N’importe quel élément à propos de “Bob Dylan”.
•Des figures à propos de “paint works museum picasso”
contenues dans des sections à propos de “paint works
museum picasso”.
Figure 2.6 – Exemples de requeˆtes NEXI
Une requeˆte NEXI posse`de deux parties distinctes :
– la cible : l’e´le´ment qui doit eˆtre retourne´ a` l’utilisateur, ainsi que les
indications concernant son contenu (ce qui est gras dans les requeˆtes
exemples de la figure 2.6).
– le support : les autres contraintes structurelles et textuelles, permettant
de mieux retrouver la cible.
Que ce soit pour la cible ou le support, l’e´le´ment peut eˆtre de type ’*’, c’est a`
dire de type indiffe´rent.
NEXI est amene´ a` e´voluer au fil des anne´es pour s’adapter aux diffe´rentes
taˆches d’INEX.
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2.6.3 Le langage XFIRM
Le langage de requeˆtes XFIRM [238] est une extension de XPath a` la re-
cherche textuelle. Ce langage propose a` l’utilisateur de formuler son besoin







































































Figure 2.7 – Exemple de requeˆtes XFIRM
– degre´ de pre´cision P1 : l’utilisateur formule sa requeˆte avec de simples
mots cle´s. Il recherche simplement de l’information inde´pendamment du
type de l’unite´ d’information renvoye´e. Ce type de requeˆte constitue une
forme de recherche habituelle dans les moteurs de recherche ”tradition-
nels”. La requeˆte P1 de la figure 2.7 illustre ce type de requeˆtes, appele´es
aussi requeˆtes oriente´es contenu.
– degre´ de pre´cision P2 : l’utilisateur exprime son besoin en donnant le
nom d’un e´le´ment, et e´ventuellement pre´ciser son besoin sur cet e´le´ment
en ajoutant des conditions sur son contenu ou la valeur de ses attributs.
La requeˆte P2 de la figure 2.7 illustre ce type de requeˆte : l’utilisateur
de´sire des e´le´ments de type section parlant de la ville rose.
– degre´ de pre´cision P3 : ce type de requeˆte permet d’ajouter la no-
tion de hie´rarchie entre les diffe´rentes conditions de structures (requeˆtes
de type P2), se´pare´es par le signe ”//”. La requeˆte P3 de la figure 2.7
pre´sente un exemple : l’utilisateur de´sire des e´le´ments de type article par-
lant de France ayant pour descendant un e´le´ment de type section parlant
de Toulouse. Dans ce type de requeˆtes, les nœuds retourne´s a` l’utilisateur
sont par de´faut ceux spe´cifie´s dans la premie`re requeˆte de type P2.
– degre´ de pre´cision P4 : l’utilisateur a une ide´e plus pre´cise de ce qu’il
recherche, pour cela, il pourra spe´cifier l’unite´ d’information qu’il de´sire
voir retourne´e appele´e e´le´ment cible. Cet e´le´ment cible est spe´cifie´ graˆce
au signe ”ec :” pre´ce´dant une requeˆte de type P2. La requeˆte P4 pre´sente
un exemple : l’utilisateur souhaite obtenir un e´le´ment de type section par-
lant de Toulouse, ayant pour anceˆtre un e´le´ment de type article et pour
descendant un e´le´ment de type par parlant de Capitole.
Les requeˆtes de type P2, P3 ou P4 sont aussi appele´es requeˆtes oriente´es
contenu et structure.
L’avantage de ce langage est que l’utilisateur n’est pas oblige´ a` spe´cifier le type
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de l’unite´ d’information qu’il de´sire voir retourne´e. De plus, ce langage per-
met d’exprimer des chemins inde´termine´s ou partiellement connus et permet
de combiner de fac¸on boole´enne les conditions de structure.
2.7 Quelques mode`les de RIS
Dans la litte´rature, les mode`les de RI classiques ont e´te´ adapte´s pour tenir
compte de l’information structurelle contenue dans les documents XML. Ces
mode`les cherchent a` re´pondre a` des requeˆtes oriente´es contenu ou bien a` des
requeˆtes oriente´es contenu et structure. Dans cette section, nous de´crivons les
diffe´rentes mode`les de RIS propose´s en les classant selon deux types principaux
[213] :
– Les approches propageant les termes dans l’arbre des documents : pour ce
faire, ces approches indexent des sous-arbres imbrique´s et propagent les
termes des nœuds feuilles dans l’arbre du document ;
– les approches propageant les scores des e´le´ments dans l’arbre des docu-
ments : ces approches quant a` elles indexent des unite´s disjointes, et
calculent des scores de pertinence au niveau des feuilles des arbres XML.
Ces scores sont ensuite propage´s vers les nœuds internes.
2.7.1 Approches par propagation des termes des docu-
ments
2.7.1.1 Mode`le vectoriel e´tendu
Les adaptations propose´es pour le mode`le vectoriel consistent a` mesurer
une similarite´ vectorielle de chaque e´le´ment a` la requeˆte. Les e´le´ments sont
repre´sente´s par des vecteurs de termes ponde´re´s. Ils sont renvoye´s a` l’utilisa-
teur par ordre de´croissant de pertinence.
Une des premie`res tentatives pour adapter le mode`le vectoriel est celle de [95].
Chaque nœud n du document XML est de´fini par un type T refle´tant son
emplacement dans l’arbre du document : racine, ou sous-arbre important du
document (section, chapitre), ou paragraphe (nœud feuille). La similarite´ de ce
nœud n a` une requeˆte q = {t1, t2, ...tT} est exprime´e selon l’e´quation 2.3 :






ou` α(T ) est un facteur permettant de prendre en compte le type du nœud, s
est le nombre de nœuds enfants nk de n, et β est un parame`tre permettant
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d’assurer que le nombre d’enfants n’introduit pas un biais dans la formule.









avec wqi et w
n
i respectivement le poids du terme ti dans la requeˆte q et dans le
nœud n, et |n| le nombre de termes dans le nœud n.
La pertinence d’un nœud peut ainsi eˆtre calcule´e a` part, puis combine´e avec
la pertinence des nœuds descendants.
Le mode`le peut eˆtre ge´ne´ralise´ en permettant le traitement des requeˆtes oriente´es
contenu et structure. L’ide´e de base est la` encore d’appliquer le mode`le re´cursive-
ment a` chaque sous-arbre de la hie´rarchie pour ensuite effectuer un agre´gat des
scores.
Une autre proposition consiste a` inte´grer la structure des documents dans la
mesure de similarite´ du mode`le vectoriel [241]. Le mode`le JuruXML [181, 180]
propose d’indexer les e´le´ments selon leur type (un index par type d’e´le´ment)
et d’appliquer ensuite le mode`le vectoriel pour la ponde´ration des e´le´ments.
On trouvera d’autres exemples d’adaptation du mode`le vectoriel base´e sur la
propagation des termes dans [117, 241].
2.7.1.2 Mode`le probabiliste
Les auteurs de [90, 99] ont propose´ d’e´tendre le mode`le probabiliste a` la
RIS. Leur mode`le propose´ est base´ sur le langage de requeˆtes XIRQL et il a
e´te´ imple´mente´ au sein du moteur de recherche HyRex. Il conside`re les nœuds
comme des unite´s disjointes. Tous les nœuds feuilles cependant ne sont pas
indexe´s vu qu’ils sont de granularite´ tre`s fine. Dans ce cas-la`, les termes sont
propage´s jusqu’au nœud indexable le plus proche.
Pour les requeˆtes oriente´es contenu, le poids de pertinence des nœuds est
calcule´ graˆce a` la propagation des poids des termes les plus spe´cifiques dans
l’arbre du document. Cependant, un facteur, nomme´ facteur d’augmentation a
e´te´ utilise´ pour diminuer les poids des nœuds.
Pour les requeˆtes oriente´es contenu et structure, des probabilite´s d’appari-
tion de chaque terme de la condition de contenu dans les e´le´ments re´pondant
aux conditions de structure sont calcule´es, et des sommes ponde´re´es de ces
probabilite´s sont ensuite effectue´es.
D’autres approches dans le cadre de la recherche probabiliste sont aussi
propose´es [98] et [97] .
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Une approche base´e sur lesmode`les de langage est propose´e par [141] pour le
traitement des requeˆtes oriente´es contenu. Comme n’importe quel e´le´ment XML
peut potentiellement eˆtre renvoye´ a` l’utilisateur, les auteurs conside`rent que
chaque e´le´ment XML doit eˆtre traite´ comme une unite´ d’indexation inde´pendante.
Par conse´quent, le texte de chaque e´le´ment ainsi que le texte contenu dans ses
descendants est indexe´. Un mode`le de langage est ensuite estime´ pour chaque
e´le´ment de la collection. Enfin, pour une requeˆte donne´e, les e´le´ments sont trie´s
par rapport a` la probabilite´ que le mode`le de langage de l’e´le´ment ge´ne`re la
requeˆte.
D’autres approches base´es sur les mode`les de langage sont propose´es dans
[18, 249, 292].
Un autre travail proposant l’utilisation des re´seaux baye´siens est pre´sente´
par [215, 38]. La hie´rarchie des documents est refle´te´e directement par la struc-
ture de re´seau baye´sien utilise´e. Ce mode`le est e´tendu dans [?] pour traiter des
requeˆtes oriente´es contenu et structure.
2.7.1.3 Le mode`le XIVIR
Le mode`le XIVIR [27] (XML Information retrieval based on VIRtual links)
permet la recherche d’information dans des documents XML par la structure,
par le contenu et par la combinaison des deux.
– Recherche par le contenu : Pour propager le texte se situant dans un
nœud feuille a` ces anceˆtres, deux manie`res sont propose´es : la premie`re se
base sur la profondeur, la deuxie`me se base sur la profondeur et la largeur
(exprime´e en fonction du nombre de fils) d’un document XML.
La propagation de texte par profondeur consiste a` traduire le contenu de
chaque nœud feuille par un ensemble de termes ponde´re´s, ceux-ci seront
propage´s vers les anceˆtres de ce nœud tout en diminuant leurs poids en
fonction de la distance parcourue au moment de la propagation. La propa-
gation du texte par la profondeur et la largeur est re´alise´e en fonction de
la distance qui se´pare l’e´le´ment feuille qui contient du texte et l’e´le´ment
nœud interne qui est cense´ recevoir le texte. Le facteur de propagation
est calcule´ en fonction de cette distance.
– Recherche par la structure : Le document XML est repre´sente´ sous
forme d’un arbre de´fini comme un ensemble de chemins entre deux nœuds
A→ B ou` A est le nœud parent du nœud B. La relation entre A et B peut
eˆtre directe (parent/fils-direct) ou indirecte (parent/descendant). Afin de
refle`ter l’importance de la relation entre les nœuds A et B, un poids est
calcule´ pour chaque chemin. Si la relation est directe, le poids est e´gal a`
1, sinon, le poids w est calcule´ comme suit :
w = exp(λ ∗ (1− d(A,B))) (2.5)
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ou` d(A,B) est la distance qui se´pare les deux nœuds A et B, et λ est un
coefficient d’atte´nuation.
Pour la recherche par structure, le score de structure entre une requeˆte q








wq ∗ wd (2.6)
ou` Eq (resp. Ed) est l’ensemble de tous les chemins ponde´re´s de la requeˆte
(resp. du document). Soient Aq l’e´le´ment A dans la requeˆte q et Ad est
l’e´le´ment A dans le document d, Aq ≡ Ad signifie que Aq est l’homologue
(l’e´quivalent) de Ad. Par exemple, chapter
0.37
→ p ≡ chapter
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Figure 2.8 – Exemple de recherche par structure avec le syste`me XIVIR [27]
Le score selon la structure entre la requeˆte et le document estRSVs(Eq, Ed) =
2 + 0.37 ∗ 0.37 = 2.14.
– Recherche par le contenu et la structure : Le score final de l’e´le´ment
XML vis a` vis de la requeˆte est calcule´ en combinant les scores estime´s
selon les deux crite`res contenu et structure. La combinaison peut eˆtre soit
une combinaison line´aire soit une combinaison des distributions.
2.7.2 Approches par propagation des scores des e´le´ments
Parmi les premiers travaux base´s sur cette technique, nous pouvons citer
celui de [195] qui utilise les re´seaux infe´rentiels. La me´thode propose´e est ap-
plique´e aux documents SGML, cependant, elle peut eˆtre e´tendue pour tout
type de documents semi-structure´s.
La propagation des scores a aussi e´te´ utilise´e en RI distribue´e [35].
On trouvera une e´tude des me´thodes base´es sur la propagation des scores
des e´le´ments en RI structure´e dans [210]. Parmi ces approches, on peut citer
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celles de [26, 238, 90, 99, 101, 124]. Dans ce qui suit, nous de´taillons deux
d’entre elles.
2.7.2.1 Le syste`me GPX
Le syste`me GPX (Gardens Point XML IR) [101] [102] consiste a` calculer
des scores de pertinence pour les nœuds feuilles, et ensuite, propager ces scores
vers les nœuds internes.
– Calcul du score des nœuds feuilles : Les fre´quences des termes dans
les nœuds feuilles et dans la collection sont utilise´es avec un parame`tre
permettant de privile´gier les e´le´ments ayant des termes multiples de la
requeˆte. La formule utilise´e dans le calcul des scores des nœuds feuilles
pe´nalise les e´le´ments ayant des termes tre`s fre´quents dans la collection et
re´compense les e´le´ments ayant le plus de termes uniques de la requeˆte.
L’e´quation 2.7 repre´sente la formule utilise´e pour le calcule des scores des
nœuds feuilles nf :






Avec n est le nombre de termes uniques de la requeˆte q dans l’e´le´ment,
K est une constante (K = 5). Kn−1 permet d’augmenter le score des
e´le´ments ayant des termes distincts multiples de la requeˆte. ti est la
fre´quence du ieme terme de la requeˆte dans l’e´le´ment nf et fi est la
fre´quence du ieme terme de la requeˆte q dans la collection.
– Propagation de la pertinence des nœuds feuilles : Une fois que
les scores de tous les e´le´ments textuels de la collection sont calcule´s, ces
scores sont propage´s vers le haut d’une manie`re re´cursive dans l’arbre de
document XML comme suit :
RSV (q, n) = D(n)
n∑
l=1
RSV (q, ncl) (2.8)
Avec n est le nombre d’e´le´ments fils, D(n) =0.49 si n=1, 0.99 sinon.
RSV (q, ncl) est le score de pertinence de l
eme e´le´ment fils.
La valeur du facteur D de´pends du nombre de fils pertinents contenus
dans le nœud interne n. Si le nœud interne posse`de un seul fils pertinent,
la constante D est 0.49. Un e´le´ment ayant un seul fils pertinent est classe´
apre`s son fils. Cependant, si l’e´le´ment posse`de plusieurs fils pertinents
le facteur D est 0.99. Un e´le´ment posse´dant plusieurs fils pertinents est
classe´ avant tous ses descendants.
Ce syste`me a permis d’obtenir les meilleurs re´sultats dans la campagne
d’e´valuation INEX 2005 [101].
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2.7.2.2 Le mode`le XFIRM
Le mode`le XFIRM (XML Flexible Information Retrieval Model) [238] consiste
e´galement a` calculer des valeurs de pertinence pour les diffe´rents nœuds feuilles
(c’est a` dire les nœuds contenant du texte). Ces valeurs sont par la suite pro-
page´es et agre´ge´es vers les nœuds anceˆtres.
Ce mode`le permet de traiter les requeˆtes oriente´es contenu ainsi que les
requeˆtes oriente´es contenu et structure. Nous nous contentons dans ce que suit
de de´tailler le traitement des requeˆtes oriente´es contenu qui est effectue´ comme
suit : une premie`re e´tape consiste a` e´valuer la similarite´ des nœuds feuilles de
l’index a` la requeˆte (calcul des poids des nœuds feuilles) et une seconde e´tape
consiste a` rechercher les sous-arbres pertinents. La pertinence des sous-arbres
est e´value´e en effectuant la propagation des poids des feuilles dans l’arbre du
document.
– Calcul du score des nœuds feuilles : Si on conside`re un nœud feuille
(nf) et une requeˆte q compose´e de n mots cle´s (c’est a` dire une requeˆte
de type CO dans la terminologie d’INEX), la valeur de pertinence du
nœud feuille sera calcule´e en utilisant la fonction de similarite´ RSV (q, nf)
suivante [214] :














ou` wqi et w
nf
i sont respectivement le poids du terme i dans la requeˆte q et
le nœud feuille nf, et tf qi et tf
nf
i sont respectivement la fre´quence du terme
i dans la requeˆte q et dans le nœud feuille nf. idfi = log(|D| / |di|) permet
d’e´valuer l’importance du terme i dans la collection de documents, avec
|D| le nombre total de documents de la collection et |di| est le nombre
de documents contenant i. iefi = log(|NF | / |nfi|) permet d’e´valuer l’im-
portance du terme i dans la collection de nœuds feuilles, ou` |NF | est le
nombre total de nœuds feuilles de la collection, et |nfi| est le nombre de
nœuds feuilles contenant i.
– Propagation de la pertinence des nœuds feuilles : Une valeur de
pertinence est calcule´e et attribue´e pour chaque nœud interne de l’arbre
du document, en utilisant les poids des nœuds feuilles qu’il contient. Les
termes apparaissant pre`s de la racine d’un sous-arbre paraissent plus por-
teurs d’information pour le nœud associe´ que ceux situe´s plus bas dans
le sous-arbre. Il semble ainsi intuitif que plus grande est la distance entre
un nœud et son anceˆtre, moins il contribue a` sa pertinence. Cette intui-
tion est mode´lise´e par l’utilisation dans la fonction de propagation du
parame`tre dist(n, nfk), qui repre´sente la distance entre le nœud n et un
de ses nœuds feuilles nfk dans l’arbre du document, c’est-a`-dire le nombre
d’arcs se´parant les deux nœuds. Il paraˆıt aussi intuitif que plus un nœud
posse`de de nœuds feuilles pertinents, plus il est pertinent. Le parame`tre
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|F pn |, qui est le nombre de nœuds feuilles descendants de n ayant un score
non nul, est alors introduit dans la fonction de propagation.
Une premie`re e´valuation de la pertinence pn d’un nœud peut eˆtre calcule´e






αdist(n,nfk)−1 ∗ (RSVm(q, nfk)) (2.10)
ou` Fn est l’ensemble des nœuds feuilles nfk descendants de n, et α ∈]0..1]
est un parame`tre permettant de quantifier l’importance de la distance
se´parant les nœuds dans la formule de propagation.
On peut e´galement inte´grer dans la mesure du score la pertinence que l’on
accorde au document entier. On parle alors de pertinence contextuelle.
La valeur de pertinence d’un nœud interne est de´finie alors comme suit :





αdist(n,nfk)−1 ∗RSV (q, nfk) + (1− ρ) ∗ pracine (2.11)
avec Fn l’ensemble des nœuds feuilles nfk descendants de n, |F
p
n | le
nombre de nœuds feuilles descendant de n ayant un score non nul,RSV (q, nfk)
calcule´ d’apre`s 2.9, et ρ ∈ [0..1] est un parame`tre servant de pivot et per-
mettant d’ajuster l’importance de la pertinence du nœud racine.
Les nœuds sont ensuite renvoye´s a` l’utilisateur par ordre de´croissant de
pertinence a` la requeˆte.
Ce mode`le a montre´ de bonnes performances au sein de la campagne d’e´valuation
INEX [239, 214, 212].
2.8 Evaluation des SRIS : la campagne d’e´valuation
INEX
INEX (INitiative for the Evaluation of XML Retrieval) est actuellement
la seule campagne d’e´valuation des diffe´rents SRIs pour des documents XML.
Elle a eu lieu en 2009 pour la huitie`me anne´e conse´cutive. Le but principal
d’INEX est de promouvoir l’e´valuation de la recherche sur des documents XML
en fournissant une collection de test, des proce´dures d’e´valuation et un forum
pour permettre aux diffe´rentes organisations participantes de comparer leurs
re´sultats. La collection de test consiste en un ensemble de documents XML,
requeˆtes et jugements de pertinence. Le langage de requeˆtes utilise´ dans INEX
est NEXI [270] [271].
INEX est compose´ de plusieurs taˆches tels que la taˆche ad-hoc, la taˆche mul-
time´dia, la taˆche ”relevance feedback”, ou encore la taˆche he´te´roge`ne.
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2.8.1 Collections
De 2002 a` 2005, INEX a utilise´ une collection compose´e d’articles provenant
de revues de la ”IEEE computer Society”, d’une taille totale avoisinant les 700
Mo, et sauvegarde´ sous le format XML. L’ensemble de documents contient 8
millions d’e´le´ments. En 2005, une nouvelle collection a e´te´ ajoute´e pour la taˆche
multime´dia qui est la collection ”LonelyPlanet”.
A partir de 2006 et jusqu’en 2008, la collection ”Wikipedia” [74] a e´te´ utilise´e
dans la plupart des taˆches. Cette collection de 6 Go, est compose´e de 659.388
documents d’une profondeur (nombre de niveaux) moyenne de 6.72. Le nombre
moyen de nœuds XML par document est 161,35. Cette collection est e´galement
utilise´e dans la taˆche multimedia, elle contient environ 246.730 images.
D’autres collections sont aussi fournies par la campagne d’e´valuation pour
e´valuer d’autres taˆches telles que la collection mmwikipedia pour une sous-
taˆche de la taˆche multimedia, ou encore les collections fournies pour la taˆche
he´te´roge`ne.
Cette anne´e (2009), une extension de la collection Wikipedia est fournie
[240] : elle est compose´e de 2.666.190 articles de Wikipedia annote´s et elle a
une taille de 50.7GB. Cette collection est utilise´e dans la taˆche adhoc ainsi que
dans d’autres taˆches.
2.8.2 Taˆches de recherche
La campagne d’e´valuation INEX explore plusieurs pistes de recherche dans
les documents semi-structure´s, parmi lesquelles on peut citer la taˆche principale
adhoc de´crite dans la section 2.8.3, la taˆche multimedia, la taˆche interactive,
la taˆche ”relevance feedback”, la taˆche ”document mining”, etc.
La taˆche interactive vise a` e´tudier le comportement des utilisateurs lorsqu’ils
interagissent avec des documents XML, elle a pour objectif de de´velopper dans
approches base´es utilisateur pour recherche XML. La taˆche he´te´roge`ne concerne
les cas ou` une collection XML se compose de documents provenant de diffe´rentes
sources et en se fondant sur de multiples structures de documents. La taˆche
multime´dia vise a` fournir une plate-forme d’e´valuation pour les syste`mes de la
recherche XML incluant du texte, des images, des discours, et la vide´o. Cette
taˆche est pre´sente´e de manie`re de´taille´e dans la section 4.5.1 du chapitre 4.
La taˆche ”document-mining” vise a` de´finir des techniques pour l’extraction
de connaissance de documents XML, en se focalisant sur la classification et le
clustering de documents.
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2.8.3 Taˆche adhoc
La taˆche adhoc est la taˆche principale de la campagne d’e´valuation INEX.
Elle est conside´re´e comme une simulation de l’utilisation d’une bibliothe`que, ou`
un ensemble statique de documents est interroge´ avec des besoins utilisateurs.
Dans le cadre d’INEX, la bibliothe`que se compose de documents XML, les
besoins utilisateurs sont exprime´s par des requeˆtes pouvant contenir a` la fois
des conditions de contenu et de structure.
Plusieurs strate´gies de recherche sont e´tudie´es dans la taˆche ad-hoc, parmi
lesquelles on peut citer les strate´gies ”thorough” ou ”focused”.
Dans la strate´gie ”thorough”, la proble´matique consiste a` se´lectionner les meilleurs
e´le´ments a` retourner a` l’utilisateur. Ces e´le´ments peuvent eˆtre imbrique´s les uns
dans les autres.
Dans la strate´gie ”focused”, la proble´matique consiste a` de´cider quels e´le´ments
doivent eˆtre retourne´s en se focalisant sur le besoin de l’utilisateur. Ces e´le´ments
doivent eˆtre les plus exhaustifs et spe´cifiques possible et ne doivent pas eˆtre im-
brique´s les uns dans les autres. Ce type de recherche suppose que l’utilisateur
pre´fe`re l’e´le´ment (un seul) le plus pertinent d’un sous arbre pertinent [142].
2.8.4 Mesures d’e´valuation
Plusieurs mesures d’e´valuation ont e´te´ de´finies selon les taˆches et les anne´es.
L’ensemble de ces mesures tournent autour de deux notions [112] :
– l’exhaustivite´ : elle mesure si tous les aspects de la requeˆte ont e´te´ aborde´s
dans le document.
– la spe´cificite´ : elle de´termine si tout le contenu du document est concentre´
sur le the`me de la requeˆte.
En 2002, une premie`re e´chelle de pertinence a` deux dimensions a e´te´ pro-
pose´e, base´e sur le degre´ de pertinence et la couverture des e´le´ments. Depuis
2003, ces deux dimensions ont e´te´ remplace´es par la spe´cificite´ et l’exhaustivite´.
Pour chacune une e´chelle de 4 niveaux a e´te´ de´finie : pas exhaustif (resp. pas
spe´cifique), marginalement exhaustif (resp. marginalement spe´cifique), assez
exhaustif (resp. assez spe´cifique) et tre`s exhaustif (resp. tre`s spe´cifique).
En 2005 et 2006, l’exhaustivite´ e est mesure´e selon une e´chelle a` 4 niveaux :
( e=2 exhaustivite´ e´leve´e ; e=1 exhaustivite´ moyenne ; e=0 pas d’exhaustivite´ ;
e= ? e´le´ment trop petit) et la spe´cificite´ quant a` elle est mesure´e dans un
intervalle continu [0,1] ou` s=1 repre´sente un e´le´ment totalement spe´cifique.
Jusqu’a` 2004, l’e´valuation de pertinence des diffe´rents syste`mes propose´s
par les participants utilise des me´thodes base´es sur les mesures de rappel et
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pre´cision en tenant compte de la structure des documents XML et de la possible
imbrication des re´sultats. Dans les campagnes INEX 2005 et 2006, d’autres
mesures ont e´te´ de´finies pour permettre une e´valuation plus approprie´e des
performances des syste`mes de recherche en RI structure´e [145] [157] : le gain
cumule´ (xCG) et l’effort pre´cision (ep). Les mesures base´es sur ces ces deux
notions sont de´finies plus tard dans le chapitre 4, section 4.5.1.2.
Depuis 2007, les mesures officielles sont base´es sur l’interpolation de Rap-
pel/Pre´cision sur 101 niveaux [142]. Ces mesures sont de´taille´es dans le chapitre
5, section 7.3.2.1.
2.9 Conclusion
Dans ce chapitre, nous avons passe´ en revue les me´thodes, mode`les et algo-
rithmes fondamentaux utilise´s en recherche d’information structure´e.
La dimension structurelle apporte´e au contenu textuel des documents permet
de conside´rer l’information avec une autre granularite´ que le document tout
entier. Le but pour les SRI est alors de renvoyer les parties de documents (ou
unite´s d’information) les plus spe´cifiques et exhaustives a` la requeˆte utilisateur.
Paralle`lement a` l’apparition de l’information structurelle dans les docu-
ments, l’insertion de contenu multime´dia, et notamment d’images, a cre´e´ de
nouveaux besoins concernant leur recherche.
Dans le chapitre suivant, nous nous inte´ressons a` la recherche multime´dia, et
plus particulie`rement a` la recherche d’images.
Chapitre 3
Recherche Multimedia illustre´e
par le cas des images
3.1 Introduction
Avec la prolife´ration des images fixes, de la vide´o et de l’audio, il est de-
venu ne´cessaire d’indexer, de classifier et de rechercher les contenus visuels et
sonores au meˆme titre que le texte. Dans ce me´moire, nous nous inte´ressons a`
la Recherche Multimedia (RM) qui peut eˆtre aborde´e selon deux visions :
– La recherche du me´dia via son contenu : ceci ne´cessite d’e´tudier
chaque me´dia se´pare´ment. En effet, les caracte´ristiques visuelles des images
sont diffe´rentes de celles sonores de l’audio, et les caracte´ristiques de
bas niveau de ces deux me´dia sont diffe´rentes de celles de la vide´o. Par
conse´quent, chaque type de me´dia constitue un axe de recherche diffe´rent
a` e´tudier.
– La recherche du me´dia via son contexte : ceci consiste a` extraire des
informations existantes autour du me´dia et les utiliser pour le repre´senter
avec un moyen de communication standard tel que le texte ou la parole.
Dans ce cas, les informations du media lui meˆme ne sont pas utilise´es.
L’avantage de cette vision est que la recherche peut se faire inde´pendamment
du type de me´dia.
Quelle que soit l’approche, la RM est un domaine en pleine e´mergence
ne´cessitant encore beaucoup d’e´tudes et de travaux afin de pouvoir re´pondre
de fac¸on satisfaisante aux besoins des utilisateurs.
Nous pre´sentons dans ce chapitre un aperc¸u de la recherche multimedia en
prenant l’exemple des images. En effet, l’image est le me´dia le plus utilise´, le
plus simple a` inte´grer dans les documents nume´riques, et le plus e´tudie´ jusqu’a`
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ce jour.
Ce chapitre est organise´ comme suit : nous commenc¸ons par de´finir la notion
d’image (section 3.2). Nous discutons ensuite la proble´matique de la recherche
d’images en ge´ne´ral (section 3.3) ainsi que les diffe´rents types de requeˆtes uti-
lise´es pour exprimer un besoin multimedia (section 3.4). Ensuite, nous abordons
la recherche d’images par le contexte (section 3.5), la recherche d’images par
le contenu (section 3.6) et la combinaison des deux (section 3.7). Enfin, nous
citons quelques campagnes d’e´valuation de la recherche d’images (section 3.8).
3.2 Qu’est-ce qu’une image ?
La de´finition du terme image selon le dictionnaire Larousse 2009 est la
suivante :
”Repre´sentation d’un eˆtre ou d’une chose par les arts graphiques
[...] Repre´sentation imprime´e d’un sujet quelconque [...]”.
Une image est donc une repre´sentation imprime´e d’un sujet quelconque. Cela
signifie qu’une image ne´cessite un support sur lequel elle sera imprime´e. Ainsi
une photographie papier et une peinture sont des exemples d’images au meˆme
titre qu’une image nume´rique affiche´e sur un e´cran d’ordinateur.
Les premie`res images sont ne´es il y a de nombreuses anne´es sous une forme
primitive, certes, mais de´ja` tre`s fide`le a` la re´alite´ du monde [15]. Ces images
sont plus pre´cise´ment des dessins imprime´s aˆge´s de plus de trente mille ans.
Elles e´taient le moyen d’expression des hommes pre´historiques. Moyen de com-
munication simple te facile, l’image, et plus pre´cise´ment le dessin, est apparue
avant l’e´criture. ”Dessiner” consiste a` reproduire sur un support une image qui
existe dans le cerveau humain : cette action ne ne´cessite aucune connaissance
particulie`re.
La magie des images est que des milliers d’anne´es apre`s leur cre´ation, il est tre`s
facile de reconnaˆıtre les objets qui y figurent sans avoir de connaissances sur la
pe´riode pre´historique pendant laquelle elles ont e´te´ cre´e´es.
L’image est donc porteuse de deux types d’informations :
– Son contenu : l’image en elle-meˆme apporte des informations importantes
sur son contenu physique telles que la taille, l’utilisation de la couleur ou
non, sur la technique de trace´ utilise´e, etc.
– Son interpre´tation : l’interpre´tation des images peut diffe´rer d’une per-
sonne a` une autre. Prenons l’exemple des anciennes dessins repre´sentant
des animaux, un pale´ontologue y verra la me´moire d’un clan, un artiste
la naissance de la peinture, un the´ologien la naissance des croyances, etc.
[15]. Ainsi, chacun perc¸oit les images selon sa propre vision.
Chapitre 3. Recherche Multimedia illustre´e par le cas des images 52
Le premier type d’information est appele´ niveau physique (ou visuel), il nous
donne des informations sur le support et la sce`ne que repre´sente l’image. Le
second se nomme niveau se´mantique, c’est la phase d’interpre´tation de l’image
qui varie d’une personne a` une autre en fonction des connaissances de chacun
et du contexte d’observation.
3.3 Proble´matique de la Recherche d’images
La grande diffe´rence entre une image et un texte est que le sens de l’image
n’est pas mis a` plat dans un langage connu de tous, mais repre´sente´ par des
icoˆnes dont l’agencement a` l’inte´rieur d’une surface souvent rectangulaire, fait
transparaˆıtre un sens qui ne peut eˆtre perc¸u de la meˆme manie`re par tous.
Prenons par exemple la figure 3.1, elle peut eˆtre interpre´te´e diffe´remment : on
pourrait voir un papillon ou bien une section transversale de la mœlle e´pinie`re
macule´s de cre´syl violet.
 
Figure 3.1 – Exemple d’une image pouvant avoir diffe´rentes interpre´tations
Ainsi, l’image posse`de un sens qu’il n’est pas facile a` repre´senter. En effet, le
sens d’une image peut varier selon la personne qui la regarde et selon le contexte
dans lequel elle est place´e. Le de´fi de la recherche d’images est donc trouver
la meilleure repre´sentation se´mantique possible des images. Le proble`me de
la recherche d’images est ainsi lie´ a` l’absence de relations se´mantiques entre
leurs description (textuelle ou visuelle) et leur interpre´tation. Ce proble`me
se´mantique est appele´ fosse´ se´mantique [252] et est de´taille´ plus loin dans le
me´moire (section 3.6.4).
Avant d’aborder les deux axes de la recherche d’images, a` savoir la re-
cherche d’images par le contenu et la recherche d’images par le contexte, nous
pre´sentons dans ce qui suit les diffe´rents types de requeˆtes pour la recherche
d’images.
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3.4 Types de requeˆtes d’images
Il existe trois types de requeˆtes dans la recherche d’images [75] : (a) les
requeˆtes par description textuelle, (b) les requeˆtes par image exemple et (c)
les requeˆtes par sketch. La figure 3.2 illustre ces trois types de requeˆtes : pour
la recherche d’images de papillons, nous pouvons utiliser une description tex-
tuelle, ou bien nous pouvons fournir une image exemple, ou bien encore, nous














































Figure 3.2 – Trois types de requeˆtes images. (a) Requeˆte par description
textuelle. (b) Requeˆte par image exemple. (c) Requeˆte par sketch.
Les requeˆtes exprime´es par une description textuelle sont ge´ne´ralement uti-
lise´es par des syste`mes utilisant des mots-cle´s pour de´crire l’image. Ces mots-
cle´s peuvent eˆtre extraits a` partir du contexte de l’image (texte entourant
l’image), ou bien fournis manuellement (annotation manuelle des images), ou
encore extraits automatiquement a` partir du contenu physique de l’image [21]
[284]. Ces trois types d’approches sont de´crits dans la section suivante.
Les deux autres types de requeˆtes (requeˆte par exemple et requeˆte par
sketch) sont ge´ne´ralement utilise´s par les syste`mes CBIR (Content Based Image
Retrieval) qui sont de´taille´s dans la section 3.6.
Concernant les requeˆtes par exemple (ou bien images-cle´s), elles peuvent
eˆtres exprime´es selon trois sce´narios : (i) le syste`me choisit quelques images
au hasard dans la base d’images et les montre a` l’utilisateur afin de choisir
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une requeˆte image, ou bien (ii) l’utilisateur parcourt la base d’images et choisit
une image-cle´, ou encore (iii) il choisit une requeˆte en dehors de la collection
d’images.
Enfin, le troisie`me type de requeˆtes (par sketch) est exprime´ en donnant
des outils a` l’utilisateur afin de dessiner librement des images requeˆtes. Par
exemple, avec le syste`me imgSeek [14], l’utilisateur peut exprimer son besoin
avec les formes et les couleurs des objets (Figure (3.3)).
 
Figure 3.3 – Une requeˆte par sketch avec le syste`me imgSeek
3.5 Recherche d’images par leur contexte
Ce type de recherche d’images est aussi de´nomme´ context-based image re-
trieval dans la litte´rature anglo-saxonne. Il est actuellement le plus utilise´.
Par de´finition, le contexte d’une image concerne l’ensemble des informa-
tions autour d’une image permettant d’orienter sa signification ou sa descrip-
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tion se´mantique. Le contexte de l’image regroupe tout e´le´ment accompagnant
l’image et ayant la possibilite´ d’influencer son interpre´tation comme une bande
sonore ou un texte.
Meˆme si la plupart des travaux de recherche d’images par le contexte sont
base´s sur le texte entourant l’image [63] [82] (section 3.5.1), d’autres sources
d’e´vidence ont e´te´ re´cemment envisage´es. Parmi elles on peut citer l’utilisation
des ressources se´mantiques comme les ontologies pour enrichir la description
textuelle des images [122] (section 3.5.2) ou encore l’utilisation d’autres facteurs
tels que les hyperliens des documents contenant les images [80] ou encore la
structure des documents. Les travaux utilisant la structure seront de´taille´s dans
le chapitre 4.
3.5.1 Recherche d’images par utilisation du contexte tex-
tuel
La recherche d’images par le texte n’utilise pas les donne´es des images elles-
meˆmes lors du processus d’indexation et de recherche, mais des e´le´ments tex-
tuels extra-picturaux. Nous pouvons diviser cette recherche en deux cate´gories
selon les collections utilise´es : collection compose´e entie`rement d’images et col-
lection multimedia (texte et images) tels que les documents web.
– Recherche d’images par le texte dans des collections compose´es
entie`rement d’images
Les premiers syste`mes de recherche d’images utilisaient des mots-cle´s as-
socie´s aux images pour les caracte´riser. La recherche oriente´e-texte dans
des collections purement images est base´e sur l’annotation (manuelle ou
automatique) des images par des mots-cle´s. Graˆce a` cette association de
mots-cle´s, il suffit d’utiliser les me´thodes de´die´es a` la recherche du texte
pur pour retrouver les images associe´es aux mots-cle´s.
Meˆme si l’annotation manuelle donne de meilleurs re´sultats, de nom-
breuses difficulte´s sont rencontre´es lors de ce processus : diversite´ des ni-
veaux de description et d’interpre´tation des images, polyse´mie, manque de
reproductibilite´ inter-indexeur, couˆt en temps, proble`me de l’ade´quation
de l’indexation avec les aspirations des utilisateurs de la collection d’images,
e´volution du langage d’indexation avec le temps, etc.
Afin de re´soudre ces difficulte´s, de nombreux travaux ont propose´ l’an-
notation automatique des images par des concepts. Pour ce faire, des
techniques CBIR (de´taille´es dans la section 3.6) sont utilise´es. On peut
distinguer deux grandes approches d’annotation automatique [113] :
(1) Les approches bottom-up [34] [134] [190] [138] [61] : se sont les ap-
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proches d’annotation automatique naive, c’est a` dire que chaque image
sera automatiquement annote´e par un ensemble de termes (sac de mots).
Le processus d’annotation se fait de la manie`re suivante : a` partir de
quelques images d’apprentissage annote´es, les caracte´ristiques visuelles et
les termes d’annotation seront utilise´s pour construire un espace se´mantique.
En donnant par la suite une image requeˆte, les caracte´ristiques visuelles
seront extraites automatiquement et projete´es dans l’espace, les termes
les plus proches de cette image dans l’espace seront se´lectionne´s comme
une annotation.
L’inconve´nient majeur de ces approches est l’absence de notion de se´mantique :
l’annotation des images requeˆtes est un sac de mots renvoye´s sans tenir
compte de si ces mots sont se´mantiquement lie´s ou non (e.g. l’existence
des deux termes ”e´le´phant” et ”oce´an” dans la meˆme annotation d’une
image paraˆıt bizarre). Cette annotation incorrecte ne permet pas une re-
cherche performante.
(2) Les approches top-down [242] [149] [21] : Ces approches sont base´es sur
des ontologies et permettent d’ame´liorer la performance de la recherche
meˆme en pre´sence d’annotations imparfaites. Il y a plusieurs fac¸ons pos-
sibles de re´aliser cet objectif.
Par exemple, la me´thode la plus simple consiste a` utiliser l’ontologie
comme un niveau supple´mentaire entre l’image requeˆte et les mots-cle´s. A`
l’autre extreˆme, une autre approche consiste a` utiliser l’ontologie pour an-
noter les images avec des concepts plutoˆt que des mots cle´s. Ceci permet
de maintenir la cohe´rence des annotations (i.e. l’ontologie peut aider a`
e´viter les combinaisons improbable d’annotations, tels que ”Ele´phant” et
”Ocean”). Les annotations peuvent aussi eˆtre des concepts plus ge´ne´riques,
si la probabilite´ d’un concept spe´cifique de´passe un certain seuil (par
exemple si l’incertitude entre ”cheval” et ”poulain” de´passe un certain
seuil, l’annotation sera ”cheval”).
En re´sume´, l’annotation automatique est une technique prometteuse en
recherche d’images. Elle n’est cependant qu’a` ses de´buts, et extraire les
relations se´mantiques entre le contenu physique de l’image et son in-
terpre´tation reste une taˆche tre`s difficile.
Re´cemment, des travaux proposent d’annoter les images a` travers un jeu
vide´o en ligne [282] : the ESP game 1. Ce jeu consiste a` afficher la meˆme
image devant deux joueurs anonymes. Chacun est invite´ a` annoter cette
image en devinant ce qu’a tape´ l’autre. Une fois que la meˆme annotation
est propose´e par les deux joueurs, ils passent a` l’image suivante, sachant
que chaque joueur ne visualise pas ce qu’a tape´ l’autre. Le jeu finit apre`s
un laps de temps et un score se calcule en fonction du nombre d’images
1. http ://www.espgame.org/gwap/
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ayant la meˆme annotation des deux joueurs.
L’avantage de cette technique est qu’elle permet d’annoter manuellement
les images, mais d’une manie`re collaborative en jouant. Par conse´quent,
elle permet un gain en terme de temps et d’effort.
– Recherche d’images par le texte dans des collections multime-
dia : l’exemple du Web
L’indexation dans ce type de collection est totalement automatique, c’est
a` dire sans intervention humaine. Plusieurs moteurs de recherche sur le
Web (comme Google 2 et Lycos 3) utilisent cette technique. Ils s’appuient
sur le principe simple que dans une page web, il y a une forte corre´lation
entre le texte et les images pre´sentes. Ge´ne´ralement, les requeˆtes utilise´es
pour la recherche d’images via le contexte sont des requeˆtes textuelles
compose´es de simples mots-cle´s.
Le re´pe´rage des images s’effectue graˆce a` leur nom (et parfois a` leur ex-
tension) et au texte associe´ avec l’image, qui est extrait du code de la
page support de l’image. Dans les collections web par exemple (code´es
en HTML), il s’agit le plus souvent du contenu des balises SRC et ALT
(description de l’image), du titre de la page web, ou bien encore du texte
”proche” de l’image pre´sent sur la page web [259] [64] [110].
Heng Tao Shen et al. [247] utilisent un mode`le de repre´sentation des
images, appele´Weight ChainNet, pour repre´senter les contenus des images
du Web. Leur approche consiste a` extraire la repre´sentation des images a`
partir du nom du fichier de l’image, le texte de la balise ALT, le titre de
la page web et le texte de la balise caption. Le syste`me permet a` l’utili-
sateur de lancer ses requeˆtes via des mots-cle´s. Pour raffiner les requeˆtes,
l’utilisateur peut ajouter ou supprimer des informations se´mantiques a` la
requeˆte originale.
Dans [155], les auteurs proposent de calculer un score de l’image en fonc-
tion du contexte et du contenu visuel et ceci a` travers l’utilisation du
mode`le LSI (Latent Semantic Indexing). Pour le score de l’image utili-
sant le contexte, les auteurs de´finissent une feneˆtre de n mots avant et
m mots apre`s l’image et le poids de chaque terme du contexte de l’image
est calcule´ comme suit :
w(t) = ρ ∗ e−2∗pos/dist (3.1)
ou` pos est la position du terme t par rapport l’image, dist est le nombre
maximal de termes de´finissant la taille de la feneˆtre (n ou m). Dans
les e´valuations, les auteurs ont utilise´ n = 10, m = 20 et ρ = 5 afin
2. Moteur de recherche web Google. http ://www.google.fr
3. Moteur de recherche web Lycos. http ://www.lycos.fr
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d’augmenter les poids des termes voisins de l’image par rapport aux autres
termes. Les poids de ces derniers sont e´galement calcule´s diffe´remment
selon les e´le´ments ou` ils apparaissent (title, head) ou bien selon leur mis
en forme gras, italique, etc.
Dans [106], les auteurs proposent d’indexer les images en utilisant tout le
contenu textuel de la page. Ils divisent tout le texte en blocs, et calculent
ensuite une pertinence locale et une pertinence globale pour chaque terme.
La pertinence locale du terme est calcule´e en fonction de son occurrence
locale dans le bloc et la distance de ce bloc par rapport l’image. La per-
tinence globale est calcule´e en multipliant la somme de tous les scores
locaux par les distances entre les blocs et l’image. Dans leurs travaux,
les auteurs utilisent trois blocs : le premier inclut le titre et les me´ta-
donne´es du document, le deuxie`me inclut le texte spe´cifique a` l’image et
le troisie`me concerne tout le contenu textuel du corps du document.
Cette notion de contexte a e´te´ e´galement utilise´ dans [246], l’ide´e consiste
a` indexer automatiquement et classer les images du Web en combinant le
texte entourant l’image et la structure du document. Plus pre´cise´ment,
les auteurs proposent d’assigner un poids diffe´rent pour chaque balise
HTML selon son importance. Par la suite, un score de pertinence est
calcule´ pour chaque terme en fonction de la balise conteneur ainsi que
d’autres facteurs comme sa position par rapport l’image. En fonction de
ces poids des termes, un score local pour chaque image est calcule´, en uti-
lisant aussi d’autres facteurs comme le nombre de termes avant et apre`s
l’image. Ce score local sera ensuite utilise´ pour de´terminer le score final
de l’image avec d’autres facteurs comme la fre´quence de chaque terme
dans le texte entourant l’image et dans la collection. Enfin, la mesure de
similarite´ cosinus est applique´e pour classer les images. Cette technique
a e´te´ compare´e avec le moteur de recherche d’images GoogleImage et elle
n’a pas montre´ son inte´reˆt.
Le principal proble`me de ces recherches par mots-cle´s est que le re´sultat
peut eˆtre comple`tement hors sujet. Prenons l’exemple de la figure 3.4
qui pre´sente les re´sultats de la requeˆte ”centre ville de Toulouse” par le
syste`me de recherche d’images GoogleImage 4.
Cette figure nous montre que la recherche par mots cle´s dans des bases
de documents multimedia (images + texte) soule`ve encore de nombreuses
proble´matiques (10 images non pertinentes parmi les 21 premie`res images).
Un utilisateur peut par exemple inte´grer une image d’un hoˆtel et situe ce
dernier par rapport au centre ville de Toulouse (”Cet hoˆtel est situe´ a` 2
km du centre ville de Toulouse”). Dans ce cas, le syste`me va se tromper
et renvoyer l’image de l’hoˆtel comme re´ponse pertinente pour la requeˆte
4. Recherche faite en Mai 2009
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Figure 3.4 – Premie`re page de re´sultats pour la requeˆte ”centre ville de Tou-
louse” par Google
”centre ville de Toulouse”. Le de´fi est alors : comment utiliser au mieux les
informations textuelles pre´sentes dans le document support de l’image ?
Pour re´soudre ce point, l’association manuelle de textes a` l’image (anno-
tation manuelle) peut eˆtre une solution. Cependant, si c’est une de´marche
re´aliste pour de petites bases de donne´es, elle est comple`tement impen-
sable pour de grandes bases de donne´es. D’autre part, en plus du temps
passe´ a` l’association de mots-cle´s, la pertinence des mots-cle´s reste tre`s
subjective et tre`s de´pendante des personnes qui effectuent l’annotation.
Vu les proble´matiques de la recherche d’images par le texte mentionne´es ci-
dessus, plusieurs approches exploitant d’autres facteurs comme des ressources
se´mantiques, les liens ou encore la structure, ont e´te´ propose´es. Nous de´taillons
dans ce qui suit quelques unes entre elles 5.
5. Nous de´taillons dans ce chapitre l’exploitation des liens dans la RM meˆme si
ceci entre dans le cadre des documents structure´s, et ceci parce que les liens ne
concernent pas l’utilisation de la structure se´mantique des documents (les liens et la
structure sont deux facteurs contextuels diffe´rents). L’utilisation de la structure en
RM fait quant a` elle l’objet du chapitre 4.
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3.5.2 Utilisation de ressources se´mantiques pour la re-
cherche d’images par le contexte
De nombreux travaux ont propose´ l’utilisation de ressources se´mantiques
telles que les ontologies. Dans [122], les auteurs ont propose´ un mode`le de
recherche base´ sur la similarite´ se´mantique (Semantic Similarity Retrieval Mo-
del) SSRM. L’objectif de ce mode`le est de de´couvrir les termes similaires
se´mantiquement entre les documents a` travers une taxonomie de termes telle
que Wordnet pour le cas de recherche d’images. Contrairement au mode`le vec-
toriel qui utilise seulement des relations lexicales entre les termes de la requeˆte
et les termes des documents, le mode`le SSRM prend aussi en compte, toutes les
associations se´mantiques entre les termes (synonymies, hyperonymie, hypony-
mie, etc.). Ces associations se´mantiques permettent de trouver des documents
pertinents au besoin de l’utilisateur meˆme s’ils ne contiennent aucun terme de
la requeˆte.
De plus, la technique d’expansion de requeˆtes est applique´e dans le mode`le.
Cette expansion est re´alise´e en projetant les termes de la requeˆte initiale sur
l’ontologie et en extrayant d’autres termes a` travers les relations se´mantiques
de synonymie, hyponymie et hyperonymie.
Le mode`le SSRM a e´te´ e´value´ et compare´ au mode`le vectoriel et il a montre´ son
inte´reˆt dans le cas de la recherche d’images en utilisant l’ontologie Wordnet.
D’autres travaux ont e´tudie´ l’exploitation des ressources se´mantiques dans
la recherche d’images tels que [83] [217].
3.5.3 Utilisation des liens pour la recherche d’images
L’exploitation des liens dans la recherche d’information textuelle a montre´
son inte´reˆt a` travers plusieurs travaux [148] [50]. Cette source de pertinence
implicite a aussi e´te´ utilise´e pour la recherche d’images [155] [58] [118] [59] [80]
[81], comme source comple´mentaire d’information.
Les auteurs dans [80] [81] ont propose´ une me´thode base´e sur les liens quand
des documents textuels (nœuds textuels) et des e´le´ments multimedia (nœuds
multimedia) sont lie´s. Ces nœuds sont repre´sente´s sous forme d’un graphe. Les
liens entre ces nœuds sont utilise´s pour retrouver les images par des requeˆtes
textuelles. Au lieu d’un syste`me de recherche d’information classique retrou-
vant ces documents textuels, et pour lequel l’utilisateur doit suivre les liens
pour acce´der aux images, les auteurs ont propose´ de calculer un score de per-
tinence pour chaque image a` travers les documents textuels lie´s a` cette image.
En effet, ces documents textuels lie´s a` une meˆme image constituent une classe a`
utiliser comme une repre´sentation textuelle de cette image. Par conse´quent, des
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techniques de classification sont utilise´es pour classer les documents textuels
relie´s entre eux selon diffe´rentes classes.
L’algorithme de classification cluster centroid algorithm [286] a e´te´ utilise´. Une
version simple de cette approche consiste a` seulement utiliser les voisines di-
rects d’un nœud non-textuel. Ces nœuds sont connecte´s au nœud non-textuel
par une seule e´tape de lien.
Cette approche peut eˆtre e´tendue de manie`re a` prendre en compte dans le
graphe, non seulement les voisins imme´diats d’un nœud multie´dia, mais aussi les
voisins connecte´s par transitivite´ de deux liens, c’est-a`-dire les nœuds connecte´s
par deux e´tapes de lien. Ce mode`le peut ainsi inclure de plus en plus de voisins,
lie´s a` diffe´rents niveaux.
Le mode`le a e´te´ e´tendu dans [114], et ceci en combinant le score de la classe
obtenue par l’utilisation des liens et un score obtenu par le contenu textuel du
document contenant l’image (document HTML). Le score du contenu textuel
est obtenu comme suit : le contenu textuel est divise´ en plusieurs parties : la des-
cription de l’image (caption), les descriptions voisins de l’image, le reste de texte
de la page et le texte des pages pointant vers la page contenant l’image. Ces
diffe´rentes parties textuelles sont ge´ne´ralement combine´es et diffe´rents poids
(en plus de la ponde´ration standard tf ∗ idf) sont assigne´s aux termes extraits
des diffe´rentes parties.
Les e´valuations re´alise´es sur le Web ont montre´ que l’utilisation de la descrip-
tion de l’image (caption) ainsi que les classes constitue´es par les nœuds lie´s
au nœud multime´dia par deux e´tapes de liens ame´liorent la performance de
recherche.
Une autre me´thode qui utilise l’entourage de l’image et les liens associe´s est
propose´e dans [298]. Cette me´thode consiste a` extraire et visualiser les images
avec leur contexte, et ensuite a` faire une recherche a` travers une comparaison
de ces contextes extraits. Le contexte ici est de´fini par le texte et les images
entourant l’image concerne´e ainsi que le contenu du document Web associe´ a`
travers la structure ou les hyper-liens. Diffe´rents types de contexte d’une image
donne´e sont de´finis selon les types d’association entre l’image et le contenu qui
l’entoure. En effet, le contexte d’une image est caracte´rise´ non pas seulement
par le texte et les images qui l’entourent, mais aussi par les titres et les sous-
titres hie´rarchiques qui contiennent l’image concerne´e ainsi que les titres des
pages Web pointant vers cette image. Le contexte de l’image selon cette ap-
proche est divise´ en trois : (1) contexte de l’entourage, compose´ du texte et/ou
images voisins, (2) contexte structurel, compose´ des paragraphes contenant les
images et (3) le contexte re´fe´rentiel, compose´ des ancres des liens pointant vers
l’image concerne´e, ainsi que des titres des pages web contenant ces ancres.
La figure 3.5 illustre ces trois types de contexte.
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Figure 3.5 – Les trois types de contexte de l’image selon [298]
3.6 Recherche d’images par le contenu : CBIR
Les me´thodes de recherche par le contenu, de´nomme´es Content-Based Image
Retrieval (CBIR) dans la litte´rature anglo-saxonne, sont par comparaison beau-
coup plus re´centes que celles de recherche par le texte (le terme CBIR est apparu
pour la premie`re fois en 1992 [144]).
La recherche d’images oriente´e-contenu est base´e sur un ensemble de ca-
racte´ristiques de bas niveau telles que les histogrammes, les textures, la dis-
tribution des couleurs, les formes, la brillance, etc. Le couˆt en temps de la
description manuelle des images a joue´ un roˆle de´terminant en faveur de ce
type de recherche.
Dans les syste`mes CBIR, les requeˆtes traite´es son ge´ne´ralement exprime´es
par des images cle´s. Comme tout syste`me de recherche d’information, les syste`mes
CBIR se basent sur une phase d’indexation et ensuite une phase de recherche.
3.6.1 Processus de recherche d’images par le contenu
Dans cette section, nous pre´sentons l’indexation et la recherche dans le cas
des syste`mes CBIR. La seule diffe´rence entre le processus de recherche tex-
tuelle et celui de la recherche visuelle re´side dans les descripteurs utilise´s, qui
sont respectivement des termes ou des concepts et des caracte´ristiques visuels.
La figure 3.6 pre´sente l’architecture d’un syste`me de recherche d’images par le
contenu.
L’e´tape d’indexation est une e´tape hors ligne (off-line) puisqu’elle s’effectue





























































































Figure 3.6 – Architecture d’un syste`me CBIR
avant le processus de recherche. Cette e´tape a deux roˆles : le choix d’un espace
de repre´sentation visuelle (feature space) et la construction de l’index.
Le premier roˆle consiste a` extraire automatiquement des caracte´ristiques vi-
suelles de l’image et les stocker dans un vecteur nume´rique (descripteur visuel).
Ensuite une mesure est de´finie pour calculer la similarite´ entres les descripteurs
de cet espace. Le deuxie`me roˆle consiste a` utiliser des techniques de base de
donne´es pour stocker et structurer les descripteurs.
La phase d’indexation des images ne ne´cessite a` aucun moment l’utilisation
d’un langage. Elle consiste a` extraire un certain nombre de parame`tres d’ana-
lyse d’images (couleur, texture, intensite´ ou forme) [260] [206] [22] [66] [84]
permettant de caracte´riser d’une fac¸on discriminante les images pre´sentes dans
la base de donne´es. Chaque image est alors identifie´e non pas par des e´le´ments
textuels, mais par les valeurs de ses parame`tres. Ces dernie`res fournissent une
Chapitre 3. Recherche Multimedia illustre´e par le cas des images 64
signature de l’image par une analyse multiparame´trique. Chaque image est
alors positionne´e dans l’espace de la repre´sentation visuelle en fonction de la
valeur de ses parame`tres.
Une fois les caracte´ristiques de bas niveau extraites, il faut re´duire les dimen-
sions des donne´es en gardant seulement celles contenant des informations utiles
et pas de bruit. Le choix de ces informations utiles est une des proble´matiques
majeures de la recherche d’images par contenu et il de´pend de plusieurs facteurs
telles que le domaine d’images (spe´cifique, ge´ne´rique), la couleur des images
(noir et blanc ou colore´es), etc. Plusieurs algorithmes de re´duction sont pro-
pose´s dans [276] [296].
Dans l’e´tape de recherche, qui est une e´tape en ligne (on-line) puisqu’elle se
fait en temps re´el pour l’utilisateur, le syste`me extrait les descripteurs visuels de
l’image requeˆte, puis calcule la distance entre ces descripteurs et ceux de chaque
image de la base d’images en utilisant une mesure de similarite´ pre´de´finie. Enfin,
il renvoie une liste d’images ordonne´es a` l’utilisateur.
3.6.2 Me´thodes de description et de recherche d’images
par le contenu physique
Plusieurs techniques et proce´dures d’analyse sont utilise´es pour extraire
et manipuler les caracte´ristiques physiques de l’image. Parmi ces techniques,
citons le suivi du contour, la de´tection de bords, la reconnaissance de formes,
etc.
Les recherches base´es sur le contenu physique des images peuvent porter sur
des caracte´ristiques visuelles globales (concernant l’image entie`re) et locales
(concernant les objets de l’image).
La description des caracte´ristiques physiques globales se fait souvent par la
distribution des couleurs [261] [173], les histogrammes de couleurs [47], la tex-
ture [170] [267], la transforme´ de Fourrier [201], etc. Quant aux caracte´ristiques
physiques locales, elles portent souvent sur la forme des objets [126] [39],
leurs bordures [100], la disposition des couleurs [200], etc. Le choix de ces
caracte´ristiques locales et de leurs me´thodes d’extraction de´pend du domaine
d’application. Dans le domaine me´dical par exemple, les formes, les positions
et les dimensions sont extraites dans le cas d’une radiographie, tandis que la
caracte´ristique la plus importante dans le cas d’une IRM est la couleur.
Dans ce quit, nous de´crivons les trois caracte´ristiques visuelles les plus uti-
lise´es :
– Couleur
C’est le premier descripteur visuel utilise´ par les syste`mes CBIR. Plusieurs
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me´thodes de recherche d’images oriente´es couleur ont e´te´ propose´es dans
la litte´rature. Elles sont toutes base´es sur une seule ide´e : l’histogramme
de couleurs. Ce dernier pre´sente la proportion des pixels de chaque cou-
leur dans une image. Les histogrammes sont faciles a` calculer et robustes
a` la transition et la rotation. Cependant, ils posent pas mal de proble`mes
tels que (1) leur grande taille d’ou` la difficulte´ de cre´er une indexation
rapide et efficace, (2) la manque d’information spatiale, (3) la sensibilite´
a` des petits changements de luminosite´ et (4) l’inutilite´ pour la comparai-
son partielle des images. L’utilisation des couleurs a prouve´ son efficacite´
[252] et la technique la plus connue est celle de l’intersection d’histo-
grammes de couleur [261]. Bien e´videmment, d’autres travaux ont ajoute´
des informations spatiales a` l’histogramme des couleurs [260] [207] [123],
et d’autres ont utilise´ d’autres espaces de couleurs comme celui qui se
rapproche le plus de la perception humaine [252] [205] [105] [279].
– Texture
Elle est conside´re´e dans de nombreux travaux comme l’e´le´ment le plus
porteur de se´mantique dans la recherche base´e-contenu [170] [267]. Les
techniques suivantes sont utilise´es pour mesurer la similarite´ entre les
textures : les degre´s de contraste [262], la pe´riodicite´ [168], les filtres de
Gabor [178] et les filtres de Hermite [221].
– Forme
L’extraction des formes est une des me´thodes les plus performantes. Elle
permet de comparer deux images ayant des objets de meˆme forme [128]
[25]. Des travaux ont utilise´ la transforme´e de Hough [79][257] qui per-
met la de´tection de droites, de cercles ou d’ellipses de fac¸on tradition-
nelle (transforme´e de Hough Classique). Elle peut aussi eˆtre e´tendue a`
des cas de description d’objets plus complexes (transforme´e de Hough
Ge´ne´ralise´e) [32]. Cette technique a fait l’objet de plusieurs travaux [159]
[204].
Un e´tat de l’art complet sur la recherche d’images base´e-contenu est pre´sente´
dans [163] [120]. Une discussion comple`te sur la recherche d’images par le
contenu avec la se´mantique de haut niveau est pre´sente´e dans [170]. Enfin,
une re´cente e´tude de la recherche CBIR est pre´sente´e dans [71].
3.6.3 Quelques prototypes CBIR
Plusieurs prototypes base´s sur les approches pre´ce´demment cite´es ont vu le
jour, tels que Chabot [198], SIMPLIcity [285], Blobworld [56], MARS [228] ou
Photobook[209]. Nous de´taillons dans ce qui suit les quelques syste`mes CBIR
les plus connus :
– QBIC (Query By Image Content) : ce syste`me, de´veloppe´ par le centre de
recherche IBM d’Almaden [196] [28] [84], est conside´re´ comme le syste`me
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de recherche d’images le plus connu. Il permet la recherche d’images et
de vide´o selon leurs couleurs, textures, contours ou positions des objets.
L’utilisateur peut exprimer sa requeˆte de quatre fac¸ons diffe´rentes : (1)
images-cle´s, (2) dessin et sketch, (3) se´lection de mode`le de couleur et de
texture et enfin (4) mouvement de came´ra et d’objet.
– VisualSEEk [253] : ce syste`me analyse les histogrammes de couleur, les
tailles des images, l’aspect spatial des objets et les relations entre les
re´gions de couleur. Une des spe´cificite´s de VisualSeek est que l’utilisateur
peut construire sa requeˆte en plac¸ant des re´gions de couleur dans une grille
de requeˆte (voir Figure 3.7). Ce syste`me a e´te´ inte´gre´ dans un moteur de
recherche Web multi-modale appele´ Webseek [255].
Figure 3.7 – Interface du syste`me VisualSeek [253]
– VIRAGE [30] : ce syste`me, de´veloppe´ par la socie´te´ Virage Incorporation,
est un syste`me commercialise´ connu. Il permet la recherche d’images via
leurs caracte´ristiques physiques (couleur, texture et structure). Il a e´te´
adopte´ par Altavista Photo Finder pour la recherche d’images.
– FIRE [76] (Flexible Image Retrieval Engine) : le principe de ce syste`me
est de comparer les caracte´ristiques d’une image requeˆte avec les ca-
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racte´ristiques des images de la base graˆce a` une mesure de distance.
Plusieurs caracte´ristiques visuelles sont utilise´es telles que la couleur, la
texture, la caracte´ristique binaire noir/blanc, etc. En meˆme temps, plu-
sieurs mesures de similarite´ sont utilise´es en fonction des caracte´ristiques
physiques utilise´es. Une des spe´cificite´s du syste`me FIRE est que ce der-
nier peut utiliser une technique de re´injection de pertinence [192] : une
fois que les re´sultats initiaux sont affiche´s a` l’utilisateur, ce dernier peut
se´lectionner un ensemble d’images pertinentes et un ensemble d’images
non pertinentes afin de raffiner les re´sultats. Ces deux ensembles vont eˆtre
utilise´s par la suite pour calculer de nouveaux scores aux images. Enfin,
le syste`me re´-ordonne les images selon les nouveaux scores.
– GIFT [194] : (GNU Image Finding Tool), c’est le premier syste`me qui
propose d’utiliser le langage MRML [189] pour ses communications. La
premie`re version e´tait re´alise´e en 1999 sous le nom de ”VIPER” [258]. Le
but de MRML est de se´parer la partie client du partie serveur dans un
syste`me CBIR et de cre´er une me´thode standard pour communiquer avec
diffe´rents serveurs CBIR [193]. Ce syste`me utilise des requeˆtes images
avec une technique de re´injection de pertinence.
3.6.4 Limites des techniques CBIR : le fosse´ se´mantique
L’avantage majeur des me´thodes de recherche d’images par le contenu par
rapport a` celles par le texte est leur mode de fonctionnement qui n’oblige pas
a` conceptualiser la recherche avec des mots, et par conse´quent de de´passer les
difficulte´s lie´es a` la langue rencontre´es dans la recherche textuelle d’images.
Cependant, plusieurs limites se pre´sentent pour ce type de recherche telles
que la complexite´ de leur mise au point. Selon [170], la recherche d’images
base´e-contenu est plus complique´e que la recherche d’images base´e-contexte, et
ceci est explique´ par le fait que l’extraction des caracte´ristiques visuelles est
couˆteuse. En re´alite´, la proble´matique ne s’arreˆte pas a` l’extraction des descrip-
teurs visuels, mais elle concerne aussi le choix des meilleures caracte´ristiques
visuelles a` utiliser dans la phase de recherche (re´duction de l’espace des ca-
racte´ristiques physiques).
Une autre limite de la recherche base´e-contenu est que le besoin en image de
l’utilisateur ne´cessite plus d’effort si la requeˆte doit eˆtre sous forme de sketch
ou d’image exemple. Les auteurs dans [63] montrent que les utilisateurs sont
plus a` l’aise s’ils expriment leur besoin avec des mots-cle´s ou des expressions.
Pour les requeˆtes par sketch, des outils spe´cifiques sont ne´cessaires pour tracer
la requeˆte [182]. Pour les requeˆtes par image exemple, nous pouvons citer deux
proble`mes : (1) l’utilisateur peut ne pas trouver la bonne image qui de´crit
son besoin, (2) la repre´sentation de la requeˆte par une image n’est pas aussi
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flexible que la repre´sentation textuelle, surtout si les utilisateurs sont habitue´s
a` exprimer leurs besoins par des mots-cle´s et pas des images [159].
Cependant, la difficulte´ majeure des syste`mes CBIR porte sur le plan se´mantique
ou` leur efficacite´ est mise a` mal par le fait qu’ils ne conside`rent que des pro-
prie´te´s visuelles : des recherches d’images de ”mer” et de ”ciel” seront ra-
mene´es a` des recherches de surfaces a` texture bleue alors qu’il s’agit de concepts
se´mantiquement tre`s diffe´rents. Ceci est connu sous le nom de fosse´ se´mantique,
entre les donne´es nume´riques extraites des images et le contenu se´mantique de
ces meˆmes images. Selon [252], ”the semantic gap is the lack of coinci-
dence between the information that one can extract from the visual
data and the interpretation that the same data have for a user in
a given situation.”
Le fosse´ se´mantique correspond a` l’inade´quation entre les requeˆtes de l’uti-
lisateur et la fac¸on automatise´e dont les syste`mes de recherche tentent de
re´pondre a` ces requeˆtes.
Afin d’illustrer ce proble`me, nous prenons l’exemple d’une image d’une
”maison”, cette image peut eˆtre repre´sente´e de deux fac¸ons diffe´rentes : une
repre´sentation perceptuelle interpretable par l’humain et une repre´sentation
binaire (matrice compose´e de 0 et 1) manipulable par l’ordinateur. Ces deux
repre´sentations sont bien suˆr e´quivalentes, mais en regardant la deuxie`me (ma-
trice binaire) avec l’œil humain, on ne peut jamais avoir le sentiment quelle est
e´quivalente a` la premie`re. Ceci peut eˆtre explique´ par le fait que le cerveau hu-
main est capable d’extraire le contenu se´mantique de la premie`re repre´sentation,
tandis que l’ordinateur n’arrive pas a` extraire de se´mantique de l’une ou de
l’autre des repre´sentations. Par conse´quent, la similarite´ se´mantique entre les
deux repre´sentations ne peut pas eˆtre de´duite.
Ge´ne´ralement, la similarite´ se´mantique utilisant des caracte´ristiques de bas
niveau ne permet pas d’offrir des re´sultats de qualite´. Pour obtenir de bonnes
performances avec ces me´thodes, il faut bien savoir choisir les caracte´ristiques
visuelles pour diffe´rencier entre les images, et si possible en petit nombre pour
faciliter le processus de recherche. Ceci est souvent possible si les images sont
homoge`nes (par exemple une collection d’images de visages). Cependant, il est
tre`s difficile de trouver une bonne combinaison de ces caracte´ristiques lorsqu’il
s’agit d’une collection d’images diverses et nombreuses (par exemple les images
sur le web).
Toutes ces difficulte´s expliquent pourquoi ces me´thodes de recherche par
contenu n’ont e´te´ jusqu’a` pre´sent imple´mente´es avec succe`s que sur des bases
d’images homoge`nes dans un domaine pre´cis, telles que les images de crimino-
logie (recherche de visage [209] [73]).
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Afin de pallier les inconve´nients de la recherche base´e-contenu et la recherche
base´e-contexte, la recherche multi-modale a fait l’objet de plusieurs travaux
[299]. Nous abordons ce type de recherche dans la section suivante.
3.7 Recherche d’images multi-modale : recherche
contextuelle et visuelle
En se basant sur le fait que chacune des approches de recherche d’images
(contextuelle et visuelle) a des avantages et des inconve´nients, de nombreux
travaux ont essaye´ de les combiner afin d’ame´liorer la qualite´ de la recherche
[77] : on parle alors de recherche multi-modale. Les travaux propose´s dans [171]
et [267] montrent l’inte´reˆt de cette tendance. Un des avantages de la recherche
multi-modale des images est que l’utilisateur peut exprimer sa requeˆte soit par
des mots-cle´s soit par des images-exemples.
3.7.1 Types de combinaison possibles
Nous de´taillons dans ce qui suit quelques approches combinant la recherche
d’images base´e-contenu et la recherche d’images base´e-contexte.
– Fusion simple des deux techniques (fusion na¨ıve) : c’est l’approche
la plus simple, elle consiste a` utiliser les deux techniques se´pare´ment (en
paralle`le) et fusionner les re´sultats de recherche des deux [42], [139], [7]
[9].
– Fusion se´quentielle des deux techniques (approche pipeline) : elle
consiste a` utiliser les informations textuelles ou bien visuelles pour faire la
premie`re recherche, et ensuite utiliser les caracte´ristiques de l’autre type
d’information pour exclure les images non pertinentes (filtrage) [190].
Dans ces deux premie`res approches, on part de requeˆtes a` la fois textuelles et
visuelles.
– Approche base´e-transformation : cette approche est base´e sur l’ex-
traction des relations entre les images et le texte afin de les utiliser pour
transformer les informations textuelles en informations visuelles et vice
versa [167]. Les requeˆtes dans cette approche peuvent eˆtre textuelles, vi-
suelles ou les deux.
Pour formuler la translation (cross-media) entre les repre´sentations vi-
suelles et textuelles, plusieurs approches base´es-corre´lations sont pro-
pose´es. Les auteurs dans [62] en citent quelques unes qui permettent
de traduire une requeˆte textuelle initiale en une visuelle. Ils proposent
e´galement de faire l’inverse, c’est a` dire de traduire une requeˆte image
en requeˆte textuelle. Partant des requeˆtes a` la fois textuelles et visuelles,
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ils transforment les requeˆtes visuelles en textuelles, et obtiennent de nou-
velles requeˆtes textuelles. Ensuite, ils appliquent des techniques textuelles
pour traiter les requeˆtes textuelles initiales et les nouvelles requeˆtes tex-
tuelles construites a` partir des requeˆtes visuelles. Enfin, ils fusionnent les
re´sultats obtenus.
D’autres travaux proposent d’enrichir la requeˆte textuelle initiale par des
termes construits a` partir d’une requeˆte image [176].
– Utilisation des techniques Latent Semantic Analysis (LSA) :
quelques travaux ont tente´ d’utiliser la technique LSA pour combiner les
caracte´ristiques visuelles et textuelles. T. Westerveld [288] a applique´ la
technique LSA aux informations issues des deux modalite´s. La conclusion
e´tait que la combinaison a` travers LSA n’est pas toujours plus perfor-
mante que l’utilisation se´pare´e de l’une ou de l’autre des techniques. Les
auteurs dans [264], [300] ont montre´ aussi que la combinaison d’images et
de texte a` travers LSA n’est pas toujours efficace et que son utilite´ n’est
pas concluante. Un autre travail assez re´cent, combinant la recherche vi-
suelle et textuelle a` travers LSA, est propose´ dans [20]. Ce travail contredit
les pre´ce´dents et montre l’inte´reˆt de combiner les deux approches.
3.7.2 Quelques prototypes de recherche d’images multi-
modale sur le Web
Plusieurs syste`mes de recherche d’images sur le web ont e´te´ re´alise´s. La
plupart de ces syste`mes sont base´s sur la combinaison des deux techniques : la
recherche d’images par le contexte et la recherche d’images par le contenu [191]
[171]. Un e´tat de l’art de´taille´ sur la recherche d’images sur le web est propose´
dans [147]. Nous citons dans ce qui suit quelques uns de ces syste`mes :
– WebSeek [254] : ce syste`me permet de chercher des images et des vide´os
sur le Web. Avant la phase de recherche, les images et les vide´os sont
classe´es par the`me. Cette classification est base´e sur l’analyse des URLs
des pages contenant les images. Un catalogue d’images est ensuite construit,
il contient une taxonomie et un dictionnaire.
La taxonomie est une repre´sentation hie´rarchique qui catalogue les termes
extraits des URLs par the`me (sport, astronomie, etc.) et sous-the`mes
(football, ski, plane`tes, e´toiles, etc.). Le dictionnaire permet d’e´tablir des
liens entre les termes qui partagent le meˆme sujet.
L’utilisateur lance une requeˆte textuelle, et WebSeek lui renvoie une
premie`re liste de re´sultats base´e sur le catalogue construit. L’utilisateur
peut par la suite affiner les re´sultats par re´ordonnancement textuel (via
requeˆtes SQL) ou visuel (via requeˆtes image exemple). Pour le raffine-
ment textuel, le syste`me continue a` regarder dans son catalogue, et pour
le raffinement visuel, le syste`me re´ordonne les re´sultats en se basant sur
la similarite´ avec l’image requeˆte (histogramme de couleurs, attributs
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d’images ou attributs de vide´o).
L’utilisateur peut aussi naviguer librement dans le catalogue construit.
– WebSeer [29], [88] : ce syste`me utilise le contenu de l’image et le texte
associe´ pour indexer les images. Il est conc¸u pour distinguer entre les pho-
tographies et les dessins en se basant sur certain tests de caracte´ristiques
de contenu des images. En effet, l’utilisateur lance sa requeˆte textuelle
accompagne´e de quelques attributs de l’image cherche´e comme les di-
mensions, la taille du fichier, le type (photo ou dessin) et les couleurs
dominantes. De plus, si l’utilisateur cherche des personnes, il peut indi-
quer le nombre de visages et la taille du portrait. WebSeer commence la
recherche des images a` travers le texte de leur page HTML qui doit conte-
nir au moins un terme de la requeˆte, ensuite, les re´sultats sont ordonne´s
selon le poids de ces termes et selon les attributs propose´s.
– ImageRover [155], [243], [244] : c’est un syste`me de recherche d’images
sur le Web qui est base´ sur la combinaison de recherche textuelle et vi-
suelle des images. Il utilise la technique LSI (Latent Semantic Indexing)
pour repre´senter le contenu textuel de la page HTML contenant l’image,
ainsi que des histogrammes des couleurs, des histogrammes d’orientations
et la direction de la texture pour repre´senter le contenu de l’image. Le
syste`me ImageRover traite les requeˆtes textuelles ainsi que les requeˆtes
par images exemples. Selon les auteurs, chaque type de requeˆte (mots-cle´s
ou images exemples) a une utilite´ limite´e, et ceci parce que d’une part,
il est difficile d’assigner des mots-cle´s uniforme´ment et exhaustivement
aux images, et d’autre part, il est difficile de de´terminer la combinai-
son convenable de mesures de similarite´ pour une recherche particulie`re.
ImageRover utilise la re´injection de pertinence comme une solution de ce
proble`me. En effet, l’utilisateur commence par fournir une requeˆte tex-
tuelle, et ensuite il peut raffiner les re´sultats en utilisant des requeˆtes
textuelles, requeˆtes par exemple ou la combinaison des deux.
– GoogleImage [11] : c’est l’une des extensions les plus populaires du mo-
teur de recherche Google. Elle permet de retrouver des photographies,
des illustrations et des graphiques sur une base d’index comprenant plus
d’un milliard de documents. Le principe est le meˆme que la recherche sur
des documents textes. GoogleImage ne traite que les requeˆtes textuelles,
il analyse le texte de la page qui entoure l’image, le nom de l’image et de
nombreux autres crite`res.
Une fois que les re´sultats sont affiche´s, l’utilisateur peut affiner encore
sa requeˆte en pre´cisant la taille, le type de contenu (portrait, dessins au
trait,...) et la couleur. La figure 3.8 montre les re´sultats d’une interroga-
tion ”papillon” limite´s aux dessins au trait.
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Figure 3.8 – Dessins au trait de ”papillon” en utilisant GoogleImage
3.8 Evaluation de la recherche d’images
Il existe plusieurs plateformes et plusieurs cadres pour l’e´valuation des tech-
niques de recherche d’images, que ce soit par contexte ou par contenu.
ImageCLEF, par exemple, a commence´ pour la premie`re fois dans la cam-
pagne CLEF (Cross Language Evaluation Forum) en 2003. Les taˆches et les
objectifs d’ImageCLEF ne cessent d’e´voluer afin de couvrir diffe´rentes taˆches de
la recherche d’images. Pour l’anne´e 2009 par exemple, 5 taˆches sont propose´es :
– Recherche d’images dans des collections photographiques : c’est la taˆche
adhoc de recherche d’images, le but ici est d’e´valuer la recherche multi-
lingue d’images dans des collections photographiques ge´ne´rales comme le
cas du Web.
– Recherche d’images dans des collections me´dicales : cette taˆche ressemble
un peu a` la premie`re taˆche sauf qu’ici, les images sont extraites d’un
domaine spe´cifique qui est le domaine me´dical.
– Annotation des images me´dicales : l’objectif de cette taˆche est d’explorer
et d’e´tudier l’utilisation des techniques d’annotation se´mantique auto-
matique afin d’extraire les informations se´mantiques des images a` partir
d’une collection d’apprentissage compose´e d’images me´dicales peu an-
note´es.
– Annotation d’images et vision robotique : cette taˆche est organise´e pour la
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premie`re fois en 2009, elle consiste a` utiliser des caracte´ristiques visuelles
pour de´tecter la localisation d’un robot mobile a` travers des images prises
avec une came´ra associe´e.
– Recherche d’images dans la collection MMWikipedia : c’est la taˆche MMI-
mage d’INEX 6 qui a e´te´ transfe´re´e en 2008 vers CLEFImage. Le but est
d’e´valuer les approches de recherche mono-media et cross-media, et ceci en
combinant les e´vidences de plusieurs modalite´s. Des syste`mes de recherche
base´e-contenu et des syste`mes de recherche base´e-contexte peuvent eˆtre
e´value´s dans cette taˆche.
INEX-Multimedia est un autre cadre d’e´valuation de la recherche d’images.
Il permet l’e´valuation de la recherche d’images dans le contexte des documents
structure´s. La taˆche INEX-Multimedia sera de´taille´e dans la section 4.5.1 du
chapitre suivant.
3.9 Conclusion
Nous avons pre´sente´ dans ce chapitre un aperc¸u ge´ne´ral de la recherche
d’images. Nous avons e´galement pre´sente´ les diffe´rentes approches de recherche
d’images : la recherche base´e sur le contexte, la recherche base´e sur le contenu
et la combinaison des deux.
Dans la recherche d’images par le contexte, nous avons mentionne´ que l’utili-
sation d’autres facteurs que le texte entourant l’image est envisageable et que
parmi ces facteurs nous trouvons la structure des documents. L’exploitation de
ce facteur pour la recherche multimedia en ge´ne´ral et la recherche d’images en
particulier est de´taille´e dans le chapitre suivant.





L’utilisation de la structure des documents a montre´ son inte´reˆt dans la
recherche purement textuelle comme nous l’avons vu dans le chapitre 2. Les
travaux de recherche sur la recherche multimedia, et plus pre´cise´ment la re-
cherche d’images, ont donc cherche´ a` exploiter cette information structurelle
des documents. Bien e´videmment, la structure des documents n’est pas une
information venant de l’image elle meˆme, mais plutoˆt une information de son
contexte. Les travaux que nous pre´senterons dans ce chapitre font donc partie
de la recherche d’images par le contexte que nous avons de´ja` de´taille´e dans la
section 3.5 du chapitre 3.
Ce chapitre est organise´ comme suit : nous commenc¸ons par pre´senter la
proble´matique de la Recherche Multime´dia Structure´e (RMS). Ensuite, nous
abordons les diffe´rentes approches de la RMS divise´es en deux courants prin-
cipaux : les approches classiques adapte´es a` la RMS (section 4.3) et les ap-
proches spe´cifiques a` la RMS (section 4.4). Enfin, nous de´taillons la campagne
d’e´valuation INEX taˆche Multimedia (section 4.5) qui comporte deux sous-
taˆches : MultimediaFragments et MultimediaImages. Cette dernie`re est migre´e
en 2008 dans ImageCLEF sous le nom WikipediaMM.
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4.2 Enjeux et proble´matique de la recherche
multime´dia structure´e
Comme nous l’avons mentionne´ dans le chapitre 2, dans le cas de docu-
ments semi-structure´s comme les documents XML, l’utilisateur peut exprimer
sa requeˆte soit par de simples mots-cle´s (requeˆtes oriente´es contenu), soit en
ajoutant des contraintes de structure pour mieux raffiner les re´sultats (requeˆtes
oriente´es contenu et structure). Ces deux types de requeˆtes sont valables aussi
pour la recherche multimedia structure´e. Nous les appelons respectivement
requeˆtes multime´dia oriente´es contenu et requeˆtes multime´dia oriente´es contenu
et structure.
Deux diffe´rences existent entre les requeˆtes exprime´es pour une recherche tex-
tuelle et les requeˆtes exprime´es pour une recherche multimedia. La premie`re est
que d’autres informations peuvent eˆtre e´galement fournies par l’utilisateur dans
les requeˆtes multime´dia oriente´es contenu et structure telles que des images
exemples. La deuxie`me diffe´rence est que des contraintes multime´dia doivent
toujours eˆtre pre´sentes dans les requeˆtes, c’est a` dire que les e´le´ments a` renvoyer
par le syste`me doivent toujours avoir une spe´cificite´ multimedia : soit ils sont
des e´le´ments multime´dia, soit ils sont contenus dans des e´le´ments multime´dia,
soit ils contiennent des e´le´ments multime´dia.
Nous de´signons par e´le´ment multimedia em l’e´le´ment contenant l’entite´
re´fe´rant le contenu de l’objet multimedia (en l’occurrence le nom de fichier), et
pouvant contenir aussi d’autres nœuds ayant des informations associe´es comme
les nœuds de description (caption).
La figure 4.1 pre´sente un exemple sur lequel nous conside´rons la requeˆte
”ville de Toulouse”. Ici, l’e´le´ment multimedia est l’e´le´ment figure. Ce dernier
est compose´ de deux autres e´le´ments contenant des informations spe´cifiques a`
l’image : nom-image et caption.
En regardant cet e´le´ment multimedia figure, ses descendants et ses anceˆtres,
il est possible qu’un anceˆtre (ou un descendant) tel que l’e´le´ment par soit plus
pertinent que l’e´le´ment multimedia figure. Dans la terminologie INEX 1, tous les
e´le´ments multimedia, leurs descendants et leurs anceˆtres sont appele´s fragments
multimedia FM (les e´le´ments FM1 a` FM8 sur la figure 4.1 sont des fragments
multimedia ). Nous utilisons e´galement cette terminologie dans ce me´moire.
La proble´matique de la RMS est aborde´e alors selon deux axes :
– dans le cas ou` l’utilisateur de´sire des e´le´ments multime´dia, la proble´matique
1. Initiative for the Evaluation of XML Retrieval. http ://inex.is.informatik.uni-
duisburg.de/ - Voir chapitre 2, section 2.8
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Figure 4.1 – Exemple d’e´le´ment Multime´dia/Fragment Multime´dia
est alors comment utiliser au mieux le contexte textuel et structurel pour
e´valuer des scores de pertinence pour les e´le´ments multime´dia.
– dans le cas ou` l’utilisateur de´sire un fragment multimedia pertinent, la
proble´matique est alors de calculer des scores de pertinence pour ces
fragments multime´dia et de de´terminer celui qui est le plus spe´cifique et
exhaustif a` renvoyer a` l’utilisateur.
Comme nous l’avons mentionne´ pre´ce´demment dans la section 3.5.1 du chapitre
3, de nombreuses approches ont utilise´ le contenu textuel et la structure pour
la recherche d’images dans le contexte du Web [106] [246] [114].
A notre connaissance, en ce qui concerne la recherche multime´dia dans des
documents structure´s de type XML, les premiers travaux ont e´te´ effectue´s dans
le contexte de la campagne d’e´valuation INEX, et plus pre´cise´ment dans la
taˆche multime´dia 2 ne´e en 2005.
La plupart des travaux pre´sente´s dans ce chapitre ont donc e´te´ propose´s dans
ce cadre. Les requeˆtes traite´es par les diffe´rents travaux sont ge´ne´ralement des
requeˆtes textuelles, mais il est possible qu’elles soient accompagne´es par des
requeˆtes images.
Les travaux propose´s dans le cadre de la RMS, peuvent eˆtre classe´s selon
deux cate´gories :
– les approches de recherche d’information existantes (telles que des ap-
proches dans le cadre de recherche d’information structure´e ou bien dans
2. Cette taˆche est de´taille´e dans la section 4.5
Chapitre 4. Recherche Multimedia structure´e 77
le cadre de recherche d’images par le contenu) adapte´es a` la RMS ;
– et les approches spe´cifiques a` la RMS, qui sont propose´es uniquement pour
trouver des e´le´ments ou des fragments multime´dia dans des documents
XML.
Ces deux types d’approches sont pre´sente´s respectivement dans les sections 4.3
et 4.4.
4.3 Approches de recherche d’information exis-
tantes adapte´es a` la RMS
Les techniques utilise´es dans ce type d’approches ne sont pas nouvelles, elles
s’appuient sur des techniques classiques utilise´es pour la recherche d’informa-
tion structure´e ou la recherche d’images adapte´es a` la recherche d’images dans
des documents semi-structure´s. Dans ce qui suit, nous de´taillons quelques unes
entre elles.
4.3.1 Combinaison de la recherche d’images base´e contenu
et de la recherche XML classique pour la RMS
De nombreux travaux dans le cadre de RMS ont propose´ de combiner des
re´sultats obtenus par une recherche d’images base´e sur le contenu et une re-
cherche textuelle structure´e. Ceci revient a` combiner line´airement les scores ob-
tenus par les deux recherches. Parmi ces travaux, citons [265], [186], [130], [159].
La plupart des re´sultats montrent que la fusion des deux approches de´graderait
les re´sultats par rapport a` l’utilisation seule de la recherche base´e-contexte. Les
auteurs dans [159] montrent e´galement que les caracte´ristiques de bas niveau
peuvent ame´liorer la recherche en filtrant ou re´ordonnant les re´sultats trouve´s
par une recherche contextuelle, mais pas pour faire une recherche entie`re.
4.3.2 Adaptation d’une recherche XML classique a` la
RMS via le filtrage des re´sultats
Une autre me´thode propose´e par l’e´quipe CWI/UTwente [272][290] consiste
a` utiliser une recherche textuelle classique base´e sur le mode`le de langage et
adapte´e a` la recherche structure´e en utilisant des fonctionalite´s XQuery. Plus
pre´cise´ment, les auteurs ont e´tudie´ l’impact de la taille des e´le´ments a` renvoyer
a` l’utilisateur. Pour cela, ils ont utilise´ plusieurs fac¸on pour introduire ce facteur
dans le calcul de score de pertinence et ils ont varie´ la granularite´ des e´le´ments
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re´sultats : documents entiers, e´le´ments de n’importe quel type, etc. Enfin, et
afin de respecter la spe´cificite´ multimedia, les re´sultats obtenus sont filtre´s en
ne gardant que les fragments contenant au moins une image. Aucun traitement
multimedia supple´mentaire n’est effectue´. Les meilleurs re´sultats retourne´s par
cette me´thode sont obtenus en ne renvoyant que des documents entiers.
D’une manie`re identique, les auteurs dans [152] proposent une approche
base´e sur un re´seau infe´rentiel inte´grant un mode`le de langage applique´ aux
e´le´ments et non aux documents. Cette approche est applique´e dans le cadre
multime´dia en utilisant les requeˆtes multime´dia oriente´es contenu et struc-
ture afin de renvoyer une partie du document compose´e d’image et de texte.
L’e´valuation de cette me´thode avec une petite collection (Lonely Planet d’INEX
Multimedia 2005 ) a montre´ son inte´reˆt, meˆme si des expe´rimentations avec une
plus grosse collection (telle que la collection Wikipedia d’INEX, Taˆche Multi-
media Fragment 2006-2007) seraient ne´cessaires.
4.4 Approches spe´cifiques a` la RMS
Parmi les premiers travaux propose´s utilisant la structure XML pour la re-
cherche d’e´le´ments multime´dia, citons celui de Z.Kong et al. [150] qui utilise la
structure (a` travers XPath) et les liens (a` travers XLink). L’objectif est d’exploi-
ter l’intersection entre l’information structurelle hie´rarchique et l’information
structurelle des liens pour la recherche d’objets multimedia. L’ide´e consiste a`
repre´senter l’e´le´ment multimedia en s’appuyant sur plusieurs facteurs :
– L’information structurelle hie´rarchique : trois types d’information tex-
tuelle associe´e sont utilise´es : le texte de la description (caption), le texte
le plus proche de l’e´le´ment multimedia et le texte provenant de la struc-
ture hie´rarchique. Ces trois sources d’information doivent cependant par-
ticiper diffe´remment dans la repre´sentation de l’image. Le texte de la
description doit par exemple participer de fac¸on plus importante.
– L’information structurelle des liens : en plus des informations textuelles
venant de la page contenant l’e´le´ment multimedia, les auteurs ont propose´
d’utiliser deux types de liens : (i) des liens existants entre l’e´le´ment mul-
timedia concerne´ et des e´le´ments textuels d’autres documents (ces liens
sont appele´s des liens textuels), le but d’utilisation de ces liens est d’aug-
menter la quantite´ d’information textuelle pour la description de l’image,
et (ii) les liens entre l’e´le´ment multimedia concerne´ et d’autres e´le´ments
multimedia du meˆme document ou d’autres documents (ces liens sont ap-
pele´s des liens multime´dia). Le nombre d’e´le´ments multimedia lie´s ainsi
que le score de chaque e´le´ment peuvent participer dans le score final de
l’e´le´ment multimedia concerne´. Les liens entre les e´le´ments multimedia
peuvent eˆtres des liens se´mantiques (cre´e´s par l’auteur) ou encore des
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liens de similarite´ visuelle construits automatiquement, ceci permet de
renvoyer des e´le´ments multimedia pertinents qui n’ont pas de texte as-
socie´ ou qui ne contiennent pas les termes de la requeˆte, mais plutoˆt qui
ont un contenu physique similaire a` une image ayant un contexte textuel
pertinent.
La figure 4.2 pre´sente un exemple d’informations structurelles hie´rarchiques























































































Figure 4.2 – Exemple des informations structurelles hie´rarchiques et des in-
formations structurelles des liens selon [150]
XPath est utilise´ comme suit : les trois sources d’information utilise´es pour
la repre´sentation de l’e´le´ment Fig1 sur la figure 4.2 sont :
– l’e´le´ment caption, qui pre´sente la description de l’image,
– les e´le´ments p1 (paragraphe avant) et p2 (paragraphe apre`s) pre´sentant
le texte le plus proche de l’e´le´ment multime´dia et enfin
– le texte des e´le´ments sec1 et article qui peut eˆtre conside´re´ comme l’in-
formation textuelle hie´rarchique de l’e´le´ment Fig1.
D’autre part, l’e´le´ment Fig1 est lie´ aux e´le´ments Fig8 et Fig9 car ces images
ont des caracte´ristiques de bas niveau similaires (des liens multime´dia). Enfin,
d’autres liens XLink peuvent lier l’e´le´ment Fig1 a` d’autres e´le´ments textuelles
d’autres documents (liens textuels). Cette me´thode, bien qu’inte´grant de nom-
breuses sources d’e´vidence contextuelles, n’a cependant pas e´te´ e´value´e par ses
auteurs.
Dans d’autres travaux, les meˆmes auteurs, Z.Kong et al., ont e´tendu et
e´value´ l’exploitation de l’information structurelle hie´rarchique de leur me´thode
[151] [153]. Ils divisent tout le contenu textuel du document XML en plusieurs
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granularite´s en se basant sur la structure hie´rarchique du document. Ces gra-
nularite´s sont appele´es re´gions et elles seront utilise´es par la suite comme des
repre´sentations des images afin que ces dernie`res puissent eˆtre recherche´es par
des requeˆtes textuelles.
Les diffe´rentes re´gions sont de´finies comme suit (Figure 4.3) :
– Re´gion de l’e´le´ment multimedia lui-meˆme : l’e´le´ment multimedia concerne´
et ses descendants textuels tel qu’une image et le contenu associe´ ;
– Re´gion des fre`res adjacents : cette re´gion est repre´sente´e par le texte le
plus proche de l’image tel que le texte des e´le´ments fre`res de l’e´le´ment
multimedia : par exemple le nœud qui le pre´ce`de et le nœud qui le suit
directement ;
– Re´gion du premier anceˆtre : le texte des autres e´le´ments fre`res de l’e´le´ment
multimedia, c’est a` dire les e´le´ments ayant le meˆme niveau hie´rarchique
que l’e´le´ment multimedia ;
– Re´gion du second anceˆtre : le texte des e´le´ments appartenant au second
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Figure 4.3 – Re´gions logiques de´finies dans [153]
L’indexation de ces re´gions a e´te´ base´e sur la ponde´ration standard tf ∗ idf ,
et la recherche sur le mode`le vectoriel. Le score final de l’image est e´value´ en
combinant les diffe´rentes re´gions qui participent a` la repre´sentation de l’image
avec diffe´rents degre´s.
Cette me´thode a e´te´ e´value´e avec une collection de´die´e a` la recherche adhoc
et non multimedia (collection IEEE d’INEX taˆche adhoc 2004). Par conse´quent,
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nous ne pouvons pas tirer de conclusions de´finitives sur son inte´reˆt dans la RMS
et nous ne pouvons la comparer ni avec les autres approches de la litte´rature, ni
avec nos propositions. Pour pallier cette limite, une e´valuation de la me´thode
avec de grosses collections de´die´es multimedia semble ne´cessaire. De plus, meˆme
si la me´thode exploite la structure verticale des documents, elle ne prend pas
en compte la distribution des e´le´ments contenus dans une meˆme re´gion (i.e. la
structure horizontale n’est pas utilise´e).
4.5 Evaluation de la recherche Multimedia struc-
ture´e : Campagnes d’e´valuations INEX et
ImageCLEF
Il existe plusieurs campagnes d’e´valuation de recherche multimedia (image/vide´o)
tels que TRECVid 3, ImageEval 4, ImageCLEF 5 et INEX Multimedia 6. Dans
ce qui suit, nous avons choisi de de´tailler la campagne INEX-MultiMedia com-
pose´e de deux sous-taˆches : la taˆche MultimediaFragments permet d’e´valuer
l’inte´reˆt de la structure dans la recherche multimedia (et plus pre´cise´ment la
recherche d’images) et la taˆche MultimediaImages a pour but l’e´valuation de
la recherche multi-modale des images. En 2008, la taˆche MultimediaImages a
migre´e vers ImageClef sous le nom deWikipediaMM, comme nous l’avons men-
tionne´ dans le chapitre pre´ce´dent.
4.5.1 Campagne INEX : taˆche Multimedia
Cette taˆche a dure´ trois ans dans la campagne d’INEX (2005, 2006, 2007).
Durant ces trois anne´es, deux corpus de documents et trois jeux de requeˆtes
ont e´te´ fournis. L’objectif principal de la taˆche est de renvoyer des fragments
multimedia (image ou image+texte) pertinents a` l’utilisateur.
4.5.1.1 INEX Multimedia 2005
Le corpus utilise´ pour la taˆche Multime´dia INEX 2005 [278] est base´ sur
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La collection compte 462 documents XML, chacun contient des informations
a` propos de vacances ou de destinations de voyage. La collection peut eˆtre
consulte´e en ligne a` l’adresse suivante : http ://www.lonelyplanet.com/worldguide/.
Elle contient des informations sur les pays, les re´gions et les grandes villes.
Pour chaque destination une introduction est donne´e, comple´te´e par des infor-
mations sur les transports, la culture, les grands e´ve´nements, les faits, et une
galerie d’images qui donne une impression du paysage. La figure 4.4 pre´sente
un exemple de document extrait de la collection LonelyPlanet. La spe´cificite´
de cette collection est que les images sont toutes incluses au meˆme endroit du
document, c’est a` dire que tous les e´le´ments images ont le meˆme parent (voir
Figure 4.4). Parmi les 25 requeˆtes propose´es dans la taˆche Multimedia 2005,
seules 19 ont e´te´ retenues pour l’e´valuation officielle. Les mesures d’e´valuation
utilise´es sont Precision@10, MAP et bpref.
<?xml version="1.0" encoding="UTF-8"?>














































Figure 4.4 – Exemple d’un document XML extrait de la collection Lonely-
Planet d’INEX Multimedia 2005
Le tableau 4.1 pre´sente certaines statistiques de la collection de documents
”LonelyPlanet”.
En 2006 et 2007, la taˆche Multimedia d’INEX [289] [273] a e´te´ divise´e en
deux sous-taˆches : taˆche MultimediaFragments et taˆche MultimediaImages.
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Tableau 4.1 – Statistiques sur la collection LonelyPlanet-INEX Multimedia
2005
Nombre total de documents 462
Nombre total d’images 2633
Nombre moyen d’images par document 6.7
Profondeur moyenne de la structure XML 4.73
Profondeur maximum de la structure XML 8
Nombre moyen de nœuds XML par document 440
4.5.1.2 INEX MultimediaFragment 2006 et 2007
Le corpus utilise´ pour les deux anne´es 2006 et 2007 est la collection Wi-
kipedia [74] compose´e de documents XML en anglais, ces documents pouvant
contenir ou non des images. La figure 4.5 montre un exemple d’un document
XML de la collection Wikipedia.
Le tableau 4.2 pre´sente les statistiques de cette collection.
Tableau 4.2 – Statistiques sur la collection Wikipedia XML - INEX
Nombre total de documents XML 659 388
Nombre total d’images 344 642
Nombre d’images uniques 246 730
Nombre moyen d’images par document 0.52
Profondeur moyenne de la structure XML 6.72
Nombre moyen de nœuds XML par document 161.35
D’autres sources d’e´vidence additionnelles sont fournies aux participants
pour les aider a` retrouver les informations pertinentes :
– Pour chaque image, des scores de classification pour 101 concepts diffe´rents
sont fournis par l’Universite´ d’Amsterdam [256]. L’apprentissage des clas-
sificateurs a e´te´ effectue´ par une annotation manuelle des donne´es vide´o
TRECVID [281] ;
– Des vecteurs de caracte´ristiques de bas niveaux pour chaque image ;
– Un syste`me CBIR 7 en-ligne permettant de retourner un ensemble d’images
similaires a` une image requeˆte.
Les requeˆtes fournies comportent cinq parties :
– <title> : compose´e de simples mots cle´s
7. http ://www.cs.rmit.edu.au/.






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.5 – Exemple d’un document XML extrait de la collection Wikipedia
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– <castitle> : en plus des mots cle´s, des conditions de structure sont
ajoute´es, la spe´cification NEXI [271] [270] est utilise´e pour exprimer ces
conditions structurelles.
– <description> : c’est la description de la requeˆte en langage naturel, c’est
a` dire des phrases e´crites pour mieux exprimer le besoin.
– <ontopic-keywords> et <offtopic-keywords> : ce sont des mots cle´s qui
peuvent eˆtre utilise´s pour de´sambigu¨iser la requeˆte et ame´liorer la re-
cherche.
– <mm-title> : images exemples de la collection (exprime´es avec le terme
”src”) ou bien concepts (exprime´s par le terme ”concept”) pouvant eˆtre
fournis pour aider a` trouver les fragments multimedia pertinents (un
exemple est fourni dans la figure 4.6). En 2006, cette partie e´tait incluse
dans <castitle>. En 2007, des images exemples qui ne sont pas dans la





































































































































































































































































































































































































































Figure 4.6 – Exemple d’une requeˆte multimedia Fragment d’INEX 2007
Les tableaux 4.3 et 4.4 listent respectivement quelques statistiques sur les
requeˆtes des taˆches Multimedia Fragments 2006 [289] et 2007 [274].
Tableau 4.3 – Statistiques des requeˆtes de la taˆche MMFragments 2006
Nombre de requeˆtes 9
Nombre moyen de termes dans <title> 2.7
Nombre de requeˆtes avec src 1
Nombre de requeˆtes avec concept 0
Nombre de requeˆtes avec src et concept a` la fois 0
Mesures d’e´valuation d’INEX-MMFragments 2006
La taˆche MMFragments d’INEX 2006 a e´te´ e´value´e selon la strate´gie ”tho-
rough”, c’est la taˆche noyau de la plupart des strate´gies de recherche XML.
Cette strate´gie suppose que l’utilisateur pre´fe`re tous les e´le´ments pertinents :
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Tableau 4.4 – Statistiques des requeˆtes de la taˆche MMFragments 2007
Nombre de requeˆtes 19
Nombre moyen de termes dans <title> 3.21
Nombre de requeˆtes avec <mm-title> 6
Nombre de requeˆtes avec src 2
Nombre de requeˆtes avec concept 4
Nombre de requeˆtes avec src et concept a` la fois 0
les syste`mes peuvent donc renvoyer des e´le´ments imbrique´s les uns dans les
autres. Le de´fi ici est de classer les e´le´ments imbrique´s les uns dans les autres
d’une fac¸on approprie´e.
Dans INEX-MMFragment 2006, le gain cumule´ (xCG) et l’effort pre´cision
(ep) sont utilise´s pour l’e´valuation des performances des syste`mes selon la
strate´gie ”thorough” [157]. La mesure xCG cumule les scores de pertinence
des e´le´ments de la liste des re´sultats. Etant donne´e une liste trie´e d’e´le´ments
xCG dans laquelle les identifiants des e´le´ments sont remplace´s par leur score de
pertinence, le gain cumule´ au rang i, note´ xCG[i], est calcule´ comme la somme





Par exemple, soit xGi =< 2, 1, 0, 1, 0, 0 > un vecteur de gain jusqu’au rang i.
Les valeurs de ce vecteur sont les scores de pertinence (scores de spe´cificite´)
des e´le´ments.
Le vecteur de gain cumule´ sera < 2, 3, 3, 4, 4, 4 >.
Pour chaque requeˆte, on calcule un vecteur de gain ide´al xCI a` partir de
la base de rappel, en cumulant les scores de pertinences des e´le´ments trie´s
par ordre de´croissant. Le xCG peut alors eˆtre compare´ au gain ide´al. Le xCG





Pour un rang donne´ i, le gain cumule´ nxCG[i] refle`te le gain relatif de l’utili-
sateur accumule´ jusqu’a` ce rang, compare´ a` ce qu’il aurait du atteindre si le
syste`me avait produit une liste trie´e optimale.





Ou` eideal est le rang pour lequel le gain cumule´ est atteint par la courbe ide´ale.
erun est le rang pour lequel le gain cumule´ est atteint par le syste`me.
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La valeur 1 correspond a` une performance ide´ale, pour laquelle l’utilisateur
effectue un minimum d’effort pour atteindre un niveau de gain donne´.
L’effort-pre´cision est calcule´ a` des points de gain-rappel arbitraires, ou` le gain-
rappel gr est la valeur du gain cumule´ divise´e par la valeur totale atteignable





avec n le nombre total de document pertinents.
L’effort-pre´cision a` une valeur donne´e de gain-rappel mesure l’effort d’un
utilisateur pour atteindre un gain relatif au gain total qu’il peut obtenir.
La moyenne non interpole´e MAeP (Mean Average Effort Precision) d’effort-
pre´cision est utilise´e pour moyenner les valeurs d’effort-pre´cision pour chaque
rang auquel un e´le´ment pertinent est renvoye´.
Mesures d’e´valuation d’INEX-MMFragments 2007
Dans INEX 2007, la taˆche MultimediaFragment est divise´e en trois strate´gies :
Focused, Relevant In Context et Best In Context. Le de´fi de la premie`re strate´gie,
Focused, est de trouver l’e´le´ment le plus exhaustif et spe´cifique a` la fois dans un
sous-arbre a` l’inte´rieur d’un document contenant des informations pertinentes.
Par conse´quent, le syste`me ne doit pas retourner des e´le´ments imbrique´s les
uns dans les autres. La deuxie`me strate´gie, Relevant In Context, consiste a` re-
tourner les e´le´ments pertinents classe´s par document a` l’utilisateur. Et enfin,
la troisie`me strate´gie, Best In Context, consiste a` retourner les documents avec
un seul point d’entre´e qui doit eˆtre le plus pertinent a` l’utilisateur.
Nous pre´sentons dans ce qui suit les mesures utilise´es pour l’e´valuation des
syste`mes selon la strate´gie Focused puisque c’est la strate´gie avec laquelle nous
pouvons e´valuer nos propositions. Deux mesures sont utilise´es : la pre´cision
interpole´e selon certains niveaux de rappel se´lectionne´s iP [x] et la moyenne de
ces pre´cisions interpole´es moyenne´es MAiP selon 101 niveaux de rappel [142].
L’inte´reˆt de ces mesures est d’e´valuer la pertinence des fragments de document
et pas du document entier. Pour cela, le rappel et la pre´cision ne sont pas
calcule´s en terme de nombre de documents mais plutoˆt en terme de quantite´
d’information exprime´e graˆce au nombre de caracte`res.
– Pre´cision interpole´e selon quatre niveaux de rappel se´lectionne´s :
iP [jR], j ∈ [0.00, 0.01, 0.05, 0.1]
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ou` pi est la partie du document assigne´e au rang i (avec i <= r) dans la
liste de re´sultats Lq des parties de documents retourne´es par un syste`me
de recherche pour une requeˆte q.
rsize(pr) est la taille du texte pertinent contenu dans pr en nombre de
caracte`res (ce texte est de´termine´ graˆce aux jugements de pertinence qui
contiennent le bon e´le´ment avec sa taille) et size(pr) est la taille totale
du texte contenu dans pr en nombre de caracte`res.






ou` Trel(q) est la quantite´ totale du texte pertinent pour une requeˆte q.




max1≤r≤|Lq |(P [r] ∧R[r] ≥ x) si x ≤ R[|Lq|]
0 si x ≻ R[|Lq|]
(4.7)
ou` R[|Lq|] est le rappel pour tous les documents restitue´s.
La mesure officielle utilise´e pour comparer les diffe´rents syste`mes est
iP[0.01].
– Moyenne des pre´cisions moyennes interpole´es selon 101 ni-
veaux de rappel (MAiP ).








ou`Aip est la pre´cision moyenne interpole´e, elle est obtenue par la moyenne








4.5.1.3 INEX MultimediaImages 2006 et 2007
Le but de cette taˆche est de renvoyer des images pertinentes avec leurs me´ta-
donne´es pour une requeˆte donne´e. Le corpus utilise´ ici est la collection Wiki-
pediaMM construite a` partir de la collection principale Wikipedia. Chaque do-
cument est compose´ d’une seule image avec quelques me´tadonne´es. Le nombre
de documents de cette collection est 171 900. La figure 4.7 pre´sente un exemple
d’un document de cette collection (image+me´tadonne´es).
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Figure 4.7 – Un document de la collection WikipediaMM
La collection principale Wikipedia peut eˆtre e´galement utilise´e dans cette
taˆche (voir section 4.5.1.2). Les autres sources d’e´vidences de´crites dans le para-
graphe pre´ce´dent peuvent e´galement eˆtre utilise´es. Les requeˆtes de cette taˆche
ont la meˆme forme que celles de la taˆche MMFragments. Le tableau 4.5 donne
des statistiques a` propos les requeˆtes de la taˆcheMultimediaImages pour l’anne´e
2007 [274]. Les mesures d’e´valuations officielles sont MAP et bpref .
Tableau 4.5 – Statistiques des requeˆtes de la taˆche MMimages 2007
Nombre de requeˆtes 20
Nombre moyen de termes dans <title> 2.35
Nombre de requeˆtes avec <mm-title> 10
Nombre de requeˆtes avec src 7
Nombre de requeˆtes avec concept 6
Nombre de requeˆtes avec src et concept a` la fois 3
Cette taˆche a ensuite migre´e vers la campagne ImageCLEF sous le nom
WikipediaMM. La collection utilise´e dans cette taˆche est identique a` la collec-
tion MMWikipedia d’INEX taˆche MultimediaImage. 75 nouvelles requeˆtes ont
e´te´ construites. Le tableau 4.6 pre´sente des statistiques a` propos les requeˆtes
de cette taˆche en 2008. La mesure officielle est la mesure MAP .
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Tableau 4.6 – Statistiques des requeˆtes de la taˆche MMWiki 2008
Nombre de requeˆtes 75
Nombre moyen de termes dans <title> 2.64
Nombre de requeˆtes avec des images 43
Nombre de requeˆtes avec des concepts 45
Nombre de requeˆtes avec des images et des concepts a` la fois 28
Nombre de requeˆtes avec seulement une description textuelle 15
4.6 Conclusion
Nous avons pre´sente´ dans ce chapitre les diffe´rents travaux de la recherche
multimedia en ge´ne´ral et la recherche d’images en particulier dans des docu-
ments semi-structure´s de type XML. Deux types d’approches sont effective-
ment mises en œuvre. Le premier concerne les approches existantes dans la
litte´rature de recherche d’information qui ont e´te´ adapte´es a` la recherche mul-
time´dia structure´e. L’objectif de ces approches n’est pas l’e´valuation de l’utili-
sation de la structure a` la recherche multime´dia mais davantage l’e´valuation de
la combinaison de recherche base´e contenu et recherche base´e texte en recherche
multime´dia XML ainsi que l’e´valuation d’adaptation des syste`mes de recherche
XML classique a` la recherche multime´dia. Dans ce type d’approches, meˆme si
les deux notions de structure et multime´dia existent, elles ne permettent pas
d’e´tudier l’impact effectif de la structure sur la recherche multime´dia. Le se-
cond concerne celles qui visent a` e´valuer l’exploitation de la structure dans la
recherche multime´dia. A notre connaissance, Z.Kong et M.Lalmas [150] [151]
[153] sont les premiers et les seuls a` avoir propose´ une telle approche. Cepen-
dant, leur approche pre´sente les limites suivantes : seule la structure verticale
entre l’e´le´ment multime´dia et ses anceˆtres est utilise´e, la structure entre les
anceˆtres de l’e´le´ment multime´dia et leurs descendants ne l’est pas, alors que
nous pensons que ceci permet de de´finir mieux la pertinence des e´le´ments mul-
time´dia. De plus, l’approche a e´te´ e´value´e sur une petite collection ce qui rend
cette e´valuation peu significative.
Dans la suite de notre me´moire, nous pre´sentons notre contribution pour
la recherche contextuelle multimedia dans des documents semi-structure´s. Nos
propositions visent a` montrer l’inte´reˆt de la structure des documents dans la
recherche des media autre que le texte, et tentent d’apporter une solution aux
limites des approches existantes pour la recherche multimedia structure´e.
Deuxie`me partie
Proposition et e´valuation




Nous avons pre´sente´ dans le chapitre 3 les approches de la recherche mul-
time´dia en ge´ne´ral (en prenant l’exemple des images) en les divisant en deux
cate´gories : les approches base´es sur le contenu physique des objets multi-
media, et les approches base´es sur le contexte des objets multime´dia. Nous
avons e´galement mis en e´vidence quelques limites pour chacune de ces deux
cate´gories, lie´es en particulier au proble`me du fosse´ se´mantique qui existe entre
la repre´sentation de l’image (que ce soit une repre´sentation visuelle ou contex-
tuelle) et son interpre´tation se´mantique.
Avec les e´volutions des documents (liens, structure, etc.) et des besoins
en information, les me´thodes existantes pour la recherche multimedia par le
contexte doivent eˆtres re´vise´es et adapte´es. Dans notre cas, nous nous inte´ressons
a` la structuration des documents, conside´re´e comme assez re´cente (apparue de-
puis une dizaine d’anne´es seulement). De ce fait, nous avons montre´ dans le
chapitre 2 que la structure des documents permet d’ame´liorer les performances
de la recherche textuelle dans des documents de type XML.
L’objectif de cette deuxie`me partie de ce me´moire est alors d’e´tudier et e´valuer
l’impact de la structure sur la recherche multime´dia.
A notre connaissance, peu de travaux existent sur la recherche d’e´le´ments
multimedia dans des documents structure´s ou semi-structure´s (voir chapitre
4). La majorite´ des approches existantes actuellement ont e´te´ principalement
propose´es dans le cadre de la campagne d’e´valuation INEX Multimedia ou` les
e´le´ments multime´dia sont des images et les documents semi-structure´s sont
de type XML. Ces approches n’ont pas exploite´ la structure spe´cifiquement
pour la recherche multimedia : quelques unes ont adapte´ des techniques de
recherche XML classique a` la recherche multimedia telles que la combinaison
de la recherche XML classique avec la recherche d’images base´e sur le contenu
physique [265] [186] [130] [159], ou bien encore le filtrage des re´sultats d’une
recherche XML classique (sans aucune spe´cificite´ multime´dia) en ne gardant que
les e´le´ments posse`dant une spe´cificite´ multime´dia [272][290]. En ce qui concerne
les me´thodes spe´cifiques a` la RMS, la seule proposition est celle de Z.Kong et.
al. [150] [151] [153], et la me´thode propose´e utilise partiellement la structure
des documents, plus pre´cise´ment, seule la structure verticale entre l’e´le´ment
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multimedia et ses anceˆtres est prise en compte. Meˆme si cette approche a
montre´ son inte´reˆt sur une petite collection, il paraˆıt ne´cessaire de l’e´valuer
avec de grosses collections.
En conclusion, les travaux de la litte´rature en RMS n’ont pas clairement
montre´ l’inte´reˆt de la prise en compte de la structure. Nous souhaitons, dans le
cadre de cette the`se, mieux explorer l’impact de la structure en recherche mul-
timedia structure´e, en e´tudiant notamment l’inte´reˆt d’utiliser toutes les sources
d’e´vidence (les informations de la structure), et en e´valuant nos propositions
sur des collections volumineuses.
Nous proposons, dans la suite de me´moire, deux approches permettant la
recherche des e´le´ments multimedia (tels que des images) et une approche pour
la recherche des fragments multimedia, compose´s d’e´le´ments multimedia et de
texte (image et texte).
Meˆme si les approches propose´es peuvent eˆtre applique´es a` n’importe quel
type de me´dia puisqu’elles sont base´es uniquement sur le contexte de l’objet
multimedia et non son contenu physique, nous avons choisi de les e´valuer avec
le cas des images pour deux raisons : (1) d’une part, l’image est le me´dia (autre
que le texte) le plus utilise´ et le plus simple a` inte´grer dans les documents
nume´riques, (2) et d’autre part, a` notre connaissance, les seules collections
existantes actuellement et permettant l’e´valuation de l’exploitation de la struc-
ture pour la recherche multimedia sont des collections compose´es de documents
XML avec des images (cas d’INEX Multimedia et de CLEFImage).
Nous de´crivons ces approches selon le type de recherche effectue´e.
Recherche d’e´le´ments multimedia
Nous rappelons que le but de cette recherche est de trouver des e´le´ments
multimedia telles que des images. Ces e´le´ments seront classe´s selon leur score de
pertinence calcule´ graˆce a` l’information textuelle et structurelle des documents.
Nous avons propose´ deux approches pour re´pondre a` cette proble´matique.
– La premie`re, appele´e CBA (Children, Brothers, Ancestors), utilise les in-
formations porte´es par les nœuds fils, fre`res et anceˆtres pour l’e´valuation
de la pertinence des e´le´ments multimedia. Pour cela, nous supposons que
des scores de pertinence sont de´ja` calcule´s pour ces nœuds. Cette ap-
proche est base´e sur l’exploitation implicite du contexte parce que les
informations textuelles et structurelles sont principalement utilise´es par
le syste`me de recherche XML classique (similaire a` ceux de´crits dans le
chapitre 2). Cette approche est une simple adaptation des mode`les de RIS
classiques a` la recherche d’images. Cependant, les performances de cette
me´thode restent fortement lie´es a` la performance du syste`me de recherche
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de base. Cette approche est de´taille´e dans le chapitre 5.
– La deuxie`me, appele´e OntologyLike, repose sur une analogie entre une
ontologie et l’arbre du document XML. Plus pre´cise´ment, elle est ins-
pire´e des mesures de similarite´ se´mantique entre les concepts de l’on-
tologie. Notre objectif est d’exploiter ces mesures, base´es sur les liens
hie´rarchiques entre concepts, pour e´valuer la pertinence d’un nœud mul-
time´dia, en s’appuyant dans ce cas sur les liens structurels du document.
Cette approche est base´e sur l’exploitation explicite du contexte com-
pose´ de l’information textuelle et structurelle des documents pour la re-
cherche multimedia. L’utilisation du contexte est dite explicite parce que
la me´thode utilise directement le texte et la structure du document. Cette
approche est de´crite dans le chapitre 6.
Recherche de fragments multimedia
Dans ce type de recherche, le besoin utilisateur n’est pas un e´le´ment mul-
timedia, mais plutoˆt un fragment multime´dia. Le de´fi ici est de se´lectionner le
fragment le plus pertinent a` renvoyer a` l’utilisateur.
L’approche que nous proposons dans ce cadre s’appuie sur l’une des me´thodes
CBA ou OntologyLike. Plus pre´cise´ment, nous tentons d’identifier, en nous
basant sur le voisinage de l’e´le´ment multime´dia (descendants, anceˆtres), les
fragments multimedia pertinents. Ceci revient a` calculer un score aux frag-
ments potentiels en propageant les scores des e´le´ments multime´dia vers le haut
(anceˆtres) et vers le bas (descendants).
Enfin, cette approche a e´te´ e´value´e sur des collections standards issues des cam-
pagnes d’e´valuation INEX 2006 et INEX 2007. Cette approche est de´taille´e dans





contexte : Me´thode CBA
5.1 Introduction
Dans ce chapitre, nous pre´sentons notre premie`re approche pour la recherche
d’e´le´ments multimedia. Cette approche peut eˆtre inte´gre´e dans n’importe quel
syste`me de recherche XML classique.
La repre´sentation d’un document XML sous forme arborescente sert de base
a` notre proposition. L’arbre d’un document XML nous permet de construire
une repre´sentation pour chaque nœud multimedia a` travers les autres nœuds
internes. Pour cela, nous nous basons sur le principe que tous les nœuds internes
(nœuds autres que les nœuds feuilles, voir chapitre 1, section 2.2.3) posse`dent
de´ja` un score de pertinence calcule´ graˆce a` un syste`me de recherche XML
classique. Ensuite, nous proposons d’utiliser les scores des nœuds qui nous
semblent les plus repre´sentatifs pour le nœud multimedia afin de lui assigner
un score de pertinence.
Ce chapitre est organise´ comme suit : nous pre´sentons tout d’abord nos
motivations (section 5.2), ensuite nous de´taillons notre approche (section 5.3)
et nous discutons son e´valuation dans le cadre d’INEX ainsi que les re´sultats
obtenus (section 5.4). L’e´valuation a e´te´ effectue´e avec trois collections de test :
MMFragment d’INEX 2006 et 2007 et WikipediaMM d’ImageCLEF 2008.
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5.2 Motivations
De nombreux travaux ont propose´ d’adapter des me´thodes de recherche
existantes a` la recherche multimedia structure´e. Cependant ces adaptations
pre´sentent certaines limites :
– Quelques approches ont propose´ de combiner les scores des e´le´ments re-
trouve´s par une recherche XML de base et par une recherche d’images par
contenu [265] [186] [130] [159]. Cette combinaison, comme nous l’avons
mentionne´ dans le chapitre pre´ce´dent, n’est pas effective en terme de per-
formance, de plus, la recherche d’images par contenu n’est pas toujours
possible puisque les requeˆtes peuvent eˆtre exprime´es seulement par du
texte.
– D’autres approches ont propose´ de filtrer les e´le´ments retrouve´s par une
recherche XML de base en ne gardant que ceux ayant une spe´cificite´ mul-
timedia [272][290]. Pour le cas de la recherche des e´le´ments multimedia
comme des images, les scores seront e´value´s de la meˆme manie`re que les
autres e´le´ments internes. Ces approches ne prennent en compte aucune
e´vidence lie´e a` l’e´le´ment multimedia recherche´. La seule e´tape ou` l’image
intervient est dans le retour des re´sultats : seuls les e´le´ments de ce type
sont renvoye´s.
Pour notre part, nous proposons une approche de recherche d’e´le´ments multi-
media base´e sur les techniques existantes, mais contrairement aux approches de
filtrage qui s’arreˆtent a` ce stade, nous calculons pour chaque e´le´ment multime-
dia un score de pertinence approprie´ en utilisant les informations pertinentes
les plus proches.
5.3 Exploitation implicite du contexte textuel
et structurel pour la recherche d’e´le´ments
multime´dia
Comme nous l’avons mentionne´ dans le chapitre 2, un document XML peut
eˆtre repre´sente´ sous forme d’arbre ou` la racine est le document, les nœuds
internes sont les nœuds repre´sentant les e´le´ments ou les attributs, et les nœuds
feuilles sont les nœuds contenant les valeurs : textes, re´fe´rence externe, etc.
En se basant sur cette repre´sentation, un e´le´ment non-textuel peut eˆtre
e´value´ a` travers les autres nœuds qui l’entourent, et par conse´quent, il peut
eˆtre retrouve´ a` travers des requeˆtes textuelles. Afin de calculer un score de
pertinence pour chaque nœud multime´dia, nous proposons d’utiliser les scores
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des autres nœuds internes, calcule´s a` l’aide d’un syste`me de recherche XML
classique. Les informations textuelles et structurelles sont alors exploite´es im-
plicitement a` travers les nœuds internes pour l’e´valuation des scores des nœuds
multimedia. La structure est exploite´e principalement par le syste`me de re-
cherche structure´e de base utilise´ dans la me´thode, et c’est pour cela que nous
conside´rons cette utilisation comme implicite.
Le principe de notre approche, pre´sente´ dans [10], [5] et [1], est le suivant :
– Un syste`me de recherche XML classique est utilise´ pour assigner un score
de pertinence pour chaque nœud du document 1. Graˆce a` cette e´tape,
nous pouvons re´duire notre domaine de recherche aux nœuds multime-
dia appartenant aux documents pertinents (c’est a` dire aux documents
contenant des nœuds ayant un score > 0 calcule´s par le syste`me de RIS).
– Afin d’e´valuer la pertinence de chaque nœud multimedia, nous proposons
d’utiliser les nœuds les plus proches ayant un score de pertinence non nul.
Les sources d’e´vidence utilise´es sont les nœuds fils (Children), les nœuds
fre`res (Brothers) et les nœuds anceˆtres (Ancestors). Nous appelons cette
approche CBA (figure 5.1).
Element multimedia (em)
Noeud interne ayant un
























Figure 5.1 – Utilisation des nœuds fils, fre`res et anceˆtres pour la repre´sentation
de l’e´le´ment multimedia em
L’intuition que nous avons derrie`re le choix de ces nœuds est la suivante :
– Les nœuds fils peuvent contenir des informations spe´cifiques aux e´le´ments
multimedia comme la le´gende et le nom de fichier pour le cas des images.
– L’utilisation des nœuds fre`res est justifie´e par le fait qu’ils ont une proba-
bilite´ plus grande que les autres nœuds de partager le meˆme the`me que
l’e´le´ment multimedia.
– Et enfin, l’utilisation des nœuds anceˆtres permet de prendre en compte le
contexte du document. Si le document posse`de au moins un nœud interne
1. Le syste`me utilise´ dans ces travaux est le syste`me XFIRM de´crit dans le chapitre
2, section 2.7.2
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pertinent, alors la racine du document aura un score non nul.
Nous de´taillons dans ce qui suit la manie`re dont ces diffe´rents scores sont
calcule´s.
5.3.1 Calcul du score des nœuds fils, fre`res et anceˆtres
Nous proposons de calculer les scores des trois sources d’e´vidence de la
meˆme manie`re pour chaque e´le´ment multimedia emk du document. Pour cela,
nous de´signons par Ek une des trois sources d’e´vidence de emk, c’est a` dire que
la source d’e´vidence Ek peut eˆtre les nœuds fils, les nœuds fre`res ou bien les
nœuds anceˆtres de l’e´le´ment multimedia emk.
Le score de chaque source d’e´vidence Ek est fonction :
– Du score de chaque nœud ej,k de Ek calcule´ par le syste`me de recherche
XML classique (SSys.XML(ej,k)) ayant une valeur > 0 : dans notre cas, ce
score est calcule´ avec le syste`me XFIRM [238] a` travers la propagation et
l’agre´gation des informations textuelles pertinentes a` la requeˆte contenues
dans chaque nœud ej,k.
– D’un ratio R afin de prendre en compte le nombre d’e´le´ments de chaque
source d’e´vidence. Le ratio R peut eˆtre fonction du nombre total de
nœuds de Ek (1/|Ek|), ou bien du du nombre de nœuds pertinents de
Ek (|RelEk|) et du nombre de nœuds non pertinents de Ek (ayant un
score nul : |RelEk|=|Ek|-|RelEk|).
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Nous appelons la premie`re e´quation R−moy (Eq.5.2) puisqu’elle repre´sente
la moyenne de la pertinence des nœuds de la source d’e´vidence Ek, la deuxie`me
e´quation R− PNP (Eq.5.3) puisque le ratio est base´ sur le nombre de nœuds
pertinents et non pertinents de Ek, et enfin la troisie`me e´quation R − PTot
(Eq.5.4) puisque le ratio consiste a` diviser le nombre de nœuds pertinents par
rapport au nombre total de nœuds de Ek.
5.3.2 Calcul du score final d’un e´le´ment multime´dia
Le score final de chaque e´le´ment multimedia emk est calcule´ selon une com-
binaison line´aire des scores des trois sources d’e´vidence. La combinaison line´aire
est suˆrement le moyen le plus simple pour combiner les scores, d’autres types
de combinaisons sont envisageables [87] [280] [283] [251].
La formule 5.5 est utilise´e apre`s la normalisation des scores par le score maxi-
mum des nœuds de chaque source d’e´vidence.
S(emk) = p1 ∗ S
Norm(Ck) + p2 ∗ S
Norm(Bk) + p3 ∗ S
Norm(Ak) (5.5)
Avec Ek = {Ck, Bk, Ak} et Ck est l’ensemble des nœuds fils, Bk est l’en-
semble des nœuds fre`res et Ak est l’ensemble des nœuds anceˆtres. p1, p2 et
p3 sont trois parame`tres utilise´s permettant la variation de l’importance des
diffe´rentes sources d’e´vidence avec p1+p2+p3=1.
5.3.3 Algorithme de la me´thode CBA
Dans ce qui suit, nous pre´sentons dans le Tableau 5.1 l’algorithme ge´ne´ral
de l’approche CBA. Elle permet a` partir d’une requeˆte textuelle de retourner
une liste d’e´le´ments multimedia trie´s selon leur pertinence. L’e´tape 1 de l’algo-
rithme concerne l’e´valuation des scores pour les nœuds internes des documents
contenant les e´le´ments multimedia. L’e´tape 2 de l’algorithme consiste a` cal-
culer pour chaque e´le´ment multimedia du document son score de pertinence.
Ce dernier est comme nous l’avons mentionne´, fonction des scores des fils, des
fre`res et des anceˆtres de l’e´le´ment multimedia.
5.4 Evaluation de la me´thode CBA
Dans cette partie, nous discutons de l’e´valuation de l’approche CBA pour
la recherche d’e´le´ments multime´dia. Avant de pre´senter nos re´sultats, nous
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Entre´es : q : une requeˆte textuelle soumise par l’utilisateur
Sorties : LEM = {(em1;S(em1)), (em2;S(em2)), ..., (emn;S(emn))} : la liste des
e´le´ments multimedia pertinents selon la me´thode CBA.
Etape1 : Calcul du score des nœuds internes des documents XML
avec un syste`me de recherche XML classique
Entre´es : q la requeˆte soumise par l’utilisateur
Sorties : NI = {(ni1;S(ni1)), (ni2;S(ni2)), ..., (nim;S(nim))} est l’ensemble
des nœuds internes ni ayant un score S(ni) > 0 selon le syste`me de recherche
XML classique.
Etape2 : Calcul des scores des e´le´ments multimedia
Soit DP = {di/∃nij ∈ NI} l’ensemble des documents pertinents contenant
les nœuds internes pertinents et des nœuds multime´dia.
pour di ∈ DP faire
Soit EMdi = {emk/emk ∈ di} l’ensemble des e´le´ments multimedia contenus
dans le document di
pour emk ∈ EMdi faire
*Calcul du score partiel de emk selon les nœuds fils :
Soit Ck = RelCk ∪RelCk l’ensemble des nœuds fils de emk pertinents
et non pertinents,
RelCk = {(cj,k;S(cj,k))/cj,k ∈ NI} l’ensemble des nœuds fils pertinents
RelCk = {(cj,k; 0)/cj,k /∈ NI} l’ensemble des nœuds fils non pertinents




; |Ck|; |RelCk|; |RelCk|)
* Calcul du score partiel de emk selon les nœuds fre`res :
Soit Bk = RelBk ∪Relk l’ensemble des nœuds fre`res de emk pertinents
et non pertinents,
RelBk = {(bj,k;S(bj,k))/bj,k ∈ NI} l’ensemble des nœuds fre`res pertinents
RelBk = {(bj,k; 0)/bj,k /∈ NI} l’ensemble des nœuds fre`res non pertinents




; |Bk|; |RelBk|; |RelBk|)
* Calcul du score partiel de emk selon les nœuds anceˆtres :
Soit Ak = RelAk ∪RelAk l’ensemble des nœuds anceˆtres de emk pertinents
et non pertinents,
RelAk = {(aj,k;S(aj,k))/aj,k ∈ NI} l’ensemble des nœuds anceˆtres pertinents
RelAk = {(aj,k; 0)/aj,k /∈ NI} l’ensemble des nœuds anceˆtres non pertinents




; |Ak|; |RelAk|; |RelAk|)
fin pour
fin pour
* Calcul du score final de emk
Soit EM =
⋃
i/di∈DP EMdi l’ensemble de tous les e´le´ments multimedia
pertinents issus des documents pertinents a` la requeˆte q




S(emk) = p1 ∗ S
Norm(Ck) + p2 ∗ S
Norm(Bk) + p3 ∗ S
Norm(Ak)
p1, p2 et p3 sont des parame`tres de combinaison des scores partiels de
l’image tels que p1 + p2 + p3 = 1
fin pour
Tableau 5.1 – Algorithme de la me´thode CBA
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de´taillons brie`vement les modalite´s d’e´valuation utilise´es dans nos expe´rimentations.
5.4.1 Evaluation de la me´thode CBA selon la campagne
INEX Multimedia
5.4.1.1 Modalite´s d’e´valuation
Nous avons e´value´ la me´thode CBA en utilisant les collections INEX 2006
et 2007 utilise´es dans la taˆche Multimedia [289] [273]. Plus pre´cise´ment, nous
avons utilise´ les collections de la sous-taˆche MultimediaFragments en adaptant
la base de jugements de pertinence a` la recherche d’e´le´ments multimedia (et
non de fragments multimedia).
Le corpus utilise´ pour les deux anne´es 2006 et 2007 est la collection Wiki-
pedia [74], de´crite dans le chapitre 4, section 4.5.1.2. Nous rappelons e´galement
que nous disposons de 9 requeˆtes pour la collection de test 2006 et de 19 pour
celle de 2007.
5.4.1.1.1 Jugements de pertinence et mesure d’e´valuation
Concernant les jugements de pertinence, nous avons construit une nouvelle
base compose´e seulement d’images pertinentes (Qrels-Images) a` partir de la
base de jugement de pertinence originale, c’est a` dire a` partir des jugements
de pertinence de fragments multimedia. L’e´valuation des re´sultats est effectue´e
avec la mesure MAP.
5.4.1.1.2 Jugements de pertinence des images
La base de jugements de pertinence des images construite a` partir des juge-
ments de pertinence officiels d’INEX, appele´e Qrels-Images, permet d’e´valuer
la recherche d’e´le´ments images. Elle ne contient donc que des e´le´ments images.
Cependant, lors de sa construction, un proble`me a e´te´ souleve´ : pendant la
phase de jugement de pertinence de la collection de la campagne d’e´valuation
INEX, des fragments multime´dia ont e´te´ juge´s pertinents alors que l’image cor-
respondante n’est pas visible (l’entite´ image du document XML re´fe´rence un
fichier image qui n’existe pas). Or selon la de´finition de la taˆche Fragment-
Multimedia [273], ces fragments ne peuvent pas eˆtre correctement juge´s et ne
devraient pas eˆtre inclus dans les re´ponses envoye´es par les participants.
Les jugements de pertinence ne sont donc pas cohe´rents avec la de´finition de
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la taˆche MultimediaFragment. Par conse´quent, afin de re´duire le biais engendre´
par ce proble`me, nous avons filtre´ les deux fichiers de jugements de pertinence
(celui d’INEX 2006 et celui d’INEX 2007) en ne gardant que les images visibles
(images existantes effectivement dans la collection).
De ce fait, deux versions de la base de rappel sont donc re´alise´es : une
(Qrels-Images) en gardant toutes les images (visibles et non visibles), et une
autre (Qrels-Images-Filtre´e) en filtrant les images non visibles.
Apre`s le filtrage, environ 39% et 49% des images sont respectivement sup-
prime´es pour INEX Multimedia Fragment 2006 et 2007.
Les diffe´rentes expe´rimentations ont e´te´ donc effectue´es en utilisant les
deux bases (Qrels-Images et Qrels-Images-Filtre´e) pour montrer l’impact de
ce proble`me sur les re´sultats.
5.4.1.2 Parame`trage du syste`me XFIRM
Le syste`me de recherche XML classique utilise´ dans nos expe´rimentations
est le syste`me XFIRM [238] de´crit dans le chapitre 2, section 2.7.2. Pour
toutes les expe´rimentations re´alise´es, nous avons utilise´ les meilleurs parame`tres
du syste`me XFIRM selon la taˆche adhoc d’INEX 2006. Plus pre´cise´ment, les
meilleures valeurs de α et ρ de XFIRM en 2006 (resp. 2007) sont respectivement
0.1 (resp. 0.3) et 0.9 (resp. 1).
5.4.1.3 Evaluation de l’utilisation d’une seule source d’e´vidence
Afin d’e´tudier l’impact de chaque source d’e´vidence Ek dans le calcul de per-
tinence des images, nous les avons, dans un premier temps, e´value´es se´pare´ment
(Ek = {nœuds fils, nœuds fre`res , nœuds anceˆtres}={Ck, Bk, Ak}).
Nous rappelons que trois e´quations ont e´te´ propose´es pour le calcul du score
de chaque source d’e´vidence utilise´e pour de´terminer la pertinence d’un e´le´ment
multime´dia. Ces trois e´quations, R−moy (Equation 5.2), R−PNP (Equation
5.3) et R − PTot (Equation 5.4) sont toutes fonction des scores des e´le´ments
ej,k de la source d’e´vidence Ek, assigne´s par le syste`me XFIRM, et du ratio R.
En comple´ment, et afin de mesurer l’impact du facteur ratio R, nous avons
e´galement assigne´ a` chaque source d’e´vidence de l’image un score sans utiliser le
ratio (R=1 dans l’e´quation 5.1), c’est a` dire en fonction des scores des e´le´ments
ej,k assigne´s par le syste`me XFIRM seulement (S
XFIRM(ej,k)). L’e´quation est







Dans tous les tableaux de re´sultats, nous avons compare´ statistiquement
les re´sultats obtenus par les trois e´quations ayant un ratio R avec l’e´quation
quand R = 1. Nous avons assigne´ (+) si on obtient une ame´lioration significa-
tive et (-) si on obtient une de´gradation des re´sultats. Le test statistique que
nous avons utilise´ est le test signed-rank de Wilcoxon qui est la contrepartie
non-parame´trique du t-test parame´trique de Student. Il permet de calculer la
valeur de significativite´ p ∈ [0, 1] qui estime la probabilite´ que la diffe´rence
entre deux me´thodes est due au hasard. La diffe´rence est conside´re´e statisti-
quement significative (resp. tre`s significative) si p < 0.1 (resp. p < 0.05) [127].
Dans ce me´moire, les re´sultats sont suivis par le signe * quand p < 0.1 et **
quand p < 0.05.
Les tableaux 5.2 et 5.3 pre´sentent les re´sultats obtenus, en utilisant une
seule source d’e´vidence a` chaque fois, respectivement pour les collections de
test 2006 et 2007, et ceci selon la base filtre´e et non filtre´e. Pour chaque source
d’e´vidence, le score est calcule´ avec les quatre e´quations (R = 1, R − moy,
R− PNP et R− PTot).
Tableau 5.2 – Re´sultats de l’utilisation d’une seule source d’e´vidence (2006)
Ek p1 p2 p3 R=1 R-moy R-PNP R-PTot
(Eq. 5.6) (Eq. 5.2) (Eq. 5.3) (Eq. 5.4)
MAP (Base non filtre´e)
Ck 1 0 0 0.3893 0.3893 0.3922 0.3969
Bk 0 1 0 0.2489 0.2469 0.2677 0.2649
Ak 0 0 1 0.2824 0.3044 (+)* 0.2834 0.2872 (+)**
MAP (Base filtre´e)
Ck 1 0 0 0.4166 0.4166 0.4162 0.4171
Bk 0 1 0 0.2869 0.3013 0.3165 (+)** 0.3164 (+)**
Ak 0 0 1 0.3291 0.3529 (+)* 0.3295 0.3387 (+)**
Alors que pour le jeu de requeˆtes 2006, les meilleures MAPs sont obtenues
en utilisant les nœuds fils (selon les quatre e´quations et les deux bases de per-
tinence : filtre´e et non-filtre´e), on observe l’effet inverse pour le jeu de requeˆtes
2007, ou` les nœuds fils n’ont pas donne´ les meilleures MAPs : ce sont les nœuds
anceˆtres qui ont permis d’avoir les meilleurs re´sultats.
Cette diffe´rence peut eˆtre explique´e par le vocabulaire des requeˆtes utilise´,
plus pre´cise´ment, la notion de termes spe´cifiques et ge´ne´riques des requeˆtes et
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Tableau 5.3 – Re´sultats de l’utilisation d’une seule source d’e´vidence (2007)
Ek p1 p2 p3 R=1 R-moy R-PNP R-PTot
(Eq. 5.6) (Eq. 5.2) (Eq. 5.3) (Eq. 5.4)
MAP (Base non filtre´e)
Ck 1 0 0 0.1622 0.1622 0.1658 0.1654 (+)*
Bk 0 1 0 0.1848 0.1771 0.1944 0.1950
Ak 0 0 1 0.2653 0.2654 (+)* 0.2608 (-)* 0.2682 (+)**
MAP (Base filtre´e)
Ck 1 0 0 0.1624 0.1624 0.1557 0.1603
Bk 0 1 0 0.1548 0.1529 0.1535 0.1548
Ak 0 0 1 0.2084 0.2029 0.2048 0.2100 (+)*
de la description des images peut jouer un roˆle de´terminant. En effet, si le voca-
bulaire des requeˆtes est spe´cifique (le besoin concerne un seul objet), les nœuds
fils seront suffisants pour repre´senter l’image puisqu’ils sont les plus spe´cifiques.
De manie`re inverse, si le vocabulaire des requeˆtes est ge´ne´ral (le besoin concerne
plusieurs objets), les informations spe´cifiques a` l’image (nœuds fils) ne seront
pas suffisantes pour repre´senter l’image, il faut chercher le texte au dessus
(nœuds anceˆtres) de l’image. Dans ce deuxie`me cas, le contexte du document
(nœuds anceˆtres) joue un roˆle pre´ponde´rant et permet une repre´sentation plus
approprie´e de l’image. La figure 5.2 pre´sente un exemple illustrant la relation
entre le vocabulaire de la requeˆte et la repre´sentation de l’image (spe´cifique ou
ge´ne´rale).
Selon cet exemple, si la requeˆte est exprime´e avec un vocabulaire ge´ne´ral
(”animal”), la repre´sentation de l’image par les nœuds les plus lointains (anceˆtres)
permet de retourner l’e´le´ment image correspondant a` chien.jpg. Par contre,
pour la meˆme requeˆte, la repre´sentation de l’image par les nœuds les plus
spe´cifiques (fils) ne permet pas de retourner cet e´le´ment image parce qu’ils ne
contiennent pas le terme animal. Pour une requeˆte spe´cifique telle que chien ber-
ger, la repre´sentation de l’image par les informations les plus spe´cifiques (nœuds
fils) permet de mieux juger de sa pertinence. La repre´sentation de cette image
par des informations plus ge´ne´riques (nœuds anceˆtres) soit ne permet pas de
retrouver l’image, soit permet de retrouver l’image avec un score relativement
faible par rapport a` celui obtenu par une repre´sentation spe´cifique.
Afin de ve´rifier cette proble´matique expe´rimentalement, nous avons effectue´
une analyse des re´sultats obtenus pour chaque requeˆte selon la base de per-
tinence non filtre´e. En prenant l’exemple d’une requeˆte compose´e de termes
spe´cifiques (Requeˆte 22 du jeu de requeˆtes 2006) : ”London bridge”, et d’une
requeˆte compose´e de termes ge´ne´riques (Requeˆte 528 du jeu de requeˆtes 2007) :
”skyscraper building tall towers”, nous constatons bien la diffe´rence entre ces
deux requeˆtes : la re´ponse de la premie`re requeˆte concerne un seul monument





































































































































Figure 5.2 – Illustration de la relation entre le vocabulaire de la requeˆte et le
vocabulaire de la source d’e´vidence utilise´e pour de´terminer la pertinence de
l’image
(et donc peut eˆtre compose´e par une seule image), alors que la re´ponse pour la
deuxie`me requeˆte concerne plusieurs monuments (et donc la re´ponse doit eˆtre
compose´e de plusieurs images diffe´rentes puisque le besoin n’est pas spe´cifie´
d’une fac¸on stricte). Le tableau 5.4 pre´sente les re´sultats pour les deux requeˆtes
selon la base non filtre´e et selon les quatre e´quations.
Les re´sultats observe´s confirment notre interpre´tation que les nœuds fils
permettent de mieux repre´senter l’image quand il s’agit d’une requeˆte spe´cifique
alors que la repre´sentation de l’image par les nœuds anceˆtres permet d’obtenir
la meilleure repre´sentation dans le cas d’une requeˆte ge´ne´rale.
A titre indicatif, nous avons de´termine´ manuellement le pourcentage de
requeˆtes spe´cifiques et ge´ne´rales pour le jeu de requeˆtes 2006 et 2007. Une
requeˆte est dite spe´cifique si sa re´ponse concerne un seul objet (par exemple
Tour Eiffel) et ge´ne´rale si sa re´ponse concerne plusieurs objets (par exemple
Zones touristiques a` Paris). Ces pourcentages, pre´sente´s dans le tableau 5.5,
valident nos conclusions.
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Tableau 5.4 – Comparaison des re´sultats d’une requeˆte spe´cifique et une requeˆte
ge´ne´rale (Base non filtre´e)
Ek p1 p2 p3 R=1 R-moy R-PNP R-PTot
(Eq. 5.6) (Eq. 5.2) (Eq. 5.3) (Eq. 5.4)
MAP-q22(S)
Ck 1 0 0 0.1738 0.1738 0.1622 0.1668
Bk 0 1 0 0.0798 0.0636 0.0903 0.0951
Ak 0 0 1 0.1124 0.1343 0.1106 0.1137
MAP-q528(G)
Ck 1 0 0 0.0670 0.0670 0.0670 0.0670
Bk 0 1 0 0.1486 0.1571 0.1790 0.1742
Ak 0 0 1 0.2185 0.2412 0.2158 0.2251
Tableau 5.5 – Pourcentage des requeˆtes spe´cifiques et ge´ne´rales pour le jeu de
requeˆtes 2006 et 2007
Jeu de test %requeˆtes spe´cifiques % requeˆtes ge´ne´rales
2006 56 44
2007 22 78
Les pourcentages obtenus valident nos conclusions.
Nous avons calcule´ par la suite les MAPs sur l’ensemble des requeˆtes spe´cifiques
et ge´ne´rales se´pare´ment, et ceci en utilisant seulement les nœuds fils ou seule-
ment les nœuds anceˆtres. Le tableau 5.6 pre´sente les re´sultats qui montrent
qu’il vaut mieux utiliser les nœuds fils des e´le´ments multimedia (informations
spe´cifiques) pour les requeˆtes spe´cifiques, et utiliser les nœuds anceˆtres des
e´le´ments multimedia (informations ge´ne´rales) pour les requeˆtes ge´ne´rales, et
ceci pour les deux jeux de test INEX 2006 et 2007.
Tableau 5.6 – MAP des requeˆtes spe´cifiques et ge´ne´rales pour le jeu de requeˆtes
2006 et 2007







De plus, en se basant sur cette classification de requeˆtes, nous avons cal-
cule´ la MAP en utilisant les nœuds fils pour les requeˆtes spe´cifiques et les
nœuds anceˆtres pour les requeˆtes ge´ne´rales. Nous avons obtenu pour INEX
2006 une MAP e´gale a` 0.4030 (au lieu de 0.3965) et pour 2007 une MAP
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e´gale a` 0.2815 (au lieu de 0.2682) d’ou` une ame´lioration des performances. Ces
re´sultats montrent donc que si nous pouvons classifier correctement les requeˆtes
en spe´cifiques et ge´ne´rales, et ensuite utiliser la source d’e´vidence approprie´e,
les re´sultats sont ame´liore´s.
Enfin pour conclure, en ce qui concerne les performances des e´quations de
calcul des sources d’e´vidence et en se basant sur les deux tableaux 5.2 et 5.3,
nous observons que dans la plupart des cas, l’utilisation des facteurs structurels
ame´liore les re´sultats par rapport a` R = 1. Plus pre´cise´ment, l’e´quation R −
tot paraˆıt la plus performante puisqu’elle a permis d’obtenir un nombre e´leve´
d’ame´liorations significatives.
5.4.1.4 Evaluation de l’utilisation de deux sources d’e´vidence
Nous e´valuons dans cette partie l’utilisation de deux sources d’e´vidence
parmi les trois pour calculer la pertinence des images, et ceci selon la base de
jugements sans et avec le filtrage des images non visibles.
Les tableaux 5.7 et 5.8 pre´sentent les re´sultats obtenus respectivement pour
les deux jeux de requeˆtes 2006 et 2007 selon les e´quations R = 1, R − moy,
R−PNP et R−PTot. Plusieurs valeurs de pi (i ∈ {1, 2, 3}) ont e´te´ conside´re´es,
nous nous contentons de pre´senter dans ces tableaux les meilleurs combinaisons
des deux sources d’e´vidence utilise´es.
Tableau 5.7 – Re´sultats de l’utilisation de deux sources d’e´vidence (2006)
Ek p1 p2 p3 R=1 R-moy R-PNP R-PTot
(Eq.
5.6)
(Eq. 5.2) (Eq. 5.3) (Eq. 5.4)
MAP (Base non filtre´e)
Ck +Bk 0.9 0.1 0 0.4081 0.4043 0.4152 0.4166
Ck +Ak 0.9 0 0.1 0.4218 0.4252
(+)*
0.4182 0.4249
Bk+Ak 0 0.6 0.4 0.2814 0.2999 0.3138 (+)** 0.3182 (+)**
MAP (Base filtre´e)
Ck +Bk 0.9 0.1 0 0.4080 0.4043 0.4152 0.4166
Ck +Ak 0.9 0 0.1 0.4624 0.4664 * 0.4607 0.4653
Bk+Ak 0 0.6 0.4 03288. 0.3548 (+)* 0.3691 (+)** 0.3753 (+)**
Nous remarquons d’apre`s ces tableaux que, pour le jeu de test 2006, les
meilleurs re´sultats sont obtenus en combinant les nœuds fils avec une autre
source d’e´vidence, et plus pre´cise´ment, en privile´giant fortement les nœuds fils
(p1=0.9). Cette interpre´tation est cohe´rente avec la conclusion pre´ce´dente : les
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Tableau 5.8 – Re´sultats de l’utilisation de deux sources d’e´vidence (2007)
Ek p1 p2 p3 R=1 R-moy R-PNP R-PTot
(Eq.
5.6)
(Eq. 5.2) (Eq. 5.3) (Eq. 5.4)
MAP (Base non filtre´e)
Ck +Bk 0.3 0.7 0 0.2163 0.2155 0.2210 0.2277 (+)*
Ck +Ak 0.2 0 0.8 0.2805 0.2861 0.2893 0.2871 (+)*
Bk+Ak 0 0.3 0.7 0.2780 0.2679 0.2741 0.2843 (+)**
MAP (Base filtre´e)
Ck +Bk 0.7 0.3 0 0.2039 0.2000 0.1942 0.2067
Ck +Ak 0.3 0 0.7 0.2306 0.2317 0.2254 0.2355 (+)*
Bk+Ak 0 0.3 0.7 0.2051 0.2073 0.2027 0.2065
nœuds fils sont les meilleurs pour de´terminer la pertinence des images quand
il s’agit des requeˆtes spe´cifiques.
De la meˆme manie`re, les meilleurs re´sultats, pour le jeu de test 2007, sont
obtenus en combinant les nœuds anceˆtres avec une autre source d’e´vidence,
et plus pre´cise´ment, en privile´giant fortement les nœuds anceˆtres (p3=0.7 ou
0.8). Cette interpre´tation est cohe´rente e´galement avec la conclusion tire´e de
l’utilisation d’une seule source d’e´vidence pour le jeu de requeˆtes 2007 : les
nœuds anceˆtres sont les meilleurs pour de´terminer la pertinence des images
quand il s’agit des requeˆtes ge´ne´riques.
Etudions maintenant l’impact de combiner deux sources d’e´vidence par rap-
port a` l’utilisation d’une seule source d’e´vidence. Le tableau 5.9 pre´sente les
pourcentages de gain obtenus en comparant les meilleurs re´sultats obtenus avec
deux sources d’e´vidence et les re´sultats obtenus avec une seule source d’e´vidence
(selon l’e´quation R-PTot).
Tableau 5.9 – Comparaison entre l’utilisation d’une seule source d’e´vidence et
deux sources d’e´vidence
Jeu de test 2006 2007
Ck + Ak/Ck Ck + Ak/Ak
Base non filtre´e +12% * +7% **
Base filtre´e +12% ** +7% **
Selon les deux bases de rappel (filtre´e et non filtre´e), nous constatons que
pour les deux jeux de requeˆtes 2006 et 2007, l’utilisation de deux sources
d’e´vidence est significativement meilleure que l’utilisation d’une seule source
d’e´vidence pour la recherche d’e´le´ments multimedia.
Enfin, concernant les e´quations utilise´es pour le calcul des scores des diffe´rentes
sources d’e´vidence permettant la repre´sentation de l’image, nous remarquons
d’apre`s les tableaux 5.7 et 5.8 que le rapport entre le nombre de nœuds perti-
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nents et le nombre total des nœuds dans chaque source d’e´vidence (R−Ptot),
permet d’obtenir les meilleurs re´sultats par rapport a` l’e´quation utilisant R = 1
et par rapport aux autres e´quations.
5.4.1.5 Evaluation de l’utilisation des trois sources d’e´vidence
Nous avons conclu dans le paragraphe pre´ce´dent que l’utilisation de deux
sources d’e´vidence ame´liore significativement les re´sultats par rapport a` l’utili-
sation d’une seule source d’e´vidence pour la recherche des e´le´ments multimedia.
Par conse´quent, nous e´tudions dans ce paragraphe l’utilisation des trois sources
d’e´vidence a` la fois pour de´terminer la pertinence des images, en variant le degre´
d’importance de chacune.
Les tableaux 5.10 et 5.11 pre´sentent les re´sultats les plus significatifs res-
pectivement pour les deux jeux de test 2006 et 2007, et ceci en utilisant les trois
sources d’e´vidence et selon les quatre e´quations R = 1, R−moy, R−PNP et
R− PTot. Les re´sultats sont pre´sente´s selon la base filtre´e et non filtre´e.
La premie`re remarque a` tirer de ces tableaux est que pour le jeu de test
2006, les meilleurs re´sultats (ceux en couleur grise) sont obtenus en privile´giant
les nœuds fils de l’image selon la base filtre´e et non filtre´e : la valeur de p1 (0.7,
0.8) est plus grande que les valeurs de p2 et p3.
L’inverse est remarque´ pour le jeu de test 2007, c’est a` dire que les meilleurs
re´sultats (ceux en couleur grise e´galement) sont obtenus en privile´giant les
nœuds anceˆtres de l’image et ceci e´galement selon le deux bases de jugements
de pertinence filtre´e et non filtre´e : la valeur de p3 (0.6, 0.7, 0.8) est plus grande
que les valeurs de p1 et p2.
Ces interpre´tations correspondent bien aux conclusions pre´ce´dentes : les nœuds
fils sont les meilleurs pour de´terminer la pertinence des images pour le jeu de
test 2006, et les nœuds anceˆtres sont les meilleurs pour le jeu de test 2007.
Comparons maintenant l’impact d’utiliser les trois sources d’e´vidence par
rapport a` l’utilisation d’une seule source d’e´vidence. Le tableau 5.12 pre´sente
les gains obtenus en comparant les meilleurs re´sultats obtenus par trois sources
d’e´vidence vis a` vis des meilleurs re´sultats obtenus par une seule source d’e´vidence.
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Tableau 5.10 – Re´sultats d’utilisation des trois sources d’e´vidence (2006)
Ek p1 p2 p3 Baseline R-moy R-PNP R-PTot
(Eq. 5.6) (Eq. 5.2) (Eq. 5.3) (Eq. 5.4)
MAP (Base non filtre´e)
Ck+Bk+Ak 0.33 0.33 0.33 0.3749 0.3853 0.3899 03969 (+)**
Ck +Bk + Ak 0.8 0.1 0.1 0.4193 0.4155 0.4201 0.4257
Ck +Bk + Ak 0.7 0.2 0.1 0.4185 0.4127 0.4141 0.4162
Ck +Bk + Ak 0.7 0.1 0.2 0.4131 0.4167 0.4182 0.4224 (+)*
Ck+Bk+Ak 0.1 0.8 0.1 0.3488 0.3366 0.3682 0.3717
Ck+Bk+Ak 0.1 0.7 0.2 0.3445 0.3515 0.3615 0.3717 (+)**
Ck+Bk+Ak 0.2 0.7 0.1 0.3631 0.3652 0.3774 0.3886 (+)**
Ck+Bk+Ak 0.1 0.1 0.8 0.3225 0.3462 0.3206 0.3288 (+)**
Ck+Bk+Ak 0.1 0.2 0.7 0.3270 0.3633 (+)* 0.3369 0.3344 (+)**
Ck+Bk+Ak 0.2 0.1 0.7 0.3436 0.3776 (+)* 0.3429 0.3538 (+)*
Ck+Bk+Ak 0.1 0.3 0.6 0.3274 0.3539 (+)* 0.3436 0.3581 **
Ck+Bk+Ak 0.3 0.1 0.6 0.3565 0.3849 0.3542 0.3629
MAP (Base filtre´e)
Ck+Bk+Ak 0.33 0.33 0.33 0.4095 0.4348 (+)* 0.4364 0.4414 (+)**
Ck +Bk + Ak 0.8 0.1 0.1 0.4636 0.4683 0.4576 0.4714
Ck +Bk + Ak 0.7 0.2 0.1 0.4573 0.4616 0.4581 0.4585
Ck +Bk + Ak 0.7 0.1 0.2 0.4508 0.4661 (+)** 0.4540 0.4661
Ck+Bk+Ak 0.1 0.8 0.1 0.3740 0.3720 0.4074 (+)* 0.4059 (+)**
Ck+Bk+Ak 0.1 0.7 0.2 0.3728 0.3914 0.4058 (+)** 0.4068 (+)**
Ck+Bk+Ak 0.2 0.7 0.1 0.3936 0.4029 0.4172 0.4227 (+)*
Ck+Bk+Ak 0.1 0.1 0.8 0.3676 0.3858 (+)* 0.3663 0.4059
Ck+Bk+Ak 0.1 0.2 0.7 0.3658 0.3950 0.3727 0.3779
Ck+Bk+Ak 0.2 0.1 0.7 0.3923 0.4115 (+)* 0.3832 0.3968
Ck+Bk+Ak 0.1 0.3 0.6 0.3638 0.3925 (+)** 0.3436 0.3988 (+)**
Ck+Bk+Ak 0.3 0.1 0.6 0.3983 0.4177 (+)* 0.3969 0.4035
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Tableau 5.11 – Re´sultats d’utilisation des trois sources d’e´vidence (2007)
Ek p1 p2 p3 Baseline R-moy R-PNP R-PTot
(Eq. 5.6) (Eq. 5.2) (Eq. 5.3) (Eq. 5.4)
MAP (Base non filtre´e)
Ck+Bk+Ak 0.33 0.33 0.33 0.2736 0.2664 0.2740 0.2778
Ck+Bk+Ak 0.8 0.1 0.1 0.2370 0.2380 0.2441 0.2423 (+)**
Ck+Bk+Ak 0.7 0.2 0.1 0.2355 0.2366 0.2459 0.2414 (+)**
Ck+Bk+Ak 0.7 0.1 0.2 0.2399 0.2417 0.2458 0.2492 (+)**
Ck+Bk+Ak 0.1 0.8 0.1 0.2386 0.2247 0.2511 0.2494 (+)*
Ck+Bk+Ak 0.1 0.7 0.2 0.2549 0.2426 0.2629 0.2603
Ck+Bk+Ak 0.2 0.7 0.1 0.2406 0.2368 0.2513 0.2507 (+)*
Ck +Bk + Ak 0.1 0.1 0.8 0.2872 0.2903 0.2938 0.2963 (+)*
Ck +Bk + Ak 0.1 0.2 0.7 0.2962 0.2965 0.2954 0.3022
Ck +Bk + Ak 0.2 0.1 0.7 0.2860 0.2888 0.2903 0.2974
Ck +Bk + Ak 0.1 0.3 0.6 0.2974 0.2882 0.2972 0.3008
Ck +Bk + Ak 0.3 0.1 0.6 0.2817 0.2829 (+)* 0.2858 0.2902 (+)*
MAP (Base filtre´e)
Ck+Bk+Ak 0.33 0.33 0.33 0.2227 0.2190 0.2084 0.2154
Ck+Bk+Ak 0.8 0.1 0.1 0.2087 0.2159 (+)* 0.2105 0.2131 (+)*
Ck+Bk+Ak 0.7 0.2 0.1 0.2072 0.2097 0.2133 0.2168 (+)**
Ck+Bk+Ak 0.7 0.1 0.2 0.2079 0.2145 (+)* 0.2138 0.2168 (+)**
Ck+Bk+Ak 0.1 0.8 0.1 0.1973 0.1848 0.1939 0.1942
Ck+Bk+Ak 0.1 0.7 0.2 0.2055 0.1912 (-)* 0.2002 0.2016
Ck+Bk+Ak 0.2 0.7 0.1 0.2033 0.1958 0.2004 0.2056
Ck +Bk + Ak 0.1 0.1 0.8 0.2286 0.2294 0.2160(-)* 0.2236
Ck +Bk + Ak 0.1 0.2 0.7 0.2242 0.2289 0.2176 0.2228
Ck +Bk + Ak 0.2 0.1 0.7 0.2294 0.2327 0.2240 0.2308
Ck +Bk + Ak 0.1 0.3 0.6 0.2258 0.2171 0.2149 * 0.2297
Ck +Bk + Ak 0.3 0.1 0.6 0.2304 0.2244 0.2277 0.2331
Tableau 5.12 – Comparaison entre l’utilisation d’une seule source d’e´vidence et
trois sources d’e´vidence
Jeu de test 2006 2007
Ck +Bk + Ak/Ck Ck +Bk + Ak/Ak
Base non filtre´e +7% * +13% **
Base filtre´e +13% * +11%
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Comme nous le remarquons, pour le jeu de requeˆtes 2006, l’ame´lioration
est statistiquement significative p < 0.1 ce qui implique que l’utilisation des
trois sources d’e´vidence conduit a` des re´sultats meilleurs que ceux obtenus par
l’utilisation seule des nœuds fils.
Pour le jeu de test 2007, l’ame´lioration est tre`s significative selon la base non
filtre´e (p < 0.05), et non significative selon la base filtre´e (p > 0.1). Cette
diffe´rence de significativite´ ne nous permet pas de tirer de conclusions de´finitives
pour le jeu de test 2007 sur l’inte´reˆt de l’utilisation des trois sources d’e´vidence
par rapport a` l’utilisation d’une seule source d’e´vidence.
En re´sume´, l’utilisation des trois sources d’e´vidence pour calculer la pertinence
de l’image ame´liore ge´ne´ralement les re´sultats par rapport a` l’utilisation d’une
seule source d’e´vidence.
De meˆme, comparons l’utilisation de deux sources d’e´vidence (Tableaux 5.7
et 5.8) par rapport a` l’utilisation des trois sources d’e´vidence (Tableaux 5.10
et 5.11) selon l’e´quation R-PTot par exemple. Cette comparaison est effectue´e
avec les meilleures combinaisons obtenues. Nous remarquons que les valeurs de
MAP sont quasiment les meˆmes en utilisant deux ou trois sources d’e´vidence et
ceci pour les deux jeux de test 2006 et 2007 quelque soit la base de jugements
de pertinence (filtre´e ou pas). De plus, le test statistiqueWilcoxon montre qu’il
n’y pas de diffe´rence significative entre les re´sultats obtenus avec deux sources
d’e´vidence et ceux obtenus avec trois.
En ce qui concerne les performances des e´quations pour le calcul des scores
des sources d’e´vidence, les meˆmes observations sont note´es, c’est a` dire que la
plupart des ame´liorations significatives obtenues par rapport a` l’utilisation de
R = 1 sont celles de l’e´quation R−Ptot. En conclusion, l’utilisation des facteurs
structurels dans l’e´quation de calcul des scores des sources d’e´vidence ame´liore
les re´sultats. Plus pre´cise´ment, utiliser le rapport entre le nombre de nœuds
pertinents et le nombre total des nœuds de la source d’e´vidence Ek (l’e´quation
R-PTot) est plus inte´ressant que les autres e´quations utilise´es.
5.4.1.6 Discussion : Qrels-Images Vs. Qrels-Images-Filtre´e
Nous comparons dans cette section les re´sultats de recherche d’images sans
et avec filtrage des images non visibles. Le but ici est de montrer l’impact de
conserver ou non des images non visibles. Le tableau 5.13 pre´sente les meilleurs
re´sultats obtenus pour les jeux de requeˆtes 2006 et 2007 selon la base filtre´e et
non filtre´e.
En comparant le comportement selon les deux collections de test 2006 et
2007, nous remarquons que le filtrage des images non visibles a amene´ a` une
ame´lioration des re´sultats pour le jeu de requeˆtes 2006, alors qu’il a amene´ a`
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Tableau 5.13 – Comparaison des re´sultats sans et avec filtrage des images non
visibles
Qrels MAP
Meilleur Res. 2006 (p1=0.8, p2=0.1,
p3=0.1, R− PTot)
Qrels-Images 0.4257
Meilleur Res. 2006 (p1=0.8, p2=0.1,
p3=0.1, R− PTot)
Qrels-Images-Filtre´e 0.4714
Meilleur Res. 2007 (p1=0.1, p2=0.2,
p3=0.7, R− PTot)
Qrels-Images 0.3022
Meilleur Res. 2007 (p1=0.2, p2=0.1,
p3=0.7, R− PTot)
Qrels-Images-Filtre´e 0.2331
une de´gradation des re´sultats pour le jeu de requeˆtes 2007. Ceci paraˆıt surpre-
nant puisque notre me´thode est base´e sur le contexte des e´le´ments multime´dia,
et du coup, que ce soit les images sont visibles ou non, ceci ne devait pas
pre´senter un grand proble`me pour notre approche. Toutefois, il est difficile de
tirer des conclusions de´finitives sur ce proble`me de filtrage des images non
visibles puisque le nombre de requeˆtes en 2006 est peu significatif (9 requeˆtes).
5.4.2 Evaluation de la me´thode CBA selon la campagne
ImageCLEF
Cette section pre´sente une e´valuation supple´mentaire de notre approche.
Les meˆmes expe´rimentations qu’avec les collections d’INEX 2006 et 2007 sont
re´alise´es ici. Nous pre´sentons ainsi les modalite´s d’e´valuation, les re´sultats ob-
tenus et enfin la comparaison de notre approche avec les approches des autres
participants a` la campagne.
5.4.2.1 Modalite´s d’e´valuation
Le but de la taˆcheWikipediaMM de ImageCLEF est de retourner les images
les plus pertinentes aux utilisateurs. La collection de base est compose´e de
documents XML contenant une seule image et ses me´ta-donne´es, et construite
a` partir de la collection principale Wikipedia. L’e´valuation de notre approche
avec cette seule collection n’est pas significative puisque ces documents ont une
structuration faible et homoge`ne (auteur, nom image et petite description).
Pour cela, nous avons utilise´ la collection principale Wikipedia pour traiter les
requeˆtes et renvoyer des images. Le nombre des requeˆtes de cette taˆche en 2008
est 75, et la mesure utilise´e est toujours MAP .
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Le syste`me de recherche XML classique utilise´ pour le calcul des scores des
nœuds internes est toujours le syste`me XFIRM avec les meˆmes parame`tres que
ceux de la taˆche INEX 2007 (c’est a` dire α =0.3 et ρ =1 ).
5.4.2.2 Re´sultats
Le tableau 5.14 pre´sente les re´sultats obtenus en utilisant une seule, deux ou
trois sources d’e´vidence selon les quatre e´quations : R = 1, R−moy, R−PNP
et R− PTot.
Tableau 5.14 – Re´sultats de l’utilisation d’une, deux ou trois sources d’e´vidence
(2008)
Ek p1 p2 p3 MAP 2008
R=1 R-moy R-PNP R-PTot
(Eq.
5.6)
(Eq. 5.2) (Eq. 5.3) (Eq. 5.4)
Ck 1 0 0 0.1175 0.1175 0.1057 (-)** 0.1119 (-)*
Bk 0 1 0 0.0533 0.0491 0.0520 0.0535
Ak 0 0 1 0.0943 0.0959 0.0943 0.0967 (+)**
Ck +Bk 0.8 0.2 0 0.1243 0.1247 0.1113 (-)* 0.1196
Ck + Ak 0.6 0 0.4 0.1341 0.1357 (+)* 0.1262 0.1330
Bk + Ak 0 0.2 0.8 0.0932 0.0897 0.0901 0.0943 (+)**
Ck+Bk+Ak 0.33 0.33 0.33 0.1189 0.1239 0.1186 0.1203
Ck+Bk+Ak 0.8 0.1 0.1 0.1311 0.1321 0.1195 0.1298
Ck+Bk+Ak 0.7 0.2 0.1 0.1308 0.1296 0.1193 0.1282
Ck+Bk+Ak 0.7 0.1 0.2 0.1318 0.1336 (+)** 0.1244 0.1310
Ck+Bk+Ak 0.6 0.1 0.3 0.1349 0.1345 0.1258 0.1361
Ck+Bk+Ak 0.5 0.1 0.4 0.1300 0.1321 0.1277 0.1318
Ck+Bk+Ak 0.1 0.8 0.1 0.0792 0.0718 (-) ** 0.0781 0.0795
Ck+Bk+Ak 0.1 0.7 0.2 0.0813 0.0766 (-) ** 0.0859 0.0816
Ck+Bk+Ak 0.2 0.7 0.1 0.0916 0.0820 0.0910 0.0899
Ck+Bk+Ak 0.1 0.1 0.8 0.1080 0.1070 0.1053 0.1098
Ck+Bk+Ak 0.1 0.2 0.7 0.1063 0.1044 0.1040 0.1093
Ck+Bk+Ak 0.2 0.1 0.7 0.1179 0.1183 0.1119 (-) ** 0.1186
Ck+Bk+Ak 0.1 0.3 0.6 0.1037 0.1030 0.1064 0.1075 (+)*
Ck+Bk+Ak 0.3 0.1 0.6 0.1222 0.1248 0.1140 (-) * 0.1230
La premie`re remarque a` noter concerne l’utilisation d’une seule source d’e´vidence
ou` nous constatons que la repre´sentation des images par les nœuds fils (Ck)
permet d’obtenir de meilleurs re´sultats par rapport a` l’utilisation des nœuds
fre`res (Bk) et des nœuds anceˆtres (Ak). Par conse´quent, l’utilisation des infor-
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mations spe´cifiques pour repre´senter les images est meilleure que l’utilisation
des informations ge´ne´riques. Comme explique´ pre´ce´demment dans l’e´valuation
avec la campagne d’e´valuation INEX-Multimedia, ceci peut eˆtre explique´ par
le fait que le pourcentage des requeˆtes spe´cifiques (59%) est plus grand que
le pourcentage des requeˆtes ge´ne´riques (41%) dans la collection WikipdiaMM
d’ImageClef.
En e´tudiant l’utilisation de deux sources d’e´vidence, les meilleurs re´sultats
sont obtenus en utilisant les nœuds fils et les nœuds anceˆtres (Ck + Ak), plus
pre´cise´ment, nous remarquons que l’utilisation des nœuds fils (Ck) avec une
autre source d’e´vidence (Bk ou Ak) donne toujours les meilleurs re´sultats,
ce qui correspond bien a` ce que nous avons de´ja` de´duit : pour le cas des
requeˆtes spe´cifiques, les meilleurs nœuds a` utiliser pour de´terminer la perti-
nence des images sont les nœuds fils puisqu’ils contiennent les informations les
plus spe´cifiques.
En comparant maintenant l’utilisation de deux sources d’e´vidence par rap-
port a` l’utilisation d’une seule source d’e´vidence selon l’e´quation R-PTot, nous
remarquons une ame´lioration de 7% en utilisant deux sources d’e´vidence (Ck +
Ak) par rapport a` l’utilisation d’une seule source d’e´vidence (Ck). Statistique-
ment, cette ame´lioration est tre`s significative (p < 0.05) ce qui confirme l’inte´reˆt
de l’utilisation de deux sources d’e´vidence pour de´terminer la pertinence des
e´le´ments multime´dia.
D’apre`s ce tableau e´galement et en observant les re´sultats obtenus avec les
trois sources d’e´vidence, nous constatons que les meilleurs re´sultats sont ob-
tenus avec p1 = 0.6, p2 = 0.1 et p3 = 0.3. Plus ge´ne´ralement, les meilleurs
re´sultats (ceux en couleur grise) sont obtenus en privile´giant fortement les
nœuds fils (p1 a une valeur plus grande que p2 et p3). Cette interpre´tation est
attendue parce que la plupart des requeˆtes sont spe´cifiques comme nous l’avons
indique´ pre´ce´demment. Nous remarquons e´galement que l’utilisation des nœuds
fre`res n’a pas montre´ son inte´reˆt : en privile´giant les nœuds fre`res (p2 a une
valeur plus grande que p1 et p3), les re´sultats se de´gradent significativement.
Nous comparons maintenant les re´sultats obtenus avec trois sources d’e´vidence
et ceux obtenus avec une seule ou deux sources d’e´vidence. Le tableau 5.15
pre´sente les gains obtenus selon l’e´quation R− Ptot (Eq.5.4).
Tableau 5.15 – Comparaison entre l’utilisation de trois sources d’e´vidence et
l’utilisation d’une seule ou deux sources d’e´vidence
Jeu de test Ck+Bk+Ak/Ck Ck+Bk+Ak/Ck+Ak
2008 +13% ** +6% **
Selon ce tableau, nous remarquons que l’utilisation des trois sources d’e´vidence
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a ame´liore´ significativement les re´sultats par rapport l’utilisation d’une seule
ou deux sources d’e´vidence.
Enfin, nous comparons la performance des trois e´quations R − moy, R −
PNP et R − PTot par rapport a` R = 1. Nous remarquons ainsi que les deux
e´quations R −moy et R − PNP de´gradent dans certains cas les re´sultats par
rapport a` la R = 1, alors que les meilleures ame´liorations significatives sont
obtenues avec l’e´quation R− Ptot.
En conclusion, cette interpre´tation confirme encore que l’e´quation R − PTot
est la meilleure pour calculer les scores des sources d’e´vidence. Ceci implique
finalement que l’utilisation des facteurs structurels ame´liore les performances
de la recherche mulime´dia.
5.4.2.3 Comparaison de notre approche avec les autres participants
L’objectif de cette section est de confronter nos re´sultats avec ceux obtenus
par les participants de WikipediaMM d’ImageCLEF 2008. Cette comparaison
est faite par rapport aux me´thodes de recherche contextuelle sans utilisation
d’autres techniques telles que la reformulation ou l’extension des requeˆtes.
Comme nous l’avons mentionne´ dans le chapitre 4, la collection fournie par
la taˆche WikipediaMM d’ImageCLEF 2008 est la collection de WikipediaMM
qui est construite a` partir de la collection principale Wikipedia. Pour cela,
nous avons de´cide´ de faire une recherche textuelle classique sur la collection
WikipediaMM et de combiner les re´sultats avec ceux obtenus par notre me´thode
CBA (SCBA(doc)) obtenus en utilisant la collection principale Wikipedia. Plus
pre´cise´ment, nous avons utilise´ pour la recherche textuelle classique la collection
de WikipediaMM et une version simple du syste`me XFIRM (SXFIRM(doc)) en
ignorant la structure (α = 1 et ρ = 1). Nous conside´rons les re´sultats obtenus
par cette recherche comme notre baseline. Pour la recherche avec la me´thode
CBA, nous avons utilise´ le meilleur re´sultat, obtenu en utilisant les facteurs
p1 = 0.6, p2 = 0.1 et p3 = 0.3 et l’e´quation R-PTot.
En ce qui concerne le type des e´le´ments renvoye´s, nous avons renvoye´ le nom du
document contenant l’image dans la collection WikipediaMM. Par conse´quent,
pour chaque document de la collection de WikipediaMM, nous avons calcule´ un
score de pertinence en fonction de l’e´quation suivante :
S(doc) = λ ∗ SCBA(doc) + (1− λ) ∗ SXFIRM(doc) (5.7)
Le tableau 5.16 pre´sente les valeurs de MAP obtenues en combinant la re-
cherche textuelle avec la version simple de XFIRM en utilisant la collection
WikipediaMM, et la recherche avec la me´thode CBA en utilisant la collection
principale Wikipedia.
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La premie`re remarque a` noter est que la Baseline permet d’obtenir des
re´sultats meilleurs que ceux obtenus avec la me´thode CBA. Ceci peut eˆtre ex-
plique´ par l’utilisation de deux collections diffe´rentes : la Baseline utilise une
collection homoge`ne et construite proprement (la collection fournie spe´cifiquement
pour la taˆche WikipediaMM ) et la me´thode CBA utilise une collection plus
ge´ne´rique et plus he´te´roge`ne (la collection Wikipedia).
Cependant, la combinaison des re´sultats obtenus par la Baseline et les
re´sultats obtenus par la me´thode CBA ame´liore les re´sultats (+21% par rap-
port Baseline et +42% par rapport CBA). Ceci montre ainsi que l’utilisation
de la structure aide a` ame´liorer les performances de recherche multimedia.
Comparons maintenant nos meilleurs re´sultats avec ceux obtenus par les
autres participants deWikipediaMM d’ImageCLEF 2008 selon la mesureMAP :
le tableau 5.17 compare les rangs et les MAPs, sachant que seules les ap-
proches de recherche par le texte et n’utilisant pas d’autres techniques (comme
la re´injection de pertinence) sont prises en conside´ration.
D’apre`s ce tableau, la combinaison des re´sultats de la Baseline et ceux de la
me´thode CBA nous permet d’avoir le huitie`me rang (Comb.Baseline.CBA.03).
La soumission ayant le premier rang (IRnNoCamel de l’universite´ d’Alicante(Espagne))
utilise un syste`me de recherche d’information textuelle base´ sur la recherche de
passages avec un module pour le traitement des noms des fichiers images.
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Tableau 5.17 – Classement de la me´thode CBA parmi les re´sultats officiels de
WikipediaMM d’ImageCLEF 2008 et selon MAP
Rang MAP Organisation Identifiant
1 0.2700 ualicante IRnNoCamel
2 0.2551 sztaki bp-acad-textonly
3 0.2528 cwi cwi-lm-txt
4 0.2493 cwi cwi-lm-lprior-txt
5 0.2453 curien LaHC-run01
6 0.2178 ualicante IRn
7 0.2166 chemnitz cut-txt-a
0.1962 Comb.Baseline.CBA.03
8 0.1918 imperial SimpleText
9 0.1996 imperial TextGeoContext
10 0.1996 imperial TextGeoNoContext2
11 0.1525 upeking zhou1
... ... ...
17 0.0399 utoulon LSIS-TXT-method1
5.5 Conclusion
Nous avons pre´sente´ dans ce chapitre une me´thode permettant la recherche
d’e´le´ments multimedia (images) dans des documents semi-structure´s, et ceci en
utilisant implicitement le contexte textuel et structurel de ces e´le´ments. L’ap-
proche propose´e est base´e sur la repre´sentation des documents XML sous forme
arborescente. Elle consiste a` repre´senter l’image par trois sources d’e´vidence :
les nœuds fils, les nœuds fre`res et les nœuds anceˆtres ayant un score de perti-
nence pre´-calcule´ par un syste`me de recherche XML classique (sans spe´cificite´
multimedia).
Les re´sultats de l’e´valuation de cette approche montrent qu’il y a une re-
lation entre le vocabulaire de la requeˆte et le vocabulaire de la repre´sentation
de l’image. En effet, l’utilisation des nœuds fils (contenant des informations
spe´cifiques pour l’image) permet de mieux repre´senter une image dans le cas
d’une requeˆte ayant un vocabulaire spe´cifique (les re´sultats pre´sentent un seul
objet comme ”Tour Eiffel”). Par contre l’utilisation des nœuds anceˆtres (conte-
nant des informations ge´ne´riques pour l’image) permet de mieux repre´senter
une image dans le cas d’une requeˆte ayant un vocabulaire ge´ne´rique (les re´sultats
pre´sentent un ensemble d’objets comme ”instruments de musique”).
De plus, nous avons montre´ que l’utilisation des trois sources d’e´vidence (nœuds
fils, nœuds fre`res, nœuds anceˆtres) est significativement meilleure que l’utilisa-
tion d’une ou deux sources d’e´vidence pour calculer le score de pertinence des
e´le´ments multime´dia.
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Meˆme si cette me´thode nous a permis de tirer quelques conclusions, elle
ne permet pas d’e´tudier par exemple l’impact du contexte structurel sur la
recherche d’e´le´ments multimedia par rapport au contexte purement textuel.
Nous proposons dans le chapitre suivant une autre approche qui exploite expli-
citement le contexte textuel et structurel, et permet la recherche des e´le´ments
multimedia sans pre´-calcul des scores des nœuds internes, c’est a` dire de fac¸on








Ce chapitre pre´sente une deuxie`me approche pour la recherche d’e´le´ments
multimedia tels que les images.
Comme nous l’avons mentionne´ pre´ce´demment, la me´thode CBA pre´sente´e
dans le chapitre 5 posse`de un certain nombre de limites :
– une forte de´pendance au syste`me de recherche XML textuel utilise´ pour
calculer des scores de pertinence pour les nœuds internes qui serviront au
calcul de pertinence de l’image ;
– l’utilisation implicite de l’information textuelle et structurelle, et donc
l’impossibilite´ d’e´tudier l’impact re´el de ces informations sur la recherche
multimedia ;
– le grand nombre de parame`tres lie´s au syste`me XML textuel (dans notre
cas le syste`me XFIRM) et a` la me´thode CBA elle-meˆme (p1, p2 et p3). De
nombreuses expe´rimentations sont ainsi ne´cessaires pour de´terminer les
meilleures performances du syste`me. Ceci influence par conse´quent sur la
stabilite´ du syste`me.
Afin de pallier ces inconve´nients, nous proposons dans ce chapitre une ap-
proche base´e sur l’ide´e que chaque nœud textuel du document posse`de une
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relation se´mantique avec l’e´le´ment multimedia, traduite par certains facteurs
dont la structure.
La repre´sentation arborescente d’un document XML nous permet de conce-
voir une analogie entre l’arbre de ce document XML et une simple ontologie
ou` les nœuds de l’arbre sont conside´re´s comme des concepts et la structure
hie´rarchique entre ces nœuds est conside´re´e comme la relation hie´rarchique
”est partie de”. En effet, les liens structurels dans un document XML peuvent
eˆtre conside´re´s comme des liens se´mantiques dans une ontologie : a` partir
d’un e´le´ment multime´dia, l’axe descendant ame`ne aux concepts plus spe´cifiques
(nœuds fils), l’axe ascendant ame`ne aux concepts plus ge´ne´riques (nœuds anceˆtres)
et les nœuds voisins sont les nœuds fre`res. Cette analogie entre un document
XML et une ontologie nous permet de nous inspirer de quelques mesures de
similarite´ se´mantique entre les concepts, [295] [121] [218], pour de´terminer une
mesure de´die´e au calcul du degre´ de participation de chaque nœud textuel a`
la pertinence de l’e´le´ment multimedia. Nous proposons ainsi d’utiliser tous les
nœuds textuels ayant un score > 0 des documents XML pour repre´senter les
e´le´ments multime´dia.
La proble´matique de cette approche est donc la de´finition d’une mesure
ade´quate permettant de mesurer la pertinence de l’e´le´ment multimedia en fonc-
tion de son contexte textuel et structurel vis-a`-vis de la requeˆte.
De meˆme que la me´thode CBA, l’approche de´crite dans ce chapitre est
base´e sur l’intuition suivante : les nœuds descendants contiennent les infor-
mations les plus spe´cifiques a` l’e´le´ment multimedia, les nœuds fre`res ont plus
de chance de partager le meˆme sujet avec l’e´le´ment multimedia et les autres
nœuds permettent de prendre en compte le contexte entier du document dans le
calcul de pertinence de l’e´le´ment multimedia. Cette intuition conduit a` de´finir
la contrainte suivante dans notre proposition : les nœuds textuels descendants
de l’e´le´ment multimedia doivent contribuer plus que les nœuds textuels des
nœuds fre`res, et ces derniers doivent contribuer plus que les nœuds textuels des
ascendants.
Dans ce chapitre, nous commenc¸ons par de´crire les motivations de notre
proposition (section 6.2). Nous de´taillons par la suite notre approche Ontolo-
gyLike (section 6.3). La section 6.4 pre´sente l’e´valuation de notre proposition
selon deux campagnes d’e´valuation : INEX-Multimedia et ImageCLEF. Enfin,
nous comparons les deux approches CBA et OntologyLike the´oriquement et
expe´rimentalement (section 6.5).
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6.2 Motivations : Mesures de similarite´ se´mantique
Dans la litte´rature sur les ontologies, deux types de mesures de similarite´
entre les concepts existent : les mesures de similarite´ par le Contenu Informatif
et les mesures de similarite´ par le nombre d’arcs.
6.2.1 Mesures de similarite´ par le Contenu Informatif
(CI )
Resnik est le premier a` introduire la notion du contenu informatif (CI) [219].
Cette notion est base´e sur l’utilisation conjointe d’une ontologie et d’un corpus.
Le contenu informatif d’un concept traduit la pertinence d’un concept dans le
corpus en tenant compte de la fre´quence de l’apparition des mots auxquels il
se re´fe`re ainsi que de la fre´quence d’apparition des concepts qu’il ge´ne´ralise. Le
contenu informatif se calcule par la formule suivante :
CI(C) = −log(p(C)) (6.1)
Avec p(C) est la probabilite´ qu’un mot du corpus soit une instance du concept
C, c’est a` dire un des mots re´fe´re´s par le concept C ou par un de ses descen-
dants.
Dans [219], la similarite´ se´mantique entre deux concepts est de´finie par la quan-
tite´ d’information qu’ils partagent. Cette information partage´e est e´value´e par
le contenu informatif de l’anceˆtre commun le plus petit (ACP). La similarite´
de deux concepts C1 et C2 est de´finie comme suit :
sim(C1, C2) = CI(ACP (C1, C2)) (6.2)
Ces mesures quantifient le fait que plus le contenu informatif partage´ par
deux concepts est e´leve´, plus ces concepts sont similaires, elles s’appuient
e´galement sur la structure taxonomique de l’ontologie. Le contenu informa-
tif d’un concept C est fonction de la probabilite´ d’occurrence (probabilite´
de pre´sence) des composantes de ce concept. Cette probabilite´ de´pend de la
fre´quence de ses composantes dans l’ensemble de l’ontologie. Parmi les travaux
qui proposent des mesures de similarite´s base´es sur le contenu informatif, nous
pouvons citer [187] [220] [136].
6.2.2 Mesures de similarite´ par le nombre d’arcs
Dites aussi mesures base´es sur les graphes, ces mesures sont base´es sur la
structure arborescente de la taxonomie, et s’appuient sur la propagation de
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l’activation (”spreading activation theory”) qui pose l’hypothe`se suivante : la
hie´rarchie des concepts est organise´e selon les lignes de similarite´ se´mantique.
Par conse´quent, des concepts de l’ontologie, lie´s par des arcs, sont similaires si
la distance qui les se´pare dans le graphe est faible, la distance dans un graphe
e´tant donne´e par le plus court chemin a` parcourir le long des arcs pour joindre
un concept a` partir d’un autre.
Nous de´taillons dans ce qui suit quelques mesures de similarite´ base´es sur
le nombres d’arcs entre les concepts 1.
– Mesure de Rada [218] : c’est la premie`re mesure propose´e pour calculer
la similarite´ se´mantique entre les concepts en se basant sur les relations
”is-a”. Elle est base´e sur les relations hie´rarchiques de spe´cialisation/
ge´ne´ralisation et consiste a` calculer la distance Dist entre les concepts
par le chemin le plus court (nombre minimum d’arcs). Cette mesure est
de´finie comme suit :
Dist(C1, C2) = nombre minimum d
′arcs se´parant C1 et C2 (6.3)
Simrada(C1, C2) =
1
Dist(C1, C2) + 1
(6.4)
– Mesure de HiOn[121] : cette mesure calcule la proximite´ se´mantique
(plus large que la similarite´ se´mantique).
Un chemin entre deux concepts est le nombre d’arcs entre eux (Dist(C1, C2)).
La mesure calcule un score pour chaque chemin : plus un chemin est long
et change de directions, plus faible est le score de similarite´.
SimHiOn(C1, C2) = (6.5)
C −Dist(C1, C2)− k ∗NbDir
avec C et k sont des constantes ; NbDir est le nombre de changements de
direction entre les deux concepts.
– Mesure de WP[295] : cette mesure connue sous le nom de Wu-Palmer,
prend en compte la position des concepts par rapport a` la racine de
l’ontologie (Figure 6.1). Elle est de´finie comme suit :
SimWP (C1, C2) =
2 ∗N
(N1 +N2 + 2 ∗N)
(6.6)
1. Seul ce type de mesures nous servira dans nos travaux : e´tant donne´ que
l’e´le´ment multimedia peut ne pas avoir ou en avoir tre`s peu d’information textuelle,
nous nous inte´ressons aux mesures de similarite´ base´es sur les arcs et non sur le
contenu.
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ou` N1 et N2 sont le nombre d’arcs qui se´parent C1 et C2 de leur subsu-





















Figure 6.1 – Diffe´rents facteurs de la mesure WP
Cette mesure est a` la fois la plus simple a` implementer et la plus perfor-
mante [166].
D’autres mesures, appele´es mesures de similarite´ hybride, combinent les me-
sures de similarite´ se´mantique base´es sur le contenu informatif et celles base´es
sur le nombre d’arcs. Parmi les travaux proposant ce type de mesure, nous
citons [226] [165] et [160].
Dans nos travaux, nous proposons une mesure pour calculer la pertinence
d’un e´le´ment multimedia par les e´le´ments textuels du document, et ceci en
s’inspirant des mesures de similarite´ se´mantique base´es sur les arcs.
6.3 Exploitation explicite du contexte textuel
et structurel pour la recherche des e´le´ments
multime´dia
Dans cette section, nous de´taillons notre approche qui s’appuie sur deux
principes :
– chaque nœud textuel porte des informations permettant de calculer la
pertinence d’un e´le´ment multimedia. Par conse´quent, chaque e´le´ment tex-
tuel contenant des informations pertinentes a` la requeˆte doit participer
au calcul de pertinence de l’e´le´ment multimedia,
– certains nœuds textuels du document doivent participer plus que d’autres
dans le calcul de pertinence de l’e´le´ment multimedia. En effet, l’apport
2. Le subsumant est le concept commun le plus spe´cifique.
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de chaque nœud textuel dans le score de pertinence de l’e´le´ment multi-
media doit se calculer en fonction de sa position hie´rarchique par rap-
port a` l’e´le´ment multimedia, en respectant au mieux la contrainte sui-
vante : il faut privile´gier en premier lieu les nœuds textuels descendants
de l’e´le´ment multimedia, puis les nœuds textuels des nœuds fre`res de
l’e´le´ment multimedia et enfin les nœuds textuels des nœuds ascendants
de l’e´le´ment multimedia.
La proble´matique qui se pose maintenant est de trouver une mesure ade´quate
pour calculer la participation de chaque nœud textuel dans le calcul de perti-
nence de l’e´le´ment multimedia en tenant compte de la deuxie`me contrainte.
6.3.1 Calcul de pertinence de l’e´le´ment multimedia par
le contexte textuel
Afin de traduire notre premie`re contrainte qui consiste a` utiliser les informa-
tions textuelles du document XML, nous avons calcule´ un score de pertinence
pour chaque nœud feuille en fonction des informations textuelles contenues.
Nous de´signons par contexte textuel tous les nœuds textuels du document
sans conside´rer leur position hie´rarchique par rapport a` l’e´le´ment multimedia.
Pour calculer un score pour ce contexte textuel, nous calculons un score de
pertinence pour chaque nœud textuel en utilisant son contenu informatif (c’est
a` dire son texte).
La figure 6.2 illustre la de´finition du contexte textuel dans un document
XML. Le contexte textuel consiste a` ignorer toutes les relations structurelles
pre´sentes dans le document (partie gauche de la figure) et utiliser seulement les
e´le´ments textuels. Ces derniers sont conside´re´s comme un seul bloc compose´















































































Figure 6.2 – Exemple de calcul de pertinence des images par le contexte
textuel
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En utilisant seulement le contexte textuel sans structure, le document sera
compose´ d’e´le´ments multimedia (em1 et em2 sur la Figure 6.2) et d’un ensemble
de nœuds textuels ayant un score > 0. L’e´quation pour le calcul du score d’un





avec |NT | est le nombre de nœuds textuels ayant un score de pertinence > 0 du
document (|NT | = 5 sur la figure 6.2), NTi est un nœud textuel du document
ayant un score > 0, RSV (q,NTi) est le score du nœud NTi vis a` vis d’une
requeˆte q. Dans nos expe´rimentations, nous avons utilise´ la formule tf ∗idf ∗ief .
Cette e´quation conduit a` assigner le meˆme score de pertinence pour tous les
e´le´ments multimedia d’un meˆme document puisque la structure est totalement
ignore´e. Dans l’exemple de la figure pre´ce´dente, la pertinence des deux e´le´ments
multime´dia em1 et em2 est calcule´e par les meˆmes informations (tous les nœuds
textuels du document ayant un score > 0), et par conse´quent, ils auront tous
les deux le meˆme score qui est e´gal a` 0.9.
6.3.2 Calcul de pertinence de l’e´le´ment multimedia par
le contexte structurel
Le contexte structurel est de´fini dans nos travaux par les relations hie´rarchiques
entre le nœud multimedia et les nœuds textuels pertinents du document. Tou-
tefois ici, nous nous inte´ressons seulement a` savoir si un nœud textuel est perti-
nent ou pas, sans tenir compte du score de pertinence textuelle lui-meˆme. Nous
assignons ainsi des scores binaires aux nœuds textuels : pertinent (1) /non per-
tinent (0).
La figure 6.3 pre´sente un exemple de de´finition du contexte structurel. Seuls
les nœuds textuels ayant un score e´gal a` 1 et leurs anceˆtres pre´sentent le
contexte structurel pour les deux e´le´ments multimedia em1 et em2.
Ce jugement binaire de pertinence nous permet d’e´tudier l’impact de la
structure des documents sans l’influence du degre´ de pertinence textuelle des
nœuds textuels. C’est la structure seule qui de´terminera le degre´ de contribution
de chaque nœud textuel a` de´terminer la pertinence de l’e´le´ment multimedia.
Notre proposition concernant l’exploitation de la structure pour de´terminer
la pertinence des e´le´ments multime´dia est base´e sur une analogie entre la








































































Figure 6.3 – Exemple de contexte structurel des e´le´ments multimedia
repre´sentation arborescente d’un document XML et une ontologie tre`s sim-
plifie´e [4] [2] [8] : les nœuds sont conside´re´s comme des concepts organise´s
hie´rarchiquement avec la relation est-un (is-a). Dans la figure 6.3 par exemple,
”section” est une partie de ”article” et ”par” est une partie de ”section”. Le
tableau 6.1 pre´sente l’analogie entre la repre´sentation arborescente d’un docu-
ment XML et une ontologie.
Tableau 6.1 – Analogie entre un document XML et une ontologie
Ontologie simple Arbre d’un document XML
Concepts d’une ontologie Nœuds du document XML
Relation hie´rarchique est partie de Relations structurelles
entre les concepts entre les nœuds
Mesure de similarite´ entre Mesure de participation
deux concepts :c1 et c2 d’un nœud textuel NT
sim(c1,c2) au calcul de pertinence de l’e´le´ment
multime´dia em : Pert(em,NT)
Rappelons qu’un nœud multimedia n’est pas de´signe´ seulement par la re´fe´rence
au fichier contenant l’objet multimedia physiquement, mais aussi par d’autres
informations associe´es tels que sa description. Ceci implique qu’un e´le´ment
multimedia peut ne pas avoir ou avoir tre`s peu de contenu textuel : nous nous
inte´ressons donc ici aux mesures de similarite´ base´es sur les arcs et non sur
le contenu. Pour nos travaux, nous avons choisi la mesure de Wu-Palmer [295]
(WP) vu qu’elle est a` la fois la plus simple a` implementer et la plus performante
pour le calcul de similarite´ entre les concepts d’une ontologie [166].
Cette mesure WP ne respecte cependant pas la contrainte que les descen-
dants de l’e´le´ment multimedia doivent participer plus que les descendants de
son premier anceˆtre puisqu’ils sont les plus spe´cifiques, ni que les descendants
du premier anceˆtre doivent participer plus que les descendants du deuxie`me
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anceˆtre puisqu’ils ont une forte probabilite´ de partager le meˆme sujet avec
l’image, ..., les nœuds qui participeraient le moins au calcul de pertinence de
l’image doivent eˆtre les descendants de l’e´le´ment racine puisqu’ils sont les plus
loin de l’image.
Pour illustrer ce proble`me, nous prenons l’exemple de la Figure 6.4, ou` em
est l’e´le´ment multimedia dont on cherche a` de´terminer la pertinence avec les
e´le´ments textuels du document. F et K sont deux nœuds textuels pertinents
(ils ont un score > 0) tel que F est un nœud descendant et K est un nœud







Figure 6.4 – Calcul de pertinence d’un e´le´ment multimedia en utilisant la
mesure WP
Selon notre contrainte, l’apport du nœud F au calcul de pertinence de em
doit eˆtre plus e´leve´ que celui du nœud K. Mais en utilisant la mesure WP, le
score de participation de K (SimWP (em,K) = 0.73) est supe´rieur au score de
participation de F (SimWP (em, F ) = 0.66) dans le calcul de pertinence de em.
Prenons encore l’exemple d’un nœud textuel descendant d’un fre`re (H ) et un
nœud textuel descendant d’un anceˆtre (M ) de l’e´le´ment multimedia em. Selon
la mesure WP, le score du nœud M (SimWP (em,M) = 0.6) est supe´rieur au
score de participation du nœud H (SimWP (em,H) = 0.57).
Pour ces raisons et afin de respecter notre intuition, d’autres facteurs struc-
turels et d’autres mesures doivent eˆtre e´tudie´s.
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Dans la litte´rature, la mesure de WP a e´te´ propose´e pour eˆtre utilise´e dans
une indexation se´mantique des documents XML dans [297]. Cependant, les
auteurs ont constate´ qu’elle repre´sente une limite car il est possible d’avoir la
similarite´ entre un concept et son fils infe´rieure a` la similarite´ entre ce concept
et ses voisinages alors qu’il e´tait envisage´ de ramener tous les fils d’un concept
avant les autres concepts de voisinage.
Les auteurs ont donc propose´ de pe´naliser les scores des fre`res en ajoutant
une fonction spec(C1, C2) qui calcule la spe´cificite´ de deux concepts par rapport
au concept le plus bas (bottom 3) (voir Figure 6.5).
SimSPEC(C1, C2) =
2 ∗N
(N1 +N2 + 2 ∗N ∗ spec(C1, C2))
(6.8)
ou` spec(C1, C2) = depth(SC(C1, C2)) ∗N1 ∗N2 (6.9)
avec SC(C1, C2) est le subsumant commun (l’anceˆtre commun le plus spe´cifique),
depth est le nombre maximum d’arcs qui se´parent SC de bottom, N1 (N2) est
la distance en nombre d’arcs entre SC et C1 (C2), et N est le nombre d’arcs
qui se´parent SS de l’e´le´ment racine.
Comme le montre la figure 6.5, le facteur depth (distance en nombre d’arcs
entre le nœud concerne´ et le nœud virtuel bottom) utilise la structure hie´rarchique
verticale afin de diffe´rencier la participation des nœuds textuels descendants de
chaque anceˆtre de l’e´le´ment multimedia. On note ainsi que le subsumant com-
mun de F et em par exemple a un depth (Depthem) e´gal a` 6, et que le subsumant
commun deN et em a un depth (DepthB) e´gal a` 12. Ce facteur semble donc
inte´ressant pour prendre en compte notre contrainte dans le calcul de perti-
nence de l’e´le´ment multimedia.
En se basant sur ces facteurs structurels (N1, N2, et Depth), plusieurs com-
binaisons ont e´te´ conside´re´es et e´value´es [3]. Les expe´rimentations sont de´crites
dans la section 6.4.1.3 et montrent que la meilleure e´quation pour calculer un
score de pertinence d’un e´le´ment multimedia emj en fonction de ces facteurs





depth(SC(emj, NTi)) ∗ (N1 + 1) ∗N2
(6.10)
Avec |NT | est le nombre de nœuds textuels participant a` de´finir la perti-
nence de l’e´le´ment multimedia.NTi est un nœud textuel du document, depth(SC(emj, NTi))
3. bottom : concept virtuel qui symbolise la fin de l’ontologie. Dans notre cas, tous
les nœuds textuels sont lie´s a` ce nœud virtuel.





























Figure 6.5 – Calcul de pertinence d’un e´le´ment multimedia avec le facteur
Depth
est le nombre maximum d’arcs se´parant l’anceˆtre commun SC de bottom, N2
est le nombre d’arcs entre le nœud textuel NTi et l’anceˆtre commun SC, et N1
est le nombre d’arcs entre l’e´le´ment multime´dia emj et SC. Nous avons ajoute´
1 a` N1 parce que N1 peut eˆtre e´gal a` 0 si NTi est un nœud descendant de
l’e´le´ment multimedia (emj), et par conse´quent emj = CS.
Afin d’illustrer l’inte´reˆt de ces facteurs, nous reprenons l’exemple pre´ce´dent.
Avec la nouvelle mesure (SCont.Str.), le score de participation de l’e´le´ment tex-
tuel K (SCont.Str.(em,K) = 0.035) est infe´rieur a` celui de l’e´le´ment textuel
F (SCont.Str.(em, F ) = 0.041). Pour les nœuds H et M , le score du nœud M
(SCont.Str.(em,M) = 0.020) est infe´rieur au score de participation du nœud H
(SCont.Str.(em,H) = 0.023).
Nous avons e´galement adapte´ la mesure de HiOn qui utilise le nombre
de changements de directions (NbDir) entre les deux concepts (dans notre cas
l’e´le´ment multimedia et l’e´le´ment textuel participant). Ce facteur (changements
de directions) peut ame´liorer le calcul de pertinence des e´le´ments multimedia.
En effet, il augmente la participation des nœuds descendants (nombre de chan-
gements de direction est e´gal a` 1) par rapport aux autres nœuds (nombre
de changements de direction est e´gal a` 2) ce qui permet de respecter nos
contraintes.
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Les expe´rimentations concernant l’e´valuation de ce facteur sont pre´sente´es






depth(SC(emj, NTi)) ∗ (N1 + 1) ∗N2 ∗NbDir
Reprenons le meˆme exemple, le score du nœud F reste SCont.Str.NbDir(em, F ) =
0.041 alors que le score du nœud K devient SCont.Str.NbDir(em,K) = 0.0178.
Pour le nœudM , le score devient SCont.Str.NbDir(em,M) = 0.01 et pour le nœud
H, le score devient SCont.Str.NbDir(em,H) = 0.0119.
6.3.3 Calcul de pertinence de l’e´le´ment multimedia par
le contexte textuel et structurel
Nous proposons dans cette section de combiner les deux contextes textuel
et structurel pour de´terminer la pertinence de l’e´le´ment multimedia. Quand le
facteur structurel NbDir n’est pas utilise´, la mesure de pertinence de l’e´le´ment





depth(SC(emj, NTi)) ∗ (N1 + 1) ∗N2
(6.12)
ou` emj est le nœud multimedia, NTi est un nœud textuel qui participe au calcul
de pertinence de cet e´le´ment multimedia, |NT | est le nombre de nœuds textuels
du documents et RSV (q,NTi) est le score du nœud textuel NTi, calcule´ par la
formule tf*idf*ief comme indique´ dans le paragraphe 6.3.1.





depth(SC(emj, NTi)) ∗ (N1 + 1) ∗N2 ∗NbDir
(6.13)
6.4 Evaluation de la me´thode OntologyLike
Cette section d’e´valuation est organise´e en deux parties. Tout d’abord, nous
e´valuons la me´thode OntologyLike selon la campagne d’e´valuation INEX 2006
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et 2007, ou` nous avons utilise´ la base de jugements de pertinence de´finie dans
le chapitre pre´ce´dent (voir section 5.4.1.1 du chapitre 5), c’est a` dire une base
ne contenant que des images. Notre me´thode est ensuite e´value´e selon la taˆche
MMWikipedia de CLEFImage 2008.
6.4.1 Evaluation de la me´thode OntologyLike selon la
campagne INEX Multimedia
6.4.1.1 Modalite´s d’e´valuation
Les modalite´s d’e´valuation sont les meˆmes que celles pre´sente´es dans le
chapitre pre´ce´dent. Pour rappel, le corpus utilise´ est la collection Wikipedia,
le jeu de requeˆtes 2006 est compose´ de 9 requeˆtes et le jeu de requeˆtes 2007
est compose´ de 19 requeˆtes. Seule la partie <title> des requeˆtes, compose´e de
simples mots cle´s, est utilise´e. La mesure d’e´valuation est toujours MAP, et la
base de jugements de pertinence est la meˆme.
Comme nous l’avons de´taille´ dans le chapitre pre´ce´dent, plus pre´cise´ment
dans la section 5.4.1.1.2, un proble`me est rencontre´ au niveau des jugements de
pertinence. En effet, des images non visibles dans la collection ont e´te´ juge´es
comme pertinentes. Comme solution a` ce proble`me, nous avons propose´ de
filtrer les jugements de pertinence et les diffe´rentes soumissions en gardant
seulement les images visibles, puisque seul le jugement de ces images est signi-
ficatif pour l’e´valuation. Ainsi, nous pre´sentons dans ce qui suit l’e´valuation de
la me´thode de´crite dans ce chapitre selon la base filtre´e (Qrels-Images-Filtre´e)
et la base non-filtre´e (Qrels-Images) de la taˆche Multimedia d’INEX 2006 et
2007.
6.4.1.2 Evaluation du calcul de pertinence des e´le´ments multimedia
par le contexte textuel
Nous commenc¸ons par e´valuer le contexte purement textuel pour de´terminer
le score de pertinence des images : toute la structure est ignore´e (Eq. 6.7). Un
document est alors seulement compose´ d’images et d’un bloc textuel compose´
par des nœuds textuels pertinents. Le tableau 6.2 pre´sente les re´sultats obtenus
pour les deux jeux de test 2006 et 2007 selon la base filtre´e et non filtre´e.
Ces re´sultats sont par la suite compare´s a` ceux obtenus par le contenu
structurel seulement et a` ceux obtenus par les deux contextes. Nous trouvons
ces comparaisons dans les sections suivantes.
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Tableau 6.2 – Re´sultats du calcul de pertinence des images par le contexte
textuel
MAP 2006 MAP 2007
Base non filtre´e 0.3119 0.2145
Base filtre´e 0.3023 0.1653
6.4.1.3 Evaluation du calcul de pertinence des images par le contexte
structurel
Il n’est pas possible d’exploiter le contexte structurel seul pour le calcul de
pertinence des images car il n’y a pas de relation explicite entre la requeˆte tex-
tuelle et la structure du document. A la place, comme nous l’avons mentionne´
pre´ce´demment, nous avons propose´ au lieu d’utiliser les scores des nœuds tex-
tuels e´value´s par une formule de ponde´ration, d’assigner des scores binaires
(1/0) aux nœuds textuels (section 6.3.2).
A partir des nœuds ayant le score de 1, nous utilisons le contexte structurel
pour de´terminer la pertinence des images.
Nous avons tout d’abord e´value´ l’impact de chacun des facteurs depth(SC),
N1 et N2 dans l’e´quation 6.10. Les facteurs permettant de diffe´rencier entre
les niveaux contenant les nœuds textuels pertinents sont depth(SC) et N1. Ces
derniers sont donc e´value´s se´pare´s (depth et N1) et combine´s (depth−N1). Le
tableau 6.3 pre´sente les re´sultats.
Tableau 6.3 – Comparaison des facteurs structurels Depth et N1
depth N1 Depth−N1
MAP (Base non filtre´e)
2006 0.2927 0.3025 0.3144
2007 0.2077 0.2011 0.2095
MAP (Base filtre´e)
2006 0.1864 0.2048 0.2150
2007 0.1645 0.1589 0.1734
En comparant Depth, N1 et Depth−N1, nous constatons que les meilleurs
re´sultats sont obtenus avec la combinaison des deux facteurs pour les deux jeux
de test 2006 et 2007 et selon les deux bases de rappel. Le tableau 6.4 pre´sente les
gains obtenus en comparant les facteurs structurels Depth, N1 et Depth−N1.
Nous rappelons ici que les re´sultats sont suivis de * si ce gain est significatif
(p < 0.1) et ** si ce gain est tre`s significatif (p < 0.05).
D’apre`s le jeu de test 2006, nous constatons que l’utilisation de Depth −
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Tableau 6.4 – Gain obtenu en comparant les facteurs structurels Depth, N1 et
Depth−N1
N1/depth Depth−N1/Depth Depth−N1/N1
MAP (Base non filtre´e)
2006 +3% +7% * +4%
2007 -3% +1% +4% **
MAP (Base filtre´e)
2006 +10% +15%* +5%
2007 -3% +5% +9%**
N1 est significativement meilleure que l’utilisation de Depth, et d’apre`s le jeu
de test 2007, l’utilisation de Depth − N1 est significativement meilleure que
l’utilisation de N1. Par conse´quent, nous pouvons conclure que l’utilisation des
deux facteurs Depth et N1 a` la fois conduit aux meilleurs re´sultats.
Etudions maintenant le facteur N2, qui est la distance entre le nœud textuel
et le subsumant commun (SC(emj, NTi)). Ce facteur permet de diffe´rencier
entre la participation structurelle des nœuds textuels appartenant a` un meˆme
niveau, c’est a` dire diffe´rencier entre deux nœuds textuels ayant le meˆme anceˆtre
commun avec l’image. Le tableau 6.5 pre´sente les re´sultats sans et avec l’ajout
du facteur N2 a` l’e´quation Depth−N1.
Tableau 6.5 – Impact du facteur N2 sur les re´sultats
Depth−N1 Depth−N1−N2 Gain
MAP (Base non filtre´e)
2006 0.3144 0.3072 -2%
2007 0.2095 0.2196 +4% *
MAP (Base filtre´e)
2006 0.2150 0.1952 -9%
2007 0.1734 0.1813 +5% *
Nous remarquons que le facteur N2 a de´grade´ le´ge`rement les re´sultats pour
le jeu de test 2006 et ceci selon la base filtre´e et non filtre´e. Cette de´gradation
n’est pas statistiquement significative. Pour le jeu de test 2007, nous consta-
tons une ame´lioration selon la base filtre´e et non filtre´e. Cette ame´lioration est
significative (p < 0.1).
Etant donne´ que le nombre de requeˆtes dans le jeu de test 2007 est plus im-
portant que celui de jeu de test 2006, nous pouvons nous baser sur ce jeu de
test pour tirer des conclusions. Par conse´quent, nous pouvons de´duire que le
facteur N2 joue un roˆle de´terminant dans le calcul de score de pertinence des
images. Ce facteur est alors utilise´ dans notre mesure de participation d’un
nœud textuel au calcul de pertinence de l’image.
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6.4.1.4 Evaluation de calcul de pertinence des images par le contexte
textuel et structurel
Nous pre´sentons dans cette partie l’e´valuation de la mesure retenue pour
l’utilisation du contexte structurel en ajoutant le contexte textuel pour le calcul
de participation de chaque nœud textuel au score de pertinence de l’image. Les
re´sultats pre´sente´s ici sont obtenus quand la pertinence des images de´termine´e
par les nœuds textuels est calcule´e avec les deux contextes, nous comparons
ainsi la mesure WuPalmer (WP) combine´e avec le contexte textuel, la mesure
Rada combine´e avec le contexte textuel et notre mesure propose´e (OntLike)
pre´sente´e par l’e´quation 6.12. La mesureWuPalmer adapte´e par H. Zargayouna
[297] a e´te´ aussi e´value´e mais elle n’a pas montre´ d’inte´reˆt dans notre cas.
Comme pour les autres e´valuations, la pertinence des images par le contexte
textuel et structurel est e´value´e selon la base filtre´e et non filtre´e.
Tout d’abord, nous comparons l’utilisation du contexte textuel seul (CT),
du contexte Structurel (CS) et les deux a` la fois (CTS) avec la mesure OntLike
(Eq. 6.12). Le tableau 6.6 pre´sente les re´sultats pour les deux jeux de test 2006
et 2007.
Tableau 6.6 – Comparaison des re´sultats obtenus avec le contexte textuel, struc-
turel et les deux
CT CS CTS
MAP (Base non filtre´e)
2006 0.3119 0.3072 0.3989
2007 0.2145 0.2196 0.2819
MAP (Base filtre´e)
2006 0.3023 0.1952 0.4202
2007 0.1653 0.1813 0.2146
Comme nous le remarquons, l’utilisation se´pare´e du contexte textuel (CT) et
structurel (CS) pour de´terminer la pertinence de l’e´le´ment multimedia donne
presque les meˆmes re´sultats. Cependant, la combinaison des deux contextes
(CTS) ame´liore la performance de la recherche. Le tableau 6.7 pre´sente les
gains obtenus en comparant l’utilisation du contexte textuel (resp. structurel)
avec la combinaison des deux contextes.
Nous constatons ici que tous les gains sont statistiquement significatifs, voire
meˆme tre`s significatifs. Par conse´quent, nous pouvons conclure que la combi-
naison des deux contextes ame´liore significativement la recherche des e´le´ments
multimedia par rapport a` l’utilisation d’un seul contexte.
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Tableau 6.7 – Comparaison des re´sultats obtenus avec le contexte textuel (resp.
structurel) et la combinaison des deux contextes a` la fois
CTS/CT CTS/CS
MAP (Base non filtre´e)
2006 +28% ** +30% *




Afin de comparer notre mesure OntLike avec les mesures WP et Rada,













Dist(NTi, emj) + 1
(6.15)
La comparaison des trois mesures est pre´sente´e dans le tableau 6.8.
Tableau 6.8 – Comparaison entre notre mesure OntLike et les deux mesures
WP et RADA
WP RADA Ontlike
MAP (Base non filtre´e)
2006 0.3431 0.3695 0.3989
2007 0.2434 0.2494 0.2819
MAP (Base filtre´e)
2006 0.3473 0.3929 0.4192
2007 0.1700 0.1657 0.2146
Les re´sultats montrent que notre mesure permet d’obtenir les meilleurs
re´sultats pour les deux jeux de requeˆtes 2006 et 2007 et selon les deux bases
de pertinence. Le tableau 6.9 montre le pourcentage de gain de notre mesure
OntLike par rapport a` la mesure WP et la mesure Rada.
Nous constatons ainsi que pour les deux jeux de test 2006 et 2007 et selon les
deux bases de jugement de pertinence, nous obtenons toujours une ame´lioration
> 5% en utilisant notre mesure par rapport aux deux mesures WP et Rada.
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Tableau 6.9 – Pourcentage de gain de notre mesure par rapport aux autres
mesure selon la base non filtre´e
OntLike/WP OntLike/RADA
MAP (Base non filtre´e)
2006 +16% ** +8%
2007 +16% ** +13% **
MAP (Base filtre´e)
2006 +22% ** +7%
2007 +26% ** +30% **
Pour les deux jeux de test 2006 et 2007 et selon les deux bases filtre´e et non
filtre´e, l’ame´lioration obtenue par notre mesure OntLike est statistiquement si-
gnificative par rapport a` la mesureWP (p < 0.05). Notre mesure n’a cependant
pas montre´ son inte´reˆt par rapport a` la mesure Rada pour 2006 (p > 0.05), alors
qu’elle a permis une ame´lioration significative en 2007 (p < 0.05). Nous pouvons
expliquer cette diffe´rence de significativite´ statistique comme suit : la majorite´
des requeˆtes de test 2006 sont spe´cifiques comme nous l’avons mentionne´ dans
le chapitre pre´ce´dent, et par conse´quent, la meilleure fac¸on de calculer la perti-
nence des e´le´ments multime´dia est celle en privile´giant les nœuds descendants,
ceci est bien respecte´ par notre mesure et aussi par la mesure de Rada qui
consiste a` calculer la distance entre les deux nœuds (somme de N1 et N2). En
effet, pour les nœuds descendants, la distance (N1) entre l’e´le´ment multimedia
emj et le subsumant commun SC est e´gal a` 0. Ce privile`ge des nœuds des-
cendants n’est pas ade´quat pour les requeˆtes du jeu de test 2007 puisqu’elles
sont majoritairement des requeˆtes ge´ne´riques (voir chapitre 3, section 5.4.1.3)
et dans ce cas, il est pre´fe´rable de calculer la pertinence des images par les
nœuds textuels autres que les descendants de l’e´le´ment multimedia.
En conclusion, aucune diffe´rence statistique est note´e entre notre mesure
OntLike et la mesure Rada pour le cas des requeˆtes spe´cifiques (collection de
test 2006). Pour cela, nous avons conside´re´ et e´value´ un autre facteur structurel
qui est le nombre de changement de directions entre le nœud textuel et le nœud
multimedia. L’impact de ce parame`tre sur la recherche des e´le´ments multimedia
est e´tudie´ dans le paragraphe suivant.
6.4.1.5 Evaluation de l’impact du nombre de changement de direc-
tions entre les deux nœuds
Etant donne´ que les requeˆtes de jeu de test 2006 sont majoritairement des
requeˆtes spe´cifiques, et puisque la mesure RADA utilise un facteur privile´giant
les nœuds descendants par rapport aux autres nœuds, de bonnes performances
sont obtenues. Ceci nous a conduit a` chercher d’autres facteurs permettant de
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privile´gier encore les nœuds descendants de l’e´le´ment multimedia par rapport
aux autres nœuds.
En examinant les facteurs hie´rarchiques utilise´s dans d’autres mesures, nous
avons pense´ au facteur nombre de changements de direction inspire´ de la mesure
HiOn [121]. En effet, ce facteur permet de privile´gier les nœuds descendants de
l’e´le´ment multimedia par rapport aux autres nœuds dans le calcul de pertinence
de l’e´le´ment multimedia. Le nombre de changements de direction entre les deux
nœuds (le nœud multime´dia et le nœud textuel participant) est e´gal a` 1 pour
les nœuds textuels descendants de l’image et est e´gal a` 2 pour les autres nœuds
textuels du document ce qui engendre une pe´nalisation assez importante pour
la participation des nœuds textuels non descendants de l’image a` de´terminer
sa pertinence. Dans ce qui suit, nous de´crivons les e´valuations de l’impact de
ce facteur sur nos deux bases de rappel et selon les deux jeux de requeˆtes 2006
et 2007.
Le tableau 6.10 compare les re´sultats obtenus en utilisant la mesure Ontlike
avec ceux obtenus en ajoutant le facteur nombre de changement de directions
entre le nœud textuel et le nœud multimedia (Ontlike.NbDir).
Tableau 6.10 – Re´sultats de l’impact du facteur NbDir dans le calcul de perti-
nence de l’image par le contexte textuel et structurel
Ontlike Ontlike.NbDir gain
MAP (Base non filtre´e)
2006 0.3989 0.4205 +5% **
2007 0.2819 0.2958 +5% **
MAP (Base filtre´e)
2006 0.4202 0.4410 +5%
2007 0.2146 0.2120 -1%
Selon la base non filtre´e et pour les deux jeux de test 2006 et 2007, nous
observons une ame´lioration significative (p < 0.05), ce qui implique que le
nombre de changements de directions joue un roˆle de´terminant dans le calcul
de pertinence de l’e´le´ment multimedia. Par contre, selon la base filtre´e, nous re-
marquons qu’il n’y a pas de diffe´rence statistique en utilisant ou non ce facteur.
En re´sume´, nous concluons que le nombre de changements de directions entre
l’e´le´ment multimedia et l’e´le´ment textuel ne de´grade pas les re´sultats, et comme
nous l’avons remarque´, ce facteur structurel peut ame´liorer significativement
les performances de la recherche multimedia dans certains cas.
Nous comparons maintenant la nouvelle mesure OntLike.nbrDir avec la
mesure Rada, le tableau 6.11 pre´sente les re´sultats ainsi que les gains obtenus.
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Tableau 6.11 – Comparaison entre les deux mesures OntLike.nbrDir et Rada
Rada Ontlike.NbDir gain
MAP (Base non filtre´e)
2006 0.3695 0.4205 +14% **
2007 0.2494 0.2959 +19% **
MAP (Base filtre´e)
2006 0.3929 0.4411 +12% **
2007 0.1657 0.2121 +28% **
Nous pouvons conclure que la nouvelle mesure OntLike.NbDir est plus
performante dans notre cas de recherche d’images que la mesure Rada. Tous
les gains sont statistiquement tre`s significatifs (p < 0.05).
En re´sume´, notre mesureOntLike.NbDir permet d’avoir les meilleurs re´sultats
par rapport aux mesures les plus connues dans la litte´rature dans le cas de calcul
de pertinence des e´le´ments multimedia par les nœuds textuels du document.
6.4.1.6 Discussion : Base de rappelQrels-Images Vs. Qrels-Images-
Filtre´e
Nous discutons dans cette section des re´sultats de la recherche d’images sans
et avec filtrage des images non visibles. Le but ici est de montrer l’impact de
garder ou non les images non visibles. Plus pre´cise´ment, nous discutons l’impact
du filtrage en utilisant le contexte textuel et structurel et ceci en comparant les
re´sultats obtenus avec la mesure OntLike.nbDir. Le tableau 6.12 pre´sente les
re´sultats obtenus par la me´thode OntologyLike selon la base filtre´e et la base
non filtre´e pour les jeux de requeˆtes 2006 et 2007.
Tableau 6.12 – Comparaison des re´sultats sans et avec filtrage des images non
visibles avec la me´thode OntologyLike
Run Qrels MAP-2006 MAP-2007
OntLike.NBDir −NFilt Images-NFiltre´e 0.4205 0.2958
OntLike.NBDir − Filt Images-Filtre´e 0.4410 0.2120
En comparant le comportement selon les deux collections de test 2006 et
2007, nous remarquons une ame´lioration des re´sultats selon la base filtre´e par
rapport a` la base non filtre´e pour le jeu de requeˆtes 2006, et une de´gradation des
re´sultats pour le jeu de requeˆtes 2007. La contradiction de ce comportement en
filtrant la base de jugements de pertinence de 2006 (ame´lioration des re´sultats)
et de 2007 (de´gradation des re´sultats) montre que les images non visibles dans
la collection Wikipedia juge´es pertinentes pre´sentent un proble`me d’e´valuation.
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Cependant, nous ne pouvons pas tirer de conclusions de´finitives sur l’impact
du filtrage des images non visibles pour deux raisons : (i) le nombre de requeˆtes
en 2006 est peu significatif et (ii) notre me´thode est base´e sur le contexte des
images et non le contenu, par conse´quent, la pre´sence ou non de l’image elle-
meˆme ne pose pas un proble`me re´el pour nos travaux.
Il en demeure qu’il reste une diffe´rence entre la spe´cification des e´valuations
et les e´valuations elles-meˆmes au niveau de la campagne d’e´valuation INEX,
ce qui pourrait poser un proble`me lors de l’interpre´tation des re´sultats des
diffe´rents participants.
6.4.2 Evaluation de la me´thode OntologyLike selon la
campagne ImageCLEF
Cette section pre´sente l’e´valuation de notre me´thode OntologyLike avec la
taˆche WikipediaMM de ImageCLEF.
6.4.2.1 Modalite´s d’e´valuation
Les meˆmes modalite´s d’e´valuation que pour la me´thode CBA selon la cam-
pagne WikipediaMM-ImageCLEF 2008 sont utilise´es dans cette section. Nous
rappelons que le nombre de requeˆtes de cette taˆche en 2008 est 75 et la mesure
utilise´e est MAP.
6.4.2.2 Evaluation de calcul de pertinence des images par l’utilisa-
tion se´pare´e du contexte textuel et structurel
L’utilisation seule du contexte textuel, pour le calcul de pertinence des
e´le´ments multime´dia, (Eq. 6.7) a donne´ une MAP e´gale a` 0.0743.
L’utilisation seule du contexte structurel a e´te´ e´value´e selon les facteurs
depth, N1, depth−N1 et depth−N1 −N2, les re´sultats sont pre´sente´s dans le
tableau 6.13.
Tableau 6.13 – Re´sultats de calcul de pertinence des images par le contexte
structurel (2008)
depth N1 Depth−N1 Depth−N1−N2
2008 0.0570 0.0532 0.0636 0.0681
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En comparant les re´sultats de depth, N1 et depth−N1, nous constatons que
la combinaison des deux facteurs structurels est meilleure que l’utilisation d’un
seul facteur. Les gains obtenus en comparant les re´sultats des trois facteurs
depth, N1 et depth−N1 sont pre´sente´s dans le tableau 6.14.
Tableau 6.14 – Comparaison statistique entre depth, N1 et depth−N1
depth/N1 depth−N1/depth depth−N1/N1
2008 +7% ** +12% ** +28% **
Selon ces pourcentages, nous remarquons que toutes les ame´liorations ob-
tenues sont statistiquement tre`s significatives, ce qui implique que le facteur
Depth − N1 permet d’obtenir les meilleurs re´sultats. En e´valuant maintenant
l’ajout du facteur N2, nous constatons une ame´lioration de 7% (MAP(Depth−
N1N2)=0.0681, MAP(Depth−N1)=0.0636). Cette ame´lioration est e´galement
tre`s significative (p < 0.05).
En re´sume´, toutes les conclusions tire´es dans cette section et concernant
les facteurs structurels utilise´s pour de´terminer la pertinence des images sont
toutes cohe´rentes avec les pre´ce´dentes sur les collections d’INEX.
6.4.2.3 Evaluation de calcul de pertinence des images par le contexte
textuel et structurel a` la fois
Comme le cas de l’e´valuation de l’approche OntologyLike avec les jeux de
test INEX 2006 et 2007, nous avons compare´ dans un premier temps l’utilisation
seule du contexte textuel (CT ), l’utilisation seul du contexte structurel (CS)
et la combinaison des deux contextes (CTS) avec les deux mesures OntLike et
OntLike.nbrDir. Le tableau 6.15 pre´sente les re´sultats obtenus avec la mesure
MAP .
Tableau 6.15 – Comparaison des re´sultats obtenus avec le contexte textuel,
structurel et les deux a` la fois
CT CS CTS(OntLike) CTS(OntLike.NbDir)
2008 0.0743 0.0681 0.1039 0.1167
Nous constatons que l’utilisation se´pare´e du contexte textuel (CT ) et struc-
turel (CS) pour de´terminer la pertinence des images conduit presque aux
meˆmes re´sultats, alors que la combinaison des deux contextes ame´liore les
re´sultats. Le tableau 6.16 pre´sente les gains obtenus.
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Tableau 6.16 – Comparaison statistique des re´sultats obtenus avec le contexte
textuel, structurel et les deux a` la fois
CTS(OntLike)/CT CTS(OntLike)/CS OntLike.NbDir/OntLike
2008 +40% ** +53% ** +12% **
Toutes les ame´liorations sont ainsi tre`s significatives. Par conse´quent, nous
concluons que la combinaison des contextes textuel et structurel ame´liore signi-
ficativement les re´sultats, et que le facteur structurel nombre de changements
de direction entre l’e´le´ment image et le nœud textuel participant est un facteur
pre´ponde´rant pour de´terminer le score de pertinence des images. Toutes ces
conclusions sont e´galement cohe´rentes avec celles des deux tests de collection
INEX 2006 et 2007.
Comme pour l’e´valuation de notre me´thode dans INEX, nous avons e´galement
compare´ la mesure OntLike.NbrDir avec les mesures WP et Rada adapte´es a`
notre cas (nous avons ajoute´ le contexte textuel a` ces deux mesures). Le tableau
6.17 pre´sente les re´sultats.
Tableau 6.17 – Comparaison entre notre mesure OntLike.NbrDir et les deux
mesures WP et RADA (2008)
WP RADA OntLike.NbDir
2006 0.0859 0.0875 0.1167
Nous constatons que les meilleurs re´sultats sont obtenus avec la mesure
OntLike.NbDir. Cette dernie`re a conduit a` une ame´lioration de 36% par rap-
port a` la mesure WP et de 33% par rapport a` la mesure RADA (statistique-
ment tre`s significative : p < 0.05).
En conclusion, la combinaison du contexte textuel et structurel ame´liore
significativement les re´sultats. De plus, notre mesure a montre´ son inte´reˆt par
rapport aux mesures de la litte´rature selon cette collection de test. Ceci cor-
respond e´galement aux conclusions tire´es pre´ce´demment en e´valuant notre ap-
proche selon les deux jeux de test 2006 et 2007.
6.4.2.4 Comparaison avec les autres participants
Comme pour le chapitre pre´ce´dent, nous confrontons dans ce paragraphe
nos re´sultats obtenus avec la me´thode OntologyLike avec ceux obtenus par
les participants de WikipediaMM d’ImageCLEF 2008. Cette comparaison est
e´galement faite par rapport aux me´thodes de recherche contextuelle sans utilisa-
tion d’autres techniques telles que la reformulation ou l’extension des requeˆtes.
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Nous avons re´alise´ cette comparaison apre`s la combinaison des re´sultats
obtenus avec la mesure OntLike.NbDir (utilisation de la collection principale
Wikipedia) et des re´sultats obtenus par une recherche textuelle classique (nous
rappelons qu’une version simple du syste`me XFIRM a e´te´ utilise´) sur la col-
lection WikipediaMM. Le tableau 6.18 pre´sente les valeurs de MAP obtenues
ou` Baseline pre´sente les re´sultats en utilisant seulement une recherche tex-
tuelle simple et OntLike.NbrDir pre´sente les re´sultats en utilisant seulement la
me´thode OntologyLike. Nous rappelons que l’e´quation de combinaison utilise´e
est :
S(doc) = λ ∗ SOntologyLike(doc) + (1− λ) ∗ SXFIRM(doc) (6.16)
Tableau 6.18 – MAP en fonction du facteur de combinaison λ












Nous observons que la combinaison des deux recherches ame´liore les re´sultats
(+16% par rapport Baseline et +63% par rapport OntologyLike). La meilleure
combinaison est obtenue avec λ = 0.2, ceci signifie que les re´sultats de notre
me´thode OntologyLike sont le´ge`rement pris en compte. La collection directe-
ment associe´e a` la taˆche WikipediaMM est donc plus convenable que la collec-
tion principale Wikipedia.
La comparaison de nos meilleurs re´sultats (Comb02) avec ceux obtenus par
les autres participants de WikipediaMM d’ImageCLEF 2008 selon la mesure
MAP est pre´sente´e dans le tableau 6.19.
Nous notons ici que notre approcheOntologyLike (Comb.Baseline.CBA.02)
permet d’avoir le rang 11 (Comb.Baseline.CBA.02). Ceci peut eˆtre explique´
par le fait que nous avons utilise´ une collection qui n’est pas de´die´e a` cette
taˆche : la collection principaleWikipedia contient des informations plus ge´ne´rales
et plus he´te´roge`nes que celles de la collection spe´cifique WikipediaMM.
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Tableau 6.19 – Classement de la me´thode OntologyLike parmi les re´sultats
officiels de WikipediaMM d’ImageCLEF 2008 et selon MAP
Rang MAP Organisation Identifiant du run
1 0.2700 ualicante IRnNoCamel
2 0.2551 sztaki bp-acad-textonly
3 0.2528 cwi cwi-lm-txt
4 0.2493 cwi cwi-lm-lprior-txt
5 0.2453 curien LaHC-run01
6 0.2178 ualicante IRn
7 0.2166 chemnitz cut-txt-a
8 0.1918 imperial SimpleText
9 0.1996 imperial TextGeoContext
10 0.1996 imperial TextGeoNoContext2
0.1879 Comb.Baseline.CBA.02
11 0.1525 upeking zhou1
... ... ...
17 0.0399 utoulon LSIS-TXT-method1
6.5 Comparaison entre l’approcheCBA et l’ap-
proche OntologyLike
Nous comparons dans cette section nos deux approches pour la recherche
d’e´le´ments multimedia. Chacune des me´thodes a ses avantages et ses inconve´nients.
La me´thode CBA exploite le contexte textuel et structurel a` la fois, par conse´quent,
il n’e´tait pas possible d’e´tudier l’inte´reˆt de chaque type de contexte se´pare´ment.
De plus, un pre´-calcul des scores pour les nœuds internes des documents XML
est ne´cessaire par un syste`me de recherche XML textuel, ce qui rend cette
me´thode fortement de´pendante du syste`me XML textuel utilise´ : la structure
est exploite´e en grande partie dans le calcul des scores des nœuds internes qui
repre´sentent l’e´le´ment multimedia. Par contre, cette me´thode nous a permis
d’e´tudier l’impact de de´terminer la pertinence des e´le´ments multimedia par
chaque source d’e´vidence, c’est a` dire l’impact d’utiliser seulement les nœuds
descendants, les nœuds fre`res et les nœuds ascendants, ainsi que la combinaison
binaire et multiple de ces trois sources d’e´vidence pour de´terminer la pertinence
des e´le´ments multimedia.
En ce qui concerne la me´thode OntologyLike, nous avons pu e´tudier l’impact
de calculer la pertinence des e´le´ments multimedia par le contexte textuel seul,
par le contexte structurel seul, et par la combinaison des deux. De plus, cette
me´thode n’est pas parame`tre´e, ce qui la rend plus stable que la me´thode CBA
qui ne´cessite un bon parame`trage de degre´ de participation de chaque source
d’e´vidence a` la pertinence de l’image.
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La comparaison expe´rimentale entre les deux me´thodes est faite selon la
base non filtre´e pour INEX 2006 et 2007, et selon CLEFImage 2008. Le ta-
bleau 6.20 pre´sente les meilleurs MAP selon les deux me´thodes.
Tableau 6.20 – Comparaison des re´sultats obtenus par les deux me´thodes CBA
et OntologyLike selon la mesure MAP




Pour les deux jeux de test INEX 2006 et 2007, nous constatons que les
deux me´thodes permettent d’avoir des re´sultats presque identiques, meˆme si la
me´thode CBA permet d’avoir des re´sultats le´ge`rement meilleurs. Pour le jeu de
test WikipediaMM 2008, nous constatons que la me´thodeOntologyLike de´grade
les re´sultats, cependant cette de´gradation n’est pas significative (p > 0.1).
En re´sume´, les deux me´thodes sont similaires expe´rimentalement, cepen-
dant, la me´thode OntologyLike paraˆıt plus stable car elle n’a pas de parame`tres,
et elle est inde´pendante du type de requeˆte (spe´cifique ou ge´ne´rique).
En se basant sur les conclusions de cette comparaison, la deuxie`me partie
de notre proble´matique, c’est a` dire la recherche de fragments multime´dia,
de´taille´e dans le chapitre suivant (chapitre 5), sera base´e sur les re´sultats de la
me´thode OntologyLike.
6.6 Conclusion
Nous avons propose´ dans ce chapitre une approche permettant de calculer
la pertinence des e´le´ments multimedia par les nœuds textuels d’un meˆme docu-
ment. En effet, graˆce a` une analogie entre un document XML et une ontologie,
nous avons pu nous inspirer des mesures de similarite´ se´mantique entre les
concepts d’une ontologie pour proposer une mesure de participation de chaque
nœud textuel dans le calcul de pertinence de l’e´le´ment multime´dia.
Graˆce a` notre mesure, nous avons montre´ que l’utilisation conjointe du
contexte textuel et structurel permet de bien de´terminer la pertinence de l’e´le´ment
multime´dia, et que la structure joue un roˆle tre`s important dans la recherche
d’e´le´ments multimedia.
Nous avons e´galement compare´ cette me´thode OntologyLike qui utilise ex-
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plicitement le contexte de l’e´le´ment multimedia, et la me´thode CBA qui utilise
implicitement le contexte de l’e´le´ment multimedia. Les re´sultats obtenus par les
deux me´thodes sont comparables, sans diffe´rence significative. Par contre, au
niveau stabilite´, la me´thode OntologyLike paraˆıt plus approprie´e a` la recherche
des e´le´ments multimedia dans des documents semi-structure´s puisqu’elle n’a
pas de parame`tres et qu’elle est applicable quelque soit le type de requeˆte
(ge´ne´rique ou spe´cifique).
Dans le chapitre suivant, nous proposons une me´thode pour la recherche
de fragments multime´dia. En nous basant sur les re´sultats de l’une des deux
me´thodes permettant la recherche d’e´le´ments multimedia (CBA ou Ontolo-
gyLike), nous proposons une me´thode pour de´terminer le meilleur fragment





Comme nous l’avons mentionne´ dans le chapitre 4, dans le cadre d’une re-
cherche multimedia structure´e, le besoin utilisateur est un e´le´ment multimedia
sans ou avec du texte associe´. Nous nous inte´ressons dans ce dernier chapitre
a` cette deuxie`me partie de notre proble´matique dont le but est de trouver les
sous-arbres multimedia les plus pertinents a` retourner a` l’utilisateur.
Nous proposons dans ce chapitre une me´thode pour de´terminer les meilleurs
fragments pertinents a` travers leurs scores initiaux calcule´s par un syste`me de
recherche XML classique et les scores des e´le´ments multimedia associe´s re-
trouve´s graˆce a` l’une des deux me´thodes propose´es pre´ce´demment (CBA ou
OntologyLike).
Ce chapitre s’organise comme suit : tout d’abord, nous pre´sentons notre
proposition pour la recherche des fragments multime´dia (section 7.2). Ensuite,
nous e´valuons notre approche dans le cas de la strate´gie ”thorough”, ou` l’utili-
sateur souhaite avoir tous les fragments multimedia pertinents, et dans le cas de
la strate´gie ”focused”, ou` l’utilisateur veut seulement les fragments multimedia
les plus pertinents (section 7.3). Enfin, nous comparons les re´sultats obtenus
avec les re´sultats officiels de la campagne d’e´valuation INEX taˆche Multimedia
Fragment 2006 et 2007 (section 7.4).
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7.2 Me´thode pour la recherche de fragments
multimedia
La me´thode que nous proposons pour identifier les fragments pertinents
consiste a` calculer les scores de pertinence des diffe´rents fragments multime´dia
qui peuvent eˆtre retourne´s a` l’utilisateur.
Etant donne´ qu’un fragment multimedia peut eˆtre un e´le´ment multimedia
ou bien un sous-arbre contenant au moins un e´le´ment multime´dia ou encore un
sous arbre contenu dans l’e´le´ment multimedia, tous les anceˆtres et les descen-
dants d’un e´le´ment multimedia sont par conse´quent des re´ponses potentielles
(fragments a` renvoyer). Nous proposons donc de nous baser sur les e´le´ments
multimedia retrouve´s pre´ce´demment par nos approches, et de calculer des scores
de pertinence pour leurs anceˆtres et leurs descendants.
7.2.1 Calcul des scores des fragments multimedia par
combinaison line´aire classique
Pour chaque anceˆtre et descendant de l’e´le´ment multimedia concerne´, nous
calculons un score en fonction de son score initial calcule´ par un syste`me de
recherche XML classique et des scores des e´le´ments multime´dia associe´s a` cet
e´le´ment. La fac¸on la plus simple pour tenir compte des deux scores est d’utiliser
une combinaison line´aire classique apre`s une normalisation des deux scores.
Le score de chaque anceˆtre et descendant S(Anc/Desc) des e´le´ments multi-
media est calcule´ en fonction de son score normalise´ obtenu par un syste`me de
recherche XML classique (SSys.XML(Anc/Desc)) et des scores normalise´s des
e´le´ments multimedia eux-meˆme (S(emi)) associe´s. La combinaison de ces deux
scores se fait a` travers la formule suivante :




avec λ un pivot ∈[0..1] et |em| le nombre des e´le´ments multime´dia contenus
dans l’anceˆtre Anc en cas de traitement d’un e´le´ment anceˆtre ou e´gale a` 1 en
cas de traitement d’un e´le´ment descendant.
Si deux anceˆtres (resp. deux descendants) ont le meˆme score, on de´cide de
renvoyer celui ayant un niveau hie´rarchique plus e´leve´ en priorite´ : ils auront
tous les deux la meˆme spe´cificite´, mais l’e´le´ment ayant un niveau hie´rarchique
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plus e´leve´ est a` priori plus exhaustif que l’e´le´ment ayant un niveau hie´rarchique
plus bas, ce qui re´pond mieux au but de la recherche structure´e.
Cette fac¸on simpliste de calculer des scores des fragments multimedia pose
deux proble`mes :
– Proble`me lie´ a` la participation du score de l’e´le´ment multime-
dia aux scores de ses anceˆtres et des descendants : pour mieux
comprendre ce proble`me, nous fixons λ = 0 (dans l’equation 7.1). Seul
le score des e´le´ments multimedia est utilise´ pour mesurer les scores des
fragments multimedia. L’e´le´ment multimedia concerne´ participe avec le
meˆme score aux diffe´rents anceˆtres et descendants, et par conse´quent,
tous les fragments multimedia ayant un seul e´le´ment multimedia auront
tous le meˆme score. Ceci conduit donc a` retourner toujours les anceˆtres
(resp. les descendants) les plus hauts, compte tenu du choix ci-dessus.
– Proble`me des fragments posse´dant plus d’un e´le´ment multime-
dia : Ce proble`me concerne le cas de traitement des nœuds anceˆtres,
ou` un anceˆtre peut avoir plusieurs e´le´ments multime´dia. La somme des
scores de ces e´le´ments va certainement privile´gier les anceˆtres ayant plus
d’e´le´ments multime´dia (et par conse´quent les fragments ayant un niveau
hie´rarchique tre`s e´leve´), alors que ce n’est pas force´ment cela que l’on sou-
haite renvoyer. Il peut exister un fragment contenant un seul e´le´ment mul-
time´dia pertinent meilleur qu’un fragment contenant plusieurs e´le´ments
multime´dia.
7.2.2 Ajout de l’information structurelle dans le calcul
de pertinence des fragments multimedia
Afin de pallier les inconve´nients mentionne´s ci-dessus, nous proposons de
propager les scores des e´le´ments multimedia en haut et en bas en tenant compte
de la distance entre l’e´le´ment multime´dia et chacun de ses anceˆtres et de ses
descendants. Ce facteur permet d’une part, de respecter la notion d’exhausti-
vite´ : le premier anceˆtre (resp. descendant) de l’e´le´ment multimedia aura un
score supe´rieur a` celui de son deuxie`me anceˆtre (resp. descendant), etc. D’autre
part, l’utilisation de ce facteur va re´soudre les proble`mes des fragments conte-
nant plus d’un e´le´ment multime´dia.
Nous proposons ainsi deux formules pour propager les scores des images
vers les descendants et les anceˆtres :
S(Anc/Desc) = (7.2)
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Dist(emi, Anc/Desc) + 1
Ou bien
S(Anc/Desc) = (7.3)





Avec Dist(emi, Anc/Desc) la distance en nombre d’arcs entre l’e´le´ment mul-
time´dia emi et l’anceˆtre Anc (resp. le descendant Desc), K ∈ [0, 1..1] un pa-
rame`tre permettant de pre´ciser l’importance du facteur Dist(emi, Anc) dans
l’e´valuation des scores des anceˆtres et des descendants.
La figure 7.1 pre´sente un exemple d’e´valuation des scores des anceˆtres et des





















Figure 7.1 – Utilisation du facteur Dist(emi, Anc/Desc) dans l’e´valuation des
scores des anceˆtres
Dans cet exemple, nous remarquons que les fragments multimedia A, B,
C et D ont des scores diffe´rents, et que le fragment C qui a un seul e´le´ment
multime´dia est retourne´ avant le fragment B qui a deux e´le´ments multimedia.
Dans ce qui suit, nous pre´sentons l’e´valuation de cette approche selon deux
strate´gies : dans la premie`re, nous pouvons renvoyer des fragments imbrique´s
les uns dans les autres (e´le´ments multimedia et/ou descendants et/ou anceˆtres),
la proble´matique e´tant de trier ces fragments : cette taˆche est appele´e Thorough
dans la terminologie INEX ; dans la deuxie`me, nous devons renvoyer un seul
fragment pour chaque sous-arbre (e´le´ment multimedia ou anceˆtre ou descen-
dant), l’objectif ici est d’identifier le meilleur fragment a` renvoyer : cette taˆche
est appele´e Focused dans la terminologie INEX.
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7.3 Evaluation de la recherche de fragments
multimedia
Pour les e´valuations de l’approche propose´e pour la recherche de fragments
multime´dia, nous avons utilise´ les diffe´rents outils fournis par les deux dernie`res
campagnes d’e´valuation INEX taˆche Multimedia (2006 et 2007) : une collection
de test, des requeˆtes, des jugements de pertinence et des mesures d’e´valuation
associe´es. Nous rappelons que les e´le´ments multime´dia contenus dans le corpus
XML sont des images.
7.3.1 Evaluation selon la strate´gie Thorough
La proble´matique de cette strate´gie est de se´lectionner les meilleurs frag-
ments a` retourner a` l’utilisateur (Thorough Retrieval dans la terminologie
INEX). Les fragments retourne´s peuvent eˆtre imbrique´s les uns dans les autres.
7.3.1.1 Modalite´s d’e´valuation
Nous avons utilise´ les deux jeux de requeˆtes fournis dans la taˆche INEX
Multimedia Fragments 2006 et 2007 qui sont respectivement compose´s de 9 et
19 requeˆtes. Les de´tails de ces requeˆtes sont de´ja` de´crits dans le chapitre 4,
section 4.5.1.2.
La mesure utilise´e dans nos expe´rimentations est la mesure officielle d’INEX
2006 qui est MAeP [145] (voir chapitre 4, section 4.5.1.2).
Nous avons choisi d’utiliser la me´thode OntologyLike pour faire la recherche
des e´le´ments multime´dia qui sont dans notre cas des images. Cette me´thode
a e´te´ choisie parce qu’elle ne posse`de pas de parame`tres. De plus, elle n’est
pas de´pendante d’un autre syste`me de recherche (alors que c’est la cas de la
me´thode CBA).
Le syste`me de recherche XML classique utilise´ pour le calcul de scores ini-
tiaux des descendants et des anceˆtres de l’e´le´ment multimedia est le syste`me
XFIRM de´ja` de´crit dans le chapitre 2, section 2.7.2. Dans cette e´valuation de
la strate´gie Thorough, nous avons utilise´ les meilleures valeurs de α et ρ de
XFIRM selon la taˆche Adhoc d’INEX 2006 : α = 0.1 et ρ = 0.9. La valeur
du premier parame`tre implique que la distance entre les nœuds feuilles et leurs
nœuds anceˆtres joue un roˆle tre`s important et par conse´quent, la spe´cificite´ des
e´le´ments est pre´ponde´rante pour l’e´valuation des e´le´ments XML. La valeur du
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deuxie`me parame`tre implique que le score de la racine contribue le´ge`rement a`
la de´termination des scores des nœuds internes.
7.3.1.2 Jugements de pertinence des fragments multimedia
Pendant les e´valuations de notre approche de recherche de fragments multi-
media avec les collections INEX 2006 et 2007, deux proble`mes ont e´te´ souleve´s :
la pre´sence des images non visibles et la pre´sence des fragments purement tex-
tuels dans les jugements de pertinence.
7.3.1.2.1 Images non visibles dans la base de jugements de perti-
nence
La base de jugements de pertinence utilise´e dans les e´valuations de cette
partie de notre approche est appele´eQrels-MMFragments. Elle est compose´e des
jugements de pertinence officiels fournis par les organisateurs de la campagne
INEX.
Le proble`me des images non visibles mentionne´ dans le chapitre 5, section
5.4.1.1.2 concerne aussi cette partie de notre proble´matique. Meˆme si nous
avons trouve´ une solution pour la base des images en filtrant les images non
visibles, ce type de filtrage sur les jugements de pertinence des fragments multi-
media Qrels-MMFragments est tre`s difficile. En effet, en supprimant une image
non visible des jugements de pertinence, il est difficile d’e´valuer l’impact sur
la spe´cificite´ de ses anceˆtres (qui existent dans la base de jugements de perti-
nence).
Notre base de jugements de pertinenceQrels-MMFragments n’est par conse´quent
pas filtre´e. Meˆme si ceci contredit la de´finition de la taˆche Fragment multime-
dia, ceci nous permet de comparer notre approche avec les autres approches
des participants d’INEX.
7.3.1.2.2 Fragments purement textuels juge´s comme pertinents
Alors que la diffe´rence principale entre la recherche XML adhoc et la re-
cherche XML multimedia est que cette dernie`re a pour objectif de retourner
des fragments pertinents contenant au moins une image [273], les jugements
de pertinence fournis par la campagne d’e´valuation INEX, taˆche Fragments
Multimedia ne respectent pas cette spe´cificite´ multimedia. En effet, nous avons
constate´ que 84,71% (pour INEX 2007) et 70.80% (pour INEX 2006) de ces
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jugements concernent des fragments purement textuels (c’est a` dire ne sont
associe´s a` aucune image).
Par conse´quent, nous ne pouvons pas e´valuer notre me´thode de recherche de
fragments multimedia avec ces bases de jugements de pertinence. Afin de pallier
cet inconve´nient, nous avons de´cide´ de filtrer ces jugements de pertinence en
ne gardant que les fragments associe´s au moins a` une image.
Conjointement a` ce filtrage des jugements de pertinence, nous avons filtre´
les soumissions 1 officielles des participants de INEX 2006 et 2007 (puisque
quelques uns renvoient e´galement des fragments textuels purs), afin d’avoir les
meˆmes conditions de comparaison.
7.3.1.3 Evaluation de la combinaison line´aire classique de scores
pour le calcul des scores des fragments multimedia
Dans [2] et [8], une approche na¨ıve assignant le meˆme score que l’image aux
autres fragments lie´s (descendants et anceˆtres) est propose´e et e´value´e. Dans
ce qui suit, nous avons e´value´ un score pour tous les descendants et tous les
anceˆtres des e´le´ments images d’une fac¸on plus e´labore´e.
Afin d’e´tudier dans le cas de recherche multime´dia structure´e, l’impact du
type de fragment retourne´ (par exemple renvoyer seulement des images est-il
meilleur que renvoyer des anceˆtres ou descendants, etc.), nous avons e´value´
plusieurs cas de type de fragments renvoye´s :
– Le syste`me ne renvoie que des fragments multimedia compose´s d’images
(I) ;
– le syste`me ne renvoie que des fragments multimedia compose´s des des-
cendants des images (D) ;
– le syste`me ne renvoie que des fragments multimedia compose´s des anceˆtres
des images (A) ;
– le syste`me ne renvoie que des fragments multimedia compose´s d’images
et/ou des descendants des images (ID) ;
– le syste`me ne renvoie que des fragments multimedia compose´s d’images
et/ou des anceˆtres des images (IA) ;
– le syste`me ne renvoie que des fragments multimedia compose´s des des-
cendants et des anceˆtres des images (DA) ;
– le syste`me peut renvoyer des fragments multimedia compose´s d’images
et/ou des descendants et/ou des anceˆtres des images (IDA).
Nous rappelons que l’e´valuation des scores des descendants et des anceˆtres
des images est faite avec une combinaison line´aire classique entre les scores
initiaux calcule´s par le syste`me XFIRM et les scores des images concerne´es
1. Les soumissions sont appele´es runs dans la terminologie INEX.
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(Eq. 7.1).
Les re´sultats sont e´value´s sur la base de pertinence filtre´e, c’est a` dire que
nous avons garde´ seulement les fragments contenant au moins un e´le´ment image
ou bien contenus dans un e´le´ment image : tous les fragments purement textuels
sont supprime´s.
Les figures 7.2 et 7.3 montrent l’e´volution de la mesure MAeP en fonction
de λ, et ceci pour tous les cas possibles des e´le´ments a` retourner, respective-















































































































Figure 7.3 – Variation de MAeP selon λ pour le jeu de test 2007
La courbe I sur les deux figures repre´sente le cas ou` nous renvoyons seule-
ment des images. Cette courbe n’est pas fonction de λ, mais nous l’avons
trace´e pour pouvoir comparer toutes les possibilite´s d’e´le´ments a` retourner
cite´es pre´ce´demment.
Nous remarquons sur la plupart des courbes que l’utilisation seule des scores
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des images (λ = 0) donne des re´sultats meilleurs que l’utilisation seule des
scores calcule´s par XFIRM (λ = 1).
Pour INEX 2006, les meilleurs re´sultats sont obtenus en renvoyant des
images et/ou des descendants et/ou des anceˆtres (IDA), la combinaison des
scores selon la Baseline (Eq. 7.1) (0.1 < λ < 0.4) permet une ame´lioration
le´ge`re des re´sultats par rapport a` l’utilisation seule des scores des images.
Pour INEX 2007, les meilleurs re´sultats sont obtenus en renvoyant seulement
des images et/ou des descendants (ID). Cependant, des re´sultats semblables
sont obtenus en renvoyant des images et/ou des descendants et/ou des anceˆtres
(IDA). Nous constatons e´galement que la combinaison des deux scores a permis
une le´ge`re ame´lioration des re´sultats (0.1 < λ < 0.6).
En re´sume´, nous pouvons conclure que le renvoi des images et/ou descen-
dants et/ou anceˆtres permet d’obtenir les meilleurs re´sultats.
En comparant maintenant les meilleurs re´sultats obtenus en combinant les
deux scores pour INEX 2006 (IDA avec λ = 0.1) et 2007 (ID avec λ = 0.3)
avec ceux obtenus en renvoyant seulement des images (I), nous constatons que
renvoyer seulement des images n’est pas suffisant et ne permet pas d’avoir les
meilleurs re´sultats.
7.3.1.4 Evaluation de l’impact du facteur Dist(emi, Anc/Desc) dans
la fonction de calcul des scores des anceˆtres
Comme mentionne´ pre´ce´demment, l’ajout du facteur Dist(emi, Anc/Desc)
pour le calcul des scores des descendants et des anceˆtres peut se faire selon
deux e´quations. Nous appelons la premie`re Dist−Div (Eq. 7.2) et la deuxie`me
Dist−K (Eq. 7.3).
Avant de comparer l’inte´reˆt des deux formules, nous commenc¸ons par varier
le parame`tre K dans l’e´quation Dist−K (Eq. 7.3) afin de fixer la meilleure va-
leur. La figure 7.4 pre´sente les re´sultats obtenus en variant le facteur K quand
λ = 0, c’est a` dire en utilisant seulement le score des images pour l’e´valuation
des scores des anceˆtres et des descendants, ces re´sultats sont pre´sente´s selon la
mesure MAeP , avec la possibilite´ de renvoyer des images et/ou des anceˆtres
et/ou des descendants (IDA) pour le jeu de test 2006, et la possibilite´ de ren-
voyer des images et/ou des descendants (ID) pour le jeu de test 2007.
Comme le montre la figure 7.4, les meilleurs re´sultats sont obtenus avec des
petites valeurs de K (entre 0.2 et 0.4) et ceci pour les deux jeux de test. Ceci













































Figure 7.4 – Impact du facteur K quand λ = 0 avec possibilite´ de renvoyer
des images, des anceˆtres et des descendants
montre que le facteur Dist a un roˆle pre´ponde´rant dans l’e´valuation des scores
des anceˆtres.
Pour confirmer l’importance du facteur Dist statistiquement, nous avons
utilise´ le test Wilcoxon pour comparer les re´sultats avec K = 0.3 et K = 1
selon la mesure MAeP quand λ = 0. Nous notons que K = 1 signifie que le
facteur Dist n’est pas pris en compte dans la formule, c’est a` dire en utilisant
l’e´quation 7.1 avec λ = 0. Le tableau 7.1 pre´sente les gains obtenus en utilisant
K = 0.3 par rapport a` K = 1.
Tableau 7.1 – Comparaison entre les re´sultats obtenus avec K = 0.3 et K = 1
pour λ = 0
Jeu de test K=0.3/K=1
2006 +36% **
2007 +38% **
Pour les deux jeux de test 2006 et 2007, p < 0.05, ce qui implique que la
distance entre l’image et ses anceˆtres/descendants doit eˆtre prise en compte
d’une manie`re assez importante dans l’e´valuation des scores des anceˆtres et
descendants.
Nous comparons maintenant les re´sultats obtenus par la combinaison clas-
sique (Eq. 7.1) appele´s IDA−Baseline, les re´sultats obtenus en utilisant le fac-
teurDist(emi, Anc) selon l’e´quationDiv−Dist (Eq. 7.2) appele´s IDA−DIV −
Dist pour INEX 2006 et ID −DIV −Dist pour INEX 2007, et les re´sultats
obtenus en utilisant le facteur Dist(emi, Anc) selon l’e´quation Dist −K (Eq.
Chapitre 7. Recherche de fragments multimedia 157
7.3) appele´s IDA−Dist−K = 0.3 pour INEX 2006 et ID −Dist−K = 0.4





































































































































Figure 7.5 – Comparaison de la combinaison sans et avec utilisation du facteur
Dist(imi, Anc/Desc)
D’apre`s ces re´sultats, nous remarquons que l’utilisation du facteurDist (Eq.
Div −Dist et Eq. Dist−K) a permis d’ame´liorer les re´sultats par rapport a`
ceux obtenus par une combinaison classique (IDA−Baseline pour INEX 2006
et ID −Baseline pour INEX 2007).
Nous notons e´galement que l’utilisation de l’e´quation Dist − K (Eq. 7.3)
permet d’obtenir les meilleurs re´sultats. Le tableau 7.2 pre´sente les gains obte-
nus par l’e´quation Dist−K par rapport l’e´quation Div−Dist, quand λ e´gale
0.1.
Tableau 7.2 – Comparaison entre l’e´quation Div−Dist et l’e´quation Dist−K
avec λ = 0.1
Jeu de test Dist−K/Div −Dist
2006 +18% **
2007 +5% **
Pour les deux jeux de test 2006 et 2007, p < 0.05, ce qui montre l’inte´reˆt de
l’e´quation Dist − K permettant ainsi de mieux prendre en compte le facteur
Dist(emi, Anc).
7.3.2 Evaluation selon la strate´gie ”Focused”
La proble´matique de cette strate´gie est de de´cider quels fragments doivent
eˆtre retourne´s en se focalisant sur le besoin de l’utilisateur (Focused Retrieval
dans la terminologie INEX). Les fragments retourne´s doivent eˆtre les plus ex-
haustifs et spe´cifiques possibles et ne doivent pas eˆtre imbrique´s les uns dans
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les autres. Ce type de recherche suppose que l’utilisateur pre´fe`re le fragment
(un seul) le plus pertinent d’un sous arbre pertinent [142].
Les re´sultats pre´liminaires de notre me´thode selon la strate´gie Focused dans
INEX 2007 sont pre´sente´s dans [3].
7.3.2.1 Modalite´s d’e´valuation
Dans cette strate´gie e´galement, nous avons e´value´ les deux jeux de requeˆtes
INEX 2006 (9 requeˆtes) et INEX 2007 (19 requeˆtes). Nous avons utilise´ la`
aussi la me´thode OntologyLike pour la premie`re e´tape du processus (recherche
d’e´le´ments multimedia).
Les mesures officielles de la strate´gie Focused sont base´es sur l’interpolation
de Rappel/Pre´cision sur 101 niveaux. La pre´cision interpole´e aux faibles ni-
veaux iP [0.00], iP [0.01], iP [0.05] et iP [0.1] ainsi que la moyenne des moyennes
de ces pre´cisions interpole´es selon 101 niveaux (MAiP ) sont utilise´es. La mesure
sur laquelle est base´e le classement des syste`mes est iP [0.01]. Ces diffe´rentes
mesures sont de´crites dans le chapitre 4, section 4.5.1.2.
Pour les scores initiaux des anceˆtres, nous avons utilise´ e´galement le syste`me
XFIRM (voir chapitre 2, section 2.7.2). Les meilleures valeurs de α et ρ de
ce syste`me sont respectivement 0.3 et 1 selon la taˆche Adhoc (strate´gie Fo-
cused) et la mesure est MAiP . α = 0.3 implique que la distance entre les
nœuds feuilles et leurs nœuds anceˆtres joue un roˆle assez important et par
conse´quent, la spe´cificite´ des e´le´ments est aussi pre´ponde´rante pour l’e´valuation
des e´le´ments XML. ρ = 1 implique que le score de la racine n’a pas contribue´
a` la de´termination des scores des nœuds internes.
Les meˆmes proble´matiques que celles cite´es dans la section de la taˆche
Thorough sont valables ici (section 7.3.1.2). Nous rappelons ainsi que deux
proble`mes ont e´te´ discute´s. Le premier concerne l’existence d’images non vi-
sibles dans la base de jugements de pertinence, et le deuxie`me concerne l’exis-
tence des fragments purement textuels (lie´s a` aucune image), ce qui contredit
la spe´cificite´ multimedia de la taˆche de recherche qui consiste a` renvoyer seule-
ment des fragments qui contiennent au moins un e´le´ment multimedia. Dans
nos expe´rimentations, nous avons utilise´ la nouvelle base de jugements de perti-
nence spe´cifique multime´dia, c’est a` dire en ne gardant que fragments compose´s
d’e´le´ments images et leurs anceˆtres.
Cependant, une comparaison des re´sultats selon la base officielle de juge-
ments de pertinence (contenant des fragments purement textuels) est faite a`
titre indicatif dans le paragraphe 7.4.2.1.
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Enfin, vu que nous e´valuons notre approche dans le cadre INEX, nous
avons de´cide´ de ne pas renvoyer des fragments compose´s des descendants des
images pour respecter la de´finition de cette taˆche : il faut renvoyer un frag-
ment contenant au moins une image avec ou sans texte [142]. Dans la suite
des expe´rimentations, un fragment multimedia peut eˆtre une image et/ou un
anceˆtre.
7.3.2.2 Proble`mes lie´s a` mesure MAiP
Une des mesures choisies pour l’e´valuation de la strate´gie Focused dans
INEX 2007 est la mesure MAiP . Un proble`me qui peut eˆtre engendre´ par
cette mesure est le suivant : supposons qu’un syste`me S1 renvoie des e´le´ments
pertinents dans des petits niveaux de rappel et un autre syste`me S2 retourne
des e´le´ments pertinents dans des niveaux de rappel plus e´leve´s. En interpolant
les pre´cisions et en utilisant la mesure MAiP , le syste`me S2 peut eˆtre classe´
avant le syste`me S1, alors qu’il n’est pas forcement meilleur.
Afin d’illustrer le proble`me, prenons l’exemple de deux syste`mes S1 et S2
renvoyant la meˆme quantite´ d’information pertinente, et la meˆme quantite´ d’in-
formation totale. La seule diffe´rence entre les deux est que S1 renvoie les infor-
mations pertinentes avant S2. La figure 7.6 pre´sente respectivement les deux















































Figure 7.6 – Impact de l’interpolation sur les re´sultats
En utilisant la mesure MAP , S1 (MAP = 0.6471) est meilleur que S2
(MAP = 0.4160). Par contre, en utilisant la mesure MAiP , S2 (MAiP =
0.4956) sera classe´ avant S1 (MAiP = 0.4773).
La mesure MAiP montre ainsi ses limites : la mesure MAP (e´value´e sans
interpolation) serait mieux approprie´e pour e´valuer la performance globale des
diffe´rents syste`mes. Dans nos expe´rimentations, nous nous sommes base´s sur
la mesure MAP (et non MAiP ) pour comparer les diffe´rents syste`mes selon la
performance globale.
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7.3.2.3 Evaluation de la combinaison line´aire classique de scores
pour le calcul des scores des anceˆtres des images
Nous e´tudions dans cette partie l’e´valuation des scores des anceˆtres des
images en combinant les scores des images elles-meˆme et les scores initiaux des
anceˆtres de´ja` calcule´s par le syste`me XFIRM (Eq. 7.1). La figure 7.7 montre

































Figure 7.7 – Evolution de IP[0.01] et MAP en fonction de λ pour les jeux de
test 2006 et 2007
Les courbes de cette figure montrent que l’utilisation seule des scores obte-
nus par le syste`me XFIRM donne des re´sultats meilleurs que ceux obtenus par
l’utilisation seule des scores des images ou par la combinaison des deux scores,
et ceci pour les deux jeux de test 2006 et 2007.
Ceci confirme la limite de cette combinaison ou` toutes les images contenues
dans un anceˆtre participent a` l’e´valuation de sa pertinence inde´pendamment
de leur proximite´ hie´rarchique. En effet, chaque image va contribuer avec son
score avec une meˆme distribution pour le calcul des scores des anceˆtres, et par
conse´quent, l’anceˆtre qui posse`de le nombre d’images le plus grand sera classe´
le premier. Ce comportement conduit a` renvoyer toujours des e´le´ments des plus
hauts niveaux comme ”body” et ”article”.
7.3.2.4 Evaluation de l’impact du facteur Dist(emi, Anc) dans la fonc-
tion de calcul des scores des fragments multimedia
Afin d’e´valuer l’impact du facteur Dist dans le calcul des scores des anceˆtres,
les deux e´quations Div−Dist (Eq. 7.2) et Dist−K (Eq. 7.3) ont e´te´ utilise´es.
Avant de comparer l’inte´reˆt des deux formules 7.2 et 7.3, nous avons e´tudie´
l’impact du parame`treK dans la formule 7.3. La figure 7.8 pre´sente les re´sultats
obtenus en variant le facteur K avec λ = 0, c’est a` dire en utilisant seulement
le score des images pour l’e´valuation des scores des anceˆtres. Ces re´sultats sont
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pre´sente´s selon les mesures iP [0.01] et MAP , avec la possibilite´ de renvoyer







































Figure 7.8 – Impact du facteur K quand λ = 0 avec la possibilite´ de renvoyer
des images et des anceˆtres
Comme le montre la figure 7.8 et selon les deux mesures iP [0.01] et MAP ,
les meilleurs re´sultats sont obtenus avec des petites valeurs de K (K entre
0.1 et 0.3 pour 2006 et K entre 0.1 et 0.4 pour 2007). Ceci montre que le
facteur Dist(emi, Anc) a un roˆle pre´ponde´rant dans l’e´valuation des scores des
anceˆtres.
De la meˆme fac¸on que la strate´gie ”thorough”, afin de confirmer l’impor-
tance du facteur Dist(emi, Anc) statistiquement, nous avons utilise´ le test Wil-
coxon pour comparer les re´sultats avec K = 0.1 et K = 1 selon les mesures
iP [0.01] et MAP quand λ = 0. Nous avons obtenu pour les deux jeux de test
2006 et 2007, un gain > 100% et une valeur de p < 0.05, ce qui implique que la
distance entre l’image et ses anceˆtres doit eˆtre prise en compte d’une manie`re
assez importante dans l’e´valuation des scores des anceˆtres.
En variant le parame`tre K, nous avons e´galement e´tudie´ le pourcentage
d’e´le´ments images retourne´s. La courbe de la figure 7.9 pre´sente ce pourcen-
tage en fonction de K.
Nous notons d’apre`s cette courbe qu’en donnant une grande importance
a` la distance entre l’e´le´ment image et ses anceˆtres dans le calcul de scores
des anceˆtres (K entre 0.1 et 0.4), le syste`me ne renvoie pratiquement que
des e´le´ments images. En donnant une petite importance a` la distance entre
les images et leurs anceˆtres (K entre 0.6 et 0.9), nous remarquons que le
pourcentage des e´le´ments images varie entre 50% et 90%. Enfin, si le fac-
teur Dist(emi, Anc) (K=1) est omis, le syste`me ne renvoie jamais d’e´le´ments
images. En se basant sur cette courbe et la courbe 7.8, nous constatons que
les meilleurs re´sultats sont obtenus par des petites valeurs de K ce qui im-
plique que les meilleurs re´sultats sont compose´s presque uniquement d’e´le´ments
images. Cette conclusuion nous conduit a` poser la question suivante : serait-il
































































































Figure 7.9 – Pourcentage d’e´le´ments images en variant K selon les deux jeux
de test 2006 et 2007
inte´ressant (en terme de performance) de renvoyer des images et des anceˆtres ?
Un e´le´ment de re´ponse est donne´ plus tard dans la section 7.3.2.5.
Nous comparons maintenant les re´sultats obtenus par la combinaison clas-
sique 2 (Eq. 7.1, Images-Anceˆtres-Baseline), les re´sultats obtenus en utilisant le
facteur Dist(emi, Anc) selon l’e´quation 7.2 (Images−Ancetres−DIV −Dist)
et les re´sultats obtenus en utilisant le facteur Dist(emi, Anc) selon l’e´quation
7.3 (Images − Ancetres − Dist − K = 0.1 pour INEX 2006 et Images −
Ancetres − Dist − K = 0.4 pour INEX 2007). Cette comparaison est faite
selon les mesure iP [0.01] et MAP et avec la possibilite´ de renvoyer des images
et/ou des anceˆtres.
La figure 7.10 pre´sente les re´sultats pour la mesure iP [0.01].
D’apre`s ces re´sultats, nous remarquons que l’utilisation du facteurDist (Eq.
Div−Dist et Eq. Dist−K) a permis d’ame´liorer significativement les re´sultats
par rapport ceux obtenus par la combinaison classique (Images−Ancetres−
Baseline) et ceci selon la mesures iP [0.01] et pour les deux jeux de test 2006
et 2007.
Nous notons e´galement que l’utilisation de l’e´quation 7.3 conduit aux meilleurs
re´sultats (Images−Ancetre−Dist−K = 0.1 pour 2006 et Images−Ancetre−
Dist − K = 0.4 pour 2007). La figure 7.11 compare les meˆmes re´sultats que
2. Nous conside´rons cette combinaison classique comme la baseline de nos
expe´rimentations











































Figure 7.10 – Comparaison de la combinaison sans et avec utilisation du
facteur Dist(emi, Anc) selon iP [0.01] avec la possibilite´ de renvoyer des images
et/ou des anceˆtres







































Figure 7.11 – Comparaison de la combinaison sans et avec utilisation du
facteur Dist(emi, Anc) selon MAP avec la possibilite´ de renvoyer des images
et des anceˆtres
Les meˆmes conclusions peuvent eˆtre tire´es. Le facteur Dist(emi, Anc) a
ame´liore´ les re´sultats et ceci selon les deux e´quations. Cependant, l’e´quation
Dist−K (Eq. 7.3) a permis a` une ame´lioration plus significative que l’e´quation
Div −Dist (Eq. 7.2).
En comparant les deux e´quationsDist−K etDiv−Dist, nous avons obtenu
pour le jeu de test 2006 une ame´lioration de +91% (p < 0.05) selon la mesure
iP [0.01], et une ame´lioration de +69% (p < 0.1) selon la mesure MAP . La
meˆme chose est note´e pour le jeu de test 2007 ou` nous avons remarque´ une
ame´lioration > 100% (p < 0.05) selon la mesure iP [0.01] et la mesure MAP .
Ces observations montrent l’inte´reˆt de l’e´quationDist−K (Eq. 7.3) permettant
ainsi de mieux prendre en compte le facteur Dist(emi, Anc).
Discutons maintenant l’impact de variation de λ sur les re´sultats. Pour la
Baseline et selon les deux jeux de requeˆtes (2006 et 2007) et les deux mesures
(iP [0, 01] etMAP ), l’utilisation seule des scores obtenus par le syste`me XFIRM
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(λ = 1) donne des re´sultats meilleurs que l’utilisation seule des scores des
images ou la combinaison des deux. Le meˆme comportement est quasiment
note´ en divisant le score de l’image par la distance entre l’image et l’anceˆtre
concerne´ (Eq. Div −Dist). L’inverse est remarque´ quand on utilise le facteur
Dist(emi, Anc) avec le parame`tre K (K = 0.1), c’est a` dire, les meilleurs
re´sultats sont obtenus en utilisant seulement les scores des images ou en les
combinant avec ceux obtenus par le syste`me XFIRM. Nous notons ainsi que
la combinaison des deux scores n’a pas permis une ame´lioration des re´sultats
et ceci n’est pas surprenant puisque cette combinaison de score n’a d’impact
que sur les scores des anceˆtres et non des e´le´ments multimedia, et comme
nous l’avons montre´ pre´ce´demment, la plupart des e´le´ments renvoye´s sont des
e´le´ments images quand K = 0.1.
7.3.2.5 Evaluation des types des e´le´ments retourne´s
Dans la strate´gie Focused, les re´sultats a` renvoyer sont des fragments mul-
timedia compose´s d’e´le´ments multimedia ou de leurs anceˆtres. Par conse´quent,
notre approche peut renvoyer trois types de re´sultats : (a) des e´le´ments images
et/ou des anceˆtres, (2) seulement des anceˆtres des images ou (3) seulement des
images.
Le tableau 7.3 compare les re´sultats obtenus par les trois types de frag-
ments multimedia avec les collections INEX 2006 et 2007. La comparaison est
faite entre les re´sultats obtenus en renvoyant seulement des images (Images),
les meilleurs re´sultats en renvoyant des images et/ou des anceˆtres (Images −
Ancetres −Dist −K = 0.1 avec λ = 0.1 pour 2006 et Images − Ancetres −
Dist − K = 0.4 avec λ = 0 pour 2007) et les meilleurs re´sultats en ne ren-
voyant que des anceˆtres (Ancetres−Dist−K = 0.1 avec λ = 0.1 pour 2006 et
Ancetres−Dist−K = 0.4 avec λ = 0 pour 2007). Notons ici que nous avons
indique´ le pourcentage des e´le´ments images retourne´s a` chaque fois.
Tableau 7.3 – Evaluation du type d’e´le´ments retourne´s
Run iP[0.01] MAP %images
2006
Images 0.6617 0.3326 100%
Images-Anceˆtre-Dist-K=0.1 (λ = 0.2) 0.6617 0.3326 100%
Anceˆtre-Dist-K=0.1 (λ = 0.2) 0.4474 0.2363 0%
2007
Images 0.5624 0.2939 100%
Images-Anceˆtre-Dist-K=0.4(λ = 0.4) 0.5846 0.2870 99.96%
Anceˆtre-Dist-K=0.4 (λ = 0.4) 0.2227 0.0531 0%
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La premie`re remarque a` noter d’apre`s ces re´sultats, est que le renvoi des
images et/ou des anceˆtres, conduit en fait a` renvoyer toujours des e´le´ments
images (100% et 99.96% des re´sultats sont des e´le´ments images respectivement
pour INEX 2006 et 2007). Ceci est explique´ par l’utilisation des petites valeurs
de K dans l’e´quation 7.3.
Dans le cas ou` nous retournons des fragments multimedia mais jamais
d’e´le´ments images, c’est a` dire quand nous renvoyons toujours des anceˆtres des
images (Ancetre−Dist−K = 0.1), les re´sultats se de´gradent significativement.
Pour mieux comprendre ce comportement, nous avons calcule´ le pourcen-
tage des fragments multimedia qui sont plus pertinents que leurs images dans
la base de jugements de pertinence. Pour le jeu de test 2006, nous avons trouve´
un pourcentage moyen de 34%. La figure 7.12 pre´sente les pourcentages obte-



























































Figure 7.12 – Pourcentage des cas ou` les anceˆtres sont plus pertinents que les
images selon la base de pertinence 2006 pour chaque requeˆte
Nous remarquons que pour certaines requeˆtes, renvoyer un anceˆtre de l’image
est meilleur que renvoyer l’e´le´ment image lui meˆme.
Pour cela, nous avons de´cide´ d’approfondir l’analyse des re´sultats selon
le type des e´le´ments retourne´s. Nous avons trace´ deux courbes : la premie`re
courbe (Figure 7.13) compare les re´sultats en renvoyant des images (Images),
des anceˆtres (Ancetres − Dist − K = 0.1) ou les deux a` la fois (Images −
Ancetres−Dist−K = 0.1) selon les pre´cisions interpole´es des cinq premiers
niveaux de rappel parmi 101 niveaux : 0.00, 0.01, 0.02, 0.03, 0.04 et 0.05. La
deuxie`me courbe (Figure 7.14) pre´sente les meˆmes re´sultats mais selon 10 ni-
veaux de rappel [0..1].
Selon les deux courbes, les meˆmes re´sultats sont obtenus en ne renvoyant que





































































Figure 7.13 – Courbes rappel-pre´cision interpole´e selon les 5 premiers niveaux







































































Figure 7.14 – Courbes rappel-pre´cision interpole´e selon 10 niveaux de rappel
des images (Images) et en renvoyant des images et/ou des anceˆtres (Images−
Ancetres − Dist −K = 0.1). Par conse´quent, les deux cas a` comparer sont :
ne renvoyer que des e´le´ments images et ne renvoyer que des e´le´ments anceˆtres
d’images. La premie`re courbe (Figure 7.13) montre que renvoyer seulement
des images est meilleur que renvoyer seulement des anceˆtres selon les mesures
iP [0.00], iP [0.01] et iP [0.02] alors que l’inverse est remarque´ selon les mesures
iP [0.03], iP [0.04] et iP [0.05]. De plus, selon la deuxie`me courbe (Figure 7.14),
renvoyer seulement des anceˆtres est meilleur que renvoyer seulement des images
selon les niveaux de rappel [0,1..0,7]. Ces courbes montrent alors que renvoyer
seulement des anceˆtres est parfois meilleur que renvoyer seulement des images.
Ceci est en effet de´pendant de la mesure utilise´e.
Pour le jeu de test 2007, nous remarquons que selon les diffe´rentes mesures
(tableau 7.3), les meilleurs re´sultats sont obtenus soit en renvoyant seulement
des images (Images), soit en renvoyant des images et des anceˆtres (Images−
Ancetre−Dist−K = 0.4(λ = 0.4)), mais il faut noter que 99.96% des re´sultats
de ce run sont des images : la meˆme explication que celle du jeu de test 2006
est e´galement valide ici.
De la meˆme fac¸on que pour le jeu de test 2006, nous avons calcule´ le pour-
centage des cas ou` les anceˆtres sont plus pertinents que les images dans la base
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de jugements de pertinence. Ce pourcentage est e´gal a` 3.48% ce qui explique
bien le fait que le meilleur run est celui qui ne renvoie pratiquement que des
images, et ceci selon les diffe´rentes mesures. Par conse´quent, renvoyer seulement
des anceˆtres ne peut que de´grader significativement les re´sultats.
En conclusion, le renvoi du texte avec des images (c’est a` dire le renvoi
des anceˆtres des images) n’a montre´ son inte´reˆt que sur quelques requeˆtes.
Ceci montre que l’utilisateur pre´fe`re dans la plupart des cas une image qu’une
image et du texte (la majorite´ des e´le´ments dans les jugements de pertinence
sont des images). Bien e´videmment, regarder une image ne´cessite moins d’ef-
fort utilisateur que lire du texte. Cependant, nous devons noter qu’une image
peut eˆtre ambigue¨ (c’est a` dire posse`de plusieurs interpre´tations) de telle sorte
qu’elle force l’utilisateur a` lire le texte associe´. Il est ainsi difficile de tirer une
conclusion de´finitive, les re´sultats pre´sents ici sont fortement de´pendants de
la collection et des jugements de pertinence associe´s, c’est a` dire du besoin
utilisateur.
7.4 Evaluation comparative avec les re´sultats
officiels des campagnes INEX 2006 et INEX
2007
L’objectif de cette section est de confronter nos re´sultats avec ceux obtenus
par les participants d’INEX 2006 et 2007. En 2006, les soumissions officielles
concernent la strate´gie Thorough, et elles sont classe´s selon la mesure MAeP .
En 2007, les soumissions concernent la strate´gie Focused et elles sont classe´es
selon la mesure iP [0.01].
7.4.1 Strate´gie Thorough : INEX MMF 2006
7.4.1.1 Comparaison selon les jugements de pertinence officiels
Notre comparaison ici est effectue´ selon la base officielle contenant des frag-
ments textuels. Le tableau 7.4 compare les rangs et les MAeP par les diffe´rents
participants d’INEX 2006 taˆche MMFragments et les re´sultats de notre ap-
proche.
%Frag.Text repre´sente le pourcentage d’e´le´ments ne contenant aucune image.
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Tableau 7.4 – Classement de notre syste`me parmi les re´sultats officiels de la
campagne d’e´valuation INEX 2006 selon la base de jugements de pertinence
officielle et selon MAeP
Rang MAeP Organisation Identifiant du run %Frag.Text
1 0.1592 Qutau MMfragmentstitlePSname 54%
2 0.1564 Qutau MMfragmentstitlePS 48%
3 0.1544 Qutau MMfragmentstitle 49%
4 0.1536 Qutau MMfragmentstitleName 54%
5 0.1168 Qutau MMfragmentsCAStitle 27%
6 0.1147 Qutau MMfragmentscastitlePS 37%
0.0691 Notre approche :IDA−Dist−
K = 0.3− 01
0%
7 0.0656 RMIT zet-Gift-MMF-Mix-10 38%
8 0.0093 RMIT zet-Gift-MMF-Title-10 47%
9 0.0030 Utwente frag-art-title 0%
Nous remarquons que notre approche est moins performante que celles des
autres participants. En effet, selon cette base de jugements officielle, notre
syste`me est classe´ deuxie`me apre`s l’universite´ de Technologie de Queensland
Qutau, mais 7eme parmi toutes les soumissions. Le syste`me de l’universite´ Qu-
tau est le syste`me GPX de´crit dans le chapitre 2, section 2.7.2. Ce syste`me
re´compense les e´le´ments ayant le plus de termes uniques de la requeˆte. De plus,
si un e´le´ment a un seul fils pertinent, il sera classe´ apre`s lui, par contre, si un
e´le´ment posse`de plus qu’un seul fils pertinent, il sera classe´ avant tous ses des-
cendants. Nous notons ici que presque la moitie´ des re´sultats sont des fragments
purement textuels ce qui ne respecte pas les contraintes lie´es a` la taˆche.
7.4.1.2 Comparaison selon la base de jugements de pertinence filtre´e
Notre comparaison ici est faite selon la base de jugements de fragments
multimedia filtre´e : seuls les fragments contenant au moins une image sont
garde´s, tous les fragments purement textuels sont supprime´s.
Conjointement a` ce filtrage des jugements de pertinence, nous avons filtre´
les soumissions officielles des participants de INEX 2006 puisque quelques uns
renvoient e´galement des fragments textuels purs, et ceci afin de les comparer a`
notre approche.
Suite a` ce filtrage des soumissions officielles des participants d’INEX, le nombre
de re´sultats retourne´s par leurs syste`mes a diminue´ et par conse´quent, la com-
paraison selon la mesure MAeP n’est plus significative. Cependant, nous les
comparons tout de meˆme a` titre indicatif. Le tableau 7.5 compare les rangs et
MAeP par les diffe´rents participants d’INEX 2006 taˆche MMFragments et les
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re´sultats de notre approche.
Tableau 7.5 – Classement de notre syste`me parmi les re´sultats officiels de la
campagne d’e´valuation INEX 2006 selon la base de jugements de pertinence
filtre´e selon MAeP
Rang MAeP Organisation Id Run %Elmts.Enleve´s
1 0.2641 Qutau MMfragmentstitlePSname 54%
2 0.2536 Qutau MMfragmentstitlename 54%
3 0.2469 Qutau MMfragmentstitlePS 48%
4 0.2419 Qutau MMfragmentstitle 49%
0.2256 Notre approche :IDA−Dist−
K = 0.3− 01
0%
5 0.2244 Qutau MMfragmentsCAStitle 27%
6 0.2098 Qutau MMfragmentscastitlePS 37%
7 0.1248 RMIT zet-Gift-MMF-Mix-10 38%
8 0.0185 RMIT zet-Gift-MMF-Title-10 47%
9 0.0139 Utwente frag-art-title 0%
Apre`s le filtrage des fragments textuels, notre approche reste classe´ deuxie`me
apre`s l’universite´ de Qutau, et cinquie`me parmi toutes les soumissions.
7.4.2 Strate´gie Focused : INEX MMF 2007
7.4.2.1 Comparaison selon les jugements de pertinence officiels
Notre comparaison ici est faite selon la base officielle contenant des frag-
ments textuels. La figure 7.15 compare les re´sultats des diffe´rents participants
et notre approche selon les diffe´rentes mesures pour la base de jugements de
pertinence officielle.
Le tableau 7.6 compare les rangs et les pre´cisions interpole´es au niveau de
rappel 0.01 par les diffe´rents participants d’INEX 2007 taˆche MMFragments et
les re´sultats de notre approche.
%images repre´sente le pourcentage d’e´le´ments images ou bien descendants
d’un e´le´ment image. %Frag.Text repre´sente le pourcentage d’e´le´ments ne conte-
nant aucune image.
Comme nous le remarquons, selon la mesure officielle iP [0.01], notre ap-
proche est classe´e le premier, avec une ame´lioration de 54% par rapport au
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Figure 7.15 – Comparaison de notre approche et des re´sultats officiels de la
campagne d’e´valuation INEX 2007, taˆche MMF selon la base de jugements de
pertinence officielle
Tableau 7.6 – Classement de notre syste`me parmi les re´sultats officiels de la
campagne d’e´valuation INEX 2007 selon la base de jugements de pertinence
officielle selon iP[0.01]




1 0.3389 Utwente article-MM 0% 0%
2 0.3039 Qutau CosFocused 31.29% 62.09%
3 0.2947 Qutau CoFocused 3.21% 87.51%
4 0.2467 Utwente starloglength-MM 2.55% 4.83%
5 0.0595 Utwente starlognormal-MM 91.79% 0%
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meilleur run officiel (article −MM de l’universite´ de Utwente). Nous rappe-
lons en outre que la base de jugements de pertinence officielle contient des frag-
ments purement texuels alors que notre syste`me ne renvoie que des fragments
multimedia. De plus, en comparant les soumissions officielles, nous notons que
les meilleurs re´sultats renvoye´s (run article-MM de Utwente) sont des docu-
ments entiers ayant au moins un e´le´ment multimedia, et non des parties de
documents (des sous-arbres). Notre proposition montre le contraire : renvoyer
des fragments multimedia est meilleur que renvoyer des documents entiers mul-
timedia.
7.4.2.2 Comparaison selon la base de jugements de pertinence filtre´e
Notre comparaison ici est faite selon la base de jugements de fragments
multimedia filtre´e : seuls les fragments contenant au moins une image sont
garde´s, tous les fragments purement textuels sont supprime´s.
De la meˆme manie`re que pour la taˆche Thorough, conjointement a` ce fil-
trage des jugements de pertinence, nous avons filtre´ les soumissions officielles
des participants de INEX 2007 puisque quelques unes renvoient e´galement des
fragments textuels purs, et ceci afin de les comparer a` notre approche de re-
cherche de fragments multimedia.
Suite a` ce filtrage des soumissions officielles des participants d’INEX, le nombre
de re´sultats retourne´s par leurs syste`mes est diminue´, et par conse´quent, la
comparaison selon les mesures MAiP et MAP n’est plus significative. Afin
d’effectuer tout de meˆme une comparaison, nous nous inte´ressons plus parti-
culie`rement aux pre´cisions dans les premiers niveaux de rappel 0.00, 0.01, 0.05,
0.1 puisque le nombre de re´sultats retourne´s n’est plus le meˆme pour toutes
les soumissions. La figure 7.16 compare les re´sultats des diffe´rents participants
avec notre approche selon les diffe´rentes mesures pour la base de jugements de
pertinence filtre´e.
D’apre`s cette figure, nous remarquons que notre syste`me permet d’avoir les
meilleurs re´sultats selon presque toutes les mesures.
Le tableau 7.7 compare les rangs et les pre´cisions interpole´es au niveau de
rappel 0.01 par les diffe´rents participants d’INEX 2007 taˆche MMFragments et
les re´sultats de notre approche.
D’apre`s ce tableau, notre syste`me est classe´ le premier avec une ame´lioration
de 84% par rapport au meilleur run officiel filtre´. Les meˆmes conclusions que
la comparaison selon la base officielle peuvent eˆtres tire´es.
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Figure 7.16 – Comparaison de notre approche et des re´sultats officiels de la
campagne d’e´valuation INEX 2007, taˆche MMF selon la base de jugements de
pertinence multimedia
Tableau 7.7 – Classement de notre syste`me parmi les re´sultats officiels de la
campagne d’e´valuation INEX 2007 selon la base de jugements de pertinence
filtre´e selon iP[0.01]
Rang iP[0.01] Organisation Id Run %images %Elmts.Enleve´s
0.5846 Images − Ancetre −
Dist−K = 0.4− 04
99.96%
1 0.3171 Utwente article-MM(Filt) 0% 0%
2 0.2165 Qutau CosFocused(Filt) 82.74% 62.09%
3 0.2155 Utwente starloglength-MM(Filt) 2.55% 4.83%
4 0.2003 Qutau CoFocused(Filt) 25.75% 87.51%
5 0.0465 Utwente starlognormal-
MM(Filt)
91.79% 0%
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7.4.2.3 Taˆche Adhoc versus Taˆche MMFragments d’INEX 2007
Les requeˆtes de la taˆche Multimedia font partie de l’ensemble de requeˆtes
de la taˆche Adhoc. Nous rappelons que pour cela, les soumissions officielles de
la taˆche adhoc d’INEX ont e´te´ e´value´es dans la cadre de la taˆche Multimedia.
Les meilleurs re´sultats officiels d’INEX 2007 sont obtenus par des soumis-
sions Adhoc. Pour cela, nous avons compare´ notre approche avec les meilleurs
soumissions Adhoc, et ceci selon les deux bases de jugements, officielle et filtre´e.
Selon la base de jugements de pertinence officielle, la meilleure soumis-
sion au niveau de rappel 0.01 est celle de l’Ecole des Mines de Saint-Etienne
(EMSE.boolean.Prox200NF.0010 ) qui est base´e sur l’utilisation de la proximite´
des termes des documents vis a` vis des requeˆtes en tenant compte la structure
des documents [36], et la meilleure soumission au niveau de la mesure MAiP
est celle de l’institut Statistique Indian (VSMfb) qui utilise le mode`le vectoriel
et ne renvoie que des documents entiers [203]. La figure 7.17 compare ces deux
soumissions adhoc avec les meilleures soumissions multimedia (selon iP[0.01] et
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Figure 7.17 – Comparaison de notre approche et des re´sultats officiels de la
campagne d’e´valuation INEX 2007, taˆche MMF et taˆche Adhoc selon la base
de jugements de pertinence officielle
Selon les mesures iP [0.00], iP [0.01] et MAP , notre syste`me permet d’ob-
tenir les meilleurs re´sultats par rapport aux meilleurs syste`mes multimedia et
adhoc, meˆme si la base de jugements de pertinence officielle contient des frag-
ments purement textuels.
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Nous avons ensuite e´value´ ces diffe´rentes soumissions selon la base de ju-
gements de pertinence filtre´es, pour cela, nous avons e´galement filtre´ ces deux
soumissions adhoc en gardant seulement les fragments contenant au moins une
image. Nous rappelons ici que le nombre de re´sultats des soumissions officielles
a diminue´ apre`s le filtrage. Pour cette raison, nous nous basons plus parti-
culie`rement dans notre comparaison sur la mesure iP [0.01], et non la mesure
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Figure 7.18 – Comparaison de notre approche et des re´sultats officiels de la
campagne d’e´valuation INEX 2007, taˆche MMF et taˆche Adhoc selon la base
de jugements de pertinence filtre´e
Selon les mesures iP [0.00], iP [0.01] et iP [0.05], notre syste`me est le meilleur
par rapport aux autres syste`mes multimedia et adhoc.
Cependant, a` titre indicatif, la comparaison selon la mesure MAP permet
de classer notre syste`me au deuxie`me rang (Figure 7.18). Les meilleurs re´sultats
selon cette mesure sont obtenus graˆce au syste`me adhoc de l’Ecole des Mines
de St.Etienne.
Le tableau 7.8 compare les rangs et les pre´cisions interpole´es au niveau de
rappel 0.01 pour les meilleures soumissions Multimedia officielles, les meilleures
soumissions Adhoc officielles et notre approche, et ceci selon la base de juge-
ment de pertinence filtre´e (tous les fragments textuels sont supprime´s).
Selon ce tableau, notre syste`me est classe´ le premier avec une ame´lioration
de 31% par rapport au meilleur run officiel adhoc.
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Tableau 7.8 – Classement de notre syste`me parmi les re´sultats officiels (Mul-
timedia et Adhoc) de la campagne d’e´valuation INEX 2007 selon la base de
jugements de pertinence filtre´e et selon iP[0.01]
Rang iP[0.01] Organisation Id Run %images %Elmts.Enleve´s
0.5846 Images − Ancetre −
Dist−K = 0.4− 04
99.96%
1 0.4460 Mines EMSE.boolean.-
Prox200NF.0010(Filt)
69.16% 96.39%
2 0.3171 Utwente article-MM(Filt) 0% 0%
3 0.2978 Indstaint VSMfb(Filt) 0% 58.33%




Nous avons pre´sente´ dans ce chapitre une me´thode permettant de trouver et
de trier les meilleurs fragments multimedia, et ceci en se basant sur les re´sultats
de l’une des deux approches propose´es a` la recherche des e´le´ments multimedia
(CBA ou OntologyLike). Dans ce chapitre, nous avons choisi de nous baser sur
les re´sultats de la me´thode OntologyLike de´crite dans le chapitre 4.
Notre me´thode consiste a` propager les scores des e´le´ments multimedia vers
le haut (anceˆtres) et vers le bas (descendants). Ensuite, ces scores des e´le´ments
multime´dia sont combine´s avec ceux assigne´s avec un syste`me de recherche
XML classique.
Cette me´thode a e´te´ e´value´e dans le cadre de la campagne d’e´valuation
INEX 2006 et 2007 selon deux strate´gies : Thorough et Focused. La combi-
naison des scores a montre´ son inte´reˆt lorsque nous propageons les scores des
e´le´ments multime´dia en fonction du facteur structurel distance entre l’e´le´ment
multime´dia et ses anceˆtres ou ses descendants.
Enfin, nous avons confronte´ les re´sultats de notre approche aux autres
re´sultats officiels de la campagne INEX 2006 et 2007. Notre proposition a





Les travaux pre´sente´s dans ce me´moire se situent dans le contexte ge´ne´ral
de la recherche d’information. Nous nous positionnons plus particulie`rement
dans le cadre d’une recherche multimedia par le contexte dans des documents
semi-structure´s de type XML.
La recherche multimedia par contexte se base sur les informations, principale-
ment le texte, qui entourent l’image. Notre objectif dans le cadre de ces travaux
a e´te´ d’e´tudier une autre source du contexte : la structure (les balises) d’un do-
cument.
En recherche multimedia dans des documents semi-structure´s, les re´ponses
potentielles pertinentes que renvoient un syste`me en re´ponse a` une requeˆte
peuvent avoir deux formes lie´es aux besoins : la re´ponse pourrait eˆtre l’objet
multime´dia meˆme, ou l’objet multimedia associe´ a` son contexte. Nous avons
pour notre part investis ces deux types de recherche :
– Recherche d’e´le´ments multime´dia : la proble´matique de ce type de re-
cherche re´side principalement dans l’identification des sources d’e´vidence
permettant de de´terminer la pertinence des e´le´ments multimedia. Nous
avons propose´ ainsi dans nos travaux deux approches base´es sur la repre´sentation
du document XML sous forme arborescente :
– La me´thode CBA : cette me´thode repose sur l’utilisation implicite du
contexte textuel et structurel. En effet, un score de pertinence est as-
signe´ a` chaque nœud interne graˆce a` un syste`me de recherche XML clas-
sique, puis, trois sources d’e´vidences ont e´te´ utilise´es avec diffe´rentes
importances pour calculer un score de pertinence de l’e´le´ment multi-
media : les nœuds fils (Children), fre`res (Brothers) et anceˆtres (Ances-
tors). Il s’agit ici d’une adaptation des approches de recherche XML
classiques a` la recherche multimedia.
Nous avons montre´, a` travers les expe´rimentations effectue´es sur des
collections issues d’INEX et de CLEF, l’existence d’une relation entre
le vocabulaire de la requeˆte et le vocabulaire utilise´ dans le contexte
textuel des e´le´ments multime´dia : si le vocabulaire de la requeˆte est
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spe´cifique (i.e. les re´ponses concernent un seul objet), les nœuds fils
(i.e. informations spe´cifiques) sont alors les meilleurs a` de´terminer la
pertinence l’e´le´ment multime´dia. De manie`re inverse, si le vocabulaire
de la requeˆte est ge´ne´rique (i.e. les re´ponses concernent plusieurs ob-
jets), les nœuds anceˆtres (i.e. informations ge´ne´rales) sont les meilleurs
a` de´terminer la pertinence de l’e´le´ment multimedia.
Nous avons montre´ e´galement que l’utilisation des trois sources d’e´vidence
ame´liore significativement les performances de recherche par rapport a`
l’utilisation d’une ou deux sources d’e´vidence pour de´terminer la per-
tinence des e´le´ments multime´dia.
– La me´thode OntologyLike : cette me´thode repose sur l’utilisation expli-
cite du contexte textuel et structurel des documents XML. Le principe
de cette approche se base sur une analogie entre l’arbre XML et une
ontologie, ou` les e´le´ments XML sont conside´re´s comme des concepts
et les liens structurels du document XML sont conside´re´s comme des
liens se´mantiques dans une ontologie. Nous nous sommes inspire´s alors
des mesures de similarite´ se´mantique entre les concepts d’une ontolo-
gie pour calculer le degre´ de participation de chaque nœud textuel du
document pour mesurer la pertinence de l’e´le´ment multime´dia.
Les e´valuations effectue´es e´galement sur des collections issues d’INEX
et de CLEF ont montre´ que la combinaison des deux contextes textuel
et structurel pour de´terminer la pertinence des e´le´ments multimedia
conduit a` des re´sultats significativement meilleurs que ceux obtenus en
utilisant un seul contexte. Ceci implique que la structure joue un roˆle
important dans la recherche multimedia.
Nous avons par la suite compare´ les deux approches CBA et Ontology-
Like, et nous avons de´duit qu’elles ne sont pas significativement diffe´rentes
expe´rimentalement. Cependant, la me´thode CBA a quelques limites :
elle de´pend fortement des performances du syste`me de recherche XML
de base et posse`de plusieurs parame`tres a` fixer (parame`tres du syste`me
XML de base et parame`tres des trois sources d’e´vidences), alors que la
me´thode OntologyLike est non parametrique et paraˆıt donc plus stable
que la me´thode CBA.
– Recherche de fragments multime´dia : la proble´matique de ce type de re-
cherche consiste a` de´terminer la granularite´ du fragment multimedia le
plus pertinent a` renvoyer a` l’utilisateur. Afin de re´aliser ceci, nous avons
propose´ une approche base´e sur les e´le´ments multimedia retrouve´s par
une des deux me´thodes CBA ou OntologyLike. En effet, nous avons pro-
page´ le score des e´le´ments multimedia vers le haut (les anceˆtres) et vers
le bas (les descendants). Le score final de chaque fragment (anceˆtres et
descendants) est calcule´ en combinant son score initial calcule´ par un
syste`me de recherche XML classique et les scores propage´s des e´le´ments
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multimedia associe´s.
Les e´valuations que nous avons mene´ pour cette me´thode sont base´es
sur la me´thode OntologyLike parce qu’elle est, comme nous l’avons men-
tionne´ pre´ce´demment, plus stable que la me´thode CBA, et permet d’avoir
des performances e´quivalentes. Nous avons ainsi note´ que l’utilisation de
facteurs structurels pour de´terminer la participation des e´le´ments mul-
timedia dans le calcul de score de pertinence des fragments multimedia
ame´liore significativement les re´sultats.
De plus, notre approche pour la recherche de fragments multimedia a e´te´
compare´e aux soumissions officielles des compagnes INEX 2006 et 2007,
et elle a montre´ son inte´reˆt.
En re´sume´, nous avons montre´ graˆce a` nos propositions et e´valuations que la
structure est un facteur important dans le cadre de la recherche multimedia par
le contexte : la combinaison du contexte textuel et structurel pour de´terminer la
pertinence de l’e´le´ment multimedia ame´liore significativement les performances
de recherche par rapport l’utilisation d’un des deux contextes.
Il est e´galement a` noter que nos approches sont applicables pour n’importe
quel type de me´dia, avec des simples requeˆtes textuelles et sans avoir de restric-
tions sur le type de collections (documents XML he´te´roge`nes ou homoge`nes).
Cependant, il serait inte´ressant de comparer nos approches avec d’autres tech-
niques de recherche multimedia telle que celles qui sont base´es sur le contenu
physique des objets multimedia ou celles base´es sur le contexte textuel des
e´le´ments multime´dia sans tenir compte de la structure des documents.
Perspectives
Les perspectives a` ces travaux sont nombreuses :
1. Dans les approches propose´es, la ponde´ration est effectue´e d’une manie`re
identique pour tous les termes. Une premie`re piste de recherche a` court
terme consiste alors a` ponde´rer les termes d’une fac¸on plus approprie´e a` la
RM : nous pouvons par exemple augmenter les poids des termes les plus
proches des e´le´ments multimedia, ou bien encore ponde´rer des termes se-
lon le type des balises dans lesquelles ils apparaissent (les termes existant
dans des balises spe´cifiques multime´dia auront un score plus e´leve´ que les
autres termes), etc..
2. L’utilisation d’autres facteurs contextuels tel que le nom des objets mul-
time´dia pour de´terminer la pertinence de ces objets, pre´sente aussi un
perspective inte´ressante a` court terme. Le nom des images par exemple,
s’il est significatif, il peut donner une ide´e sur le contenu de l’image. Pour
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cela, le nom des objets multimedia peut permettre d’ame´liorer les perfor-
mances de la recherche multimedia. Les premie`res expe´rimentations a` ce
niveau montrent que ce facteur est inte´ressant [6]. D’autres e´valuations
sont ne´cessaires pour confirmer l’inte´reˆt de ce facteur dans la RM.
3. Enfin, plusieurs e´tudes concernant l’exploitation des liens, en particulier
sur le web, ont e´te´ effectue´es dans la litte´rature, et plusieurs algorithmes
se basant sur le nombre de liens entrants et sortants tels que PageRank
[50] et HITS [58] ont montre´ leur inte´reˆt. Cependant, peu de travaux
concernant l’utilisation des liens (XLink et XPointer) pour la recherche
multimedia structure´e ont e´te´ re´alise´s. A long terme, nous envisageons
ainsi d’utiliser les liens pour chercher des images qui n’ont pas (ou ont
peu) de texte pertinent vis a` vis de la requeˆte. La premie`re proposition
dans cet axe de recherche consiste a` combiner le score de pertinence des
e´le´ments multime´dia retrouve´s par une des deux approches (CBA ou On-
tologyLike) et un score calcule´ en fonction des liens. Ce dernier score sera
lui meˆme fonction du nombre de liens entrants et sortants et fonction du
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