Abstract-A theoretical analysis of Model-Based Temporal Difference Learning for Control is given, leading to a proof of convergence. This work differs from earlier work on the convergence of Temporal Difference Learning by proving convergence to the optimal value function. This means that not the values of the current policy are found, but instead the policy is updated in such a manner that ultimately the optimal policy is guaranteed to be reached.
I. INTRODUCTION
Reinforcement Learning (RL) uses a notion of value to guide the behavior of an agent. This value usually represents the future discounted reward the agent is expected to receive from a certain situation onward. If these values are known, the agent can maximize its received rewards by selecting the action corresponding to the maximal value. Unfortunately, values are usually not known a priori and must thus be learned.
There are several different RL algorithms that attempt to solve the same problem. Temporal Difference Learning (TDLearning) [1] , Q-Learning [2] and SARSA [3] are the best known examples. Here, TD-Learning can be used to find values of states, given a certain policy of the agent, while Q-Learning and SARSA find values for state-action pairs. QLearning and SARSA have been proven to converge to the optimal policies under certain assumptions. TD-Learning only learns the values of the current policy, and not what the optimal policy is, or what its values are. In this paper we do not discuss eligibility traces and therefore whenever we refer to TD, we in fact mean TD(0).
Model-Based TD-Learning uses TD-Learning to update the current approximation of the value function. A model of the dynamics of the environment is assumed to be known. Problems where this is typically the case include games, such as chess and go. Also maze problems and other settings where the dynamics of the environment are known fall into the scope of this approach. Note that it is not required that the environment is deterministic. Stochastic environments, for example in the game of backgammon, can also be solved with Model-Based TD-Learning. In this paper, we show that convergence to the optimal policy and corresponding value function can be guaranteed under similar conditions as needed for the convergence of SARSA.
In the next section we will first give a short summary of RL and present the notation we will use in this article. Then we present the convergence proof for general Model-Based TDLearning for Control. This proof will require that the policy is greedy in the limit with infinite exploration.
II. REINFORCEMENT LEARNING
An agent is assumed to learn from interaction with its environment. An underlying Markov Decision Process (MDP) is assumed. An MDP can be viewed as a tuple (S, A, R, T ) where:
• S is the set of all states and s t ∈ S is the state the agent is in at time t.
• A is the set of all possible actions and a t ∈ A is the action the agent performs at time t.
• R : S × A × S → IR is the reward function that maps a state s t , an action a t and the resulting state s t+1 into a reward R(s t , a t , s t+1 ). The reward r t is known to the agent when reaching the state s t+1 and is sampled from a distribution with expected value R(s t , a t , s t+1 ).
T (s, a, s ) gives the probability of arriving in state s when performing action a in state s. We assume S and A to be discrete finite sets.
A. Values and Q-Functions
An agent can learn by storing values for each state or for each state-action pair. State values represent the discounted cumulative reward that the agent expects to receive in the future when reaching that state. State-action values represent the discounted cumulative reward it expects to receive after performing that specific action in that state. The goal for the agent is to learn an action selection policy π : S × A → [0, 1] that optimizes the cumulative reward. Here π t (s, a) gives the probability of selecting action a in state s at time t. Formally, starting at time t, we want the agent to optimize the total discounted cumulative reward: 
We denote the optimal policy by π * and its corresponding state and state-action functions by V * and Q * . There is always at least one optimal policy. We know that the value function corresponding to the optimal policy will have the following property:
which is called the Bellman optimality equation for V * [4] , [5] . Similarly, for Q we get:
When Q * is known, the optimal policy can be found simply by selecting the action with the highest value given the current state. The following properties hold for the optimal values:
Below we give a short introduction in Reinforcement Learning, where the values of states are approximated during learning. T and R are presumed given, though they could also be approximated by past experiences.
B. Learning the Values
The values of states can be updated using Temporal Difference (TD) learning [1] :
Where δ t is the TD-error, defined as r t + γV t (s t+1 ) − V t (s t ) and 0 ≤ α t ≤ 1 is a learning rate. It should be noted that this equation converges to the values of states given a certain policy and does not necessarily learn the optimal values. It has been proven that when these values are stored in a table, using update (1) will result in convergence of the values to the actual expected returns for the current policy [1] , [6] . Convergence to the optimal policy has been proven under certain conditions for variants of this update using Q-values instead of state values, such as Q-Learning [7] - [10] and SARSA [3] , [11] . For Actor-Critic Systems also a proof of convergence to the optimal policy exists, where update (1) is used to update their values and a separate actor determines the action [12] . This proof requires updating the critic and actor on two time scales, with specific restrictions on the update of the actor.
When the state space is continuous, parametrized function approximators (FAs) can be used to store the value of observed states and generalize to unseen states. The update is then performed on the parameters of the FA. For instance, a neural network can be used. The parameters then are the weights of the network. Let θ V denote the parameters of the FA. The update rule corresponding to Temporal Difference (TD) learning is derived from update (1) and then becomes:
Here θ V i,t is the i th component of the parameter vector θ V at time t and V t (s) is the output of the FA at time t with state s as input. The update rules corresponding to Q-learning and SARSA are similar. These methods have been extensively studied. See for instance the book by Bertsekas and Tsitsiklis (1996) . In the rest of this paper, our analysis will be focused on the discrete update (1). A logical next step for further work will be to extend this analysis to include the use of linear function approximators to store the value function.
Another possibility to approximate V is to use LeastSquares TD-Learning (LSTD) [13] . LSTD has been proven to be equivalent to standard, non-incremental least-squared linear regression for λ = 1 [14] , where λ is the eligibility trace parameter that determines how far rewards are propagated back to the features that determine the value function. A setting of λ = 1 corresponds to updating V towards the full MonteCarlo return for each state. Conversely, a setting of λ = 0 corresponds to the sampled one-step lookahead. For simplicity, in this paper we will only consider values updated with TD(0), indicating that λ = 0 and the update used is (1).
C. Selecting Actions
In the case of Model-Based TD-Learning, we can use the current approximation of the value function to determine which action to choose. Using the model, for all actions a we can determine E{r t + γV t (s t+1 )|a t = a}, which is equivalent to s T (s t , a, s )(R(s t , a, s )+γV t (s )) . For instance we can then use a -greedy exploration scheme, selecting the greedy action max a s T (s t , a, s )(R(s t , a, s )+γV t (s )) with probability (1 − ) and selecting a random action otherwise. Of course, there are other possibilities for action selection and exploration, but for now we limit ourselves to this approach.
In the next section we will show that as long as our policy is greedy in the limit with infinite exploration (GLIE) [15] in terms of E{r t + γV t (s t+1 )}, the value function V will converge to the optimal value function V * and therefore, the greedy policy in terms of this function will in fact be the optimal policy. This means that our convergence proof does not strictly require a model for convergence, though one-step model-based lookahead may be the most apparent application.
D. Dynamic Programming and Model-Based TD-Learning
If T and R are completely known, it is possible to determine the V and Q values of any policy through dynamic programming (DP) [4] . This also allows the optimal policy to be found. However, in most real-world settings DP requires extreme amounts of computation. This is because DP computes the value functions for all states, and does not consider that promising policies only bring the agent in a small part of the state space.
Instead of using one-step lookahead to select an action and update the value function using temporal difference learning, it is also possible to backup the state value using the onestep lookahead. This algorithm is called real-time dynamic programming [16] . For deterministic environments this algorithm would be the same as the method using temporal difference learning when we set α to 1. However, for stochastic environments such as the game of backgammon, computing an action based on a one-step lookahead is not the same as backing up a state value using one-step lookahead. The difference is that when selecting an action, the dice have already been rolled, while for backing up a state value we have to compute transitions based on all possible dice rolls. Therefore it is logical that Tesauro used TD-learning in his famous TDGammon program for learning to play backgammon [17] .
On the other hand, even when the MDP is known, we could also use for example Q-learning to learn the optimal policy. However, for particular problems where there are many possible actions and different actions in different states lead to the same consecutive states, learning action values is much less efficient than only learning state values.
Therefore we believe that the model-based TD algorithm for learning an optimal policy is a promising algorithm for particular types of problems. We will next show that this algorithm converges to the optimal policy under particular conditions. It should be noted that instead of using a model, it would also be possible to train an actor using Actor-Critic algorithms. The proof below is also applicable in such cases as long as the actor is updated such that it is GLIE with respect to E{r t + γV t (s t+1 )}.
III. CONVERGENCE
In this section we prove that under certain conditions TDLearning converges with probability one to the optimal value function. Further we show what the conditions for convergence are.
First a small note on rewards. In this section we will first consider an alternative valueV instead of the normal V . The difference between these values is thatV is updated with the non-stochastic reward R(s t , a t , s t+1 ) instead of the usual r t , resulting in the following update:
This is equivalent to assuming that r t = r n when s t = s n , a t = a n and s t+1 = s n+1 . We do this to make the proof shorter and easier to read. However, the proof can easily be extended to include stochastic reward functions as we will show further on. Based on the definitions of V andV , we can already conclude that the optimal values are equal: V * =V * .
A. G Values
For our proof we define a new value function G : S × A × S → IR. We initialize the values of G by means of the initial values ofV as follows:
The
The latter update bears some similarity to the SARSA update, with the important difference that each time step a whole range of G values is updated instead of a single Q value as in the case of SARSA.
We will first show that by construction, for each state and time step V G t (s) =V t (s). Then we will show that G converges to the optimal values G * which by definition fulfill the following equality:
In order to prove that for all states and all time steps we have V G t (s) =V t (s), we first prove the following lemma: Lemma 1: Consider values G that are initialized by definition (4) and updated by update (6) . Then for all time steps t, all states s and s and all actions a the following equation is valid:
∀t, s, a, s : R(s, a, s ) + γV t (s ) = G t (s, a, s )
Proof: This proof will be by induction on t. By definition (4) we have:
which is our induction basis. We assume G t (s, a, s ) = R(s, a, s ) + γV t (s ) , for some t and all s, a and s . We show that it follows from updates (3) and (6) that then G t+1 (s, a, s ) = R(s, a, s ) + γV t+1 (s ) , for all states s, s and actions a. For all s = s t , from updates (3) and (6) it immediately follows that:
Now we consider all G values that are updated at time t:
The second and fourth equalities hold because of the induction hypothesis. This proves that property (7) holds and therefore proves Lemma 1. Now we will use Lemma 1 to prove another lemma, stating that for all time steps and states V G t (s) =V t (s). Lemma 2: Given a sequence {V 0 , s 1 , a 1 , r 1 , α 1 , s 2 , . . . , s t }, for each time t and each state s the value ofV t (s) as updated by update (3) is equal to the value of V G t (s) as updated by update (5).
Proof: We will also prove this by induction on t. Clearly, by definition, ∀s :V 0 (s) = V G 0 (s). This is our induction basis. Now assume that ∀s :V t (s) = V G t (s). Because updates (5) and (3) only update the values of state s t , it follows that:
Now we have to show thatV t+1 (s t ) = V G t+1 (s t ). For clarity, we repeat updates (3) and (5) in our present notation:
Clearly, the required result is reached if we can show that R(s t , a t , s t+1 ) + γV t (s t+1 ) = G t (s t , a t , s t+1 ) for all time steps. This follows from Lemma 1, proving Lemma 2.
To prove convergence of G to G * , we use a similar construction as Singh et al. used to prove the convergence of SARSA [15] . For clarity we repeat the lemma given as Lemma 1 in that paper. We use || · || to denote a maximum norm.
Lemma 3: Consider a stochastic process (α t , ∆ t , F t ), t ≥ 0, where α t , ∆ t , F t : X → IR satisfy the equations
where x ∈ X and t = 0, 1, 2, . . .. Let P t be a sequence of increasing σ-fields such that α 0 and ∆ 0 are P 0 -measurable and α t , ∆ t and F t−1 are P t -measurable, t = 1, 2, . . . . Assume that the following hold:
1) the set X is finite.
3) ||E{F t (·)|P t }|| ≤ κ||∆ t || + c t , where κ ∈ [0, 1) and c t converges to zero w.p.1.
2 , where K is some constant. Then, ∆ t converges to zero with probability one. For a proof of this lemma we refer to the work by Singh et al. (2000) . Now we will use this lemma to prove convergence of G. We assume the MDPs we discuss are unichain in order to fulfill the infinite exploration condition. An MDP is called unichain when each policy results in an ergodic Markov chain.
Theorem 1: In a finite unichain state-action MDP, consider a policy π that ensures non-zero probabilities for every action in every state. Assume a t is chosen according to π t and assume π is updated such that it is greedy in the limit with infinite exploration (GLIE) in terms of G. Further assume that G is updated by update (6) . Then G converges to G * and π converges to the optimal policy π * under the following assumptions:
1) The values G are stored in a lookup table.
2) The learning rates satisfy
Proof: We define X = S × A × S. Then the iterative process presented in Lemma 3 reduces to:
Now we choose:
and
The first two conditions of Lemma 3 hold by definition of the state and action spaces and the learning rates. The last condition holds because we define the reward function to be bounded. This means that we only have to show that the third condition of Lemma 3 holds to prove convergence of G t to G * . Let P t denote the past {V 0 , s 1 , α 1 , a 1 , r 1 , . . . , r t−1 , s t , α t } up until reaching state s t . Note that G 0 , . . . , G t are P tmeasurable, thus so are ∆ t and F t−1 . Then F t satisfies the following property, where we denote R(s, a, s t ) as r to save space:
The second term corresponds to c t in the lemma. This term converges to zero, based on the assumption that the policy is GLIE and the conditions on the reward function and the learning rates. This requires that G is bounded, which follows from the definition of G and the assumption that R is bounded. Therefore G converges to G * . Because the policy is greedy in the limit, this automatically means π converges to π * . Now we prove the convergence ofV and π toV * and π * . Theorem 2: In a finite unichain state-action MDP, consider a policy π that ensures non-zero probabilities for every action in every state. Assume a t is chosen according to π t and assume π is updated such that it is GLIE with regard to G. Further assume thatV is updated by update (3). ThenV converges toV * and π converges to the optimal policy π * under the following assumptions:
1) The valuesV are stored in a lookup table. 2) The learning rates satisfy α t (s t ) ∈ [0, 1] , t α t (s t ) = ∞ , t (α t (s t )) 2 < ∞ and α t (s) = 0 unless s = s t . 3) ∀s, a, s : Var{R(s, a, s )} < ∞.
Proof: By construction of G, an optimal policy with respect to G must also be an optimal policy with respect tō V . Note the following -perhaps somewhat unexpected -side effect of Lemma 1:
This property allows us to make the following derivation concerningV :
This proves thatV as updated by update (3) converges to the optimal valueV * . Because we consider a policy that is greedy in the limit, automatically the policy then converges to the optimal policy π * .
B. Including stochastic rewards
When we consider stochastic rewards, it is possible that r t = r n , while (s t , a t , s t+1 ) = (s n , a n , s n+1 ). Now we will show that the convergence proof above also holds for the value V as updated by update (1) . To show this, we will prove that the difference between V andV converges to zero with probability one. Again, we use Lemma 3.
Theorem 3: The difference betweenV as updated by update (3) and V as updated by update (1) converges to zero with probability one if Var{r} < ∞.
Proof: To apply Lemma 3, we define X = S and require α t (s) = 0 when s = s t . Further, we have ∆ V t (s t ) = V t (s t ) − V t (s t ) and therefore the following definition for
Clearly, when Var{r} < ∞ and the usual restrictions on α apply, we have conditions 1,2 and 4 of Lemma 3. Since E{r t − R(s t , a t , s t+1 )} = 0, it is also easy to show that condition 3 holds in the present case:
Because all conditions specified in Lemma 3 are fulfilled, we have the desired result.
This leads us to our main Theorem, proving convergence of Model-Based TD for Control with minimal restrictions on the updates.
Theorem 4: V as updated by update (1) converges to V * with probability one under the following assumptions:
1) The values V are stored in a lookup table.
2) The learning rates satisfy α t (s t ) ∈ [0, 1] , t α t (s t ) = ∞ , t (α t (s t )) 2 < ∞ and α t (s) = 0 unless s = s t . 3) Var{r} < ∞. 4) The policy followed is greedy in the limit with respect to E{r t + γV t (s t+1 )} with infinite exploration. Proof: V converges toV by Theorem 3 andV converges toV * by Theorem 2. This immediately implies convergence of V toV * with the restrictions as given above. SinceV * and V * are equal, this implies V as updated by update (1) converges to V * , concluding our proof.
IV. A FAILURE OF DIRECT CONVERGENCE OF V
In this section we attempt to directly prove convergence of V to V * by simple application of Lemma 3 with X = S. The proof will fail, allowing us to locate the exact problems with this approach. The approach above, using G values, was constructed to avoid exactly those obstacles.
Theorem 5: In a finite unichain state-action MDP, consider a policy π that ensures non-zero probabilities for every action in every state. Assume a t is chosen according to π t and assume π is GLIE. Further assume that V is updated by update (1). Then V converges to V * and π converges to the optimal policy π * under the following assumptions:
1) The values V are stored in a lookup table. 2) The learning rates satisfy
Attempted Proof of Theorem 5:
We define X = S and require α t (s) = 0 when s = s t . Then the iterative process presented in Lemma 3 becomes ∆ t+1 (s t ) = (1 − α t (s t ))∆ t (s t ) + α t (s t )F t (s t ), where we choose:
F t (s t ) = r t + γV t (s t+1 ) − V * (s t )
Once again, the only condition of real interest is condition 3 of Lemma 3. The goal is to find a way to show that F t is less or equal to κ||∆ t || + c t for some κ and c t . We will be able to derive this. However, knowledge about either π * or V * will be needed for c t to converge to zero, as we will see in the following derivation: 
