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 LAMINAR NATURAL CONVECTION IN VERTICAL TUBES WITH ONE END
 
OPEN TO A LARGE RESERVOIR
 
I. INTRODUCTION
 
Laminar natural convection in vertical tubes with one
 
end open to a large reservoir was examined in this study.
 
Such devices are called "tubular open thermosyphons."  They
 
are used to transfer heat across the tube wall by fluid
 
circulation in the tube.  Unlike closed thermosyphons, one
 
end of an open thermosyphon is open to its surroundings
 
allowing fluids to flow to and from a reservoir.
 
Thermosyphons are useful in a variety of applications.
 
Turbine blade cooling is one of the best-known engineering
 
applications for thermosyphons.  Schmidt [1] suggested
 
applying open thermosyphons to cool turbine blades using
 
the high centrifugal acceleration resulting from turbine
 
rotation.  His idea was first to drill small holes in the
 
blades with their axes parallel to the direction of the
 
centrifugal acceleration, then to fill them with liquid
 
coolant free to circulate to and from the hollowed rotor to
 
cool the blades.
 
Another application of open thermosyphons is the
 
freezing of soil in northern regions where the ground is
 
frozen most of the year.  Long [2,3] designed a device
 2 
named the Long thermopile, an open thermosyphon, to
 
withdraw heat from the foundation of a building area by
 
inserting a pipe into the ground.  The result was that the
 
soil near the pipe would uphold its structural integrity by
 
maintaining its temperature below the melting point.
 
Another important application of the open thermosyphon
 
similar to a Long thermopile is the extraction of
 
geothermal energy for commercial use.  In such an
 
application, vertical tubes are inserted into the ground at
 
geothermal sites to extract thermal energy, which is then
 
converted into electric power.  The first commercial use of
 
geothermal-generated electric power took place in Italy in
 
1904 [4].  In a survey by the U.S. department of energy in
 
1980, the total worldwide installed geothermal electric
 
power capacity in operation at that time was about 1750 MW,
 
with an additional 1827 MW under construction or in
 
planning [5].
 
There are many other applications of thermosyphons.
 
Lock [6] suggested the use of an array of thermosyphons,
 
called cryosphons, strung across a river in northern
 
regions to block, or partially block the flow of water by
 
forming an ice barrier.  Japikse and Winter [7] proposed
 
the use of open thermosyphons to expel large amounts of
 
energy quickly in case of an emergency in a nuclear
 
reactor.  They also suggested cooling a reactor by
 
connecting an open thermosyphon to a water supply located
 
on the building roof.  The water supply would serve as a
 3 
natural reservoir for an open thermosyphon and would allow
 
the discharge of large amounts of energy.  Other
 
applications include thermosyphon solar heaters; cooling of
 
electronic packages, electric motors and machine bearings;
 
and waste heat recovery.  Detailed descriptions of several
 
applications of thermosyphons are described by Lock [6] and
 
Dunn and Reay [8].
 
Studies of this subject have been conducted
 
analytically, numerically, and/or experimentally.  In this
 
work, the performance of open thermosyphons has involved
 
numerical analysis and experiments.
 
1.1  PROBLEM STATEMENT
 
The open thermosyphon is shown schematically in figure
 
1.1.  A tube with its axis arranged parallel to the
 
direction of an acceleration field - such as gravity or
 
centrifugal force  with one end closed and the other open,
 
is shown.  Such a device involves the transfer of heat
 
through the influence of buoyancy forces resulting from
 
temperature variations between the fluid and the tube wall.
 
During operation, fluid flows in and out of the tube to and
 
from a connecting reservoir.  Information of interest in
 
this study includes a description of the fluid flow field
 
in the tube and the heat transfer rate along the tube wall.
 4 
Tube closed-end 
Adiabatic boundary 
Tube wall 
Thermal boundary 
Tube 
mid-section 
Tube opening 
Fluid flows in and out at 
the tube opening 
Open boundary 
Reservoir  Only the right half of one plane of the 
vertical tube shows the plots of 
streamlines and isotherms in this study 
Figure 1.1 Schematic of a vertical tube above a large reservoir 
Boundary conditions considered included the following
 
features:  (1) the vertical cylindrical wall condition was
 
one of linearly-varying temperature with gradient, A,  (for
 
uniform temperature A = 0);  (2) the top of the cylinder
 
was insulated;  (3) the initial fluid temperature throughout
 
the modeled system was Tres,  the walls of the reservoir were
 
maintained at Tres; and (4) the fluid was confined within
 
the system, which consisted of the vertical tube and the
 
reservoir.
 
1.2 A REVIEW OF PAST WORK
 
The open thermosyphon was first studied analytically
 
by Eckert and Jackson [9] in 1950.  They were most
 5 
interested in preventing flow circulation in a vertical
 
tube by optimizing the length-to-radius (aspect) ratio.
 
Assuming a similar shape for the momentum and temperature
 
boundary-layers, an integral technique based on the one-

seventh power law was used to find the turbulent momentum
 
boundary layer thickness.  For the open thermosyphon with a
 
linear temperature distribution along the wall, Ostrach and
 
Thornton [10] employed an integral method to obtain a
 
solution satisfying the integrated forms of the
 
differential equations assuming polynomial functions for
 
both the velocity and temperature profiles.  They concluded
 
that flow circulation near the closed end of a vertical
 
tube with a sufficiently large aspect ratio does not
 
provide effective cooling.
 
A significant analytical investigation of the open
 
thermosyphon was conducted by Lighthill [11] based on
 
Schmidt's [1] suggestion for turbine-blade cooling.  In his
 
analytical model for laminar flow, he simplified the
 
equations of conservation of mass, momentum, and energy in
 
steady axisymmetric flow using the boundary layer
 
approximation, i.e. neglecting the gradient of a quantity
 
in the axial direction compared with its gradient along a
 
radius. Three flow regimes were characterized by the
 
length-to-radius aspect ratio, a modified Raleigh number,
 
and the Prandtl number.  The first flow regime, flow with
 
the laminar boundary laver not filling the tube, was
 
considered by Lighthill to be similar to boundary layer
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flow along a vertical flat plate.  Thus, a solution was
 
obtained using an approximate procedure assuming a cubic
 
polynomial velocity profile and a quadratic temperature
 
profile.  For the second flow regime, similarity flow, and
 
the third flow region, laminar flow filling the tube
 
without similarity, polynomials of higher orders for both
 
velocity and temperature profiles were used to obtain
 
solutions.
 
Analytical results of flow regimes reported by
 
Lighthill have been confirmed by many studies.  These
 
included Martin's [12] experimental study using
 
thermocouple probes to measure the tube wall temperature
 
and the fluid temperature at the tube opening of an open
 
thermosyphon; and Hasegawa's [13] experimental study to
 
detect the flow pattern using Schlieren methods in a
 
modified rectangular open thermosyphon.
 
In a numerical study of an open thermosyphon, Japikse
 
[14] first reduced the three integral forms of the
 
governing equations, suggested by Lighthill, into a set of
 
coupled, first order, non-linear, ordinary differential
 
equations by introducing approximate velocity and
 
temperature profiles.  This set of equations was further
 
reduced to a set of non-linear algebraic equations which
 
were solved numerically by an iterative stepping procedure
 
for both momentum and thermal boundary layer thicknesses
 
and the centerline velocity.  Later, Fukuda [15] solved the
 
open thermosyphon problem numerically using a
 7 
vorticity/stream-function method for a vertical tube and
 
the associated reservoir, achieving a steady-state
 
solution.
 
With rapid improvements in computer speed and solution
 
procedures for the governing equations, transient solutions
 
for an open thermosyphon are now possible.  For example,
 
the program, TEMPEST, developed by Trent and Eyler [16] can
 
be used to achieve transient solutions for various
 
hydrothermal problems.
 
1.3  SCOPE OF THE STUDY
 
To describe laminar flow behavior in the tube and the
 
heat transfer along the tube wall, a numerical solution
 
based on TEMPEST [16] solution procedures was used to
 
obtain transient numerical results for the flow and
 
temperature fields in the open thermosyphon.  A FORTRAN
 
computer program was developed for this numerical solution.
 
Streamlines and isotherms in the vertical tube, based on
 
these numerical results, were plotted to help in
 
understanding the nature of open thermosyphon behavior.
 
Other heat-transfer parameters, such as the Nusselt number
 
and the heat-transfer coefficient, were obtained for
 
various length-to-radius aspect ratios (AR) of the vertical
 
tube.
 
To corroborate the numerical results, a Mach-Zehnder
 
interferometer was set up to depict the temperature field
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of the open thermosyphon.  This interferometer employed an
 
argon laser emitting at 514.5 nm.  Interference fringes on
 
the observation screen at the output of the interferometer
 
were pictured using a CCD digital camera.  The
 
interferometer is shown in figure 1.2.
 
Figure 1.2 Experiment setup of a Mach-Zehnder interferometer 
To help in aligning the interferometer, a computer
 
program, written in C language, was developed to simulate
 
two-wave interference.  Numerical results were plotted for
 
comparison with the actual interference fringes on the
 
observation screen of the interferometer.  This comparison
 
was used in adjusting the two beamsplitters and the two
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mirrors of the interferometer to obtain a maximum area of
 
infinite fringe field on the observation screen.
 
Interference fringes result from the change in optical
 
path length of a collimated light beam passing through a
 
disturbed temperature field in a medium such as air.  The
 
relation between the temperature and the refractive index
 
is described by the Lorentz-Lorenz [17] equation and the
 
equation of state of the medium.  Using the temperature
 
field from the numerical result coupled with these
 
relations, fringes can be generated numerically.  Another
 
computer program was also developed to obtain these fringes
 
in both rectangular and cylindrical coordinates.  This
 
enabled an easier comparison of fringes between the
 
numerical and experimental results.
 
Results of heat transfer rate from the tube wall of a
 
modified open thermosyphon were calculated by examining the
 
fringes on the observation screen of the interferometer.
 
The heat transfer rates were also obtained from numerical
 
simulations for this same modified open thermosyphon
 
configuration.  These results together with the temperature
 
contour lines were used for verification of the numerical
 
and experimental solutions.  Based on these results,
 
correlations between Nusselt number and Rayleigh number
 
were determined for different aspect ratios open cavities.
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II. NUMERICAL SOLUTION
 
The numerical solution for the open thermosyphon, as
 
described in this chapter, was done to predict the flow
 
behavior in the vertical tube and the heat transfer through
 
the tube wall.  The numerical solution was based on the
 
discretization of the three conservation equations
 
describing fluid flow in a two-dimensional cylindrical
 
coordinate system.  A staggered grid system was used for
 
marking and tracking locations of scalar and vector
 
variables in the computational region.  Non-uniform grids
 
were used for the consideration of boundary layer flow near
 
the tube wall.
 
A semi-implicit, time marching, finite-volume solution
 
procedure  which solved all governing equations
 
sequentially - was used.  The solution procedure included
 
solving for the scalar potential of the irrotational part
 
of the flow field which is mathematically described by a
 
Poisson-type equation.  In this study, a Line Successive
 
Over Relaxation (LSOR) iteration method, together with a
 
balancing technique to speed up the iteration process, was
 
used to solve the finite-volume form of the Poisson-type
 
equation.  Connectors relating a transport flux across
 
computational cell surfaces in terms of cell geometries and
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transport properties were used as coefficients in the
 
finite-volume form of the Poisson-type equation.  Boundary
 
conditions can easily be described using connectors by
 
specifying the transport property of the boundary cells.
 
Governing equations were used in the conservative
 
forms in this study and finite-volume methods were employed
 
in the numerical discretization.  All discretization
 
schemes for the three governing equations are described in
 
Appendix A.  An explicit upwind method was used for
 
discretizing the advective terms in the momentum and energy
 
equations.  Stability criteria were set based on the cell
 
spacings and velocity fields in the computational region.
 
2.1  GOVERNING EQUATIONS AND ANALYSIS
 
The open thermosyphon was modeled using the two-

dimensional coordinate system shown in figure 2.1.  The
 
open end of the tube was connected to a large cylindrical
 
reservoir to provide accurate inflow information.  The
 
vertical tube and the reservoir were axisymmetric.  The
 
computational region consisted of the right-half of one
 
plane as shown by the dashed lines.  Water was selected as
 
the working fluid.
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Figure 2.1 Axisymmetrical vertical tube and reservoir 
Governing equations for laminar flow in the two-

dimensional cylindrical coordinate system are:
 
Continuity:
 
a  ap+ -1( pu)+a(  pu)+( pv) = 0  ( 2 . 1 ) 
at r  Dr  az 13 
Momentum:
 
au  1  a a 
+ -(uu) +ono+  (vu) 
at r  ar  az 
1 ap+  [1 a caul_  u  a (au)] -- (2.2) 
po ar  po  r ar  ar  r2  az az 
av  a 
+-( uv)+1(uv)+( vv)
 
at r  ar  az 
1 ap  p.  [a I rav1+ a ray} pg  (2.3) 
p0 az  po ar  ar)  az az)  po 
Energy:
 
+­
1  a aT ( uT)+
a (vr).  [1 a (raT)+a(al  (2.4) (uT)+ 
lc 
at r  ar  pocp  r ar  ar  az az 
The Boussinesq approximation was applied, as was the
 
assumption of negligible dissipation.  To use a non­
uniform, staggered grid system for the numerical
 
discretization, it was necessary to retain the first
 
derivative in the governing equations.  Details for such a
 
grid system and numerical discretization will be described
 
later.
 
Due to dramatic changes in both velocity and
 
temperature near the wall, it was necessary to adjust
 
computational-cell sizes in this region to provide the
 
necessary resolution for both the momentum and thermal
 
boundary layers.  Clearly, if computational-cell sizes near
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the wall were larger than the boundary-layer thickness,
 
information would be lost.
 
Predictions for both boundary-layer thicknesses from
 
scale analysis suggest the following orders of magnitude:
 
_1
 
(2.5)
 8T -1-*RaL4
 
S, - Pr2aT  (2.6) 
where, 
gl3ATL3
 
(2.7)
 icaL =
 
Both boundary-layer thicknesses were based on the 
height, L, of a rectangular enclosure.  For a 50-cm-long 
tube, and an average temperature difference, AT = Tres  Tm, 
of 45°C, the predicted thermal and momentum boundary-layer
 
thicknesses from Eqs.(2.5) and (2.6), for water at 50°C,
 
are  &r - 0.068cm, and  8v - 0.129cm.  Numerical results for
 
these thicknesses should be of this same order.
 
To retain accurate velocity and temperature
 
information, two cells were specified within the predicted
 
momentum-boundary layer region as shown in figure 2.2.
 
Since the numerical results (discussed in chapter 3) show
 
the thickness of the thermal boundary layer to be about
 
0.3 cm and the corresponding value for the momentum
 
boundary layer to be 0.5 cm at the tube mid-section (where
 
the wall temperature is Tm), four cells near the tube wall
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Figure 2.2 Computational cell arrangement 
provided sufficiently detailed velocity and temperature
 
information.
 
For a tube radius of 20 cm, with 20 uniform cells in
 
the radial direction, a normal cell dimension would be 1 cm
 
which is much too large to yield adequate information in
 
the boundary layers.
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2.2  STAGGERED GRID SYSTEM AND CELL GEOMETRY
 
The staggered grid system used for the numerical
 
scheme is shown in figure 2.3.  Three cell types were
 
specified.  For continuity cells, all scalar variables,
 
such as temperature, pressure, and scalar potential, were
 
determined at the cell centers, and all vector variables,
 
such as velocities and heat fluxes, were evaluated at the
 
cell boundaries.  Unless specified otherwise, the term
 
"cell" refers to a continuity cell.
 
0, Continuity 
cell # (ij) 
n"u" momentum 
cell # (k,l)
"v" momentum 
cell # (ij)  "v" momentum 
cell # (m,n) 
-r 
"u" momentum 
Continuity  Continuity 
Continuity 
cell # (i,j) 
cell # (i,j) 
cell center (i,j)  cell cents (k,l) 
Figure 2.3 Staggered grid system of continuity and momentum cells 
The u momentum and v momentum-cell types were used to
 
specify the average velocities,u's and  (Figure 2.3),
 
interpolated from the velocities located at the continuity
 
cell boundaries.  These average velocities were required
 
for discretizing the advective terms in the governing
 
equations.  The use of these u momentum and v momentum-cell
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types helps the tracking and marking the location of all
 
variables while discretizing the advective terms.
 
Figure 2.4 shows the geometry of cell (i,j)  in a two-

dimensional cylindrical coordinate system.  The indices i
 
and j locate the cell in the  and z-directions,
 
respectively.  Geometric cell quantities include: cell
 
width, Ax; cell height, Az; cell surface areas, Adij, A4Lj,
 
A2Li_1; cell volume CVi,j; and radii of curvatures, Ri4,
 
RCi, and
 
J
 
North
 
A44j  It)  ..  %  Alij

3  1 ,J  "II 
South
 
IA2i,j-i

RCi 
Ri 
gi-dincficm
 
Figure 2.4 Cell geometry in cylindrical coordinates 
Some rules were applied to specify these geometrical
 
variables.  For example, the number,  1, applied to the
 
surface area, Al, indicates the surface area normal to the
 
r-direction.  Similarly, the number, 2, applied to the
 
surface area, A2, indicates the surface area normal to the
 
z-direction.  In the r-direction, the index for the "east"
 
cell surface area,  i,  is the same as the cell number
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specified at the cell center, i.  However, the index for
 
the "west" cell surface area, 1-1,  is always less the number
 
at the cell center by one.  The same scheme was applied in
 
the z-direction for the areas and the radii of the cell
 
curvatures.  The subscript, p, is often used as short-hand
 
notation for the subscripts i and j.  A dropout of the cell
 
index representing the missing subscript is either i in the
 
r-direction or j in the z-direction.  For example, the cell
 
surface areas Ali is equivalent to Aaij, and A,41 is
 
equivalent to A.4.0.
 
Tracking of the cell indices is essential for computer
 
programming.  A computational cell map similar to figure
 
2.2 was used for marking and tracking the indices for the
 
open thermosyphon.
 
2.3  POISSON-TYPE EQUATION AND CONNECTOR LOGIC
 
General diffussion transport phenomena are described
 
by the Poisson-type equation.  In this study, the phenomena
 
are the diffusion of temperature in the case of heat
 
conduction and the diffusion of scalar potential for
 
irrotational flow.  The form of the Poisson-type equation
 
is
 
v (rvo) = s  (2.8) 
where, 4' is the transport variable, i.e. temperature or 
scalar potential; r is the transport property, i.e. thermal 19 
conductivity for the heat flow or permeability for fluid
 
flow.
 
To express the Poisson-type equation in finite-volume
 
form, a connector logic was used describing the
 
coefficients of the finite-volume equation.  The connector
 
logic is shown in figure 2.5.
 
RC;
 
C2;; 
RC;.,
 
ti 
i -I  C 
-EHDX1-0
 i-direction
 
Figure 2.5 Connectors in 2-D cylindrical coordinates 
Consider a computational cell (i,j) with its transport
 
fluxes, such as energy flux due to heat conduction, in a
 
2-D cylindrical coordinate system.  The steady state
 
expression for the balance of these fluxes, J's, and the
 
internal source, S, in a the control volume, CV, is
 
(Hi  (J2i  J2i,j_1) = CVi  Si  (2.9) 20
 
Each flux is related to the difference of the transport
 
variable between two adjacent cells multiplying a connector
 
as shown in figure 2.5.  For example, the flux, nij,
 
between the cell (ij) and 0+1,.0 is Cli,j(e0i+i,j-Coi,j).  Replacing
 
the fluxes by the connectors and the transport variable,
 
Eq.(2.9) becomes
 
CL.O.  .+Cl.  -+C2.  +C2..  -D 0..=C1V
 
1-1,j  1,3  i,j+1	  p  1,3  1,3 
(2.10)
 
where,
 
D =C1.. +Cl.  +C2.. +C2..	  (2.11)
 p	 
. 1-1,j  id  1,j-1 
This is the finite-volume form of the Poisson-type equation
 
expressed using connector logic.
 
2.4	 EVALUATION OF CONNECTORS IN 2-D CYLINDRICAL
 
COORDINATES
 
Connectors appear in different forms depending on the
 
coordinate frame.  For discussion purposes, the transport
 
equation will be the heat conduction equation with
 
temperature as the transport variable and the thermal
 
conductivity as the transport property.  The energy flux
 
for heat conduction is governed by Fourier's law, i.e.
 
Consider the heat flux, ni,j4, between two cells (L i4)
 
and kp in the z-direction, shown in figure 2.6.  Three
 
thermal resistances, R1, R2, and R3, are involved between
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N
 
Figure 2.6  Heat transfer resistances of two computational 
cells in the r- and z-directions in cylindrical coordinates 
the two cell centers.  R1 and R3 are the resistances due to
 
the thermal conductivities of the two cells, and R2 is the
 
contact resistance.  The temperatures at the cell centers
 
are 4q4.1 and chi, and the thermal conductivities of the
 
cells are r41  and ri,i respectively.  By Fourier's law, the 
heat flux across these two cells with the constant area 
A2i,j4 is 
J  =  ezbij  4)1-4.-1 
/ 2)  (Azj  / 2) R1 +R2 +R3 
1 
(2.12)
 r..  .A2.  h  A2.  A2. .
  .
 CH  14-1  i,j  1,j-1 
where,  is the contact film coefficient.  Rearrangement
 
of Eq.(2.12), yields
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2­
J =  (1:13i,j  (1)i,j-1) 
[AZ.)-1  Az  2 
(2.13)
 
ri,j-I  ri,i  hCH 
The coefficient in Eq.(2.13) is the connector, C2Li.4,
 
between cells (i,j-1) and 04D.  Using this same scheme, the
 
connectors between cells 04D and  (4i+0 can be described in
 
the same fashion.  Thus, the two connectors in the z-

direction are
 
2-A2i 
C2.  = 
Azi_1  Azi  2 
+ +
 
rij-1  ri,i  hci_i
 
2.A2..
 
C2. = 
Azi  Azi+i  2 
(2.14)
 
ri,J+1  hCJ 
In the r-direction, the connectors will take on a more
 
complex form due to the curvatures of the cell surfaces.
 
Consider the heat flux, J1i4,j, between cell numbers 0-1,D
 
and 0,D in the r-direction shown in figure 2.6.  The area
 
normal to the direction of the heat flux changes.  As shown
 
in [18], expressions for the constant heat flux across each
 
resistance according to Fourier's law are
 
=MI r Ri-P 4)=4)1­
@RA:  Jli_i =  [ri-i(rA0Az)  (2.15) L L
 
dr  r=RCi_i, (1)=4:1)1_, j 23 
@RB:  =  (11)B  ctoL)  (2.16) 
r=RC ED=cbi,i 
@Rc:  J11.-4j = [r.  (rA0Az)  (2.17) Lj
dr  cb=d)R 
Performing the integration over the limits for Eq.(2.15)
 
and Eq.(2.17), we obtain
 
@ RA:  ni_i i In(---
R.
1-L  = ri_1,iA0Az(c)L - 4:0i-1,j)  (2.18) 
RCi_i 
RCi 
@Rc :  ni_Li In  =1 i JA0 62(m  - w B )  (2.19) 
Ri_i 
Note that the surface area, Ali4j, is Ri_16.0Az.  Multiplying
 
Eqs.(2.18) and (2.19) by  and moving the temperature
 
difference to the left-hand side of Eq.(2.16), Eqs.(2.18)­
(2.19) and Eq.(2.16) are rewritten as
 
Jli_ij [Ri...11n(Ri_1 / RCi_i) 
@RA:  (2.20)
 (4311.,  (Di-1,J) = 
Al  ri-L; 
J1.-1 .  1 
@RB:  (2.21) (4)R -0L)= 
Ali-1,1 
ln(RCi / Ri_1)
@Rc:  (2.22) (4)i.j  ri cbR) 
Adding these equations, we obtain
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ALL  (O.
  .
  1-1,J
.) 
Jli_1,j =
 
[Ri_11n(Ri_1 I RCi_l)  1  Ri_1 ln(RCi I Ri_1) 
(2.23)

ri-Li  hr _i_i  rij 
Thus, the connector, Cji_Ljis
 
CL  =
 i-Li 
Ri_i in(Ri_l / RCi_i )  1  Ri_1 ln(RCi / Ri 1)
+ +  (2.25)
 hc  ri 
1 
Similarly, the connector Cli,3 is
 
= 
Riln(Ri/RCi)  Riln(RCi+l/Ri) 1 
+ +  (2.26)
 
[ 
hci ri,J  ril-Li 
Eq.(2.14) and Eqs.(2.25)-(2.26) are the four connectors for
 
the finite-volume form of the Poisson-type equation,
 
Eq.(2.9).  These connectors completely characterize the
 
heat flux across each cell boundary in terms of the cell
 
geometry and transport properties.  For fluid flow problems
 
with the scalar potential as the transport variable, the
 
connectors are in the same form except the transport
 
property is the permeability and there are no contact film
 
coefficients.  Also, note that the heat transfer contact
 
film coefficient is zero for this study since the open
 
thermosyphon is filled with fluid.
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2.5  TREATMENT OF BOUNDARY CONDITIONS
 
For the open thermosyphon problem, there are two types
 
of boundary conditions; designated as Dirichlet and Neumann
 
boundary conditions.  The mathematical forms of these are
 
Dirichlet type:  0 = fl(r)  on the boundary surface
 
Neumann type:  = f2(r) on the boundary surface
 
In words, the Dirichlet boundary condition specifies a
 
prescribed transport variable, 0, on the boundary surface
 
as a function of the position vector, r, and the Neumann
 
boundary condition specifies the flux,00, normal to the
 
boundary as a function of the position vector, r.
 
For heat transfer on the surface of the open
 
thermosyphon, two types of boundary surfaces were
 
specified.  For a prescribed temperature distribution on
 
the wall, fl(r) described a linear temperature profile,
 
i.e. fl(r)= T(z) as in figure 2.1.  For an adiabatic
 
boundary, f2(r) was set equal to zero.  With fluid flowing
 
at an impermeable boundary, the case is equivalent to a
 
Neumann boundary condition with f2(r) equal to zero.
 
In a staggered grid system, all transport variables
 
and transport properties are located at the cell centers
 
including boundary cells with a finite width as shown in
 
figure 2.7.  For Dirichlet type boundary conditions, the
 
transport variables were prescribed on the boundary.
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Figure 2.7 Treatment of boundary conditions in cylindrical coordinates 
Consider the boundary cells in both r and z-directions
 
shown in figure 2.7.  There are two ways to specify the
 
Dirichlet boundary condition at the wall surface  (i) to
 
specify the finite width of all boundary cells to be zero,
 
or (ii) to specify the resistances, RBI, RB2, and RB3, to be
 
zero.  For this study, the resistances of the boundary
 
cells were set equal to zero by prescribing the boundary
 
transport properties, TB, to approach infinite.
 
To set a zero flux across the surface of a Neumann
 
type boundary, there are also two ways  (i) to specify the
 
width of the boundary cells to approach infinite, or (ii)
 
to specify large value resistances for Rai, RB2, RB3.  In
 
this study, the resistances of the boundary cells were made
 
infinitely large by specifying the boundary transport
 
properties, TB, to approach zero.
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For programming purposes, a large number, 10+30, and a
 
small number, 10-30, were used.  Thus, the treatment of the
 
two types of boundary conditions was
 
Dirichlet type:  1-B. 10+30
 
Neumann type with zero flux:  rB= i0 -3°
 
Across a line of symmetry, for example the centerline,
 
a boundary cell is the mirror image of the computation cell
 
next to it.  Fluid flow will be zero and no heat transfer
 
will occur across the center line.  This is like a Neumann
 
type boundary with zero flux.  In the transient case, for
 
the open thermosyphon, the temperature at the centerline
 
needed to be updating at each new time step.
 
2.6  NUMERICAL ITERATION METHOD
 
Many well-documented numerical iteration methods exist
 
which solve the finite volume form of Poisson-type
 
equations.  In this study, a Line Successive Over-

Relaxation (LSOR) method was used.  Eq.(2.10) is written as
 
1,j  .+Cl.  .4)n  .  +C2.. On.  +C2..  On. -D On.  =  -Si, +en 1-1,j  1,3  i,j+1  p  1,J  p 
(2.27)
 
where n is the iteration level, Sp=-CVLjSi,j, and epn is the
 
error residue at the nth iteration, the error residue will
 
be zero if the current level of iteration satisfies the
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finite-volume form of the Poisson equation.  This error
 
residue was used as the criterion for stopping the
 
iteration process.
 
For a simple Jacobi iteration procedure, values of the
 
transport variable at the new iteration level,  find,  are
 
obtained by the following equation
 
n1 doin+i  ititoinj+1  C2i  j  p Dp 
(2.28)
 
For the next iteration level of Eq.(2.27) satisfying
 
the Poisson-type equation, the expression becomes,
 
Cl.. 4)7+1. +Cl1-1,j
.  4)7+1. 1-1,j  +C2. i,j
. 4)7+1 +C2..  407+1 D 07+1 i,j-1  p  i,j  S i,j  i,j+1 
(2.29)
 
Note that the source term remains unchanged during the
 
iteration process. Subtracting Eq.(2.28) from Eq.(2.29), we
 
have
 
Cl. .6407 1+1,j
.  +Cl.1-1,j 807  .  +C2. .  84)7. i,j+1 +C21,j-1 84:on D 84)n  = en 1,3  1-1j  i,j-1  p  i,j  p 
where,
 
To obtain a convergence criterion, substitution of
 
Eq.(2.28) into Eq.(2.31), yields
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jitli+Lj  +C2;JO:J.0 + C2;j_102,i_1 -DpOinJ + sp 
1,J 
DP 
(2.32)
 
We note that the numerator of Eq.(2.32) is the error
 
residue, epn,  at the current iteration level of Eq.(2.27),
 
thus Eq.(2.31) becomes
 
en 
(2.33)
 
DP
 
This expression was used as the convergence criterion to
 
stop the iteration process.  The value used in this study
 
was
 
Max  18011J1  5 10-6  (2.34) 
To use the LSOR iteration method, it was necessary to write
 
Eq.(2.30) in the i- and j-directions and then add an over-

relaxation factor, o, giving
 
i-direction :  +D  On. + Cil .  .84e = -co-en  (2.35) Lj  1+1, j  p  j  1  i­ -1 3 ,1,j 
j-direction:  C2.
1  84:0°- j+1 +D 84:1)n- +C2. p  j  j-1 &D!'.  =-0)en  (2.36) 
To speed up the iteration process, a balancing
 
technique, as used in TEMPEST was applied.  If we consider
 
the cell structure shown in figure 2.2,  for each cell, an
 
expression of the form given by Eq.(2.30) can be written.
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Summing the equations for all cells along a column in the
 
computational region, we obtain
 
j - 1  1 
Cli EY:Di+i  8111>i_1,i ""  Cli 
j=2  j=2  j=2 
jm,-1  j  1  jmax-1  j  1 
IC2ijevrtoinj+1 +  C2ij +C2  )811Dinj  =  I en 
j=2  j=2  j=2  j=2 
jmax  -1  j 
(2.37)
 
An expansion of the last three terms on the left-hand side
 
of Eq.(2.37)  and then adding them together yields the
 
following;
 
8411,  C2i,j-1 8430-1  - C2.; 8431  - C2tH 804j 
j= 2  C21, 2 841i, 3  +  , I NI,  - C21. 2 841.2  -C24,80" 
j= 3  C2i, 3 841i, 4  + C2i 2 841, 2  C2,3 8(4,3  021264,3 
j= 4  C21,480t5  C2I , 3  - C2,4 64 i,4  - C21,3841.4 
j =j max -2  C2tjmm-284:1i,jaax  + C2i , jaax 3841, jma.3  -C  jam* 2841,j11174.2  - j ma. 38Cbi, plait. 2 
j = j max -1  C1. jinx. 1E43i, *Ix  + C21.joax-284)ijmac-2  C2. jmm 184)i. jnax- 1  C21,;.284)1,piax-
Smn  C2, I &Do  - C20 &Lk 2  C21,jnix1841.iiinaC  - C2t imat.18431, jam. I 
If the boundary cells at j=1 and j =jmax are Neumann type
 
boundary conditions with zero flux, the connector, C21,1 and
 
C2i,imax4, are zero.  Thus, the last three terms  of Eq.(2.37)
 
are zero, and Eq.(2.37) becomes
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jrna, 1  j.-i  j 1  j 
840i+Lj  /Cli_Li  E( Cli  C11_1 )84)inj =  Yee; 
j=2  j=2  j=2  j=2 
(2.38)
 
Similarly, summing along a row in the computational region,
 
yields
 
4= 1  ill= 1  i  iMaX 
EC2  I  + 1C2  807  11(  C2.. +C2.. )8(e =  len i,+1  i,j-i  1,j 
i=2  i=2  i=2 
(2.39)
 
Eqs.(2.38) and (2.39) are restricted for use in a
 
computational region with Neumann type boundary conditions
 
of zero flux.  The forms of Eqs.(2.38) and (2.39) are
 
similar to those of Eqs.(2.35) and (2.36).  An LSOR
 
iteration scheme can be applied to these equations.  An
 
over-relaxation factor,  (0, was used on the right-hand terms
 
of Eqs.(2.38) and (2.39).  The computer program for
 
accomplishing the LSOR iteration procedure and the
 
balancing technique have the features described below:
 
I-direction(intermediate step): 
Step 1:  Compute the summation of error residue along the 
J-direction in Eq.(2.38) according to Eq.(2.30) 
Step 2:  Apply the Thomas tri-diagonal matrix algorithm to 
solve Eq.(2.38) for  ,4 
Step 3:  Update cloi,jn+1  according to Eq.(2.31) 32 
J-direction(Final step):
 
Step 4:  Compute the summation of error residues along the 
J-direction in Eq.(2.39) according to Eq.(2.30) 
Step 5:  Apply the Thomas tri-diagonal matrix algorithm to 
solve Eq.(2.39) for &I) 
Step 6:  Update Oiin+1 according to Eq.(2.31) 
Step 7:  Stop the iteration if the maximum error residue 
satisfies the convergence criterion, Eq.(2.34) 
Note that the LSOR iteration process must converge since
 
the tri-diagonal matrices of Eqs.(2.38) and (2.39) are
 
diagonally dominant [19].
 
2.7  TEMPEST SOLUTION PROCEDURE
 
The TEMPEST solution procedure described by Trent and
 
Eyler [16] was used for the numerical solution in this
 
study.  This solution procedure is a semi-implicit, time-

marching finite-volume procedure with all governing
 
equations solved sequentially.  A descriptions of the
 
solution procedure stated in the TEMPEST manual is repeated
 
here for the convenience of the reader.
 
There are three phases involved in this procedure.
 
Phase I - Tilde Phase  The three momentum equations are
 
advanced in time a + At) to obtain approximate (Tilde)
 
velocities, a,  v, and w, based on the previous time
 
values of pressure and density, p and p.  Although these
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velocity component values satisfy the momentum equations
 
based on current values of p and p, continuity will usually
 
not be satisfied.
 
Phase II - Implicit Phase  The velocity and pressure
 
corrections  (u', v',  and p') are obtained such that the
 
quantities un+1 = u + 11%  vn+1  = 6 +  wn+1  = NI/  + w', and
 
pn+1  pn  satisfy continuity.
 
Phase III  Scalar Phase  Using the previously-computed
 
values of un+1, e4, and Arn44, updated values of temperature
 
Tn+1 and other scalar quantities are computed as required.
 
The solution is advanced, step by step in time, by
 
continued application of the above three solution phases.
 
One important aspect of this solution procedure is to
 
force updated values of the velocity field to satisfy
 
continuity by adding velocity corrections.  These values
 
happen to be the gradient of the scalar potential, 00, of
 
the irrotational flow field as discussed in the next
 
paragraph.  Together with the divergence of the
 
irrotational flow field, a Poisson-type equation with the
 
scalar potential, 0, as the transport variable is
 
generated.  Thus, this Poisson-type equation can be solved
 
by the LSOR numerical iteration method.
 
Consider the divergence of the approximate velocity
 
vector field at the current time level in the tilde phase,
 
V.u.  Since the approximate velocity field was obtained
 
from the momentum equations, there is a divergence, D,
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associated with its divergence, i.e. V41=13.  Our
 
objective is to force this velocity vector field at the
 
advanced time satisfying the continuity, i.e. Vun+1 =0 by
 
adding a velocity correction field, u'.  We wish u' to be
 
related to D.
 
114-1 The advanced-time velocity vector field, u and
 ,
 
the approximate provisional velocity vector field,  ii,
 
are decomposed into rotational flow vector fields, U 
n+1 
and uW respectively, and irrotational flow vector fields,
 
11-14 
u  and  respectively, as

0 0
 
n+1  n+1  n+1 
U  = U0)  +U4,  (2.40) 
ii=11  +fis  (2.41) 
The difference between& and u
nit 
is made up by the
 
velocity-correction vector field, u', as
 
11+1  ,
 
u  =u+u  (2.42)
 
Also, we purposely add this velocity-correction vector
 
field to the irrotational part of the flow.  In other
 
words, this velocity-correction vector field is
 
irrotational.  Thus, Eq.(2.42) becomes
 
n+1  n+1 
U  + u5  =11  + (14, +  )  (2.43) co  co 
The divergence theorem states that the divergence, D, of
 
the rotational part of the flow field is zero.  Taking the
 
divergence of Eqs.(2.40), (2.41), and (2.43) and noting
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n+1 that Vii=D and V.0 =0, we obtain an expression for the
 
divergence of velocity-correction vector field as
 
V u' = -V lid, = -V ii = -D  (2.44)
 
Since the flow is irrotational, we can define a scalar
 
potential, 0, such that
 
u'= Vc,  (2.45)
 
Substituting Eq.(2.45) into Eq.(2.44), we obtain a
 
Poisson-type equation with the divergence as the source
 
term for irrotational flow
 
V (V4:9= D  (2.46)
 
Eq.(2.46) was solved using the LSOR numerical iteration
 
method as discussed in section 2.5.
 
These velocity corrections ensure that the advanced-

time velocity fields satisfy the continuity equation but
 
they do not satisfy the momentum equation.  To satisfy the
 
momentum equation with these advanced-time velocity fields,
 
a pressure field correction related to the scalar
 
potential, is used.  This pressure correction is obtained
 
as described below.
 
Consider the momentum equation in the r-direction,
 
Eq.(2.2).  For simplicity, Eq.(2.2) is rearranged as
 
au  1  ap 
(2.47)
 =  SRem 
at  Po dr 36 
12  a  au  u  a au  a a 
here, SRem  =
 
1)0 r ar  ar  r  az az  r  ar  az
 
Using a semi-implicit finite-difference discretization,
 
Eq.(2.47) at the advanced time level becomes
 
n  At , n  n +111.)-ui =  [kp  +  +p'  )i 1+ At SnRem  (2.48) 
PoAri
 
Similarly, the finite-difference form of Eq.(2.47) at the
 
previous time step is
 
n At n  n El. U. =  (pi+i  pi )+ At SRem  (2.49) 
PoAri 
Subtracting Eq.(2.48) from Eq.(2.49), yields
 
At 
u.  (2.50)
 '  (Pi+1'  )
 
p0Ar1 
Expressing the velocity correction by Eq.(2.45), and
 
integrating Eq.(2.50) with respect to r,  the pressure
 
correction is seen to be related to the scalar potential
 
according to
 
Po  ,T, 
P  (2.51)
 
At 
The solution algorithm based on this solution procedure is
 
shown in figure 2.8.
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SOLUTION ALGORITHM 
............ 
HYDROSTATIC INITIALIZATION 
1. Set provisional velocity field
U=g,V=gi. 
2. Set initial temperature and density field, 
T and p. 
3. Set boundary velocities, U and V 
4. Compute divergence, D. 
5. Compute A. 
6. Using A$, compute AP 
7. Update U and V. 
NAVIER-STOKES EQUATDNS 
SET BOUNDARY VELOCITIES: 
U AND V 
Phase I. 
EXPLICIT MOMENTUM EQUATIONS 
Update time and time step 
Update density 
Compute Momentum source term, S 
Inertial terms 
Viscous terms 
Pressure term 
Gravity 
Compute provisional values of U and V 
SET BOUNDARY VELOCITIES: 
U AND V 
Phase IL 
IMPLICIT PRESSURE SOLVER 
Yoo.............xpacamcrocm-ocazooxoo,-,,,,,,,,,,,,000000caocxxxw0000,x+cmocxcoocao
 
Compute divergence, D 
Balance A4)  (Yes I 
Compute A4) using LSOR  No  Re-balan 
'Check if ,64, converged?  of I
 
I Yes I 
Phase HI.
 
Update variables to new time, t + At.
 
Using A4), compute AP, AU,  V.
 
Update Un+', 
SET BOUNDARY VELOCITIES: 
U AND V 
ENERGY EQUATION 
Using updated U and V salve for T °' 
explicitly. 
NEXT TIME STEP 14 
Figure 2.8 Solution algorithm based on the TEMPEST solution procedure 38 
2.8  NUMERICAL DISCRETIZATION AND STABILITY
 
Numerical discretization for the three governing
 
equations was based on the non-uniform staggered grid
 
system shown in figure 2.3.  Discretization of the
 
advective terms was based on the u-momentum cell for the
 
momentum equation in the r-direction, and on the v-momentum
 
cell for the momentum equation in the z-direction.
 
Discretization of the advective terms in the energy
 
equation was based on the continuity cell.  An explicit
 
upwind scheme was used for all advective terms.
 
The governing equations were retained in a
 
conservative form as shown in Eqs.(2.1)-(2.4).  A first-

order, backward, finite-difference formulation was used for
 
the viscous and gravity terms in the momentum equations,
 
and for the diffusion terms in the energy equation.
 
Details of these finite-difference discretizations are
 
provided in Appendix A.
 
The provisional velocity fields, a and v, were
 
calculated based on the sum of the inertial, pressure,
 
viscous, and gravity terms in the momentum equations as
 
shown in the solution algorithm, figure 2.8.  Divergence
 
from the continuity equation was calculated for each cell
 
based on these provisional velocity fields.  The
 
discretization scheme for the divergence is described in
 
Appendix A.  Using the LSOR iteration method, velocity and
 
pressure corrections were evaluated to update the velocity
 
and pressure fields.  New temperature fields were updated
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using the energy equation.  After all four fields; u, v, p,
 
and T; were determined, the solution proceeded to the next
 
time step.  A criterion based on the velocity fields and
 
cell sizes was used to determine the time step which would
 
assure numerical stability.  The stability criterion, as
 
described by Roache [20], for a uniform grid system is
 
\--1. 
[  uiJI  lviJI  a  1
 
1
 
At 5 Min  Min  +  (2.52)
Ari  Azi
  v  (Ari)
2  (Az )2 
where, v is kinematic viscosity, and a is the thermal
 
diffusivity of the fluid.  The smaller At was used.  The
 
stability criterion for the non-uniform grid system for
 
this study is described in appendix A.
 
2.9  MEASUREMENT PARAMETERS
 
Several heat transfer parameters were evaluated to
 
described the open thermosyphon characteristics.  They were
 
based on heat conduction and heat convection near the
 
vertical tube wall.
 
The net heat transfer from the fluid near the wall to
 
the wall by convection was evaluated as
 
Tw ;  Tw_Li 
=  27ER Azw,i)  (2.53)

16x
 
J  2  w-1,j 40 
where the subscripts represent the cell number at the wall
 
in the radial direction.  The index for cell numbers runs
 
from the tube opening to the closed end.
 
The net heat transfer from the fluid to the wall based
 
on the tube radius, R, was evaluated as
 
q.  lc 2.7rR LTm
-T 
(2.54) i 
R
 
The Nusselt number based on the tube radius, NUR, is the 
ratio of Eq.(2.53) to Eq.(2.54). 
The net heat transfer from the fluid to the wall based 
on the tube length, L,  was evaluated as 
Tm -Tres 
q. =  27cR  (2.55)
 
The Nusselt number based on tube length, MIL, was evaluated
 
as the ratio of Eq.(2.53) to Eq.(2.55).
 
The heat transfer coefficient referred to the tube
 
radius is therefore
 
Nu
 
h =  Ric  (2.56)
 
R
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III. RESULTS OF NUMERICAL SOLUTION
 
Results of the numerical solution of the open
 
thermosyphon are presented in this chapter.
 
A FORTRAN computer program was developed based on the
 
solution procedures described in the previous chapter.
 
This computer program was developed particularly for the
 
open thermosyphon in two-dimensional cylindrical
 
coordinates.  However, if necessary for experimental
 
verification, a solution in Cartesian coordinates can be
 
accomplished by changing the input parameters
 
appropriately.
 
Cases of open thermosyphons with two different types
 
of thermal boundaries were studied.  In addition to the
 
thermal boundary conditions, another parameter
 
significantly influencing the numerical results is the
 
length-to-radius (aspect) ratio of the vertical tubes.  The
 
classification of flow regimes defined by Lighthill [11]
 
was based on the aspect ratio of the tubes.  The computer
 
program also provided a transient solution for the problem.
 
Plots of streamlines and isotherms indicates that some
 
steady-state cases involve oscillating fluid motion.
 
The heat transfer rates were found to increase as the
 
tube radius increased for the open thermosyphon and to
 
approach an asymptotic limit.  It is likely that the longer
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the vertical tubes, the smaller the heat transfer rates.
 
For open thermosyphons with very high aspect ratios, flow
 
circulates weakly at the closed-end of the vertical tube,
 
and thus doesn't transfer a significant amount of heat to
 
and from reservoir.
 
3.1  VERIFICATION OF COMPUTER PROGRAM, AND CASES SELECTED
 
The computer program was first tested by solving the
 
problem of laminar natural convection in a square cavity.
 
Plots of streamlines and isotherms are shown in figure 3.1.
 
Contour plots of this configuration are abundant in the
 
Adiabatic 
5.68 cm 
(a) Streamlines  (b) Isotherms 
Figure 3.1  Streamlines and isotherms of air in a square cavity 43 
literature.  This configuration was considered a benchmark
 
problem as proposed by De Vahi Davis and Jones [21]..  This
 
problem will also be used to illustrate the procedures for
 
numerically-generated fringe patterns in section 4.7.
 
Dimensions of the square cavity used in this study
 
were 5.68cm x 5.68cm.  The upper and lower boundaries were
 
insulated; the right boundary was maintained at 25 °C and
 
the left boundary at 15 °C as shown.
 
Numerical results were achieved for eighty cases of
 
open thermosyphons in this study.  Table 3.1 summarizes the
 
dimensions and the numerical results for the selected 80
 
cases.  Two types of thermal boundaries, each with 40
 
geometric variations, were examined.  Cases with type A
 
thermal boundaries had a linearly varying temperature
 
distributed alone the vertical tubes.  The upper limit of
 
this linear temperature profile was set at 6 °C and the
 
bottom at 96 °C as shown in figure 2.1.  Cases with type B
 
thermal boundaries had a constant temperature of 51 °C
 
along the vertical wall.  The reservoir wall temperature
 
was specified at 96 °C for all 80 cases.  Lengths and radii
 
of the vertical tubes were varied as shown in the table.
 
Values of two calculated heat-transfer parameters are
 
also listed in table 3.1.  The time-averaged heat transfer
 
coefficients, ht, and the time-averaged Nusselt numbers,
 
Nut, are presented for elapsed times between 200 and 1000
 
seconds.  Data points were determined each 10 seconds.
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Table 3.1 Dimensions and numerical results of all selected open thermosyphons 
14-- R  4- R Type A thermal boundary  Type B thermal boundary 
MN  T 
1114
 Linearly varying wall  L  sp  L Constant wall temperature
temperature  -I,  111!  1 
#  L(cm) R(cm)  ARht(vOcm2K)  Nut  #  L(cm)  12(em)  AStilt(744=2E)  Nut 
Al  50  50  1  0.0369  319.13  B1  50  50  1  0.0612  478.63 
A2  50  25  2  0.0360  155.67  B2  50  25  2  0.0578  226.01 
A3  50  16.7  3  0.0319  92.013  B3  50  16.7  3  0.0538  140.14 
A4  50  8.33  6  0.0303  43.680  B4  50  8.33  6  0.0430  55.983 
A5  50  5.00  10  0.0295  25.475  B5  50  5.00  10  0.0402  31.420 
A6  50  2.50  20  0.0247  10.659  B6  50  2.50  20  0.0342  13.366 
A7  50  0.50  100  0.0138  1.1886  B7  50  0.50 100  0.0046  0.3580 
A8  50  0.25  200  7.0E-5  0.0032  B8  50  0.25 200  0.0013  0.0503 
A9  40  50  0.8  0.0419  316.62  B9  40  50  0.8  0.0652  510.07 
A10 40  25  1.6  0.0406  175.53  B10 40  25  1.6  0.0620  242.36 
All 40  16.7  2.4  0.0376  108.28  B11 40  16.7  2.4  0.0580  151.22 
Al2 40  8.33  4.8  0.0330  47.467  B12 40  8.33  4.8  0.0473  61.593 
A13  40  5.00  8  0.0311  26.828  B13 40  5.00  8  0.0430  33.627 
A14  40  2.50  16  0.0288  12.432  B14 40  2.50  16  0.0359  14.038 
A15  40  0.50  80  0.0147  1.2726  B15 40  0.50  80  0.0057  0.4452 
A16  40  0.25  160  9.0E-5  0.0039  B16 40  0.25  160  0.0016  0.0630 
A17  30  50  0.6  0.0452  390.84  B17 30  50  0.6  0.0715  559.20 
A18  30  25  1.2  0.0437  188.87  B18 30  25  1.2  0.0681  266.13 
A19 30  16.7 1.8  0.0408  117.48  B19 30  16.7  1.8  0.0642  167.32 
A20 30  8.33 3.6  0.0359  51.700  B20 30  8.33  3.6  0.0534  69.555 
A21 30  5.00  6  0.0346  27.411  B21 30  5.00  6  0.0471  36.795 
A22 30  2.50  12  0.0334  14.448  B22 30  2.50  12  0.0413  16.133 
A23  30  0.50  60  0.0231  1.9920  B23  30  0.50  60  0.0076  0.5916 
A24 30  0.25  120  1.2E-4  0.0053  B24 30  0.25 120  0.0021  0.0836 
A25 20  50  0.4  0.0565  488.29  B25 20  50  0.4  0.0807  631.21 
A26 20  25  0.8  0.0543  234.48  B26 20  25  0.8  0.0781  305.20 
A27 20  16.7  1.2  0.0517  148.90  B27 20  16.7  1.2  0.0741  193.28 
A28 20  8.33  2.4  0.0449  64.676  B28 20  8.33  2.4  0.0634  82.558 
A29 20  5.00  4  0.0423  36.565  B29 20  5.00  4  0.0559  43.700 
A30 20  2.50  8  0.0403  17.411  B30 20  2.50  8  0.0461  18.007 
A31 20  0.50  40  0.0120  1.0360  B31 20  0.50  40  0.0098  0.7662 
A32  20  0.25  80  6.6E-4  0.0284  B32 20  0.25  80  0.0027  0.1068 
A33  10  50  0.2  0.0684  591.09  B33 10  50  0.2  0.0984  769.68 
A34 10  25  0.4  0.0667  288.32  B34 10  25  0.4  0.0969  378.89 
A35 10  16.7  0.6  0.0647  186.27  B35 10  16.7  0.6  0.0935  243.70 
A36 10  8.33  1.2  0.0586  84.283  B36 10  8.33  1.2  0.0844  109.98 
A37  10  5.00  2  0.0537  46.411  B37  10  5.00  2  0.0756  59.077 
A38 10  2.50  4  0.0511  22.103  B38 10  2.50  4  0.0600  23.451 
A39 10  0.50  20  0.0215  1.8580  B39 10  0.50  20  0.0186  1.4517 
A40 10  0.25  40  6.2E-3  0.2699  B40 10  0.25  40  0.0054  0.2119 45 
3.2  SUMMARY OF RESULTS OF ALL 80 SELECTED CASES
 
Plots of two heat-transfer parameters, ht and Nut, for
 
all cases listed in table 3.1 are shown in figure 3.2 and
 
figure 3.3.
 
From figure 3.2, ht is seen to increase as the tube
 
radius increases and to approach an asymptotic limit for
 
both type A and type B thermal boundaries.  Beyond this
 
limit, a further increase in tube radius did not increase
 
the rate of heat transfer per unit area.  Values of ht for
 
cases with type B boundaries are higher than their
 
corresponding cases with type A boundaries at the same tube
 
radius.  The time-averaged Nusselt number, Nut, increases
 
in a linear fashion as the tube radius increases for both
 
types of thermal boundaries.  Values of Nut for type B
 
boundaries are higher than those for type A.  Another
 
observation from figure 3.2 is that open thermosyphons with
 
smaller tube lengths display higher heat-transfer rates;
 
this can also be seen from figure 3.3.
 
Figure 3.3 shows both ht and Nut as functions of the
 
tube length for large tube radius cases.  For both ht and
 
Nut, an increase in tube length is associated with
 
decreases in the values of both ht and Nut.  The larger the
 
tube radius, the higher are the values of ht and Nut.
 
To provide more information for the characteristics of
 
open thermosyphons, two cases were chosen for more detailed
 (a) Type A: ht vs R 
N 0.07 
0.06 
49  0.05
 
U
 
L.74 
o 0.04 
0 
0.03 
.0  0.02 
E.  0  III WI 1111  1111 WI 1111  Jill  11111111 Jill
 
0  5  10 15 20 25 30 35 40 45  50
 
Tube radius, R (cm)
 
(c) Type B:  ht vs. R 
0.1 
0.09 
.4 0.08 r 
0.07 
c.) 
Ezz'  O 0.06 
4'5'  0.05 
0.04 a 
a)  0.03
 
a)
 
0.02 
3 0.01 
E-4  0  1111111111111111111 1111  1111  1111 11111111
 
0  5  10 15 20 25 30 35 40 45 50
 
Tube radius, R (cm)
 
46 
(b) Type A: Nut vs. R 
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(d) Type B: Nut vs. R 
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Figure 3.2 Plots of time-average heat-transfer coefficient (ht) and time-average Nusselt 
number (Nut); (a) ht versus radius for type A thermal boundary (b) Nut versus radius 
for type A thermal boundary (c) ht versus radius for type B thermal boundary (d) Nut 
versus radius for type B thermal boundary .42 
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examination.  These cases are described in sections 3.3 and
 
3.4.  The first of these sets consisted of 8 cases, Al to
 
A8 in table 3.1, with a fixed tube length of 50 cm and with
 
type A thermal boundaries.  The second set consisted of 5
 
cases; B5, B13, B21, B29 and B37 in table 3.1; with a fixed
 
radius of 5 cm and with type B thermal boundaries.
 
3.3  TYPE A OPEN THERMOSYPHONS WITH FIXED TUBE LENGTH
 
Eight cases, Al-A8, of type A open thermosyphons with
 
a fixed tube length of 50 cm are discussed in this section.
 
The aspect ratios of these eight cases are AR = 1, 2, 3,
 
6,  10, 20, 100, and 200, and the corresponding tube radii
 
are R = 50, 25, 16.67, 8.33, 5, 2.5, 0.5, and 0.25 cm,
 
respectively.  All eight cases have a negative temperature
 
gradient (A < 0) linearly distributed along the surface of
 
the vertical tube.
 
Figures 3.4-3.6 show the streamlines and isotherms at
 
1000 seconds for the selected eight cases.  These plots
 
illustrate the three flow regimes for laminar flow defined
 
by Lighthill [11].  They are:  (i) Flow with the laminar
 
boundary layer not filling the tube, where the boundary-

layer thickness is relatively small compared to the tube
 
radius.  Tubes with AR = 1,  2, 3, and 6 are in this
 
regime as indicated by the relatively thin boundary-layer
 49 
AR = 1  AR = 2  AR = 3  AR = 6 
Streamlines 
AR = 1  AR =2  AR = 3  AR= 6 
a 
Isotherms 
Figure 3.4 Streamlines and isotherms for cases of open 
thermosyphons, Al-A4, with AR = 1, 2, 3, and 6 at 1000 s. 
Note that the scale of the plots for these cases is true. 
thicknesses in each case shown in figure 3.4. (ii) The 
similarity region, where the boundary-layer flow, together 
with a central flow in the opposite direction, fills the
 
entire tube.  Tubes with AR = 10 and 20, shown in
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AR = 10  AR = 10  AR =  20  AR  = 20 
Streamlines  Isotherms  Streamlines  Isotherms 
Figure 3.5 Streamlines and isotherms for cases of open 
thermosyphons, A5 and A6,  with AR = 10 and 20 at 1000 s. Note 
that the scale of these plots has been adjusted for ease in viewing. 
figure 3.5, display behavior typical of this regime.  (iii)
 
Laminar flow filling the tube without similarity, where
 
fluid stagnation or a weak vortex ring is formed at the
 
closed-end of the tube.  Tubes with AR = 100 and 200, with
 
behavior shown in figure 3.6, are in this regime.
 
The formation of boundary layers is illustrated in
 
greater detail in figure 3.7, which shows a series of
 
streamlines and isotherms at selected times for AR = 2.
 
Figure 3.8 shows the corresponding vertical velocity and
 
temperature profiles near the tube wall for this case.
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Figure 3.6 Streamlines and isotherms for cases of open thermosyphons, 
A7 and A8, with AR = 100 and 200 at 1000 s.  Note that the scale of these 
plots has been adjusted for ease in viewing. 
When the fluid, initially at 96 C, was suddenly exposed to
 
a cooler boundary as depicted in figure 2.1, a ring-vortex
 
is evident at the closed-end of the tube at the 1-second
 
plot indicated in figure 3.7.  The corresponding vertical
 
velocity profile near the wall in figure 3.8 shows that the
 
fluid midway between the top and bottom of the tube, which
 
is cooler, is more sensitive than the fluid at the tube
 
opening.  As time proceeds, this ring-vortex continues to
 
grow causing the fluid in the tube to interchange with
 
fluid in the reservoir as shown from the streamline plots
 
from 2 seconds to 40 seconds in figure 3.7.  Although
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Figure 3.7 Streamlines and isotherms at selected times for the case A2 with AR = 2 53 
the streamline patterns continue to change, the
 
representation at 1000 seconds, in figure 3.4, was selected
 
to represent a steady-state solution for this case.  A core
 
region, where fluid is almost motionless, is formed between
 
the center stream and the boundary-layer.  Both the
 
vertical velocity and temperature profiles, shown in figure
 
3.8, change little after 200 seconds.
 
Another result of interest is the oscillatory nature of
 
streamlines and isotherms in the tube.  Such behavior is
 
shown in figure 3.9 for the case with AR = 100.  Due to
 
the high aspect ratio, a weak vortex-ring forms at the tube
 
closed-end.  At still smaller radii, the fluid becomes
 
nearly stationary at the closed-end as shown in figure 3.6
 
for AR = 200.  Streamlines and isotherms for AR = 100, in
 
figure 3.9, at 10 seconds, 60 seconds and 110 seconds are
 
almost identical with variable behavior during the
 
intervening times.  The fluid motion is thus seen to be
 
oscillatory with a period of approximately 50 seconds.
 
This oscillatory behavior can also be seen in figure 3.11
 
where the time sequences for Nu and h are plotted up to
 
1000 seconds.  Unlike the cases with large AR, both the
 
momentum and temperature boundary-layers are sufficiently
 
large that they fill the small-radius tube.  This case is
 
shown in figure 3.10 where one cycle of oscillatory
 
behavior is shown from 90 to 120 seconds.  Additionally, no
 
core region is apparent in the tube for high AR values.
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Figure 3.11 Heat transfer coefficient histories 
and Nusselt number histories for cases Al-A8 
Oscillatory behavior of fluid motion for natural
 
convection in enclosures is closely related to boundary-

layer instability.  The flow behavior shown in figure 3.11
 
is analogous to the results reported by Paolucci
 
and Chenoweth [22], related to a square cavity.  Their
 
numerical and experimental studies indicated that the time-

dependent instability was due to the boundary-layer along
 
the vertical walls, or the internal waves caused by a
 
hydraulic jump near the corners [22-23].
 
Figure 3.11(a) shows a large fluctuating amplitude for 
case A7,  AR =  100  As a matter of fact, this large 58 
fluctuating amplitude is particularly evident for the cases
 
of open thermosyphons with R = 0.5 cm.  Figure 3.12 shows
 
the relatively large fluctuating behavior of the time
 
history of ht for all cases of type A open thermosyphons
 
with R = 0.5 cm and their neighboring cases with R = 2.5
 
cm and R = 0.05 cm.
 
Results for these selected 8 cases show that, for a
 
cooled tube with one end open to a reservoir, the rate of
 
heat-transfer through the wall varies significantly with
 
the tube radius for high AR tubes, where boundary-layer
 
thicknesses are of similar magnitudes to the tube radii.
 
For low AR tubes, boundary-layer thicknesses are
 
relatively small compared with the tube radii and a core
 
region appears between the tube center and the boundary
 
layers.  The heat-transfer rate is nearly constant for
 
these cases.
 
Flow behavior in the tube was observed to be well
 
characterized by the three flow regimes defined by
 
Lighthill [11], these being determined by the tube aspect
 
ratio.  In certain cases, fluid motion appears to reach an
 
oscillatory condition at long times.  As predicted by
 
Ostrach [10], fluid near the closed-end of the tube becomes
 
stagnant and no longer transfers heat at large values of
 
AR.  The similarity regime is associated with the highest
 
heat transfer rates between the tube and reservoir.
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3.4  TYPE B OPEN THERMOSYPHONS WITH FIXED TUBE RADIUS
 
This section includes a detailed examination of open
 
thermosyphons with type B thermal boundary conditions and a
 
fixed radius of R = 5 cm.  From table 3.1, these cases are
 
designated B5, B13, B21, B29, and B37.  The corresponding
 
tube lengths are 50 cm, 40 cm, 30 cm, 20 cm, and 10 cm, and
 
the aspect ratios are 10,  8,  6,  4, and 2 respectively.  To
 
show the flow regimes, 7 cases, B2, B7, B8, B33, B34, B39
 
and B40 were also selected to provide additional
 
information for this type of thermal boundary condition.
 
Figure 3.13 shows the streamlines and isotherms at
 
1000 seconds for the selected cases with R = 5 cm.  Due to
 
the relatively large radius, all 5 cases fall into the
 
first flow regime category defined by Lighthill [11]: Flow
 
with the laminar boundary layer not filling the tube.  It
 
is relatively easy to locate the momentum and thermal
 
boundary layers in this figure.  Another observation that
 
can be made from this figure is that the momentum boundary
 
layer thickness and the strength of the boundary-layer flow
 
both increase as the tube length increases.  This
 
observation is confirmed by figure 3.14(a).  At the tube
 
opening, due to interaction with the reservoir, both the
 
velocity and the boundary layer thickness decreased.  No
 
direct comparisons can be made regarding the flow for these
 
selected cases due to significant inflow and outflow at the
 
tube opening.  The temperature profiles shown in figure
 
3.14(b) provide distinguishable thermal boundary-layer
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Figure 3.14  Plots of vertical velocity and temperature profiles for 
selected cases of open thermosyphons with fixed radius, R = 5cm 63 
thicknesses for these 5 cases.  At the tube mid-section,
 
cases with shorter tube lengths demonstrate generally
 
higher temperatures than do those with longer tube lengths.
 
At the tube opening, the same argument applies, but the
 
temperature profiles are much more irregular due to flow
 
interchange between the tube and the reservoir.
 
Other flow regimes, defined by Lighthill [11], were
 
examined in cases B2, B7, B8, B33, B34, B39 and B40.
 
Figure 3.15 shows plots of streamlines and isotherms at
 
1000 seconds for these cases.  Even with different thermal
 
boundary conditions, the three cases designated B2, B7 and
 
B8, show the three flow regimes as discussed in section
 
3.3.  One distinguishing difference between the behavior
 
for type A and type B thermal boundaries is the appearance
 
of isotherms at very high aspect-ratios, cases A8 and B8,
 
where the fluid was linearly stratified for case A8, and
 
the fluid was at a constant temperature except at the tube
 
opening for case B8.
 
For cases with short tube lengths, L = 10 cm, shown in
 
figure 3.15, only two types of flow regimes are indicated.
 
The third flow regime, which generally requires a very high
 
aspect ratio, was not present in these cases.  These cases
 
demonstrate the greatest heat transfer rates as shown in
 
figure 3.2.
 
The histories of h and Nu of these selected cases with
 
type B thermal boundary are plotted in figure 3.16.
 
Similar to the cases with type A thermal boundaries, the
 64 
-30 
L = 50cm  Case #B2  Case #B7  Case #B8 
AR = 2  AR= 100	  AR = 200 
r 
2  11 
85 
1. 90 
-80  40 
-130	 
1; ;i
90 
.,--......N,  . 
Streamlines  Isotherms  Streamlines Isotherms  Streamlines Isotherms 
(a) 
L = 10cm	  Case #B33  Case #B34  Case #B39  Case #B40 
AR = 0.2  AR = 0.4  AR =20  AR =40 
Streamlines  Streamlines 
5 90 90 
IL 
90 
Isotherms	  Isotherms  Isotherms 
(b) 
Figure 3.15 Streamlines and isotherms for selected cases of open thermosyphons 
at 1000 s; (a) Cases with L = 50 cm and AR = 2, 100 and 200 (b) Cases with 
L= 10 cm and AR = 0.2, 0.4, 20, and 40 65 
(a) h vs. time	  (b) Nu vs. time 
1000 
B33
 
B34
 
B2
 
100  \  B37, R=5cm
 
B29, R=5cm
 
B21, R=5cm
 
"E
 B13, R=5cm
 0 
10  B5, R=5cm
 0.06 
0 
B39
 0 0 
0.04
 
131,.....,_______*..,___, 
: , 
0.1 
0.01 
200	  400  600  800  1000  0  200  400  600  800  1000 
Time (second)  Time (second) 
Figure 3.16  Heat transfer coefficient histories and Nusselt number 
histories for selected cases with type B  thermal boundaries 
plots of h and Nu for type B cases also show oscillating
 
behavior.
 
Flow behavior and heat transfer rates of open
 
thermosyphons with type B thermal boundaries are similar to
 
the those with type A thermal boundaries.  Both types show
 
three flow regimes which are related to the radius and the
 66 
aspect ratio of the vertical tube.  Oscillating flow
 
behavior has been found to occur for both cases.  One
 
difference between these two situations is that the heat
 
transfer rates for type B conditions are somewhat higher
 
since the tube-wall temperature near the tube opening is
 
much lower.
 
For the 5 cases examined with fixed tube radii and
 
with type B thermal boundaries, shorter tubes were
 
associated with higher heat transfer rates.  Boundary-layer
 
flow increased as the tube length increased.  This is the
 
same general trend as boundary flow over a two-dimensional
 
flat plate.
 
3.5  RESULTS FOR RECTANGULAR OPEN THERMOSYPHONS
 
A modified open thermosyphon with rectangular geometry
 
was selected for verifying the experimental results
 
presented in chapter 5.  This section provides a brief
 
description of the numerical results for this case.
 
The rectangular open thermosyphon, examined in this
 
study, was considered to be two-dimensional.  Variations in
 
the third dimension was neglected.  Figure 3.17 shows the
 
schematic of the open cavity.
 
Unlike the open thermosyphon cases described in
 
previous sections, the open cavity in this study was
 
situated below the reservoir to agree with the setup of the
 67 
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Figure 3.17 Modified rectangular open thermosyphons 
experimental setup.  Air was used as the working fluid in
 
this case.  The cavity wall was set at 98 °C, and the
 
reservoir wall at 27 °C.  The third dimension was assumed
 
to be infinitely long so that a two-dimensional numerical
 
model applied.
 
Plots of streamlines and isotherms for several cases
 
of this geometry were developed.  Figure 3.18 and 3.19 show
 
streamlines and isotherms for the case of an open cavity,
 
with W = 1.5" and L = 3", at various times from the start
 
of the process.
 
The streamline plots in figure 3.18 show two symmetric
 
vortices in the cavity.  Air enters the cavity at the
 
center and flow out to the reservoir from both sides of the
 
cavity.  Oscillating flow behavior inside the cavity can be
 
observed.  The strength of the flow as well as the
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Figure 3.19 Plots of isotherms for the modified rectangular 
open cavity with L = 7.62 cm and W = 3.81 cm at different times 70 
locations of the two vortices also oscillate as the plots
 
show.  The flow behavior reached what appears to be an
 
oscillatory steady state at 7 seconds with a period of
 
about 3 seconds.  Streamlines patterns at 7, 10, 13, 17,
 
and 20 second appear to be identical.  Oscillating behavior
 
is also observable from the plots of isotherms in figure
 
3.19.  Initially, the rate of heat transfer through the
 
vertical wall of the open cavity was large as shown for 1
 
second.  As the time progressed, cold air was introduced
 
down the center of the cavity, and was subsequently heated.
 
As the cavity filled with hotter air as shown at 5 and 6
 
seconds, the strength of the flow increased resulting in
 
more rapid expulsion of the hot air out of the cavity into
 
the reservoir.  As a result, colder air was drawn in more
 
vigorously along the center, and the cycle of oscillation
 
was repeated.
 
Figure 3.20 shows the plots of streamlines and
 
isotherms for the case of an open cavity with W = 2.54 cm
 
and L = 2.54 cm.  The same scenario was ensued as for the
 
case of the open cavity previously described.  Plots of
 
streamlines show two symmetric vortices in the cavity, and
 
the flow behavior was oscillatory.  The amplitude of
 
oscillation was much smaller in this case.  Plots of
 
streamlines and isotherms are shown only up to 5 seconds.
 
At this time, the flow had reached an oscillating steady-

state behavior.
 71 
1 sec.  2 sec.  3 sec.  4 sec.  5 sec. 
g'grN\ a'o-uncr
 
._, 
1 sec.  2 sec.  3 sec.  4 sec.  5 sec. 
Figure 3.20 Plots of streamlines for the case of open 
cavity with L = 2.54 cm and W = 2.54 cm at different times 
Other cases of an open cavity were also selected for 
numerical computation.  These selected cases were used for
 
the comparison with the experimental results to be
 
discussed in chapter 5.  More discussions of the rate of
 
heat transfer and the fringe patterns of the temperature
 
field will be presented in the next section.
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IV. EXPERIMENTAL SETUP AND INTERFERENCE FRINGES
 
An experimental program was undertaken to examine the
 
temperature field for the open thermosyphon problem.  The
 
instrument used in this experiment was an amplitude-

division Mach-Zehnder (MZ) interferometer.
 
Figure 4.1 shows the schematic of the MZ
 
interferometer used in this study.  An argon laser was used
 
to provide a coherent light source with a wavelength of
 
514.5 nm.  This light source was guided by a mirror, M0,
 
passing through a spatial filter, consisting of a lens and
 
a pinhole, and then was collimated by lens L2.  The
 
collimated light is essential for the interferometer to
 
provide a plane wave for the experiment.  This plane wave
 
light source was then divided into two beams by the first
 
beam splitter, B1, of the interferometer.  One beam served
 
as a reference which was reflected by the first mirror, M1,
 
and by the second beam splitter, B2, to form the first arm
 
of the interferometer.  The other beam was reflected by the
 
second mirror, M2, and passed through the second beam
 
splitter, B2, to form the second arm of the interferometer
 
where the test section was placed.  Fringes of interference
 
between these two beams could be seen by placing an
 
observation screen at the end of the two arms.  The
 
observation screen used in this study consisted two glass
 
pieces with a semi-transparent paper placed in between.  A
 MO  L1 
)1i  I 
Pinhole 
1-1 Argon laser 
M2 
Digital 
camera 
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.1111111111111111111f 
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picture of the interference pattern, formed at the
 
observation screen, was taken using a CCD digital camera
 
with 496 x 375 pixels.  The picture was digitized and then
 
stored in a computer.
 
Coordinates used for the interferometer must be
 
shifted according to the propagation direction of the light
 
wave as shown in figure 4.1.  The axis parallel to the
 
direction of propagation is the z-axis.  Any plane on the
 
path normal to the direction of propagation is the x-y
 
plane where the y-axis is normal to the paper.
 
A computer program in C language was developed to help
 
in aligning the MZ interferometer.  This program generated
 
fringe patterns of two-plane-wave and two-point-source
 
interference which were used as references for adjusting
 
the two beamsplitters and two mirrors of the
 
interferometer.
 
Fringe patterns were numerically generated by
 
incorporating the numerical solution from chapter 3 with
 
the Lorentz-Lorenz equation, which relates the temperature
 
of a medium to the refractive index.  An interpolating
 
technique was used to improve the image quality of the
 
numerically-generated frings.  These fringe patterns were
 
then used for comparisons with the experimental results in
 
chapter 5.
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4.1 THEORY OF PLANE WAVE INTERFERENCE
 
An electric field of a simple plane wave linearly
 
polarized in one direction can be mathematically described
 
as
 
E = A co s( cot -k r)  (4.1)
 
where A is the constant amplitude of the plane wave, k is
 
the propagation vector, and r is the position vector.
 
Considering the wavefront of the plane wave to be
 
perpendicular to the direction of propagation, the two
 
plane waves divided by the first beam splitter, B1, can be
 
described as follows:
 
E1 =  Al cos(o)t  kzzi )  (4 .2) 
E2 = A2 cos(COt  (4.3)
 kzZ2 )
 
where, kz is the wave number in the direction of
 
propagation, and zi and ,z2 are the distances measured in the
 
propagation direction from the light source to the point of
 
observation through each arm.
 
These two plane waves, separated by B1, traveled along
 
different paths, and were then recombined at the output of
 
the interferometer.  The electric field at the output of
 
the interferometer was obtained using the superposition of
 
E1 and E2.  Hecht [24] and Meyer-Arendt [25] listed several
 
methods to derive the resultant wave for the superposition
 
of E1 and E2.  Among them, the easiest method is to use
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complex numbers.  Expressing E1 and E2 in the complex
 
plane, Eqs.(4.2) and (4.3) can be written as
 
40I-Izzzi) = Ale  (4.4) 
A
 E2 = 112 e ""ZZ2)  (4.5) 
Superposition of the two plane waves, E1 and E2, gives
 
z2 
ET = E1 + E2 =eiCet (A1 e-ik zzi  + A2 e  z  )  (4.6) 
The time-averaged value of ET is the quantity which is
 
observed on the screen; it is known as the irradiance, or
 
intensity, I.  Mathematically, in the complex plane,
 
irradiance is proportional to the electric field, ET,
 
multiplied by its complex conjugate
 
zz1  ikz2 )  km  Z2 
cc  E =e  (Ale  ± A2 e z  ) T T 
z 
2  z2) 
= Ai + A22 + A1A2 [eik z(zi- + e-ikz(zi-Z2)1 
2 2 
=  + A2 + 2441442 COS(kz (z1  Z2 )) 
2  2  27r  (4.7)
=  +A2 + 2A1442 cos  (z1  z2 )
 
A
 
where the wave number, k, is expressed in terms of the
 
wavelength, 27c/X, of the plane wave.  If the two
 
beamsplitters shown in figure 4.1 both reflect and transmit
 
half of the incident light, the amplitudes Al and A2 will
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be the same.  Thus, the maximum irradiance will be four
 
times the square of the amplitude Al, or A2, if the two
 
waves are in phase.  The irradiance will be at its minimum
 
value of zero if the waves are out of phase by 180 degrees.
 
In other words, the formation of the fringe pattern depends
 
on the optical path difference zi and .z2 in Eq.(4.7).
 
Figure 4.2 shows the interference of two light rays,
 
A and B.  The electric fields of ray A from both arms are 
in phase.  The superposition of these two electric fields, 
Aarm1  and A arm2,  forms constructive interference.  Thus, the 
cosine term in Eq.(4.7) is 1, i.e. a bright spot on the
 
observation screen.  In contrast, the superposition of Beal
 
and Barm2 is destructive.  The cosine term in Eq.(4.7) is 0.
 
Thus, the irradiance caused by ray B is zero on the screen.
 
Figure 4.2 Interference of two light rays 78 
4.2 OPTICAL PATH DIFFERENCE AND FRINGE PATTERNS
 
The refractive index, n, is used to indicate the speed
 
of light in a given medium.  The optical path length is
 
determined by the refractive index, n, of the medium
 
multiplied by the distance traveled by the light ray.
 
In figure 4.1, the distance measured from the source
 
to the point of observation through the first arm in the
 
direction of propagation along the centerline is zi; and
 
the distance through the second arm is z2.  The optical
 
path lengths of these two light rays are therefore nrzi and
 
nrz2  The refractive index, nr,  is that of undisturbed air
 
without the presence of the test section.  Assuming the
 
refractive index of the undisturbed air to be unity, the
 
optical path difference, OM of the two rays is then (z1
 
z2)
 
For other light rays in the x-y plane parallel to the
 
z-axis in the absence of the test section, two fields, of
 
optical path lengths zi and Z2, through each arm can be
 
expressed as zi(ci,xi) and z2(xi,X)  If the interferometer is
 .
 
perfectly aligned, zi(x10'd  z2(xby.i) will equal a constant,
 
i.e. the interference pattern will be evenly distributed on
 
the screen.  If one optical element is slightly tilted in
 
the x- and/or y-direction,  2:2(xbyd will be a
 
function of x and/or y, i.e. lines of bright and dark
 
fringes will be formed on the screen.  An infinite fringe
 
field is the term used for zi(xi,Xi)  z2(xbyd equal to a
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constant, and a wedge fringe field is the designation when
 
zi(xi,xd  z2 (xi,  is a function of x, y, or both.
 
To detect the temperature contour lines for a certain 
medium, a test section with a length,  L,  was placed on one 
arm of the interferometer.  In this case, it was placed in 
the path of the second arm.  Light will also travel at 
different speeds in a medium with variable density. 
Assuming the refractive index, n(xi,x), of the medium in the
 
test section to vary in the x- and y-directions only, the
 
field of the optical path lengths of light rays traveling
 
through the test section can be expressed as n(xbyd times
 
L.  With the test section present, the optical path
 
difference, COPD(xi,x) ,  for the field of the two beams can
 
be expressed as
 
OPD(xoyi)=zi(xi,yd-z2(xoyi)-Lnr(xi,Yi)+Ln(x0Yi)  (4.8) 
where, nr(xi,y) is the refractive index field of the medium
 
replaced by the test section, which is undisturbed air for
 
this case.  The value of nr(xi,yi) was thus assumed to be 1.
 
If an infinite fringe field were used, the optical
 
path difference would equal a constant plus Ln(xi,x).
 
Since the constant would not affect the fringe pattern, the
 
quantity, LnCxbyp, would determine the fringe pattern on
 
the observation screen.
 
If a wedge fringe field is used to detect temperature
 
contours, two frames of fringe patterns need be recorded at
 80 
two different times.  This is usually referred to as a
 
double-exposure technique.  The optical path difference of
 
the two beams at these two times can be expressed as
 
OPD(xi,yi) =  (xi , yi )  z2 (xi , yi )  L+Ln(xi,yi)lt 
yi )  L+L-n(xi,yi)Lzir  (4.9) 
The refractive index field at t is usually uniform, i.e. 
Ln(xby.d  is constant at t.  Thus, the optical path 
difference of a wedge fringe is also determined by Ln(x0j) 
at t+At.
 
Often, COMD(xod is expressed in terms of the
 
wavelength multiplied by a value which represents the
 
fringe pattern on the observation screen.  Hauf and Grigull
 
[26] used such a term, the loci of constant phase
 
difference  Sk(xby.i), to represent the fringe pattern on
 
41--S=2.5 
Maximum intensity 
o Minimum intensity "41 2141  S = 2 
z
 
S=0  2  3  4  S = 2.25 
Figure 4.3 Relation between the order of the loci of 
constant phase difference, S, and the fringe pattern 81 
the screen as shown in figure 4.3.  Thus, the optical path
 
difference can be described as:
 
OPD(xi,y j) = Sk(Xi,y j)- A  (4.10)
 
The order of the loci of phase differences determines
 
the contour lines of the fringe patterns on the observation
 
screen.  Figure 4.3 shows the order of the loci of phase
 
differences, S, of a "bull's eye" fringe pattern.  Bull's
 
eye fringes can easily be obtained from a Mach-Zehnder
 
interferometer without the collimating lens, L2, and the
 
test section.  The maximum intensity at the center of the
 
bull's eye starts at a known temperature of order of S = 0.
 
If there is a change in the surrounding air temperature,
 
the center fringe will shift outward.  Assuming that the
 
maximum at the center of the bull's eye in figure 4.3
 
swifts twice, the order of the fringe pattern will be 2 as
 
shown.
 
From Eqs.(4.8)-(4.10), fringe patterns on the screen
 
related to the refractive index of the test medium can be
 
expressed as:
 
Sk(Xi,y f)- A = contant+ L- n(xi,y j)  (4.11)
 
Both S and n are functions of temperature in this
 
expression.  Taking derivatives with respect to temperature
 
and integrating from a reference temperature, T0, the
 
temperature of order k,  Tit,  is evaluated as follows
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dS  L do  L do fTk Sk(Xi,yi)=  dT 
dT  dT) ;  A dT ()1 
L do
Sk(Xi,yi)=  AT k  (4.12) 
A dT 
To interpret temperature differences from the orders of 
fringe patterns,  Sk(xi,yi),  the relation between temperature 
and the refractive index of the test medium must be known. 
4.3 RELATION BETWEEN TEMPERATURE AND REFRACTIVE INDEX
 
The equation relating the refractive index to the
 
state of a substance is the Lorentz-Lorenz equation.  The
 
density is related to the refractive index of the substance
 
according to
 
n2  1 
=rs(A)  (4.13) 
p(n2+2) 
where rs(X) is the specific refractivity.  It is a function 
of the substance and the wavelength of light. 
Eq.(4.13) can be further simplified to yield a 
constant value for the refractive index gradient, do /dT, 
for gases.  For liquids, however, the relation between n 
and T is related by an empirical correlation.  Vest [27] 
suggested the following relation for use with water 
subjected to a light source of 514.5 nm 
n 1.337253 = (2.8767T+0.14825T2) X10-5  (4.14)
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where, T is in degrees Celsius.  This equation is a
 
quadratic fit to the Tilton-Taylor [28] data conducted by
 
Dobbins and Peck [29].
 
For a gas with refractive index near unity, the
 
Lorentz-Lorenz equation can be simplified to a first order
 
approximation of the form
 
3r
 
n 1=  p  n-1=Kp  (4.15)
 ;
 
2
 
Eq. (4.15) is the Gladstone-Dale equation.  The constant,
 
K, is the Gladstone-Dale constant and it is a property of
 
the gas.  Applying the ideal gas equation of state to
 
Eq.(4.15), yields
 
KMP
 
n -1=  (4.16)
 
RT
 
The gradient of the refractive index for the gas with
 
respect to temperature now becomes
 
do  - KMP
  =  (4.17)
 
dT  RT2
 
If the temperature change is small, Eq.(4.17) suggests that
 
the gradient of the refractive index can be treated as a
 
constant.  For greater precision in air, Vest [27]
 
suggested using the following equation with a light source
 
at 514.5 nm, based on Radulovic's [30] result
 
0.294036 x10-3 
n 1=  (4.18) 
1+ 0.369203x10-2 T 
where, T is in degree Celsius.
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Taking the derivative of n with respect to T in
 
Eq.(4.14) and substituting it into Eq.(4.12), for water,
 
the unknown An can be expressed as function of the order
 
of S as:
 
A  10s
 
{ATklwater =  Sk(Xi  i)  (4.19) 
L  2.8767 + 0.2965. T 
Performing the same procedure for Eq.(4.18) and Eq.(4.12),
 
for air, ATI,. becomes
 
,  A. + 0.369203.10 -2  T)2 
{Ark}  =  Sk(Xi,y)  (4.20) 
L  1.085590-10 
For small temperature changes, Eqs.(4.19) and (4.20)
 
are used to estimate temperature differences between
 
fringes using a constant reference temperature T.  For
 
large temperature changes, the reference temperature must
 
be changed for better accuracy.  This can be done by
 
numerically stepping the reference temperature, T, through
 
a small increment, AT = Ti  T1_.1, in Eq.(4.18) for air, or
 
Eq.(4.14) for water, to obtain two discrete values of the
 
refractive index, ni, evaluated at Ti, and ni..1 at  The
 
procedure is now to subtract ni_1 from ni to obtain a value
 
for dn/dT, then to substitute this value into Eq.(4.12) to
 
obtain the value of dWT.  Summing these values for each
 
small increment of AT, a relation for the temperature
 
change and the order of fringes can be obtained.
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Table 4.1 shows the relation between the temperature
 
changes corresponding to fringe orders for air at L = 7.62
 
cm and 10 cm with a light source of 514.5 nm.  A MathCad
 
software application was used to perform the numerical
 
stepping procedures.  The increment used for the stepping
 
reference temperature was 0.05 °C.
 
From table 4.1, it is clear that the temperature
 
differences between sequential fringe orders are not the
 
same.  At higher temperatures, the temperature difference
 
for one fringe order are relatively large, and at lower
 
temperatures, the temperature differences are smaller for
 
one fringe order according to Eq.(4.18).  The length of the
 
TABLE 4.1 Temperatures corresponding to orders of fringes in air 
L=0.0762m X=514.5nm  L=0.10m  X=514.5nm
 
k  27+41i  ATi  98-44  421  k  98-ai  Ali
 
0.5  30.81  92.32  0.5  93.65
 
1.0  34.72  7.72  86.81  11.19  1.0  89.48  8.52
 
1.5  38.73  81.47  1.5  85.28
 
2.0  42.84  8.12  76.29  10.52  2.0  81.22  8.26
 
2.5  47.07  71.25  2.5  77.26
 
3.0  51.42  8.58  66.36  9.93  3.0  73.40  7.82
 
3.5  55.87  61.61  3.5  69.61
 
4.0  60.47  9.05  56.99  9.37  4.0  65.90  7.50
 
4.5  65.19  52.50  4.5  62.28
 
5.0  70.04  9.57  48.13  8.86  5.0  58.73  7.17
 
5.5  75.04  43.87  5.5  55.26
 
6.0  80.19  10.15  39.73  8.40  6.0  51.86  6.87
 
6.5  85.49  35.69  6.5  48.53
 
7.0  90.95  10.76  31.76  7.97  7.0  45.28  6.58
 
7.5  96.56  27.93  7.5  42.07
 
8.0  102.40  11.45  24.19  7.57  8.0  38.95  6.33
 
8.5  108.40  20.54  8.5  35.88
 
9.0  114.60  12.20  16.99  7.20  9.0  32.86  6.09
 
9.5  121.00  13.52  9.5  29.92
 
10  127.70  13.10  10.10  6.89  10  27.00  5.86
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test section, L, is also a function of these temperature
 
differences as shown in this table.
 
4.4 IMAGE PROCESSING
 
A CCD digital camera was used to capture fringe
 
patterns from the observation screen.  For use with an
 
infinite fringe field, the fringe captured by the camera
 
can be interpreted directly from Eq.(4.19) or Eq.(4.20).
 
For use with a wedge-fringe field, i.e. the double-exposure
 
technique, two image frames need be captured and then
 
processed digitally to interpret the fringes.
 
The camera used in this experiment contained a chip
 
consisting of a two-dimensional array of a charge-coupled
 
device (CCD).  This CCD array consisted of 496 x 375
 
pixels,  which are equivalent to 186000 photo sensors.
 
Each pixel captured a certain amount of electrons from the
 
image.  The amount of electrons was electronically shifted
 
into a measurable DC voltage and was then converted into an
 
8-bit digital form.  Thus, each pixel served as a 256-level
 
gray scale sensor.  Figure 4.4 shows a graphic
 
representation of the CCD array.
 
From figure 4.4, it is seen that images captured by
 
the digital camera can be mathematically represented by
 
matrices consisting of 496 rows and 375 columns.  Elements
 
of the matrix have integer values from 0 to 255.
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Figure 4.4 Graphic representation of a CCD array
 
To detect the temperature field using a wedge-fringe
 
field, a reference frame of the image, matrix A, must be
 
acquired for a uniform temperature field of the test
 
section.  The second frame of the image, matrix B, will be
 
of the image with a temperature disturbance in the test
 
section.  The real fringe, matrix C, related to the
 
temperature disturbance will be the absolute value of the
 
arithmetic difference of the corresponding elements of A
 
and B as follows.
 
C =IB-Al  (4.21)
 
To do this calculation, a simple C-language program was
 
written to deal with the image files of the CCD digital
 
camera.  Figure 4.5 shows the fringe pattern of a flame
 
using the wedge-fringe field approach.
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B  C =  IB-Ai 
Figure 4.5 Fringe pattern of a flame using the wedge fringe field interference 
In addition to the capability of digitizing the image,
 
there are several other advantages using a CCD camera for
 
an experiment.  For example there is no need for printing
 
the image and, similar to a Polaroid camera, images can be
 
shown on a computer monitor instantly, without waiting for
 
the film to be developed as with a regular camera.  There
 
are, however, also some disadvantages.
 
The CCD camera used in this experiment was the
 
Logitect FotoMan Plus, which consisted of a non-

interchangeable fixed-focus lens and a built-in auto flash.
 
For this particular experiment, a drawback of this CCD
 
camera was the inability to control the shutter speed and
 
the aperture size.  Thus, the contrast and, most
 
importantly, the desired resolution of the image could not
 
be achieved as desired.
 
Other laboratory and commercial digital cameras are
 
available with the desired resolution for this experiment.
 
For example, the Kodak DSC420 digital camera attached to a
 
regular Nikon camera would be suitable for use in this
 
experiment.  A short description for this commercial
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digital camera can be found [31].  Desirable resolution can
 
be achieved through the control of the shutter speed and
 
the aperture size in the regular Nikon camera.  However,
 
the current price of such a unit is very expensive.  A
 
detailed comparison among these cameras is described in
 
[32].  To obtain high resolution images in this experiment,
 
a regular camera, with shutter speed and aperture size
 
control, and high sensitive film were used.
 
4.5  NUMERICALL SIMULATION OF INTERFERENCE PATTERN
 
To set up the interferometer for use with an infinite
 
fringe field, alignment of the apparatus is critical.  The
 
alignment must be very precise and the necessary procedures
 
often become trial-and-error processes.  An ideal infinite
 
fringe field will have a uniform intensity distribution on
 
an observation screen.  However, even with a slight
 
misalignment of the interferometer, instead of an infinite
 
fringe field pattern, undesirable fringes, such as those
 
shown in figure 4.6 will occur.
 
Figure 4.6 Undesirable fringes for the infinite fringe field alignment 90 
To reduce the task of trial and error, a C-language
 
computer program was developed to simulate the interference
 
of two monochromatic light waves.  In this code, numerical
 
results are converted into picture-like interference
 
fringes to aid in aligning the optical components.  Two
 
major concerns of the apparatus set up are:  (1) how the
 
presence of the wedged angles of the beamsplitters affect
 
the plane wave interference fringes, and (2) why fringe
 
patterns shown in figure 4.6 occur often during the
 
alignment procedure.
 
Plane wave interference with wedged beamsplitters
 
Figure 4.7 Schematic of a plane wave passing through a wedged beamsplitter 
A collimated plane wave passing through a wedged
 
beamsplitter is shown in figure 4.7.  The electric field of
 
a plane wave, described by Eq.(4.1), is rewritten as
 
E = A cos(cot  kr n)  (4.22) 91 
where, k is the wave number, n is the normal vector of the
 
wavefront and r is the position vector relative to the
 
screen.  Projecting the normal vector using components 01
 
and 02 as shown in figure 4.7 and introducing the function
 
7Z(x,y) to describe the thickness of the beamsplitter, the
 
vector multiplication in Eq.(4.22) becomes,
 
r n = x cos (31 sin  192  + y cos02 sin  01 + [z + (n -1) TZ(x,y)]coseicos 02  ( 4 . 23 ) 
where, n is the refractive index of the beamsplitter.  Note
 
that only the third term of Eq.(4.23) includes TZ(x,y)
 
since the thickness of the beamsplitter varies only in the
 
z-direction was concerned.  Beamsplitter thickness as a
 
function of x and y can be obtained using the equation of
 
planes as follows.
 
Figure 4.8 shows the geometry of a beamsplitter with a
 
wedge angle, Ow, in rectangular coordinates.  In addition
 
PPp = x i+y j+(z-Dp) k	  ni, = k 
nw =  sinew sink i + sinkcosk 
+ cosec cose, k 
z 
Figure  4.8  Geometry of a wedged beamsplitter with a rotation angle Or 92 
to the wedge angle, the beamsplitter also undergoes a
 
rotation along the z-axis.  The rotation angle is 0r.  From
 
analytic geometry, the following relationships apply; i.e. 
PP n =0  for the front surface and,  PP., n., =0 for the
P  P 
wedged surface.  The line PP1,  passes through the point 
Pp(0,0,Dp) and the line PP., passes through the point
 
P,(0,0,D,v).
 
Carrying out the vector multiplication,  PPPn, =0  , 
the equation of the front surface becomes, 
z = D  (4.24)
 
Similarly, the equation of the wedged surface is,
 
1 
z = DH,  [(sin 0,, sin Or )x + (sin 0,, cos Or )y]  (4.25) 
(cos Ow cos 0,. ) 
Subtracting Eq.(4.24) from Eq.(4.25), the thickness of the
 
beamsplitter can now be expressed as
 
1 
TZ(x,y) = t  .  [(sin Ow sin Or )x + (sinew cos 0r)y]  ( 4  . 2 6 ) 
(cos Ow cos Or ) 
In similar fashion, the thickness of a beamsplitter in
 
rectangular coordinates, with an angle of incidence, Ob
 
shown in figure 4.9 is
 
cos(Oi + Ow )sin Or  x + cos(Oi + OH,) cos 0, y 1Z(x, y) = t., sin co, + Y
 
tan Oi  sin( Oi + Ow) cos er
 
(4.27)
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np= sin( ir/2 -01) j + cosOr/2 -0) k
PPp = x i+y j+(z-Dp) k 
n =  sin[n/2 - + 0)] sing, i
PP, = x i+y j+(z-D,) k  + sin[n/2  + 49)] cosk J y 
+ cos[n/2 (A+ Ow)] sink k 
Figure 4.9  Geometry of a wedged beamsplitter 
with a rotation angle, 0,, and an incident angle, Oi 
In the Mach-Zehnder interferometer, each beam of a
 
plane wave passes one of the beamsplitters only once, and
 
is then recombined.  For two plane waves with angles of
 
inclination, 01 and 02, as shown in figure 4.7, passing 
through the beamsplitter with the same wedge angle, Ow, but 
with different rotation and incident angles,  Or  and  the 
irradiance on the screen can be derived from the principle
 
of superposition and the time average value of Eq.(4.22) as
 
1  t+At 
I oc  (Ei + E2) (El + E2)dt  (4.28)
At t 
Sioherical waves interference
 
Since the amplitude of the electrical field of a
 
spherical wave is inversely proportional to distance, and
 
because the wavefront is always normal to the direction of
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Figure 4.10 Coordinates of two-point-source interference 
propagation as shown in figure 4.10, the electrical field
 
becomes
 
A
 E= cos(cot-kr)  (4.29) 
r 
where r is merely the distance from the point source to the
 
screen in figure 4.10.  The irradiance of the two-point­
source interference case also can be obtained from
 
Eq.(4.28).
 
Results and conclusions of computer simulation
 
Many computer simulations for two-plane-wave
 
interference have been done by varying the four angles, 01,
 
02, or and 0i, and the distance from the screen shown in
 
figures (4.7)-(4.9).  All results show only one type of
 
fringe, the stripe-like fringe.
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(a)	 1St wave: 0,, = 0.5°, 0, = 7c/100, 0, =7c/3,  (b) 1St wave: O, = 0.5°, 0, = it/100, 0, =7c/3, 
01 =7c/500, 02= n/500, z = 47000.  0, = n/100, 02 = 0, Z = 47000. 
2nd wave: Ow = 0.g, er = 7c/3, 0, =7r.12,  2nd wave: 0 = 0.S , 0, = - 7c1200, 0, =7c/3.1, 
0, = 7c/700, 02 = - It/800, z = 47000.  0, = 0, 02= 0, z = 47000. 
Figure 4.11 Fringe pattern of plane-wave interference 
Two examples of plane-wave interference are shown in
 
figure 4.11.  The length unit used in the computer program
 
is the pixel  100 pixels is equivalent to 1 cm for the
 
selected wavelength of 514.5 nm.  From the numerical
 
simulation, changes in the four angles, 01,  02, 9r and 0i,
 
primarily change the direction and the width of the
 
stripes.  Changes in the fringe patterns are small.
 
In contrast to the similar fringe patterns obtained
 
from two-plane-wave interference, fringe patterns from two­
point-source interference show considerable variation as
 
the positions of the two point sources are varied as shown
 
in figure 4.10.
 
Four frames of fringe patterns from two-point-source
 
interference are shown in figure 4.12.  The length unit
 
again is the pixel as used for plane wave interference.
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(a)	  x1=0  Y1 = 188  z1 = 150000  (b)  x1=0  Yi = 76812  z, = 30000 
x2=0  z2= 100000 Y2 = -584	  x2=0  Y2 = 77412  z2= 30000 
(c)	  x, = 0  y, = 1400  z, = 3000  (d)  x1=0  = 194  z1 = 300 
x2=0  Y2 = -1400  z2= 3000  x2=0  Y2 = -194  z2 =300 
Figure 4.12 Fringe patterns of two-point-source interference 
The ideal infinite fringe field will have uniform
 
intensity distribution on the screen in the absence of a
 
disturbance.  Two important results are obtained through
 
this numerical simulation.  First, two-plane-wave
 
interference will display ideal characteristics if all of
 
the corresponding angles in figure 4.11, for the 1st and
 
the 2nd waves, are identical.
  Secondly, two-point source
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interference will also appear as an infinite fringe field
 
if the two point sources overlap.
 
Three fringe patterns obtained from the numerical
 
results for two-point-source interference are shown in
 
figure 4.13.  These three fringe patterns are identical to
 
those shown in figure 4.6.  This explains why undesired
 
fringes occur  because the shape of the waves is not
 
plane, instead, they are spherical.
 
(a)	 x1= -18  x2= 0  (b)  x1= -8  x2= 0  (c)  x1= -1  x2= 0 
y1= -194  y2 = 194  yi = -194  y2 = 194  yi = -192  y2 = 194 
z1 = 330  z2 = 300  z1 = 330  z2 = 300  z1 = 312  z2 = 300 
Figure 4.13 Fringe pattern results from numerical simulations 
Two other conclusions can be draw from these numerical
 
simulations:  (1) The presence of the wedge angle from the
 
beamsplitter primarily affects the change in propagation
 
direction of the plane wave.  Changes in fringe patterns
 
due to the wedge angle are small.  This is shown in figure
 
4.11.  (2) The collimated wavefront of the MZ
 
interferometer setup for this study is not quite "plane".
 
The shape of the wavefront is similar to a point source
 
wavefront.  Even with this type of wavefront, an infinite
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fringe field with uniform intensity still can be obtained
 
by aligning the two arms of the interferometer at equal
 
distances, i.e. to overlap two point sources at the same
 
position.
 
Comparisons between an ideal plane wave and possible
 
wave form outputs are shown in figure 4.14.  The curvatures
 
shown in figure 4.14(b) are exaggerated.  A perfect plane
 
wave for a large cross section is quite difficult to obtain
 
for the experimental apparatus used in this study, some
 
L2 Pinhole	  Pinhole  L2 
LI 
))))))i))».) 
Diverging beam
Huygens-Fresnel  from laser
principle applied 
(a) Theorectical schematic to obtain an	  (b) Possible formation of wave form of a 
ideal plane wave	  diverging beam passing through a spatial 
filter and a collimated lens 
Figure 4.14 Comparison between theoretical plane wave and 
other possible wave forms from a diverging beam passing 
through a spatial filter and a collimating lens 
reasons being:  (1) The output beam from the argon laser
 
used in this experiment diverges as it propagates.  This is
 
due to the two concave mirrors used for the laser cavity
 
configuration specified by the manufacturer [33].  (2) The
 
convex lens, Li, focuses the beam into a point where the
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pinhole was placed.  This differs from the Huygens-Fresnel
 
principle where a spherical wave is obtained from a plane
 
wave passing through a very small aperture.  The convex
 
lens can be removed from the spatial filter, however, the
 
intensity will be dramatically reduced for such a removal.
 
(3) Wavefront distortion due to the deviations of surface
 
flatness for all optics and, more importantly,
 
inhomogeneities in the refractive indexes of lenses and
 
beamsplitters will all cause a deformation of the outgoing
 
wavefront [34].  Also, the surface of the collimating lens,
 
L2, must be very smooth.  Variations in surface smoothness
 
may cause distortion of the wavefront.  (4) The design
 
wavelength for L2 specified by the manufacturer was at
 
546.1 nm.  This differs from the wavelength of the light
 
source used in this study which is 514.5 nm.  Thus, plane
 
wave may not be obtained due to a different dispersion rate
 
by the glass material.
 
Since overlapping of the two point sources will
 
produce the infinite fringe field, the interferometer used
 
in this experiment employed this type of arrangement.
 
4.6  SETUP OF THE MACH-ZEHNDER INTERFEROMETER
 
The most tedious task in setting up a Mach-Zehnder
 
interferometer to obtain an infinite fringe field involved
 
aligning the four optics, B1, B2, M1, M2, of the two arms
 
shown in figure 4.1.  Since the two beamsplitters with
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wedge angles and optical coatings on both surfaces,
 
appropriate orientation of these two elements was
 
critically important.
 
Figure 4.15 shows the arrangement of the four optical
 
components of the interferometer.  To obtain equal
 
distances for the two arms, the two beamsplitters were
 
arranged in the fashion shown.
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Figure 4.15 Arrangement of beamsplitters and mirrors for the interferometer 
With fixed diameters of the four optical components,
 
the 60° parallelogram configuration shown in figure 4.15
 
will yield a larger beam cross section suggested by Hauf
 
and Grigull [26].  In this figure, SR represents the front
 
surface with a semi-reflecting coating, and SA represents a
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surface with an anti-reflecting coating.  Details of the
 
interferometer arrangement and the distribution of
 
intensity due to the beamsplitters are described in
 
Appendix B.  The output of the interferometer can be
 
located either on a screen in path 5 or in path 6.  A test
 
section can be placed in paths 1,  2,  3 or 4.  However, to
 
minimize far-field Fraunhofer diffraction, the test section
 
should be placed either in path 3 or path 4.  The test
 
section and the observation screen should be arranged as
 
close as possible to each other.  The test section was
 
placed in path 4 in this experiment.
 
Figure 4.16 Fringes for a vertical heating plate using the infinite fringe field 102 
Referring to the fringes and the coordinates shown in
 
figure 4.13, a nearly maximum (bright fringe) of
 
approximately 2.5 inches in diameter can be obtained for
 
the infinite-fringe-field alignment.  Figure 4.16 shows the
 
fringe pattern of a vertical heated plate using the
 
infinite fringe field.
 
4.7 POST DATA PROCESSING OF THE NUMERICAL RESULTS
 
The objective of the experiments with the MZ
 
interferometer were to detect the temperature field for the
 
open thermosyphon and compare this information with the
 
results of numerical solutions.  The temperature field
 
detected by the interferometer consisted of fringe patterns
 
which look much like a plot of isotherms except that
 
temperature differences between adjacent fringes are not
 
constant.  The formation of fringes is a result of the
 
change in optical path length of a laser beam passing
 
through the uneven temperature field in the test section.
 
Since the order of fringes can be related to the
 
temperature field by the Lorentz-Lorenz equation and the
 
equation of state of the fluid, the temperature field
 
obtained from the numerical solution can be transformed
 
into a fringe-like image.  This section describes the
 
techniques used in this study to process the results from
 
the numerical solution into a picture-like image.
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To illustrate the procedures that produce an image,
 
consider the temperature field for a square cavity in two
 
dimensional rectangular coordinates as shown in figure 3.1.
 
The number of data points for the temperature field
 
obtained from the numerical solution are 40 x 40.  The plot
 
of isotherms in figure 3.1 is the result of these 40 x 40
 
data points processed using existing commercial software
 
programs such as Golden Surfer and DeltaGraph.  For this
 
plot, the temperature difference between isotherms is
 
constant.
 
To obtained higher-resolution images for the
 
temperature field, more data points are required.  This can
 
be achieved either by specifying larger arrays for the
 
temperature field, and consequently larger arrays for the
 
pressure and velocity fields, for the numerical
 
computation, or to achieve new data points by interpolation
 
using the computed temperature field.  Using a larger array
 
for the T, P, U and V fields for the numerical
 
computational will not only cause a computer RAM memory
 
problem but also significantly slow down the speed of
 
computation.  For these reasons, new data points were
 
generated by interpolation.  Figure 4.17 shows the mapping
 
of these two sets of data points.
 
The expected new image will be a 256-level gray scale
 
with 496 x 375 pixels of resolution as the picture taken by
 
a CCD array camera described in section 4.4.  To do this,
 
the temperature field of 40 x 40 data points was mapped
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Figure 4.17 Mapping for the temperature field with 40 x 40 
data points into 496 x 375 data points 
into 496 x 375 equally spaced points as shown in figure
 
4.17.  For discussion purposes, the new data points are
 
called pixel data points and the old data points are called
 
temperature data points.
 
Several techniques can be used for interpolation.  For
 
example, the point at (i,j) can be interpolated by knowing 
the temperatures at neighboring data points.  Intuitively, 
we can imaging a plane existing in the space to include the 
four old data points of temperature,  fll,  f12,  f21  and f22. 
The temperature at point (i,j) will be the result of linear 
interpolation using these temperature variables.  A better 
method is to use a polynomial curve fit of the 9 data 
points, f1.1420.  The procedure is first to interpolate the 105 
temperature at point a from a polynomial curve using the 
three data points, fil,  f12, and f13.  In similar fashion, 
temperatures at points b and c can be interpolated using 
polynomial curves passing through points f21, f22,  f23  and 
f31,  f32,  f33  respectively.  Then, the procedure is to 
evaluate the temperature at point (i,j) using the polynomial 
curve passing through data points a,  b, and c. 
Mathematically, the procedures can be described by the 
following equations. 
(x - x2)(x  x3)  (x  xl)(x  x3)  (x  xl)(x  x2) 
a=  f 1 1 +  f12 +  f13  ( 4 . 3 0 )
 
(xl - x2)(xl  x3)  (x2  xl)(x2 - x3)  (x3 - xl)(x3  x2)
 
(x - x2)(x - x3)  (x  xl)(x  x3)  (x  xl)(x - x2)
b=  21+  f 22 +  f23  ( 4  . 31) 
(xl  x2)(xl - x3)  (x2 - xl)(x2  x3)  (x3  xl)(x3  x2) 
(x  x2)(x  x3)  (x - xl)(x  x3)  (x  xl)(x  x2)
c=  f 31 +  f32+  f33  ( 4  . 32 ) 
(xl  x2)(xl - x3)  (x2  xl)(x2  x3)  (x3  xl)(x3  x2) 
3r2)(Y  Y3)  (Y  Y1)(Y  Y3)  (Y  Y1)(Y  y2) T(i,j) =  a +  b+  c  ( 4 . 33 ) 
(y1  y2 )(yl - y3)  (y2  yl)(y2  y3)  (y3 - yl)(y3 - y2) 
Higher-order polynomial curve fitting can be used.  For
 
example, one can use four data points for the
 
interpolation.  However, mis-interpolation can occur when
 
the four data points are aligned such that they approximate
 
a straight line.  Thus four-data-point polynomial curve
 
fitting is not recommended.
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After a set of 496 x 375 new data values were
 
obtained, they were converted into integer numbers from 0
 
to 255 to match the 256 gray levels for each pixel of the
 
image.  Equations used for these conversions as well as
 
interpolating techniques will affect the final of the
 
image.  Figure 4.18 shows some numerically-generated images
 
for the temperature field of the square cavity of figure
 
3.1.
 
Figure 4.18(a) shows the image of the temperature
 
field for the square cavity using the original 40 x 40 data
 
(a)  ( b ) 
(c)  (d)  (e) 
Figure 4.18 Numerically-generated images of natural convection in a square cavity 107 
points from numerical computation.  No interpolation was
 
used for this image.  Figure 4.18(b) is the image using
 
linear interpolation for the new data points and the gray
 
level was set at a constant integer value for each 1 °C
 
temperature difference.  Instead of a constant integer for
 
1 °C, figure 4.18(c) shows the image using linear
 
interpolation with 256 gray levels applied for each degree
 
of temperature.
 
The difference between image (c) and image (d) in
 
figure 4.18 is the interpolating technique used.  Figure
 
4.18(d) was obtained using the curve fitting equations from
 
Eqs.(4.30)-(4.33).  No obvious difference is apparent
 
between these two images since the temperature difference
 
between each cell is small and the cell spacing arrangement
 
is relatively uniform for the square cavity problem.  For
 
cases of open thermosyphons with large temperature
 
differences and large variations in cell spacing, the image
 
quality from linear interpolation is not as smooth as for
 
curve fitting interpolation.
 
Among the five images, figure 4.18(e) is the best for
 
showing the temperature field.  To obtain this fringe-like
 
image, a sinusoidal function was used to smooth the sharp
 
change from integer values 255 (black) to 0 (white).  The
 
electrical field of the laser light source used in this
 
study is represented as a sinusoidal function,  thus, the
 
temperature field from the numerical calculation was
 
coupled with Eq.(4.18) and Eq.(4.7) to obtain the image of
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fringes as shown.  Since the relation between the
 
temperature and the refractive index was used to interpret
 
the temperature field, the temperature difference between
 
fringes is not constant.  It is the real temperature
 
difference as would be obtained using the MZ
 
interferometer.  As presented in table 4.1, temperature
 
differences between fringes depend on the length of the
 
test section and the wavelength of the light source.
 
There are two equations available to relate the air
 
temperature to the refractive index.  They are the
 
experimental correlation, Eq.(4.18), and the Gladstone-Dale
 
equation, Eq.(4.16).  Numerical experiments were performed
 
to examine the difference of fringe patterns between these
 
two equations.  The difference is small.  Eq.(4.18) was
 
used to generate picture-like fringes in this study because
 
of its better accuracy as suggested by Vest [27].
 
Fringes result from the change of optical path length
 
while light travels in space.  Giving the length of the
 
square cavity as L, the optical path length of the light
 
ray traveling through the square cavity is nL, where n is
 
the refractive index as a function of temperature obtained
 
from Eq.(4.18).  The light ray traveling through the other
 
arm of the MZ interferometer obeys these same
 
relationships.  The intensity is, therefore, the optical
 
path difference, OPD, between the two light rays.  To
 
obtain the 256 gray levels for each pixel, the following
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equation, which is similar to Eq.(4.7), was used in the
 
computer program,
 
Gray level = Integer{127.5+127.5  cos[-27r(n - nref )L
 
X
 
where, X is the wavelength, (n -nredL is the OPD of the
 
two light rays.  The reference refractive index, nref, was
 
the room temperature value.
 
Figure 4.19 shows the numerically-generated fringes
 
for the square cavity at selected times.  Polynomial curve
 
fitting was used for the temperature field and Eq.(4.18)
 
was used to obtain the fringes.
 
The case of fringes with a light beam passing through
 
an axisymmetrically distributed temperature field was also
 
investigated in this study to compare results between the
 
experiments and numerical results.  Since it is not
 
possible to detect fringes experimentally inside the
 
vertical tube of the open thermosyphon, the comparison was
 
made at the tube opening.
 
To obtain the fringe patterns for a light beam passing
 
through an axisymmetric temperature field, consider the
 
light ray propagating in the z-direction as shown in figure
 
4.20.  The refractive index of the medium in the path of
 
the beam varies with the temperature at different
 
locations.  Since the formation of fringes depends on
 
optical path length, calculation of the OPL must be
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Figure 4.20  Optical path length of a light ray travelling 
through an axisymmetric temperature field 
accurate.  This can be done by advancing the light ray by a
 
small increment in space, Az, in the z-direction.  At the
 
mid-point of Az, interpolate the temperature at that
 
location using polynomial curve fitting as pervious
 
described.  According to the interpolated temperature, the
 
refractive index, and consequently the OPL, can be found
 
The total OPL is then the sum of each small increment.
 
Instead of finding out the OPL, the total optical
 
path difference, OPD, between the light ray passing the
 
disturbed temperature field and its counterpart of the
 
light ray passing the other arm of the MZ interferometer
 
was calculated.  The OPD was then substituted into
 
Eq.(4.34) to find the gray level, the intensity, for the
 
image at that location.
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Figure 4.21 Plot of isotherms and streamlines for case of an open thermsyphon with 
D = 2.5 cm and L = 5 cm. The reservoir size is Lrev = 5 cm (fixed) and Drev = 3, 5, 7.5, 
10, and 15 cm. 113 
Fringes pattern for axisymmetrical flow using the
 
techniques described above are presented in section 5.7 for
 
a 1"-diameter and 2"-long vertical tube at a higher wall
 
temperature open to the atmosphere at 27 °C.  The
 
numerically-generated fringe patterns are compared with the
 
experimental results for the vertical tube with different
 
wall temperatures.
 
These technique can also be applied to the streamlines
 
plots.  Figure 4.21 shows the isotherms and streamlines for
 
case of an open thermosyphon with different reservoir
 
sizes.  In this figure, difference between each isotherm
 
and streamline were artificially set at a constant value to
 
show its contour lines.  Unlike the numerically-generated
 
fringe patterns, which were calculated according the
 
dimension of the test section and the wavelength of a laser
 
light source, the purpose of these plots is to show the
 
temperature distribution and flow behavior in the tube and
 
reservoir.  Images of these plots, figure 4.21, are not
 
related to the fringe patterns detected using a MZ
 
interferometer.
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V.  EXPERIMENTATION AND RESULTS
 
Experiments to detect the temperature field of a test
 
section using the MZ interferometer setup as discussed in
 
chapter 4 was described here.  The experimental results
 
were then compared with the numerical results discussed in
 
chapter 3.  Nusselt number and interference fringes were
 
used for these comparisons.  Correlations between Nusselt
 
numbers and Rayleigh numbers for different height-to-width
 
(aspect ratio) open cavities were determined.
 
To control a constant wall temperature of the test
 
section, steam was used.  The test section was constructed
 
in an adjustable fashion to vary the width and the height
 
of the open cavity.  Two models of the test section, one
 
with two optical windows on both sides of the test section
 
and the other without the two windows, were used to study
 
the effect of the air flow in the z-direction.
 
Evaluations of the heat transfer rates were obtained
 
by measuring the distances for each fringe from the wall.
 
The temperature profiles at difference elevations can be
 
determined using a parabolic regression curve fitting from
 
these measured distances.  The temperature gradient at the
 
wall was then evaluated from the temperature profiles to
 
determine the Nusselt numbers.
 
Fringe patterns for flow over a flat plate was
 
examined to validate the use of the MZ interferometer.  The
 
situation with vertical channel flow were also studied.
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Temperature profiles as well as the local and average
 
Nusselt number were plotted and calculated for these cases.
 
Sixteen cases of open cavities were selected for both
 
quantitative and qualitative comparisons between the
 
numerical and experimental results.  Experimental and
 
numerically-generated fringe patterns were presented side-

by-side for the qualitative comparisons.  These comparison
 
illustrated a general agreement of the fringe patterns
 
between the numerical model and the experimental model with
 
two optical windows on both sides of the test section.
 
Fringe patterns from the other experimental model were
 
somewhat disagreed with the numerically-generated fringe
 
patterns due to the z-directional air flow.
 
Nusselt number values from numerical calculations were
 
found to be lower than that from the experimental results.
 
This was due to several differences between the numerical
 
and experimental modeling.  Among them, the use of a
 
laminar flow numerical model to predict a possible
 
turbulent air flow could be the major reason for the
 
disagreement.
 
In addition to these quantitative comparison for the
 
case of open cavities, a qualitative comparison of fringe
 
patterns for the case of open thermosyphons between
 
experiments and numerical results was also presented.
 
These comparisons of fringe patterns were selected at the
 
tube opening for four selected cases with different wall
 
temperatures and tube diameters.
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5.1  CONSTRUCTION OF THE TEST SECTION
 
The test section was constructed to use condensing
 
steam as a mean to control the wall temperature.  The
 
apparatus is shown in figure 5.1.  It was made with 3/8
 
inch thick acrylic.  At the open-end of this device, a
 
removable 0.01-inch thick aluminum sheet was attached
 
allowing vapor condensation on its inner surface.  The
 
surface temperature of the aluminum sheet was thus
 
maintained nearly constant.  A schematic diagram of the
 
device is also shown in figure 5.1.
 
0.01" thick aluminum sheet 
3/8 " thick acrylic
Clamp
 
Steam  inlet 
TC1
 
TC 2
 
TC 3
 
TC 4
 
Steam outlet 
and drain
 
TC: T-type Thermocouple 
Figure 5.1 Schematics of the constant temperature control device 
Four T-type thermocouples were used to measure the aluminum
 
surface temperatures at different elevations as indicated.
 
These thermocouples were bonded to the surface using a high
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temperature conductive Omega-200 epoxy.  Temperature
 
values measured along the surface were 98.1°C, 98.1°C,
 
97.9°C, and 97.7°C, for TC 1 to TC 4 respectively, with the
 
room temperature at 25°C.  Variations from these values
 
were within 0.1°C as indicated using a Fluke digital
 
thermometer.
 
Rectangular housing for the -4;5 
5.08cm  7.62 all  5.08cm const. temp. control device 
r  -r  "F 
A 
r.	  Const. temp. 
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device 
i 
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Acrylic block 
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N.	  I 
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I I-	 arra: ...I ..1. 
S lit,  Supporting Rectangular  .	 k 
block housing	  3/8' 
1  acrylic 
y 
A-A  z 
Figure 5.2 Construction of the modified open thermosyphon 
A vertical open cavity in rectangular geometry was
 
formed by two constant-temperature surfaces placed inside
 
rectangular acrylic housings as shown in figure 5.2.  The
 
width, W, and the length, L, of the vertical open cavity
 
was adjustable by replacing and moving the acrylic block
 
between the two housings.
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The length, L, and the width, W, of the vertical open
 
cavity were limited by the maximum beam diameter of the
 
Mach-Zehnder interferometer.  In this study, L and W of
 
the open cavity were limited to a maximum of 3 inches.  The
 
depth of the heating surface was determined by the desired
 
readability of the fringes formed on the screen.  A three-

inch-long depth was chosen, which formed 8 fringes between
 
the heating surface at 98 °C and the surrounding air
 
temperature at approximately 27 °C (see table 4.1).  As
 
shown in table 4.1, a surface with greater depth will form
 
more fringes for a vertical wall with a fixed temperature
 
difference requiring a higher-resolution picture quality to
 
distinguish each fringe.  This is a major consideration
 
when selecting a camera and the film sensitivity.
 
Steam was provided by a small boiler operating at a
 
pressure of one atmosphere to the constant temperature
 
control device.
 
Due to air flow in the z-direction from both sides of
 
the test section, the Nusselt number obtained from the
 
initial experimental results did not compare well with the
 
predicted Nusselt number from numerical calculation.  To
 
minimize this effect, two flat windows, with anti-

reflection coatings on both surfaces, were used.  The test
 
section with windows in place is shown in figure 5.3.
 
Surface flatness of these two windows was 1/5 A, per inch
 
which is the same as for the two mirrors and the two
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4" diameter wedged window with 
1/5 X flatness per inch and anti-
reflection coatings on both surfaces 
7.62 cm 
Wood 
Constant temperature
Wood block and  Paper filling to seal the cavity control device
weather-strips  and to protect the window 
Figure 5.3 Test section with windows on both ends 
beamsplitters used for the MZ interferometer.  These high
 
quality surfaces were necessary so that the fringe patterns
 
would not be affected by the presence of the two windows.
 
These two windows were also constructed with a 0.5° wedged
 
angle to reduce the ghost image as with the two
 
beamsplitters.  As suggested by the two-plane-wave
 
interference pattern discussed in chapter 4, presence of a
 
wedge angle on the window will only change the direction of
 
propagation of a light beam, and this change of direction
 
can be easily corrected by tilting one of the two mirrors
 
in the MZ interferometer.
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5.2  EXPERIMENTAL PROCEDURES AND MISCELLANEOUS
 
The test section was placed in the second arm of the
 
MZ interferometer as shown in figure 4.1.  The distance
 
between the test section and the screen was made as short
 
as possible to avoid far-field diffraction on the edges of
 
the open cavity.
 
A CCD camera and a regular camera were used to
 
photographically record the fringes.  Very high sensitive
 
film rated at ISO 1600 rating was used for the regular
 
camera.  When using the CCD camera, a magnifying lens was
 
placed in line with the observation screen.  This allowed
 
the CCD camera to capture higher-resolution images of the
 
fringes when they were crowded together.  When using the
 
regular camera, a close-up lens and/or a extension tube
 
were used.  This allowed the size of the fringes to be
 
measured by placing a ruler on the screen.  Images from
 
both the magnified lens and the close-up lens experiences
 
pincushion or barrel distortion [35].  Distortion with the
 
magnified lens was greater than for the close-up lens.
 
Mechanical vibration was of critical important when
 
taking pictures of the images.  The MZ interferometer is
 
extremely sensitive to any source of vibration.  To
 
minimize these effects, the interferometer was placed on an
 
optical table.  The tabletop was supported by four air-

filled legs.  Other sources of vibration, such as
 
operators' breathing and the building ventilation system
 
may also affect the fringe shift during the experiment.  A
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transparent plastic sheet was used to cover the
 
interferometer and thereby minimize effects of avoid any
 
breeze.  A black plastic sheet was also used to capture
 
scatter from the laser light source.  This reduced the
 
possibility of the laser light directly contacting
 
operators' eyes and skin.
 
Another important factor to consider was the fringe
 
shift during the experiment.  During a five-minute period
 
of observation, without the test section in place, steam
 
was introduced into the room at a small rate, similar to
 
conditions when an experiment was in progress.  The room
 
temperature observed to increase due to a small amount of
 
steam leakage.  Fringes on the observation screen shifted
 
rapidly during this 5 minute interval.  The rate of fringe
 
shifting then decreased.  After approximately one hour, the
 
fringe shift on the screen was negligibly small.  All
 
experiments to detect the temperature field for the test
 
section were thus conducted one and one-half hours after
 
steam was injected into the room at a small rate.
 
Many factors may contribute to the fringe shift as
 
stated above.  For this study, thermal expansion of the
 
optical mounting parts, due to a change in room
 
temperature, was thought to be a major source.  Fringe
 
shift was a significant problem when using the wedge fringe
 
field interference technique described in chapter 4.  When
 
using the infinite fringe field interference, the shift was
 
less critical as long as the interferometer was finely
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adjusted to project a maximum or minimum intensity
 
field on the screen.
 
5.3  EXPERIMENTAL FRINGES INTERPRETATION
 
To compare heat transfer rates between numerical and
 
experiment results, the experimentally-obtained fringes
 
need be interpreted to obtain the rate of heat transfer.
 
Certain procedures involved for such an interpretation are
 
given in Showole and Tarasuk [36].
 
Figure 5.4 shows an image for the case of an open
 
cavity 1.5" wide and 2" high.  Five locations near the wall
 
were selected for evaluation.  The fringe pattern was
 
W =3.81 cma­
R=1.905 cm
 
00 
= 1.016 cm
 
x0=0  xi =0.03cm  x2 = 0.11 cm
 
x3 =0.20 cm  x4=0.29 cm  x5 =0.40cm  x6 =061 cm
 
Figure 5.4 Fringe interpretation 123 
magnified for enhanced accuracy.  The magnified fringe
 
pattern at position 1 is shown in the figure.
 
Interpretation of fringe temperature for an infinite
 
fringe field depends on the room temperature and the fringe
 
pattern obtained on the screen at that room temperature.
 
This temperature interpretation was inferred using
 
information from table 4.1 for case of an open cavity with
 
L = 0.0762 m and the room temperature at 27 °C.  For
 
example, a maximum (bright) intensity field was adjusted to
 
show on the screen in the room temperature, the temperature
 
for the next maximum due to an increase of temperature will
 
be 34.72 °C.  Inside a boundary layer, information of
 
fringes right next to the wall are more important for the
 
calculation of heat transfer.  For a wall temperature at 98
 
°C, the first fringe temperature, T1, at position xl was
 
then considered to be the temperature on a maximum and this
 
maximum will be at a temperature below the wall
 
temperature.  From  table 4.1, this temperature is then
 
90.95 °C at the position x1.  The temperature of the second
 
fringe at position x2 in 80.19 °C and so on.  With values
 
of temperature and location, a function of temperature with
 
position as the dependent variable can be determined using
 
statistical curve fitting methods.
 
The temperature profile within the boundary layer near
 
the wall was assumed to vary parabolically in the form
 
T(x)=a0+aoc-Fa2x2.  The coefficients, ao,  al, and a2 were
 
calculated according to a parabolic regression model from
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the matrices A and C as
 
2­ n  Ex.  (Xi)  ZTi 
1 1 
A=  Ix.  (xi )2  X(xi)3  C=  (xiTi)  ( 5.1 )
i 1 1 1  1 (x02  003  004 
Z(xi)2 Ti 
t t t  _
  _
 
a =A-1C  (5.2) 
where n is the number of data points, and a is the
 
coefficient matrix for a0,  al, and a2
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Figure 5.5 Curve fitting for the temperature 
profile near the wall at selected positions 125 
MathCad and/or Deltagraph softwares were used to
 
perform these calculations.  After the function, T(x), was
 
determined using the parabolic regression model, the
 
derivative of the function at x = 0, i.e. al, which is
 
directly related to the heat flux at the wall, was
 
evaluated.  Figure 5.5 shows the results of curve fitting
 
for the 5 positions shown in figure 5.4.  For this case,
 
there were 7 measurable data points at positions 2,  3, and
 
4 in figure 5.4, and there were 6 data points at positions
 
1 and 5.
 
A Nusselt number based on Eq.(2.54) was used as the
 
parameter for expressing the heat transfer rate in the open
 
cavity.  This parameter was determined according to
 
dTI.
 
I Nu =  dx (5.3)
 
Tz-(Tw - T.) 
where i is the number of positions selected,  Tw is the
 
wall temperature of the open cavity and T  is room
 
temperature, which was 27 °C for this work.  In the
 
rectangular coordinates, R is one half of the width, W, of
 
the cavity.  Replacing the summation by the total length of
 
the cavity, L, Eq.(5.3) becomes
 
I
 
cy
 
Nu =  (5.4)

2(1'w  T.) 126 
Errors associated with fringe counting
 
There are some errors in the experiment associated
 
with fringe counting.  One very common type of error is the
 
reading error of the distances  x's in figure 5.4.
 
However, the image can be magnified by a factor of 16 using
 
existing computer graphic software such as Adobe Photoshop
 
and Aldus Digital Darkroom.  The reading error was much
 
reduced using this large magnification.  Another factor
 
that affects the reading error is the fluctuation of the
 
fringes while taking the picture.  Pictures of fringes
 
taken at different times show somewhat different patterns
 
due to the fluctuation character of the flow.  Statistical
 
methods are required to cope with these fluctuation errors.
 
An encouraging feature of this experiment is that the
 
fringes near the wall were relatively stable compared with
 
those at the center of the cavity.  This made a
 
quantitative evaluation of the heat transfer rates through
 
the wall possible since data points near the wall are more
 
significant for calculating heat transfer rates.  The
 
fringes near the wall did, however, involve a certain
 
amount of error due to the imperfect alignment of the
 
interferometer.  This error can be quantitatively
 
described.
 
A uniform distributed intensity field, i.e. an
 
infinite fringe field, was intended to be achieved on the
 
observation screen in this study.  A perfect infinite
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fringe of uniform light intensity throughout the oval-

shaped area of the light spot on the observation screen is
 
technically impossible, because the flatness of the optics
 
used for the experiment varied by X/5 per inch of the light
 
source.  However, the error associated with this imperfect
 
alignment can be quantitatively related to each fringe
 
order on the screen.
 
Figure 5.6 Contribution of errors for the counting of fringes 
due to the imperfect alignment of the interferometer 
Figure 5.6 shows the wavelength variation with respect 
to the distance.  The variation due to imperfect alignment
 
of the interferometer in a 2.5" x 2" oval-shaped area is
 
two fringe orders.  The average spacing for the first 6
 
orders of fringes near the wall at position 3 in figure 5.4
 
is 0.0734 cm.  Converting the average spacing for the first
 
6 order fringes in figure 5.4 into error associated with
 
the variation of wavelength originated from the imperfect
 
alignment, it is found that there is 0.0289 wavelength
 
variation in a distance of 0.0734 cm.  In other words,
 
there is an average of 2.89% error associated with the
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counting of fringes near the wall.
 
For graphic representation shown in figure 5.6, the
 
error is associated with the size of spacing between
 
fringes.  The larger the spacing between fringes, the
 
larger the error and vice versa.  The fringes at the center
 
of the open cavity in figure 5.4, for example, inherit more
 
than 40% error.  The fringe patterns at the centers of open
 
cavities with greater width do not reflect the true
 
temperature profiles.
 
5.4  EXPERIMENTAL VERIFICATIONS AND VERTICAL CHANNEL FLOW
 
To validate the use of the MZ interferometer,
 
comparisons between experimental results and published
 
analytical solutions of natural convection over a vertical
 
flat plate were made.  The situation with vertical channel
 
flows were also studied.
 
LAMINAR NATURAL CONVECTION OVER A VERTICAL FLAT PLATE
 
Fringe patterns of natural convection over a flat
 
plate are shown in figure 5.7(a).  The same fringe pattern
 
can be found in [37].  For figure 5.7(a), fringe patterns
 
below 0 mm and above 70 mm associated much larger errors
 
due to the imperfect alignment of the interferometer.  The
 
method described in section 5.3 was used to depict the
 
temperature profiles and to evaluate the local Nusselt
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(b) Temperature profiles at different elevations 
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Figure 5.7 Natural convection over a vertical flat plate; (a) Interference fringe 
pattern for a constant wall temperature (b) Temperature profiles at different elevations 
interpreted from the fringe patterns (c) Comparison of local Nusselt numbers 130 
numbers at different elevations.  These temperature
 
profiles and the local Nusselt numbers are shown in figure
 
5.7(b) and (c).  The average Nusselt number, MIL, was then
 
calculated from these local Nusselt numbers for a 70-mm­
tall flat plate.  The average Nusselt number evaluated from
 
the fringe patterns in figure 5.7 was found to be 20.502
 
Heat transfer rates for natural convection over a
 
constant temperature flat plate was analytically studied by
 
Ostrach [38].  Procedures to evaluate the heat transfer
 
rate can be found in Welty et al [18].
 
For air with a Prandtl number of 0.72 and a fluid film
 
temperature of 90.95 °C, the first fringe temperature next
 
to the wall, the resulting Local Nusselt numbers were
 
evaluated and plotted in figure 5.7(c), and the average
 
Nusselt number, MIL, for a 70-mm-tall flat plate with a
 
61 °C temperature difference was determined to be 18.925.
 
A comparable result for the average Nusselt number for a 70
 
mm flat plate from Churchill and Chu [39] is 17.97 for
 
laminar flow.  The equation used to predict this average
 
Nusselt can also be found in Welty et al [18].  The
 
percentage difference of the average Nusselt number between
 
figure 5.7(a) and Ostrach prediction, as well as figure
 
5.7(a) and Churchill's prediction, are 8.33% and 14.09%
 
respectively.  Small oscillations were observed near the
 
wall for the case of flow over a flat plate.  This produced
 
a different value of the average Nusselt number at
 
different times.  Figure 5.7(c) shows results for the local
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Nusselt number evaluated from the fringe pattern at a
 
different time.  The average Nusselt number for this case
 
was calculated to be 18.373, which is 2.9% lower than the
 
Ostrach value.
 
VERTICAL CHANNEL FLOW
 
Another case that was examined, using the apparatus of
 
this study, was the vertical channel flow.  The test
 
section for vertical channel flow was configured removing
 
the block on the bottom of the open cavity as shown in
 
figure 5.3.  The height of the vertical channel was fixed
 
and the width of the channel was varied.  Both walls of the
 
channel were maintained at a constant temperature.
 
(a) Fringe patterns of a 1/4-in-wide vertical channel
 
Figure 5.8 shows a series of fringe patterns for a
 
1/4-in-wide vertical channel.  The experimental procedure
 
was first to introduce steam into the temperature control
 
device to heat the left wall of the channel while the right
 
side wall was maintain at room temperature.  After a short
 
time, the flow reached a steady state and a linear
 
temperature profile was established in the upper portion of
 
the channel.  This behavior is evident in figure 5.8(a).
 
Stream was next introduced to heat the right wall of the
 
channel.  Figure 5.8 (b)-(h) shows the sequential change in
 
the fringe patterns at different times after the right wall
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(a)  (b)  (C)  ( d)  (e)  (f) 
Figure 5.8 Fringe patterns of a 1/4" vertical channel at different times.
 
The left wall of the channel was heated first, and then the right wall later.
 
of the channel was heated.  The symmetrical fringe pattern
 
of (f)-(h) appears to show the steady state case.  It also
 
shows oscillating flow behavior.
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(b)  Vertical channel flow with one wall heated
 
0.175"  3/8"  1 /2 "  5/8"
 
Figure 5.9 Fringe patterns for different width vertical channels with one wall 
heated and the other wall maintained at room temperature. The scale of these 
images is 1.5 times larger than the real dimensions. The width for the 0.175" 
wide channel was doubled to distinguish the fringes. 
The variation in boundary-layer thickness with the
 
width of the vertical channel is illustrated in figure 5.9
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for the case shown the left wall was heated.  The fringe
 
patterns shown are for steady state; i.e. when the
 
temperature distribution across the top of the channel
 
became linear. Note that the width has been increased by a
 
factor of 2 of the 0.175"-wide channel to help in
 
distinguishing the fringes.
 
(a) Temperature profiles at different elevations 
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(c) Temperature profiles at different elevations 
for a vertical channel with W =1/2 " 
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(b) Temperature profiles at different elevations 
for a vertical channel with W = 1/4 " 
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(d) Temperature profiles at different elevations 
for a vertical channel with W =1 "
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Figure 5.10 Temperature profiles at different elevations for 
vertical channels with W = 0.175", 1/4", 1/2" and 1" 135 
Figure 5.10 shows temperature profiles at different
 
elevations for several channel widths.  For the 0.175"-wide
 
channel, temperature profiles are linear at higher
 
elevations.  This is similar to the analytical solution
 
predicted by Welty [40] for a vertical channel with one wall
 
maintained at higher temperature and the other wall at a
 
lower temperature.
 
Near the channel entrance, temperature profiles are
 
clearly nonlinear since the cold wall and the ambient air
 
temperatures were both at room temperature.  As the width of
 
the channel increased, the linearity of the temperature
 
profiles decreased.  As the width of the channel became very
 
large, the fringe patterns and temperature profiles
 
approached those for a flat plate.
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Figure 5.11 Local and average Nusselt number for different 
cases of vertical channel flow with one wall heated 136 
The local Nusselt number varied linearly with
 
elevation for the narrowest vertical channel as shown in
 
figure 5.11(a).  This is due to the presence of linear
 
temperature profiles with equal gradients at every vertical
 
position.  The general trend of these results is that wider
 
channels have higher heat transfer rates as figure 5.11(b)
 
shown.
 
(c) Vertical channel flow with both walls heated
 
Fringe patterns for vertical channels with both walls
 
maintained at the steam temperature are shown in figure
 
5.12.  Similar to the case of 1/4" vertical channel in
 
figure 5.8, symmetrical fringe patterns are shown after
 
steady state were reached.
 
Referring to figures 5.8 and 5.12, the fringe patterns
 
for the cases with W = 1/4" and 0.175" shows a different
 
behavior from other cases.  For these two cases, the fluid
 
at the top of the channel was stratified.  A description of
 
such a temperature profiles can be found in [40-41].
 
Counting the fringes for these two cases is difficult since
 
all were crowded together at the channel entrance.  The
 
wall temperature near the entrance was impossible to
 
determine due to the sudden change of temperature between
 
fluid and the heated aluminum wall.  For purposes of
 
calculation, the wall temperature was assumed to be 98 °C.
 
For the 0.175" case, a half fringe was counted at the
 
elevation where the intensity was between bright and dark.
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0.175"  3/8"  5/8"  3/4"  1"
 
Figure 5.12 Fringe patterns for vertical channels with both walls heated. 
The scale of these images is 1.5 times larger than the actual dimensions. 
Figure 5.13 shows temperature profiles at different 
elevations for selected cases.  Differences in temperature
 
gradients between the lowest and the highest elevations for
 
narrower channels are larger than for the wider channel.
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(a)  Temperature profiles at different elevations  (b) Temperature profiles at different elevations 
for a vertical channel with W = 0.175 " 
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(c) Temperature profiles at different elevations 
for a vertical channel with W = 3/8 " 
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(e) Temperature profiles at different elevations 
for a vertical channel with W = 5/8 "
100
 
90
 
^ 80
 
E.- 70
 
as­
60
 
cl,_
 
& 50
 
6  40
 
E-4
 
30
 
20
 
0  1 2 3 4 5 6
 
Distance from wall, x (mm) 
fora vertical channel with W =1/4 "
100
 
90
 
C	 80
 
70
 
60
 
ha.	  50
 
40
 
30
 
20
 
1 2 3  4 5
 
Distance from wall, x (mm) 
(d) Temperature profiles at different elevations 
for a vertical channel with W = 1/2 "
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(f) Temperature profiles at different elevations 
fora vertical channel with W = 3/4 "
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Figure 5.13 Temperature profiles at different elevations for vertical 
channels; both walls maintained at the same constant temperature. 139 
(a) Temperature profiles at a 5-mm elevation  (b) Temperature profiles at a 65-mm elevation 
for different widths of vertical channels  for different widths of vertical channels 
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Figure 5.14 Temperature profiles at 5-mm and 65-mm for 
selected cases of vertical channels with both walls heated 
Figure 5.14  shows the temperature profiles at the 5­
mm and 65-mm elevations for selected cases.  At the lower
 
level, temperature gradients for the narrower channel are
 
higher than for wider channels and the flat plate case,
 
figure 5.14(a).  In contrast, the temperature gradient at
 
the higher position is lower for the narrower channels, as
 
seen in figure 5.14(b).
 
Figure 5.15(a) shows the local Nusselt number for
 
selected cases.  The local Nusselt number for narrow
 
channel first increases with elevation and then decreases.
 
This can be understood since, for long channel, there will
 
be no heat transfer at the top, because the fluid
 
temperature will approach the wall temperature.  The point
 
where the local Nusselt number began to decrease varied
 
with the length-to-width ratio of the channel.  All cases
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Figure 5.15 Local Nusselt number and Average Nusselt for 
vertical channels with both walls held at the steam temperature 
of vertical channels used in this study had the same fixed
 
length; only in the narrowest two cases, 0.175" and 1/4",
 
did this decrease in the local Nusselt number occur.
 
The average Nusselt number for different channel
 
widths with one wall and both walls heated is shown in
 
figure 5.15(b).  Channels with both walls heated
 
experienced higher heat transfer rates than those with one
 
wall heated.
 
Calculations of the Nusselt numbers for these channels
 
were based on the assumption of a constant wall temperature
 
at 98 °C measured at the aluminum surface in figure 5.1.
 
This is true for most cases of vertical channels except for
 
the very narrow cases, W = 0.175" and 1/4".  At the
 
channel entrance, air at room temperature entered and
 
thermal boundary layer grew as the elevation increased.
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For a wide channel, there is enough space in the x-

direction to allow the build-up of a thermal boundary
 
starting at the channel entrance.  For very narrow
 
channels, there was insufficient room for development of
 
the thermal boundary layer.  Note that the thermal entrance
 
length for the case with W = 1/4" is much longer than for
 
W = 0.175".
 
With the test section used in this study, fully
 
developed temperature profiles could be achieved only for
 
the narrowest two cases, W = 0.175 and W = 1/4".  For
 
these two cases, at steady state, oscillating fringe
 
patterns with a relatively stable frequency were observed.
 
Fringe patterns (f)-(h) as shown in figure 5.8 display this
 
oscillating nature.  Some cases without fully developed
 
temperature profiles also exhibit this oscillating
 
behavior.  The frequency of oscillation was a function of
 
the width of the channel.
 
One observation from oscillating behavior is that the
 
narrower the channel, the higher the frequency rate and the
 
magnitude of fluctuation.  This is due to the stability of
 
the fluid system in the vertical channel and the reservoir
 
above the channel.  For very narrow channels, the fluid at
 
the upper portion of the vertical channel was very close to
 
the wall temperature.  Thus, it is much lighter the fluid
 
at the top.  For wider vertical channel, the fluid at the
 
upper portion of the channel is colder than that for
 
narrower channel.  As a result, the fluid system for
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narrower channel is more unstable and, consequently,
 
causing a larger and faster oscillating motion.
 
5.5	  COMPARISON OF FRINGE PATTERNS BETWEEN EXPERIMENTAL AND
 
NUMERICAL RESULTS
 
For the comparing experimental and numerically-

generated fringe patterns, cases of an open cavity, with
 
different dimensions, in rectangular coordinates were used.
 
Cavity dimensions were depicted and described in sections
 
3.5 and 5.1.  For numerical purposes, boundary conditions
 
can be easily altered by changing of the input parameters
 
of the computer program.  Boundary conditions at the bottom
 
of the cavity were set as both adiabatic and at constant
 
temperature for comparison with experimental results.  For
 
the experiments, two different test setups were used, as
 
depicted in figure 5.2 and 5.3.  Both were used in an
 
attempt to model the open cavity as two-dimensional.  The
 
case depicted in figure 5.3 gave the better result when two
 
optical flats were used on both ends of the cavity.  An
 
adiabatic boundary condition at the bottom of the cavity
 
was approximated using the combination of weather-stripping
 
and wood as shown in figure 5.3.  Fringe patterns from both
 
test section configurations are shown in figure 5.18.
 
A total of 16 cases were selected for both a
 
qualitative comparison of fringe patterns, in this section,
 
and a quantitative comparison of the heat transfer rates to
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follow in the next section.  Due to the limitation imposed
 
by the light-beam diameter of the MZ interferometer, the
 
maximum length and width of the open cavity were selected
 
to be L = 5.08 cm (2 inches) and W = 3.81 cm (1.5 inch),
 
respectively.  Before discussing the 16 selected cases, two
 
additional cases will be discussed first.
 
Figure 5.16 shows experimental and numerically-

generated fringe patterns for an open cavity with L = 5.08
 
cm and W = 1.588 cm.  The experimental setup in figure 5.2
 
was used to obtain these fringe patterns.  Rather than an
 
adiabatic boundary condition at the bottom of the cavity, a
 
constant temperature of 98 °C was used in the numerical
 
modeling for this case.  This was done realizing that some
 
heat was transferred to the acrylic block at the bottom of
 
the cavity during the experiments.
 
Experimental results showed that the fringes
 
oscillated.  The experimental images in figure 5.16 do not
 
capture these oscillating characteristics.  Experimental
 
fringe patterns in the cavity were stable except when hot
 
fluid "burst" out into the reservoir.  Numerical results at
 
1 second show features which are similar to the
 
experimental results.  After 1 second, the two sets of
 
results were no longer similar.  This difference was due to
 
different physical characteristics of the experimental and
 
numerical models.  The open cavity was considered two-

dimensional for calculation purposes.  The experiment model
 
was physically three-dimensional.  Air streaming in from
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Figure 5.16 Experimental and numerically-generated fringe patterns at 
different times for the case of an open cavity with L = 5.08 cm and W = 1.588 
cm. The top row depicts experimental results, and the bottom row shows the 
numerical results. 
both ends of the cavity significantly affected the flow
 
behavior in the cavity.
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Experimental results showed that, for a wider
 
cavity, the fringe pattern along one side was similar to  a
 
fringe pattern for free convection along a vertical flat
 
plate as shown in section 5.4.  Figure 5.17 shows another
 
comparison for the case of an open cavity with L = 5.08 cm
 
Figure 5.17 Experimental and numerically-generated fringe patterns for the 
case of an open cavity with L = 5.08 cm and W = 3.81 cm. Experimental 
results are in the top row. 146 
and W = 3.81 cm.  The boundary condition at the bottom of
 
the cavity was at a constant temperature.  A much larger
 
core region at the center of the cavity is evident in the
 
experimental results.  As with the case shown in figure
 
5.16, numerical results after long times are not similar to
 
experimental results due to air flow in the z-direction.
 
Also, experimental results depict less stable behavior at
 
the cavity center for the case in figure 5.17.  Fringes
 
near the wall show relatively stable patterns.  These
 
fringe pattern differences at the center and at the cavity
 
wall are related to an error in the setup of the
 
interferometer; this was discussed in section 5.3.
 
Fringe Comparison of 16 cases of open cavities
 
Sixteen open cavity cases were considered, values of
 
cavity widths were W = 1/4", 5/8", 1", and 1.5", and
 
heights were L = 1/2", 1", 1.5", and 2".  Fringe patterns,
 
both experimental and numerically-generated, are shown in
 
figure 5.18 in the following 6 pages.  Four fringe patterns
 
are shown for each case.  These are: image(a)
 
experimental fringe pattern at steady state using the
 
apparatus shown in figure 5.2; image(b)  experimental
 
fringe pattern at steady state using the apparatus shown in
 
figure 5.3; image(c) - numerically-generated fringe
 
patterns at 1 second; and image (d)  numerically-generated
 
fringe patterns at steady state.  In this figure, fringes
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(1) Open cavity with L = 5.08 cm and W = 3.81 cm 
( d) 
Figure 5.18 Experimental and numerically-generated fringe patterns for the 16 
selected cases of open cavities; (a) Experimental fringe patterns for the open cavity 
without windows on both ends of the test section (b) Experimental fringe patterns 
for the open cavity with widows on both ends  (c) Numerically-generated fringe 
patterns at 1 second (d) Numerically-generated fringe patterns at steady state 148 
(2) Open cavity with L = 5.08 cm and W = 2.54 cm 
(d) 
(3) Open cavity with L = 5.08 cm  (4) Open cavity with L = 5.08 cm 
and W = 1.59 cm  and W = 0.635 cm 
( a )  (b)
rilor  (c)  (d) 
Figure 5.18 Continued 149 
(5) Open cavity with L = 3.81 cm and W = 3.81 cm 
(6) Open cavity with L = 3.81 cm and W = 2.54 cm 
( a )  (b) 
Figure 5.18 Continued 150 
(7) Open cavity with L = 3.81 cm  (8) Open cavity with L = 3.81 
and W = 1.59 cm  cm and W = 0.635 cm 
(a)  (b) 
(9) Open cavity with L = 2.54 cm and W = 3.81 cm 
(c) 
Figure 5.18 Continued 151 
(10) Open cavity with L = 2.54 cm and W = 2.54 cm 
(11)	  Open cavity with L = 2.54 cm  (12)  Open cavity with L = 2.54 
and W = 1.59 cm  cm and W = 0.635 cm 
(a)  (b)  (c)  (d)  (a)  (b)  (c)  (d) 
(13) Open cavity with L = 1.27 cm and W = 3.81 cm 
Figure 5.18 Continued 152 
(14) Open cavity with L = 1.27 cm and W = 2.54 cm 
( a )  (b) 
(c)  (d) 
(15) Open cavity with L = 1.27 cm and W = 1.59 cm 
(16) Open cavity with L = 1.27 cm and W = 0.635 cm 
(a)  (b)  )  (d) 
Figure 5.18 Continued 153 
in the open cavity are shown, those in the reservoir  are
 
excluded.  Quantitative analysis of the heat transfer rates
 
discussed in the next section were based on interpretation
 
the fringes in these images.
 
From these fringe patterns, several conclusions can be
 
made.  For the two-dimensional open cavity, the model used
 
in figure 5.3 give a better approximation than in figure
 
5.2.  Thus, as expected, the addition of two windows on
 
both ends of the cavity did reduce the third dimensional
 
effect.  Fringe patterns for shorter cavities were more
 
similar than for longer cavities.  This is again related to
 
two-dimensional modeling approximation.  Even with windows
 
on both ends, the apparatus is, nevertheless, still a
 
three-dimension cavity.  The approximation is better when
 
the depth-to-height ratio of the cavity is increased, i.e.
 
with a fixed depth test section, shorter cavities are much
 
more alike.  A better two-dimensional approximation is to
 
increase the depth of the test section.  There is a
 
practical trade-off, however, because of the increased
 
difficulty in counting the fringes.
 
Another observation, relating to the fringe patterns
 
in figure 5.18, is the similarity between experimental and
 
numerical results for narrower and taller cavities.  For a
 
cavity with W = 0.635 cm and L = 5.08 cm, the fluid in the
 
bottom of the cavity is seen to be stratified at the same
 
temperature of the cavity walls, in both experimental and
 
numerical cases.  Numerical results for this case show a
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slight oscillation in the fringe pattern.  Experimental
 
results for this case show a much larger amplitude
 
fluctuations.  As with the patterns of figure 5.16, those
 
in this case remained stable until the moment when the
 
fluid burst out from the bottom of the cavity.  Figure 5.19
 
shows a series of fringe patterns for this case.
 
Figure 5.19(a) shows fringe pattern for the open
 
cavity where only the left wall was heated and the other
 
wall maintain at the room temperature.  Figure 5.19(b)-(e)
 
show oscillating behavior at different times, and figure
 
5.19(f) shows the numerically-generated fringe pattern for
 
the same case.  Both the experimental and numerical results
 
show that the temperature changes rapidly at the open end
 
(a)  (b)  (c)  ( d)  (e)  ( f )
 
Figure 5.19 Fringe patterns at different times for the case of an open cavity with 
W = 0.635 cm and L = 5.08 cm; (a) Fringe pattern with only the left wall of the 
cavity heated (b)-(e) Fringe patterns at different times with both walls heated 
(0 Numerically-generated fringe pattern at steady-state for the same case 155 
of the cavity.  Also, experimental results show that,
 
at the open end of the cavity, the fringe patterns were
 
unstable.
 
5.6	 COMPARISON OF HEAT TRANSFER RATES BETWEEN EXPERIMENTAL
 
AND NUMERICAL RESULTS
 
A quantitative comparison of the heat transfer rates
 
for the 16 selected cases depicted in figure 5.18 is
 
discussed in this section.  The parameter used for this
 
comparison is the average Nusselt number defined in
 
Eq.(5.3).  Note that the characteristic length for these
 
Nusselt numbers is the width, and the characteristic length
 
for the Nusselt numbers in section 5.4 is the height of the
 
vertical channel.
 
Table 5.1 lists the Nusselt number values
 
corresponding to the fringe patterns in figure 5.18.  The
 
first column of experimental Nusselt number values, 000b,
 
lists Nusselt number values without the two windows  on both
 
ends of the test section.  The second column, (b)w /, lists
 
values with the two windows on the ends of the test
 
section.  Numerical results are listed at times of 1, 2,
 
and 5 seconds after the heat transfer process began, and at
 
steady state  Note that steady state values are average
 .
 
values from 11 seconds to 20 seconds.  Fringe patterns,
 
however, were shown only at 1 second and 20 seconds in
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Table 5.1 Experimental and numerical results of Nusselt 
number for the selected cases of open cavities 
Nuselt number, Nu
 
Dimensions of selected cases
 
Experimental  Numerical
 
No. W(cm)  L (cm)  L / W  (a) w/o  (b) vd  (c) 1 sec.  2 sec.  5 sec.  (d) steady 
1  3.81  5.08  1.33  6.334  4.506  5.229  3.476  1.832  2.214
 
2  2.54  5.08  2.00  4.568  2.721  2.768  1.400  0.807  0.830
 
3  1.588  5.08  3.20  2.469  1.641  0.971  0.412  0.239  0.234
 
4  0.635  5.08  8.00  1.070  0.405  0.054  0.051  0.051  0.051
 
5  3.81  3.81  1.00  7.174  5.236  5.494  3.764  1.978  2.504
 
6  2.54  3.81  1.50  4.719  2.354  2.873  1.536  1.040  1.054
 
7  1.588  3.81  2.40  2.735  1.238  1.033  0.472  0.319  0.316
 
8  0.635  3.81  6.00  0.944  0.273  0.073  0.070  0.070  0.070
 
9  3.81  2.54  0.67  9.200  5.960  6.042  4.348  2.489  2.963
 
10  2.54  2.54  1.00  5.220  2.867  3.182  1.836  1.397  1.407
 
11  1.588  2.54  1.60  2.920  1.478  1.142  0.603  0.475  0.474
 
12  0.635  2.54  4.00  0.854  0.492  0.108  0.105  0.105  0.105
 
13  3.81  1.27  0.33  9.795  6.121  6.885  5.625  3.941  3.707
 
14  2.54  1.27  0.50  6.140  3.432  3.977  2.698  1.977  1.959
 
15  1.588  1.27  0.80  3.045  1.381  1.494  1.016  0.930  0.930
 
16  0.635  1.27  2.00  0.681  0.610  0.216  0.213  0.213  0.213
 
figure 5.18.  For all 16 selected cases, a steady state
 
solution was reached after 10 seconds.  Some cases show an
 
oscillating behavior at steady state.
 
Figure 5.20 shows a comparison of the Nusselt numbers
 
between the experimental results, both with and without
 
windows on the ends of the test section, along with
 
numerical results.  These plots correspond to the cases
 
listed in Table 5.1.  In figure 5.20,  (a) shows the 4 cases
 
with L = 5.08 cm;  (b) shows the 4 cases with L = 3.81 cm;
 
(c) shows the 4 cases with L = 2.54 cm; and (d) shows the 4
 
cases with L = 1.27 cm in the Table 5.1.
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Figure 5.20 Comparison between the numerical and experimental results 
of Nusselt number for selected cases of open cavities; (a) L = 5.08 cm 
(b) L = 3.81 cm (c) L = 2.54 cm (d) L = 1.27 cm 
It is apparent that with windows on both ends of the
 
test section, better results were obtained.  Without the
 
windows, much higher values of Nusselt number were observed
 
due to air flow in the z-direction, i.e. air flow from both
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ends of the test section.  Nusselt number values obtained
 
both experimentally and numerically compare better for
 
shorter cavities.
 
Figure 5.21 shows the same sort of plots for the 16
 
selected cases.  Rather than plotting Nu versus the width
 
of the cavity, this figure shows four plots of Nusselt
 
number values versus the cavity height with a fixed cavity
 
width.  Cases for very narrow open cavities have lower
 
Nusselt numbers values due to the definition of the Nusselt
 
number, which use the width as the characteristic length.
 
Numerical prediction shows that the taller the cavity the
 
less the heat transfer rates for open cavities with the
 
width fixed.  Experimental results without windows on both
 
ends agree with this trend except for the very narrow
 
cases.  The other experimental result, with windows on the
 
test section, did not show this general trend.  Fringe
 
patterns from this setup exhibit a much more unsteady
 
behavior.
 
From the comparisons in Table 5.1 and figures 5.20 and
 
5.21, experimental results without the two windows yielded
 
a much higher values of Nusselt number.  The effect of air
 
flow in the z-direction was the cause of these higher
 
values.  As indicated in figure 5.2, the ends of the test
 
section were open to the atmosphere allowing cold fluid to
 
enter on both ends of the cavity.  Entrainment of the hot
 
fluid results in higher fluid temperatures for both the
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Figure 5.21 Comparison between the numerical and experimental results 
of Nusselt number for selected cases of open cavities; (a) W = 3.81 cm 
(b) W = 2.54 cm (c) W = 1.588 cm (d) W = 0.635 cm 
numerical model and for the experimental situation with
 
windows on both ends.
 
Heat transfer rates due to z-directional flow also
 
depend on the dimensions of the cavity.  For the cases of
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open cavities without the two windows in Table 5.1 and
 
figure 5.21, the shorter the cavity height the higher the
 
heat transfer rate for all cases except for those which are
 
very narrow, i.e. open cavities with W = 0.635 cm.  In
 
general, the smaller the cross-sectional area of the
 
cavity, the less effect of z-directional air flow.  For
 
very narrow cavities, however, changes in the balance
 
between the momentum and viscous forces will affect the
 
heat transfer rates.  For cases with wider openings,
 
viscous force effects were relatively small.
 
Nusselt numbers evaluated at the mid-section
 
(a) Experiments without windows  (b) Experiments with windows 
All 5 positions 9  O Mid-position 
Iiii...........  W = 3.81 cm
 
W = 2.54 cm 
2.--46-------41  W = 1.5875 cm 
W = 0.635 cm 
-1  1111111 
0  1  2  3  4  5  6  7  8  0  1  2  3  4  5  6  7  8 
Cavity Height, L (cm)  Cavity Height, L (cm) 
Figure 5.22 Nusselt number from experimental results evaluated using all 5 
data points and using only the mid-point in figure 5.3;  (a) Cases of open 
cavities without windows (b) Cases of open cavity with windows 161 
Another observation from the experimental fringe
 
patterns in figure 5.18 is that heat transfer rates along
 
the entire cavity wall can be approximated by the
 
calculation of the heat transfer rates at the mid-section
 
at the wall.  The reason for this result is that the
 
thermal boundary-layer thickness at the mid-section is
 
approximately the average thickness of the overall thermal
 
boundary-layer.  Figure 5.22 shows comparisons between
 
these cases.
 
Comparisons of temperature profiles
 
Since the evaluation from the mid-section of the open
 
cavity describe the heat transfer rates quite well, further
 
comparisons between temperature profiles obtained
 
experimentally and numerically will relate to the mid­
section of the cavity.
 
Temperature profiles at the mid-section from
 
experimental and numerical result are depicted in figure
 
5.23 for the case, W = 3.81 cm.  Numerical temperature
 
predictions are higher than the experimental results.  The
 
experimental setup with windows is, clearly, a better
 
approximation for the temperature field and, consequently,
 
the heat transfer rates would be true than without the
 
windows.
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(a) W = 3.81 cm, L = 5.08  (b) W = 3.81 cm, L = 3.81 cm 
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Figure 5.23 Temperature profiles at the mid-section of 
the open cavities with a fixed width at W = 3.81 cm 
Figure 5.24 shows temperature profiles at the mid­
section for all four cases of open cavities at W = 0.635
 
cm.  Temperature profiles at the cavity opening from the 
numerical calculation are also plotted at different 
locations.  At  the mid-section of the open cavity, 
numerical results indicate that there to be no heat 
transfer occurring.  Numerical temperature predictions at 163 
(a) W = 0.635 cm, L = 5.08 cm  (b) W = 0.635 cm, L = 3.81 cm 
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Figure 5.24 Temperature profiles at the mid-section of 
the open cavities with a fixed width at W = 0.635 cm 
the mid-section are much higher than are those from
 
experimentals.
 
Another difference between experimental and numerical
 
fringe patterns is the magnitude of the oscillation.  Both
 
show oscillating behavior, however the magnitude for
 
experimental results is much larger than that from
 
numerical calculations.
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For these very narrow open cavities, fluid at the
 
bottom will be at a much higher temperature than that at
 
the top.  Due to the very narrow width of the cavity, it is
 
unlikely that this fluid will be able to flow to the
 
reservoir.  This produces an unstable situation with
 
lighter fluid being placed under a heavier fluid.  Due to
 
this unstable situation, oscillatory fluid motion occurred.
 
There are several reasons for the disagreement between
 
the numerical model and the experiments.  First, the
 
numerical model assumed laminar flow behavior, but the
 
actual flow is somewhat unsteady or semi-turbulent.
 
Second, the numerical model is an ideal two-dimensional
 
prediction, but the experimental setup is, at best, an
 
approximation for two-dimensional behavior.  Third, the
 
numerical model included ideal adiabatic and constant-

temperature boundary conditions, but this was not possible
 
in the experimental setup.  Fourth, the numerical model
 
used constant properties for the fluid.  The use of
 
variable properties at different temperatures would improve
 
the agreement between the two models.  Also note that
 
numerical model assumed a symmetric computational domain as
 
shown in figure 2.1.  Numerical results of flow behavior,
 
thus, were forced to be symmetrical.
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5.7  HEAT TRANSFER CORRELATIONS
 
To correlate heat transfer rates as functions of the
 
important variables, values of Nusselt number were
 
determined over a range in Rayleigh number and the results
 
were related functionally.
 
Figure 5.25 shows Nusselt numbers as functions of
 
Rayleigh number based on values listed in table 5.1.  The
 
Rayleigh numbers, Raw, used in this figure were based on
 
the cavity width.  Only the experimental results with
 
windows are shown.  Equations for the various cases are
 
also shown in this figure.
 
(a)  (b) 
10  10
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Figure 5.25 Correlation between Nusselt number and Rayleigh number; 
(a) Experimental result with windows on the ends (b) Numerical result 
From figure 5.25(b), numerical results imply that the
 
rate of heat transfer is also a function of the cavity
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length, L.  In a dimensionless representation, a more
 
general relationship is the Nusselt number as a function of
 
the Rayleigh number, Raw, and the aspect ratio of the
 
cavity, LAD; i.e. Nu = f(RaiA4L1D).  To find such a
 
correlation, the dependent variable, Nu, and the
 
independent variables, Raw and LAD, were first transformed
 
into the logarithmic domain as y=ln(Nu), xl=ln(Raw), and
 
x2=hi(L/D).  A multiple linear regression model was used to
 
fit these logarithmic variables to achieve an equation in
 
the form; y=ao+aixl+a2x2.  The coefficients, ao,  al, and a2
 
were evaluated according to
 
n  Exl.  Ex2.  ao  Eyi

1 
'
 
Exl.  E(xl. )2  Exl. x2.  a  Exl. y.  (5.5)

i i  i 1  i i i
 
i '  i '
 
Ex2.  Exl.x2.  E(x2i)2  ,a2  Ex21y1
,  i . 1
 _i  _
  i
 
MathCad was used to evaluate the coefficients.
 
The form of the correlation between the dependent
 
variable, Nu, and the independent variables, Raw and LAW,
 
was
 
Nu = exp(a0)(Raw)al (L)a2  (5.6) 
The complete correlation using the numerical values at
 
steady state in table 5.1 is
 
T°35 
Nu = 0.020. (Raw)0.382  -(I,  (5.7) -
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The correlation using the experimental values with
 
windows on both ends is
 
2/5  L  TY5 Nu  =0.036-Raw w	  (5.8) 
Experimental results are considered more accurate than
 
numerical results as was discussed in section 5.6.
 
Numerical results, however, provide information on general
 
trends.  To evaluate heat transfer rates for two-

dimensional open cavities with constant wall temperature,
 
Eq.(5.8) is recommended.
 
Figure 5.26 shows Nu versus Raw for different values
 
of aspect ratio, LAW, cavities on a logarithmic scale.
 
Small values of Rayleigh numbers are shown.  Large values
 
of Rayleigh number, Raw, are associated with larger values
 
of the dimension, W.  For a very wide cavity, a vertical
 
flat plate correlation is recommended.
 
5.8	  FRINGE COMPARISONS BETWEEN EXPERIMENTAL AND
 
NUMERICAL RESULTS AT THE TUBE OPENING
 
A comparison between experimental and numerical
 
results for open thermosyphons in cylindrical coordinates
 
is described in this section.
 The location at which this
 
comparison was made is the opening of the vertical  tube.
 
Experimental results showed the air flow to be extremely
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unstable and oscillatory at the tube opening.  Experimental
 
and numerical-generated fringe patterns were compared
 
qualitatively.
 
Figure 5.27 shows the schematic of the apparatus used
 
for the experimental detection of fringes at the tube
 
opening.  To control the vertical tube at a near constant
 
wall temperature, an aluminum rod was used as the vertical
 
tube because of its high thermal conductivity and high heat
 
capacity.  Two cartridge heaters, rated at 300 watts, were
 
used to heat the aluminum rod to the desired temperature.
 
Case A  Case B 
0 8 t  t Ktype  . oo 
11 0 i thermal 
11 
C).
3
1_  1_
tr,
couple  3  3 
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.cco:
 rod 
GO  00 
11  O 
Cartridge  t; 
heater  E  -4­
Wood 
2.54 cn4.-- ----.12.54 cm 4 -
Figure 5.27 Schematic of the apparatus for observing fringes at the tube 
opening; dimensions and thermal boundary conditions for four selected cases. 170 
A K-type thermocouple was used to measure the temperature.
 
Temperature control was relatively easy due to the large
 
heat capacity of the material.  When controlling the
 
temperature to 100 °C, the thermocouple reading ranged from
 
95 °C to 105 °C.  For a wall temperature of 350 °C, the
 
range was between 330 °C and 360 °C.
 
Four cases of open thermosyphons were used for
 
comparison.  They are shown in figure 5.27 also.  Case A
 
consisted of a 0.5-in-diameter, 2-in-long length vertical
 
tube with a constant wall temperature of 100 °C.  Case B
 
consisted of the same size tube with a wall temperature of
 
350 °C.  Case C involved a 1-in-diameter and 2-in-long
 
vertical tube with a constant wall temperature of 100 °C.
 
The last case, case D, consisted of the same-size vertical
 
tube at a temperature of 350 °C.
 
Figures 5.28-5.31 show the experimental and
 
numerically-generated fringe patterns for these four
 
selected cases.  The experimental fringe patterns were
 
taken at different times using the CCD camera.  The fringe
 
patterns for the numerical result were generated using the
 
technique described in section 4.7 in the cylindrical
 
coordinates.  Three numerically-generated fringe patterns
 
are shown for each case in figures 5.28-5.31.  These fringe
 
patterns provide a qualitative comparisons between the
 
experimental and numerical results of the temperature in
 
the cylindrical coordinates.
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(a)  (b)  (c) 
Figure 5.28 Comparison of experimental and numerical fringes at the tube opening 
for case A. Images (a)-(c) are experimental fringes. Flow behavior was unstable and 
oscillating at the tube opening. Images (d)-(f) are numerically-generated fringes. 
Image (d) is at 1 second; Image (e) is at steady state (10 seconds); Image (f) is also at 
steady state. 172 
(a)  (b)  (c) 
Figure 5.29 Comparison of experimental and numerical fringes at the tube opening 
for case B. Images (a)-(c) are experimental fringes. Flow behavior was unstable and 
oscillating at the tube opening. Images (d)-(f) are numerically-generated fringes. 
Image (d) is at 1 second; Image (e) is at steady state (10 seconds); Image (f) is also at 
steady state. 173 
(a)  (b)  (c) 
Figure 5.30 Comparison of experimental and numerical fringes at the tube opening 
for case C. Images (a)-(c) are experimental fringes. Flow behavior was unstable and 
oscillating at the tube opening. Images (d) -(f) are numerically-generated fringes. 
Image (d) is at 1 second; Image (e) is at steady state (10 seconds); Image (f) is also at 
steady state. 174 
(a)  (b)  (c) 
Figure 5.31 Comparison of experimental and numerical fringes at the tube opening 
for case D. Images (a)-(c) are experimental fringes. Flow behavior was unstable and 
oscillating at the tube opening. Images (d)-(f) are numerically-generated fringes. 
Image (d) is at 1 second; Image (e) is at steady state (10 seconds); Image (f) is also at 
steady state. 175 
VI. CONCLUSIONS AND RECOMMENDATIONS
 
This study investigated the nature of fluid motion and
 
the heat transfer rate through the tube wall for the
 
devices of open thermosyphons.  A FORTRAN computer program
 
based on the three fundamental laws of conservation  mass,
 
momentum, and energy  was developed to calculate the flow
 
and temperature fields for this configuration.  The
 
numerical solution was based on the TEMPEST [16] solution
 
procedure which is a semi-implicit, time-marching, finite-

volume procedure.  Eighty cases of open thermosyphons with
 
either constant wall temperatures or linearly-varying wall
 
temperatures were examined.
 
Open cavities were also studied using a Mach-Zehnder
 
interferometer.  By counting interference fringes near the
 
open cavity walls, heat transfer rates through the vertical
 
wall were evaluated.  Nusselt numbers were used as
 
measuring parameters for the heat-transfer rates.
 
Experimental and numerical results were compared.
 
Several conclusions and recommendations from this
 
study are stated in the following sections.
 
6.1  CONCLUSIONS
 
Numerical results yielded the following information.
 
The rate of heat transfer through the vertical wall was a
 
strong function of the tube radius.  For narrow tubes with
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smaller radius, with an increase in the tube radius, the
 
rate of heat transfer increased rapidly and then approached
 
an asymptotic limit.  Figure 3.2 shows such an asymptotic
 
relation.  The Nusselt number variation with tube radius
 
was linear.  The types of thermal boundary conditions had
 
little effect on these relations.
 
Fluid motion and the rate of heat transfer through the
 
tube showed oscillatory behavior, even at steady state.
 
Smaller-diameter tubes were observed to experience larger-

amplitude oscillations except for very small tube radii
 
where viscous effects predominated.  Fluid at the end of
 
the tube was stagnant for very large length-to-radius
 
(aspect ratio) cases.
 
Experimental results for the temperature fields,
 
detected by a Mach-Zehnder interferometer, showed a general
 
agreement with the numerical results.  This was shown
 
through the comparisons between experimental and
 
numerically-generated fringe pattern in figure 5.18.
 
Experimental apparatus with two optical windows on both
 
sides of the test section to block out the third
 
directional air flow gave a better approximation with the
 
two-dimensional numerical results.  Based on these
 
experimental results, a correlation between Nusselt number,
 
Nu, and Rayleigh number, Raw, for different aspect ratios, 
L /W, was determined to be  Nu=0.036-RZ5  .CL/WO. 
Oscillatory behavior of the fringe patters was also 
observed for the configurations of vertical channels and
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open cavities.  The narrower the width the faster the
 
oscillating frequency due heavier fluid at the top of these
 
configurations.
 
Quantitative comparison between experimental and
 
numerical results for the configuration of 16 open cavities
 
showed that numerical calculations predicted a higher heat
 
transfer rates.  This is due to many differences between
 
the numerical and experimental modeling.  One of the major
 
factor for this difference is the use of a laminar-flow
 
numerical model to predict a possible turbulent flow field.
 
Considering the heat transfer rate, however, both numerical
 
and experimental predicted a higher Nusselt number values
 
for shorter cavities.  For very narrow cavities, both
 
numerical and experimental result show that the fluid at
 
the bottom of the cavities was stratified.  Temperature
 
changes rapidly at the cavity opening.
 
Errors resulting from imperfect alignment of the
 
interferometer are directly related to the spacing between
 
fringes.  The smaller the fringe spacing, the less the
 
error due to imperfect alignment of the MZ interferometer.
 
This error, for the fringes near the open-cavity wall, was
 
less than 3% for this study.
 
6.2  RECOMMENDATIONS
 
1. Interference patterns from two plane waves and two
 
spherical waves may have other uses for measuring small
 
change of lengths and angles precisely.  As described in
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section 4.5 in this study, small change of the relative
 
positions and angles of the two waves produced an
 
distinguishable interference pattern on the observation
 
screen.  Results of these patterns agree with those
 
using interference patterns for two spherical waves
 
(figure 4.6 and figure 4.13).  Further study and
 
application of this effect are therefore recommended.
 
2. A plane-wave source is essential to obtain a true
 
infinite fringe field with the Mach-Zehnder
 
interferometer.  To obtain a larger area of maximum (or
 
minimum) on the screen  for use in detecting large
 ,
 
cross sections of the temperature field, larger diameter
 
and smoother optics are required.  The cause of the
 
slightly-spherical plane wave following the collimating
 
lens, L2, in figure 4.1 of this study, was undetermined.
 
Replacement of this collimating lens with a very smooth
 
surface and at a designed wavelength may improve the
 
interferometer.  The size of the pinhole in the spatial
 
filter, as well as the laser cavity configuration, may
 
also affect the collimation of the light wave.
 
3. An interpolating technique, described in section 4.7,
 
was used to enhance the quality of the images plotted in
 
this study.  This technique may be useful in combination
 
with numerical results to yield improved accuracy.  The
 
accuracy of the results of interpolation depends on the
 
type of curve fitting done and the location of the data
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points selected for the interpolation.  The 9 data
 
points used in this study were located at the lower-

right corner as shown figure 4.17.  Different locations
 
could be used, such as the upper-left 9 data points, the
 
lower-left and the upper-right, or the averages of these
 
four.  Numerical experiments for determining the
 
accuracy of curve fitting and the data points used in
 
such a scheme are recommended.
 
4. Counting of fringe patterns involved numerous of times
 
for the calculation of the heat transfer rates,  even
 
with the effect of magnification.  In this study, only 5
 
positions were selected for the calculation of the heat
 
transfer rates.  More positions are desired for better
 
accuracy.  A computer program to count the distance
 
between fringes and calculate the heat transfer rates
 
from the fringe patterns are recommended to be
 
developed.  With this program, heat transfer rates from
 
many images of fringe patterns can be evaluated more
 
effectively.  Better statistical values of the heat
 
transfer rates can be evaluated for these oscillatory
 
fringe patterns.
 
5. Many aspects of the numerical modeling can be
 
improved to give a better approximation with the
 
experimental results.  A turbulence model is recommended
 
for the numerical calculation.
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APPENDIX A
 
NUMERICAL DISCRETIZATION OF THE GOVERNING EQUATIONS
 
Discretization of the three governing equations is
 
described in this section.  Each was retained in its
 
conservative form.  A first-order finite-difference approach
 
was applied to each term.  An explicit upwind method was used
 
for discretization of the advective terms.
 
If we consider the three governing equations,
 
Eqs.(2.1)-(2.4), the left-hand sides can be expressed in the
 
following general form
 
apy  1  a a 
LHS=  (PuX)+-(pux)+ (prx)  (A.1) 
at r  ar  az 
where, x is unity for the continuity equation; velocity
 
components, u and v, in the momentum equations; and
 
temperature, T, in the energy equation.  Note that the
 
density is on the right-hand sides of the momentum and energy
 
equations.  The variables, px, together with the normal
 
velocity are the fluxes across the computational cell
 
surfaces as shown in figure A.1.  For simplicity, x is called
 
the flux variable and un is called the flux velocity.
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Equation  Flux
 
Continuity  PX un ; X =1
 
r: PX110; x=u 
Momentum 
z: PX1k; X=v 
Energy  PXun; x=T
 
un: normal velocity to the control surface
 
Figure A.1 Advective fluxes across the computational 
cell surfaces for the three governing equations 
The temporal and advective terms on the left-hand sides 
of the three governing equations were developed from 
considering the flux across a control surface.  Explicitly
 
expressing these terms in words [17],
 
otioxn raofte of accumulation rate of flux 
flux  +  variable,  px , out  - variable,  px, into
 
within control volume  of control volume  control volume
 
LHS
 
control volume]
 
(A.2)
 
For a control volume shown in figure A.1 with dimensions
 
shown in figure 2.4, Eq.(A.2) is mathematically described as
 
px  CVi 
+( [(PX) u]i Ali  [(PX)11]i-i

1
LHS=  At  (A.3)
Cy; 
+([(px)v]j  A21j [(px)v]i  A2i,j-1) 188
 
APPENDIX A  Continued.
 
After taking the limits for an infinitesimal control volume,
 
the computation cell volume CNILi, Eq.(A.3) becomes the
 
differential form of Eq.(A.1) in two-dimensional cylindrical
 
coordinates.
 
One assumption for predicting the laminar flow behavior
 
for an open thermosyphon is the Boussinesq approximation.
 
This approximation considers the density is a constant, Po,
 
at the reference temperature except for the gravity term.
 
This constant density, Po, was moved to the right-hand sides
 
of Eqs.(2.2)-(2.4).  After moving the density to the right-

hand-side and rearranging, Eq.(A.3) becomes
 
}([xu]i Ali -[xu]i_i Ali-1j
1
 LHS  x  =  (A.4) 
Po  At  CVij +([xv]i A2i -[xvt_1A2i,j_1) 
The first term on the right-hand side of Eq.(A.4) is
 
the temporal term.  Terms inside the braces are the advective
 
terms.  The discretization scheme for the advective terms in
 
the momentum and energy equations was based on the approach
 
given by Eq.(A.4).  This is the finite-volume method for
 
numerical discretization.  In the continuity equation, the
 
divergence was calculated from Eq.(A.4).
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Continuity eauation:
 
As stated earlier, in the continuity equation the flux
 
variable, x, is 1.  Since the time rate change of a constant
 
is zero, the finite-volume discretization scheme for the
 
continuity equation becomes
 
Ali  )  (11j A2i  A2i,H ) 
_D..
  (A.5)
 
CVLi  CViti
 
where the divergence, Dij, for cell (i,j)  is zero if the
 
velocity field satisfies continuity.
 
Advective terms of momentum eauation
 
The flux variables for the momentum equations are u, and
 
v, as shown in figure A.1.  An upwind scheme was used for
 
discretizing the advective terms.
 
For momentum flux in the r-direction for the lower cell
 
in figure A.2, the flux variables, ui4d,  ui,j,
 
are located at the centers of the "u" momentum cells.  The
 
flux velocities,  Vij_1, and Vii, crossing the cell
 
surfaces, AL44j,  A2LH, and Aajj, were obtained from
 
linear interpolation of the corresponding velocities located
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as 
N 
N.S4 
Continuity cell
 
center (i, k)  ui, +1
 
Continuity cell  >  » /  "u" momentum 
center (i, j)  cell center (i,j) 
1111.  rl
 
uj+ij
 111-1,j  uitj 
N
 
ui,j-1
 
(its Jo
 -OP 
A21
 r  RCi 
Ri  Rci+1_41 
Note: the index k indicates the alphabetical order of the cell 
number in the z direction in this figure, where k = j +  2. 
Figure A.2  Non-uniform "u" and "v" momentum cells for 
advective term discretization in the momentum equation 
at the continuity cell surfaces.  The discretization form for
 
the advective terms from Eq.(A.4) is
 
=  Uupwindiii  j) U  adve. terms 
(A.6)
 
A2i j 11  .  A2i,j-1) + (U upwind  j  upwind  j 191 
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The upwind scheme for Eq.(A.6) is therefore
 
1	 1 (6 
)AlLi 
2  2 
111 upwind = 
(rtii-11 +
 
2 2
 
1	 1  (A.7)
 ujj(lVil+ Vi )A2i,j  -ui,j+1(hl-Vi 
)A2i,i 
2	 2 
1	 1  --u.  (IV.  I+ V.  -u. .(1V  1- ) 4-1  J-1  J-1	  J-1  J-1 
2	 2 
where, the flux velocities were linearly interpolated
 
according to the following relations:
 
1
ti1-1,j  =-(u1j  + u1.-1,j )	  (A.8) 
2
 
1 
u.  =-(u  u )	  (A.9) i-Fid 
2
 
V.  =v.  +(v. 1+1,3-1 - v. .  )  Ari	  (A.10) 
Ari
 
V.	 =v.  +(v.  - v.  (A.11) 
[Ai 
Similarly,  for the  "v"  momentum cell (i,k) in figure A.2, the
 
discretization form is
 
Alj,k adve. terms =  (  upwind  V upwind1-11-1 Ali-1,k) 
(A.12)
 
.
 +(V  V A2. -v  V  A2  )
1	  1. upwind  k  ,k  upwind k-1  ,k-1 192
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Note that the missing index in the z-direction is k for this
 
"v" momentum finite-volume discretization.  The upwind scheme
 
for Eq.(A.12) is
 
(  1 
(Pit + 
1 
)Ali,k 
2  2 
VI upwind = 
1  1 
vi-Larli-11+  + 
2  2 
( 1 1  (A.13) r (IV 1÷ Vk  vi,k+1 (IVk1  k)A2Lk k )A2i,k 
2 
1
--Vi,k-1(1/7k-11+ Trk-1)A2i,k_i +  (ITk_.  17k-1) A2 i,k-1 
2 2 
where, the flux velocities are
 
[  AZk 
(A.14)
 (Ui-1,k+1  Ui-1,k ) 
AZk  AZk+1 
AZk 
=  + (11i,k+1  11Lk 
[ Az k + Azk+1 
1
 
(Vi 
Tri,k =1  (vi,k+1 + Vi,k ) 
2 
Advective terms of enerav eauation
 
The flux variable for the energy equation is T as shown
 
in figure A.1.  Consider the continuity cell (ij) in
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T 
Ti j+i  Continuity cell  3, center (i, j) Pi j +1 1 j 
111" 
VJ 
Pi+W 
Ti4J4  Tij _1  Ti J4 
R 
0 Locations of streamfunction 
Figure A.3  Non-uniform cell for the advective 
term discretization in the energy equation 
figure A.3.  The discretization form of advective terms for
 
the energy equation from Eq.(A.4) is
 
1.1 adve. terms  =  Tupwm dui, j Al
i ,j Tupwind u1-1,j Al 1-1,j ) 
(A.18)
 
Vi TupwindVi, j  A2 i, 194 
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The upwind scheme for Eq.(A.18) is
 
1 
-T. .uu.1+ u. )A1.
1 Li  ,j
2  2 
1T.  Ou. I - u. )A1. +1,j 
. 
TI upwind 
1 --T.  .(1u.  I+ 1-4J  1-4  1-4d 
1 
.(1u. Li  1-4  u. 
1-4 
2  2 
1 1  1  (A.19)
 
-2T.  qvj 1+ vj.)A2.
1 
2
Ti,j+i(Iv .1- vj )A2,j i,j 
1 1 --T.  1+v.  )A2.  .  +-T. .  I- v.  ) A2.  . 1,j-1  j-1  j-i  j-1 
2
. 
2
. 
I 
Other terms in the momentum and enerav eauations
 
First order finite-difference discretization was used
 
for the rest of the terms in the momentum and energy
 
equations in two-dimensional cylindrical coordinates.  A
 
listing of the discretization forms for these terms follows.
 
A. Pressure term:
 
Referring to figure A.3, the first-order finite-

difference discretization forms of the pressure terms are
 
ap  Pi,j r-direction: 
1  (A.20)
 
Po  a r  p.  (Ari+1 + Ari)/ 2 
1 ap  1  Pi,j+1  Pi,j

z-direction:  (A.21)
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B. Viscous and diffusion terms:
 
The discretization forms of the three terms inside the
 
square brackets of Eq.(2.2) are
 
1  a (  au)  1 1 r =  [(RCi+1 ui+1  ui  (RCi ui
 
r ar  ar  Ri (Ari+1 +Ari) / 2
  Ai 
2 RCi+I(ui+i -ui)  2 RCi(ui  ) 
RiAr1+1(Ari+1 +Ari)  RiAri(Ari+1 + Ari)  (A.22) 
(A.23)
 
and
 
a  au () 
az az  Azi  + Azj)/ 2  ,1/4(Azi + Azi_1)/ 2 
2 (uj+1 - uj)  2 (uj -uj_1) 
(A.24)
 Azj(Azi+i + Azj  Az . (Az . 
J +AZj-1) 
Discretization forms of the two terms inside the square
 
brackets of Eq.(2.3) are
 
1 a (r al= 1  1  (v1+1  vi)  (vi -vi -1)
R.  R.
 1`1-1. , 
r ar  ar  RCi Ari  *i_vi + Ari)/ 2
[  kAri ±Ari-i) / 2 
(A.25)
 
2 R1(vi+1 - vi)  2 Ri_4(vi  vi_1) 
RCiAri(Ari+1 + Ari)  RCiAri(Ari + 196 
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and
 
a ( av  1  v ; +1  vj  vi  Vi_i +1 
az  az )  Azi  (Azi+i + Az ) / 2  (Az. +  / 2
J J 
2 (3/j+1- vj  2 (vj - vj_1) 
Az;(Azj+1 + Oz;  AZJ .(AZJ .  +AZ.  )  (A.26) 
Finally, discretization forms of the two terms inside the
 
square brackets of in the energy equation, Eq.(2.3), are
 
1 _a (raT)=  1  1  [  (Ti+i -Ti)  (Ti - T1_1) 
Iv.  --­ i1 
r ar  ar  RCi Ari  (Ari+i +Ari)/ 2  (Ari +Ari_i) / 2 
(A.27)
 
2 Ri(Ti+i -Ti)  2 Ri_i(Ti -T1_1) 
RC iAri (Ari+i + Ari )  RCiAri (Ari + 
and
 
a  1 [  T  - T;  T; -T  11 
az az  Azi  (Azi+i +Azj)/ 2  (Az; + Azj_i)/ 2 
2 (Tj+1  Tj)  2 (Tj -TH) 
(A.28)
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C. Gravity term:
 
The gravity term in Eq.(2.3) is calculated according to
 
the cell position in the z-direction.  Referring to the HVH
 
momentum cell in figure A.2, the gravity force is linearly
 
interpolated as
 
AZi
  g  tr,  (A.29)
 ri,k  ' kri,k+1  Pi,k 
Po  Po  AZi,k+1  AZi,k 
All terms except the temporal term were calculated from the
 
momentum equation for each cell to evaluate provisional
 
velocities for the explicit momentum equation solver shown in
 
figure 2.8.  The energy advective and diffusion terms were
 
calculated to find the temperature field in the energy
 
equation as shown in figure 2.8.  After the velocity and
 
temperature fields were obtained at the new time level, the
 
solution procedure advanced to the next time step with a time
 
step, At.  This time step was limited to satisfy the
 
stability criterion.
 
Stability criterion
 
The stability criteria for the time step can be found
 
in [16].  The stability criterion in this study was based on
 
two criteria for the momentum and the energy equations.
 
These criteria are
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Momentum :  At < Min.  (A.30)
 
-1 
IVi,j I  1  1 
Energy:  At Min.  +2a(  +  (A.31)
 
Az
 
where, v is kinematic viscosity, and a is the thermal
 
diffusivity of the fluid.  The computer program automatically
 
choose the smaller At.  For water, Eq.(A.30) applied; for
 
air, Eq.(A.31) applied.  The discretization form of a non­
uniform grid for the stability criteria of Eq.(A.30) and
 
Eq.(A.31) is
 
\ 
1j Iv. .1
Ari+i )
 1(Ori11 lAzJ  Az.1+1)
 
2 2
 
a}  1
 1
 
At  Min.
 
(Ari  Ari (Ari +Ari+1)
 
(A.32)
 
1 1
 
+2 Min
 
v  Azi+i (Azi + Azi_i)  Azi (Azi + Azi+i
 
In addition, a conservative factor, 0.9, was applied to
 
multiply the minimum At to ensure numerical stability.
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Plot of the streamfunction
 
Plots of isotherms and streamlines were used to depict
 
graphically the temperature distribution and flow behavior of
 
the computational region.  Temperature fields were obtained
 
at the third phase of the solution procedure as shown in
 
figure 2.8, however no streamfunction fields were solved in
 
this solution procedure.
 
Streamfunctions are related to the velocity field
 
according to
 
aup 
u=  (A.33)
 
r az
 
aqi 
v= - -- (A.34)
 
r
 ar 
With reference to figure A.3, where `P's are located at the
 
four corners of the continuity cell (i,j), the discretization
 
form of Eq. (A.34) relating  and  is
 
1
 
v =  (A.35)
 
RCi  Ari
 
By Rearranging Eq.(A.35), the streamfunction,  can be
 
found in reference to a known value of 'V starting at the
 
boundary as
 
'F. =T.  RC.  Ar.  vi  (A.36) 1-1J  j 200 
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SETUP OF THE MACH-ZEHNDER INTERFEROMETER
 
The basic optics required for a Mach-Zehnder
 
interferometer are two mirrors and two beamsplitters.  The
 
two mirrors used in this study were first-surface mirrors.
 
Rays of light will not enter the substrate of such a
 
mirror.  Thus, it is easier to keep track of a ray.  The
 
two beamsplitters, on the other hand, are geometrically
 
more complex than mirrors.  Figure B.1 shows the dimensions
 
of a beamsplitter, specified by the manufacture [42], used
 
in this experiment.
 
SR: Semi-reflection surface 
50% reflectance for ray with 45° angle of incidence 
SA: Anti-reflection surface 
0.8 % reflectance for ray with 45° angle of incidence 
Ow: Wedge angle of the beamsplitter 
30 +5 
D:  Diameter of the wedged beamsplitter 
t  Minimum thickness of the wedged beamsplitter : 
t2:  Maximum thickness of the wedged beamsplitter 
t2  tl  :  0.887 mm for D = 101.6 mm beamsplitter 
Figure B.1 Schematic of a beamsplitter 201 
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As shown in figure B.1, one surface of the
 
beamsplitter was coated with an enhanced reflective thin
 
film  a reflection coating.  For a light ray with an angle
 
of incidence approximating 45°, this coating allows 50% of
 
the intensity to be reflected and 50% to be transmitted.
 
The other surface of the beamsplitter was coated with an
 
anti-reflection coating that allowed only 0.8% of the
 
intensity to be reflected and the other 99.2% to be
 
transmitted.  The purpose of this anti-reflection coating
 
is to eliminate ghost images of the reflected rays.
 
In addition to the anti-reflection coating, the anti-

reflection surface, SA, was oriented with a slightly wedged
 
angle, Ow, as shown in figure B.1.  This wedge angle on the
 
anti-reflection surface, SA, reflects a transmitted ray at
 
a larger angle than does the semi-reflection surface, SR.
 
The two reflected rays from SA and SR are then far apart
 
due to Ow, thus the ghost images are completely eliminated.
 
A beamsplitter used in this study will reflect and
 
transmit a light beam depending on the surface coating, the
 
angle of incidence, and the wavelength of the light beam.
 
To describe rays traveling in a wedged beam splitter in the
 
following discussion, we will assume 50% reflection and 50%
 
transmission on SR, and 0.8% reflection and 99.2%
 
transmission on SA while disregarding the angle of
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incidence, wavelength of the incident light, and the
 
coating materials.
 
In figure B.2, a collimated beam with a beam diameter
 
Di enters the beamsplitter from the semi-reflection surface
 
with an angle of incidence Oi.  Rays A and B, separated by
 
the beam diameter, are the uppermost and lowermost rays of
 
the collimated beam paralleling the direction of
 
propagation.  These two rays are refracted with an angle Ot
 
in the beamsplitter and refracted into the air with an
 
output angle 00 according to Snell's law.  The output angle
 
and the incident angle would be the same if the two
 
Index of refraction of air: nt  1.0 
Index of refraction of the beamsplliter: nt  1.51918 
Wedged angle: ew  30 ± 0.5' 
Beam diameter: Assume Dt = 10 mm 
Snell law: 
ntsinet = nsine,
 
ntsin(et +O)= ntsin(00-F0,,,)
 
Geometry: 
Od = eo 
6  d / cos(Ot + ow ) 
Do = (f + e) sin(it/2  O. 
Figure B.2 Geometrical depict of rays traveling through a wedged beamsplitter 203 
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surfaces,  SR  and SA,  of the beamsplitter were parallel to 
each other.  Three geometrical changes can be observed due 
to the presence of  They are the difference of the
 
angle, Od, between the incident beam and the output beam;
 
the path difference, 40, between ray A and ray B; and the
 
beam diameter difference, Di  Do, between the incident
 
beam and the outgoing beam.  These three differences depend
 
on the angle of incidence of the incoming beam.  A plot of
 
these quantities as functions of Oi is shown in figure B.3.
 
Note that values of all three functions increase as Oi
 
increases.
 
1.4 
1.2- o  ed,Angle difference O
 
1.0- 1.0- Sp, Path difference
6­
0.8 o Di-Dc,, Beam diameter difference 0.8  g
 
O.6 
0.4 
0.2
 
0
 
aq	  0  10 20 30 40 50 60 70 
Angle of incidence,  ei (deg) 
Figure B.3. Plot of ed, Bp, Di Do as functions of Oi for a beamsplitter 204 
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One goal of arranging a Mach-Zehnder interferometer is
 
to achieve same characteristics, Ocb bp, E4-15110, at the output
 
of the two beamsplitters.  To do this, it is necessary to
 
have the same angle of incidence for the two beams
 
impinging on the beamsplitters.  For the case of the same
 
angle of incidence, the difference between the light ray
 
reflecting from the semi-reflection surface, SR, and the
 
anti-reflection surface, SA, will be discussed first.
 
Figure B.4 shows a light ray striking the beamsplitter on
 
the semi-reflecting surface, SR.  Due to the enhanced
 
reflection coating on SR, 50% of its intensity is reflected
 
onto the observation screen and the other 50% is
 
transmitted into the beamsplitter.  The transmitted ray
 
will then strike on the anti-reflection surface, SA.
 
Semi- reflection surface (SR):
 
50% reflectance
 
e, Anti-reflection surface (SA):
 
0.8% reflectance
 
-9. 
R /

0 /
 
0,10
 
/
cb 
:­0  o
 
0
 
Figure B.4 Light spots reflected from the semi-reflection surface of a beamsplitter 205 
APPENDIX B  Continued.
 
Because of the anti-reflection coating on SA,  most of the 
intensity of this beam, 99.2% of 50%, i.e. 49.6% of its 
original intensity, is transmitted into the air, and only a 
small portion, 0.4% of its original intensity reflects back 
on SR. Then, 0.2% transmits onto the observation screen and 
0.2 % reflects back SA,  etc.  Two spots, a and b,  of light 
can be observed on the screen.  By carefully examining the 
screen, a third spot, c, of light can be found.  The
 
intensity of spot c is very weak.  The reflecting angle,
 
Are, is larger than Orl, and 9r3 is larger than 9r2 due to
 
the wedge angle, Ow, of the beamsplitter.  Thus, no ghost
 
images will be formed.
 
Semi-reflection surface (SR): 
50% reflectance 
Anti-reflection surface (SA): 
0.8% reflectance 
Figure B.5 Light spots reflected from the anti-reflection surface of a beamsplitter 
In contrast to a ray striking SR, figure B.5 shows a
 
ray striking the anti-reflection surface, SA.  Just as with
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a ray striking SR, three spots, e,  f,  and g, of light can be 
observed on the observation screen.  The lowest intensity
 
light spot, g,  is as bright as light spot b, shown in
 
figure B.4.  To align both beamsplitters with identical
 
angles of incidence, these reflecting spots can be used as
 
reference points.
 
Figure B.6 shows the final setup of the Mach-Zenhder
 
interferometer in a 60° parallelogram configuration.
 
Larger beam cross sections can be obtained for this type of
 
configuration [26].  A collimated beam with a diameter Di
 
is separated by beamsplitter, B1, into two beams.  One beam
 
passes one arm of the interferometer
 
B1
 
J 5 
8 
//  ')//CP' 
/  B2 
.4Z)
06> 
s  t>1-.N 406\/
O -4-7o 
Figure B.6 Arrangement of the Mach-Zehnder interferometer 207 
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through path 0, 2 and 4, and the other beam passes the
 
other arm of the interferometer through path 0, 1 and 3.
 
These two beams are than recombined either on the
 
screen on path 5 or on path 6.  The semi-reflection surface
 
of B1, and the semi-reflection surface of B2 are arranged
 
in opposite fashion so that each beam transmits either only
 
once through the beamsplitter on the screen on path 5, or
 
twice on path 6.  A beam diameter will not be altered if it
 
is merely reflected by first-surface mirrors.  Thus, beam
 
diameters on path 0, 2, and 4 are the same as are beam
 
diameters on path 1, 3,and 5. To insure that the resulting
 
beam diameters are the same on path 5 from both path 0, 2
 
and on 4 from path 0,  1, and 3, the incident angle on SR of
 
B1 must equal the incident angle on SA of B2.  To do this,
 
SR of B1 must be arranged parallel to SR of B2.
 
For a coarse alignment, it is better to use a smaller 
diameter beam in the interferometer.  The center lines, CO 
to c6,  in figure B.6 are the paths of the smaller beam 
before it is collimated.  Figure B.7 shows the procedures
 
for coarse alignment of the interferometer.
 
Procedure 1 in figure B.7 is to orient the wedged
 
surface, the anti-reflection surface, SA, of B1 normal to
 
the surface of the optical table.  This can be done by
 
examining the transmitted light spot on the observation
 
screen S2 and the reflected spots, a and b on Si.  These
 208 
APPENDIX B  Continued.
 
2 
3 
4 
Figure B.7  Alignment procedures of the Mach-Zehnder interferometer 
three spots must be at the same height above the surface of
 
the optical table.  The position of these spots is the
 
source as the height of the incident beam striking B1, and
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the centers of all optics in the interferometer should be
 
at this same height also.
 
Procedure 2 is to arrange the light beam cl on path 1
 
parallel to c4 on path 4.  This can be accomplished
 
referring to the marked spot on S2 and the light spot a
 
reflecting from the mirror, M2, as shown.
 
Procedure 3 is to arrange an identical angle of
 
incidence of co and c4 striking the two beamsplitters.
 
This can be done by examining the reflecting spots of a and
 
f on S1 and S2 as shown.
 
The last coarse alignment procedure is to recombine the
 
two separated beams.  This can be done by moving the
 
mirror, M1, back and forth to recombine the two spots on
 
each screen into one.  If this alignment is sufficiently
 
accurate, interference fringes can be seen using a lens to
 
cause a divergence in either of the recombined beams.
 
After the input beam is collimated, fringes will
 
appear on the observation screen.  To use a wedged fringe
 
field, no additional precise adjustment is needed in the
 
alignment.  Such fringe fields can be obtained by tilting
 
one of the four optics.  To use an infinite fringe field,
 
precise alignment is needed.  To obtain such a fringe
 
field, one must align the two arms to be equal in length as
 
stated in chapter 4 since no perfect "plane" wave can be
 
obtained.  Fringe patterns from the numerical results of
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two-point-source interference are useful as references for
 
precise alignment of the infinite fringe field.
 