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ABSTRACT 
In this paper we present our practical experience in benchmarking 
a number of existing Web Services, and investigating the 
instability of their performance and the delays induced by the 
communication medium. We provide the results of statistical data 
analysis and discuss a technique of Web Services performance 
assessment taking out of the network delays. We have found that 
the uncertainty discovered in Web Services operations affects 
dependability of Service-Oriented Architecture and will require 
additional specific resilience techniques. 
Categories and Subject Descriptors 
C2.4 [Computer-Communication Networks]: Distributed 
Systems – Distributed applications 
C.4. [Performance of Systems]: Measurement techniques 
D.2.8 [Software Engineering]: Metrics – Performance measures 
General Terms 
Measurement, Performance, Experimentation 
Keywords 
Dependability, resilience, Service-Oriented Systems, Web Service 
benchmarking, performance analysis, instability. 
1. INTRODUCTION 
The paradigm of Service-Oriented Architecture (SOA) is a further 
step in the evolution of the well-known component-based system 
development with Off-the-Shelf components.  
SOA and Web Services (WSs) were introduced to ensure 
effective interaction of complex distributed applications. They are 
now evolving within critical infrastructures (e.g. air traffic control 
systems), holding various business systems and services together 
(for example, banking, e-health, etc.). Their ability to compose 
and implement business workflows provides crucial support for 
developing globally distributed large-scale computing systems, 
which are becoming integral to society and economy.  
However, unlike common software applications, Web Services 
work in an unstable environment as a part of globally-distributed 
and loosely-coupled SOAs, communicating with a number of 
other services deployed by the third parties (e.g. in different 
administration domains) typically with the unknown 
dependability characteristics.  
The main motivation for this work is the fact that ensuring and 
assessing dependability [1] of complex service-oriented systems 
is complicated when these systems are dynamically built or when 
their components (i.e. Web Services, WS) are dynamically 
replaced by the new ones with the same (or similar) functionality 
but unknown dependability and performance characteristics. 
By their very nature Web Services are black boxes, as neither 
their source code, nor their complete specification, nor 
information about their deployment environments are available; 
the only known information about them is their interfaces. 
Moreover, their dependability is not completely known and they 
may not provide sufficient quality of service; it is often safe to 
treat them as “dirty” boxes, assuming that they always have bugs, 
do not fit enough, have poor specification and documentation. 
WSs are heterogeneous, as they might be developed following 
different standards, fault assumptions, and different conventions 
and may use different technologies. Finally, Service-Oriented 
Systems are built as overlay networks over the Internet. 
Therefore, their construction and composition are complicated by 
the fact that the Internet is a poor communication medium (e.g. it 
has low quality and is not predictable). 
Therefore, the users cannot be confident in availability, 
trustworthiness, reasonable response time and others 
dependability characteristics which can vary over wide ranges in 
a a very random and unpredictable manner. Dealing with such 
uncertainty, which is to an extent in the very nature of SOA, is 
the main challenge, thrown down by the SOA. This uncertainty 
needs to be treated as a threat in a way similar to and in addition 
to common faults, errors and failures [1]. 
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To become ubiquitous Service-Oriented Systems should be 
capable of tolerating faults and potentially-harmful events caused 
by a variety of reasons including, low or changing (decreasing) 
quality of components (services), changing characteristics of the 
network media, component mismatches, permanent and 
temporary faults of individual services, composition mistakes,  
service disconnection, changes in the environment and in the 
policies.  
Nowadays there is significant research activity devoted to 
achieving dependability and QoS in Web Service architectures. 
Recent related works [2, 3, 4] have introduced several approaches 
to incorporating resilience techniques (including voting, backward 
and forward error recovery mechanisms and replication 
techniques) into WS architectures. There have been some works 
on dependable frameworks for the SOA [5, 6, 7], benchmarking 
and experimental measurements of dependability [8, 9, 10].  
But even though the existing proposals offer useful means for 
improving SOA dependability by enhancing particular Web 
Services technologies, most of them do not address the 
uncertainty challenge in addition to the lacking dependability 
characteristics and changing quality. 
The purpose of the paper is to investigate the uncertainty of 
response time and performance of Web Services and instability of 
the communication medium as well as their influence on SOA 
dependability. Instability of the response time can cause timing 
failures when the time of response arrival or the time during 
which information is delivered at the service interface (i.e., the 
timing of service delivery) deviates from the time required to 
execute the system function. A timing failure may be in the form 
of early or late response, depending on whether the service is 
delivered too early or too late [1].  
For complex Service-Oriented Systems composed of many 
different Web Services some users may perceive a correct service 
whereas others may perceive incorrect services of different types 
due to timing errors. These errors may occur in different system 
components depending on the relative position in the Internet of a 
particular user and particular Web Services, and, also, on the 
instability points appearing during the execution. Thus, timing 
errors can become a major cause of inconsistent failures usually 
referred to, after [11], as the Byzantine failures. 
This paper is a continuation of our previous work aiming at 
measuring the dependability of Web Services for use in e-science 
experiments [16]. 
2. EXPERIMENTAL TECHNIQUE 
In our experimentation we dealt with DNA Databank, Japan 
(DDBJ) providing API for bioinformatics and genetic engineering 
[13] which is available at http://xml.nig.ac.jp.  
Java client software has been developed to invoke the Fasta and 
Blast Web Services at DDBJ during five days from 04 Jun 2008 
to 08 Jun 2008. In particular, we invoked the 
getSupportDatabaseList operation supported by both the Fasta 
and Blast WSs. Fasta and Blast are algorithms commonly used in 
silico experiments in bioinformatics to search for gene and protein 
sequences that are similar to a given input query sequence [14].  
The Fasta and Blast Web Services have been invoked 
simultaneously using threads every 10 minutes (more than 650 
times in total during five days). At the same time DDBJ Server 
has been pinged to assess network RTT (round trip time) and to 
take into account the Internet effects on the WS invocation delay 
(Fig. 1). Total numbers of ICMP Echo requests sent to DDBJ 
Server were more than 200000 (one per two seconds) 
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Figure 1. Experimental technique. 
3. INVOCATION STATISTICS ANALYSIS 
3.1 Networking Process 
The size of SOAP requests of the Fasta and Blast WSs are 616 
bytes. It is less than maximum length of Ethernet payload (1500 
bytes) minus IP header (20 bytes) and minus TCP header (20 
bytes). Thus, SOAP requests of the Fasta and Blast WSs occupy 
only one Ethernet frame. At the same time, SOAP responses of 
the Fasta and Blast WSs are larger than 1460 bytes (2128 and 
2171 bytes respectively), hence they occupy two Ethernet frames. 
A detailed networking process including all stages of TCP 
connection is shown at Figure 2. This information was obtained 
using the Wireshark1 protocol analyzer. As it is shown, a request 
processing time (RPT) by a Web Service can be approximately 
calculated as a Response Time (RT) minus double Round Trip 
Time (RTT):  
 RPT ≈ RT – 2*RTT. (1) 
In [12] we discussed a possibility of using the ping command 
simultaneously with a Web Service invocation to assess network 
RTT. To confirm this hypothesis during these experiments we 
have gathered a substantial ping statistics for the DDBJ server 
(see section 3.2 for more detail).  
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Figure 2. TCP workflow. 
                                                                
1 www.wireshark.org  
3.2 Response Delay Analysis 
Figures 3 and 4 show response delays of the Fasta and Blast Web 
Services. In spite of the fact that we invoked simultaneously 
similar operations of these two services with the similar sizes of 
SOAP responses, they had different response times for each 
particular request. 
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Figure 3. Fasta response delay statistics. 
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Figure 4. Blast response delay statistics. 
Moreover, the response time of the Blast WS had more unstable 
nature. It is clear from probability distribution series, presented at 
Figures 5 and 6.  
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Figure 5. Fasta probability distribution series of RT. 
We believe this difference can be explained by internal reasons 
(such as a different and changeable level of CPU utilization and 
memory usage during requests processing, some differences in 
implementations, etc.). 
Besides, we noticed a period of time, Time_slot_2 (starting on 
Jun. 05 at 23:23:48 with a duration 3 hours and 8 minutes), during 
which an average response time increased significantly for both 
the Fasta and Blast WSs (see Figures 3 and 4).  
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Figure 6. Blast probability distribution series of RT. 
Table 1 presents results of statistical data analysis of the response 
times for the Fasta and Blast Web Services during the period of 
stable network route, Time_slot_1, and for the changed network 
route Time_slot_2 (see Fig. 7).  
Standard deviation of response time for the Fasta WS takes about 
16% of one’s average value, whereas for the Blast WS it takes 
27% and 45% for Time_slot_1 and Time_slot_2 respectively. We 
believe this shows a significant time uncertainty existed in 
Service Oriented Systems. 
Table 1. Invoking Summary 
 Invocation response time (RT), ms 
Time slot min. max. av. std. dev. 
Fasta WS 
Time slot 1 937 1953 996.91 163.28 
Time slot 2 937 4703 1087.28 171.12 
Blast WS 
Time slot 1 1000 1750 1071.17 291.57 
Time slot 2 1015 3453 1265.72 572.70 
Further investigation of the ping delays confirmed that this was a 
period during which a network route between the client computer 
placed at Newcastle University (UK) and the DDBJ server in 
Japan was changed.  
3.3 PINGing Delay Analysis 
To discover the main cause of time instability of Web Services we 
performed a long-term network monitoring by pinging the DDBJ 
server every 2 second simultaneously with invoking the Fasta and 
Blast WSs hosted by this server. We discovered that the pinging 
interval can be split into three time slots with their own particular 
characteristics as shown at the Figure 7 and Table 2.  
Time_slot_1 is a long period of time characterized by high-stable 
network condition (see Fig. 8) with average Round Trip Time 
(RTT) equal to 309,21 ms. This was observed nearly during the 
whole testing period.  
A network route contained 17 intermediate hosts (routers) 
between Newcastle University Campus LAN and the DDBJ 
server (http://xml.nig.ac.jp, IP address is 133.39.105.31) 
according to the TTL parameter returned in ICMP Echo reply 
from DDBJ server.  
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Figure 7. PINGing time slots. 
 
Table 2. PINGing Summary 
 Ping’s round trip time (RTT), ms 
Time slot min. max. av. std. dev. 
PINGing from Newcastle University’s LAN (UK) 
Time slot 1 309 422 309.21 1.40 
Time slot 2 332 699 332.72 3.48 
Time slot 3 309 735 312.94 12.73 
PINGing from KhAI University’s LAN (Kharkiv, Ukraine) 
- 341 994 396.27 62.14 
 
Time_slot_2 began on Jun. 05 at 23:23:48 and finished on Jun. 06 
at 02:31:30. This was a sufficiently stable period with average 
Round Trip Time (RTT) equal to 332,72 ms (see Fig. 9). This is 
explained by the fact that during this time slot a network route 
was changed. An amount of intermediate hosts (routers) changed 
from 17 to 20. It also affected on average response time of the 
Fasta and Blast WSs as it was mentioned in Section 3.2. 
Time_slot_3 is a short term period (duration is about 20 minutes) 
characterized by a high instability (high value of standard 
deviation as compared to time slots 1 and 2) of RTT (see Fig. 10 
and Table 2 for more details). However it was too short to analyze 
its impact on the Fasta and Blast WSs response times. 
Packet losses occurred during all time slots one time every two 
hours on average (total amount of losses was 44; 8 of them were 
double losses). Sometimes, RTT increases significantly during 
short period of time. These facts are evidence of transient network 
congestions occurred periodically during all testing time. 
However during the third time slot we observed 6 packets lost 
during 20 minutes. Along with high deviation of RTT it indicates 
about persistent network congestion happened. 
At the same time we were surprised by high stability of network 
connection during long time. We expected greater instability of 
round trip time because of using the Internet as a medium and 
long distance between the client and Web Services.  
To understand this situation the DDBJ server was pinged from 
KhAI University LAN (Kharkiv, Ukraine) during two additional 
days. As a result we observed significant instability of RTT (see 
Figure 11). The standard deviation of RTT takes about 16% of 
one’s average value. Besides, packet losses occur, on average, 
after every 100 ICMP Echo requests.  
We used the tracert command to discover the reason for such 
instability and found that the route from Ukraine to Japan 
includes 26 intermediate hosts and goes through the UK (host’s 
name is ae-2.ebr2.London1.Level3.net, IP address is 
“4.69.132.133”) but the main instability takes place at the side of 
local Internet Service Provider (ISP).  
The RTT standard deviation for the first five intermediate hosts 
(all located in Ukraine) was extremely high (about 100% of one's 
average value).  
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Figure 8. Ping’s probability distribution series of RTT 
(Time_slot_1). 
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Figure 9. Ping’s probability distribution series of RTT 
(Time_slot_2). 
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Figure 10. Ping’s probability distribution series of RTT 
(Time_slot_3). 
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Figure 11. Ping’s probability distribution series of RTT  
(pinging from KhAI University LAN). 
As a consequence, the standard deviation of response time for the 
requests sent to the Fasta and Blast WSs from KhAI University 
LAN has dramatically increased as compared to the ones sent 
from Newcastle University. This was a result of superposition of 
high network instability and observed performance uncertainty 
inherent to the Fasta and, especially, Blast WSs. 
4. WEB SERVICE PERFORMANCE 
ASSESSMENT 
Performance is one of dependability attributes that have to be 
taken into account during system development. Low or unstable 
performance could cause timing errors [1].  
Assessment of the real performance of Web Services is 
complicated due to using the Internet as a communication 
medium. Response time, which can be measured by client, among 
proper request processing time of includes also network 
transmission delay that can have significant value. To take it out 
of context in [12] we discussed a simple technique of using ping 
simultaneously with a WS invocation to assess network Round 
Trip Time.  
In our particular example RPT can be assessed in accordance with 
(2) taking into account the fact that SOAP reply from the Fasta 
and Blast WSs occupy two Ethernet frames. Thus, a full form of 
(1) for the Ethernet network can be rewritten as: 
 RPT ≈ RT – (TRUNCATE(SOAP_SIZE / 1460)+1)*RTT. (2) 
where RPT – Web Service’s request processing time; RT – 
response time for the request, measured at the client side; 
SOAP_SIZE – size of SOAP response received by client; 1460 – 
maximum allowed size of Ethernet payload minus IP and TCP 
headers; RTT– network round trip time, measured at the client 
side by using ping. 
To examine our assumption we used equation (1) and data from 
Tables 1 and 2 to assess minimal and average values of RPT for 
the Blast Web Service for which the response time was more 
stable.  
We were lucky that during our experimentation we found and 
dealt with two time slots (Time_slot_1 and Time_slot_2) having 
different average values of RTT because of the different network 
routes to the Web Service. The results obtained are summarized 
on the Table 3. 
Table 3. Request processing time of Blast Web Service 
Blast RPT, ms  min. average 
Time_Slot_1 319 378.73 
Time_Slot_2 336 405.72 
Divergence 5.06% 6.65% 
 
The divergence between results obtained for different time slots is 
quite acceptable and can be explained by existing instability of 
RTT and, especially, RT values.  
As a whole, the technique proposed is lightweight. It gives rather 
optimistic estimation of request processing time and can be used 
to assess Web Services performance with acceptable accuracy.  
5. SUMMARY 
The purpose of this work was to examine instability inherent  
to Service-Oriented Systems by benchmarking two bioinformatics 
Web Services at DDBJ and measure their performance and 
network delays. 
Network instability significantly depends on the quality of service 
of a local Internet Service Provider. Besides, occasional transient 
and long-term Internet congestions, packet losses and network 
route changes that are difficult-to-predict also affect on stability 
of operation of Service-Oriented Systems.  
It is noteworthy that even in spite of sufficiently stable network 
delay during Time_slot_1 and Time_slot_2 a response time of the 
Fasta and, especially, Blast WSs has significant instability that 
can be explained only by internal reasons.  
We have observed that 6.3% (Blast) and 4% (Fasta) of the 
requests had the response time 1.5 times greater than the average 
one. These cases would potentially cause timing errors if the Blast 
and Fasta WSs operate as a part of globally distributed Service-
Oriented System. 
To summarise, we believe that the uncertainty existing in Service-
Oriented Systems should be treated as a threat to dependability 
[1] (similar and in addition to the common faults, errors and 
failures). The novel concepts of Service-Oriented Systems and 
their application in new domains will clearly require continued 
attention to the SOA-specific uncertainty issues. For the open 
intra-organisational SOA systems using the Internet this 
uncertainty is unavoidable and the systems should be able to 
provide the trustworthy service in spite of it. This, in turn, will 
require developing new resilience engineering techniques and 
resilience-explicit mechanisms dealing with this threat. The future 
solutions will need to deal with a number of issues such as 
uncertainty of fault assumptions, uncertainty of redundant 
resource behaviour, uncertainty of error detection, etc. The 
traditional adaptive solutions based on the control feedback will 
not be directly applicable in the current form as they are intended 
for predictable behaviour.  
There are two main categories of Web Services deployed all over 
the Internet: (i) professional (commercial) and (ii) public 
(noncommercial) like those ones, which offer scientific services. 
The first category is more and more characterized by guarantees 
(both legal and technical ones), like SLAs or explicit quality-
aspect support for their composition, like the WSQL standard. But 
can professional services give guarantees when they work over 
the Internet where no end-to-end QoS mechanisms are still 
available?  
Good measurement of uncertainty is important (and our paper 
contributes to this topic) but this is only the beginning. One of the 
possible solutions for resisting the uncertainty is to use service 
and path redundancy and diversity inherent to SOA. In [15] we 
discuss several patterns for dependability-aware service 
composition allowing us to construct composite Service-Oriented 
Systems resilient to various failures type (signalled or 
unsignalled; content, timing or silent failures) using inherent 
redundancy and diversity of Web Service components existing in 
the SOA jointly with mediator approach [17]. 
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