Self-consistent, time-dependent supernova (SN) simulations in three spatial dimensions (3D) are conducted with the Aenus-Alcar code, comparing, for the first time, calculations with fully multidimensional (FMD) neutrino transport and the ray-by-ray-plus (RbR+) approximation, both based on a two-moment solver with algebraic M1 closure. We find good agreement between 3D results with FMD and RbR+ transport for both tested grid resolutions in the cases of a 20 M progenitor, which does not explode with the employed simplified set of neutrino opacities, and of an exploding 9 M model. This is in stark contrast to corresponding axisymmetric (2D) simulations, which confirm previous claims that the RbR+ approximation can foster explosions in 2D in particular in models with powerful axial sloshing of the stalled shock due to the standing accretion shock instability (SASI). However, while local and instantaneous variations of neutrino fluxes and heating rates can still be considerably higher with RbR+ transport in 3D, the time-averaged quantities are very similar to FMD results because of the absence of a fixed, artificial symmetry axis that channels the flow. Therefore, except for stochastic fluctuations, the neutrino signals and the post-bounce evolution of 3D simulations with FMD and RbR+ transport are also very similar, in particular for our calculations with the better grid resolution. Higher spatial resolution has clearly a more important impact than the differences by the two transport treatments. Our results back up the use of the RbR+ approximation for neutrino transport in 3D SN modeling.
INTRODUCTION
Stars with masses larger than ∼ 8 M collapse at the end of their lives, leaving behind either a neutron star or a black hole. The death of these stars is often accompanied by a core-collapse supernova (CCSN) that is capable of outshining an entire galaxy in visible light. However, the mechanism driving these explosions is still a matter of active debate. The initially launched shock wave has been shown to quickly lose energy and to stall inside the iron core of the progenitor star. According to the delayed neutrino-driven mechanism, neutrinos streaming out of the cooling proto-neutron star help to revive the shock by depositing energy and triggering hydrodynamical instabilities in the layer behind the shock wave (for extensive reviews, see Mezzacappa 2005; Kotake et al. 2012; Janka 2012; Foglizzo et al. 2015; Janka et al. 2016; Müller 2016) .
Detailed studies of the CCSN mechanism rely on firstprinciple simulations of the post-bounce phase that self-consistently describe the evolution of the stellar fluid together with the transport of neutrinos, including selfgravity and a microphysical equation of state (see, e.g. Janka et al. 2016; Müller 2016) . Simulations in spherical symmetry (one-dimensional, 1D) failed to explain corecollapse supernovae for most cases (e.g. Thompson et al. 2003) , but the neutrino-heating mechanism has been shown to work in many axisymmetric (two-dimensional, 2D) and a growing suite of three-dimensional (3D) simulations Takiwaki et al. 2012 Takiwaki et al. , 2014 Lentz et al. 2015; Müller 2015; Janka et al. 2016; Bruenn et al. 2016; Roberts et al. 2016; Summa et al. 2016; Ott et al. 2018 ). However, explosions in 2D are artificially influenced by the imposed symmetry axis, and 3D simulations do not yet show robust explosions (e.g. Hanke et al. 2013; Melson et al. 2015a; Müller et al. 2017; Summa et al. 2018; O'Connor & Couch 2018b) , except with significantly simplified neutrino-transport physics (e.g. Ott et al. 2018) or with artificially imposed progenitor perturbations .
One important aspect of CCSN modeling is the transport of neutrinos, which is governed by the sevendimensional (3 spatial and 3 momentum dimensions plus time) Boltzmann transport equation describing the time evolution of the single-particle distribution function in the six-dimensional phase space. Solving it in its full complexity, for example by the discrete-ordinate (S n ) method (Sumiyoshi & Yamada 2012) , is currently computationally only feasible for selected temporal snapshots (Sumiyoshi et al. 2015) , or for time-dependent axisymmetric hydrodynamic simulations with low resolution in momentum space (Nagakura et al. 2018) . Alternatively, a Monte Carlo solver (Sedonu) has been applied for comparison with the S n solutions on a 2D stationary background (Richers et al. 2017) .
For this reason, a variety of approximations have been introduced to reduce the complexity of the full Boltzmann equation. The isotropic diffusion-source approximation is based on the decomposition of the neutrino distribution function into a trapped particle and a streaming particle component, which are separately evolved (Liebendörfer et al. 2009; Pan et al. 2016) . Other schemes evolve the angular moments (i.e., integrals) of the specific intensity of neutrinos, instead of the particle phase-space distribution function itself. In flux-limited diffusion schemes, for example, the neutrino energy density (corresponding to the zeroth angular moment) is evolved, and the neutrino flux density (first moment) is obtained from the gradient of the energy density (Bruenn 1985; Bruenn et al. 2013; Zhang et al. 2013) . Two-moment transport schemes, which also evolve the neutrino flux density, need to close the system of moment equations by relating the Eddington tensor (second moment) to the low-order moments (often called "M1" methods and used in many published codes; Foucart et al. 2015; Just et al. 2015; O'Connor & Couch 2018a; Skinner et al. 2016; Roberts et al. 2016; Kuroda et al. 2016) . Another widely-used approximation is ray-byray-plus (RbR+) transport, which assumes the specific intensity to be symmetric around the radial direction of the spherical polar coordinate grid (Rampp & Janka 2002; Buras et al. 2006a; Bruenn et al. 2013) . A direct consequence of RbR+ are vanishing lateral and azimuthal (i.e., non-radial) flux components. All of these approximations require tests of their viability by mutual comparison and, ultimately, comparison with full Boltzmann solutions.
There have been speculations about the influence of RbR+ on the neutrino-heating mechanism in 2D, mostly based on studies that neglect time-dependent effects, leaving the temporal evolution unclear. Dolence et al. (2015) analyzed neutrino fluxes based on a temporal snapshot of a two-dimensional CCSN simulation. They found larger angular variations of the radiation fluxes for RbR+ compared to their multi-group, flux-limited diffusion scheme in 2D, and they speculated that RbR+ might exaggerate angular variations because of an unphysically high correlation between matter and the neutrino field. Another study by Sumiyoshi et al. (2015) investigated neutrino-heating rates in the gain layer (i.e. where neutrino-matter interactions result in net heating), based on temporal snapshots of 3D CCSN simulations. When comparing results from solving the Boltzmann equation directly to results with the RbR+ approximation, they found differences in the local heating rates of 20%. However, the rates integrated spatially over the gain layer differed by only 2% (a similar conclusion was reached by Buras et al. 2006a) . A timedependent investigation was carried out by Skinner et al. (2016) , who performed self-consistent, two-dimensional CCSN simulations of the post-bounce phase of various progenitor models. They hypothesize that there may be an unphysically strong feedback between the axial sloshing of the standing accretion shock instability (SASI, Blondin et al. 2003 ) and the neutrino field, leading to explosions in axisymmetric simulations with RbR+ more readily, compared to applications employing a multigroup, fully multi-dimensional two-moment transport solver. In addition, Just et al. (2018) found the RbR+ approximation to be conducive to explosions in timedependent 2D CCSN simulations in particular for models that exhibit violent activity of SASI, when compared to a fully multi-dimensional two-moment transport scheme. The 2D behavior, however, turned out to be highly stochastic and very sensitive to minor variations of the applied input physics, for which reason the 2D results were hard to interpret in a clear way.
So far, time-dependent studies have investigated the influence of RbR+ only in 2D simulations, in which hydrodynamical instabilities are constrained by the imposed symmetry axis. Furthermore, 3D simulations allow for different modes of instabilities (e.g. the spiral mode of the SASI, Blondin & Shaw 2007) , and they show a different transport of turbulent energy compared to the 2D case Couch 2013; Couch & Ott 2015) .
For these reasons, it is indispensable to asses the influence of the neutrino-transport treatment on the heating mechanism also in time-dependent 3D simulations. We fulfill this need by comparing self-consistent, timedependent CCSN simulations in three dimensions with a fully multi-dimensional (FMD) neutrino-transport scheme and with the RbR+ approximation.
This paper is structured as follows: We describe the numerical method and the setup of our simulations in Section 2, followed by a short summary of twodimensional simulations in Section 3. In Section 4 we present our main findings for 3D simulations with FMD and RbR+ neutrino transport in comparison. We conclude in Section 5.
SIMULATION SETUP
All CCSN simulations presented in this paper were conducted with the radiation-hydrodynamics code Aenus-Alcar (Obergaulinger 2008; Just et al. 2015 Just et al. , 2018 . It solves the hydrodynamics equations (i.e., Equations (1a-d) in Just et al. 2018 ) which describe the conservation of mass, momentum, total (internal plus kinetic) energy, and electron fraction of the stellar fluid. The hydrodynamics solver is based on a Godunov-type, directionally unsplit finite-volume scheme in spherical polar coordinates (with radius r, polar angle θ, and azimuth angle φ) and employs high-order reconstruction methods with an approximate Riemann solver to obtain cell-interface fluxes. The time integration is realized by an explicit, second-order Runge-Kutta scheme with a time step that is constrained by the CourantFriedrichs-Lewy condition (CFL, Courant et al. 1928) . The hydrodynamics equations are closed by the microphysical equation of state (SFHo) from Steiner et al. (2013) , which we extended to a minimum temperature of 10 −3 MeV to describe low-temperature regions that we encounter in a low-mass progenitor model. The code accounts for the gravitational self-interaction of the fluid by solving Poisson's equation (including general relativistic corrections, see Marek et al. 2006 , case A) in spherical symmetry.
The hydrodynamics module is coupled to an energydependent radiation-transport solver for neutrinos, which is based on an FMD two-moment scheme that evolves the zeroth and first angular moments of the Boltzmann transport equation to solve for the energy density E ν and energy-flux density F i ν (with i ∈ {r, θ, φ}) of neutrinos ν (i.e., Equations (3a-b) in Just et al. 2018) . Both E ν and F i ν are measured in the co-moving frame of the stellar fluid. We evolve three neutrino species (electron neutrinos ν e , anti-electron neutrinosν e , and a third species ν x that represents all four heavy-lepton neutrinos) and for the neutrino energy ε we employ 15 bins that are logarithmically spaced in the interval 0 ≤ ε ≤ 400 MeV. The evolved equations are closed by computing the higher moments (e.g. the radiation pressure tensor) via an algebraic relation that depends on the zeroth and first moments. We include all velocity-dependent terms (e.g. the Doppler shift terms), which appear in the co-moving frame representation of the moment equations, to an accuracy of order v/c. In analogy to the hydrodynamics module, we use a Godunov-type, finite-volume scheme to solve the system of hyperbolic moment equations. The neutrinomatter interactions are implemented via source terms, which couple the neutrino moment equations to the hydrodynamics equations (i.e., Equations (2a-c) in Just et al. 2018) . In particular, contributions of neutrino interactions enter the equations for energy (Q E ), momentum (Q M ), and electron fraction (Q N ) of the stellar matter. The integration of the moment equations is performed explicitly in time (with the same time stepping as for the hydrodynamics equations) for most terms except for some interaction rates, whose source terms are treated implicitly in time (for detailed explanations, see appendix A of Just et al. 2018 ).
Alcar's set of neutrino-matter interactions contains absorption and emission of neutrinos by nucleons (neutrons and protons) for electron-type neutrinos (ν e and ν e ), and isoenergetic scattering on nucleons for all neutrino species (Bruenn 1985; Mezzacappa & Bruenn 1993b ). All interaction cross sections with nucleons include weak-magnetism and nucleon-recoil corrections (Horowitz 2002) . We further take into account absorption and emission of ν e by nuclei (Bruenn 1985; Mezzacappa & Bruenn 1993b) , and coherent scattering on nuclei with ion-screening corrections due to medium correlations for all three species (Bruenn & Mezzacappa 1997; Horowitz 1997) . We also include inelastic scattering of neutrinos off electrons and positrons (Yueh & Buchler 1977; Bruenn 1985; Cernohorsky 1994 ) and follow a sug-gestion by O'Connor (2015) in damping the scattering source terms at densities larger than 5 × 10 12 g cm −3
when the scattering rates become to high to be followed properly with an explicit time-stepping scheme. The rates for nucleon-nucleon bremsstrahlung (Hannestad & Raffelt 1998 ) and neutrino-antineutrino pair-production by e + e − annihilation (Bruenn 1985; Pons et al. 1998 ) are implemented for ν x with a simplified description, in which these interactions are treated similarly to absorption and emission terms (for details see O'Connor 2015) .
To perform comparisons between the FMD neutrinotransport scheme and the RbR+ approximation, we set the non-radial neutrino-flux components (F θ ν and F φ ν ) to zero for simulations that employ the RbR+ approximation, retaining only the evolution of the radial flux component (F r ν ). In all of our simulations, we use the advanced ray-by-ray-plus version (Buras et al. 2006a) , which includes both the non-radial velocity-dependent terms in the neutrino moment equations and, at densities above 10 12 g cm −3 , the non-radial neutrino-pressure contributions in the hydrodynamics equations.
To asses the influence of numerical grid resolution, we vary the number of grid cells (N r , N θ , and N φ , respectively). A summary of our 2D and 3D simulations can be found in Table 1 . In general, we differentiate between "low" and "high" resolutions. For 2D simulations our naming convention is based on the number of lateral zones (i.e., "40" for low resolution, and "80" for high resolution), whereas for 3D simulations we simply abbreviate low ("L") and high ("H") resolutions. In both 2D and 3D simulations, the radial grid ranges from 0 to 10 9 cm and contains N r ∈ {320, 640} zones. The cell sizes in radial direction increase logarithmically, starting with 10 4 cm in the center of the star. In radial direction, we use a reflecting inner boundary (at r = 0) for all evolved quantities, and at the outer boundary (at r = 10 9 cm) we use an inflow condition for hydrodynamic quantities with time-independent values for density, infall velocity, and total energy (all obtained from the progenitor model) and prescribe a free outflow condition for the neutrinos.
In 3D simulations, the polar grid is composed of two large zones at each pole (θ = 0 and θ = 180
• , respectively) and N θ − 4 zones around the equatorial plane with equal sizes. For low-resolution grids with N θ = 40 zones (high with N θ = 80) the first cell measures 12
• (10 • ) and the second cell 6
• (4 • ), leading to a cell size of 4
• (2 • ) for the remaining equally sized zones to cover the entire 180
• range. Using this particular arrangement with coarser angular resolution at the poles, we are able to sustain a computationally affordable time step by a We distinguish between "polar" (coarser resolution at the poles), "equatorial" (coarser resolution at the equator), and "uniform" (uniform resolution) angular grid structures.
avoiding exceedingly small cell sizes in azimuthal direction, which are proportional to sin θ, and which dictate the time step in our 3D simulations according to the CFL criterion. In azimuthal direction (relevant only in 3D), the grid cells have constant size over the whole 360
• domain, leading to a cell size of 4.5
• (2.25
• ) for N φ = 80 (N φ = 160) zones. We use a reflecting boundary in lateral direction (at angles θ = 0
• and θ = 180 • ) for 2D and 3D simulations, and periodic boundary conditions in azimuthal direction (at the interface where φ = 0
• or, equivalently, φ = 360
• ) for 3D simulations. In our 2D simulations, we assess the influence of the polar grid by varying the number and arrangement of angular grid cells. First, we performed 2D simulations on a polar grid with N θ = 80 uniformly distributed cells (labeled 'uni/80', see Table 1 ), leading to a polar grid resolution of 2.25
• . Second, we tested the polar grid structure that we apply in the 3D simulations (with coarser angular resolution at the poles to alleviate time step constraints) also in 2D simulations (labeled 'pol/40' for N θ = 40, and 'pol/80' for N θ = 80 zones, respectively). Third, to further assess the influence of partially coarsened angular resolution, we conducted one 2D simulation on a polar grid with coarse resolution at the equator (labeled 'equ/80' with N θ = 80 zones). Specifically, the 'equ/80' grid consists of two 10
• -zones symmetrically arranged around the equator (θ = 90
• ), surrounded by two 4
• -zones and 76 remaining zones with 2
• to cover the entire 180
• range. In both 2D and 3D simulations, further constraints on the time step arise near the center of the spherical coordinate system, where cell sizes in lateral and azimuthal directions are smallest because of their dependence on the radial coordinate. We alleviate these constraints by evolving the innermost 10 6 cm in spherical symmetry and, thus, neglecting angular variations in the (spherically symmetric) innermost region of the proto-neutron star. This is an acceptable approach as long as the central core of r < 10 6 cm remains convectively stable, which is practically fulfilled until about 100 ms after bounce but can become marginally valid afterwards. While the violation of this condition has some influence on the evolution of proto-neutron star convection, the consequences are irrelevant for the results discussed in the present paper.
Because there is no growth of hydrodynamic instabilities during core collapse until bounce, we simulate the collapse of the iron core in 1D and start our 2D and 3D simulations from the 1D data at 15 ms after core bounce. The 1D simulations are performed on the same radial grid (with N r = 640) that we use in 2D and 3D simulations. To trigger hydrodynamic instabilities in the post-bounce phase, we initialize the multi-dimensional simulations with random seed perturbations in the density with an amplitude of 0.1%.
We conducted CCSN simulations for two different non-rotating, solar-metallicity progenitor models (see Figure 1 for the radial profiles of density, electron fraction, radial velocity, and temperature at the onset of collapse). The first model, a 20 M star from Woosley & Heger (2007, labeled s20 in the following), has already been extensively studied in literature. In 2D, both successful (Bruenn et al. 2016; Summa et al. 2016 ) and failed explosions (Skinner et al. 2016; ) have been reported. Other groups have found successful and failed explosions in dependence on the simulation setup (e.g., the employed set of neutrinointeraction rates) when performing 2D (see, e.g., Bollig et al. 2017; Kotake et al. 2018; O'Connor & Couch 2018a; Just et al. 2018 ) and 3D (Melson et al. 2015a) simulations of the s20 progenitor model. Thus, the s20 progenitor model seems to reside at the threshold between successful and failed explosions.
In order to additionally compare the explosion dynamics of 2D and 3D simulations, we chose the second progenitor model such that we expect robust successful explosions. The 9 M progenitor model from Woosley & Heger (2015, labeled s9 .0 in the following) has been shown to rather readily explode in 2D simulations by Radice et al. (2017) ; Just et al. (2018) . As most models at the low-mass end of iron-core progenitors, the s9.0 star exhibits a very steep density gradient at the edge of the degenerate core (see the radial density profile in Figure 1 ). As a consequence of the steep density gradient, the mass accretion rate drops rapidly during the first few 100 ms after core bounce, leading to favorable conditions for shock runaway. This can be seen from Figure 2 , which shows the mass accretion rate, evaluated at a radius of r = 400 km, for the 1D simulations of the s9.0 and s20 progenitor models. Here, the mass accretion rate at any radius r is defined by the surface integral,Ṁ
with baryonic mass density ρ and radial velocity component v r .
TWO-DIMENSIONAL SIMULATIONS
In this section we summarize the results of our 2D simulations for the s20 and s9.0 progenitor models. We will make use of these results in Section 4, where we will compare 2D and 3D simulations. Since this paper mainly focuses on 3D results, we refer the reader to Just et al. (2018) , who performed a detailed comparison of 2D CCSN simulations using the Alcar code and varying the physics inputs in a large set of models.
Here, we present only a small sample of 2D simulations with either FMD neutrino transport or the RbR+ approximation. To assess the influence of grid resolution, we varied the number of radial and angular grid zones (the labels of our simulations contain the number of angular grid zones, see Section 2 and Table 1 ). For the s20 progenitor model, we also varied the type of the polar grid. Besides uniform angular cell spacing (labeled 'uni'), coarser resolution at the poles (labeled 'pol' and Mass accretion rates as functions of the time after bounce for 1D simulations of the progenitor models s20 (blue line) and s9.0 (green line). The mass accretion ratesṀ (see Equation (1)) are evaluated at a radius of r = 400 km. Note thatṀ shows excellent agreement between 1D, 2D, and 3D simulations (until the time of shock revival in the case of successful explosions).
copying the lateral grid structure applied to 3D simulations to alleviate time step constraints) was tested.
Moreover, we performed one simulation on a polar grid with coarser resolution at the equator (labeled 'equ'). Except for using different neutrino-transport methods and the aforementioned grid parameters, all physical and numerical inputs are identical in our simulations.
We present an overview of all 2D simulations for the s20 progenitor model in Figure 3 . The top panel shows the temporal evolution of the angle-averaged shock radii R s , which indicate successful shock revival for two of the RbR+ simulations between 400 ms and 500 ms after core bounce. In these simulations, shock revival occurs shortly after the Si/Si-O interface falls through the shock, leading to a significant drop in the mass accretion rate at ∼ 200 ms (compare Figure 2) . As the central panel of Figure 3 shows, successful shock revival is accompanied by a drop in the neutrino luminosities, which is a direct consequence of the reduced mass accretion onto the neutron star. We define the luminosity L ν for any neutrino species ν at a radius r in the co-moving frame of the stellar fluid by
In contrast, non-exploding models exhibit almost constant neutrino luminosities after 200 ms post bounce (p.b.) because of continuing mass accretion. From the evolution of the shock radii we also conclude that none of the 2D simulations with FMD neutrino transport results in an explosion until at least 700 ms after bounce. As already argued by Dolence et al. (2015) and Skinner et al. (2016) , this discrepancy between 2D simula- Figure 3 . Comparison of 2D simulations of the s20 progenitor model. We show, as functions of the time after bounce, the angle-averaged shock radii Rs, gain radii Rg, and neutron-star radii Rns (all in the top panel; see labels), the neutrino luminosities Lν (central panel) for νe, νe, and νx (see labels), and the ratios of advection to heating timescales τ adv /τ heat (bottom panel). The neutrino luminosities are evaluated at a radius of r = 400 km in the co-moving frame of the stellar fluid. The simulations differ in the neutrino-transport scheme (line style), and in the grid type and resolution (line color), see legend and Table 1 for an overview. Note that the neutrino luminosities and the ratios of advection to heating timescales were smoothed by running averages of 5 ms, and that some lines were shifted vertically to facilitate readability of the plot. These lines are marked with labels indicating the number by which they are shifted in units of the ordinate.
tions with RbR+ and FMD neutrino transport may be explained by a stronger feedback between the neutrino field and the axial sloshing of the SASI in the case of the RbR+ approximation. For this reason, we analyzed the time-dependent neutrino-heating rates at the poles, and we found deviations from the angle-averaged values to be significantly larger in RbR+ simulations. We will come back to a discussion of this behavior in our comparison between differences of 2D and 3D heating rates (see Section 4.1). This analysis confirms that in 2D simulations with strong SASI sloshing along the axis, the RbR+ approximation can amplify local variations at the poles and, therefore, may lead to conditions that are more beneficial for shock revival than corresponding results with an FMD neutrino-transport scheme. In addition to discrepancies between 2D simulations with RbR+ and FMD neutrino transport, we find further differences in dependence on the polar grid. As the top panel of Figure 3 shows, we find successful shock revival only for RbR+ simulations with high angular grid resolution at the poles (labels 'uni/80' and 'equ/80'). In contrast, simulations that were performed on a grid with coarse polar resolution (labels 'pol/40' and 'pol/80') do not exhibit shock revival.
These discrepancies do not seem to be caused by differences in the time-dependent evolution of the angleintegrated neutrino quantities. Until the time when exploding models experience shock runaway, we find the neutrino luminosities, mean energies, and root mean square energies for all neutrino species to be in good agreement between all 2D simulations. The central panel of Figure 3 shows only, for an example, the temporal evolution of the neutrino luminosities for all neutrino species.
To assess the influence of the angular grid resolution, we analyze the conditions for shock revival in our 2D simulations. Favorable conditions for an explosion arise when matter remains in the gain layer for a time that is long enough for neutrinos to deposit sufficient energy to cause shock expansion. The total binding energy of matter in the gain layer, E g tot , is calculated from the specific internal energy e int , specific kinetic energy v 2 /2, and gravitational potential φ grav as
with velocity magnitude v. The volume of the gain layer, V gain , encompasses the region from the average gain radius R g , at which the angle-averaged net neutrino energy transfer turns from cooling into heating, to the angle-dependent shock radius R s (θ, φ). The characteristic timescale for neutrino heating is then given by (Buras et al. 2006b; Müller et al. 2012b; Summa et al. 2018 )
with Q g ν being the total neutrino-heating rate in the gain layer,
Here, Q E is the energy source term (energy exchange rate per volume) which couples the hydrodynamics and neutrino-transport equations (compare Just et al. 2018 , their Equation (2c)). The typical timescale for matter residing in the gain layer is given by the advection timescale, which we approximate (assuming steady-state conditions, Marek & Janka 2009; Müller et al. 2012b ) by
with M g being the total mass in the gain layer,
andṀ being the mass accretion rate (see Equation (1)), evaluated at a radius of r = 400 km. In the case the ratio of advection to heating timescale, τ adv /τ heat , exceeds unity, neutrino heating leads to beneficial conditions for shock expansion and may ultimately power an explosion (Janka 2001; Thompson et al. 2005; Fernández 2012 ). We show the ratios τ adv /τ heat in the bottom panel of Figure 3 . At 400 ms p.b., approximately when shock expansion sets in, we find exploding models to reach and exceed ratios of unity. Non-exploding simulations with RbR+ ('pol/40' and 'pol/80') exhibit slightly larger timescale ratios than the exploding models in the phase between 200 ms and 300 ms p.b., reaching values close to unity in this phase without, however, leading to successful shock revival. This strongly suggests that the explosions are caused by pole effects in models with fine resolution at the poles. In contrast, the values for τ adv /τ heat stay well below unity in all (non-exploding) simulations with FMD neutrino transport. This confirms that RbR+ simulations exhibit more favorable conditions for successful shock revival than their FMD counterparts, but the differences between successful and unsuccessful RbR+ simulations (corresponding to high and low polar resolutions, respectively) are caused by pole effects.
In order to understand the subtle differences that determine the explosion behavior of some 2D RbR+ models while other RbR+ models fail to explode, we consider the evolution of relevant quantities in the immediate vicinity of the poles. We do not find any discriminative differences until 350 ms p.b. in the polar neutrino luminosities and energies, nor in the polar neutrino heating and cooling rates. However, we find turbulent motions at the poles to be suppressed in models with coarse polar resolution. This can be seen in Figure 4 , where we plot the lateral kinetic energies near the poles for three different 2D high-resolution simulations with the RbR+ approximation. The lateral kinetic energy at a radius r is obtained by integrating over the radial shell volume
with v θ being the polar velocity component. We differentiate between total lateral kinetic energies (dashed lines), for which we integrate over the entire radial shell with polar angles θ ∈ [0 • , 180 • ], and lateral kinetic energies near the poles (solid lines), for which the volume V shell (r) includes only the regions of the radial shell in the vicinity of the poles for polar angles θ ∈ [0, 10
To facilitate comparison, we rescale the polar energies by the ratio of total shell volume to polar volume at each radius. Figure 4 shows the lateral kinetic energies averaged over the time interval t ∈ [300 ms, 350 ms], which corresponds to the phase of violent turbulent motions in the gain layer shortly before exploding models exhibit shock runaway. In the region behind the shock, i.e. between 120 km and 220 km, the polar kinetic energies are significantly suppressed in the simulation with coarser polar grid resolution ('pol/80', solid blue line), when compared to the other two simulations (solid orange and green lines), but also when compared to the total kinetic energy (dashed blue line). For simulations with high polar resolution ('equ/80' and 'uni/80'), the polar energies exceed the total energies (dashed orange and green lines) for radii between 170 km and 220 km.
Since all of our successful explosions of the s20 progenitor model in 2D are driven by strong SASI sloshing motions in polar directions, we suspect that in simulations with coarser angular resolution at the poles the suppression of turbulent motions leads to conditions that are less favorable for a successful explosion because of weaker turbulent effects (see, e.g., Murphy et al. 2013; Müller & Janka 2015; Radice et al. 2016; Mabanta & Murphy 2018) in particular around the grid axis. For 2D simulations of the s20 model, this suffices to turn a successful explosion into a failed one.
In order to compare simulations with the RbR+ approximation and FMD neutrino transport in the case of successful CCSN explosions, we chose the low-mass ironcore progenitor star s9.0 for our second set of 2D and 3D simulations (compare Radice et al. 2017 and Just et al. 2018 , who found explosions for the s9.0 model in 2D simulations with FMD neutrino transport). For the 2D simulations of the s9.0 model, we restricted ourselves to the polar grids that we use in our 3D simulations ('pol/40' and 'pol/80') .
In Figure 5 we present an overview of all 2D simulations of the s9.0 progenitor model. As the temporal evolution of the angle-averaged shock radii (top panel) shows, all simulations exhibit shock revival within 300 ms to 400 ms after core bounce. Apart from stochastic fluctuations, we find only minor differences in the evolution of the shock radii and perfect agreement for gain radii and neutron-star radii. Simulations with low grid resolution and with the RbR+ approximation tend to exhibit slightly larger shock radii, when compared to simulations with high resolution and with FMD transport, respectively. The time-dependent evolution of the neutrino properties agrees very well between all 2D simulations. The bottom panel of Figure 5 displays, as an example, the neutrino luminosities (evaluated at a radius of r = 400 km in the co-moving frame), which steadily fall due to the decline of mass accretion onto the neutron star.
In summary, we find our 2D simulations for both progenitor models, s20 and s9.0, to be consistent with results by other groups. For a detailed assessment of 2D simulations of the s20 and s9.0 progenitor models with the Alcar code, including comparisons to results from other codes, we refer the reader to Just et al. (2018) . We will come back to our 2D simulations in some parts of the next section when comparing results between 2D and 3D simulations. Figure 3 , we show, as functions of the time after bounce, the angle-averaged shock radii Rs, gain radii Rg, and neutron-star radii Rns (all in the top panel; see labels), and the neutrino luminosities Lν (bottom panel) for νe,νe, and νx (see labels). The neutrino luminosities are evaluated at a radius of r = 400 km in the co-moving frame of the stellar fluid. We differentiate the 2D simulations of the s9.0 model by color (see legend). Note that the luminosities were smoothed by running averages of 5 ms, and some lines were shifted vertically to facilitate readability of the plot. These lines are marked with labels indicating the number by which they are shifted in units of the ordinate.
THREE-DIMENSIONAL SIMULATIONS
In this section we present the results of our selfconsistent, time-dependent CCSN simulations in three spatial dimensions. We conducted four simulations for each progenitor model (s20 and s9.0), and used either the RbR+ approximation or the FMD scheme for neutrino transport, respectively. To assess the influence of the grid resolution, we performed all simulations with low (labeled with suffix "L"; see Table 1 ) as well as with high (i.e., twice the number of grid zones in every spatial direction; labeled with suffix "H") resolution. Except for the neutrino-transport method (RbR+ or FMD) and the grid resolution, all of our simulations are based on the same physical and numerical inputs, including neutrino opacities, the equation of state, the treatment of gravity, and all other numerical details (see Section 2 for the simulation setup). For this reason, we can directly asses the influence of the neutrino-transport method on the delayed heating mechanism in 3D CCSN simulations. To facilitate the presentation of our results, we divide this section into two subsections, each dealing with one of the progenitor models.
Results for the s20 Progenitor Model
We carried out four 3D simulations of the s20 progenitor model and followed the post-bounce phase for at least 500 ms. For a general overview of our simulations, we present the temporal evolution of several diagnostic quantities in Figure 6 . The first panel shows the angleaveraged shock radii R s (solid lines), the average gain radii R g (dashed lines), and the neutron-star radii R ns (dotted lines), which are defined as the radii at which the angle-averaged density drops below 10 11 g cm −3 . Both neutron-star radii and gain radii show an essentially identical behavior in all four simulations (see legend in the last panel), indicating that the influence of the neutrino-transport method and the grid resolution on the neutron-star contraction are negligible.
The evolution of the shock radii reveals various features that are present in all four simulations: In the first 100 ms after bounce, the stalled shock (having experienced energy drain by nuclear photodisintegration and neutrino losses) expands to roughly 150 km, pushed outward by the accreted mass that assembles itself around the nascent neutron star. Subsequently, the shock begins to retreat as the neutron star contracts in response to neutrino losses. Shortly after 200 ms, the Si/Si-O interface falls through the shock, accompanied by a steep decrease in the mass accretion rate (compare Figure 2) , which causes an almost immediate increase of the shock radius. The subsequent evolution depends strongly on the influence of hydrodynamic instabilities, in particular SASI mass motions, which lead to alternating phases of shock expansion and shock retraction until the end of our simulations. For the low-resolution simulations we find slightly stronger oscillations and larger values of the shock radius in the case of the RbR+ approximation. For the high-resolution simulations, however, the differences in the evolution of the shock radii between RbR+ and FMD are only minor and, when disregarding fluctuations that arise due to the stochastic nature of hydrodynamic instabilities, the RbR+ and FMD simulations are in very good agreement with each other. Without any indications of shock runaway, the average shock radii decrease to 80 km or less at the end of all 3D simulations. In contrast to some of the 2D cases (compare Figure 3) , we do not find any successful explosion in 3D simulations of the s20 model.
As already discussed in Section 3, successful shock revival depends on the conditions in the gain layer. Favorable conditions for an explosion arise when the advection timescale τ adv exceeds the heating timescale τ heat , Figure 6 . Overview of all 3D simulations of the s20 progenitor model. Shown are, as functions of the time after bounce, the angle-averaged shock radii Rs (solid lines), average gain radii Rg (dashed lines), and neutron-star radii Rns (dotted lines; all in the first panel), the ratios of advection to heating timescales τ adv /τ heat (second panel), the non-radial kinetic energies in the gain layer E g kin,θ,φ (third panel), the χ parameters (fourth panel), and the dipole moments of the angle-dependent shock radii R resulting in a ratio τ adv /τ heat 1. The second panel of Figure 6 shows the ratio of advection to heating timescale for all 3D simulations of the s20 progenitor model. Corresponding to phases of shock expansion and shock retraction, all simulations exhibit phases with conditions that are more and less favorable for shock revival, i.e. where τ adv /τ heat is close to unity, or much smaller than unity, respectively. In low-resolution simulations, the RbR+ approximation leads to conditions that are more beneficial for shock revival than results with FMD transport at most times. This is consistent with the larger shock radii that we observe in the RbR+ simulation. In contrast, the high-resolution simulations exhibit quite similar conditions for shock revival throughout the whole simulated evolution with considerably smaller differences between RbR+ and FMD than in the low-resolution cases.
In addition to the aforementioned differences between simulations with RbR+ and FMD, we find the high-resolution simulations to exhibit larger shock radii (ca. 10 km difference) between 100 ms and 220 ms after bounce, when compared to the low-resolution cases. Consequently, the masses in the gain layer and, therefore, the advection timescales are larger in highresolution simulations, leading to higher timescale ratios in these cases. These differences between low-and high-resolution simulations are caused by hydrodynamic instabilities in the post-shock region, which are slightly stronger and, thus, push the shock further outward in the high-resolution simulations. This can be seen from the third panel of Figure 6 , which shows the non-radial kinetic energies in the gain layer, E g kin,θ,φ , as functions of the time after bounce. We calculate E g kin,θ,φ by the volume integral
with polar and azimuthal velocity components v θ and v φ , respectively. The high-resolution simulations exhibit a slightly earlier rise and larger values of the lateral kinetic energies until 200 ms p.b., after which they start oscillating in all simulations in a similar manner as the angle-averaged shock radii. A possible explanation for the different behavior between low-and high-resolution simulations in these first 200 ms is provided by Fernández & Thompson (2009) , who show that higher (radial) grid resolution is benefi-cial for the growth of SASI, and results from 3D CCSN simulations by Fernández (2015) reveal higher kinetic energies in the gain layer for simulations with higher angular resolution (see Figure 7d there). In order to assess the evolution of hydrodynamic instabilities in the post-shock layer in more detail and, in particular, to distinguish between SASI-dominated and convectiondominated phases in our simulations, we analyze two additional diagnostic quantities.
First, we consider the χ parameter (Foglizzo et al. 2006) , which provides information about the conditions for the growth of convection in the post-shock layer. Favorable conditions arise when buoyant mass motions can set in faster than seed perturbation get advected out of the gain layer, i.e., when the timescale for the growth of convective activity is short compared to the advection timescale. The χ parameter essentially measures the ratio of advection timescale to convective growth timescale in the gain layer,
with the Brunt-Väisälä frequency ω BV and the angleaveraged radial velocity v r . We apply quadratic averaging of ω 2 BV as described in Fernández et al. (2014) , and we only take into account regions that are locally unstable for convection, i.e. where ω 2 BV < 0. According to Foglizzo et al. (2006, assuming the linear regime for the growth of perturbations), a value of χ 3 is necessary for the development of convective activity in the gain layer.
Short advection timescales (corresponding to small values of χ < 3) disfavor the growth of convection in the post-shock layer, but they have been shown to amplify the linear growth rates of SASI (see, e.g., Foglizzo et al. 2006; Scheck et al. 2008; Müller et al. 2012a ). Thus, we can at least roughly discriminate between conditions that are beneficial for convective growth (χ 3), and conditions that favor the development of SASI activity (χ < 3)
2 . Second, we perform a multipole analysis and decompose the angle-dependent shock radii R s (θ, φ) into real spherical harmonics Y m l (θ, φ) of degree l and order m 2 Note that in addition to analyzing the χ parameter, we inspected the time-dependent evolution of the entropy distribution to discriminate between phases of convection and SASI. The sloshing and spiral modes of SASI can be identified by large-scale motions of the entropy-jump at the shock, whereas the appearance of low-and high-entropy plumes indicates convective overturn. We found that the χ parameter matches the phases of SASI growth (χ < 3) and of growth of convection (χ 3) quite well for all of our 3D simulations.
(see, e.g., Burrows et al. 2012; Ott et al. 2013 ). The multipole coefficients read (Hanke et al. 2013 )
With this normalization, the monopole moment (l = 0) is trivially given by the angle-averaged shock radius, R l=0 s = a 0 0 = R s , and the dipole moment (l = 1) is obtained by
For later reference, we identify the components of the dipole vector in Cartesian coordinates to coincide with a x = a . The large-scale motions of SASI sloshing and spiral modes are reflected in large amplitudes of dipolar or quadrupolar character, whereas convective overturn can both result in smallerscale deformation of the shock (i.e. excitation of higher l-modes, l > 2, of shock asymmetry) and in large-scale deformation when large high-entropy plumes ascend toward the shock surface. Figure 6 shows the temporal evolution of the χ parameters in panel four and the dipole moments of the shock deformation, normalized by the angle-averaged shock radii, in panel five. Starting at 100 ms after bounce, we find high-resolution simulations because of larger shock radii to exhibit favorable conditions for convective growth, i.e. χ 3, until 300 ms after bounce. The increasing dipole moments of the shock deformation reveal that convective overturn becomes more violent with time, with the dipole moments reaching up to 3% of the monopoles' amplitudes at ∼ 250 ms. In contrast, the low-resolution simulations stay SASI-dominated (χ 3) until at least 250 ms after bounce. They develop their first violent SASI activity with a combination of sloshing and spiral modes between 200 ms and 300 ms, which cause the angle-averaged shock radii to exhibit large oscillations and the dipole amplitudes of the shock deformation to reach up to 8% of the average shock radii. Due to the infall of the Si/Si-O interface shortly after 200 ms p.b., the shock rapidly expands in both low-and high-resolution simulations, leading to an increase of the mass in the gain layer and, consequently, of the advection timescale. As a result, all simulations experience a convection-dominated phase at around 300 ms after bounce.
The subsequent evolution after 300 ms p.b. is similar in all simulations with alternating phases of convection and SASI, which represent repetitions of the following cycle: During a shock-retraction phase, small shock radii and short advection timescales amplify the growth rates of SASI. Combinations of SASI sloshing and spiral modes evolve and expand the shock front, leading to larger advection timescales, which favor the growth of convective motions and damp the further growth of SASI. With the shock reaching a maximal radius, the cycle enters a convection-dominated phase, before the shock recedes again and SASI growth sets in once again. The evolution of hydrodynamic instabilities in the post-shock region with alternating phases of SASI and convection and shock expansion and contraction influences the mass accretion rate onto the neutron star. As a consequence, temporal fluctuations in the angleaveraged densities and temperatures occur at the surface of the neutron star. Since electron-type neutrinos (ν e andν e ) energetically decouple from the stellar matter in this region, their luminosities and energies reflect the time-dependent fluctuations of the thermodynamic conditions at the neutron-star surface. The top panel of Figure 7 shows corresponding fluctuations of the order of 10% to 20% in both the ν e andν e luminosities starting at ca. 400 ms after bounce. On a much smaller scale, these variations also exist in the mean energies of ν e and ν e (see bottom panel of Figure 7 ). The mean energies of the radial neutrino fluxes are defined for any species ν at a radius r by
The luminosities and mean energies of heavy-lepton neutrinos (ν x ) are hardly affected by fluctuations in the density and temperature at the neutron-star surface, because they are produced only much deeper inside the neutron star by thermal pair creation and bremsstrahlung processes, and scattering of ν x on electrons and nucleons does not suffice for ν x to stay in thermodynamic equilibrium with the stellar fluid in the accretion layer. Because the evolution of hydrodynamic instabilities is very similar in all simulations with only phase shifts in the cyclic shock expansion and contraction phases due to the stochastic nature of SASI and convection, there are also no significant differences between the neutrino luminosities and mean energies of all of our 3D simulations of the s20 progenitor. In particular, although the dynamical evolution exhibits some differences between low-resolution and high-resolution simulations in the first 300 ms after bounce, the neutrino properties still agree to an excellent degree. We conclude that surfaceintegrated luminosities and mean energies of neutrinos are very robust and do not sensitively depend on the neutrino-transport method or the numerical grid resolution.
In addition to the analysis of surface-integrated luminosities, we also consider the angular variations of the neutrino fluxes. Figure 8 shows the deviations of energy-integrated radial neutrino fluxesF −15 −12 −9 −6 −3 0 3 6 9 12 s20 3D 240 ms < t pb < 260 ms , respectively). The top panels show flux deviations for temporal snapshots of each simulation at a post-bounce time of t pb = 250 ms, whereas the bottom panels show time-averaged deviations in the time interval 240 ms < t pb < 260 ms. All fluxes are measured at a radius of r = 400 km in the co-moving frame of the stellar fluid. Note that the range of the ordinate changes from left to right panels. of 240 ms < t pb < 260 ms (see bottom panels). However, the amplitude of variations is significantly smaller in 3D simulations than in 2D models, e.g., it is less than 15% for RbR+ and 3% for FMD results for the temporal snapshot in 3D compared to up to 45% for RbR+ and 20% for FMD for the 2D case (notice that the range of the ordinate changes from left to right panels). The time-averaged deviations decrease to 5% or less in all 3D simulations, although in particular the low-resolution RbR+ simulation exhibits strong SASI sloshing and spiral motions during this phase. The time-averaged deviations reach up to 30% in 2D simulations with the RbR+ approximation, with the largest excursions for all neutrino species appearing at the poles (where θ ≈ 0
• and θ ≈ 180
• , respectively). This observation strengthens our argument from Section 3, where we suspected that in 2D simulations the RbR+ approximation together with axial sloshing motions of SASI can amplify local variations at the poles which are already visible in the simulations with FMD transport. In contrast, we do not find this behavior in 3D simulations with RbR+ where timeaveraged results of RbR+ and FMD models are much more similar (see bottom right panel of Figure 8 ). We further remark that we do not observe any significant dependence of angular variations of radial fluxes on the grid resolution, neither in 2D, nor in 3D simulations.
In simulations with the RbR+ approximation, the non-radial flux components F for ν e (left),ν e (center), and ν x (right) with color coding in a plane (y-z) that contains the polar axis of the spherical polar grid. The high-resolution RbR+ simulation (bottom panels) shows radial "streaks" for all neutrino species between the shock and the neutrino energy sphere, at which neutrinos decouple energetically from the stellar matter, i.e. where the energy-averaged effective optical depth fulfills τ (r) = 2/3. The optical depth is defined as
with κ eff = √ κ abs κ tot the effective opacity calculated from the absorption and total opacities, κ abs and κ tot , and energetically averaged as in Buras et al. (2006a) .
For ν e , e.g., the region between neutrino sphere (inner green, dashed circle) and maximum shock radius (outer green, dashed circle) approximately extends from 44 km to 129 km. In contrast, local variations in the radial neutrino fluxes are smoothed out by lateral flux com- , normalized by the angle-averaged fluxes, for the 3D high-resolution simulations of the s20 progenitor model. We show the results in a plane (y-z) that contains the polar axis of our spherical polar grid. Results with FMD neutrino-transport scheme (top panels) are compared to the RbR+ approximation (bottom panels) for νe (left panels),νe (central panels), and νx (left panels). All fluxes are measured in the co-moving frame of the stellar fluid. Similar to Figure 8 , we show flux variations for temporal snapshots at a post-bounce time of t pb = 250 ms. The inner (central, outer) green, dashed circles indicate the average neutrino spheres (average gain radii, maximum shock radii). Note that rings composed of dark red and dark blue parts just inside the maximum shock radii result from the discontinuous behavior of the co-moving radial fluxes at the angle-dependent shock radii. To facilitate comparisons, the color bar is limited to a range of [−40%, 40%] and values outside of this interval are indicated by black color.
ponents in the simulation with FMD neutrino-transport scheme (top panels), leading to a "patch-like" structure in the region between the neutrino sphere and the maximum shock radius (e.g., between 44 km and 135 km for ν e ). The FMD simulation exhibits a "streak-like" pattern, as it is seen in the RbR+ case, only outside this region, where non-radial neutrino flux components are approaching zero and, therefore, both neutrino-transport methods behave identically. Apart from these observations, we find maximal flux deviations for ν e andν e to be of the same order between RbR+ and FMD simulations, and for ν x to be even smaller for the RbR+ simulation when compared to the FMD case.
Previous findings from 2D simulations suggest that the RbR+ approximation can amplify local deviations in particular in combination with strong axial sloshing activity of the SASI (see, e.g., Skinner et al. 2016; Just et al. 2018) . For this reason, we further investigate fluctuations of radial fluxes in our 3D simulations in phases of violent SASI mass motions. Figure 10 again shows variations ofF r νe relative to the angular averages, but for low-(left panels) and high-resolution (central panels) simulations in phases of strong SASI-activity (the corresponding post-bounce times t pb are noted in each panel). We restrict ourselves to analyze only fluxes of ν e , since Figure 9 revealed no fundamental differences in the behavior of ν e andν e and relatively less prominent differences between RbR+ and FMD results for ν x . In both simulations with the RbR+ approximation we find local "hot spots" at which the radial neutrino fluxes are high and, thus, significantly deviate from the angular averages. These deviations reach up to 80% and more, e.g. in the top left sector for the low-resolution RbR+ simulation (bottom left panel), and in the bottom right sector for the high-resolution RbR+ simulation (bottom center panel). In contrast, the FMD simulations (upper left and center panels) exhibit much lower variations. The time-averaged deviations ofF r νe are much smaller than corresponding instantaneous values for both highresolution simulations, e.g., when averaged over a 20 ms time interval (right panels; the values in the right panels are scaled up by a factor of 3), and are more similar between high-resolution RbR+ and FMD simulations.
In order to estimate the influence of locally amplified neutrino fluxes as seen in the RbR+ simulations on the neutrino heating in the gain layer, we consider deviations of the local net neutrino heating rates, which are given by the energy source term Q E , from their angular averages Q E θ,φ . Figure 11 presents such deviations for low-and high-resolution 3D simulations for the same temporal snapshots as in Figure 10 , i.e., during phases of violent SASI activity in all simulations. The amplitudes of fluctuations of the local heating rates are of the same order in all 3D simulations. Dark blue regions in the vicinity to the maximum shock radii are outside the gain layer and, therefore, do not experience strong neutrino heating, whereas dark red and black regions are still inside the gain layer. The spatial scales of regions with locally enhanced or reduced neutrino heating are large in low-resolution simulations, whereas highresolution simulations resolve finer structures in the gain layer. However, the results do not show any significant differences in the spatial scales between simulations with RbR+ and FMD. Furthermore, the time-averaged heating rates, which are scaled up by a factor of 1.5, reveal very similar patterns in RbR+ and FMD simulations. Regions with enhanced time-averaged heating rates (dark red and black regions) at a radius of ca. 100 km to 120 km indicate maximal excursions of the shock radii due to SASI motions.
In addition to instantaneous and time-averaged neutrino heating rates, we further investigate the timedependent evolution of the total (net) neutrino heating rates in the gain layer, Q g ν . In Figure 12 respectively. The total heating rates (black lines), which result from integrating the local energy source terms Q E over the entire volume of the gain layer (see Equation (5)), agree to high degree between all 2D and 3D simulations. In contrast, a different behavior is observed for the polar heating rates (red lines), for which the integral was carried out only over regions of the gain layer in the vicinity of the north pole, i.e., where the polar angle θ ∈ [0, 19 • ]. To facilitate comparison, the heating rates at the pole are rescaled by the ratio of total volume to polar volume. In the 2D simulation with the RbR+ approximation (lower left panel) the polar heating rates are significantly larger than in the corresponding 2D simulation with FMD neutrino transport (upper left panel). Furthermore, the polar heating rates are enhanced in comparison to the total rates in the 2D RbR+ simulation, whereas they fluctuate around the total rates in the 2D FMD simulation with considerably lower amplitudes. These findings support our argument, that in 2D simulations the RbR+ approximation overestimates polar variations in feedback with strong axial SASI sloshing motions and, thus, it leads to conditions that are more favorable for successful shock revival than those obtained in 2D simulations with an FMD neutrinotransport scheme.
However, in 3D simulations with FMD and RbR+ the polar heating rates show much less differences. The lowresolution simulation with RbR+ exhibits slightly larger polar heating rates (central panels), whereas the differences between FMD and RbR+ almost vanish for highresolution simulations (right panels). In general, we find the polar heating rates in 3D simulations to fluctuate much less around the total rates. Since, in contrast to 2D simulations, SASI sloshing and spiral modes are not restricted to a prescribed direction in 3D simulations, we also analyze the heating rates in the gain layer within a Figure 12 . Net neutrino heating rates, integrated over the gain layer, Q g ν (see Equation (5)), as functions of the time after bounce, for 2D and 3D simulations of the s20 progenitor model. 2D simulations are shown in the left panels, 3D simulations with low-resolution in the central panels, and high-resolution results in the right panels. The top (bottom) panels display simulations with the FMD neutrino-transport scheme (with the RbR+ approximation), respectively. Total heating rates (labeled "total"; black lines) are compared to the heating rates in a 19
• cone around the north pole (i.e., where θ = 0 • ; labeled "pole"; red lines), and to the heating rates in a 19
• cone around the instantaneous SASI dipole direction (labeled "sasi"; orange lines), respectively. To facilitate comparisons, the heating rates at the poles and in the SASI directions are rescaled by the ratios of the total volume of the gain layer to the volumes of the constrained cones of integration.
cone of half-opening angle of 19
• around the instantaneous direction of the SASI mass motions, i.e., the dipole direction of the shock deformation, see Equations (11) and (12), and the associated explanations. The neutrino heating rates near the SASI direction (orange lines; we again rescale the heating rates by the ratio of total volume to cone volume) exhibit a very similar behavior as the polar heating rates, with the RbR+ simulations showing only insignificantly larger heating rates in the SASI direction than the corresponding FMD simulations, in particular in the high-resolution 3D simulations.
In summary, we find only minor differences between 3D simulations of the s20 progenitor model with the RbR+ approximation and an FMD neutrino-transport scheme, in particular when considering local deviations of neutrino fluxes and heating rates from their angular averages in the case of time integration over periods of typically 10 ms or longer (see, e.g., Figures 8, 10 , and 11). Moreover, surface-integrated fluxes and mean energies of neutrinos show excellent agreement (see Figure 7) , and also the overall post-bounce evolution with alternating phases of dominant SASI or convective activity is similar in all of our 3D simulations of the s20 progenitor model (see Figure 6 ). Considering gain-layer integrated neutrino-heating rates, we find only minor differences between FMD and RbR+ (see Figure 12) , which contrasts results from 2D simulations, in which polar heating rates are significantly amplified in the case of RbR+.
Results for the s9.0 Progenitor Model
In this section we discuss the results of our 3D simulations of the s9.0 progenitor model. As in our 3D simulations of the s20 model, we used either the RbR+ approximation or the FMD scheme for neutrino transport, and performed simulations with low as well as high grid resolution. For a general overview, the temporal evolution of a selection of several diagnostic quantities is presented in Figure 13 . We find successful shock revival at roughly 300 ms after bounce for all four simulations, which can be seen from the evolution of the angle-averaged shock radii (first panel) and the ratios of advection timescale to heating timescale (second panel), which considerably exceed 1 at that time. The agreement in the evolution of the average positions of shock, gain radius 4 , neutron-star radius, and of the timescale ratios is excellent between all four 3D simulations of the s9.0 progenitor model (first and second panels). Similar to our findings for 3D simulations of the s20 model (see Figure 6 ), we observe an earlier rise and larger values of the non-radial kinetic energies in the gain layer for the high-resolution simulations (third panel). Because of the steep density gradient at the edge of the degenerate core in the s9.0 progenitor model (see Figure 1) and the resulting low mass advection rate (see Figure 2) , we find relatively long advection timescales and, thus, favorable conditions for the growth of convection in all simulations of the s9.0 model. Correspondingly, all simulations exhibit χ parameters considerably larger than the critical value of 3 starting at roughly 100 ms after bounce (fourth panel). For this reason, all simulations of the s20 progenitor model stay convectiondominated and do not exhibit any obvious SASI activity until the end of the simulations. Remarkably, we observe the dipole moments of the shock deformation to reach amplitudes up to 10% of the monopole moments (fifth panel), triggered mainly by large-scale convective plumes in the post-shock layer. All in all, we do not find any major differences between all four 3D simulations of the s9.0 progenitor model, neither between lowand high-resolution simulations, nor between RbR+ and FMD neutrino transport. Figure 14 shows the co-moving frame neutrino luminosities (top panel) and mean energies (bottom panel) for all three neutrino species at a radius of r = 400 km. Again, the agreement between all four simulations is excellent. Shortly after shock expansion at about 300 ms p.b., both neutrino luminosities and mean energies significantly drop due to the decline of the mass accretion onto the neutron star. As a result of continued cooling of the hot proto-neutron star, both neutrino luminosities and mean energies exhibit almost constant values (decreasing only slowly with time) until the end of our simulations.
Compared to our 2D simulations of the s9.0 model (see Section 3 and Figure 5 ), the 3D models exhibit a slightly earlier drop of the neutrino luminosities, i.e., at ∼ 320 ms p.b. instead of ∼ 380 -420 ms p.b. in 2D simulations, resulting from slightly earlier shock expansion and a larger shock radius in 3D, which correlate with initially higher turbulent kinetic energies in the gain layer pushing the shock farther out. Furthermore, the shock radii show larger variations between simulations in 2D, whereas 3D simulations display a very good agreement.
star. For this reason, the gain radii start to slightly differ between simulations in that phase. Figure 13 . Overview of all 3D simulations of the s9.0 progenitor model. Shown are, as functions of the time after bounce, the angle-averaged shock radii Rs (solid lines), gain radii Rg (dashed lines), and neutron-star radii Rns (dotted lines; all in the first panel), the ratios of advection to heating timescale τ adv /τ heat (second panel), the non-radial kinetic energies in the gain layer E g kin,θ,φ (third panel), the χ parameters (fourth panel), and the dipole moments of the angle-dependent shock radii R Additional differences between 2D and 3D simulations of the s9.0 progenitor model appear in the diagnostic explosion energies. These are defined as the total energy in the gain layer (see Equation (3)),
with the difference that the integral over the post-shock volume V ps extends from R ns to R s (θ, φ), and that only zones where the total energy is positive are included in the integral. Figure 15 shows the diagnostic explosion energies for all 2D (top panel) and 3D (bottom panel) simulations of the s9.0 model. Our 3D simulations result in diagnostic explosion energies that almost reach (models 'FMD L' and 'FMD H') and even exceed (model 'RbR+ L') a value of 4 x 10 49 erg, when measured at roughly 600 ms after bounce (note that explosion energies have not attained their terminal values at that time, and that model 'RbR+ H' was not simulated that long). In contrast, 2D simulations exhibit explosion energies that are systematically smaller by a factor 2 to 3 and start rising slightly later (in correspondence to the later outward acceleration of the shock in 2D). A similar trend of lower explosion energies in 2D than in 3D simulations was found by Melson et al. (2015b) , who performed CCSN simulations of a low-mass progenitor model with a mass of 9.6 M and zero metallicity, and by Müller (2015) for simulations of an 11.2 M model. Furthermore, the diagnostic explosion energies in 2D are higher in the low-resolution compared to the highresolution simulations by almost 0.8 x 10 49 erg, which is a result of larger post-shock volumes in the low-resolution models after roughly 400 ms (compare the evolution of angle-averaged shock radii in Figure 5 ). With the small sample of 2D simulations for the s9.0 model available, it is not clear to us whether this 2D difference is connected to resolution differences per se, or to the non-equidistant angular grid. In 3D, the considerably smaller differences of the diagnostic explosion energies stem from the morphology of the post-shock layer, while the angleaveraged shock radii are very similar between simulations (see Figure 13) . Model 'FMD H' exhibits the most extreme shock deformation, which is evident from the fact that the dipole mode in this model is larger than in all other models (see Figure 13) . This difference is probably caused by stochastic variations, and leads to the smallest post-shock volume and, therefore, the lowest diagnostic energy in model 'FMD H'.
In summary, we find an excellent agreement of the post-bounce evolution of the s9.0 progenitor model for all of our 3D simulations. Only small differences exist between simulations with low and high grid resolutions with respect to the initial growth of the non-radial kinetic energies in the gain layer and concerning the evolution of the diagnostic energies. Differences between 3D simulations with the RbR+ approximation and the FMD neutrino-transport scheme are negligible for the s9.0 progenitor model.
CONCLUSIONS
For the first time, we directly compared self-consistent CCSN simulations in 3D with the RbR+ approximation for neutrino transport and an FMD transport scheme to assess the influence of the two transport methods on the neutrino-heating mechanism in 3D. Our timedependent simulations with "low" and "high" grid resolution (roughly 4.5
• and 2.25
• non-equidistant angular spacing, respectively) for a 9 M and a 20 M progenitor model were performed with the radiationhydrodynamics code Aenus-Alcar, which implements an energy-and velocity-dependent, FMD two-moment neutrino-transport scheme with an algebraic M1 closure relation for ν e ,ν e , and ν x , and which is able to employ the RbR+ approximation by setting all non-radial flux components to zero.
For both progenitor models we found very good agreement of the post-bounce evolution between 3D simulations with RbR+ and the FMD neutrino-transport scheme. Our 3D simulations of the 9 M model result in successful shock revival at roughly 300 ms after bounce with diagnostic explosion energies reaching 4 × 10 49 erg (and still growing by ∼ 10 50 erg s −1 ) when evaluated at 600 ms after bounce. In contrast, with our simplified neutrino opacities and small initial seed perturbations (used to initiate the growth of hydrodynamic instabilities), all 3D simulations of the 20 M model fail to revive the stalled shock wave until at least 400 ms after bounce.
These findings contrast results from 2D simulations in which the RbR+ approximation has been shown to foster shock revival in models that featured strong sloshing motions of SASI along the polar symmetry axis (Skinner et al. 2016; Just et al. 2018) . While our 2D simulations of the 20 M model are dominated by such axial sloshing motions, the 3D simulations exhibit alternating phases of convective and SASI activity and, thus, show a substantially different post-bounce evolution than corresponding 2D simulations. In contrast, simulations of the 9 M model are dominated by convection in both 2D and 3D and do not exhibit any obvious SASI activity.
Considering surface-integrated neutrino luminosities and mean energies, we found very good agreement of the results for all neutrino species between the 3D simulations of each progenitor model. Although angular variations of the radial neutrino fluxes differ between simulations with RbR+ and FMD, as a detailed analysis of the 20 M model revealed (confirming previous investigations by Sumiyoshi et al. 2015) , the 3D simulations systematically exhibit significantly smaller variations than corresponding 2D cases. Furthermore, the time-averaged (over typically 10 ms or longer) deviations of the radial fluxes and the neutrino-heating rates from their angular averages are in good agreement between 3D simulations with RbR+ and FMD. Moreover, the neutrino-heating rates near the instantaneous SASI direction agree considerably better between 3D simulations with RbR+ and FMD than in 2D models, in which fluctuations of the heating rates in the polar directions are much larger with RbR+ transport. Therefore, aside from stochastic fluctuations in the shock radius, the overall evolution for both progenitor models is very similar in 3D with FMD and RbR+ transport. Our results show that the differences between 3D models with different resolution is larger than the differences with the two transport treatments.
In conclusion, the post-bounce evolution of 3D simulations with the RbR+ approximation and the FMD neutrino-transport scheme agrees much better than between corresponding 2D models. These results back up the use of RbR+ as transport description in 3D supernova modeling. Of course, an ultimate assessment of the consequences of transport approximations entering both the FMD as well as RbR+ two-moment treatments will require future, computationally much more demanding time-dependent 2D and 3D CCSN simulations with Boltzmann neutrino transport. For first lowresolution steps in this direction, see Sumiyoshi et al. (2015) and Nagakura et al. (2018) .
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