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Abstract: A simple optimization strategy for the computation of 3D finite-differencing kernels
on many-cores architectures is proposed. The 3D finite-differencing computation is split
direction-by-direction and exploits two level of parallelism: in-core vectorization and multi-threads
shared-memory parallelization. The main application of this method is to accelerate the high-order
stencil computations in numerical relativity codes. Our proposed method provides substantial
speedup in computations involving tensor contractions and 3D stencil calculations on different
processor microarchitectures, including Intel Knight Landing.
Keywords: numerical relativity; many-core architectures; knight landing; vectorization
1. Introduction
Numerical relativity (NR) is the art of solving Einstein’s equations of general relativity using
computational physics techniques. The typical NR application is the simulation of strong-gravity
astrophysical phenomena like the collision of two black holes or two neutron stars, and the core-collapse
and explosion of massive stars. Those simulations are of primary importance for fundamental
physics and high-energy astrophysics, including the emerging field of gravitational-wave and
multi-messenger astronomy [1–3]. Some of the open problems in the simulation of strongly gravitating
astrophysical sources demand the modeling of the dynamical interaction between supranuclear-density,
high-temperature matter [4], and neutrino radiation in complex geometries [5]; the resolution of
magnetohydrodynamical instabilities in global simulations [6,7]; and the production of accurate
gravitational waveforms for many different physical settings [8,9].
Addressing these challenges will require significant computational resources and codes able to
efficiently use them. For example, in the case of neutron star mergers, typical production simulations
use few hundreds cores and require ∼100, 000 CPU-h to cover the dynamical timescale of the last
orbits (O(100) milliseconds of evolution). However, to fully capture hydromagnetic instabilities in the
merger remnant, necessary to predict the electromagnetic signature of mergers, it would be necessary
to increase the resolution in these simulations by more than a factor of ten. With current technologies,
a simulation at this scale would require one billion CPU-hrs. Clearly, exascale resources are needed to
perform these simulations.
Exascale high-performance computing, based on energy-efficient and heterogeneous architectures,
offers the possibility to tackle some of the scientific challenges of relativistic astrophysics in the
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strong-gravity regime. On the technological side, the Intel Knight Landing (KNL) processor brings up
most of the features required for the upcoming exascale computing, such as power efficiency, with
large GFLOPS per watt ratios, and high peak performance, provided by the many-core architecture
and by large vector instructions [10]. The KNL many-core architecture allows users to approach
exascale systems with the standard MPI/OpenMP programming model that is standard for NR codes.
More recently, Intel released the Skylake (SKL) processor microarchitecture that succeeds the Intel
Broadwell (BDW) architecture and supports the same AVX-512 instruction set extensions as the KNL
one. Vectorization has a key role since it introduces an increasing speedup in peak performance,
but existing NR codes do require refactoring or even the introduction of new programming paradigms
and new algorithmic strategies for the solution of Einstein equations.
This work discusses the first steps towards the implementation of a highly scalable code that
will be dedicated to NR simulations for gravitational wave astronomy and relativistic astrophysics.
The primary focus is on the vectorization of the basic kernels employed for the discretization of
the spacetime’s metric fields. We consider the optimization of the computation of finite-differencing
derivatives on a spatially uniform, logically Cartesian patch using high-order-accurate stencils in 3D.
The problem has been discussed rarely since high-order finite-differencing operators are peculiar to
NR applications, e.g., [11–14], but not often employed in other branches of relativistic astrophysics
(but see [15,16] for an optimization discussion). Here, we propose an optimization strategy based
on the use of OpenMP 4.0 PRAGMA and on two levels of parallelism: in-core vectorization and
multi-threads shared memory parallelization.
2. Method
The general relativistic description of the spacetime (metric fields) plus matter and radiation fields
reduces to solving an initial-boundary value problem with nonlinear hyperbolic partial differential
equations (PDEs) in three spatial dimensions plus time (3 + 1 D).
A toy model equation for the metric fields, g, is the tensor wave equation,
∂thij = −2Kij , (1a)
∂tKij = Rij , (1b)
obtained by linearizing Einstein equations around a reference background η, i.e., assuming g = η+ h
with |hij|  |ηij|. In the above equations, i, j = 1, 2, 3 are the spatial indices, hij the metric perturbation,





where ηij is the inverse background metric and a sum on k is understood (Einstein’s summation
convention).
An even simpler toy model retaining all the key features is the 3D scalar wave equation,
∂tφ = Φ , (2a)
∂tΦ = ∆φ = ηij∂i∂jφ . (2b)
The PDE system in Equation (1) is in a first-order-in-time and second-order-in-space form and
mimics the conformal BSSNOK and Z4 free evolution schemes for general relativity [17–20]. Note that
the basic operations of the right-hand side (RHS) of Equation (1) are derivatives, metric inversion,
and contractions (i.e., multiplications, divisions, and sums).
The numerical solution of Equations (1) and (2) is based on finite differencing. The 3D flat
space is discretized with a uniform Cartesian mesh of grid spacing hx = hy = hz = h and of size
N = nxnynz = n3 (n is hereafter referred as block-size). We indicate with (i, j, k) the grid indices in the
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three directions and with (xi, yj, zk) the corresponding grid-node. Each component of the fields on




















where S is the size of the stencil, cs and ds are the finite-differencing coefficients reported in Table 1,
and the error terms scale asO(h2S). Similar expressions hold for the other directions. Mixed derivatives
are approximated by the successive application of 1D finite differencing operators. The method of
lines and standard explicit integration algorithms are then used to time-update the state vector
ui,j,k = {ui,j,k}, composed of all the field components, with evolution equations in the form
u̇i,j,k(t) = Fi,j,k (u, ∂u, ∂∂u). Our work focuses on the optimization of the finite differencing kernel
and tensor contractions for the computation of the RHS of these equations.
Table 1. Coefficients of 1D finite differencing stencils for the evaluation of first (cs, top) and second
(ds, bottom) derivatives according to Equation (3), up to a stencil size S = 4. Stencils are symmetric
with respect to 0.
S 0 1 2 3 4
cs for s ≤ S
2 0 2/3 −1/12
3 0 3/4 −3/20 1/60
4 0 4/5 −1/5 4/105 −1/280
ds for s ≤ S
2 −5/2 4/3 −1/12
3 −49/18 3/2 −3/20 1/90
4 −205/72 8/5 −1/5 8/315 −1/560
Our global strategy for the RHS computation is composed of two levels: (i) in-core vectorization,
that takes advantage of single instruction multiple data (SIMD) parallelism on aligned memory;
and (ii) multi-thread and shared-memory parallelism of the outer loops. The second level splits RHS
evaluations in block of operations (derivatives, contractions, etc.) in order to fit instructions and
data cache. We expect the latter optimization to be particularly important for the Einstein equations,
where the RHS evaluation involves accessing tens of grid functions.
The x-direction is the only one where elements are contiguous in memory; thus, SIMD
parallelization is only possible along its fastest running index. The other two directions are accessed
as u[ijk + s*dj] or u[ijk + s*dk], where dj = nx and dk = nxny. Thus, for the approximation of
the derivatives in the y- and z-directions, stridden memory access is unavoidable. Instead of using
vector instructions to evaluate Equation (3), we vectorize the code by grouping together points in the
x-direction, i.e., the derivatives in the y-direction are computed as:

























where V is the size of the vector register, e.g., 8 on KNL nodes when computing in double precision.
This simple in-core parallelization strategy is then combined with threading for out-of-core, but in-node
parallelism using the OpenMP library. Note that our implementation requires the additional storage
of 1D arrays with temporary data. However, for typical block-sizes (n = 32 or larger), the additional
memory requirements are negligible, even when storing hundreds of grid functions.
A pseudo code of our RHS implementation is the following:
1 #pragma omp p a r a l l e l
2 {
3 /∗ Outer loops OpenMP p a r a l l e l ∗/
4 #pragma omp f o r c o l l a p s e ( 1 ) schedule ( s t a t i c , 1 )
5 f o r ( i n t k = kmin ; k <= kmax ; k++)
6 f o r ( i n t j = jmin ; j <= jmax ; j ++) {
7 /∗ Loop over tensor i n d i c e s are pulled out of the vec tor ized loops
8 to improve data l o c a l i t y : process one v a r i a b l e a t the time ∗/
9 f o r ( i n t a = 0 ; a < NDIM; ++a )
10 f o r ( i n t b = a ; b < NDIM; ++b ) {
11 /∗ Inner loop SIMD vector ized ∗/
12 #pragma omp simd al igned ( ddh , . . : 6 4 )
13 f o r ( i n t i =imin ; i <=imax ; i ++) {
14 /∗ Compute 2nd d e r i v a t i v e s of the metr ic a t point i ( k , j are f i x e d ) ∗/
15 ddh [ c ] [ d ] [ a ] [ b ] [ i ] = d i f f ( h [ a ] [ b ] , . . . ) ;
16 }
17
18 f o r ( i n t a = 0 ; a < NDIM; ++a )
19 f o r ( i n t b = a ; b < NDIM; ++b ) {
20 #pragma omp simd al igned (R : 6 4 )
21 f o r ( i n t i = imin ; i <= imax ; ++ i ) {
22 i n t const i j k = INDEX3D( i , j , k ) ;
23 R[ a ] [ b ] [ i j k ] = 0 . ;
24 f o r ( i n t c = 0 ; c < NDIM; ++c )
25 f o r ( i n t d = 0 ; d < NDIM; ++d ) {
26 /∗ Compute R i c c i tensor by c o n t r a c t i n g metr ic d e r i v a t i v e s
27 with the inverse of the background metr ic ∗/






To ensure optimal performance of our code, we perform aligned memory allocation at 64 bit
boundaries and we ensure that the block-size is a multiple of the vector size. This avoids the need for
and the use of remainder loops. Note that avoiding reminder loops is also necessary to ensure the
exact reproducibility of the calculations. The block-size is fixed and set at a compilation stage.
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3. Experimental Setup
The above method is tested on BDW, KNL and SKL nodes of the Marconi cluster at CINECA,
and on BDW and KNL nodes of the High-Performance-Computing (HPC) data center at the University
of Parma. The characteristics of the nodes are listed in Table 2.
Table 2. Characteristics and performance of the BDW, KNL, and SKL nodes used for the tests.
Node Type Intel Xeon Frequency Cores HT Core/Node Perf L1/L2 Cache L3 Cache
BDW E5-2697 v4 2.3 GHz 2 × 18 off 36/1300 GFLOPS 576 KB/4.5 MB 45 MB (Smart Cache)
KNL Phi 7250 1.4 GHz 1 × 68 on 44/3000 GFLOPS 32 KB/1 MB (per tile) 16 GB (MCDRAM)
SKL 8160 2.1 GHz 2 × 24 off 67/3200 GFLOPS 768 KB/1 MB 33 MB L3
We consider independent implementations of the scalar wave and linearized Einstein equations
and exploit the auto-vectorization capabilities of the Intel compiler combined with the introduction
of the PRAGMA SIMD statement. This approach strikes a balance between performance and code
portability. The specific options for auto-vectorization that we employed with Intel C/C++ compiler
v.17.0.2 are:
icc -O3 -xCORE-AVX2, # do Vectorization on BDW,
icc -O3 -xCORE-AVX512, # do Vectorization on SKL,
icc -O3 -xMIC-AVX512, # do Vectorization on KNL,
icc -O3 -no-vec -no-simd, # do not Vectorize.
Note that, in order to completely disable vectorization, we use the options -no-vec for compiler
auto-vectorization and -no-simd to disable the PRAGMA SIMD statements.
While our main results focus on the Intel compiler, Appendix A reports some early tests performed
with the GNU compiler.
The data ui,j,k is stored in contiguous arrays of float or double precision data types. In this work,
we use double precision, as commonly done in current production codes to avoid issues due to the
accumulation of floating point errors over the O(106) timesteps of a typical simulation. Appendix B
reports results comparing float and double precision data types.
4. Results
4.1. Wave Equation
We explore the performance of our method on BDW, KNL and SKL architectures using the wave
equation implementation. Comparative tests on a single core/thread on those architectures are first
considered for variable block-sizes, up to n = 128 points, and with focus on vectorization performance.
Multi-thread performance and strong OpenMP scaling are then analyzed with a fixed block-size of
n = 128 points. The speed of our implementation is measured in terms of Million cells updates per
second. The results of this section refer to the speed of the whole program that is dominated by the
RHS evaluation.
The results relative to the single core optimization are shown in Figure 1. Without vectorization,
the speed on the KNL core is about a factor 3 smaller than on the BDW core; and the speed on the latter
is about 20% smaller than that on the SKL core. When vectorization is enabled, we find a speedup of 1.5
on BDW, of 2 on SKL, and of 4 on KNL. This in-core optimization results are about half the theoretical
maximal speedup of a single core due to the vectorization: 8× for KNL/SKL and 4× for BDW.
We stress that all data fit in the L3 cache memory on the considered architectures. Moreover,
the vectorization efficiency improves even for smaller block-sizes, which fit the L2 and/or L1 cache.
As a consequence, the sub-optimal performance of our implementation cannot be ascribed to the
memory speed alone, at least in the single thread case (see below for a discussion of possible memory
access inefficiencies in the multi-threaded case).
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Table 3 reports speedup measurements on the two main operations of the RHS (contraction and
derivatives). Such numbers differ by about a factor 2 or more from the potential speedup reported
by the compiler at compilation time (also reported in the table). Performances are stable for variable
block-sizes as long as the number of floating point operations dominates the computation (n > 32).
Our results are in line with those reported by Intel in a similar test [16].






















































Figure 1. Single-core performances (left panel) and speedup (right panel) for variable block-sizes and
different node architectures, in the case of the wave equation with stencil size S = 2. The tests have
been executed with vectorization enabled (solid lines) or disabled (dashed lines). The best performance
is obtained for vectorized kernel on SKL nodes.
Table 3. Vectorization speedup on single cores for the wave equation with stencil size S =
2. The block-size is n = 128. The table shows the Intel compiler report information (obtained with
the -qopt-report options) and the measured speedup (ratio between non-vectorized and vectorized
execution time). The measured speedup differs by about a factor 2 or more from the potential speedup.
Operation BDW KNL SKL
Potential Measured Potential Measured Potential Measured
Derivative 5.03 1.7 6.58 3.7 5.73 2.22
Contraction 5.61 1.8 7.77 4 5.61 2.27
The results relative to the multi-thread optimization are shown in Figure 2. The block-size
employed for these tests is n = 128.
Scaling on BDW and SKL nodes is close to ideal until 16 threads; then, we observe a drop of
the performance even when running on 32 physical cores. On the other hand, the KNL node shows
a sustained speedup (about 4×) up to 64 physical cores, and performance remains good also with
hyper-threading enabled (not shown in the figure). The use of the KNL node can, in principle, speedup
computations by more than a factor of 2 with respect to BWD and SKL architectures when the kernel
works on sufficiently large block-sizes. Note, however, that the use of n = 128 is unrealistic for
numerical relativity application since one would be memory limited in that case.
Strong scaling with multiple threads of our vectorized code depends mainly on the available
memory bandwidth when accessing data requested by the stencil code. A high data re-use rate would
hit the local L1 or L2 cache, with high memory bandwidth. In order to optimize the re-use of data in
cache, we used the KMP_AFFINITY environment variable to bind adjacent threads to adjacent cores on
the same socket. On the KNL node, we used the Scatter mode since the hyper-threading was enabled
(see Figure 3). On SKL and BDW nodes, we used the Compact mode.
Although the L2 cache on the KNL architecture can host the allocation of the vectorized x-direction
(the memory pattern amounts to (n× number o f variables× size o f variable) bytes), an L2 cache miss
can happen when processing stencil data with different x-values.
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In this case, data belonging to other tiles can be found in the L2 cache through the
Caching/Home Agent (CHA) architecture or in the Multi-Channel Dynamic Random-Access Memory
(MCDRAM), depending on the configured Cluster Mode and on the total memory, which amount to
(n3 × number o f variables× size o f variable) bytes. The MCDRAM can be used as a cache memory
if the node is configured in Cache Mode. If the node is in Flat Mode, it is possible to allocate data
on MCDRAM through the High-Bandwidth Memory (HBM) library or through the memory affinity
control provided by the numactl tool. We tested different MCDRAM modes achieving the same results
since the MCDRAM is rarely involved.
The optimal KNL multi-thread scalability with respect to the BDW and SKL cases, presented
in Figure 2, is due to the good performance in the L2 cache miss management through the CHA
architecture. These results are obtained using the omp for directive with the following clauses:
#pragma omp for collapse(1) schedule(static,1).
The reason for this choice is that adjacent x-arrays (i.e., arrays in the y-direction) are processed
simultaneously by adjacent cores and this guarantees a fast data communication for this type of L2
cache miss. Furthermore, in our production codes, OpenMP is employed on Cartesian blocks of fixed
size given by distributed paralleization; dynamical OMP allocation is not effective in that context.






















































Figure 2. Multi-thread performances (left panel) and speedup (right panel) for block-size n = 128 as
a function of the number of threads and for different node architectures, in the case of the wave equation
with stencil size S = 2. Solid and dashed lines refer to enabled and disabled vectorization, respectively.
The KNL node demonstrates better speedup, overall performance and scalability, especially in case of
large block-sizes.





























Figure 3. Effect of pinning threads to KNL cores. The affinity is controlled by the KMP_AFFINITY
environment variable. Cyan lines refer to KMP_AFFINITY=none, orange lines to KMP_AFFINITY=scatter.
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4.2. Linearized Einstein Equations
Let us now discuss the results on linearized Einstein equations.
Besides stencil operations, the numerical solution of Einstein’s equations also requires the
evaluation of many tensor operations, such as the contraction of tensor indices and the inversion
of small 3 × 3 or 4 × 4 matrices. Since these operations are local to each grid point and involve
the multiple re-use of data already in cache, they can be more efficiently vectorized. The linearized
Einstein equations are not as algebraically complex as their fully nonlinear counterpart, but can give
an indication of the speedup that could be achieved with vectorization in a production simulation.
We perform a study of the performance of our vectorization and threading strategies for the
linearized Einstein equations using the same compiler options as in Section 4.1. The tests are performed
using a single KNL node on CINECA Marconi. Our results are summarized in Figures 4 and 5.
The single core performances are very encouraging, especially for large block-sizes. Indeed,
on a single core, the vectorized code can achieve close to a factor ∼8 speedup over the non-vector
version of our code. This is the theoretical maximum speedup for double precision calculations if
fused math-addition operations are not used. Even for smaller block-sizes, down to n = 8, we achieve
a speedup factors of ∼5−6. This shows that vectorization would be very beneficial also for production
simulations, where the block-sizes are typically n = 32 or smaller.
When multi-threading, the speedup due to vectorization is somewhat worse. On the one hand,
this is expected because each thread operates on a smaller sub-block of the data. On the other hand,
when comparing vector speedups with threading to those obtained in an equivalently smaller single
core case, we typically find worse speedups in the former case (see Figure 5). This might indicate
that the default tiling employed by OpenMP is not efficient. Improvements could be obtained either
by tuning the tiling, or by switching to a coarse grained parallelization strategy also for OpenMP.
The latter could be, for example, to map threads to individual (small) blocks.
We extended our OpenMP scaling tests all the way up to 68 cores, thus using all of the physical
cores on a KNL node. However, we find the results with 68 threads to be somewhat inconsistent
between runs: sometimes running on 68 threads yields a speedup and sometimes a slowdown. We find
that leaving four physical cores dedicated to OS and IO tasks result in more predictable performances.
Consequently, we do not plan to perform simulations using more than 64 OpenMP threads on the
KNL architecture. Nevertheless, in Figures 4 and 5, we show the results obtained with 68 threads
for completeness.
Case S = 2.
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Case S = 3.




































Case S = 4.




































Figure 4. Single-core performance on the KNL architecture, as a function of the block-size (left
panels), and strong scaling with OpenMP, as a function of the number of threads (right panels), for the
linearized Einstein equations with different stencil sizes (top: S = 2, middle: S = 3, bottom: S = 4).
We find nearly ideal vector speedup and scaling for large block-sizes. However, the code performances
appear inconsistent when using all the 68 physical cores on the node, possibly because of the effect of
system interrupts.














Vectorization. Number of threads = 1.
S = 2 S = 3 S = 4














Vectorization. Block size = 128.
S = 2 S = 3 S = 4
Figure 5. Vectorization speedup for the linearized Einstein equations for S = 2, S = 3, and S = 4 stencil
sizes on the KNL architecture. Left panel: single core vector speedup. Right panel: vector speedup
for increasing thread count. Good vector efficiency is achieved for large block-sizes, even though the
speedup due to vectorization shows an unclear trend with S. The results when using 68 threads might
be affected by system interrupts.
J. Low Power Electron. Appl. 2018, 8, 15 10 of 13
5. Conclusions
Motivated by the future need of developing a highly scalable code for NR application on
exascale computing resources, we have introduced and tested an optimization strategy to calculate
3D finite-differencing kernels on different many-core architectures, including BDW, KNL and SKL.
The proposed method can be implemented with a minimal programming effort on existing NR codes.
It gives substantial speedup of both contraction and 3D stencil computations on BDW, KNL and
SKL architectures.
Our optimization of finite differencing kernels employing auto-vectorization delivers results
comparable to those reported by Intel experts in [16]. The latter work proposes similar strategies,
although the best performances are obtained by heavily using intrinsic instructions. This approach
would, however, hinder the portability of the code to other architectures, and make the codebase
less easily accessible to numerical relativists and astrophysicists lacking formal training in
computer science.
Tensor contractions could be further optimized with the use of dedicated libraries, e.g., [21–24].
As noted in [21,24], however, the performance improvement is neither obvious nor guaranteed because
compilers optimization are very effective on explicitly coded loops. Additionally, such libraries are
typically optimized for simple operations on tensors with large dimensions. On the contrary, in NR,
the tensors’ dimensions are small (d = 3, 4), but the expressions are algebraically complex. Furthermore,
those tensor libraries do not appear to be sufficiently mature to be used as the central building block of
large multi-physics software packages.
Future work will be also focused on improving the multi-thread performances of our approach.
For example, the introduction of the loop tiling technique would guarantee a better exploitation of the
cache. In particular, an appropriate tile size would maximize the number of hits in the L1 cache.
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Abbreviations
The following abbreviations are used in this manuscript:
GFLOPS Billion FLoating Point Operations Per Second
BDW Intel Broadwell architecture
CHA Caching/Home Agent
KNL Intel Knight Landing architecture
HBM High-Bandwidth Memory library
HPC High-Performance-Computing
MCDRAM Multi-Channel Dynamic Random-Access Memory




SIMD Single Instruction Multiple Data
SKL Intel Skylake architecture
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Appendix A. Results with GNU Compiler
We report on comparative tests between the Intel C++ Compiler and the GNU Compiler Collection
on the KNL architecture.
The tests employ the wave equation implementation with block-size n = 128. The options used
with GNU Compiler Collection v.6.1.0 are:
gcc -O3 -mavx512f -mavx512cd -mavx512er -mavx512pf, # do Vectorization on KNL,
gcc -fno-tree-vectorize, # do not Vectorize.
In both cases, we used the OpenMP thread affinity environment variables:
OMP_PROC_BIND=true,
OMP_PLACES=cores.
The same code is executed using different compilers on a variable number of threads and vector
speedup results are reported in the left panel of Figure A1.

















Strong OpenMP scaling.  Block size = 128
KNL-INTEL
KNL-GNU


























Figure A1. Left panel: Comparative performance on vectorization and OpenMP parallelization
between GNU and Intel compilers on KNL nodes. The speedup is the ratio between non-vectorized and
vectorized execution time. Right panel: Strong scaling with multiple threads using single and double
precision floating-point numbers. Dashed lines, corresponding to non-vectorized runs, are overlapping.
In the case of vectorized runs, the speedup with single precision floating-point numbers is about 30%
better than with double precision ones.
Speedup and overall performance with the GNU compiler are worse than with Intel. Exploiting
auto-vectorization efficiently with the GNU compilers on KNL architectures seems to require more
work; for this reason, we have first decided to focus on Intel compilers. We stress that this does
not represent an actual limitation since Intel compilers are usually used in production runs on Intel
machines rather than GNU compilers.
Appendix B. Results with Float Data Types
Although in current production codes blocks are stored using double precision floating-point
numbers (see Section 2), we evaluated the additional speedup when using float data type. The right
panel of Figure A1 shows that, for float data type, the speedup is 30% larger than the speed up
obtained with double data type. This result is partially explained by the larger number of vectors
(16 instead of 8).
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