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Abstract
Magnons are the quantum particles of spin waves. They are investigated as a poten-
tial candidate for quantum and classical communication and computation. Disper-
sion in the spin lattice restricts the eﬀective range of magnons, thus reducing their
eﬃcacy as a long range information carrier. When confronted with a similar issue
in optics, it was solved by conﬁning the optical pulse in a transverse potential of a
variable refractive index, i.e. an optical ﬁbre. Extending the analogy to magnonics,
we explore avenues for the use of external electric and magnetic ﬁelds to counteract
dispersion. We simulate the propagation of the magnon in one- and two-dimensional
media under spatio-temporally varying electric and magnetic ﬁelds, thus creating ei-
ther a one- or two-dimensional spin guide, as required. We show that the transverse
conﬁnement vastly mitigates the magnon dispersion in one and two-dimensional fer-
romagnets, extending the eﬀective magnon range. We perform all calculations in the
framework of the Heisenberg model. In a two-dimensional medium, we show that two
proximal spin-guides can be coupled and can exchange population. We then show
a complete model of a magnonic Michelson interferometer using two-dimensional
spin-guides, which can be used to perform classical and quantum logical operations.
In the ﬁnal chapter, we describe protocols to convert a single spin excitation into
a magnon, and convert a static magnon into a moving magnon in a spin chain to
realise an magnonic ﬂying qubit. We show that a magnonic mediated interaction
can be performed in two distant qubits that are not directly coupled.
ix
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Chapter 1
Introduction
Magnon transport in a spin array has been the subject of extensive experimental and
theoretical investigations due to its potential use in quantum [1, 2, 3] and classical
[4, 5, 6] information processing. The excitation in an spin array travels in the form
of a wave called a spin wave. The quasi-quantum particle of the spin wave is called
a magnon. As the magnon is a quantum particle, it can be used as a classical or a
quantum information carrier.
A scalable spin-based quantum computer needs a high-ﬁdelity quantum channel to
connect remote quantum processors [7]. To avoid complexities related to interfacing
between diﬀerent kinds of qubits, e.g. spin and charge, a spin-based quantum chan-
nel is ideal. A spin chain, which is a one-dimensional array of spin-1/2 particles,
arises as the most suitable candidate for the task. The initial idea of a quantum
state transfer through an unmodulated spin chain was proposed by Bose [1, 8]. This
original proposal, due to its usefulness and relevance, led to a keen interest in such
protocols. The initial proposal [8] relies on a free evolution of the spin excitation
between the sender and the receiver. Nonetheless, the transport ﬁdelity of a freely
evolving magnon typically deteriorates rapidly as the length of the spin chain in-
creases. Subsequently, much work has been done to improve the quality of the
transport over long distances in spin chains. The majority of proposals for spin
transport require a maintenance of control at various spatial and temporal resolu-
tion, over the spin chain. We categorised these protocols into four categories, based
on the level of control required. Table 1.1 shows the categories, the protocol types,
their associated control requirement and some key references.
The ﬁrst category comprises protocols that involve the ballistic magnon transport.
1
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Category Protocol name Control require-
ment
Reference
No-control
Ballistic tranport None [1, 8]
Pretty good state
transfer (PGST)
Tailored spin chain
length
[9, 10]
End-only control
Optimised state trans-
fer (OST)
Engineered end-only
coupling
[11, 12, 13,
14, 15, 16,
17, 18]
Coherent Tunnelling
Adiabatic Protocol
(CTAP)
Coupling and onsite
energy control of each
spin
[19, 20, 21,
22, 23, 24,
25]
Full-control
Perfect state transfer
(PST)
Engineered coupling
all along the chain
[26, 27, 28,
29, 30]
Sequential SWAP Full control of each
coupling
[31, 32]
Semi-local control
Translating conﬁning
potential
One gate per few spins
to implement the po-
tential
[33, 34, 35,
36]
Table 1.1: Categories of spin transport protocols based on the level of required
control.
Once initiated by the sender, the particle evolves under natural dynamics of the spin
chain and arrives at receiver’s location after some time.
The second category is a group of protocols that require a spatiotemporal control
of only the end spins, or a group of spins, at each end of the spin chain [11, 37, 38,
39, 40]. In such protocols, the control requirements over the spin chain are much
relaxed as compared to the full-control protocol, which usually comes at the cost of
transport quality and longer transport time.
In the third type of protocols, a full spatiotemporal control of the on-site ener-
gies and/or the coupling strength of the spin chain would guarantee a high ﬁdelity
transport in a chain of semi-inﬁnite length [31, 41, 42]. This category also includes
protocols in which coupling between neighbouring spins are carefully engineered ac-
cording to PST scheme, that results in a perfect state transfer [27, 43, 44, 45]. In
such protocols, the control resolution at spin separation level imposes stringent fab-
rication and operational requirement that can be impossible to achieve in certain
architectures, leading to fundamental limitations on scalability [40, 46, 47].
Our work explores a middle ground between the two extremes of full-control and
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only-end control/no-control, which we call semi-local control. Semi-local control is
poorly explored in the literature. In the semi-local approach, the control gates that
implement the onsite energy and the coupling control can be operated at much larger
length scale compared to the spin-spin separation. Hence, the required gate density
is lowered. Such a protocol can result in 100% ﬁdelity independent of the length
of the chain within the limits of decoherence. Throughout the thesis, we explore
the use of semi-local control of either the onsite energies or the inter-spin coupling
strength in a one- and two-dimensional spin structures.
The Heisenberg model is a simple yet rich model of interacting spins. We model one-
and two-dimensional ferromagnets using the Heisenberg spin model. We perform
the time evolution of the magnon by performing a numerical integration of the
Schro¨dinger equation.
Throughout this thesis, we repeatedly draw an analogy between the spin guide and
an optical waveguide. Optical waveguides use the variation of refractive index as a
“conﬁning potential” to counteract the spreading of the optical pulse in the trans-
verse direction, allowing the pulse to propagate along the waveguide. This analogy
allows us to replicate many well-studied phenomena in optical waveguides, like beam
splitting and directional coupling, in the magnon spin guide.
1.1 Overview of the thesis
The second chapter provides a thorough background and overview of the terminolo-
gies and techniques we use throughout the thesis. It provides an introduction to
spin chains and magnons and also provides details of the Heisenberg model for a
one-dimensional system.
In the third chapter, we focus on conﬁned magnon transport through one-dimensional
spin chains. We show that using an external magnetic ﬁeld, which varies as a func-
tion of time and space, a magnon can be conﬁned and transported. We investigate
the eﬀect of the shape of the potential on the quality of the transport. We also
address the disorder in the spin chain and propose a solution to mitigate the eﬀects
of the disorder on the quality of the transport.
The fourth chapter presents a study of conﬁned magnon transport in a two-dimensional
spin-sheet. Here we use a magnetic conﬁning potential, produced by two current-
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carrying surface wires, to conﬁne the magnon in the transversal direction. The
transversal conﬁnement signiﬁcantly increases the range of the magnon.
We show that conventional optical eﬀects such as coupling and beam splitting can
be achieved in a 2D spin guide. Using the ability to couple, we show the design of
a magnonic Michelson interferometer. The magnonic interferometer can be used to
perform magnon based, quantum and classical logical operations.
In the ﬁfth chapter, we discuss the use of an electric ﬁeld to manipulate a magnon
in a one-dimensional spin chain. In an exchange coupled spin chain, the couplings
are modiﬁed in the presence of electric ﬁeld. We show that through spatio-temporal
variation of the electric ﬁeld, the magnon can be conﬁned and transported. More-
over, we can convert a single spin excitation into a collective excitation (magnon)
and vice versa. We also show that a conversion between a static and moving qubit
can be made by adiabatically accelerating the potential and discuss the condition for
adiabaticity in this context. Combining all the capabilities stated above, we show
that a quantum gate can perform a quantum logical operation between two isolated
spin qubits through magnon mediation.
We also discuss the idea of a guard rail, which is a barrier potential on either side
of the conﬁning potential. Through the simulations, we show that stray spins on
the chain, which otherwise might drop inside the conﬁning potential and corrupt the
qubit, can be pushed away. We calculate the transmission and reﬂection probability
of the magnon through the guard rail potential.
4
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Chapter 2
Introduction to the Heisenberg
model in low dimensions
This chapter provides background information for this thesis. We introduce the spin
chain and the spin wave, and its elementary quantum particle, the magnon. We give
a brief introduction to quantum computation and communication. We also discuss
the Heisenberg model and its properties, which we use to perform calculations in
subsequent chapters in the presence of external magnetic and electric ﬁelds.
2.1 Spin chains
J J J J J
Figure 2.1: A one-dimensional spin chain. Balls represent spin particles and arrows
represent the Sz eigenvalue. J is the spin-spin coupling between nearest-
neighbours, which is negative for ferromagnets and positive for anti-
ferromagnets.
A spin chain is a one-dimensional array of spin-1/2 particles. Each particle is a
two-state quantum system that interacts with its nearest-neighbour. The nature
of the interaction can be exchange or dipole-dipole interaction. The dipole-dipole
coupling stems from the interaction of the magnetic ﬁelds generated by the two par-
ticles, where the exchange interaction arises from the wavefunction overlap of the
5
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particles. Although the both types of interactions are treated on a similar footing
when calculating the transport properties, the exchange interaction is relatively easy
to control. An external electric ﬁeld can alter the wavefunction of a spin particle,
therefore altering its overlap with the neighbouring spin, which in turn alters the
exchange coupling. If both types of interaction are present, then J becomes an ef-
fective coupling. We only consider the nearest-neighbour coupling in our model.
Due to the interaction, the spins orient themselves into a global order. If the sign
of the coupling is negative, all spins align themselves with each other. Such an
orientation is called a ferromagnet. If the sign of the coupling is positive, then
all spins anti-align with their neighbours. Such an orientation is called an anti-
ferromagnet. In this work, we only consider ferromagnetic systems with only nearest-
neighbour coupling.
2.2 Heisenberg model
The Heisenberg spin model is one of the most fundamental quantum models for
interacting spin systems. It assumes the existence of localised spins that interact
with their nearest-neighbours through some eﬀective interaction. The nature of the
interaction can be exchange or dipole-dipole coupling. However, the exact nature of
the interaction is ignored in the Heisenberg model, and both interactions are treated
the same way by our model. We do treat decoherence in our model and assume
that the decoherence time of the system of choice is much larger then the temporal
length of the protocol.
In one dimension the Heisenberg Hamiltonian [48] is
H = −J
N−1∑
n=1
[
Sn · Sn+1
]− γ N∑
n=1
Bn(t)S
z
n, (2.1)
= −J
N−1∑
n=1
[SxnS
x
n+1 + S
y
nS
y
n+1 + S
z
nS
z
n+1]− γ
N∑
n=1
Bn(t)S
z
n, (2.2)
where γ is the gyromagnetic ratio, J is the interaction strength, which is assumed
to be isotropic (Jx = Jy = Jz = J), n is the spin site index and N is the total
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number of spins. S = (Sx, Sy, Sz) is the total spin vector. J < 0 corresponds to an
anti-ferromagnetic system, where J > 0 is a ferromagnetic system. In the case of
spin 1/2, Sx, Sy, and Sz are x, y and z Pauli spin operators, respectively. The last
term in the Hamiltonian is the Zeeman term, which gives the energy contribution of
the external magnetic ﬁeld. Bn(t) is the time varying external magnetic ﬁeld at the
n-th spin site.
An alternative representation of the Heisenberg Hamiltonian that is commonly used
is in terms of the spin raising and spin lowering operators.
H = −J
N∑
n=1
[
SznS
z
n+1 +
1
2
(S+n S
−
n+1 + S
−
n S
+
n+1)
]− γ N∑
n=1
Bn(t)S
z
n. (2.3)
S+n and S
−
n are spin raising and lowering operators for the nth site. This form of the
Hamiltonian is useful as it highlights the mechanism by switching spin excitations
moves through the lattice, i.e. by the S+S− term.
The operators that are used in the Heisenberg Hamiltonian [eq. 2.3 ] are the Pauli
matrices,
Sx =

2
(
0 1
1 0
)
, Sy =

2
(
0 −i
i 0
)
and Sz =

2
(
1 0
0 −1
)
, (2.4)
and the raising and lowering operator is
S+ =

2
(
0 1
0 0
)
and S− =

2
(
0 0
1 0
)
. (2.5)
In an array of coupled spin system, an operator that only acts on the nth site can
be obtained as
An =
1
1 ⊗ 21 ⊗ . . . ⊗ nA ⊗ N−11 . . . ⊗ N1, (2.6)
where, 1 is a 2 × 2 identity matrix, A is the acting spin operator and ⊗ represents
the Kronecker product. The number on the top of the matrix identity represent the
site number.
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2.2.1 Basis set
In a spin-1/2 chain, the z-projection of each particle has two possible orientations,
up and down. Therefore a spin chain of N particles will have in general 2N possible
orientations. It is intuitive to deﬁne the basis state in terms of the spin orientation.
In a ferromagnet (J < 0), the ground state of the Heisenberg Hamiltonian is when
all spins are pointing down,
|g〉 = | ↓ ↓ ↓ ↓ . . . . . . ↓ ↓ ↓ ↓〉. (2.7)
Now we deﬁne the single excitation basis where only one spin is ﬂipped in the spin
chain, but ﬁrst we introduce the total spin operator SzT .
SzT =
∑
n
[
Szn +

2
]
. (2.8)
When applied to any state of the spin chain, SzT returns the total z-spin of the
system. The constant /2 is added at the end to rescale the energies such that for
the ground state it returns zero and for the one excitation state it returns one i.e.
SzT |g〉 = 0, SzT |m〉 = /2. |m〉 is a single excitation state in which all spins are
pointing down except the m-th spin which is pointing up. For a spin chain of length
N , a complete set of single excitation basis states is
|1〉 =
1
↑
2
↓ . . .
m
↓ . . .
N−1
↓
N
↓
|2〉 =
1
↓
2
↑ . . .
m
↓ . . .
N−1
↓
N
↓
...
|m〉 =
1
↓
2
↓ . . .
m
↑ . . .
N−1
↓
N
↓
...
|N〉 =
1
↓
2
↓ . . .
m
↓ . . .
N−1
↓
N
↑ . (2.9)
We only consider the single excitation subspace in this thesis. We will demonstrate
8
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in section 2.2.4 that the excitation subspaces can be considered individually when
performing time evolution. In other words, the Heisenberg Hamiltonian is a spin
preserving Hamiltonian and [H,SzT ] = 0 holds true.
The |m〉 basis states are mutually orthogonal to each other and therefore can be
used as a complete basis set for the ﬁrst excitation subspace.
〈m|n〉 = δm,n, (2.10)
where δ is the Kronecker delta.
2.2.2 Eigenfunctions: The magnons
The ground state of a ferromagnetic spin chain is when all the spins are aligned
with an external magnetic ﬁeld. Any disturbance in the order creates an excitation.
A local disturbance travels along the spin chain as a linear superposition of many
eigenstates. These traveling disturbances are called spin waves, and when quantised
in the excitation number, the quantum particles of these traveling disturbance are
called magnons.
The eigenfunction of the Heisenberg Hamiltonian is in the form of a plane wave,
which we will drive in the section 2.2.3. If |ψ(x)〉 = eikx is the general solution
of the Heisenberg Hamiltonian, then it satisﬁes H|ψ〉 = Ek|ψ〉. |ψ(x)〉 represents
the wavefunction of the z-projection along the chain. As a spin chain is a discrete
system, we can discretise the |ψ(x)〉 by replacing the x with na, where n is the
new discrete spin index and a is the spin spacing. The discretised version of the
eigenfunction becomes (up to normalisation)
|ψ〉 =
∑
n
eikan|n〉, (2.11)
where k is the wave-vector and by deﬁnition k = 2π/λ, where λ is the wavelength
of the eigenfunction. In a discrete system λ varies between a to aN in the steps of
a and the allowed values of k becomes k = 2π/an.
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Operator Initial state Final state
S1· S2 | ↑↑〉 14 | ↑↑〉 = 12 | ↑↑〉 − 14 | ↑↑〉
| ↑↓〉 1
2
| ↓↑〉 − 1
4
| ↑↓〉
| ↓↑〉 1
2
| ↑↓〉 − 1
4
| ↓↑〉
| ↓↓〉 1
4
| ↓↓〉 = 1
2
| ↓↓〉 − 1
4
| ↓↓〉
Table 2.1: Results from applying the operator S1· S2 on the two-spin basis states as
shown. | ↑↑〉 and | ↓↓〉 are the eigenstates, whereas | ↑↓〉 and | ↓↑〉 show
a spin ﬂip-ﬂop interaction.
2.2.3 Dispersion relation
The knowledge of the dispersion relation, which gives a relation between eigenfunc-
tions and their corresponding energies, is central to the time evolution of any quan-
tum system. In this section, we derive the dispersion relation and the eigenfunctions
of the Heisenberg Hamiltonian.
This derivation is drawn heavily from the books “An Introduction to Quantum Spin
Systems” [49] and “Spin Waves” [50]. In the absence of an external magnetic ﬁeld
(Bn = 0), the Heisenberg Hamiltonian becomes,
H = −J
N−1∑
n=1
[
Sn · Sn+1
]
. (2.12)
= −J
N−1∑
n=1
[SxnS
x
n+1 + S
y
nS
y
n+1 + S
z
nS
z
n+1] (2.13)
The Hamiltonian is a two spin operator that is repeatedly applied along the length of
the spin chain, one pair at a time. Therefore, we start by applying the Hamiltonian
to a two spin system, which we will latter generalise to an N spin system. We
represent the state of the two spin system in the z-basis. A two spin system can be
found in one of four possible spin states, | ↑↑〉, | ↑↓〉, | ↓↑〉 and | ↓↓〉. In Table 2.1 we
tabulate the action of S1 ·S2 on each possible conﬁguration of two interacting spins.
Table 2.1 shows that when the operator S1 ·S2 is applied to a state where both spins
are aligned, which is an eigenstate of the operator, the resultant is the original state
with the coeﬃcient of 1/4. When applied to a state where the spins are unaligned,
the ﬁnal state is the state with swapped orientation with the coeﬃcient of 1/2 minus
the original state with the coeﬃcient of 1/4.
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Operator Initial state Final state
X1,2 | ↑↑〉 | ↑↑〉
X1,2 | ↑↓〉 | ↓↑〉
X1,2 | ↓↑〉 | ↑↓〉
X1,2 | ↓↓〉 | ↓↓〉
Table 2.2: Eﬀect of the Pauli exchange operator on all possible orientations of a
two-spin system. The operator leaves the align states unchanged and
interchange the orientation of anti-aligned states.
Now, we deﬁne a new operator X, which is the Pauli exchange operator. The Pauli
exchange operator switches the orientation of two-spins and its action on the all
possible conﬁguration of a two-spin system is tabulated Table 2.2. Pauli exchange
operator leaves the aligned spins unchanged and exchange the orientation of the
anti-aligned state.
Hence, the general form of the operator Sn · Sn+1 can be written in terms of the
Pauli exchange operator as 2Xn,n+1 − 1, and the Hamiltonian becomes
H˜ = −J
N−1∑
n=1
[2Xn,n+1 − 1],
= −J
N−1∑
n=1
[Xn,n+1 − 1
2
]. (2.14)
We apply this Hamiltonian to the ground state of the spin chain, which is when
all spins are aligned with each other. The ground state is an eigenstate of the
Hamiltonian and therefore satisﬁesH|g〉 = εg|g〉, where εg is the ground state energy.
Applying this Hamiltonian to the ground state leaves it unchanged, and returns the
eigenenergy of J/2, which is the ground state energy. We make the ground state
energy zero by adding NJ/2 to the Hamiltonian.
H˜ = −J
N−1∑
n=1
[Xn,n+1 − 1]. (2.15)
Now we apply the above Hamiltonian to a single excitation state |m〉. The only two
11
2 Introduction to the Heisenberg model in low dimensions
terms that have any eﬀect are when n = m− 1 and n = m, therefore,
H˜|m〉 =− J [|m− 1〉+ |m+ 1〉 − 2|m〉], m = 1, N. (2.16)
If |ψn〉 is the eigenstate of the Hamiltonian, it will satisfy H˜|ψn〉 = En|ψn〉,
H˜|ψm〉 = −J
∑
m,n
Hmn|ψm〉, (2.17)
H˜|ψm〉 = −J
∑
m
[|ψm−1〉+ |ψm+1〉 − 2|ψm〉]. (2.18)
The Hnm are the matrix elements of the Hamiltonian with m,n representing the
matrix indices. When n = m, the elements represent the coupling between the sites,
and these are non-zero only when n = m± 1. When m = n, the diagonal elements
are called the on-site terms.
Using a plane-wave trial wave function, |ψ〉 = eikxa, where k is the wavenumber, x
is the distance along the spin chain and a is the inter-spin spacing.
Eeikxa = −J [eik(x−a) + eik(x+a) − 2eikxa],
E(k) = 2J [1− cos(ka)]. (2.19)
Equation 2.19 is the dispersion relation of a one-dimensional Heisenberg Hamilto-
nian, which varies cosinusoidally with k. A magnon wavepacket is a superposition
of many eigenfunctions. The centre of the wavepacket moves with the velocity of
δω/δk, which is called the group velocity. Where the individual components of
the wavepacket move with the phase velocity of ω/k. Due to the nonlinearity, the
value of ω/k is diﬀerent for each eigenfunction. Therefore, each component of the
wavepacket moves with a slightly diﬀerent speed, which results in spreading of the
wavepacket. Such a spreading of the wavepacket is called dispersion.
Here, it will be interesting to contrast a dispersive system to a non-dispersive system.
A photon travelling in free space is a naturally occurring dispersion free system.
The dispersion relation of a photon in free space is E = ck, where  is the reduced
Planck constant, c is the speed of light in vacuum and k is the wavenumber. The
photonic dispersion relation in free space is therefore linear in k. The linearity in
the dispersion relation implies that the phase velocity is constant in k and the group
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velocity and the phase velocity are the same. Therefore each component of a photon
wavepacket travels at the same speed as the group velocity, hence retains its initial
shape.
−π/a 0 π/a
0
2
4
k
E
n
er
g
y
[J
]
Figure 2.2: Dispersion relation of a one-dimensional spin chain
Expanding the cosine term into its Taylor expansion and neglecting the powers
higher than two and substituting into equation 2.19, we get,
E(k) = Jk2a2, (2.20)
which is an approximation of the dispersion relation around k = 0.
2.2.4 Spin preserving Hamiltonian
Here we provide a proof that the excitation subspaces do not mix with each other
during the time evolution.
We introduce a total spin operator, SzT , in eq. 2.8. When applied to a spin chain
state, it returns the total z-spin of that state. To prove that SzT is a constant of
motion, we check if it commutes with the Hamiltonian.
[H,SzT ] = HS
z
T − SzTH. (2.21)
We use |m〉, which is a general single excitation state, as a test function.
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[HSzT − SzTH]|m〉 = HSzT |m〉 − SzTH|m〉, (2.22)
=
1
2
H|m〉 − SzT [−J [|m− 1〉+ |m+ 1〉 − 2|m〉],
=
1
2
H|m〉 − 1
2
[−J [|m− 1〉+ |m+ 1〉 − 2|m〉],
=
1
2
H|m〉 − 1
2
H|m〉,
= 0.
Hence, SzT is a constant of motion and the total spin is conserved under time evolu-
tion.
2.2.5 Single excitation subspace
We have shown in the previous section that the total z-spin, Nz of a spin chain
stays constant under time evolution. What directly follows is that the individual
excitation subspaces do not mix with each other and can be considered individually.
〈g|H|m〉 = 0, (2.23)
where |g〉 is the global ground state and |m〉 is a single excitation space. This is to
say that a single excitation subspace, Nz = 1 is a spin preserving subspace.
Similarly,
〈m|H|m,n〉 = 0, m < n,m = n, (2.24)
where, |m,n〉 is a double excitation state (Nz = 2) with one spin at |m〉 and the
second spin is at |n〉.
The Hamiltonian can be arranged into blocks of excitation numbers and then any
block can be considered independent from the rest of the Hamiltonian. The size of
each block is N !
Nz(N−Nz)! , where N is the number of spins in the spin chain and Nz
is the excitation number of the block. The non-degenerated ground state subspace
is always 1 × 1, because it has only one possible orientation. The size of the ﬁrst
excitation subspace is N -dimensional.
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2.2.6 Matrix form of the single excitation subspace
In this section, we determine the matrix form of the single excitation of the Heisen-
berg Hamiltonian:
Hmn = 〈m|H|n〉,
H˜ =
∑
m,n
Hmn|m〉〈n| (2.25)
where |m〉 and |n〉 are single excitation basis states. Using the Hamiltonian form
described in equation eq. 2.15,
= 〈m|
[
− J
N−1∑
n′=1
[
Xn′,n′+1 + 1
]− γ N∑
n′=1
Bn′S
z
n′
]
|n〉, (2.26)
In the above expression, only three terms will survive,
when m = n,Hn,n = 2J − γBn,
when m = n+ 1, Hn,n+1 = J,
when m = n− 1, Hn,n−1 = J,
and ﬁnally when |m− 1| > 1, Hm,n = 0.
|m〉 and |n〉 are the position basis states i.e. in |m〉 state only the m-th spin is ﬂipped
up and the rest of the spins are pointing down. This results in a matrix that is tri-
diagonal, with 2J − γBn on the matrix diagonal (i, i) and J ’s are the oﬀ-diagonal
elements ((i, j+1) and (i+1, j)). We combine the diagonal terms into a single term
ε, which is the onsite energy of the spin. The onsite energy is clearly a function of
local magnetic ﬁeld. The oﬀ-diagonal elements are called the coupling terms as they
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set the time scale of the spin transfer between neighbouring pairs.
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ε1 J 0 0 · · · 0
J ε2 J 0 · · · 0
0 J ε3 J · · · 0
...
...
. . . . . . . . .
...
...
...
. . . . . . . . . J
0 0 0 0 J εn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.27)
2.3 Qubit
During the last two decades, quantum computation has made a transition from being
a remote subﬁeld of physics to a major research front of theoretical and experimental
physics. A simplistic description of a quantum computer is that it makes use of the
“quantumness” of the individual constituents of its processing unit.
The origin of the idea of modern quantum computing can be traced back to the
famous lecture of Richard Feynman, “Simulating physics with computers” [51]. The
other major milestones up to the current state of quantum computation includes
the latter work of Richard Feynman [51], David Deutsch’s work [52], Shor [53] and
Grover’s algorithm [54].
In a quantum computer, the basic unit of information is a qubit, just like a bit is
the basic unit of classical computation. Similar to a bit, a qubit is also a two-state
system, but as a qubit operates under the laws of quantum physics, it is allowed to
be in the superposition of the two states. If |0〉 and |1〉 are the two basis states of a
qubit, then any arbitrary state can be represented as
|ψ〉 = α|0〉+ β|1〉, (2.28)
where α and β are the complex coeﬃcients that satisfy |α|2 + |β|2 = 1. A qubit
is no diﬀerent to a general two-level quantum system, and detailed treatment of a
two-level quantum system can be found in many standard quantum textbook, for
example [55].
A common and intuitive way to represent a qubit, or any two-level system, is the
Bloch sphere. The state of the qubit is represented by an arrow with its tail on the
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Figure 2.3: Bloch sphere representation of a two state system. The North and South
poles represent basis states, |0〉 and |1〉.
centre of the sphere and its head pointing at the surface of the sphere, as shown in
ﬁg. 2.3. If the azimuthal angle of the arrow is θ and the polar angle is φ, then the
qubit state can be represented as
|ψ〉 = cos
(
θ
2
)
|0〉+ eiφ sin
(
θ
2
)
|1〉. (2.29)
The surface of the sphere represent the entire pure state space of the qubit.
2.3.1 Quantum information transport
Quantum state transfer refers to a method or protocol that results in the quantum
state at point A being transferred to point B, which is “some distance apart” from
point A.
An ability to transport a state with high-ﬁdelity is one of the central components of
a practical quantum computer. Taking an analogy from the classical communication
of the bit, we need the following to transfer a quantum state in a spin-based quantum
computer:
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ψ0
ψt
Figure 2.4: Each circle represent a qubit and the lines between them represent the
coupling. The sender qubit (red) is encoded with the state that needs to
be transported and the protocol is applied. After some time, the state
appears on the receiver’s qubit (blue), where it can be read out.
1. A quantum wire that can “conduct” the quantum state.
2. A wire with low resistivity (low dispersion and damping) so that the state can
travel an appreciable distance.
3. A large decoherence time. Dephasing time is the time after which a quantum
state loses its coherence, thus losing the phase information of the state. In a
quantum computer the information is stored in the quantum state of the qubits,
and the loss of quantum phase is actually the loss of quantum information.
Decoherence is unavoidable but the extent of it can be reduced by choosing
the appropriate system.
Figure 2.4 shows the generic scheme of quantum transport. Each black circle is a
qubit that can host the quantum state. The black line between the qubits indicates
the coupling between neighbouring spins. The goal of any quantum transport pro-
tocol will be to transfer the state from the red qubit to the blue qubit through the
intervening array of qubits, without losing the quantum information.
2.3.2 Fidelity
One of the most commonly used and convenient ways to quantify the quality of
transport is ﬁdelity. In simple words, ﬁdelity is the extent to which the initial state,
evolved under a unitary evolution, matches the target state. Mathematically,
18
2.3 Qubit
F = |〈ψT|e−iHt/|ψini〉|2,
= |〈ψT|ψﬁn〉|2 (2.30)
F is ﬁdelity, |ψini〉 is the initial state, |ψﬁn〉 is the ﬁnal state and |ψT〉 is the target
state. A target state is the desired ﬁnal state. If the initial state was the ground state
of the conﬁning potential at its initial position of the potential then the target state
will be the ground state at the ﬁnal position of the potential. In the case of a time
varying Hamiltonian, time evolution requires the integration of the time-dependent
Hamiltonian,
|ψﬁn〉 =
∫ t
0
e−iH(t)t/|ψini〉,
therefore,
F(t) = |〈ψT|
∫ t
0
e−iH(t)t/|ψini〉|2,
= |〈ψT|ψﬁn〉|2. (2.31)
The ﬁdelity of any given system can vary between zero and one, where one means
that the time evolved state is the same as the target state.
2.3.3 Adiabaticity
In quantum mechanics, adiabaticity is the ability of a state to remain in the instan-
taneous eigenstate under an external perturbation. The Adiabatic theorem states
that a system remains in the same instantaneous eigenstate of a time-dependent
Hamiltonian, when the rate of change of the Hamiltonian is small compared to the
spectral gap. A slower perturbation allows the system to respond to the changing
eigenspectrum of the Hamiltonian. Thus, the initial and the ﬁnal states, in eigen-
function basis, are the same states. On the other hand, if the perturbation is rapid
on the time scale of the Hamiltonian then the system cannot adapt suﬃciently and
the initial and ﬁnal states diﬀer. The adiabaticity of any system can be quantiﬁed
in terms of the adiabaticity parameter, which for a given pair of eigenstates can be
19
2 Introduction to the Heisenberg model in low dimensions
calculated as below,
A =
〈ψ(t)|∂tH(t)|φ(t)〉
|〈ψ(t)|H(t)|ψ(t)〉 − 〈φ(t)|H(t)|φ(t)〉|2 , (2.32)
=
〈ψ(t)|∂tH(t)|φ(t)〉
|Eψ(t)− Eφ(t)|2 , (2.33)
where |ψ(t)〉 and |φ(t)〉 are the pair of instantaneous eigenstates and H(t) is the
time-dependent Hamiltonian. A higher value of the adiabaticity parameter implies
a higher transition probability, therefore a less adiabatic system. Adiabatic evolution
requires the adiabaticity parameter to be much less then one, A  1. Adiabaticity
is also directly proportional to the instantaneous energy gap between the eigenstate.
In our model |ψ(t)〉 and |φ(t)〉 are the instantaneous ground and the ﬁrst excited
state respectively. The adiabaticity parameter gives a measure of the probability rate
of transition to occur between two eigenstates. We discuss adiabaticity in further
detail in the next chapter in the context of our transport protocol.
2.3.4 Logical operations
In a classical computer, the computation is performed through the logical operations
on the bits. A logical gate takes in one or more bits and has at least one output bit.
Similar operations are required in a quantum computer to perform the computation.
A universal set of quantum gates is a set of gates that is needed to realise any
arbitrary unitary operation in a quantum circuit. A universal set is the Hadamard,
CNOT and π/8 gates that are shown in the table 2.3.
Any unitary operation on qubits can be represented by a combination of these gates.
[56].
2.4 Realistic systems
In the seminal work of DiVincenzo [7], he deﬁned the basic criteria for the realisation
of a quantum computer,
1. A scalable physical system
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Gate name Matrix form Basis
Hadamard 1√
2
[
1 1
1 −1
] |1〉
|0〉
π/8
[
1 0
0 eiπ/4
] |1〉
|0〉
CNOT
⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎤⎥⎥⎦
|00〉
|01〉
|10〉
|11〉
Table 2.3: A universal set of quantum gates that comprises Hamamard, CNOT and
π/8 gates. Hadamard and π/8 gates are single qubit gates where CNOT
is a double qubit gate.
2. Ability to initialise the qubit state
3. Long coherence time, much larger then the gate operation time
4. A universal set of quantum gates
5. Qubit speciﬁc measurement capabilities
6. The ability to interconvert between static and ﬂying qubits
7. The ability to faithfully transmit ﬂying qubits between speciﬁed locations
The work presented in this thesis closely address the sixth and the seventh criteria in
the context of spin based quantum computing [57, 58]. In particular, we consider n-
type solid-state spin based quantum computing, which is based on the implantation
of atoms with one unpaired spin into a spin free lattice to realise an array of spin
qubits. A spin free lattice ensures a long coherence time.
2.4.1 Kane’s architecture
In the ﬁeld of spin based solid-state quantum computation, Kane’s architecture (ﬁg.
2.5) is arguably the most studied system [57]. The successful realisation, initialisa-
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Figure 2.5: An illustration of the Kane architecture. This ﬁgure is taken from [57].
Phosphorus atoms are buried in the silicon lattice. A-gates control the
hyperﬁne coupling and J-gates control the exchange coupling.
tion [59] and readout [60] of a single qubit has been reported. An excellent review
of silicon-based quantum computing is presented in [61].
The Kane architecture consists of donor phosphorus atoms that are placed inside
silicon lattice (ﬁg. 2.5). The nucleus of 31P atom has an unpaired spin, which is used
to realise qubits. Additionally, 31P has an unpaired electron. When placed inside
the silicon lattice, the wavefunction of the unpaired electron spreads over many sites,
and therefore overlaps with the wavefunction of unpaired electrons associated with
the neighbouring 31P.
The overlap of the neighbouring electronic wavefunction gives rise to the exchange
coupling. Furthermore, the wavefunction of the unpaired electron also overlaps
with its own nucleus wavefunction. Such an wavefunction overlap gives rise to the
hyperﬁne interaction. The two nuclear spin qubits do not interact directly, but
instead they interact through an electron-mediated interaction.
Both interactions, the hyperﬁne and the exchange interaction, can be controlled by
an external electric ﬁeld. As the external electric ﬁeld alters the electronic wave-
function, in turn, it changes the coupling. Surface electric gates that control the
hyperﬁne interaction are called A-gates and are placed on the top of each 31P. And
the gates that control the J-couplings and called J-gates and are placed in between
two 31P atoms.
In addition to A− and J− gate, an AC magnetic ﬁeld is used to induce a spin ﬂip
[57, 25]. Through a precise tuning of the hyperﬁne coupling using A-gates, qubits
are brought in to and out of resonance with the oscillating magnetic ﬁeld.
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Here we make few points on the pertinence of Kane’s architecture to our work. A
row of phosphorous donor atoms is a one-dimensional Heisenberg spin chain with
controllable, electron mediated, eﬀective coupling. We beneﬁt from at least two
developments that came forth from the eﬀorts to realise Kane’s architecture. The
ﬁrst development is the ability of precise placement of donor atoms in the silicon
lattice. The current state of the art technology can place a single phosphorous
atom in silicon lattice with the precision of almost a single lattice site [62]. This
gives us the freedom to explore diﬀerent spatial arrangements of spins without being
concerned about their fabrication.
As described earlier, during the operation of Kane’s quantum computer, a control
of spin-spin coupling and the hyperﬁne coupling is maintained through the surface
voltage gates. Many studies, theoretical and experimental, have reported the relation
between voltage and the A- and J-couplings [25, 63, 64]. Therefore, we also beneﬁt
from this literature when we use an electric ﬁeld to control to the spins, in Chapter-5.
Finally, we suggest that a part of our work provides a solution to one of the major
hindrances in the Kane architecture. Quantum transport in Kane’s architecture was
originally proposed by implementing SWAP operations on a row of qubits. SWAP-
operations require spatial control at the level of the individual qubit. Implementation
of such control requires a gate density comparable to the qubit spacing. The require-
ment of such a high gate density leads to an inevitable structural complexity and
the protocol rapidly becomes ineﬃcient in the long range [47, 65, 66].
In Chapter 5, we show that in a spin chain, long range transport can be achieved
with much less control gate density. Furthermore, we demonstrate a method to
upload and download a qubit on the spin chain. This also enables us to perform a
magnon mediated two-qubit operation on distant qubits.
2.5 Chapter Summary
In this chapter, we introduced all the essential concepts and terminologies that we
use for the thesis. First, we introduced the spin chain, which is a one-dimensional
array of spin-1/2 particles. In a spin chain, all the spins couple to their nearest-
neighbour through an exchange interaction. In the case of a ferromagnet, the energy
associated with the exchange is negative, which makes all spins to align in the same
direction. If a spin is ﬂipped, it propagates along the chain due to the interaction.
The quantum particle the travelling excitation is called a magnon.
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In Section 2.2 we explained the Heisenberg model and derived its dispersion relation
and eigenvectors. We also discussed the matrix form of the Hamiltonian. By calcu-
lating the commutation of the Heisenberg Hamiltonian and the total spin operator,
we showed that the total spin is a constant of motion. Hence, the diﬀerent excitation
subspaces do not mix with each other. Therefore, one can consider each subspace
individually. We only consider the single-excitation subspace in this thesis.
In Section 2.3, we provided a brief introduction to the quantum computation and
quantum transport. We described the qubit and its Bloch representation. Further-
more, we provided deﬁnitions of adiabaticity and ﬁdelity. Fidelity is a measure of
the resemblance between the ﬁnal state and initial state, in the frame of reference
of the potential well. Adiabaticity is the measure of the likelihood that the magnon
will make the transition to the higher energy mode.
Finally, in Section 2.4, we discussed the realistic systems that can be used to build
our device. In particular we expanded on spin-based solid-state quantum computer
architecture, the Kane’s architecture.
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Chapter 3
Magnon conﬁnement in one
dimension
In this chapter, we study the use of the external magnetic ﬁeld to conﬁne and faith-
fully transport a magnon in a spin chain. We use a spatio-temporally varying mag-
netic ﬁeld to conﬁne and translate the magnon in the chain. We determine the eﬀect
of the shape of the potential on the quality of transport by determining properties in-
cluding ﬁdelity and adiabaticity. We also investigated the eﬀects of disorder in the
chain and show that the eﬀects of disorder on the quality of transport can be ame-
liorated by reducing the speed of the moving potential and/or increasing the width
commensurately.
3.1 Introduction
Understanding quantum transport is fundamental to answering the questions of how
quantum information spreads in complicated environments such as random walks
[67, 68], how quantum photosynthesis works [69] and how to realise an on-chip
quantum communication in solid-state quantum computers [1]. In this chapter we
concentrate on one aspect of quantum information transport (QIT), namely trans-
port of information through the Heisenberg chain. Quantum information transport
is a process of moving a qubit of information through space. Quantum information
transport (QIT) with high-ﬁdelity is imperative for a practical quantum computer
[70]. This problem has a rich history [33, 71, 72, 73, 74, 75, 76, 77] and is undergoing
renewed investigation due to its importance for certain models of solid-state quan-
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tum computation, especially dopant in silicon approaches to quantum computation
[25, 57, 73, 78].
Here we explore the methods of dispersion-free transport through a Heisenberg spin
chain [79]. A spin chain is a line of coupled spin-1/2 particles or qubits and the
Heisenberg model is one of few models that can be used to calculate the static and
dynamic properties of spin chains. A review of some of the properties of the Heisen-
berg spin chain is given in the previous chapter. In most approaches to Heisenberg
chain information transport, the information is either explicitly or implicitly encoded
into quantised spin excitations, termed magnons. Within this context, the goal of
magnonic QIT is to transmit magnons through a system with the highest ﬁdelity in
the shortest time.
Dispersion is one of the major factor that reduces the eﬀective range of the magnon.
Dispersion is the spreading of a wavepacket as it evolves in time, which reduces the
eﬀective distance it can travel without losing the information. We study a method
of countering the dispersion of a magnon, as it travels through the medium, using a
spatially and temporally varying external magnetic ﬁeld. First, we will describe the
evolution of a free magnon and the extent of its spreading.
3.1.1 A brief review of the quantum information transport
(QIT) through spin chain
The goal of QIT is to move a qubit from point A to point B with a minimal decoher-
ence and with high-ﬁdelity. A row of qubits with nearest-neighbour interactions is
a good choice for this task and a spin chain is one example of such an arrangement.
The canonical protocol to achieve a spin transfer through the spin chain is that one
end of the spin chain is encoded with a qubit state that is intend to be transported,
then under the natural evolution of the spin chain, the state arrives at the other end
after some time.
The state of a spin chain that has all of its spins in |0〉 state except the ﬁrst spin,
which is encoded with an unknown state α| ↑〉+ β| ↓〉 can be represented as α|1〉+
β|g〉, where |g〉 is the global ground state. The desired transformation for a quantum
state transfer is α|1〉 + β|g〉 → α|N〉 + β|g〉, where |1〉 and |N〉 are the basis states
deﬁned with the notation described in section 2.2.1.
However, due to the spreading of the magnon, the eﬀective range of a free evolving
magnon is very limited. Therefor many models are put forward that use some kind
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of external control to minimise the dispersion, thus, increasing the range of the
magnon.
All the protocols for the long-range magnon transport through a spin chain can
be categorised into three types. The ﬁrst type is where there is no local control
over the chain and the magnon transport is achieved through the free evolution
of the magnon. This regime has been considered by numerous authors and the
techniques for high-ﬁdelity QIT typically involve precise timing [8, 80] or precise
structuring of the spin chain [45]. On the other extreme, one can consider complete
local control, similar to that proposed in Kane’s quantum computer [57, 81, 82].
In Kane’s architecture, the requirement of spatial resolution of coupling control
is similar to the spin spacing. There are also models for QIT that are based on
controlling the ends of the chains, [83, 75, 80, 21, 84, 85].
3.2 Free magnon propagation in one dimension
We simulate the evolution of a free magnon through a spin chain, by solving the
Schro¨dinger time equation and using the Heisenberg Hamiltonian. The one-dimensional
Heisenberg Hamiltonian is
H = −J
[N−1∑
n=1
SznS
z
n+1 +
1
2
(S+n S
−
n+1 + S
−
n S
+
n+1)
]
− γ
N∑
n=1
Bn(t)S
z
n. (3.1)
J is the coupling strength, γ is the gyromagnetic ratio, Szn is the Pauli-z spin operator
of the n-th spin, S+n and S
−
n are the spin raising and lowering operators of the n-th
spin and Bn is the external magnetic ﬁeld strength at the n-th site of the spin chain.
The Heisenberg Hamiltonian has been explained in detail in the previous chapter.
For a free magnon simulation there is no external magnetic ﬁeld, Bn = 0.
The simulations in this chapter and all subsequent chapters were performed by
numerical integration of the Schro¨dinger equation. We used the Matlab package
ODE45 to perform the integration.
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Figure 3.1: (a) A Gaussian-shaped magnon traveling across a spin chain of length 300
sites. The dispersion of the magnon is apparent within 100 time steps.
(b) The initial state of the magnon, showing real (red) and absolute
(blue) value of the wavefunction, as a function of spin site index.
We construct a Gaussian magnon as
|ψk,n0,α〉 =
∑
n
eikancn(n0, α) |n〉 , (3.2)
where k is the wave vector, a is the lattice spacing and |n〉 is the state with nth spin
ﬂipped. Changing the value of k controls the group velocity of the magnon. The
wavenumber k can vary between 0 and π/2a, resulting in maximum magnon group
velocity of 2J .
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To illustrate the time evolution, we consider cn to be a Gaussian function of n.
cn = e
−n−n0
2α2 , (3.3)
n0 is the centre of the magnon and α is the standard deviation, that controls the
width of the function.
Figure 3.1(a) shows free evolution of a magnon as a function of time for n0 = 50
and α = 20. The value of k was set to π/6a, which introduces a translation of 1
site/unit time. For a detailed discussion on the exact relation between k and the
magnon speed see section 3.3.6.
Unless stated otherwise, for this and any subsequent simulations a and  are set to
1. We have described the Heisenberg model in detail in the previous chapter. The
coupling strength J in the Hamiltonian was also set to 1, which correspond to a
ferromagnetic system, and it will be the same for any subsequent calculations unless
stated otherwise.
It can be seen in ﬁg. 3.1(a) that as the magnon travels it also starts to spread out.
The dispersion happens due to the nonlinear dispersion (eq. 2.25) relation of the
spin chain which implies that each k-component of the magnon wavepacket travels
at diﬀerent velocities, resulting in the spread of the wavepacket.
3.2.1 Spreading of wavepacket in Heisenberg Spin chain
Any freely evolving wavepacket in a dispersive system is subject to dispersion, and
a magnon is one example of that. Here we determine the extent of spread of a
Gaussian wavepacket as a function of time in the Heisenberg spin chain. Two major
factors inﬂuence the rate of spread of the magnon in the spin chain: its initial width
and its speed. Figure 3.2(a) and (b) show the eﬀects of initial width and initial
speed on the rate of spread of the wavepacket (magnon). These calculations were
performed numerically using the Heisenberg Hamiltonian. For the calculation of ﬁg.
3.2(a), the system was initialised with varying FWHM of magnon and for 3.2(b)
system was initialised with varying speed of the magnon. FWHM at all future times
were extracted numerically.
Figure 3.2(a) shows that the magnon that is initialised with smaller FWHM spread
faster then the magnon that were initialised with the larger widths. This is simply
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(a) (b)
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Figure 3.2: (a) Full width at half maximum (FWHM) of a Gaussian wavepacket as
a function of time for several initial widths, for constant speed. α is
the standard deviation of the initial wavepacket. wavepackets that were
initialised with smaller FWHM spread rapidly as compared to the pack-
ets with larger FWHM. (b) FWHM of a gaussian wavepacket traveling
through the spin chain with diﬀerent speeds. Packets with slower speed
spread faster then the packets moving with faster speed. (c) Probabil-
ity density of a moving magnon wavepacket which spreads out as time
progress.
due to the k-space spread of the wavepacket. In a narrower wavepacket we have a
larger number of k-vectors compared to a wider wavepacket. Figure 3.2(b) show the
FWHM of several wave-packets that were initialised with diﬀerent initial speed. The
wavepackets with lower speed spread more rapidly than wave-packets with higher
speed. Figure 3.2(c) shows the initial and time evolved probability density of a
magnon. A marked spreading of the wavepacket is evident.
The explanation for correlation between the magnon speed and its rate of spread
is that the process of introducing the speed shifts the wavepacket in k-space. The
wavefunction of a stationary magnon has zero momentum and is centred at k = 0
in momentum space. To achieve a moving magnon, momentum is introduced by
introducing a complex phase. As we later discuss in section 3.3.6, the dispersion
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rate of the magnon is maximum around k = 0. As the magnon wavepacket moves
away from k = 0, its rate of dispersion decreases and reaches its minimum value at
k = aπ/2. Therefore, a faster moving magnon shows lesser dispersion compared to
a slower moving magnon.
3.3 Magnetic conﬁnement
In this section we show that the magnon dispersion can be counteracted by apply-
ing a spatially varying external magnetic ﬁeld that is low around the magnon and
high everywhere else on the spin chain. We particularly discuss the use of of conﬁn-
ing potential that requires semi-local control, which means that the magnetic gate
resolution can be very large than the spin-spacing.
Figure 3.3: Snapshots showing the propagation of a magnon conﬁned in a moving
magnetic potential, indicated by the black lines, across a one-dimensional
chain of spin 1/2 particles. When the translation is adiabatic, the
magnon remains in the local ground state. We term the guiding po-
tential a spin guide. A magnon propagating in a one-dimensional spin
guide can be treated similarly to the propagation of a photon in a two-
dimensional optical waveguide.
This type of control has been considered previously [33, 36, 74] and under certain
circumstances can be viewed as being the magnonic equivalent of a waveguide for
light, which we term a spin guide [33, 34].
3.3.1 Spin guide
The process of spin guiding involves populating the ground state of the potential, and
then adiabatically translating the potential, thereby moving the magnonic excitation.
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The overall shape of the potential is not very important as long as it fulﬁls the two
minimum requirement stated below.
1. The potential should have at least one non-degenerate bound mode. The
condition of non-degeneracy is required because if the states are degenerate
then the magnon is highly likely to become a linear combination of many
states during the transport and will corrupt the information it carries.
2. The momentum of the magnon should be well deﬁned, and matched to the
translation speed of the spin guide. A large magnon k-space spread prevents
the matching of the entire wave function with the ground state of the spin
guide.
We performed all of our calculation in the discrete setting, as opposed to analysis
done by [33], explicitly showing the speed limits of the magnon in the spin chain.
Figure 3.3 and 3.4 illustrates a conﬁned transport using an external magnetic conﬁn-
ing potential. Once the magnon is initialised inside the potential, it stays conﬁned.
As the potential translates across the chain as a function of time, the magnon re-
mains conﬁned and translates with it. In ﬁg. 3.4 the magnon was initialised as the
ground state of the conﬁning potential, where the potential used was Po¨schl Teller
potential (eq. 3.4, section 3.3.3), with width(w) = 20 and depth (B0) = 1.
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Figure 3.4: (a)Conﬁned magnon transport using Po¨schl Teller potential. Red lines
show the boundaries (FWHM position) of the potential. The magnon
was launched into the ground state of the potential with the match-
ing speed of the potential, which in this case is 1 sites/unit time. No
dispersion was observed. (b) and (c) show the initial and ﬁnal probabil-
ity distribution along with the applied potential for the initial and ﬁnal
state.
The two minimum conditions stated above are indeed a function of the shape of the
conﬁning potential. Changing the width and the depth of the conﬁning potential
will change the number of total bound modes and their shape. We will discuss the
eﬀect of the potential shape on the quality of transport in section 3.4
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Figure 3.5: (a) Schematics of an optical waveguide. The red lines deﬁne the bound-
ary of the waveguide, that conﬁne the excitation. (b) Schematics of a
1+1-D spin guide, where the red lines represent the boundary of high
and low magnetic ﬁeld. After Makin et al. [33]
3.3.2 Waveguide analogy
In optics one has to overcome a similar problem of dispersion to achieve a long-
range transport of optical pulses through a material. The common way to conﬁne
an optical wave, thus preventing it from spreading transversally, is by enclosing a
low refractive index material inside a high refractive index material. This creates an
eﬀective transversal conﬁning potential. This allows the wave to be conﬁned in the
transversal direction and travel freely in the third dimension. Our spin guides can
be thought of a system similar to an optical waveguide, except we have one spatial
dimension and one temporal dimension.
Figure 3.5 illustrates the analogy between an optical waveguide and a spin guide.
Figure 3.5(a) show a top down view of an optical waveguide. Red lines are the
boundary of the waveguide. As an optical pulse is launched inside the region enclosed
by two red lines, it stays conﬁned inside the region and travels along the guide.
Figure 3.5(b) shows a spin guide. The horizontal dimension is the one-dimensional
spin chain. Red lines are the boundaries of the conﬁning potential. The potential
is traversed across the spin chain as the function of time. Once the magnon is
launched inside the potential, under the right conditions, the magnon stays inside
the potential at any subsequent time. Hence, a one-dimensional spin guide can be
thought as a 1+1 dimensional spin guide.
This analogy allows us to translate many concepts from optics to the spin case.
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3.3.3 Graded-index vs step-index
Optical waveguides can be categorised into two broad types; step-index and graded-
index. Step-index waveguide is a guide in which the refractive index proﬁle changes
abruptly, like a step potential. There is a well deﬁned interface between two materials
of diﬀerent indexes. On the other hand, in a graded-index ﬁbre index varies smoothly
as a function of position. We use two diﬀerent potentials to mimic the eﬀects of
graded and step-index in the spin guide, Po¨schl Teller and square well potential, and
compared their properties in terms of conﬁnement, transport ﬁdelity and maximum
speed. The functional form of the potentials we used are given below,
BPT(x, t) = B0sech
2
(
x− x0(t)
w
)
, (3.4)
BSW(x, t) =
B0
2
[erf((x− x0(t)− w/2)/v) + erf((x− x0(t) + w/2)/v)] , (3.5)
where x0(t) is the centre of the (moving) potential, which is a function of time. w
is the width of the conﬁning potential in each case, B0 is the maximum depth of
the potential well and v is a dimensionless parameter that controls the roll oﬀ of the
erf. v for this and all subsequent work is set to 0.1, which makes the potential a
good approximation of a square well potential potential. The square well potential
has an abruptly changing proﬁle and therefore can be thought of as analogous to a
step-index waveguide.
On the other hand, P-T is more akin to graded-index ﬁbre due to its slowly varying
proﬁle.
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Figure 3.6: Spin guide conﬁning potentials and their ground states. (a) Black lines
show the potential shapes of PT (dotted) and SW (solid) of same width.
Where the gray lines show the ground state of the PT (dotted) and SW
(solid). (b) Eigenspectrum of a spin chain with no applied potential
(dotted). In the ﬁrst excitation subspace, the energy of the eigenmodes
varies between -2J and 2J . The application of the external ﬁeld creates
some modes with energy lower then -2J . These modes are bound modes.
Black is the eigenenergies of a spin chain with P-T magnetic ﬁeld applied
and gray is with SW applied. (c) P-T (dotted- black) and SW (solid-
black) potential, chosen such that the resulting ground state is of same
width. Dotted gray is the P-T ground state and solid gray is the SW
ground state. For the same width of spin ground state, the P-T potential
needs to be four times wider than the SW.
Figure 3.6 shows the comparison between the two potentials. Figure 3.6 (a) shows
the Po¨schl-Teller and a square well potential of similar width of 140 sites and their
corresponding ground states. The spread of the ground state of square well potential
is much larger than the ground state of Po¨schl-Teller potential. Figure 3.6 (b) shows
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the eigenenergies as a function of mode number of a free spin chain, of a chain with
applied Po¨schl-Teller potential and of a chain with applied square well potential.
The energy of the ground state of a free chain, which is the lowest energy, is -2J .
The application of potential caused bound modes to form with energies lower than
-2J . Figure 3.6 (c) shows the Po¨schl-Teller potential and square well potential and
their ground states. The width of the the potential were chosen such that the spread
in the ground state of both potentials is similar. In this particular instance, Po¨schl-
Teller potential width needs to be four time larger than the width of square well
potential to achieve the matching ground states.
3.3.4 Conﬁnement factor
Conﬁnement factor is a commonly used term in semiconductor laser physics, which
is deﬁned as the ratio of the electric ﬁeld in the active region to the total electric ﬁeld
[86]. We use the same analogy and deﬁne a magnonic version of this conﬁnement
factor based on the probability distribution of the magnon conﬁned modes, which,
in our case is the population inside the guide.
CF =
∫ wg
−wg
|ψn|2 (3.6)
where ψn is the wavefunction of the n-th eigenmode of magnon in the presence of
the potential. CF varies between 0 an 1 and gives a measure of spatial conﬁnement.
3.3.5 Three transport regimes
Our basic protocol requires the initialisation of the magnon and the potential with
a matched speed. However, a mismatch can be introduced due to the improper
initialisation or due to the presence of the disorder in the spin chain.
We deﬁne three diﬀerent regimes of the conﬁned spin transport.
1. The ﬁrst regime is where the magnon is conﬁned to the instantaneous ground
state of the potential, throughout the propagation. This is the regime that
is essential for the preservation of quantum phase, and hence for high-ﬁdelity
quantum information transport. Using a potential that matches the criterion
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Figure 3.7: Phase diagram showing several transport regimes, as a function of
magnon speed and position relative to the potential. The lines mark
the boundaries between diﬀerent regimes, where black line corresponds
to the P-T potential and gray line corresponds to the SW potential.
< x > is the expectation value of the magnon position and x0 is the
centre of the conﬁning potential, where Δ is the speed mismatch be-
tween the magnon and the moving potential. This phase diagram was
calculated by launching the magnon at increasing speed inside a static
potential well (w = 60a, B0/J = 1 ) and then calculating the expec-
tation value of position and momentum of the magnon as function of
time. If magnon and potential coincide with perfectly matched speeds
then high-ﬁdelity quantum information transport will result (centre of
the diagram, regime-I). Small speed or position mismatch gives rise to
coupling to higher modes and in general, loss of the phase information,
but not population. In this case, both position and momentum oscillate
around the centre (regime-II). If the mismatch between position and/or
speed is too great then the magnon will be coupled into unbound modes,
leading to the loss of energy from the guided mode (regime--III).
stated in section 3.3, and protocol is initialised with perfectly matched speed
in a perfectly ordered spin chain will result this type of transport, to which we
will refer to as regime-I transport.
2. If a speed mismatch is introduced on the start of the protocol or during the
transport, it excites the magnon to some nontrivial superposition of the other
conﬁned modes. However, if the speed mismatch is small, the magnon stays
conﬁned in the potential. This case is likely to be extremely sensitive to the
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precise details of the transport. Hence, we do not expect this regime to be
useful for quantum information transport, as it losses the phase information
stored in the magnon. Nevertheless, this regime may be useful where the
transmitted information is the presence or absence of a magnon without phase
information i.e. classical transport. We call this type of transport a regime-II
transport.
3. If the speed mismatch between potential and the magnon becomes too large,
the magnon becomes excited to unbound modes and leaks outside the poten-
tial. In this regime the magnon is eﬀectively unbounded and hence the spin
guide is lossy. We call this type of transport a regime-III transport.
To quantify these regimes, we make an analogy to classical harmonic oscillator and
assume that the conﬁning potential is a restoring potential to magnon, which always
direct the excitation to the middle of the potential. If there is a mismatch in the
speed of the conﬁning potential and the magnon then the magnon oscillates inside
the potential while being guided. As the mismatch becomes large and the excitation
starts to overlap with unbound modes, leaking occurs. Figure 3.7 shows a phase map
of the speed mismatch and position expectation value. In this particular instance,
we use Po¨schl-Teller and square well potential of width 60 sites. The calculations
were performed by repeated simulations of the magnon inside the conﬁning potential.
The magnon was initialised inside a static potential an increasing speed. The centre
point of the phase map correspond to perfectly matched conditions. At centre, there
is no diﬀerence in the speed of the potential and the magnon. Thus, it never departs
from the centre of the potential. As the mismatch is introduced, the magnon starts
to oscillate inside the potential and its position expectation value and the speed
expectation values forms a close loop on the phase map. When the magnon is at
the center of the potential, its displacement is zero and has maximum momentum.
Whereas, when magnon is at either edge of the potential, its displacement is maxi-
mum and its momentum is zero. The boundaries mark the point at which magnon
completely escapes from the potential. This is when the speed mismatch becomes
too large. This threshold value is slightly diﬀerent for SW (v = 1.9 sites/unit time)
and P-T (v = 1.8 sites/unit time) potentials.
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Figure 3.8: Dispersion relation (blue) of a magnon in a spin chain and its corre-
sponding group velocity (red).
3.3.6 Speed matching
The magnon and the potential speed matching is crucial for proper initialisation of
the protocol. When a magnon with an initial form given in eq. 3.2, undergoes time
evolution, its speed is directly controlled by the value of k. In this section we seek
a direct connection between the k-vector and the speed of the magnon.
A magnon travels in the form of a wavepacket on the spin chain. The group velocity
of the magnon wavepacket can be calculated as vg = ∂ω/∂k. The dispersion relation
of a one-dimension Heisenberg Hamiltonian, that has been derived in the previous
chapter, is,
ω =
2J

[1− cos(ka)] , (3.7)
Hence, the group velocity is
vg =
∂ω
∂k
=
2Ja

sin(ka), (3.8)
where ω is the frequency. Thus, an appropriate k-value can be determined for a
given speed of the magnon to match the speed of the guiding potential, using eq.
3.8. It is evident from eq. 3.8 that as k approaches π/2a, vg approaches its maximum
of 2J . Therefore, in a perfectly ordered system a magnon is bounded by a maximum
speed limit of 2J [74].
Figure 3.8 shows the magnon energy and the group velocity of magnon as a function
of k. It shows that the group velocity of the magnon reaches its maximum value of
2J when the k is 0.5π. This speed limit can also be derived from more fundamental
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principles of quantum speed limit (QSL) and an excellent review of QSL implication
on a spin chain systems is presented in [87].
3.4 Pöschl-Teller vs square well potentials
We use the square well and the Po¨schl-Teller potential to demonstrate successful
magnon transfer in diﬀerent regimes. We initiate the magnon in the ground state of
the potential. The magnon was also given the initial momentum according to the
method described in the previous section. To determine the quality of the transport,
we calculate the instantaneous ﬁdelity of the magnon. Furthermore, we also calcu-
lated the conﬁnement factor of the magnon. The conﬁnement factor is simply the
sum the magnon probability amplitude values within the potential,
∑x0+w/2
x0−w/2 |ψx|2.
Fidelity of the magnon transport was calculated by
F = |〈ψt(t)|
∫ t
0
e−iH(t)t/|ψini(0)〉|2, (3.9)
|ψt〉 is the target state and |ψini(0)〉 is the initial state.
Figures 3.9a, 3.9b, 3.10a, 3.10b and 3.10c show instances where the speeds of the
magnon and guiding potential are matched perfectly i.e. regime-I transport. The
graph on the right side of each plot shows the ground state ﬁdelity, population in
ﬁrst excited state and conﬁnement factor (total population inside the potential), as
a function of time. The population in the ﬁrst excited state was calculated in similar
manner to the ﬁdelity calculation, taking |ψini(t)〉 to be the ﬁrst excited state. In
all cases we see a perfect transfer i.e. the ﬁdelity stays one throughout the protocol,
with the exception of 3.10b. The P-T potential has a tightly localised ground state,
thereby a large spread in momentum. However, the conﬁning potential can only be
translated at a single velocity, and hence can only be matched to a single momentum
component. Figure 3.10b illustrates an instance of this, namely the population loss
due to a spread of momentum in the magnon. Equivalent width of the ground state
of the P-T and SW potentials is achieved for a P-T potential width four times greater
than that of a SW with the same depth. In ﬁg. 3.10c, we show that high-ﬁdelity
transport can be achieved by making the potential wider (w = 160a).
Figures 3.9c, 3.9d, 3.10d and 3.10e show instances where the magnon-potential speed
was not matched at the start of the protocol. The potential translates with the speed
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S where the magnon was set to move with speed v, such that v = S + Δ, where
Δ is the magnon-potential speed mismatch. Figures 3.9c and 3.10d are examples of
regime-II transfer, in which ﬁdelity reduces during the transport but the conﬁnement
factor does not drop. The magnon oscillates inside the potential while being conﬁned
and transported by the potential. Figure 3.9d and 3.10e show instances when Δ
becomes so large that the magnon couples to unbound modes, resulting in loss of
conﬁnement. These are the examples of regime-III transports.
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Figure 3.9: Conﬁned magnon transport using a square well potential spin guide
[B0/J = 1 and w = 40a]. The colour axes show the probability density of
conﬁned magnon transport along the spin chain and the solid white lines
show the boundary of the potential. S is the speed of the potential and
Δ is the speed mismatch between magnon and potential. The system
was initialised such that vg =S+Δ. Graphs to the right of each plot
show the ground state ﬁdelity (solid black), instantaneous population
in ﬁrst excited state (dotted black) and the conﬁnement factor (dotted
gray) of the magnon at each time instant. (a) and (b) are instances
of regime-I transfer where the initial magnon speed and potential speed
were matched perfectly. (c) shows a regime-II transfer, in which a speed
mismatch of Δ was introduced. The magnon oscillates inside the well
as it is guided. The ground state ﬁdelity goes to zero very quickly but
the conﬁnement factor still stays close to one. (d) shows a case when Δ
becomes too large and both ﬁdelity and conﬁnement are lost.
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Figure 3.10: Conﬁned magnon transport using Po¨schl-Teller potential spin guide
[B0/J = 1 and w = 40a except for (c), where w = 160]. The colour axes
show the probability density of conﬁned magnon transport along the
spin chain and the solid white lines show the boundary of the potential.
Graphs to the right of each plot show the ground state ﬁdelity (solid
black), instantaneous population in the ﬁrst excited state (dotted black)
and the conﬁnement factor (dotted gray) of the magnon at each time
instant. a and c are instances of regime-I transfer where the initial
magnon speed and potential speed were matched perfectly. However,
(b) shows a partial loss in ﬁdelity and conﬁnement factor, which is due
to a very localised ground state of the spin guide. (c) is a repetition
of (b) with an increased potential width(w = 160a), which shows a
successful transfer. (d) shows a regime-II transfer, in which the initial
speed of the magnon and the potential was diﬀered by Δ = 1. In this
case ground state ﬁdelity goes to zero very quickly but the conﬁnement
factor still stays close to one. (e) shows the case when Δ becomes too
large and both ﬁdelity and conﬁnement are lost.
In a regime-I transfer, if the spin chain is perfectly ordered and the energy gap
between ground and ﬁrst excited state is not an important factor. However, in an
experimental set up, where disorder in coupling along the spin chain is inevitable,
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the energy gap between ground and excited state becomes important. The likelihood
that a magnon will excite to the next higher state depends upon this energy gap. In
turn, the ﬁrst excitation energy gap depends upon the shape, width, and depth of
the conﬁning potential.
To examine the eﬀects of the shape of the potential on the energy landscape of the
spin chain, we calculated the eigenspectrum of the spin chain under the eﬀect of
the conﬁning potential. The eigenspectrum was calculated by full diagonalisation
of the Hamiltonian. Figures. 3.11a and 3.11b show the change in eigenspectrum of
P-T and SW potentials, as a function of potential width, respectively. As width
increases, more and more unbound modes become bound modes by lowering their
energy, becoming spatially localised inside the potential. The change from bound
to unbound mode is more pronounced in the case of SW potential, as compared
with the P-T potential. The diﬀerence in the unbound to bound mode transition
is simply due to the smooth varying proﬁle of the P-T potential as oppose to the
abruptly changing proﬁle of the SW potential.
Figure 3.11c shows the change in the ﬁrst excitation energy, as a function of the
potential width, for SW and P-T potentials. The ﬁrst excitation energy is maximum
when there is only one bound mode and it decreases with the addition of each
successive bound mode.
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Figure 3.11: Eigenspectra of (a) P-T and (b) SW potentials as a function of the con-
ﬁning potential width for B0/J=1. (c) First excitation energy gap of
each potential. As the width increases, unbound modes become bound
modes. The energy gap between ground and ﬁrst excited state is max-
imal when there is only one bound state. (d) and (e) show the reduced
adiabaticity parameter (R) of P-T and SW respectively. Each line rep-
resents diﬀerent depths of the conﬁning potential ( ) B0/J = 0.05,
( ) B0/J = 0.1, ( ) B0/J = 0.2, ( )B0/J = 0.5, ( ) B0/J = 1, ( )
B0/J = 5 .
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We have deﬁned adiabaticity in section 2.3.3. Here we deﬁne the reduced adiabaticity
parameter, R as
R ≡ A
v
, (3.10)
where A is the adiabaticity and v is the speed of the potential. To gain insight
into the eﬀects of the conﬁning potential, we calculated R for both potentials as a
function of width and depth. It can be seen in ﬁg. 3.11d and 3.11e that R reaches
its minimum when the ﬁrst excitation gap is maximum. This is where there is only
one bound mode in the guide and just before the second bound mode is formed. For
both potentials, this condition occurs for B0/J = 1, approximately at a width of
w = 2a. At smaller potential well depths, the R minima occurs at larger widths.
As an example, for B0 = 0.1J , R is minimised at w = 6a. After this minimum, R
increases monotonically and linearly due to more unbound modes becoming bound.
3.5 Disorder
In a realistic spin chains, spatial disorder of spin particles gives rise to variations in
the strength of the inter-spin coupling J . This causes variations in the eigenspec-
trum of the spin chain as the potential sweeps across the spin chain. These energy
ﬂuctuations give rise to scattering, which can manifest as the increased probability
of transition from ground to excited states or trapping via Anderson localisation
[88].
In this section we examine how the the instantaneous eigenenergies ﬂuctuate as the
potential translates across the spin chain, in the presence of disorder and if the
change in the shape and speed of the potential can mitigating the eﬀects of these
ﬂuctuations.
First we calculated the eigenspectrum of a disordered spin chain with the potential
applied. We translated the potential across the spin chain in small increments and
calculated the eigenspectrum for each step by diagonalising the Hamiltonian. The
disorder was implemented by randomly choosing the J coupling with the probability
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of obtaining a particular value given by (up to normalisation)
P (J |J0, σJ) =
⎧⎨⎩e
− (J−J0)2
2σ2
J if J0 − σJ ≤ J ≥ J0 + σJ
0 otherwise.
(3.11)
where J0 is the mean J-coupling and σj is the standard deviation of J-coupling.
This probability distribution function was normalised by hand. Also, the probability
distribution was truncated up to the ﬁrst standard deviation to avoid any localisation
due to extremely week couplings. Figure 3.12(a) shows the ground state energy of
magnon in a disordered chain as a function of the potential position, for several
widths. The square well potential was used for these calculations (B0/J = 1). As
the potential moves along the chain, the energy varies, depending on the immediate
environment of the potential well. However, increasing the potential width results
in smoothing of the variation of magnon energy. Smoothing happens due to the
averaging of disorder over many sites and thereby reduce the eﬀects of local disorder.
Figure 3.12b and 3.12c show the standard deviation in the ground state energy, as
the function of potential width, for the P-T and square well potential respectively.
Each line represents diﬀerent standard deviation of the J-coupling. These results
also show that as we increase the width of the potential, there is less ﬂuctuation in
the ground state energy. Hence the smoothing out of the energies will allow us to
transfer the magnon without being aﬀected by the underlying disorder. The rate of
decrease of the standard deviation in the ground state energy ﬂuctuation is lower
for P-T as compared to the square well potential. This is due to the fact that the
ground state of P-T potential is much more localised compared to the ground state
of square well potential for a given width.
Another strategy to reduce the eﬀect of disorder is to slow down the potential.
Referring back to the condition of adiabaticity in eq. 3.10, slowing the potential
will reduce the ∂H/∂t term and thus reduce the adiabaticity parameter. Where the
reduced speed allows enough time for the magnon to adiabatically follow the local
ground state.
For a chain with a ﬁnite disorder, we can calculate contours of constant adiabaticity
in the space of width and speed, as shown in ﬁg. 3.13(a) and 3.14(a) for square well
and Po¨schl-Teller potential, respectively.
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Figure 3.12: (a) Magnon energy as a function of the magnon position along a disor-
dered (σJ = 0.1J0) chain. We used a square well potential as a guide
B0/J = 1. Each line represent diﬀerent width of potential, ( )
w = 3(w/a) , ( ) w = 6(w/a), ( ) w = 10(w/a), ( )w = 25(w/a),
( )w = 50(w/a) . Increasing the potential width has an averaging eﬀect
on these ﬂuctuations and the magnon path becomes smoother, which
is helpful in high-ﬁdelity transport. (b) and (c) Standard deviation in
the ground state energy (σgs) of a disordered spin chain, as potential
moves across the chain for (b) P-T and (c) SW potential. Each line
represent diﬀerent σJ , ( )σJ = 2%, ( )σJ = 6%, ( )σJ = 10%,
( )σJ = 14%, ( )σJ = 18%. Again, increasing the spin guide width
reduces the ﬂuctuation in the ground state energy for both potentials.
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Figure 3.13: Conﬁned magnon transport on a spin chain that is perfect at the ends
and has disorder in the middle (enclosed by the white box). We initialise
the magnon in the perfect part with a matching speed. If the magnon
adiabaticity is below a certain threshold then it stays in the ground
state. But, if the adiabaticity is above that threshold then it couples
to higher modes and results in regime-II like transfer. (a) shows the
contours of constant adiabaticity as the function of width and speed
for square well potential, where the contour values are given in the
legends. The colour plots show the magnon transport using a guide
with dimension corresponding to the points showed in (a). In (b) and
(c) the adiabaticity lies at the threshold line and the magnon stays in
the ground state. (d) is the instance with the adiabaticity higher then
the threshold. Magnon becomes coupled to higher modes and results
in regime-II like transfer.
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Figure 3.14: Similar graph to the ﬁg. 3.13 for the P-T potential. (a) shows the
contours of constant adiabaticity as the function of width and speed
for Po¨schl-Teller potential, where the contour values are given in the
legends. The colour plots show the magnon transport using a guide
with dimension corresponding to the points in (a), where white boxes
show the disordered regions of the chain. In (b) and (c) the adiabaticity
lies at the threshold line and the magnon stays in the ground state. (d)
are the instances with adiabaticity higher then the threshold. Magnon
get coupled to higher modes and results in regime-II like transfer.
For a chain with σJ = 0.1J0, through repeated simulations we were able to empiri-
cally determine the minimum adiabaticity required for F > 0.99, which is A = 0.0581
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for P-T and A = 0.0418 for square well potential with B0/J = 1 in each case. Fig-
ure 3.13[(b),(c) and (d)] and ﬁg. 3.14[(b),(c) and (d)] shows instances of conﬁned
transport through a chain that is perfect at the ends with disorder in the middle.
We initialise the magnon in the moving ground state of the guiding potential in the
ordered part of the chain, with matching speed and position. Then we guided it
through the disordered part and measured the ﬁdelity of the transmitted state when
it appears on the opposite end of the spin chain. When the magnon appears on the
other side of the disordered part, depending on the adiabaticity, it can either still be
in the ground state (regime-I) or it can be coupled to the higher modes (regime-II).
Figures 3.13(b) and (c) and 3.14(b) and (c) show instances where the adiabaticity is
within the threshold limit and the magnon travels through the guide without being
coupled to higher eigenstates. Figure 3.13(d) and 3.14(d) are instances with adia-
baticity higher than the threshold and the magnon is coupled to higher eigenstates,
resulting in loss of phase information.
Similar to all previously calculated quantities associated with the two conﬁning po-
tentials, P-T and SW, the ability to achieve high ﬁdelity transport in the presence
of disorder also diﬀers with the choice of conﬁning potential. Two competing factors
inﬂuence the quality of the transport: the ground to ﬁrst excited state energy gap
and the spread of the ground state wavefunction. A wider ground state mitigates
the eﬀect of disorder by averaging over many sites. Similarly, a larger ﬁrst excitation
energy gap results in increased adiabaticity. As the width of the ground state in-
creases with an increasing potential width, the energy gap between the ground and
ﬁrst excited state decreases. Therefore, to overcome the eﬀects of the disorder at a
given potential speed, a width “sweet spot” is need to be determined.
3.6 Realistic Systems
We now turn our attention to practical systems for achieving spin guide transport.
In this section we will identify a few physical systems which can be used to build this
spin guide model. Furthermore, we will discuss the speciﬁcs of the implementations,
i.e. the maximum achievable speed of the magnon and the optimal shape of the
potential.
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Figure 3.15: Ground to ﬁrst excited state energy gap for a hydrogenic Heisenberg
spin chain, as a function of donor separation (r) and spin guide width
(w) for (a) P-T spin guide and (b) SW spin guide, where both axes are
normalised to aB, the Bohr radius, and B0 = 4.8 × 10−3 Ry. (c) Line
slice of ground to ﬁrst excited state energy separation when the inter
donor spacing is 2aB with B0/J = 0.05.
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One metric for quickly evaluating the operation of a spin guide is the ground to
ﬁrst excited state energy separation. As larger separation results in increased adi-
abaticity (decreasing the adiabaticity parameter, described in equation 3.10), leads
to increased robustness.
A hydrogenic approximation, where the J-coupling is an exponentially decaying
function of the spin spacing, is ideal to quickly investigate the eﬀects of changing
spin site separation a and potential width w on the eigenspectrum. For simplicity, we
only consider the electronic part of the Kane architecture and ignore any interaction
with the nuclear spins. We calculated the ﬁrst excitation energy gap as a function
of spin separation and potential width for the P-T and SW spin guides, ﬁgs. 3.15
(a) and (b) respectively. The potential width and donor separation were scaled in
units of the Bohr radius and the energy gap scaled in units of the Rydberg constant
[Ry] appropriate for the system of interest. To calculate the J-coupling for the
donor electrons as a function of the separation, we use the functional form (eq. 3.12)
reported by [57], which they adapted from [89].
J(r) = 0.4
e2
εaB
(
r
aB
)5/2
exp
(−2r
aB
)
, (3.12)
where aB is the Bohr radius, e is the charge of the electron, ε is the dielectric constant
and r is the separation between neighbour spins. The graph of eq. 3.12 is shown in
ﬁg. 3.16. Commonly, in the Kane architecture, the inter-donor separation is 20nm.
According to the ﬁg. 3.16, the ratio of the nearest-neighbour exchange coupling to
the next-nearest-neighbour coupling is approximately 10−6. Therefore any coupling
beyond the nearest-neighbour can be ignored.
Figure 3.15 (a) and (b) suggest that the energy gap maximum shifts to wider well
widths as the spin become closer.
We also ﬁnd that for donors separated by 2 aB, the spin guide can be relatively
broad, up to 30 aB for SW and 15 aB for P-T if the energy gap is to maintained at
8 Ry. This result supports our aim of achieving magnon guidance with semi-local
control. To put such results in context, if we consider a phosphorus in silicon system,
where the phosphorus Bohr radius is aB ∼ 3 nm and lattice constant of silicon is
5.4 A˚, then the ﬁg. 3.15c corresponds to a system in which each donor is located at
every 11th lattice site and the width of potential required to achieve E1−E0 = 8 Ry
will be 90 nm for SW and 150 nm for the P-T. As with previous results, we ﬁnd that
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Figure 3.16: Exchange coupling of electron spins of two phosphorous donors as a
function of their separation (eq. 3.12).
the P-T potential has a larger energy gap than the SW for the same potential width
and depth. However, both conﬁning potentials are capable of magnon transport
providing that the appropriate guiding speed is applied.
We identiﬁed four systems with good prospects for experimental demonstrations.
These systems are cobalt on platinum [90], phosphorus in silicon [91], phosphorus in
germanium [91], and silicon 28 on silicon 29 nuclear spin chains [92]. The pertinent
parameters for nearest-neighbour couplings to realise an eﬀective Heisenberg spin
chain are summarised in Table 3.1.
Systems with high J-coupling to site separation ratio (J/a) give high maximum
achievable speeds. The cobalt on platinum system has the highest achievable ratio
of J/a and so the highest maximum achievable speed. In Si29 in Si28, the J-coupling is
in fact nuclear dipole-dipole coupling. As this is many orders of magnitude smaller
Table 3.1: Realistic one dimensional systems, their J-coupling and maximum achiev-
able speed. Si29 on Si28 is a chain of nuclear spins coupled through dipole-
dipole coupling, where the other three systems are electronic spin chains
coupled through exchange coupling.
System J-Coupling Spin Max. Max. Ref
[meV] Separation Speed speed
[A˚] [m/s] [sites/s]
Co:Pt 20 20 6× 104 3× 106 [90]
P:Si 0.41 93 5.7× 103 6.1× 105 [91]
P:Ge 0.42 103 6.5× 103 6.5× 105 [91]
Si29:Si28 1.0× 10−8 1.9 2.8× 10−6 1.4× 104 [92]
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than exchange coupling [90, 92], the resulting magnon speed is commensurately
lower.
3.7 Summary
The central idea of this work was to model a scalable, solid-state, quantum commu-
nication protocol suitable for on-chip quantum communication, without the require-
ment for local qubit control. We showed that a magnon can be adiabatically guided
in a spin chain using a spatio-temporally varying conﬁning(magnetic) potential. The
potential varies over length scales large compared with the inter-qubit spacing. We
identiﬁed three diﬀerent regimes of conﬁned transport and compared the eﬀect of dif-
ferent shapes and sizes of conﬁning potential on their guiding properties. We found
that a Po¨schl-Teller potential is a better choice of quantum information transport
than the more abruptly varying square well potential. P-T potential, due to its grad-
ually varying proﬁle, requires fewer gates per spin spacing to implement. Due to the
reduced gate density requirement, P-T potential is much easier to realise than SW
potential. Furthermore, P-T potential showed greater robustness against disorder as
compared to SW potential. Such results are expected to apply when comparing any
smoothly varying potential to any abruptly varying potential, and can be thought of
as being analogous to the comparison between guidance properties for graded-index
vs step-index optical waveguides.
For a perfect system, 2aJ is the maximum speed at which a magnon can travel in
a one dimensional spin chain, guided or unguided. By considering the disorder in
realistic systems we showed that a guided magnon transport is still achievable in
disordered systems. The eﬀects of disorder can be ameliorated by widening the spin
guide and eﬀectively averaging over the disorder. However, this comes at the cost of
reduced energy separation between ground and ﬁrst excited state, and hence slower
magnon speeds are required for high-ﬁdelity transport.
In the discussion around the comparison between P-T and SW, we did not address
the practical implementation of the potential. Nonetheless, here we make some qual-
itative comments in regards to the experimental realisation of the potential. If the
magnetic ﬁeld is produced using current-carrying wires placed on the top of the spin
chain, production of an SW potential would require at least one and ideally more
than one wire per spin to produce a sharp spatial gradient. On the other hand, a
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P-T potential, which can be thought of as a representative of the smoothly varying
family of potentials, can be produced with one wire per few spins.
Furthermore, a smoothly varying potential can also be produced through a magnetic
particle, which can be translated across the spin chain by mechanical means to realise
the temporal variation.
In summary, our results have highlighted a technique for quantum information trans-
port in one-dimensional spin chains. Whilst we have focussed here on the practical-
ities of transport, it is important to recognise that there is a complete correlation
between magnonic spin guides and optical waveguides [33]. Hence we expect that
our techniques can be used to predict the operation of more complicated structures
such as interferometers. Whilst our results have considered single magnon propaga-
tion, they should also apply in the classical limit where many magnons might exist
in the same spin guide, and so have applicability to the growing ﬁeld of magnonics.
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Chapter 4
Magnon conﬁnement in two
dimensions
In this chapter we extend our previous analysis from a one-dimensional spin chain
to a two-dimensional spin-sheet. We consider a Heisenberg spin-sheet and model
a conﬁning potential produced by surface current-carrying wires. We show that a
magnon can be conﬁned in the transverse direction, similar to the light in an optical
wave-guide, and freely travels in the longitudinal direction. We investigate the quality
of the conﬁnement as a function of the structural parameters, including width and
depth of the guiding potential. We show that these guides can be coupled when brought
into close proximity of each other, resulting in coherent oscillation of population
among the guides. Finally, making use of the capacity to couple, we demonstrate a
model of a magnonic Michelson interferometer using a dynamic magnonic crystal
(DMC) as a tuneable phase shift element.
4.1 Introduction
During the past two decades, magnonics has become a major ﬁeld of theoretical and
experimental research [93, 94, 95]. The potential use of two-dimensional spin waves
in several technologies, like computing (quantum [3] and classical [4, 5, 6]), communi-
cation [96] and caloritronics [97] has been investigated thoroughly. Magnon-magnon
scattering also provides an interesting test bed for exploring particle-particle interac-
tions more generally [1, 98]. The core idea of magnonics is to manipulate spin waves
in ferromagnetic or antiferromagnetic materials, and in doing so to produce devices
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with diﬀerent functionalities [4, 94, 99]. This manipulation is usually achieved by
the application of external ﬁelds [100, 101, 102], by crafting the material itself (re-
moving the material on the sides to achieve a physical channel) [103, 104, 105, 106]
or some combination of both [99, 107].
Another promising beneﬁt of magnonic devices is that there is no net transport
of charge involved, as opposed to electronic devices, where current ﬂow leads to
inevitable heating. In conventional electronics devices charge interacts strongly with
the underlying lattice potential and cause energy dissipation in form of heat. For this
reason, magnonic technology promises the advantage of reduced power consumption
compared to its electronic counterparts. [6, 95]
Freely propagating magnons are subject to damping and dispersion, which limits
the distances over which the magnon can propagate [108, 109, 110]. The eﬀects
of dispersion can be mitigated by conﬁning the magnon in the direction transverse
to the travel direction. Typically, such conﬁnement is achieved by lithographically
removing material to leave a magnonic channel [103, 104, 105, 106], which minimises
the transversal dispersion. However, such approaches are not suited to reconﬁgurable
devices due to the permanent structural changes induced in the material.
In this chapter, we describe a method of conﬁning and transporting a magnon in a
two-dimensional ferromagnetic ﬁlm, which does not require any structural modiﬁca-
tion of the ﬁlm itself. In our model, the conﬁnement is achieved by the temporally
invariant magnetic ﬁeld from two parallel current-carrying wires placed on the sur-
face at some distance from each other. When the current direction in the wires is
opposite, the resulting magnetic ﬁeld forms a potential well, creating a channel for
the magnons, which is termed a spin guide. More generally, our work is motivated by
eﬀorts to demonstrate traditional quantum optical eﬀects in non-traditional tight-
binding systems [27, 33, 34, 111, 112]. In the previous chapter, we showed a similar
conﬁnement scheme in one-dimensional spin chain using spatio-temporally varying
magnetic potential.
Our results enable reconﬁgurable magnonic circuitry of several, potentially interact-
ing, magnon channels that preserve phase and thereby allow quantum information
processing. The channels can be reconﬁgured by adapting the current in the wires
that create the channel. One can consider multiple spin guides on a single surface
that can be switched on or oﬀ as desired. This ability can be used to build complex
magnonic circuitry for all-magnon information processing.
To illustrate the utility of our scheme, we present a full design for a guided magnonic
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Figure 4.1: An illustration of a square spin lattice. Blue balls are the spin sites
and red arrows show the direction of the spins. The black lines show
the coupling between the spins. The spin site index are shown in white
numbers in blue circles.
version of a Michelson interferometer. The Michelson interferometer is an important
element for high-precision sensing and can also be used as a switching primitive for
all-magnon logic gates [113].
4.2 Spin-sheet
A spin-sheet is a two-dimensional array of the spin particles, in which each spin
interacts with its nearest-neighbour through exchange or dipole-dipole coupling. For
simplicity we only consider it as a square lattice. Due to the spin-spin interaction
they either align (ferromagnetic coupling) or anti-align (anti-ferromagnetic coupling)
themselves to their nearest-neighbours, resulting in a global order in spin direction as
the lowest energy state. Any local disturbance in the global order creates propagating
magnons in the sheet [93].
Figure 4.1 shows a 5×5 square lattice spin-sheet. Blue dots are the spin sites and
red arrows indicate the orientation of the spins. The black lines show the coupling
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between the spins.
4.2.1 Heisenberg model in two-dimensions
For the modelling purposes, a square array can be thought of as a number of spin
chains coupled to each other sideways. The Heisenberg Hamiltonian of a square
array, where J > 0 represents a ferromagnetic system, is
H = −J
∑
m,n
[
Sm,n.Sm+1,n + Sm,n.Sm,n+1
]
+
∑
m,n
ε(m,n). (4.1)
S = (σx, σy, σz) is the total spin operator, where σx, σyand σz are the Pauli spin op-
erators. Indices m and n determine the site by indexing the two spatial dimensions.
J is the strength of nearest-neighbour interaction, which without loss of generality
we take as the exchange interaction. The third term in the Hamiltonian (eq. 4.1)
is the on-site energy of the (m,n)th spin due to the local external magnetic ﬁeld in
z-direction, Bzm,n, with εm,n = γB
z
m,nσ
z
m,n, where γ is the gyromagnetic ratio. In our
conﬁnement scheme the external magnetic ﬁeld is time invariant.
Figure 4.2 shows the matrix form of the ﬁrst excitation subspace of above Hamilto-
nian (eq. 4.1) for a 5 × 5 spin-sheet. If we index the spin sites horizontally, as shown
in ﬁg. 4.1, then each row can be thought of as a spin chain which is transversely cou-
pled with its neighbouring spin chains. The matrix form of the Hamiltonian consist
of number of subspaces of spin chain type Hamiltonian which are coupled with each
other.
4.3 Effect of diagonal coupling
The coupling between spins, if exchange in nature, decays exponentially with dis-
tance. Therefore, we have considered only the nearest-neighbour couplings, which
is the coupling along the edge of the square lattice. Here we discuss the eﬀect of
the next-nearest-neighbour coupling, which is the coupling along the diagonal of the
square lattice, on the transport of the magnon.
Here we will compare the two Hamiltonians by calculating their dispersion relation
through their action on an arbitrary wavefunction. A two-dimensional Heisenberg
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Figure 4.2: The matrix form of the spin-sheet Hamiltonian for the spin-sheet shown
in ﬁg. 4.1, which is a 5 × 5 spin-sheet. A red box indicates a non-zero
or potentially non-zero element. Empty red squares on the diagonal are
the onsite energies that are set by the external magnetic ﬁeld. The red
boxes with black dots are the coupling within the spin chains (horizontal
direction) and the red boxes with blue dots are the inter-chain (vertical
direction) couplings.
Hamiltonian with the diagonal coupling is,
H = −Je
∑
m,n
[
Sm,n.Sm+1,n + Sm,n.Sm,n+1
]
− Jd
∑
m,n
[
Sm,n.Sm+1,n+1 + Sm,n.Sm+1,n−1
]
+
∑
m,n
ε(m,n), (4.2)
where Je is the standard edge coupling and Jd is the diagonal coupling.
If |ψ〉 is an eigenstate of the eq. 4.2 then it will satisfy H|ψ〉 = E|ψ〉, where E is
the corresponding eigenenergy. The matrix form of a Hamiltonian without diagonal
couplings is shown in ﬁg. 4.2 and ﬁg. 4.3 show the matrix form with the diagonal
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couplings.
Expanding the left side, H|ψ〉, into the action of the eq. 4.2 on the state ψ ,
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Figure 4.3: Similar to ﬁgure 4.2 with diagonal couplings in eﬀect.
(ψm−1,n + ψm,n−1 + ψm+1,n + ψm,n+1 − 4ψm,n)+
Jd
Je
(ψm−1,n−1 + ψm−1,n+1 + ψm+1,n−1 + ψm+1,n+1 − 4ψm,n) = −E
Je
ψm,n. (4.3)
ψm,n is the (m,n)th element of the eigen-vector, where m and n corresponds to the
spin site indices in x and y-direction. Above equation holds for 1 < m < M, 1 <
n < N , where M and N are the number of spins in each dimension.
Using a trial wavefunction ψ(m,n) = e
i(kx+ky)a, which is a two dimensional plane wave
and in linear spin wave approximation will be a solution to the eq. 4.2, the above
equation becomes
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−E
Je
ei(kxm+kyn) = (ei[kx(m−a)+kyn] + ei[kx(m+a)+kyn]
+ei[kxm+ky(n−a)] + ei[kxm+ky(n+a)] − 4)
+
Jd
Je
(ei[kx(m−a)+ky(n−a)] + ei[kx(m−a)+ky(n+a)]
+ei[kx(m+a)+ky(n−a)] + ei[kx(m+a)+ky(n+a)] − 4) (4.4)
−E
Je
= (e−ikxa + eikxa + e−ikya + eikya − 4)
+
Jd
Je
(e−i(kxa+kya) + e−i(kxa−kya)
+ ei(kxa−kya) + ei(kxa+kya) − 4) (4.5)
−E
Je
= 2[cos(kxa) + cos(kya) + 2]
+ 2
Jd
Je
[cos(kxa+ kya) + cos(kxa− kya) + 2] (4.6)
E = 4(Je + Jd)− 2Je[cos(kxa) + cos(kya)]− 4Jd[cos(kxa)cos(kya)]
(4.7)
This is the general dispersion relation for a square lattice that has edge and diagonal
couplings. If the magnon is only traveling along one direction, say in x-direction and
ky = 0, then the above equation becomes
E =2(Je + 2Jd)[1− cos(kxa)] (4.8)
This is exactly a dispersion relation of a spin-chain except Je is now Je + 2Jd.
Figure 4.4(b) shows the dispersion relation of the spin-sheet, with (blue-dotted) and
without (red) the diagonal coupling. Both lines coincide for Γ-X part of the curve,
however the y-axis diﬀers by a constant scaling factor. This shows that the addition
of Jd acts as a scaling factor in the dynamics of a magnon that is traveling along or
close to the principle direction in a sheet with nearest-neighbour coupling.
Accordingly we consider magnon transport in the Γ-X direction with the exception of
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small bending in the case of the directional coupler and the Michelson interferometer,
hence we do not explicitly consider Jd.
(m,n)
(m+1,n)
(m,n+1) (m+1,n+1)
Je
J d
0
2J
4J
8J
Γ X M Γ
0
2(Je + 2Jd)
4(Je + 2Jd)
8(Je + 2Jd)
Γ X
M
Δ
ZΣ
(a) (b)
(c)
Figure 4.4: (a) A Square lattice, where the black dots represent the lattice sites.
The black lines is the standard nearest-neighbour coupling Je i.e. the
coupling between (m,n) and (m±1, n) , and between (m,n) and (m,n±
1). The red lines represent the next-nearest-neighbour or the diagonal
couplings Jd, which is the coupling between (m,n) and (m±1, n±1). (b)
Dispersion relation of a two-dimensional sheet along the high symmetry
lines, with (blue-dotted) and without (red) the diagonal couplings (Jd).
Along the Γ-X-direction, which corresponds to the principles axes in
real space, both lines coincide, which implies that in the presence of
diagonal couplings the eﬀective coupling becomes J = Je + 2Jd in the
Γ-X region. (c) A two dimensional k-space of a spin-sheet. Two red dots
and the arrow indicated the initial and ﬁnal position of a magnon that
was launched along the principle axis and then bent to 45 degrees.
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4.4 Free and guided magnon propagation in a 2D
Heisenberg sheet
Similar to the 1D spin chain in a 2D spin-sheet, magnons also disperse as they
travel. Here we demonstrate the propagation of a two-dimensional magnon using
the Heisenberg Hamiltonian.
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Figure 4.5: (a) Brillouin zone of a square lattice with the lines of high symmetry
marked in bold. (b) Dispersion relation of the square lattice along high
symmetry lines. Red and black ellipses show the areas of high and low
dispersion, respectively. (c) Overlaid snap shots of a propagating magnon
in a square-lattice, while the color axis is |ψ|2. Rapid transversal disper-
sion is apparent where the longitudinal dispersion is not noticeable at this
distance. This is because the magnon was chosen with a y-momentum,
which is in a low dispersion region, as marked in black in (b).
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To illustrate the free magnon dispersion we considered a magnon with the initial
wave function
ψ(xm, yn) = exp
[
−(x0 − xm)
2
2φ2x
− (y0 − yn)
2
2φ2y
]
exp(−ikxxm − ikyyn). (4.9)
Equation. 4.9 corresponds to a two-dimensional Gaussian wavepacket propagating
in the x and y-direction with the initial group velocity corresponding to wave vector
K = kxxˆ + kyyˆ. φx and φy are the spatial standard deviations in the x and y-
directions and (x0, y0) is the centre of the wavepacket. xˆ and yˆ are the unit vectors
in x and y direction.
In an experimental setup, the standard way to excite magnons in a thin ﬁlm is by the
microwave induction technique [4, 114, 115, 116]. A surface antenna is subjected to
AC current and the Oersted ﬁeld of the antenna introduces propagating spinwaves
inside the sheet. The frequency and the wavelength of the excitation can be con-
trolled directly by the frequency of the AC current. When such an antenna is used
on top of the guide to excite magnons, only the conﬁned modes will travel along the
guide and all unconﬁned modes will leak out and disperse away.
The dispersion relation of a freely propagating magnon in a two-dimensional sheet
is
ωkx,ky = 4J − 2J [cos(kxa) + cos(kya)], (4.10)
where ωkx,ky is the angular frequency of a particular eigenmode, kx and ky are the
components ofK, the wave vector along x and y directions and a is the spin-spacing.
The dispersion curve of a square lattice along the high symmetry lines is shown in
ﬁg. 4.5(a,b).
The required K-vector to achieve a certain group velocity of the magnon can be
calculated by the following relation
Vg = vgxˆ+ vgyˆ = ∂kxωkx,ky xˆ + ∂kyωkx,ky yˆ = 2Ja[sin(kxa)xˆ+ sin(kya)yˆ]. (4.11)
In our simulation we initiated the magnon with a group velocity of Vg = 2aJyˆ,
which corresponds to kya = π/2 and kx = 0.
Figure 4.5(c) shows the evolution of a free magnon along the spin-sheet. The
time evolution was achieved by numerically integrating the discrete version of the
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Schro¨dinger equation and hard wall boundary conditions were implemented. We ob-
serve strong dispersion in the transverse direction and weak dispersion in the lateral
direction. This is due to the fact that the two directions correspond to the diﬀerent
parts of the dispersion curve. In the propagation direction, the group velocity is
closer to the linear part (4.5(b) black ellipse) of the dispersion curve, hence it shows
reduced dispersion, whereas the zero momentum region is a high dispersion region
(4.5(b) red ellipse) and hence spreading is more rapid.
4.4.1 Spin guide
Figure 4.6: (a) Schematic of spin guide. Black lines represent current-carrying wires
with current ﬂowing in opposite direction. Black translucent surfaces are
magnitude ﬁeld contours. The surface wires deﬁne a conﬁning potential
inside the spin-sheet in the direction of the wires.
For our conﬁnement scheme, we use two current-carrying wires with equal but an-
tiparallel currents, placed at some distance above the plane of the spin-sheet, as
shown in ﬁg. 4.6 and ﬁg. 4.7(a). In addition to the ﬁeld of the wires, we also con-
sidered a global z-ﬁeld, which is large compared to the wires’ magnetic ﬁeld. This
large ﬁeld energetically separates the total ground state from the single-excitation
subspace, and also allows the secular approximation. The secular approximation
allows us to neglect all terms from non-z components of the wire-ﬁeld because they
are averaged out by the strong z-ﬁeld. Hence we perform all calculations in the
single excitation subspace and ignore the x and y-magnetic ﬁeld components due to
the wires.
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Figure 4.7: (a) Cross section of a spin guide. Two circles show the position of the
wires, where the inner circle and cross inside each circle signiﬁes the
direction of the current. The horizontal line is the plane of the spin-
sheet. 2wg is the separation between wires and d is the distance between
the spin-sheet and the wires. (b) Onsite energy of spins inside the sheet
due to individual ( and ) and combined ( ) magnetic
ﬁeld of two current-carrying wires. Two vertical (dotted) lines show the
position of the wires. The two wires form a potential well with depth
|εmin|, which can guide magnons. (c) Magnon conﬁned by the surface
current-carrying wires for the same initial state as ﬁg. 4.5(c). Red arrows
show the direction of the current in the wires and white lines represent
wires (d = 20a, wg = 20a and |εmin|/J = 0.1). After the conﬁnement
there is no transverse spreading of the magnon.
The functional form of the combined z-ﬁeld of the wires inside the sheet along the
direction orthogonal to the wires’ direction is,
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Bz(x) =
μ0I
2π
[
x− wg − x0
R2
− x+ wg − x0
R′2
]
, (4.12)
where R =
√
d2 + (x− wg)2, R′ =
√
d2 + (x+ wg)2, d is the distance between the
sheet plane and wires, wg is the half-width of the guide (half-separation between
the wires), x0 is the position of the centre of the guide, μ0 is the permeability of
free space and I is the current in the wires. Figure 4.6(a) shows a cross section of
the sheet and wires. Two circles represent the wires running perpendicular to the
plane of the page and the horizontal line is the plane of the spin-sheet. The current
direction in each wire is opposite to each other.
Figure 4.7(b) shows the z-component of the magnetic ﬁeld inside the sheet due to
the individual wires and their combination. The maximum depth of the potential
occurs at the middle of the wires. Figure 4.7(c) shows the evolution of a magnon
inside the guide. The transversal proﬁle was chosen to be the ground state of the
conﬁning potential. There is negligible transverse dispersion, however the longitudi-
nal dispersion is unchanged. The white lines show the wires and the red arrows show
the direction of current in the wires. The longitudinal initial state for the conﬁned
case were same as of the free case (ﬁg. 4.5(c)).
4.4.2 Transverse ground state
In the case of a two-dimensional square lattice, both spatial degrees of freedom are
linearly independent to each other. Any spatial proﬁle for the initial wave-packet
can be chosen in each direction independently. As mentioned earlier, in transversal
direction we chose the proﬁle to be the ground state of the potential. To calculate
the transversal ground state we take a cross section of the sheet and constructed a 1D
Heisenberg Hamiltonian. Then we calculated the ground state of that Hamiltonian
by full diagonalisation. Figure 4.8 shows the transversal ground and 40th excited
states of a potential.
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Figure 4.8: Transversal cross section of the potential (black) and its corresponding
ground state (red-dotted) and 40th excited state (red-solid). The 40th
mode has shown here because it is an unbound mode as opposed to
the ground state which is a bound mode. This particular instance of
the potential was produced using the following parameters: d = wg =
150a, I = 5mA, a = γ = 1.
4.4.3 Potential shape optimisation
Equation. 4.12 shows the functional form of the spin guide potential. The shape of
the guide depends on two spatial parameters: the separation between two wires (wg)
and their distance from the spin-sheet plane (d). The third parameter, which is not
a spatial parameter, is the current in the wires, I. Here we explore the structural
parameter space to achieve an optimal shape of the spin guide. The shape of the
potential, for a given current, is optimal when depth of the potential at the centre is
maximal, as that is when the guide produces the potential with a maximum depth for
a given current. We will discuss in the next section that the depth of the potential
in the centre is proportional to better conﬁnement and higher ﬁdelity of magnon
transport.
Figure 4.9 shows the depth of the potential, log10|εmin|, as a function of wg and d.
The potential depth decreases with the increasing separation between the wires and
with the increasing distance between the sheet and the wires. The white line, that
runs diagonally across the ﬁg. 4.9, marks the value of d for a given wg that produces
a maximal potential depth. Therefore, the white line marks an optimal choice of wg
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Figure 4.9: A pseudocolor plot of the depth, |εmin|, due to the magnetic ﬁeld of the
wires, located at the centre of the potential. The black region is the
region where the potential starts to split into two separate potentials
and therefore leads to more complicated dynamics. The inset shows the
shape of such a split potential with the parameters that lie inside the
black region(d = 80a, wg = 400a). The white line marks the position of
the maximum potential depth for a given wg.
for a given value of d and vice versa. The distance of the wires from the spin-sheet
should be the half-width of the guide to achieve the maximum potential depth,
|εmin|. If the half-width, wg, of the guide is signiﬁcantly larger than its distance
from the spin-sheet, d, then the potential splits into two separate potentials (inset
ﬁg. 4.9). The region of split potential is marked in black in ﬁg. 4.9. On the other
hand if the spin-sheet to guide distance, d, is much larger then its half-width, wg,
this results in a shallow potential from which the magnon can escape more easily.
Therefore, we restrict ourself to the choice of geometry where wg = d. Substituting
this and x = x0 = 0 in eq. 4.12, we get an expression for the potential depth
Bminz = μI/2πd. The energy of a spin due to the B
min
z , which corresponds to the
centre of the guide, see ﬁg. 4.6 (a, b), is εmin = γB
min
z = γμI/(2πd) = I/(κd),
where γ is the gyromagnetic ratio, μ is the magnetic permeability of the material and
κ = 2π/(γμ). This expression gives a clear connection between geometry, energy
and the current in the wires. For the rest of the paper we will use the potential depth
|εmin| as the independent variable. For any given scale d ≈ wg, the potential depth is
proportional to current I. The required |εmin| to achieve a certain conﬁnement proﬁle
scales linearly with the strength of the J-coupling and therefore |εmin| is represented
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in units of J . With the knowledge of J of a particular system and the geometry of
the guide, one can calculate the current that is required in the wires to produce the
required |εmin|.
Our spin guide model provides conﬁnement analogous to that in optical waveguides
and it can show similar functionalities, for example, bending and coupling between
two guides. Although the shape will have an eﬀect on the properties like adiabatic
bending and coupling, which we discuss in detail in the next section, the exact shape
of the conﬁning potential is not important to demonstrate guiding. As long as the
potential is strong enough to create one or more conﬁned modes, guiding can be
achieved.
4.5 Conﬁnement factor
Conﬁnement factor, as deﬁned in 3.3.4 is deﬁned as the ratio of the electric ﬁeld in
the active region to the total electric ﬁeld [86], the the laser physics. We use a similar
analogy to deﬁne the conﬁnement factor based on the probability distribution of the
magnon transversal conﬁned modes, which, in our case is the population inside the
guide.
CF =
∫ wg
−wg
|ψn|2 (4.13)
where ψn is the transversal wavefunction of the n-th eigenmode of magnon in the
presence of the potential.
Figure 4.10(a) shows the conﬁnement factor of the lowest mode as a function of
εmin for several values of d. A guide with a smaller width requires a stronger po-
tential as compared to a guide with large width, to achieve the same value of CF.
Figure 4.10(b) shows the number of conﬁned modes for a potential as a function of
εmin[J ], for several widths. As with multi-mode optical ﬁbres, the number of bound
modes increases with both width and depth of the potential. Along with the spa-
tial landscape, the energy landscape also changes with the changing potential. As
the potential is applied, eigenmodes lower their energies to become bound modes.
Figure 4.10(c) shows the ﬁrst ten transversal eigenenergies as a function of εmin.
As expected, energies decrease with the increasing depth of the potential. Figure
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Figure 4.10: (a) Conﬁnement factor (CF) as a function of |εmin|[J ] for several val-
ues of d. To achieve the same CF, a potential with smaller d requires
larger |εmin|[J ]. (b) Number of conﬁned modes inside the potential.
When CF of a particular mode reaches 0.9, we considered it a con-
ﬁned mode. A similar dependence on d holds true here, where smaller
d needs a stronger potential to conﬁne the same number of modes
as a guide with larger d. (c) Ten lowest eigenvalues as a function of
|εmin|[J ], d = wg = 150a. A value below zero is a bound mode. As the
potential depth increases, more and more modes become bound modes.
(d) The diﬀerence between ground state and the ﬁrst excited state. The
diﬀerence also increases with the increasing depth of the potential.
4.10(d) shows the energy diﬀerence between the ground state and the ﬁrst excited
state. The energy levels also grow apart as they transition from unbound to bound
modes.
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Figure 4.11: Eﬀect of guide bending on the quality of transport. Subﬁgure (a)-(c)
shows overlaid snapshots of equally spaced time-evolved states, where
RC is the radius of curvature of the bend and the color axis is |ψ|2.
(a) Adiabatic bending, in which the magnon stays in the transversal
ground state throughout the propagation. RC is 5000a, where a is
the spin spacing.(b) As we make the bend tighter(RC = 2000a), the
magnon starts to excite higher modes, although, it still stays conﬁned
in the guide. (c) At small bend radius (RC = 50a) the magnon leaks
out of the guide. (d) Population inside waveguide as a function of y-
position, for several radii of curvatures [|εmin| = 0.2J , (RC = 50(
), RC = 500( ), RC = 1000( ), RC = 2000( ),
RC = 5000( ))]. (e) Bend loss as a function of potential depth,
|εmin| for several radii of curvature [(RC = 50 ( ), RC = 500 (
), RC = 1000( ), RC = 5000( )]. For a sharper
bend, a deeper well is required to avoid bend loss.
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4.6 Bending
Similar to an optical waveguide, we can “bend” the spin guides up to a certain
bend radius without losing any conﬁnement. We show some examples of bending in
ﬁg. 4.11(a-c), where we identify three diﬀerent bending regimes. When the radius
of curvature of the bend is large (RC = 5000a), the magnon can follow the guide
adiabatically, ﬁg. 4.11(a). As the radius of curvature reduces (RC = 2000a), the
magnon will leak to higher energy conﬁned modes, ﬁg. 4.11(b). In this kind of
bending, the quantum phase is not preserved, so it is not a useful regime for quantum
transport. However, the magnon population is preserved inside the guide i.e. classical
magnon transport is still possible.
Finally, when the bend becomes very sharp (small radius of curvature, RC = 50a),
the magnon cannot follow the guide anymore and it leaks out into unconﬁned modes,
ﬁg. 4.11(c).
While producing these ﬁgures, we aimed for a clear depiction of the qualitative diﬀer-
ences between the three transport regimes. To achieve a good visual representation,
we kept the spin-sheet dimension consistent. However, we had to adjust the width of
the guide to achieve a good representation of the type of transport that we intended
to show.
4.6.1 Bend-loss
Figure 4.11(d) shows the population inside the guide, for several radii of curvature,
as a function of distance along the propagation direction. This was calculated by
numerically summing up the modulus squared of the wave-function within the two
wires. The bending starts at the 100th site. Radii of curvature of 50a and 500a
result in strong leakage of the population out of the guide. The radius of curvature
of 1000a is a non-adiabatic bending in which population oscillates inside the guide
but does not leak out.
The dip in the 1000a line at approximately 170a is due to the fact that the position
of the wires roughly deﬁnes the half-maxima of the potential, as shown in ﬁg. 4.7(a).
Which means that it is possible for the population to go outside of the wires and
come back again. Finally the radii of curvatures of 2000a and 5000a show adiabatic
transport.
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Figure 4.12: Schematics of a directional coupled/beam splitter. Two waveguides
start at a some distance apart from each other where they are not
coupled. They start to bend towards each other until they become
coupled and then bend away to become parallel to each other. They
stay coupled for some distance, during which they exchange population
and ﬁnally both guides bend away from to become uncoupled.
4.7 Coupling
The directional coupler is an important and commonly used device in optical ﬁbre
technology. Typically a directional coupler requires two proximal guides so that
the light evanescently oscillate from one guide to the other. Figure 4.12 shows the
schematics of a directional coupler. Two guides start at some distance apart from
each other, such that there is no coupling between them. They start to bend towards
each other until they become coupled and then they bend away to become parallel.
This is the coupled region during which the guides exchange population back and
forth. They staying coupled for some distance they bend away to become uncoupled
again. If the population is sent into the one arm of the coupler from one side, it
appears in both arms on the other side. The distribution of the population among
two arms can be tuned by changing the distance that the guides stays coupled for.
We can achieve the same functionality with our magnonic analogs. When two spin
guides are close to each other, the magnon can coherently tunnel between the guides
and this oscillation strength varies as a function of both the distance between the
guides and the depth of the guides. If the guides are made lithographically, then
the separation between the guides cannot be varied post-fabrication. Nevertheless,
in our case the depth of the guides can be easily modiﬁed by varying the magnitude
of the current in the surface wires. Hence the coupling, which is otherwise usually
controlled via guide separation, can be controlled and a reconﬁgurable directional
coupler can be realised.
Figure 4.13 shows contours of constant coupling energy as a function of current and
guide separation. The coupling is stronger when the guides are closer and shallower
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(lower current). This is simply due to the increased overlap between the transversal
ground state of two waveguides. When the potential is shallower the evanescent part
of the ground state wave function extends further and results in greater overlap with
the ground state of the other waveguide. A two state approximation holds, at least,
for the guide separation of 20 sites.
Figure 4.13: Contours of constant coupling Jω between two spin guides acting as a
directional coupler, as a function of the potential depth and the sep-
aration between the guides. The coupling strength decreases with in-
creasing depth as well as with increasing separation between guides. At
small currents, the modes become unbound. The thumbnails on the top
and right sides show cross sections of the magnetic ﬁeld perpendicular
to the guiding direction, to illustrate the relative change in the shape
of the potential along both axes.
To calculate the coupling energy, we performed a full Hamiltonian diagonalisation
of a transversal cross section of the spin-sheet to calculate the transversal ground
state of each potential. Then the coupling was calculated as 〈L|H|R〉, where |L〉
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and |R〉 are the separate ground states of the left and the right guides and H is the
Hamiltonian with both guides in eﬀect.
4.7.1 Coupler as a beam splitter
A beam splitter is the device that splits the incoming beam of light into two beams
each containing half of the incoming beam intensity. By combining the bending and
the coupling ability of our spin guide we can achieve a perfect magnonic beam split-
ter. This is achieved by adjusting the distance for which the guides stays coupled,
such that the population splits equally among both arms.
4.7.2 Coupling length
A coupled wave-guide system is essentially a two level system with the same onsite
energy of the two guides. The Hamiltonian of such a system can be written as,
H =
(
0 Jω
Jω 0
)
(4.14)
Jω is the coupling strength between two guides. The eigenenergies of this Hamilto-
nian are ±Jω and the normalised eigenfunctions are
|a〉 = 1√
2
[|L〉+ |R〉] (4.15)
and
|b〉 = 1√
2
[|L〉 − |R〉] (4.16)
|L〉 and |R〉 are the guide states corresponding to population being in the left and
the right guide respectively. Thus the time evolution of this coupled system is given
as,
ψ(t) = C1(t)|L〉+ C2(t)|R〉,
ψ(t) = e−iJωt/|a〉+ eiJωt/|b〉,
= cos(Jωt/)(|a〉+ |b〉) + i sin(Jωt/)(|a〉 − |b〉),
= 2[cos(Jωt/)|L〉+ i sin(Jωt/)|R〉].
(4.17)
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Figure 4.14: Probability distribution of coupled waveguides as a function of time.
PL and PR are probability density in left and right waveguides.
Therefore, C1 = cos(Jωt/) and C2 = i sin(Jωt/).
The coupling length is the length that it takes the system to go from |L〉 to |R〉.
Figure 4.14 show the probabilities of |L〉 to |R〉 as a function of time. At t = π/2Jω
the entire population is in |R〉. If the magnon is moving with the group velocity of vg,
then the distance it will cover in the time l = vgπ/2Jω, which is the coupling length.
The distance that is required to transfer half of the population is l1/2 = vgπ/4Jω.
4.8 Dynamic magnonic crystal
In this section we model and discuss a device which can be used as a tuneable source
of the phase shift of a traveling magnon. A dynamic magnonic crystal (DMC) is
an array of equidistant conducting wires placed on the top of magnetic medium
[117]. The ﬂow of current in these wires causes a periodic magnetic perturbation
in the magnetic ﬁlm as shown in 4.15 (a), which is analogous to a one-dimensional
magnetic crystal. The depth of the perturbation is controlled by the current in the
wires [118]. In our case the periodicity of the magnonic crystal was chosen to be
60 spin sites with 10 periods. As we change the current in the crystal, we change
the depth of the potential wells caused by the DMC. If such a structure is placed
along the guide then it causes small perturbations into the guide’s potential. As the
magnon passes through these small perturbations, it picks up the extra phase which
is purely DMC-induced. This extra phase is directly controlled by the amount of
the perturbation and in turn by the current in DMC.
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The phase change picked up by the magnon will be given by the integral over the
entire DMC potential, which is linear in the minimum of the potential, εDMCmin (ﬁg.
4.15(b)).
Figure 4.15: (a) The z-component of the magnetic ﬁeld from a DMC. DMC was
modelled with 10 periodic repetitions with inter-wire separation of 60
spin sites. Coloured dots on the top of the plot indicates the cross-
section of the wires. Colour of the circles signiﬁes the direction of the
current in the wires, with red means inwards and blue means outwards.
It takes two wires with opposite current to produce one period of the
magnetic ﬁeld. (b) Phase shift as a function of current in DMC. When
the εDMCmin ﬁeld is greater than J , it acts as a reﬂecting potential and
is no longer useful for phase control. Note the break in the horizontal
scale.
Figure 4.15(a) shows a cross-section of the magnetic ﬁeld of a DMC. The ﬁeld was
calculated for a DMC with 10 repetitions. The dots on the top show the position
of the wires. Colour indicates the direction of the current. On red circles current
ﬂows inwards and on blue circles current ﬂows outwards. Note that two repetitions
produce one potential minima.
Figure 4.15(b) show the phase accuired by the magnon as it passes through DMC.
The calculation was performed by simulating a spin guide with the DMC placed on
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it. The current in the DMC was changed gradually and the acquired phase by the
magnon was measured.
As mentioned earlier, we assume a constant magnon speed throughout the protocol
which is 2 sites/unit time, as this is the speed at which the magnon dispersion is
minimum. These calculation were also performed for a magnon that was moving
with a speed of 2 sites/unit time, nonetheless, the induced phase as well as the
reﬂection an transmission will be diﬀerent for diﬀerent speeds.
Once the magnetic ﬁeld depth caused by the DMC reaches a certain threshold, it
starts to partially reﬂect the magnon. Figure 4.15(b) also shows the reﬂection and
transmission of the magnon from the DMC as a function of εDMCmin .
For a magnon moving with a speed 2aJ , which is in the desired linear dispersion
regime, we ﬁnd for εDMCmin < J , there is no appreciable reﬂection of the magnon. As
εDMCmin becomes larger than J , it starts to reﬂect the magnon. All further calculations
were done in the limit εDMCmin  J .
4.9 Magnonic Michelson interferometer
We now address the issue of the design of a magnonic Michelson interferometer.
The Michelson interferometer comprises an input channel, a splitter element (beam-
splitter or directional coupler), a variable (ideally tuneable) phase element, and a
reﬂective element that directs the signal back to the splitter. The ﬁnal output path
of the magnon then becomes a sensitive function of the variable phase. We discuss
these elements in turn. As described in the previous section, to perform a beamsplit-
ting operation we envisage adiabatically reducing the distance between the guides
to eﬀect the directional coupler, and then adiabatically increasing the distance af-
ter half of the population has been transferred, i.e. we perform the transformation
|L〉 → (1/√2)(|L〉+ |R〉).
Figure 4.16 shows the schematics of the Michelson interferometer. The black layer
is the spin-sheet. The brown wires are the current-carrying wires and a pair of
them forms a spin guide. The gray arrows above the wires show the direction of the
current in each wire. One guide has a dynamic magnonic crystal at its end which is
used to implement the phase shift in one arm.
In our model we started the guides at 35 sites apart and then adiabatically reduced
the distance between them to 23 sites. The width of each guide was 20 sites, radius
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Figure 4.16: Schematic of the magnonic Michelson interferometer. The black layer
shows a two-dimensional ferromagnetic sheet on a substrate. Brown
lines are current-carrying wires and the arrows show the direction of
the current in the wires. One arm has a dynamic magnonic crystal
(DMC) at its end for the purpose of phase control.
of the curvature of bend was 5000 sites and εmin was 1J . The coupling strength for
this particular geometry was Jω = 0.0048J , which gives l1/2 = 650 sites, ﬁg. 4.16(a).
Figure 4.17 shows the evolution where no extra phase (φ = 0) is added to the
magnon. Figure 4.17(a) shows the propagation up to the reﬂection, whereas ﬁg.
4.17(b) shows the propagation after the reﬂection. The double passing of the beam-
splitter has resulted in the magnon being shifted from |L〉 to |R〉.
There are many ways in which a controllable phase shift can be introduced and
dynamic magnonic crystal (DMC)[101] is one of them. We model a DMC at the end
of one arm, as shown in ﬁg. 4.17, which provides a tuneable phase shift in the right
arm.
Reﬂection was achieved by the hard wall boundary condition at the end of the spin
sheet. When magnon reaches the edge of the spin-sheet, it reﬂects and reverses
its direction. The associated phase shift of reﬂection is 180°. However, there is no
introduction of relative phase as the reﬂection happens on both arms.
After reﬂection, the population in the right arm passes the dynamic magnonic crystal
a second time, doubling the eﬀect of its phase shift. For a given device, the ﬁnal
state of the interferometer is only a function of the relative phase between the two
arms, which in turn is a function of current in the DMC.
Considering the case where the magnon is always initialised in |L〉. The change in
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current in DMC leads to a sinusoidal variation in the ﬁnal population in each arm
as a function of the current, as expected (ﬁg. 4.18). When |εDMCmin |/J ≈ 0.017 the
ﬁnal population is equal in each arm (1/
√
2)(|L〉+ |R〉). As we keep increasing the
current, the trend continues and the ﬁnal state goes through |L〉, (1/√2)(|L〉− |R〉)
and eventually coming back to |R〉 at |εDMCmin |/J ≈ 0.07. This shows that the current
Figure 4.17: Instances of full time evolution of a Michelson interferometer (for the
device schematics see ﬁg. 4.16). White lines represent the centre of each
guide. Snap shots of the population are overlaid on top of each other,
where the colour represents the |ψ|2. Each snapshot is scaled such that
its peak value appears as bright as the ﬁrst instance. The ﬁrst number
next to each snap shot represent the scaling factor and second number
is time in units of 1/J . The right arm has a DMC at its end, which is
used as a tuneable source of phase diﬀerence between both arms (see
ﬁg. 4.15 for detail). Numbers placed next to each snap shot are the
time stamps (in units of 1/J) and scaling factor respectively. (a) The
magnon was initialised in state |L〉 and it splits into (1/√2)(|L〉+ |R〉)
upon passing through the splitter. In this particular case there is no
relative phase shift upon reﬂection. (b) After reﬂection and second pass
through the splitter the magnon is transmitted to |R〉.
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Figure 4.18: Population in each arm at the end of the protocol, as a function of the
depth of the potential due to the magnonic crystal, which in turn is a
function of current in the crystal. The population in the right and left
arm is shown in red and blue. Three thumbnails above the ﬁgure show
the ﬁnal state of the interferometer corresponding to diﬀerent phase
shifts. We initialise the magnon in state |L〉. With no phase shift the
ﬁnal state is |R〉. As the potential depth increases, the population varies
sinusoidally between zero and one in both arms. The population goes
through the whole state space and comes back to |L〉 at |εDMCmin |/J ≈
0.07.
through the dynamic magnonic crystal can be used as a tuneable element for magnon
switching.
4.10 Realistic systems
Up until now we have presented our results for a general Hamiltonian and expressed
variables in relevant reduced units. To translate our scheme to any particular im-
plementation only requires knowledge of the coupling strength J , spin separation
a and the desired wire to spin-sheet separation d. As an example, we consider
a two-dimensional spin-sheet of a nano-patterned phosphorous in a silicon lattice
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[119]. This system has been widely studied due to its relevance to phosphorous
in silicon quantum computation [57, 63, 64, 120, 121, 122] and quantum transport
[21, 123, 124].
We take the inter-donor spacing to be a=10nm [125], for which the J-coupling
between electron spins of the donors is 1meV. If we chose the spin guide dimensions
wg = d = 150a = 1.5μm, then according to ﬁg. 4.10(b) we require |εmin| ≈ 1×10−4J
to conﬁne a single mode. The current required to produce that onsite energy is
I/dκ = |εmin|, where κ = 2π/γμ, which gives I = 68.6 μA.
For the Michelson interferometer we need two further geometrical parameters; the
half-coupling length – the length that is required to transfer half of the magnon
population to the other guide – and the adiabatic radius of curvature, which is the
radius at which magnon turns without leaking or coupling to the other modes. For
a high-contrast Michelson interferometer we chose l1/2 = 500a which correspond to
an inter-guide separation of 50a = 0.5μm (l1/2 = vgπa/2Jω). For a bending guide
a slightly stronger potential is required to keep the magnon conﬁned. If the chosen
radius of curvature for interferometer is 5000a, then the required |εmin| will be 10−3J
(ﬁg. 4.11(e)) which corresponds to a current of 0.68mA. These parameters are well
within the experimentally achievable limits and would lead to a total device length of
5μm. There is considerable ﬂexibility in the choice of parameters to build a working
device.
4.11 Summary
We have proposed a scheme for guiding magnons in a two-dimensional ferromagnetic
sheet using surface current-carrying wires. Through numerical simulation based
on the Heisenberg model, we demonstrated that transversal conﬁnement can be
achieved in this setup and characterised the requirements for the conﬁnement. We
also presented a model of a magnonic Michelson interferometer. The magnon is split
and recombined using a magnonic equivalent of a directional coupler. The extra
phase was added onto one arm through a dynamical magnonic crystal. By changing
the amount of current in the crystal one can obtain any desired combination of
population in each arm. Equally, this device could be used as a sensor of any ﬁeld
capable of perturbing the acquired magnon phase.
One possibility aﬀorded by our scheme is the design of magnonic devices capable
of performing non-determinstic linear magnonic quantum computation, by analogy
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with non-deterministic linear optical quantum computation [126]. Non-determinstic
linear schemes utilise interferometric elements and the ‘hidden’ nonlinearity intro-
duced by measurement. When magnons are distributed over many spins, as we
have considered here, then they behave as simple type II bosons, and therefore show
bunching in Hong-Ou-Mandel type conﬁgurations [127]. Therefore our results imply
that full non-deterministic quantum gate operations can be simply ported to the
magnonic case. One further advantage of our reconﬁgurable scheme is that it is pos-
sible to dynamically switch guides on and oﬀ, and this may lead a natural realisation
of schemes with ‘shortcuts’ through high dimensional spaces [128], and more gener-
ally to non-trivial consideration of optimisation of the Hilbert-space dimensionality
of the resulting magnonic circuit for optimal computation [129].
88
5
Chapter 5
Magnon transport through
spatio-temporal coupling
modulation in spin chain
In this chapter we make use of an electric ﬁeld instead of a magnetic ﬁeld to achieve
a conﬁned magnon transport in a spin chain. The external electric ﬁeld aﬀects the
coupling strength of the exchange coupled spin chain. A spatio-temporal variation
of the coupling can be used to achieve a high-ﬁdelity magnon transport. We also
show that using a spatio-temporally varying electric ﬁeld, a single spin excitation
can be converted into a collective excitation and a static magnon can be transformed
into a moving magnon and vice versa. A limiting issue in such protocols is the
presence of stray spins on the spin chain that can corrupt the conﬁned magnon. We
demonstrate the use of a potential barrier on either side of the conﬁning potential
that pushes away the stray spins. We call this a guard rail potential. By using all
the above-stated capabilities, a quantum operation can be performed on two distant
qubits that are connected to a common spin chain, through the magnon mediation.
5.1 Introduction
In Section 2.5, we outlined the DiVincenzo [7] criteria, which are seven functions
that a quantum computer should be able to perform. The sixth criterion states that
a functional quantum computer should be able to interconvert between a static and
ﬂying qubit, and the seventh DiVincenzo criterion states that a quantum computer
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should be able to faithfully transmit the ﬂying qubit between speciﬁc locations. In
this chapter, we propose methods to address these criteria. We show successful
transport between two distant qubits through a connecting spin chain. We use an
external electric ﬁeld to control the coupling between qubits and the spin chain, as
well as the coupling within the spin chain.
In between transferring the qubit on and oﬀ the spin chain and conversion between
the static and the ﬂying qubit, we perform an extra step of converting a single spin
into a collective excitation. This relaxes the control resolution of coupling during the
transport that is required for a high-ﬁdelity transfer, which, in turn, relaxes the gate
density required to implement the potential, thus reducing the structural complexity
[65, 47, 66]. On the ends, however, we still need a gate density comparable to the
spin-spacing.
The use of an electric ﬁeld to control the spin-spin coupling in the solid-state system
is a well-studied method, particularly in the context of Kane’s architecture [57]. A
wealth of literature exists that establishes the relation between an electric ﬁeld and
the coupling between neighbouring spins in Kane’s architecture [25, 57, 63, 64, 120,
121, 122, 130]. In this chapter, we show that a spatial variation of the coupling in
a spin chain that has a proﬁle of a conﬁning potential produces localised conﬁned
modes. When the coupling proﬁle is translated across the spin chain, the conﬁned
modes translate with it. By populating one of the conﬁned modes, a dispersion
free and long-range transport can be achieved. We discussed a similar protocol in
Chapter 3, where we used a magnetic ﬁeld to conﬁne and transport the magnon.
In an experimental setting, an electric ﬁeld is easier to produce and manipulate
compared to a magnetic ﬁeld. A spatial variation of coupling reﬂects as variable
oﬀ-diagonal terms in the Hamiltonian, while the on-diagonal terms stay constant.
5.1.1 A comparison between transport of localised spin vs a
magnon
Ideally, a single spin can be transported across the spin chain with complete control
of the coupling between each pair of the spins. However, this level of control becomes
ineﬃcient for long range transport [47, 58, 66]. In our protocol we convert a single
spin into a magnon before we transport it through the spin chain, which oﬀers the
following two advantages:
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1. It does not requires complete local control of the coupling except at the ends
where the conversion between spin and magnon takes place. Once the con-
version is done, only semi-local control of the spin couplings is required to
transport the magnon across to the other end.
2. The magnon is much more robust against the disorder in the spin chain com-
pared to a single spin excitation, which we have demonstrated in Chapter-3
[34]. Due to its non-local proﬁle, the spatial disorder in the coupling of the
spin chain gets averaged out.
5.2 Electrical control of the coupling
In an exchange coupled spin chain, the electron spin interacts with its nearest-
neighbour through the electron wavefunction overlap. Under the inﬂuence of an
external electric ﬁeld, the wave function is modiﬁed, which results in the altered
coupling. When the electric ﬁeld is applied through a gate that is located in the
middle of two spins, the positive potential pulls the wave function towards the gate
and increases the overlap. Conversely, a negative potential pushes the electron wave-
function away and decreases their overlap. Figure 5.1 is an illustration of the wave-
function modiﬁcation of two interacting electrons under the ﬁeld of J-gate. Figure
5.1 (a) shows the instance when the gate is negatively biased, which pushes the
electron away, resulting in reduced wavefunction overlap. Decreased overlap results
in decreased J-coupling. Figure 5.1 (b) shows the electron distribution when the
J-gate is positively biased. Positive bias pulls the electrons towards it and results
in an increased wavefunction overlap, which in turn increases J-coupling.
5.2.1 Conﬁning potential
For this section of the thesis, we use the Po¨schl-Teller potential to perturb the J-
coupling in the Hamiltonian. The Po¨schl-Teller potential was discussed in Chapter
3. The functional form of the Po¨schl-Teller potential, which is tailored to our model,
is
JPT(xj, t) = J + Jmaxsech
2
(
xj − x0(t)
w(t)
)
, (5.1)
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(a) (b)
Figure 5.1: An Illustration of the J-gate functioning mechanism. Red circles rep-
resent the phosphorus atoms. (a) When the J-gate is negatively biased,
it repels the electron clouds, which reduces the electron overlap thus re-
duces the J-coupling. (b) When J-gate is positively biased, the electron
clouds are pulled to the surface, thereby increasing the J-coupling. This
ﬁgure is taken from the reference [57].
where J is the bare coupling of the spin chain, Jmax is the maximum depth of
the perturbation coupling, x0 is the centre of the potential, w is the parameter
that controls the width and xj is the distance along the spin chain that increase
in discrete steps of j, the spin site index. w is the function of time during the
conversion between the single spin and the collective excitation, while x0 varies with
time during the acceleration and the translation part of the protocol.
In this chapter we use the term conﬁning potential interchangeably with the coupling
perturbation. The on-diagonal term of the Hamiltonian always stay constant in this
chapter.
5.2.2 Coupling in Kane’s architecture
Kane’s architecture for the quantum computer has been described in detail in Chap-
ter 2. However, we restate the key features here. Kane’s architecture is based on
phosphorus atoms implanted inside the silicon lattice [58, 57]. Phosphorus has an
extra unpaired electron that becomes loosely bound and its wavefunction spreads
over a few sites of the silicon lattice. The eﬀective Bohr radius of a single phosphorus
atom inside the silicon lattice is reported to be 1.5 nm [131]. The delocalised electron
interacts with the neighbouring electron and gives rise to the exchange coupling. The
qubit is realised by using the nuclear spin of the phosphorus atoms. The two-qubit
operation is performed through the mediating electrons. The exchange interaction
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Figure 5.2: Exchange coupling in Kane’s architecture as a function of J-gate volt-
age, for the inter-donor separation of 14, 16 and 20 nm. The data was
obtained from [63] that was calculated using the Heitler-London method
and plotted here.
between neighbouring electronic spins is controlled by the surface electrostatic gate
called the J-gate, which is placed in the middle of two phosphorus atoms.
Many studies [63, 64, 121, 122, 132] have established the relation between the voltage
on the J-gate and the coupling between spins. We have extracted the data from [63]
that shows a relation between J-gate voltage and the exchange coupling between
neighbouring donors and plotted it in ﬁg. 5.2. In [63], the coupling was calculated
using the Heitler-London method, and the electric ﬁeld of the gate was determined
through TCAD modelling. In Kane’s model, the depth of the phosphorus was 20
nm.
5.3 Conﬁnement and transport
Here we describe a simple device that consists of two distant qubits that are con-
nected by a spin chain. As a proof of concept, we show that a two-qubit operation
can be performed on the qubits through a mediated magnon in the spin chain. If
the two-qubit operation is a swap-gate, the result is the quantum transport.
Figure 5.3 illustrates the schematics of the device. Red circles indicate the data
qubits and the black line around the qubits represent electric gate that control the
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coupling between qubit and the spin chain. The red qubits, A and B, have no
direct coupling between them. The black circles represent the spin chain qubits and
the gray trapezoids represent surface electrodes that modify the local electric ﬁeld
and hence the nearest-neighbour exchange coupling. The electric gates are used to
control the coupling within the spin chain [121, 122].
To perform a two-qubit operation on qubit A and B through a mediated magnon,
we perform the following steps:
1. As an initial condition, qubit A is not coupled to the spin chain. The electric
potential is narrowed around the closest spin to qubit A in the spin chain to
achieve a single spin ground state of the potential.
2. Next, qubit A is coupled to the potential’s ground state, which is a single spin.
A two-qubit operation (SWAP operation for the state transfer) is performed
between the qubit and the spin on the spin chain.
3. The potential is slowly expanded to convert the single spin ground state into
a magnon that spans multiple sites.
4. Once expanded, the potential is adiabatically accelerated to convert the static
magnon into a moving magnon.
5. When the magnon arrives close to qubit B, the potential is decelerated and
brought to a halt at the nearest site to qubit B.
6. The potential is adiabatically contracted again to convert the magnon into a
single spin.
7. Finally, the gate around qubit-B is turned on and the two-qubit operation is
performed again.
The net eﬀect of this protocol is a two-qubit operation performed on two directly
coupled qubits.
We can categorise all the steps of the protocol mentioned above into three general
operations: (1) Ability to couple and decouple the qubit with spin, (2) ability to
expand and contract the potential adiabatically and (3) adiabatic acceleration and
deceleration of the potential. In the following section, we introduce the model and
then we address all the above-mentioned conditions in turn.
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A B
Figure 5.3: Schematic of a device to show magnon mediated interaction between
qubits. Red dots represent data qubits, the black circle enclosing the
qubits are the surface gates that control the coupling between the qubit
and the spin chain. The black dotted line represents a spin chain and
gray trapezoid show surface electrodes. The qubits can be coupled to
the spin chain and the coupling has an on/oﬀ control. However, there
is no direct coupling between the qubits. The gate density is higher
around the qubits where a conversion between magnon and a single spin
is performed to upload and download the qubit state.
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5.4 Model
In this chapter, we perform calculations within the framework of the Heisenberg
model, which we discussed in the Chapter 2. In the presence of a constant global
magnetic ﬁeld the Zeeman term in the Hamiltonian (eq. 2.2) is constant in time
and space. Therefore, the Zeeman term does not contribute to the evolution of the
magnon, hence can be ignored. The Hamiltonian becomes
H = −
N−1∑
n=1
Jn,n+1[S
x
n.S
x
n+1 + S
y
n.S
y
n+1 + S
z
n.S
z
n+1], (5.2)
where Sn is the total spin vector, S = (S
x, Sy, Sz), and J is the coupling strength,
which we considered constant in the previous two chapters. However, in this chapter,
J becomes the function of the external electric ﬁeld. Jn,n+1 is the coupling between
n and n+ 1 spin, which is a function of the external local electric ﬁeld. During the
simulations J is varied as a function of time.
5.4.1 Maximum velocity
In the case of the varying magnetic ﬁeld that we discussed in Chapter 3, the group
velocity is independent of the external magnetic ﬁeld. The group velocity of the spin
chain is only a function of the coupling strength of the spin chain. In an unperturbed
spin chain, the magnon can travel at a maximum speed of 2aJ . However, in the case
of a variable coupling, the group velocity becomes a function of the average coupling
around the magnon. In our case where the magnon co-moves with translating per-
turbation, it constantly experiences an increased coupling. If the magnon is located
at the centre of the perturbation, x0, it experience the average coupling of J +Jmax,
which results a maximum speed of vg-max ≈ 2a[J + Jmax], where Jmax is the depth of
the potential and a is the spin site spacing.
In ﬁg. 5.4(a), the blue line, shows the eigenvalues of a spin chain with spatially
modulated coupling under a Po¨schl-Teller potential. The red line in ﬁg. 5.4(a)
shows the derivative of the eigenvalue with respect to the eigenmode number. The
group velocity of the magnon is given as δ/δn, where n is the eigenmode number
and  is the eigenvalue. Therefore, the group velocity is much higher in the lower
eigenmodes and scales with the maximum depth of the potential. Figure 5.4 (b)
shows a magnon that was accelerated up to the speed of 20 sites/unit time, the
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Figure 5.4: (a) (blue line) The single magnon dispersion relation of a spin chain with
spatially modulated coupling. The y-axes are in units of Jmax. The low
energies on the left hand side correspond to the bound modes inside the
potential. The red line shows the derivative of the eigenenergies with
respect to the eigenmode number, which is also the group velocity of the
magnon in a particular eigenmode. (b) Shows a simulation of a magnon
that was accelerated inside the potential (Jmax = 10[J ]) up to the speed
of 20 sites/unit time, which shows no leakage of population. (c) Shows
a similar simulation to (b), except that it was accelerated to the speed
of 25 sites/unit time. The magnon cannot follow the potential at this
speed and leaks out.
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magnon stays conﬁned throughout the simulation. Figure 5.4 (c) shows an instance
in which the magnon was accelerated up to the speed of 25 sites/unit time; here the
magnon leaks out of the potential when it reaches speeds faster then 20 sites/unit
time.
5.5 Conversion between a single spin excitation
and a magnon
In this section, we show that by expanding the potential slowly, we can convert
a single spin excitation into a magnon, and vice versa. We start with a narrow
Po¨schl-Teller potential in the centre of the spin chain. A narrow and deep potential
produces a ground state that is localised to a single spin. In our model, we assume
some areas of high gate density where a delta potential can be realised. However,
the overall gate density is still low compared to the spin spacing.
Figure 5.5(a) shows the probability densities of the ground state for the Po¨schl-
Teller of width 0.1a for several depths. With increasing potential (perturbation in
J-coupling) depth, the ground state starts to converge around the 100th spin-site,
which is the centre of the potential. Figure 5.5(b) shows the |ψ|2 value of the 100th
spin, as a function of Jmax/J , while it is in the ground state of the conﬁning potential.
Jmax is the maximum depth of the potential and J is the unperturbed coupling in
the Hamiltonian. The value |ψ|2 asymptotically approaches one at d = 10J . We use
d = 10J for the remainder of the calculations.
Now we start to expand the potential adiabatically. Once the magnon is initialised
into the ground state of the narrow conﬁning potential under the condition of adi-
abaticity, it stays in the ground state of the expanded potential. For a system with
discrete and non-degenerate energy levels, the general condition of the adiabaticity
of a time-dependent Hamiltonian is [133],
A = maxt
∣∣∣∣ 〈g| δHδt |e〉(εe − εg)2
∣∣∣∣ << 1. (5.3)
A is the adiabaticity parameter. In general, |g〉 and |e〉 can be any two states;
however, in our case they are the ground state and the excited states and εg and
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(a)
(b)
Jmax/J
Figure 5.5: (a) The probability amplitude of the ground state of the Po¨schl-Teller
with w = 0.1a potential, for several depths, as a function of the spin-site
index. The centre of the potential is located at the 100th site. (b) The
probability amplitude of the 100th spin in Po¨schl-Teller ground state, for
w = 0.1, as a function of Jmax/J . |ψ100gs |2 asymptotically approaches one
with increasing potential depth.
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Figure 5.6: A plot of the adiabaticity parameter of an expanding potential (Jmax =
10) as a function of time for several rates of expansion. Faster expand-
ing potentials have higher adiabaticity at smaller widths. However, the
adiabaticity approaches zero irrespective of the expansion rate for large
widths.
εe are the ground and excited state energies, respectively. For an adiabatic process,
the adiabaticity parameter should stay much less then one for the entirety of the
process.
Figure 5.6 shows a plot of the adiabaticity parameter (eq. 5.3) of a Po¨schl-Teller
conﬁning potential, the width of which is a function of time. Each line represents a
diﬀerent rate of expansion in the units of sites/unit time. In ﬁg. 5.6, the adiabaticity
parameter decreases rapidly within the change of potential width of a few sites. The
region of interest is the very small widths, particularly width below 2 sites, as this
is when adiabaticity parameter is higher.
Figure 5.7(a) and (b) show the simulation of a magnon that was initiated in the
ground state of potential width w = 0.1a and depth Jmax = 10J . Then the potential
was expanded to determine the adiabatic limit of the rate change of the potential
width. In (a), the potential was expanded at the rate of 0.05 sites/unit time, which
results in an adiabatic expansion, and the magnon stays in the ground state through-
out the simulation. In (b), the potential was expanded at the rate of 1 sites/unit
time. In this instance, the magnon is unable to follow the instantaneous ground state
and becomes a superposition of several higher order states. In this case the magnon
evolution reduces to the evolution of a quantum random walker. Figure 5.7(c) shows
the probability amplitude value of the 100th spin-site as a function of time. Each
line represents a diﬀerent rate of expansion. In all cases, the probability amplitude
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decays slowly; however, in the case of non-adiabatic expansion, small oscillations
can be seen in the amplitude. δw/δt = 0.01 and δw/δt = 0.1 show the adiabatic
expansion, where δw/δt = 1 and δw/δt = 2 show the non-adiabatic expansion.
Through repeated simulation of expanding potential with increasing rate of the
potential expansion, we determine a cut-oﬀ of the adiabatic expansion to be 0.5
site/unit time. Therefore, we can deﬁne an adiabaticity parameter cut-oﬀ that
correspond to this expansion rate, which is A = 2 × 10−3. An adiabatic process
requires to maintain this threshold for the entirety of the process. It can be seen
in ﬁg. 5.6 that the adiabaticity parameter is very sensitive to the expansion rate at
small width. However, at large widths, the value of A goes to zero irrespective of the
expansion rate. Therefore, the expansion time can be minimised by using a variable
expansion rate, where the potential is expanded at a slower rate of 0.5 site/unit time
up to the width of 2 sites and then the expansion rate is increased gradually.
5.6 Conversion between static and moving qubit
In this section, we describe the method used to interconvert between static and mov-
ing qubit, which directly addresses the sixth DiVincenzo criterion [7]. Similar to the
expansion and contraction of the magnon, a static magnon can be accelerated by
translating the potential across the spin chain. Here we again address the adiabatic-
ity criteria [eq. 5.3] of the acceleration. One major diﬀerence between expanding
and accelerating is that the energy levels do not change in relation to each other.
Hence, the adiabaticity is a constant of the speed and acceleration of the potential.
Another hindrance in the adiabaticity calculation for an accelerating potential is the
lack of exact knowledge of the eigenstates of the moving potential.
However, in ﬁg. 5.8, we show multiple simulations of an accelerating magnon with
diﬀerent acceleration rates. Each subplot in ﬁg. 5.8 shows a simulation of the poten-
tial that is initialised as a stationary potential with the magnon in the ground state.
We accelerate the potential up to a speed of 2 sites/unit time, except (d) in which
vmax = 4. The rate of acceleration, acc, was diﬀerent in each instance [(a) acc =
0.05 sites/unit time2, (b) acc = 0.1 sites/unit time2, (c) acc = 1 sites/unit time2,
(d) acc = 2 sites/unit time2]. (a) shows and adiabatic transition between static and
ﬂying magnon, where in (b), (c) and (d) there are increasing degree of oscillations
of magnon can be seen, which points to a non-adiabatic transition.
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Figure 5.7: (a) and (b) show the simulations of a magnon that was initialised in the
ground state of an expanding potential at t = 0. (a) expands with the
rate of δw
δt
= 0.05 sites/unit time, in which the magnon closely follows
the ground state. (b) shows a similar simulation to (a) with δw
δt
= 1
sites/unit time, in which the magnon transitions out of the ground state
at the very start of the simulation. (c) shows the |ψ|2 value of the 100th
spin, which is the centre of the conﬁning potential, as a function of time
for several rates of increasing widths. For δw
δt
= 0.01 sites/unit time
and δw
δt
= 0.1 sites/unit time spin decays smoothly, which indicates an
adiabatic transition. For δw
δt
= 1 sites/unit time and δw
δt
= 2 sites/unit
time, the magnon stops to see the potential very quickly and evolves as
a quantum random walker.
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After the magnon reached its maximum speed, it was decelerated again and brought
to a stop. We allowed the magnon to evolve in the static potential for 50 time steps.
During the stopped phase, we calculated the ground state ﬁdelity, Fg, of the magnon.
Figure 5.9 shows the ground state inﬁdelity, plotted as log10(1 − Fg), as a func-
tion of the acceleration of the potential. The log10(1 − Fg) increases rapidly with
the acceleration and asymptotes to one. One can deﬁne a threshold inﬁdelity tai-
lored to the protocol in question and adjust their acceleration to keep ﬁdelity be-
low that threshold. For example, here we chose a value of log10(1 − Fg) = −8,
which correspond to a ﬁdelity of 0.999. This corresponds to an acceleration rate of
acc = 0.05 sites/unit time2.
5.7 Guard railing the potential
One of the major issues in the conﬁned transport through spin chain is the presence
of the stray spins on the spin chain. The stray spin can be caused by improper
initialisation of the spin or noise in the environment. We show that by using two
reﬂecting potentials on either side of the main potential, any interference from stray
spins can be prevented. We term the reﬂecting potentials the guard rail potential,
which is essentially two inverted conﬁning potentials. As the guard rail potential
comes in contact with a stray spin, it pushes the spin away, leaving the magnon
inside the main potential unaﬀected.
We simulated the spin chain with the coupling proﬁle given by,
JPT(xj, t) = J + Jmax sech
2
(
xj − x0(t)
w
)
− Jgrmaxsech2
(
xj − x0(t) + wgr
w
)
− Jgrmaxsech2
(
x− x0(t)− wgr
w
)
. (5.4)
Jgrmax is the height of the guard rail and wgr is the distance from the centre of the
main potential to the centre of the guard rail potential. The plot of eq. 5.4 is shown
in ﬁg. 5.10.
Figure 5.11(a) show simulation of a potential with guard rails coming in contact
with a stray spin. The potential [J = −1, w = 10, Jmax = −10, wgr = 40 and
Jgrmax = 0.3J ] was in initialised on site 80 of the spin chain where the stray spin
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Figure 5.8: Each subplot shows an instant of a static magnon that is being accel-
erated by accelerating the potential. Once it reaches a certain speed it
travels on that speed for a few time steps. Finally, it starts to decelerate
again until it becomes static. Fifty time steps were performed in the end
with a static potential. The white legends in each plot show the acceler-
ation and the maximum speed of each plot. Only (a) shows an adiabatic
acceleration and the magnon stays in the ground state. Where, (b), (c)
and (d) show oscillations in the magnon probability density, which points
to a reduced ground state ﬁdelity.
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Figure 5.9: The ﬁnal inﬁdelity of the magnon to the ground state of the potential
at the end of the protocol, after the acceleration and deceleration. The
ﬁdelity is plotted as log(1−Fg). log(1−Fg) increases rapidly as a function
of acceleration and asymptotically approaches one.
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Figure 5.10: The guard rail potential, which is a small bump on either side of the
conﬁning potential, prevents any stray spin outside of the potential to
interfere with the conﬁned potential. Jmax is the depth of the central
potential, Jgrmax is the height of the guard rail potential and wgr is the
distance from the middle of the central potential to the middle of the
guard rail potential.
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|ψ|2
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0
0.1
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Figure 5.11: (a) Simulation of a one-dimensional spin chain that demonstrates the
eﬀect of the guard rail potential. The potential was initialised at site
80 with w = 10, Jmax = −10, wgr = 40 and Jgrmax = 0.3J . The
stray spin was initialised at site 150 as a gaussian wavepacket. We
move the potential with a speed of 2 sites/unit time. As the potential
approaches the magnon it pushes it away. The blue line shows the
position of the central potential and the white lines show the centre of
the guard rail potentials as a function of time. (b) shows the reﬂection
and transmission of the magnon through the potential as a function
of Jgrmax at a speed of 2 sites/unit time. Reﬂection approaches one at
Jgrmax = 0.1J .
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Figure 5.12: Pseudocolor plot showing the reﬂection of the stray spin from the guard
rail as a function of guard rail speed and the height of the guard rail.
The contours of the constant reﬂection show that for an increasing speed
of the guard rail, an increased height is required to maintain a certain
reﬂection.
was initialise at site 150. The potential was translated across the spin chain at a
constant speed of 1 sites/unit time. The white lines show the centre of the guard
rail potential and blue line is the centre of the main potential. As the guard rail
comes into contact with the stray spin, it pushes the magnon away. Throughout the
simulation, the stray magnon does not come inside the main potential.
In ﬁg. 5.11(a), we show the transmission and reﬂection of the magnon from the guard
rail potential as a function of the height of the potential. These calculations were
performed for a potential that is moving with the speed of 2 sites/unit time. Figure
5.12 show a pseudocolor plot of the reﬂection of the stray spin as a funcition of the
speed and depth of the guard rail. The contours of constant reﬂection show that the
faster guard rails require a higher Jgrmax . For a potential speed of 2 sites/unit time,
a guard rail potential height of 0.1J is suﬃcient to push a stray spin out of the way.
5.8 Summary
We used the Heisenberg model with a spatially modulated coupling to simulate
the conﬁned transport of a magnon. The ground state of the conﬁning potential
was populated, and the potential was translated along the spin chain, carrying the
magnon with it. The maximum translation speed at which the magnon stays in the
ground state of the potential is proportional to the depth of the potential well.
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We also showed that the width of the potential can be altered adiabatically to convert
the magnon into a single spin excitation, and vice versa. Through the adiabaticity
criteria, we showed that an expansion rate of 0.05 sites/unit time for the Po¨schl-
Teller potential is the adiabaticity threshold. An expansion rate faster then 0.05
sites/unit time resulted in a non-adiabatic expansion, and the magnon became a
superposition of several eigenstates of the potential.
Furthermore, we demonstrated that a static magnon can be accelerated and con-
verted into a moving magnon, and vice versa. The adiabaticity criteria could not
be addressed in this case, as it requires the knowledge of exact eigenfunctions of
the moving potential. However, we simulated multiple instances of the accelerating
potential that was decelerated in the end and brought to stop. At the end of the
simulation, we measured the ground state ﬁdelity of the magnon of the static po-
tential. For the acceleration of 0.05 and 0.1 sites/unit time, the ﬁnal ﬁdelity stayed
at one.
We described a model of a quantum device that can perform two-qubit operations
on two distant qubits through the magnon mediation while using all the capabilities
mentioned above. The device comprises two qubits that are coupled to a common
spin chain. However, there is no direct coupling among the qubits. The electrostatic
surface gates control the coupling between the qubits and the spin chain, as well as
the coupling within the spin chain. First, the potential is narrowed around the spin
on the spin chain that is adjacent to the qubit. A suﬃciently narrowed potential
produces a single spin ground state. The coupling between the qubit and the spin
chain is turned on, and a two-qubit operation is performed. Then the coupling
is turned oﬀ, and the potential is expanded and accelerated adiabatically. It is
decelerated again adiabatically and brought to a halt on the spin closest to the
qubit on the other end of the spin chain. The potential is shrunk again to turn the
magnon into a single spin excitation. Finally, the coupling between the second qubit
and the spin chain is turned on, and the two-qubit operation is performed.
During the process of the conﬁned transport, in principle a stray spin on the spin
chain could drop inside the potential and corrupt the magnon. We described a
method to prevent it from happening by using a guard rail potential on either side
of the main potential. We used two inverted Po¨schl-Teller potentials as a reﬂecting
potential on either side of the main potential, which we call the guard rail potential.
We calculated the transmission and reﬂection of the spin through the guard rail as a
function of the height of the potential. Our results show that a guard rail potential
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height of 0.2J , where J is the unperturbed spin chain coupling, is suﬃcient to push
the spin. These results were calculated for the potential speed of 2 sites/unit time.
However, a faster moving potential will require a higher guard rail to prevent any
transmission of the stray spin.
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Conclusion
We proposed and investigated the use of external electric and magnetic ﬁelds in
one and two-dimensional ferromagnets to achieve a high-ﬁdelity magnon transport.
Magnons are subject to dispersion as they travel in the magnetic medium. Dispersion
limits the eﬀective range of a freely propagating magnon, which minimises its utility
as a long-range (quantum or classical) information carrier.
We performed the modelling of a one-dimensional spin chain in the presence of a
spatio-temporally varying magnetic ﬁeld to determine its eﬀect on the magnon dis-
persion. We show that the application of a magnetic conﬁning potential on the
spin chain results in conﬁned eigenmodes inside the potential. The eigenmodes are
stationary states and do not disperse with time. When the potential is adiabati-
cally translated across the spin chain, the eigenmodes translate with it. Thus, we
demonstrate that a high-ﬁdelity transport is achieved by populating one of the con-
ﬁned modes and translating the potential. The time evolution of the magnon was
performed in the framework of the Heisenberg model.
We draw a clear analogy between an optical waveguide and a one-dimensional spin
guide. This analogy allows us to produce optical eﬀects in the magnonic regime.
We compare two potentials, Po¨schl-Teller and the square well potential, by char-
acterising their eﬀect on the quality of the magnon transport. The choice of these
particular potentials reﬂects a broader categorising of the optical ﬁbre, namely the
graded-index ﬁbre and the step index ﬁbre, respectively. In the former type, the
refractive index varies slowly where in the latter type the refractive index varies
abruptly. We ﬁnd that the Po¨schl-Teller potential, the equivalent of the graded-
index ﬁbre, oﬀers many advantages over the square well. The biggest advantage of
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the Po¨schl-Teller potential is that the spatial control that is required to implement
such a potential can be much larger than the spin-spacing. Secondly, the ﬁrst ex-
citation energy gap of the Po¨schl-Teller potential is much greater compared to the
square well potential, which implies an increased adiabaticity.
In Chapter 3 we also address the presence of disorder in the spin chain. A spa-
tial disorder in the Heisenberg model. As a conﬁning potential translates across
a disordered spin chain, the energies of the conﬁned modes ﬂuctuate based on the
immediate environment of the potential. This ﬂuctuation increases the likelihood of
the magnon making the transition to the excited state. We show that by making
the potential wider and reducing the speed, a high-ﬁdelity transport is achievable in
a disordered spin chain.
Finally, we identify a few realistic systems that can be used to realise one-dimensional
spin chains and calculate the maximum possible speed of the magnon in each system.
Similar to a magnon in one dimension, a magnon travelling in two-dimensions also
undergoes dispersion, which results in a restricted eﬀective range. In Chapter 4, we
model two surface current-carrying wires on top of a spin sheet with an anti-parallel
current. The combined magnetic ﬁeld of the two wires results in a channel shaped
potential inside the sheet. This potential acts as a guide and prevents the magnon
from spreading in the transverse direction while allowing it to propagate along the
potential freely.
This type of conﬁnement is exactly analogous to an optical waveguide. Inspired by
this analogy, we show that the magnonic guides can also be directionally coupled to
the other guides that are located in their vicinity. Taking this analogy further, we
show a magnonic beam splitter based on the approach of optical directional coupler
that can be realised using these spin guides.
Based on the magnon splitter, we demonstrate a design for a magnonic Michelson
interferometer. A Michelson interferometer has three components: a beam splitter,
a reﬂector and a phase shifting element. The beam splitter is modelled by the
directional coupler, the reﬂection element is modelled by the hard walls of the spin-
sheet and the phase shifting element is modelled by using a dynamic magnonic
crystal (DMC) on the one arm of the splitter. A DMC is a set of surface wires that
are evenly spaced from each other. When the current passes through the wires in
the alternating direction, their combined magnetic ﬁeld acts as a magnonic crystal
inside the sheet. As the magnon passes through the DMC, it picks up an extra
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phase. The current in the DMC directly controls the extent of the additional phase.
The magnonic Michelson interferometer can be used to perform magnonic logical
operations in the quantum and classical regimes.
We also demonstrate the use of an electric ﬁeld to conﬁne and transport the magnon
in a spin chain. In an exchange coupled spin chain, the external electric ﬁeld causes
the coupling to vary. This coupling variation is used to form a conﬁning potential.
The conﬁning potential causes conﬁned modes to form inside the potential, which
can be populated and transported across the chain.
We show that by expanding the conﬁning potential adiabatically, a single spin ex-
citation can be converted into collective excitation, and vice versa. Furthermore, a
static magnon can be converted into a moving magnon, and vice versa, by adiabati-
cally accelerating and decelerating the potential. Combining all of these capabilities,
a two-qubit operation can be performed on the qubits that are not directly coupled
to each other but are dynamically coupled to a common spin chain.
Our work in one-dimensional conﬁned magnon transport suggests a solution to a
major structural hindrance in the controlled transport protocols, namely the gate
density. In the use of magnetic ﬁeld (Chapter 3 ) and electric ﬁeld (Chapter 5)
we particularly employed a smooth varying potential. Such a potential requires a
control that is much larger than the spin spacing, however, still maintain the control
of the magnon up to a single spin level. This relaxes the structural complexity
and temporal control of the device, thus makes it more fabrication and operational
friendly.
Our magnetic protocols for conﬁned magnon transport in the spin chain also show
an increased robustness against the structural disorder in the spin chain. This allows
a greater freedom of choice from the possible materials to implement our protocol.
Another operational limitation of using a spin chain as a long-range quantum channel
is the presence of stray spin. Our method of guard railing provides means to “push
away” these spins while transporting the conﬁned magnon. This approach should
allow a higher operational temperature of the spin chain based quantum channel.
Our electric ﬁeld model resembles closely, operationally and structurally, with Kane’s
architecture and can be easily integrated into the architecture as a long range trans-
port channel.
The ability to perform two-qubit operations through the magnon mediation can
itself be used as the basis of a new kind of quantum computation model. At current
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Figure 6.1: A possible architecture of a quantum computer based on a magnon me-
diated interaction between qubits. Red dots represent data qubits and
black dotted lines denote spin chains.
stage, we have shown a basic model of a node of a quantum computer. However,
this needs further consideration and represent an opportunity for future work. A
tentative architecture of quantum computer is shown in ﬁg. 6.1. Red dots show the
data qubit and the black dotted lines are the spin chain. The operations between
the qubits are performed through mediated magnon in the spin chain.
Magnons are also regaining the attention in scientiﬁc community as a potential
medium for classical computation [4, 6]. They oﬀer a signiﬁcant beneﬁt of low
power loss over the conventional electronics. However, the technology to produce
magnon circuitry is still in its infancy. Our two-dimensional spin guide provides a
viable platform to explore the schemes of reconﬁgurable magnonic circuitry.
In addition to the reconﬁgurability, our 2D spin guide model has an ability to couple
with a proximal guide. The coupling capability can be used to build interference
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based devices that can perform classical and quantum logical operations.
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