Deformations of Fell bundles and twisted graph algebras by Raeburn, Iain
ar
X
iv
:1
60
4.
01
11
8v
1 
 [m
ath
.O
A]
  5
 A
pr
 20
16
DEFORMATIONS OF FELL BUNDLES AND
TWISTED GRAPH ALGEBRAS
IAIN RAEBURN
Abstract. We consider Fell bundles over discrete groups, and the C∗-algebra which is
universal for representations of the bundle. We define deformations of Fell bundles, which
are new Fell bundles with the same underlying Banach bundle but with the multiplication
deformed by a two-cocycle on the group. Every graph algebra can be viewed as the C∗-
algebra of a Fell bundle, and there are are many cocycles of interest with which to deform
them. We thus obtain many of the twisted graph algebras of Kumjian, Pask and Sims.
We demonstate the utility of our approach to these twisted graph algebras by proving
that the deformations associated to different cocycles can be assembled as the fibres of
a C∗-bundle.
1. Introduction
Higher-rank graphs (or k-graphs) are higher-dimensional analogues of directed graphs.
They were invented by Kumjian and Pask [22] as combinatorial models for the higher-
rank Cuntz–Krieger algebras of [38]. There has since been considerable interest in the
C∗-algebras of k-graphs, and the class of k-graph algebras contains many interesting C∗-
algebras (see [31, 9, 7], for example).
Directed graphs, which are essentially the same as 1-graphs, can be visualised as a
1-dimensional simplicial complex, and then the theory of covering spaces has a useful
and elegant combinatorial version (see [10], for example). Higher-rank graphs can also be
realised topologically, and the theory of covering spaces carries over in a very satisfactory
way [30, 18]. More recently, Kumjian, Pask and Sims have considered homology and
cohomology for k-graphs, and have studied a family of twisted graph algebras in which
the usual relations are deformed by a 2-cocycle [23, 24, 25].
Here we show that graph algebras can be viewed as the universal C∗-algebras of Fell
bundles over discrete groups. We then deform the multiplication on these bundles using
the 2-cocycles arising in group cohomology, and view the C∗-algebras of the deformed
bundles as twisted graph algebras. This construction is not quite as general as those
in [23, 24], but it is general enough to cover all the main examples, and it seems more
accessible.
We think of Fell bundles over a group G as C∗-algebraic analogues of G-gradings (and
we discuss the similarities and differences in Appendix B). So it is no surprise that every
k-graph algebra is given by a Fell bundle over Zk in which the 0-graded component is the
core. But there are many other Fell bundles around: for example, every k-graph algebra
is also given by a Fell bundle over the fundamental group of the k-graph. We can get
this last Fell bundle by stringing together established results: the k-graph has a universal
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convering graph that can be realised as a skew product of the graph with its fundamental
group [21, 30]; the C∗-algebra of the skew product can be viewed as the crossed product
by a coaction of the fundamental group on the original graph algebra [19, 30]; and a
theorem of Quigg [33] says that this coaction is associated to a Fell bundle structure for
the graph algebra. But having done this, we find it is really quite easy to go directly to
the Fell bundle, and this is what we do.
We begin by recalling the definitions of Fell bundles and their C∗-algebras. Then we
review the group-theoretic cocycles of interest to us, and show how to deform Fell bundles
using them. In §4 we apply this construction to bundles arising from graph algebras, and
prove our first main theorem, which says that the C∗-algebras of the deformed bundles are
generated by families of partial isometries satisfying a twisted version of the usual Cuntz–
Krieger relations of [22]. In §5 we prove versions of the uniqueness theorems for these
twisted graph algebras. We also prove that the deformed Fell bundles are all amenable
in the sense of Exel [13], and discuss criteria for simplicity. Then in §6 we prove that the
C∗-algebras of the different deformations of a fixed Fell bundle over G can be assembled
as the fibres of a continuous C∗-bundle over the second cohomology group of G.
We close with three appendices which describe different aspects of the approach we have
taken. In the first, we discuss the theorem of Quigg which says that Fell bundles over a
discrete group are essentially the same thing as coactions of the group on C∗-algebras,
and give a short and relatively elementary proof of his theorem. Next, we expand on the
relationship between Fell bundles and gradings. We discuss how the relationship between
an element of the C∗-algebra and its homogeneous components resembles that between
a continuous function and its Fourier series, and use the analogy to prove a C∗-algebraic
version of Feje´r’s theorem on the accelerated converence of Fourier series. In the third
appendix, we use the ideas of the previous one to give a direct proof that Leavitt path
algebras and Kumjian–Pask algebras are graded.
Acknowledgements. My interest in these ideas arises from an invitation by Aidan Sims
and Roozbeh Hazrat to speak at an AMSI workshop at the University of Western Sydney
in February 2013. They asked me to explain, to a mixed audience of algebraists and
analysts, how coactions of groups arose in the context of graph algebras. I thank them
for providing the stimulus for me to revisit this topic, though in retrospect I seem to have
strayed off subject. (The parts of the subject relevant to their question are discussed in
the appendices.) I also thank the participants in our seminar at Otago, and especially
Lisa Clark, for their feedback and continued interest while I was straying.
2. Fell bundles and their C∗-algebras
Since the basic definitions are spread over the first 900 pages of [15], and since the
definitions simplify for the Fell bundles over discrete groups of interest to us here, we
begin by giving a detailed definition.
A Banach bundle over a (discrete) set X is a set B and a function p : B → X such that
each Bx := p
−1(x) has the structure of a complex Banach space; we call p the projection
for the bundle. We suppose that p : B → G is a Banach bundle over a group G, and that
B carries an associative multiplication and an involution satisfying
(a) p(bc) = p(b)p(c) for all b, c ∈ B;
(b) for every g, h ∈ G the map (b, c) 7→ bc is bilinear from Bg×Bh to Bgh, and satisfies
‖bc‖ ≤ ‖b‖ ‖c‖ for b ∈ Bg, c ∈ Bh;
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(c) for every g ∈ G the map b 7→ b∗ is conjugate linear from Bg to Bg−1, and satisfies
(bc)∗ = c∗b∗ and ‖b∗b‖ = ‖b‖2.
Then Be is a C
∗-algebra. If in addition
(d) b∗b ≥ 0 in Be for all b ∈ B,
then p : B → G is a Fell bundle over G. (Fell bundles were called C∗-algebraic bundles
in [15] and [33].) We write Γc(B) for the vector-space direct sum
⊕
g∈GBg. Provided
we remember that adding and deleting zero elements 0g does not change sums, we can
view elements of Γc(B) as finite formal sums
∑
g∈F bg. Then extending the multiplication
bilinearly and and the ∗-operation conjugate-linearly give a multiplication and involution
on Γc(B), which thus becomes a ∗-algebra.
A representation π of a Fell bundle p : B → G in a C∗-algebra C consists of linear maps
πg : Bg → C such that πgh(bc) = πg(b)πh(c), πg(b)
∗ = πg−1(b
∗), and πe is a nondegenerate
representation of Be. The C
∗-algebra C∗(B) is generated by a universal representation of
p : B → G, which we will denote by π. The maps πg combine to give a ∗-homomorphism∑
g bg 7→
∑
g πg(bg) of Γc(B) into C
∗(B), and its range is a dense C∗-subalgebra of C∗(B).
We can view each Bg as a right Hilbert module over Be, and Exel proved that B
has a left regular representation by adjointable operators on the Hilbert-module direct
sum ℓ2(B) :=
⊕
g∈GBg [13, §2]. The reduced C
∗-algebra C∗r (B) is the C
∗-subalgebra of
L(ℓ2(B)) generated by the range of this representation. The action of Be on the summand
Be in ℓ
2(B) is just the action by left multiplication. Thus the left regular representation
is isometric on Be, and in view of the relation ‖b
∗b‖ = ‖b‖2 in (c), it is isometric on
each Bg. Thus B embeds isometrically in both C
∗
r (B) and C
∗(B). When the left regular
representation is faithful on C∗(B), Exel says that B is amenable.
3. Cocycles and deformations of Fell bundles
Suppose that G is a group and Z is an abelian group. A 2-cocycle σ on G with
coefficients in Z is a function σ : G×G→ Z such that σ(e, g) = σ(g, e) = 1 for all g and
(3.1) σ(g, h)σ(gh, k) = σ(g, hk)σ(h, k) for all g, h, k ∈ G.
The set Z2(G,Z) of all such cocycles is a group under pointwise operations from Z.
Two cocycles σ, τ ∈ Z2(G,Z) are equivalent if there is a function b : G → Z such that
σ(g, h) = b(g)b(h)b(gh)−1τ(g, h) for all g, h. The cocycles which are equivalent to the
trivial cocycle σ ≡ 1 form a subgroup of Z2(G,Z), and the quotient H2(G,Z) is called
the 2nd cohomology group. When Z = T, Z2(G,T) is compact in the topology of pointwise
convergence, and H2(G,T) is a compact Hausdorff topological group.
The following are our key examples.
Example 3.1. For each strictly upper triangular k×k matrix A with entries in [0, 1), there
is a 2-cocycle σA ∈ Z
2(Zk,T) given by σA(m,n) = exp(2πim
tAn), where mt denotes the
transpose of the column vector m. Two such cocycles σA, σB are equivalent if and only
if A = B, and every cocycle in Z2(Zk,T) is equivalent to one of these [4]. The map
A 7→ σA satisfies σAσB = σA+B, and induces an isomorphism of the torus T
k(k−1)/2 onto
H2(Zk,T). Similarly, integer matrices A also give cocycles τA ∈ Z
2(Zk,Z) such that
τA(m,n) = m
tAn.
Cocycles and the cohomology group H2(G,Z) are important in group theory because
they give the central extensions of G by Z: groups H such that the centre Z(H) contains
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a copy of Z with H/Z isomorphic to G. Given σ ∈ Z2(G,Z), a central extension is the
group Hσ with underlying set Z ×G and product given by
(z1, g1)(z2, g2) = (z1z2σ(g1, g2), g1g2).
Two such extensions Hσ andHτ are isomorphic (as extensions) if and only if σ is equivalent
to τ . Conversely, given a central extension H of G by Z, we can take c : G → H to be
any section for the quotient map H → G such that c(eG) = eH , and then
(3.2) σ(g1, g2) = c(g1)c(g2)c(g1g2)
−1
defines a 2-cocycle.
Example 3.2. One might prefer to use a different realisation of the central extension:
for example, for σ ∈ Z2(Z2,Z) defined by σ(m,n) = m1n2, we would use the integer
Heisenberg group H(Z) of upper triangular matrices1 m1 p0 1 m2
0 0 1
 .
The cocycles on H(Z) itself were computed in [28] (see also [29, Examples 1.4]).
We now describe how to deform a Fell bundle.
Proposition 3.3. Suppose that p : B → G is a Fell bundle over a discrete group G, and
that σ ∈ Z2(G,T) is a cocycle. Then there is a Fell bundle p : B(σ) → G with the same
underlying set B, the same projection p, the same Banach space structures on the fibres,
and the other operations given in terms of those in B by
b ·σ c = σ(g, h)bc and b
∗σ = σ(g, g−1)b∗ for b ∈ Bg and c ∈ Bh.
Proof. The cocycle identity implies that ·σ is an associative multiplication. To see that
b 7→ b∗σ is an involution, we use the identity σ(g, g−1) = σ(g−1, g), which follows from the
cocycle identity for the triple g, g−1, g. Indeed, for b ∈ Bg we have b
∗ ∈ Bg−1 , and hence
(b∗σ)∗σ =
(
σ(g, g−1)b∗
)∗σ
= σ(g−1, g)
(
σ(g, g−1)b∗
)∗
= σ(g−1, g)σ(g, g−1)(b∗)∗ = b.
Similar computations using the cocycle identity show that ·σ and
∗σ (indeed, the same
calculations needed to show that the twisted group algebra Cc(G, σ) is a ∗-algebra) show
that ·σ and
∗σ have the other required algebraic properties. Finally, for b ∈ Bg,
b∗σ ·σ b = σ(g, g−1)b
∗ ·σ b = σ(g, g−1)σ(g
−1, g)b∗b = b∗b
is positive in the C∗-algebra B(σ)e = Be. 
Remark 3.4. Group algebras and crossed products in which the multiplication is twisted by
a 2-cocycle have been studied since the early days of crossed products [43]. More recently,
deformations of algebras carrying coactions of groups have been studied by Yamashita
[42] and Bhowmick–Neshveyev–Sangha [6]. Yamashita’s deformations are of C∗-algebras
carrying coactions of a discrete group, and hence by Quigg’s theorem (as in [33] or Ap-
pendix A) are equivalent to the C∗-algebras of our deformed Fell bundles — indeed, Fell
bundles themselves play a minor role in [42, §3]. Bhowmick, Neshveyev and Sangha con-
sider coactions of locally compact groups and deformations involving Borel cocyles; the
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examples in [26, Examples 2.3] show that Fell-bundle techniques do not suffice in such
situations. Both [42] and [6] focus on applications to the Baum–Connes conjecture, and
there seems to be relatively little overlap with the present paper.
4. Deformations of graph algebras
We now consider a graph Λ of rank k, which we always assume is row-finite and has
no sources. We use the standard coventions and notation of the subject. In particular for
λ, µ ∈ Λ, we write
Λmin(λ, µ) =
{
(α, β) : λα = µβ and d(λα) = d(λ) ∨ d(µ)
}
,
and vΛn denotes the set of λ ∈ Λ with r(λ) = v (so λ = vλ) and d(λ) = n.
Our next result says that the graph algebra C∗(Λ) = C∗({sλ : λ ∈ Λ}) can be realised
as the C∗-algebra of a Fell bundle in different ways. An important example of a functor
to which the result applies is the degree functor d : Λ→ Zk. We will show at the end of
the section that there are many others to which it applies, and our result is interesting
when k = 1.
Proposition 4.1. Suppose that Λ is a graph of rank k, and η : Λ→ G is a functor from
Λ into a group G. For g ∈ G, we set
(4.1) Bg := span{sλs
∗
µ : η(λ)η(µ)
−1 = g},
B :=
⊔
g∈GBg, and define p : B → G by p(b) = g for b ∈ Bg. Then with all the operations
inherited from C∗(Λ), p : B → G is a Fell bundle. The inclusion maps ιg : Bg → C
∗(Λ)
form a representation of B, and the corresponding homomorphism ι is an isomorphism
of C∗(B) onto C∗(Λ).
Proof. We first note that
(sλs
∗
µ)(sσs
∗
τ ) =
∑
(α,β)∈Λmin(µ,σ)
sλαs
∗
τβ
belongs to Bη(λα)η(τβ)−1 = Bη(λ)η(α)η(β)−1η(τ)−1 , which is the same as Bη(λ)η(µ)−1η(σ)η(τ)−1
because
(4.2) η(µ)η(α) = η(µα) = η(σβ) = η(σ)η(β).
Thus BgBh ⊂ Bgh, and we also have B
∗
g ⊂ Bg−1 . All the properties of the operations and
norms follow from the corresponding properties in C∗(Λ), and since Be is a C
∗-subalgebra
of C∗(Λ), property (d) follows from spectral permanence:
b∗b ≥ 0 in C∗(Λ) =⇒ σC∗(Λ)(b
∗b) ⊂ [0,∞) =⇒ σBe(b
∗b) ⊂ [0,∞) =⇒ b∗b ≥ 0 in Be.
It is straightforward to check that the ιg form a representation of B, and hence induce a
homomorphism ι : C∗(B)→ C∗(Λ). It is surjective because the range is a C∗-subalgebra
containing all the generators sλ. If {ρg} is another representation of B in C, say, then the
elements ρη(λ)(sλ) form a Cuntz–Krieger Λ family in C, and there is a representation of
C∗(Λ) in C, so the corresponding representation ρ : C∗(B)→ C factors through ι. Thus
ι is injective. 
Our first main theorem says that the C∗-algebra of the Fell bundle B(σ) is generated
by a family of partial isometries satisfying a twisted version of the orignal Cuntz–Krieger
relations of [22]. Notice that only (CK2) is different:
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Theorem 4.2. Suppose that Λ is a row-finite k-graph with no sources, that η : Λ→ G is
a functor from Λ into a group G, and that B is the Fell bundle of Proposition 4.1, with
fibres Bg given by (4.1). Suppose that σ ∈ Z
2(G,T) is a cocycle with values in the circle
group T. Let {sλ : λ ∈ Λ} be the canonical Cuntz–Krieger family in C
∗(Λ), viewed as a
subset of B, and let πσ be the canonical representation of B(σ) in C∗(B(σ)). Then the
elements tλ := π
σ
η(λ)(sλ) of C
∗(B(σ)) satisfy
(CK1) {qv := tv : v ∈ Λ
0} consists of mutually orthogonal projections;
(CK2) tλtµ = σ(η(λ), η(µ))tλµ whenever r(µ) = s(λ);
(CK3) t∗λtλ = qs(λ) for all λ ∈ Λ;
(CK4) qv =
∑
λ∈vΛn tλt
∗
λ for all v ∈ Λ
0 and n ∈ Nk.
Conversely, given a family {Tλ : λ ∈ Λ} in a C
∗-algebra A satisfying (CK1–4), there is a
homomorphism ρT : C
∗(B(σ))→ A such that ρT (tλ) = Tλ for all λ ∈ Λ.
To prove that the elements tλ satisfy (CK1–4) we need to do some calculations in B(σ).
Lemma 4.3. Suppose we have Λ, η, B and σ as in Theorem 4.2. Let {sλ : λ ∈ Λ} be the
canonical Cuntz–Krieger family in C∗(Λ), viewed as a subset of B(σ). Then
(CKσ1) {pv : v ∈ Λ
0} consists of mutually orthogonal projections (in other words,
pv ·σ pv = pv = p
∗σ
v and pv ·σ pw = δv,wpv);
(CKσ2) sλ ·σ sµ = σ(η(λ), η(µ))sλµ whenever r(µ) = s(λ);
(CKσ3) s∗σλ ·σ sλ = ps(λ) for all λ ∈ Λ;
(CKσ4) pv =
∑
λ∈vΛn sλ ·σ s
∗σ
λ for all v ∈ Λ
0 and n ∈ Nk.
Proof. To see (CKσ1), we let v, w ∈ Λ0. Then
pv ·σ pw = σ(η(v), η(w))pvpw = σ(e, e)pvpw = pvpw = δv,wpv,
and similarly p∗σv = pv. Since sλ ∈ Bη(λ) and sµ ∈ Bη(µ), (CKσ2) follows from the
definition of the multiplication ·σ. For (CKσ3), we use σ(g, g
−1) = σ(g−1, g) to compute
s∗σλ ·σ sλ = σ(η(λ), η(λ)
−1)s∗λ ·σ sλ
= σ(η(λ), η(λ)−1) σ(η(λ)−1, η(λ))s∗λsλ
= s∗λsλ = ps(λ).
A similar computation shows that sλ ·σ s
∗σ
λ = sλs
∗
λ, and hence (CKσ4) follows from the
Cuntz–Krieger relation in C∗(B) = C∗(Λ). 
Since the canonical maps πσg : B(σ)g → C
∗(B(σ)) form a representation of the Fell
bundle B(σ), Lemma 4.3 implies that the tλ satisfy (CK1–4).
As for the usual Cuntz–Krieger relations, the relations (CK1–4) have important conse-
quences. First, (CK3) and (CK4) imply that
(4.3) qr(e)te = te = teqs(e) for every e ∈ E
1.
Next, we deduce from (CK1) and (CK4) that the projections {tλt
∗
λ : d(λ) = n} are
mutually orthogonal. With this observation, we can strengthen (CK3) to
(4.4) t∗λtµ = δλ,µqs(λ) whenever d(µ) = d(λ).
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Now the usual calculation (for example, from [34, Lemma 10.6]), shows that for all λ, µ ∈ Λ
and n ≥ d(λ) ∨ d(µ), we have
(4.5) t∗λtµ =
∑
{α,β : λα=µβ, d(λα)=n}
σ(η(λ), η(α))σ(η(µ), η(β))tαt
∗
β.
Since the cocycle σ is scalar-valued, (4.5) implies that the tλt
∗
µ span a ∗-subalgebra of
C∗(B(σ)), and since this subalgebra contains dense subsets of all the fibres πσg (Bg), it is
dense in C∗(B(σ)).
To see that the tλ have the universal property described in the last sentence of Theo-
rem 4.2, we use an analogue of the gauge action for C∗(B(σ)).
Proposition 4.4. Suppose that the tλ are as described in Theorem 4.2. Then there is a
continuous action β of Tk on C∗(B(σ)) such that
(4.6) βz
(
tλt
∗
µ) = z
d(λ)−d(µ)tλt
∗
µ.
Proof. We consider the usual gauge action γ : Tk → AutC∗(Λ). Then because γz(sλs
∗
µ)
is a scalar multiple of sλs
∗
µ, we have γz : Bg → Bg for every g ∈ G. Since γz is norm-
preserving and Bg has the norm inherited from C
∗(Λ), γz|Bg is a norm-preserving isomor-
phism of Bg onto Bg. We aim to prove that the γz|Bg form an automorphism of the Fell
bundle B(σ).
We have to show that the γz|Bg respect the multiplication and involution in B(σ), and
since they are linear and isometric, it suffices to work with the elements sλs
∗
µ. Suppose
that sλs
∗
µ ∈ Bg and sνs
∗
τ ∈ Bh (so that g = η(λ)η(µ)
−1 and h = η(ν)η(τ)−1). Then
γz((sλs
∗
µ) ·σ (sνs
∗
τ )) = σ(g, h)γz((sλs
∗
µ)(sνs
∗
τ ))
= σ(g, h)γz
( ∑
(α,β)∈Λmin(µ,ν)
sλαs
∗
τβ
)
= σ(g, h)
∑
(α,β)∈Λmin(µ,ν)
zd(λ)+d(α)−d(τ)−d(β)sλαs
∗
τβ.
For (α, β) ∈ Λmin(µ, ν) we have d(α)− d(β) = d(ν) − d(µ), so the coefficients inside the
sum are all the same, and we can factor it out. Now we recognise the sum as (sλs
∗
µ)(sνs
∗
τ ),
and split the power of z to get
γz((sλs
∗
µ) ·σ (sνs
∗
τ )) = σ(g, h)(z
d(λ)−d(µ)sλs
∗
µ)(z
d(ν)−d(τ)sνs
∗
τ )
= γz(sλs
∗
µ) ·σ γz(sνs
∗
τ ).
Thus the γz|Bg preserve the multiplication in B(σ), and a similar but easier calculation
shows that they preserve the adjoint. Thus they form an isomorphism of Fell bundles, as
claimed.
Now the universal property of (C∗(B(σ)), πg) implies that there is an automorphism βz
of C∗(B(σ)) such that
βz
(
πη(λ)η(µ)−1 (sλs
∗
µ)
)
= zd(λ)−d(µ)πη(λ)η(µ)−1 (sλs
∗
µ).
Since tλt
∗
µ is a scalar multiple of πη(λ)η(µ)−1 (sλs
∗
µ), the automorphism βz satisfies (4.6).
The usual ǫ/3 argument shows that β is continuous. 
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Remark 4.5. At this stage we could complete the proof of Theorem 4.2 by recognising the
relations (CK1–4) as a special case of those in [24, Definition 5.2], and applying the results
of that paper (in particular the gauge-invariant uniqueness theorem [24, Corollary 7.7]).
However, one naturally wonders whether there is a direct argument that exploits the Fell-
bundle structure. We provide one, and then describe the connection to [24] more precisely
in Corollary 4.9.
The action β : Tk → AutC∗(B(σ)) gives a Fell bundle C over Zk with fibres
C∗(B(σ))n := span{tλt
∗
µ : d(λ)− d(µ) = n}.
Then the inclusion maps ιn give a representation of the Fell bundle C in C
∗(B(σ)), and
hence induce a homomorphism ι : C∗(C) → C∗(B(σ)). This homomorphism intertwines
the dual action of Tk on C∗(C) and the action β on C∗(B(σ)), and ιe is injective on C0
(being an inclusion map). Thus ι is an isomorphism of C∗(C) onto C∗(B(σ)).
Now suppose that {Tλ : λ ∈ Λ} are elements of a C
∗-algebra A satisfying (CK1–4). We
will find a representation of C∗(B(σ)) in A by building a representation {ρn} of the Fell
bundle C. First we need to understand the core C∗(B(σ))0 = C
∗(B(σ))β .
Lemma 4.6. Suppose that β : Tk → AutC∗(B(σ)) is the action of Proposition 4.4.
Then for each v ∈ Λ0 and n ∈ Nk, {tλt
∗
µ : λ, µ ∈ Λ
nv} is a set of nonzero matrix units in
C∗(B(σ))β.
Proof. Suppose λ, µ, ν, τ ∈ Λnv. We calculate, using first (4.4) and then (4.3):
(4.7) (tλt
∗
µ)(tνt
∗
τ ) = δµ,νtλqvt
∗
τ = δµ,νtλt
∗
τ .
Thus they are matrix units. Since the vertex projections belong to B(σ)e = Be, and
the left regular representation of B(σ) is faithful on Be, the vertex projections qv are all
nonzero. Now (CK3) implies that each tλ is nonzero, and so is every tλt
∗
µ. 
Recall that {Tλ : λ ∈ Λ} ⊂ A satisfy (CK1–4). The calculation (4.7) implies that
{TλT
∗
µ : λ, µ ∈ Λ
nv} is a set of matrix units in A, and hence by Lemma 4.6 there is a
homomorphism φn,v of D(σ)n,v := span{tλt
∗
µ : λ, µ ∈ Λ
nv} into A such that φn,v(tλt
∗
µ) =
TλT
∗
µ . These combine to give a homomorphism φn of Dn :=
⊕
v∈Λ0 D(σ)n,v into A. The
Cuntz–Krieger relation (CK4) implies that for m ≤ n in Nk we have Dm ⊂ Dn, and
that φn|Dm = φm. Since the φn are all norm-decreasing, we get a homomorphism ρ0 of
B(σ)0 =
⋃
n∈Nk Dn into A such that ρ0(tλt
∗
µ) = TλT
∗
µ for all λ, µ with d(λ) = d(µ).
The next lemma follows from a calculation using the factorisation property and (4.4):
Lemma 4.7. Suppose that ν, τ ∈ Λ, and write n := d(ν) − d(τ) as n = n+ − n− with
n± ∈ N
k and n+ ∧ n− = 0. Then
λ ∈ Λn+, µ ∈ Λn− and t∗λtνt
∗
τ tµ 6= 0 =⇒ λ = ν(0, n+) and µ = τ(0, n−).
Lemma 4.7 implies that, for every n ∈ Nk and every a in
C∗(B(σ))0n := span{tνt
∗
τ : d(ν)− d(τ) = n},
the sum ∑
λ∈Λn+
∑
µ∈Λn−
Tλρ0(t
∗
λatµ)T
∗
µ
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has at most finitely many nonzero terms. Thus there are well-defined linear maps ρn :
C∗(B(σ))0n → A such that
ρn(a) =
∑
λ∈Λn+
∑
µ∈Λn−
Tλρ0(t
∗
λatµ)T
∗
µ .
We aim to prove that each ρn extends to a linear map on the closure C
∗(B(σ))n of
C∗(B(σ))0n, and that the ρn form a representation of the Fell bundle C.
Our estimate of the norm of ρn hinges on the following lemma.
Lemma 4.8. Suppose b ∈ C∗(B(σ))00 and d(λ) = d(µ). Then Tλρ0(b)T
∗
µ = ρ0(tλbt
∗
µ).
Proof. By linearity, it suffices to prove this for b = tνt
∗
τ with d(ν) = d(τ). Then
Tλρ0(b)T
∗
µ = Tλ(TνT
∗
τ )T
∗
µ = σ(η(λ), η(ν))TλνT
∗
µτσ(η(µ), η(τ))
= ρ0
(
σ(η(λ), η(ν))tλνt
∗
µτσ(η(µ), η(τ))
)
= ρ0(tλtνt
∗
τ t
∗
µ) = ρ0(tλbt
∗
τ ). 
End of the proof of Theorem 4.2. We now fix n ∈ Nk and a ∈ C∗(B(σ))0n. Write n =
n+−n− with n± ∈ N
k and n+∧n− = 0. Then for every pair ν, τ with d(ν)−d(τ) = n, we
have d(ν) ≥ n+ and d(τ) ≥ n−, and we can factor ν = λν
′ and τ = µτ ′ for some λ ∈ Λn+
and µ ∈ Λn−. Then each tνt
∗
τ is a scalar multiple of tλtν′t
∗
τ ′tµ, and hence we can rearrange
a as a finite sum
a =
∑
λ∈Λn+
∑
µ∈Λn−
tλaλ,µt
∗
µ
in which aλ,µ belongs to qs(λ)C
∗(B(σ))00qs(µ). The relations (4.4) and (4.3) then imply that
ρn(a) =
∑
λ∈Λn+
∑
µ∈Λn−
Tλρ0(t
∗
λtλaλ,µt
∗
µtµ)T
∗
µ =
∑
λ∈Λn+
∑
µ∈Λn−
Tλρ0(aλ,µ)T
∗
µ .
Thus
‖ρn(a)‖
2 =
∥∥∥∑
λ,µ
∑
λ′,µ′
Tλρ0(aλ,µ)T
∗
µTµ′ρ0(aλ′,µ′)
∗T ∗λ′
∥∥∥
=
∥∥∥∑
λ,µ
∑
λ′
Tλρ0(aλ,µqs(µ)a
∗
λ′,µ)T
∗
λ′
∥∥∥,
and hence Lemma 4.8 implies that
‖ρn(a)‖
2 =
∥∥∥ ∑
λ,µ,λ′
ρ0(tλaλ,µqs(µ)a
∗
λ′,µt
∗
λ′)
∗
∥∥∥.
We now write
qs(µ) = t
∗
µtµ =
∑
µ′∈Λn−
t∗µtµ′ ,
and obtain
‖ρn(a)‖
2 =
∥∥∥∑
λ,µ
∑
λ′,µ′
ρ0(tλaλ,µt
∗
µ)ρ0(tµ′a
∗
λ′,µ′t
∗
λ′)
∥∥∥ = ‖ρ0(aa∗)‖ ≤ ‖a‖2.
We can now extend ρn to a norm-decreasing linear map of C
∗(B(σ))n into A.
We still have to check that the ρn form a representation of C. Since the ρn are continuous
and linear, it suffices to check this on generators. Another application of (4.4) shows
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that ρn(tνt
∗
τ ) = TνT
∗
τ whenever d(ν) − d(τ) = n. Suppose that d(λ) − d(µ) = m and
d(ν)− d(τ) = n. Then
ρm(tλt
∗
µ)ρn(tνt
∗
τ ) = (TλT
∗
µ)(TνT
∗
τ )
=
∑
(α,β)∈Λmin(µ,ν)
TλTαT
∗
βT
∗
τ
=
∑
(α,β)∈Λmin(µ,ν)
σ(η(λ), η(α))TλαT
∗
τβσ(η(τ), η(β))
= ρm+n
( ∑
(α,β)∈Λmin(µ,ν)
σ(η(λ), η(α))tλαt
∗
τβσ(η(τ), η(β))
)
= ρm+n
(
(tλt
∗
µ)(tνt
∗
τ )
)
.
The equation ρn(tνt
∗
τ ) = TνT
∗
τ immediately implies that ρn(a)
∗ = ρ−n(a
∗). Thus {ρn}
is a representation of C in A, and there is a homomorphism ρ : C∗(C) → A such that
ρ(tλ) = Tλ. Pulling this over to C
∗(B(σ)) under the isomorphism ι : C∗(C)→ C∗(B(σ))
gives a homomorphism ρ : C∗(B(σ))→ A such that ρ(tλ) = Tλ.
This completes the proof of Theorem 4.2. 
We now show that the C∗-algebras C∗(B(σ)) are “twisted higher-rank graph C∗-
algebras,” as studied in [23, 24, 25]. Define cσ : {(λ, µ) : s(λ) = r(µ)} → T by
(4.8) cσ(λ, µ) = σ(η(λ), η(µ)).
Then cσ is a “categorical 2-cocycle”, as in [24, Lemma 3.8], and the family {tλ} is a
(Λ, cσ)-family in C
∗(B(σ)) in the sense of [24, Definition 5.2]. Theorem 4.2 says that
(C∗(B(σ)), {tλ}) is universal for C
∗-algebras generated by such families. Hence we have:
Corollary 4.9. Suppose we have Λ, η, B and σ as in Theorem 4.2. Define cσ using (4.8).
Then there is an isomorphism of C∗(Λ, cσ) onto C
∗(B(σ)) which carries the canonical
Cuntz–Krieger (Λ, cσ)-family into {tλ} = {π
σ
η(λ)(sλ)}.
Example 4.10. For any k-graph Λ, we can apply Theorem 4.2 to the degree functor d :
Λ→ Nk ⊂ Zk. Then B is a Fell bundle over Zk in which B0 is the usual core C
∗(Λ)γ, and
Bn = span{sλs
∗
µ : d(λ)− d(µ) = n}.
We can then deform B using the cocycles σA on Z
k described in Example 3.1.
Example 4.11. Suppose that Λ is the unique k-graph with one vertex v and k loops λi
satisfying d(λi) = ei, and A = (aij) is as in the preceding example. Then pv is an identity
for C∗(B(σA)), and (CK3–4) say that the tλi are unitary. The relation (CK2) then reduces
to
(4.9) tλitλj = exp(2πiaij)tλiλj = exp(2πiaij)tλj tλi for i < j.
Thus the universal property of C∗(B(σA)) = C
∗(tλi) is that of the twisted group C
∗-
algebra C∗(Zk, σA), which is commonly known as a “noncommutative torus”. (This is
slightly different from the description in [23, Example 7.9], but only because we are
parametrising H2(Zk,T) by upper triangular matrices rather than skew-symmetric ones.
With our convention, (4.9) reduces to the usual commutation relation tλ1tλ2 = e
2piiθtλ2tλ1
when k = 2.) The other main examples in [23] can also be obtained from the degree
functor and cocycles on Z2.
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Example 4.12. For every k-graph Λ and v ∈ Λ0, there is a functor η of Λ into the fun-
damental group π1(Λ, v) such that the skew-product k-graph Λ×η π1(Λ, v) is a universal
covering of Λ (see [30, Corollary 6.5]). So with B as in Proposition 4.1, we can deform
C∗(Λ) by cocycles on π1(Λ, v). However, π1(Λ, v) may not have interesting cocycles. For
example, if E is the 1-graph with one vertex v and two edges e, f , then π1(E, v) is the
free group on E1 = {e, f}, and hence has no nontrivial cocycles (because every central
extension of a free group splits). But a functor into G gives functors into every quotient
of G, and these quotients can have nontrivial cocycles. For example, with E as above,
there is a functor η : E∗ → Z2 such that η(e) = (1, 0) and η(f) = (0, 1), and then we can
deform the associated Fell bundle using cocycles on Z2.
5. Uniqueness theorems and amenability
Here we prove versions of the two main uniqueness theorems for graph algebras. Our
gauge-invariant uniqueness theorem is slightly stronger than the usual one [22, Theo-
rem 3.4], in that our continuity hypothesis on the action β is a bit weaker. We use the
extra strength in our proof of amenability of the deformed Fell bundles (Corollary 5.3).
Theorem 5.1 (The gauge-invariant uniqueness theorem). Suppose that Λ is a graph of
rank k, η : Λ → G is a functor from Λ into a group G, and B is the Fell bundle of
Proposition 4.1, with fibres Bg given by (4.1). Suppose that σ ∈ Z
2(G,T) is a cocycle.
Suppose there is a representation ρ of B(σ) in a multiplier algebra M(A), and that there
is a strictly continuous action α of Tk on M(A) such that ρg ◦ βz = αz ◦ ρg for all z ∈ T
k
and g ∈ G. If ρe(pv) 6= 0 for every v ∈ Λ
0, then the corresponding representation ρ of
C∗(B(σ)) is faithful.
Proof. For each v ∈ Λ0 and n ∈ Zk, we know from Lemma 4.6 that {tλt
∗
µ : λ, µ ∈ Λ
nv} is
a set of nonzero matrix units. Since the projections ρe(pv) are all nonzero, ρe is faithful
on each
Bv,n := span{tλt
∗
µ : λ, µ ∈ Λ
nv} ∼= K(ℓ2(Λnv)).
We have Bv,nBw,n = 0 for v 6= w, so Bn := span{tλt
∗
µ : λ, µ ∈ Λ
n} is the direct sum
of the subalgebras Bv,n, and ρe is faithful on Bn. We deduce that ρe is faithful on
C∗(B(σ))β =
⋃
n∈Nk Bn.
We now want to run the standard argument, as in [34, pages 28–29], for example.
However, we need to do things in the right order because the action is only strictly con-
tinuous (see the footnote on page 278 of [35]). As usual, we consider the expectation Φ
of C∗(B(σ)) onto C∗(B(σ))β given by Φ(a) =
∫
Tk
βz(a) dz. We choose a faithful non-
degenerate representation of C∗(B(σ)) as operators on a Hilbert space H ; now the map
z 7→ γz(a)h is norm-continuous for each h ∈ H . Next we take a ∈ C
∗(B(σ)) and h, k ∈ H ,
and calculate, using the C∗-algebra-valued integrals in [35, Lemmas C.3 and C.11]:∣∣(ρ(Φ(a))h | k)∣∣ = ∣∣∣(ρ( ∫
Tk
βz(a) dz
)
h | k
)∣∣∣ = ∣∣∣ ∫
Tk
(
ρ(βz(a))h | k
)
dz
∣∣∣
≤
∫
Tk
∣∣(ρ(βz(a))h | k)∣∣ dz = ∫
Tk
∣∣(αz(ρ(a))h | k)∣∣ dz.
For each z, we have∣∣(αz(ρ(a))h | k)∣∣ ≤ ‖αz(ρ(a))‖ ‖h‖ ‖k‖ = ‖ρ(a)‖ ‖h‖ ‖k‖.
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Thus ∣∣(ρ(Φ(a))h | k)∣∣ ≤ ‖ρ(a)‖ ‖h‖ ‖k‖ for all h, k ∈ H ,
and we have ‖ρ(Φ(a))‖ ≤ ‖ρ(a)‖. With this inequality, we can return to the standard
argument (as in the display (3.11) in [34], for example.) 
We will show as a corollary of Theorem 5.1 that the bundles B(σ) are amenable. For
this, we need the following standard lemma, which is implicitly contained in [8, §1] and
[12, Proposition 2.27], for example.
Lemma 5.2. Suppose that A and C are C∗-algebras and AXC is an imprimitivity bimod-
ule. Suppose we have a continuous action β of a locally compact group G on C, and a
homomorphism u of G into the group of invertible linear transformations from X to X
such that ug(x · c) = ug(x) · c, 〈ug(x), ug(y)〉C = βg(〈x, y〉C) and g 7→ ug(x) is continuous
for each x ∈ X. Then there is a strictly continuous action α of G on M(A) such that
αg(m) · x = ug(m · u
−1
g (x)).
Corollary 5.3. Suppose we have Λ, η, B and σ as in Theorem 5.1. Then the Fell bundle
B(σ) is amenable in the sense of Exel [13].
Proof. We saw in the proof of Proposition 4.4 that the gauge action γz on C
∗(Λ) maps
each Bg isometrically into itself, and that the gauge action respects the structure of the
twisted bundle B(σ). Thus the ugz := γz|Bg combine to give a linear automorphism uz
of ℓ2(B) which is compatible in the sense of Lemma 5.2 with the restriction βz|Be . Thus
there is a strictly continuous action α of Tk on M(K(ℓ2(B))) = L(ℓ2(B)) such that
αz(m) · b = uz(m · uz−1(b)) for b ∈ Bg. Now we take m = sλs
∗
µ and b = sνs
∗
τ and check
that the left regular representation λ satisfies
(αz(λη(λ)η(µ)−1sλs
∗
µ)) · b = uz((sλs
∗
µ) ·σ uz(sνs
∗
τ ))
= zd(λ)−d(µ)+d(ν)−d(τ)((sλs
∗
µ) ·σ z
−(d(ν)−d(τ))(sνs
∗
τ ))
= (zd(λ)−d(µ)sλs
∗
µ) ·σ (sνs
∗
τ ),
which implies that αz(λg(a)) = λg(βz(a)). Since the action of each vertex projection pv
on the summand Be of ℓ
2(B) is nonzero, we have λe(pv) 6= 0. Thus Theorem 5.1 implies
that the associated representation λ of C∗(B(σ)) in L(ℓ2(B)) is injective. Thus it is an
isomorphism of C∗(B(σ)) onto C∗r (B(σ)), which means that B(σ) is amenable. 
We now give a proof of Cuntz–Krieger uniqueness. Suppose that Λ is a row-finite
k-graph with no sources, and recall Robertson and Sims’ finite-path formulation of ape-
riodicity [37, Lemma 3.2]: Λ is aperiodic if for every v ∈ Λ0 and every m,n ∈ Nk with
m 6= n, there exists λ ∈ vΛ such that d(λ) ≥ m ∨ n and
λ(m,m+ d(λ)− (m ∨ n)) 6= λ(n, n+ d(λ)− (m ∨ n)).
Theorem 5.4 (The Cuntz–Krieger uniqueness theorem). Suppose that Λ is a row-finite
k graph with no sources, and that Λ is aperiodic. Suppose that η : Λ → G is a functor
and σ ∈ Z2(G,T), and B is the Fell bundle of Proposition 4.1. Suppose that {Tλ : λ ∈ Λ}
are elements of a C∗-algebra A satisfying (CK1–4), and that each Qv := Tv is nonzero.
Then the corresponding homomorphism πT : C
∗(B(σ))→ A is injective.
DEFORMATIONS OF FELL BUNDLES 13
Proof. We follow the proof of the usual Cuntz–Krieger uniqueness theorem in [17, §6].
The crux of that proof is the following inequality for finite sums, which is Proposition 6.4
in [17]:
(5.1)
∥∥∥ ∑
µ,ν∈F
cµ,νTµT
∗
ν
∥∥∥ ≥ ∥∥∥ ∑
µ,ν∈F, d(µ)=d(ν)
cµ,νTµT
∗
ν
∥∥∥.
We follow the proof of that proposition to the point where we define projections Qv. For
the current proof, we take
Qv :=
∑
α∈Gv, d(α)=n
TαTλvT
∗
λvT
∗
α rather than
∑
α∈Gv, d(α)=n
TαλvT
∗
αλv .
(In the situation of [17], the two would be the same, but here we would encounter extra
cocycles in the calculations.) With this change, the rest of the proof of [17, Proposition 6.4]
applies almost verbatim in our situation.
Now we have (5.1), the proof of [17, Theorem 6.1] carries over. 
Next, recall that Λ is cofinal if for every pair v, w ∈ Λ0, there exists n ∈ Nk such that
vΛs(λ) 6= ∅ for every λ ∈ wΛn.
Corollary 5.5. Suppose that Λ is a row-finite k-graph without sources, and that Λ is both
aperiodic and cofinal. Suppose that η, σ and B are as in Theorem 5.4. Then C∗(B(σ))
is simple.
Proof. We will show that every nonzero homomorphism out of C∗(B(σ)) is injective. So
suppose π : C∗(B(σ)) → A is nonzero. We claim that every π(qv) is nonzero. So fix
v ∈ Λ0. Since the tµ generate C
∗(B(σ)), there is at least one µ ∈ Λ such that π(tµ) 6= 0,
and then π(qs(µ)) = π(t
∗
µtµ) 6= 0 also. Taking w = s(µ) in the definition of cofinal gives
n such that vΛs(λ) is nonempty for every λ ∈ s(µ)Λn. The relation (CK4) at s(µ)
implies that at least one π(tλ) is nonzero. Now any ν ∈ vΛs(λ) has π(tν) 6= 0, and hence
π(qv) = π(qr(ν)) ≥ π(tνtν∗) is nonzero, as claimed. Now Theorem 5.4 implies that π is
injective. 
Remark 5.6. For the graph whose skeleton consists of k loops at a single vertex, we saw
in Example 4.11 that the twisted graph algebras associated to the degree functor are the
twisted group algebras C∗(Zk, σA). This graph has only one path of each degree, and hence
is not aperiodic, so Corollary 5.5 does not apply. However, C∗(Zk, σA) is often simple.
Indeed, a theorem of Slawny says that whenever σA is totally skew in the sense that
m ∈ Zk and σA(m,n) = σA(n,m) for all n ∈ Z
k imply m = 0, the twisted group algebra
is simple [39, Theorem 3.7]. (Slawny’s result was extended to locally compact groups by
Kleppner [20], and subsequently extended further by Green in [16, Proposition 32].) The
cocycles σA are generically totally skew, and in particular whenever the entries aij of A
are independent over the rationals.
6. Continuous bundles from deformed Fell bundles
There are several theorems in the literature which say, roughly, that the various twisted
crossed products associated to continuously varying cocycles are the fibres of a continuous
C∗-bundle [2, 36, 40]. We next prove such a theorem in the context of Fell bundles. For
the twisted graph algebras of Kumjian, Pask and Sims [24], a similar bundle was decribed
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in [25] (see Remark 6.6). However, our more general result suggests that Fell bundles
provide an excellent environment for such theorems (see Remark 6.7).
Theorem 6.1. Suppose that p : B → G is a Fell bundle over an amenable group and
σ ∈ Z2(G,Z) is a cocycle with values in an abelian group Z. Then there is a continuous
C∗-bundle E over Ẑ with fibres Eγ = C
∗(B(γ ◦ σ)).
To prove such a theorem, one usually finds a candidate A for the C∗-algebra Γ(E) of
continuous sections of E, proves that A is a C(Ẑ)-algebra, and then identifies the quotients
A(γ) with the desired fibres C∗(B(γ ◦σ)). Then a theorem of Fell says there is an upper-
semicontinuous C∗-bundle E as claimed (see [41, Theorem C.25], for example). To prove
the bundle is continuous requires further argument, and this is where the amenability
comes in (as it did in [36] and [40]).
Our candidate A will be the C∗-algebra of a Fell bundle over a central extension H of
G defined by the cocycle σ. So we suppose that q : H → G is a central extension of G by
Z, and that c : G→ H is a section for q satisfying c(eG) = eH such that the cocycle σ is
given by (3.2).
We now form the pullback bundle q∗B = {(h, b) : b ∈ Bq(h)}. For each h, the map
(h, b) 7→ b is a bijection of (q∗B)h onto Bq(h), and we use it to pull back the Banach space
structure from Bq(h). Then with q
∗p : (h, b) 7→ h, q∗p : q∗B → H is a Banach bundle over
H . We claim that q∗p : q∗B → H is a Fell bundle over H with
(h, b)(k, c) = (hk, bc) and (h, b)∗ = (h−1, b∗).
Indeed, the algebraic properties (a), (b) and (c) all follow from the corresponding proper-
ties of B. Then (e, b) 7→ b is a C∗-algebra isomorphism of (q∗B)eH onto BeG, and therefore
preserves positivity. Thus
(h, b)∗(h, b) = (h−1, b∗)(h, b) = (e, b∗b)
is positive in (q∗B)e, and q
∗B also satisfies (d).
Our candidate for the section algebra of the bundle E in Theorem 6.1 is C∗(q∗B). So
next we have to show that C∗(q∗B) is a C(Ẑ)-algebra.
Lemma 6.2. There is a unitary representation v of Z in the centre of M(C∗(q∗B)) such
that
(6.1) vzπh(h, b) = πzh(zh, b) for all (h, b) ∈ q
∗B.
Proof. We choose a faithful nondegenerate representation ρ of C∗(q∗B) on a Hilbert space
H. Then ρe is a nondegenerate representation of (q
∗B)e = {e} × Be on H. For z ∈ Z,
b ∈ Be and ξ ∈ H we have(
ρz(z, b)ξ | ρz(z, b)ξ
)
=
(
ρz−1(z
−1, b)∗ρz(z, b)ξ | ξ
)
=
(
ρe(e, b
∗b)ξ | ξ
)
=
(
ρe(e, b)ξ | ρe(e, b)ξ
)
,
and hence there is an isometry Vz on H such that Vz(ρe(e, b)ξ) = ρz(z, b)ξ. This formula
shows that Vz multiplies ρ(C
∗(q∗B)), and hence there is a unique unitary multiplier vz ∈
M(C∗(q∗B)) such that ρ¯(vz) = Vz; a similar calculation shows that vz satisfies (6.1). It is
DEFORMATIONS OF FELL BUNDLES 15
invertible because vz−1 is an inverse. Finally, to see that vz is in the centre ofM(C
∗(q∗B)),
we take (h, b) ∈ q∗B and compute
(πh(h, b)vz)
∗ = v∗zπh(h, b)
∗ = vz−1πh−1(h
−1, b∗) = πz−1h−1(z
−1h−1, b∗)
= πhz(hz, b)
∗ = (vzπh(h, b))
∗,
which implies that πh(h, b)vz = vzπh(h, b). 
The integrated form πv of the representation v of Lemma 6.2 gives a unital homomor-
phism of C∗(Z) into the centre of M(C∗(q∗B)). Since the Fourier transform is an isomor-
phism of C∗(Z) onto C(Ẑ), this gives C∗(q∗B) the structure of a C(Ẑ)-algebra. Following
the proof of [41, Theorem C.26] shows that there is an upper-semicontinuous bundle E
over Ẑ and a canonical isomorphism of C∗(q∗B) onto Γ(E). The proof shows that the fibre
Eγ is the quotient C
∗(q∗B)(γ) of C∗(q∗B) by the ideal Iγ := (ker γ) · C∗(q∗B), where ker γ
is the kernel in C∗(Z) of the integrated form of the representation γ : Z → T = U(C),
and that the isomorphism takes a ∈ C∗(q∗B) to the section γ 7→ a(γ).
In the next lemma we identify the fibre Eγ with C
∗(B(γ ◦ σ)).
Lemma 6.3. For γ ∈ Ẑ, we denote by πγ the canonical representation of B(γ ◦ σ) in
C∗(B(γ ◦ σ)), and define ργ : q∗B → C∗(B(γ ◦ σ)) by
ργ(h, b) = γ(hc(q(h))−1)πγq(h)(b).
Then ργ is a representation of q∗B. The (extension to the multiplier algebra of) the
integrated form ργ : C∗(q∗B) → C∗(B(γ ◦ σ)) then satisfies ργ(πv(x)) = γ(x) for x ∈
C∗(Z), and induces an isomorphism of C∗(q∗B)(γ) := C∗(q∗B)/Iγ onto C
∗(B(γ ◦ σ)).
Proof. To see that ργ is a representation, we need to do some calculations. Because
they involve many terms of the form c(q(h)), and no ambiguity seems likely, we write
c(h) := c(q(h)). We have
ργ(h, b)ργ(k, c) = γ(hc(h)−1)πγq(h)(b)γ(kc(k)
−1)πγq(k)(c)
= γ(hc(h)−1kc(k)−1)πγq(hk)(b ·γ◦σ c)
= γ(hkc(k)−1c(h)−1)πγq(hk)(γ ◦ σ(q(h), q(k))bc) (since kc(k)
−1 ∈ Z)
= γ(hkc(k)−1c(h)−1σ(q(h), q(k)))πγq(hk)(bc)
= γ(hkc(k)−1c(h)−1c(h)c(k)c(hk)−1)πγq(hk)(bc)
= γ(hkc(hk)−1)πγq(hk)(bc)
= ργ(hk, bc) = ργ((h, b)(k, c)).
Similarly,
ργ(h, b)∗ =
(
γ(hc(h)−1)πγq(h)(b)
)∗
= γ(hc(h)−1)πγq(h)(b)
∗
= γ(hc(h)−1)πγq(h)(b
∗γ◦σ) = γ(hc(h)−1)πγq(h−1)
(
γ ◦ σ(q(h), q(h−1))b∗
)
= γ(hc(h)−1c(h)c(h−1)c(e)−1)πγq(h−1)(b
∗) = γ(c(h)c(h−1)hc(h)−1)πγq(h−1)(b
∗)
= γ(c(h−1)h)πγq(h−1)(b
∗) (because Z is central in H)
= γ(h−1c(h−1)−1)πγq(h−1)(b
∗) = ργ(h−1, b∗) = ρ((h, b)∗).
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For (e, b) ∈ (q∗B)e = Be, we have
ργ(e, b) = γ(ec(e)−1)πγq(e)(b) = π
γ
e (b),
and since πe is nondegenerate, so is ρ
γ
e . Thus ρ
γ is a representation of q∗B.
For the next part, we write ργ for the extension to M(C∗(q∗B)), which is characterised
by ργ(m)ργ(a) = ργ(ma) for m ∈ M(C∗(q∗B)) and a ∈ C∗(q∗B). It suffices to show that
the two multipliers ργ(vz) and γ(z)1M(C∗(q∗B)) agree on spanning elements πh(h, b). We
have
ργ(vz)ρ
γ(πh(h, b)) = ρ
γ(vzπh(h, b)) = ρ
γ(πh(zh, b))
= γ(zhc(zh)−1)πγq(zh)(b) = γ(z)γ(hc(h)
−1)πγq(h)(b)
= γ(z)ργ(πh(h, b)).
Thus ργ(vz) = γ(z)1 for all z ∈ Z, and it follows that ργ(x) is the integrated form γ(x)
for all x ∈ C∗(Z).
Since ργ(x) = γ(x), ργ vanishes on the ideal Iγ := (ker γ) · C∗(q∗B), and hence factors
through a homomorphism φγ : C
∗(q∗B)(γ)→ C∗(B(γ◦σ)). Since the range of ργ contains
every b in every Bg = B(γ ◦ σ)g, ρ
γ and φγ are surjective.
We prove that φγ is injective by constructing a left inverse for φγ, using the universal
property of C∗(B(γ ◦ σ)) (and borrowing an idea from Anderson and Paschke [2, Theo-
rem 1.1]). We write Q for the quotient map of C∗(q∗B) onto C∗(q∗B)(γ). Since vz−γ(z)1
belongs to the kernel of γ : C∗(Z)→ C, we have
πzh(zh, b)− γ(z)πh(h, b) = ((vz − γ(z)1)πh(h, b) ∈ Iγ = (ker γ) · C∗(q∗B).
Thus we have
(6.2) Q(πzh(zh, b)) = γ(z)Q(πh(h, b)) = Q(πh(h, γ(z)b)) for all (h, b) ∈ q
∗B.
We now define τg : Bg → C
∗(q∗B)(γ) by τg(b) = Q ◦ π(c(g), b) := Q(πc(g)(c(g), b)), and
aim to prove that τ = {τg : g ∈ G} is a representation of B(γ ◦ σ).
For b ∈ Bg1 and c ∈ Bg2, we calculate using (6.2):
τg1(b)τg2(c) = Q ◦ π(c(g1)c(g2), bc) = Q ◦ π(σ(g1, g2)c(g1g2), bc)
= Q ◦ π(c(g1g2), γ(σ(g1, g2))bc) = τg1g2(b ·γ◦σ c).
Next, we let b ∈ Bg, and compute the adjoint. Here we observe that, since Z is central,
c(g−1)c(g) belongs to Z, and hence we can use (6.2) again:
τg(b)
∗ = Q ◦ π((c(g), b)∗) = Q ◦ π(c(g)−1, b∗)
= Q ◦ π(c(g)−1c(g−1)−1c(g−1), b∗) = Q ◦ π((c(g−1)c(g))−1c(g−1), b∗)
= Q ◦ π(c(g−1), γ(c(g−1)c(g))b∗) = Q ◦ π(c(g−1), γ(σ(g−1, g))b∗),
which is τg−1(b
∗γ◦σ) because σ(g−1, g) = σ(g, g−1). The representation τe of B(γ ◦σ)e = Be
is nondegenerate because all the maps in the composition
Be
=
−→ (q∗B)e
pie−→ C∗(q∗B)
Q
−→ C∗(q∗B)(γ)
are. Thus τ is a representation of the Fell bundle B(γ ◦ σ), and hence induces a nonde-
generate homomorphism τ : C∗(B(γ ◦ σ))→ C∗(q∗B)(γ).
We claim that τ ◦ ργ = Q. For (h, b) ∈ q∗B, we compute
τ ◦ ργ(πh(h, b)) = τ(γ(hc(h)
−1)πγq(h)(b)) = γ(hc(h)
−1)τq(h)(b)
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= γ(hc(h)−1)Q(πc(h)(c(h), b))
= Q(πhc(h)−1c(h)(hc(h)
−1c(h), b)) (by (6.2))
= Q(πh(h, b)).
Thus τ ◦ ργ = Q, as claimed. This implies that ker ργ ⊂ kerQ = Iγ , and hence that the
induced homomorphism φγ of C
∗(q∗B)(γ) onto C∗(B(γ ◦ σ)) is injective. 
As in the discussion preceding Lemma 6.3, we now have an upper-semicontinuous bundle
over Ẑ with fibres C∗(B(γ ◦ σ)). The next lemma will help us prove that the bundle is
continuous. Again the idea of the proof goes back at least as far as Anderson and Paschke
[2], and a similar argument was used by Rieffel in [36, Theorem 2.5].
Lemma 6.4. Suppose that G is amenable, and consider the homomorphisms ργ con-
structed in Lemma 6.3. Then for each a ∈ C∗(q∗B), the function γ 7→ ‖ργ(a)‖ is lower
semicontinuous from Ẑ to [0,∞).
Proof. For each g ∈ G, Bg is a right Hilbert module over the C
∗-algebra Be, with inner
product 〈b, c〉 := b∗c. Hence so is the Hilbert Be-module direct sum ℓ
2(B) :=
⊕
g∈GBg.
For each γ ∈ Ẑ, C∗(B(γ ◦ σ)) has a regular representation λγ in the C∗-algebra L(ℓ2(B))
of adjointable operators, which is given in terms of the original Fell bundle structure on
B by
(λγ(b)ξ)(g2) = γ ◦ σ(g1, g
−1
1 g2)bξ(g
−1
1 g2) for b ∈ B(γ ◦ σ)g1 = Bg1
(see [13, §2]). Since G is amenable, it follows from [13, Theorem 4.6] that the Fell bundle
B(γ ◦ σ) is amenable, and hence λγ is faithful on C∗(B(γ ◦ σ)). Thus it suffices for us to
prove that γ 7→ ‖λγ ◦ ργ(a)‖ is lower semi-continuous.
For ξ ∈ Γc(B) ⊂ ℓ
2(B) and (h, b) ∈ q∗B, we compute
λγ ◦ ργ(h, b)(ξ)(g) = γ ◦ σ(q(h), q(h)−1g)γ(hc(h)−1)bξ(q(h)−1g),
where again the product of b ∈ (q∗B)h = Bq(h) and ξ(q(h)
−1g) is taken in the original
bundle B. We suppose that γi → γ in Ẑ, which means that γi → γ pointwise on Z.
Then for every x ∈ Γc(q
∗B) and ξ ∈ Γc(B), we have λ
γi ◦ ργi(x)ξ → λγ ◦ ργ(x)ξ in norm
in ℓ2(B). An ǫ/3 argument shows that λγi ◦ ργi(a) → λγ ◦ ργ(a) in the strong operator
topology. The continuity of the norm topology on ℓ2(B) implies that for each r,
{T ∈ L(ℓ2(B)) : ‖T‖ ≤ r} = {T : ‖Tξ‖ ≤ r for all ξ with ‖ξ‖ = 1}
is closed in the strong operator topology. Thus {γ : ‖λγ ◦ ργ(a)‖ ≤ r} is closed in Ẑ for
every r ∈ [0,∞), which says precisely that γ 7→ ‖λγ ◦ ργ(a)‖ is lower semicontinuous. 
We can now state a more concrete version of Theorem 6.1.
Theorem 6.5. Suppose that p : B → G is a Fell bundle over an amenable group G, σ ∈
Z2(G,Z) is a cocycle with values in an abelian group Z, and q : H → G a corresponding
central extension of G by Z. For each γ ∈ Ẑ, let ργ be the surjection of C∗(q∗B) onto
C∗(B(γ ◦ σ)) constructed in Lemma 6.2, and for a ∈ C∗(q∗B) define â(γ) := ργ(a). Then
there is a continuous C∗-bundle F over Ẑ with fibres Fγ = C
∗(B(γ ◦ σ)) such that a 7→ â
is an isomorphism of C∗(q∗B) onto Γ(E).
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Proof. As in the discussion preceding Lemma 6.2, we know that there is an upper semi-
continuous C∗-bundle E with fibres Eγ = C
∗(q∗B)(γ) and an isomorphism φ : C∗(q∗B)→
Γ(E) such that φ(a) = a(γ) := a+Iγ. We take F :=
⊔
γ∈Ẑ C
∗(B(γ ◦σ)), define p : F → Ẑ
by taking p ≡ γ on Fγ = C
∗(B(γ ◦ σ)), and consider the algebra
{â : γ 7→ ργ(a) : a ∈ C∗(q∗B)}
of fields of F . Lemma 6.2 says that ργ induces an isomorphism of C∗(q∗B)(γ) onto
C∗(B(γ ◦ σ)), and hence γ 7→ ‖ργ(a)‖ = ‖a(γ)‖ is upper semicontinuous. Since G is
amenable, Lemma 6.4 implies that γ 7→ ‖ργ(a)‖ is continuous. Now Theorem C.25 of
[41] implies that there is a unique topology on F such that p : F → Ẑ is a continuous
C∗-bundle and such that the functions â belong to Γ(F ). Proposition C.24 of [41] implies
that a 7→ â is an isomorphism of C∗(q∗B) onto Γ(F ). 
Remark 6.6. When we apply Theorem 6.5 to the Fell bundle over Zk associated to the
degree functor on a k-graph Λ and any cocycle σ ∈ Z2(Zk, Z), we recover the continuous
bundle of [25, Corollary 3.3] for the categorical cocycle cσ of (4.8). This covers the
examples in [25, §3].
Remark 6.7. For every discrete group G there is a particularly interesting cocycle to
which we can apply Theorem 6.5. The cohomology group H2(G,T) is a compact abelian
group in a topology inherited from the topology of pointwise convergence on cocyles [29,
Corollary 1.3]. The dual group H2(G,T)∧ is a discrete group, and there is a canonical
central extension
0 −→ H2(G,T)∧ −→ H −→ G −→ e
such that the inflation map Inf : H2(G,T) → H2(H,T) is the zero map. Moore called
such groups H splitting extensions of G [27, §II.3]; he proved existence of the extension H
in [27, §III.2], and this is also proved as part of [29, Corollary 1.3]. Applying Theorem 6.5
to this central extension gives a continuous C∗-bundle whose fibres are all the possible
deformations C∗(B(σ)). When B = G×C is the trivial Fell bundle, we obtain a continuous
bundle over H2(G,T) whose fibres are all the twisted group algebras C∗(G, σ), as in [29,
§1].
When G = Zk, the map A 7→ [σA] induces an isomorphism of T
k(k−1)/2 onto H2(Zk,T),
and we obtain continuous C∗-bundles over Tk(k−1)/2. When B = Zk ×C is the trivial Fell
bundle, we recover the bundle over Tk(k−1)/2 whose fibres are the rotation algebras (as in
[25, Example 3.4]).
Appendix A. Coactions and Fell bundles
Quigg proved in [33] that Fell bundles over a discrete group G are essentially the
same thing as coactions of G on C∗-algebras. (We stress that it is crucial that G is dis-
crete: it has long been known that the C∗-algebras of Fell bundles over locally compact
groups carry natural coactions, but also that not all coactions arise this way [26, Exam-
ples 2.3(6)].) Since the proofs in [33] use some fairly hard-core coaction techniques, we
include a relatively elementary proof.
If G is a discrete group, we write u for the universal unitary representation of G in
its full group C∗-algebra C∗(G). All tensor products of C∗-algebras that follow are the
spatial tensor products studied, for example, in [35, §B.1].
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Suppose first that B is a Fell bundle over a discrete group G, and π is the universal
representation of B in C∗(B). Then δg(b) := πg(b) ⊗ ug gives a representation {δg} of
B in C∗(B)⊗ C∗(G), and hence there is a homomorphism δ : C∗(B) → C∗(B)⊗ C∗(G)
such that δ(b) = πg(b)⊗ ug for b ∈ Bg. Since id⊗ δG(b⊗ ug) = b⊗ ug ⊗ ug, δ satisfies the
coaction identity (δ ⊗ id) ◦ δ = (id⊗ δG) ◦ δ. For b ∈ Bg we have
b⊗ uh = (b⊗ ug)(1⊗ ug−1h) = δ(b)(1 ⊗ ug−1h),
and hence δ is nondegenerate in the sense that {δ(a)(1 ⊗ x) : a ∈ C∗(B), x ∈ C∗(G)}
spans a dense subspace of C∗(B)⊗ C∗(G).
Quigg’s theorem is the following converse. (He assumed in [33, Theorem 3.8] that his
coaction was normal, but that was only needed for the second part of his theorem, which
identifies A with the reduced algebra C∗r (B). There is also a version of this second part for
maximal coactions which identifies A with the full algebra C∗(B) [11, Proposition 4.2].)
Theorem A.1 (Quigg). Suppose that δ is a nondegenerate coaction of a discrete group
G on a C∗-algebra A. For g ∈ G, define
Bg := {a ∈ A : δ(a) = a⊗ ug},
set B :=
⊔
Bg, and define p : B → G by p(b) = g for b ∈ Bg. Then with the norms
and operations inherited from A, p : B → G is a Fell bundle, and
⋃
g∈GBg spans a dense
∗-subalgebra of A.
Proof. Since δ is a homomorphism of C∗-algebras, it is continuous, and each Bg is a closed
subspace of A. Since u is a homomorphism we have BgBh ⊂ Bgh and B
∗
g = Bg−1 , and the
other properties in (b) and (c) follow from the corresponding properties of A. Property (d)
follows from spectral permanence: because Be is a C
∗-subalgebra of A,
b∗b ≥ 0 in A =⇒ σA(b
∗b) ⊂ [0,∞) =⇒ σBe(b
∗b) ⊂ [0,∞) =⇒ b∗b ≥ 0 in Be.
Before proving the assertion about density, we review some properties of coactions. For
g ∈ G, we write τg for the bounded linear functional on C
∗(G) given in terms of the
usual basis {ξg} for the left-regular representation by τg(x) = (λ(x)ξe | ξg), and note that
τg(x) = τe(u
∗
gx). Each τg induces a bounded linear map id ⊗ τg : A ⊗ C
∗(G) → A such
that id⊗ τg(a⊗x) = τg(x)a (in the coaction literature, this is the slice map Sτg discussed
in [12, §A.4], for example).
We next claim that (id⊗ τg)(δ(a)) belongs to Bg for every a ∈ A. We have τg(uh) = 0
for h 6= g and τg(ug) = 1. Thus for x =
∑
h chuh we have
(id⊗ τg)(δG(x)) = (id⊗ τg)
(∑
h
ch(uh ⊗ uh)
)
= cgug = τg(x)ug,
and this extends to x ∈ C∗(G) by continuity. Thus
(id⊗ id⊗ τg) ◦ (id⊗ δG)(a⊗ x) = a⊗ τg(x)ug = (id⊗ τg)(a⊗ x)⊗ ug,
and this extends to elements of A ⊗ C∗(G) by linearity and continuity. Thus for a ∈ A,
the coaction identity gives
δ((id⊗ τg)(δ(a))) = (id⊗ id⊗ τg) ◦ (δ ⊗ id)(δ(a))
= (id⊗ id⊗ τg) ◦ (id⊗ δG)(δ(a))
= (id⊗ τg)(δ(a))⊗ ug,
which says that (id⊗ τg)(δ(a)) belongs to Bg, as claimed.
20 IAIN RAEBURN
To prove density, we let a ∈ A. By nondegeneracy of δ, we can approximate a ⊗ 1 in
A⊗ C∗(G) by a finite sum
∑
g(1⊗ u
∗
g)δ(ag). Then we have
a = id⊗ τe(a⊗ 1) ∼
∑
g
id⊗ τe((1⊗ u
∗
g)δ(ag)) =
∑
g
id⊗ τg(δ(ag)),
which belongs to span(
⋃
g Bg). 
Appendix B. Fell bundles as gradings
Suppose that G is a group. A ring R is G-graded if there are additive subgroups Rg
such that RgRh ⊂ Rgh and “R is the direct sum of the Rg”, which means that each r has
a unique expansion as a finite sum r =
∑
g∈F rg with rg ∈ Rg. We then call the rg the
homogeneous components of r.
We suggest, taking the idea of Exel [13] further, that Fell bundles are the right analogue
of gradings for C∗-algebras. We think Quigg’s theorem provides good support for this
view, and allows an alternative description in terms of coactions. The only catch is
that the axioms of a Fell bundle do not look like a definition of a grading because there
is no mention of decompositions into homogeneous components. For any Fell bundle
p : B → G, we can find candidates for the homogeneous components of elements of C∗(B)
using the dual coaction δ of G (using notation from the proof of Theorem A.1, we take
bg := (id⊗τg)(δ(b)) ), but it is not obvious how to recover an element from its components.
Obviously one would like it to be as some kind of infinite sum, but there is no reason
to expect this series to converge in the norm of C∗(B) or C∗r (B). To see the difficulties,
consider the group C∗-algebra C∗(Z), which is the C∗-algebra of the trivial Fell bundle
C × Z over Z. The Fourier transform gives an isomorphism of C∗(Z) onto C(T), and
then the homogeneous components of a function f ∈ C(T) are the functions z 7→ fˆ(n)zn,
where fˆ(n) is the nth Fourier coefficient of f . Recovering a continuous function f as the
sum of its Fourier series is delicate analytically: to get uniform convergence of the Fourier
series (that is, convergence in the norm of C(T) ), we need to know that the function f is
smooth. So it seems unlikely that we can achieve recovery for arbitrary groups.
In this appendix, we show how the connection with Fourier series can offer us a way
to recover an element from its homogeneous components. Many C∗-algebras, including
graph algebras, carry natural gauge actions of Tk, and these actions traditionally play the
role of the gradings on their algebraic counterparts, such as Leavitt path algebras. For
functions on tori, Fourier series have some especially nice properties, and in particular
we can accelerate their convergence using summability methods. A classical theorem of
Feje´r, for example, asserts that for every continuous function f on T, the Ce´saro means
of the Fourier series converge uniformly to f .
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Suppose that α is a continuous action of the torus Tk on a C∗-algebra A. For a ∈ A
and n ∈ Zk, we define the1 nth Fourier coefficient of a by
an :=
∫
Tk
z−nαz(a) dz,
where the integral is with respect to the Haar measure on Tk and is interpreted as in [35,
Lemma C.3], for example. Since bounded linear maps pull through this integral, it follows
from the translation invariance of Haar measure that an belongs to the spectral subspace
An := {b ∈ A : αz(b) = z
nαz(b) for z ∈ T
k}.
With all the stucture inherited from A, B :=
⊔
n∈Nk An is a Fell bundle over Z
k, and, as in
the discussion preceding Lemma 4.6, the inclusion maps induce an isomorphism of C∗(B)
onto A.
Previous authors have studied the relationship between elements of group algebras and
crossed products and their Fourier cofficients (see [5] for a recent survey). But we have
not seen the following C∗-algebraic version of Feje´r’s theorem.
Proposition B.1. Suppose that α is a continuous action of the torus Tk on a C∗-algebra
A. For a ∈ A, we set
sn(a) :=
∑
−n≤j≤n
aj for n ∈ N
k, and
σN (a) :=
1∏k
j=1(Nj + 1)
∑
0≤n≤N
sn(a) for N ∈ N
k.
Then ‖σN (a)− a‖ → 0 as N →∞ in N
k.
Proof. As in the classical proof of Feje´r’s theorem, we can describe the Ce´saro means
σN (a) in terms of the Feje´r kernel FN : [−π, π]
k → R as
σN(a) =
∫
[−pi,pi]k
FN(t)αeit(a) dt;
for the rectangular partial sums we are using, FN (t) is the product
∏k
j=1 Fnj (tj) of the
one-dimensional Feje´r kernels
Fnj(tj) =
2
nj + 1
(sin((nj + 1)tj/2)
sin(tj/2)
)2
(see [44, vol. II, page 303, and vol. I, page 88]2). Thus for fixed δ > 0, we have FN (t)→ 0
uniformly on [−π, π]k\(−δ, δ)k as N → ∞ in Nk, and
∫
[−pi,pi]k
FN(t) dt = 1 for all N . For
each δ > 0 we have
‖σN(a)− a‖ =
∥∥∥ ∫
[−pi,pi]k
FN(t)αeit(a) dt−
∫
[−pi,pi]k
FN (t)a dt
∥∥∥
1There are some identifications going on here. When α is the dual action of Tk on the C∗-algebra of
a Fell bundle over Zk, we are implicitly using the isomorphism
A⊗ C∗(Zk)→ A⊗ C((Zk)∧) = A⊗ C(Tk)→ C(Tk, A)
to pull the coaction δ of Zk over to an action of Tk. Under this isomorphism, the slice map id⊗τe becomes
integration against Haar measure, and an is the homogeneous component (id⊗ τn)(δ(a)) described a few
paragraphs ago.
2We thank Misi Kovacs for pointing us towards the last chapter of [44].
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≤
∫
(−δ,δ)k
FN(t)‖αeit(a)− a‖ dt+ 2‖a‖
∫
[−pi,pi]k\(−δ,δ)k
FN(t) dt;
we can then make the first integral small by making δ small using the continuity of
t 7→ αeit(a), and the second small for this fixed δ by takingN large. Thus ‖σN(a)−a‖ → 0,
as required. 
Appendix C. Gradings of Kumjian–Pask algebras
We can use the ideas of the previous section to give a direct argument which derives
the Zk-grading on a Kumjian–Pask algebra KPK(Λ) from the universal property. The
existence of the grading has previously been deduced (at the foot of page 3620 in [3])
from the construction of KPK(Λ) as a quotient of a free algebra, as was previously done
for Leavitt path algebras in [1, Lemma 1.7]. Here we deduce existence by applying the
following proposition to the degree functor. Proposition C.1 would also apply to the
functors used in the theory of graph coverings in [30].
Proposition C.1. Suppose Λ is a row-finite k-graph with no sources, that K is a field,
and η : Λ → G is a functor with values in a group G. Then there is a G-grading of the
Kumjian–Pask algebra with
KPK(Λ)g := span{sλsµ∗ : η(λ)η(µ)
−1 = g}.
Proof. Suppose sλsµ∗ ∈ KPK(Λ)g and sσsτ∗ ∈ KPK(Λ)h. Then as in the proof of Propo-
sition 4.1,
(sλsµ∗)(sσsτ∗) =
∑
(α,β)∈Λmin(µ,σ)
sλαs(τβ)∗ ;
belongs to Bgh because η is a functor. It remains for us to show that the subspaces
{Bg : g ∈ G} give a direct-sum decomposition of the additive group of KPK(Λ). They
certainly span KPK(Λ), so we need to see that they are independent. To do this, we
borrow an argument from the theory of coactions.
Let KG := {
∑
g∈G cgg : cg ∈ K} be the group algebra of G. Then the elements
{g : g ∈ G} are a basis for KG, and hence there is a linear transformation τ : KG → K
such that τ(g) = 0 if g 6= e and τ(e) = 1. For each g ∈ G, we define τg(y) = τ(g
−1y). The
elements sλ⊗ η(λ) form a Kumjian–Pask family in KPK(Λ)⊗K KG, and hence there is a
homomorphism πs⊗η : KPK(Λ)→ KPK(Λ)⊗K KG such that πs⊗η(sλ) = sλ⊗ η(λ). Since
(x⊗ c) 7→ xτg(c) is bilinear from KPK(Λ)×KG to KPK(Λ), there is a well-defined linear
map id⊗ τg from KPK(Λ)⊗K KG to KPK(Λ) such that id⊗ τg(x⊗ h) = xτg(h). Now a
straightforward calculation shows that
(id⊗ τg) ◦ πs⊗η(sλsµ∗) =
{
sλsµ∗ if η(λ)η(µ)
−1 = g
0 otherwise.
Now if
∑
h∈F bh is a finite sum with bh ∈ Bh and
∑
h∈F bh = 0 in KPK(Λ), we have
bg = (id⊗ τg) ◦ πs⊗η
(∑
h∈F
bh
)
= 0 for all g ∈ F .
Thus the spaces Bg are independent. 
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