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Abstract
Szegö polynomials and Szegö quadrature on the unit circle are studied for the Fejér kernel. Connections with
orthogonal polynomials on the line and Padé approximants are obtained.
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1. Introduction
In this paper we are concerned with the calculation of Szegö polynomials (or orthogonal polynomials)
with respect to the inner product
(f, g)=
∫ 
−
f (eit )g(eit )KN(t) dt
and with the approximation of integrals of the form
I [f ] =
∫ 
−
f (eit )KN(t) dt (1)
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by means of Szegö quadrature formulas. Here, the weight function KN(t) is given by
KN(t)=
N∑
j=−N
(
1− |j |
N + 1
)
eij t
= 1
N + 1
(
sin(t (N + 1)/2)
sin(t/2)
)2
, N = 0, 1, 2, . . . ,− t. (2)
Observe thatKN(t)0. The functionKN(t) is well known in the literature and is called the Fejér kernel.
It is one of the most useful summability kernel (see e.g. [5]). For N = 0, one has K0(t)= 1. In this case,
the Szegö polynomials and Szegö quadrature are well known, see e.g. [2].
The approximation of integral (1) ﬁts into the general framework of the approximation of integrals
over the unit circle in the complex plane, that is, integrals of the form
I [f ] =
∫ 
−
f (eit ) d(t),
where (t) is a distribution function, that is, a real valued function, bounded, with inﬁnitely many points
of increase and nondecreasing on t ∈ [−, ]. Indeed, consider the absolutely continuous distribution
function  given by
(t)=
∫ t
−
′() d, − t
and where the derivative ′(t)=KN(t), t ∈ [−, ].
As it was said, for the approximation of integrals (1), we consider Szegö quadrature formulas. They
were introduced by Jones et al. [4]. Some properties of Szegö quadrature formulas are analogous to the
ones of classical Gauss quadrature formulas for integrals on the line. For example, nodes on the region
of integration and positive coefﬁcients. Nevertheless, unlike classical Gauss quadrature formulas, Szegö
quadrature formulas are para-orthogonal rather than orthogonal. We next describe the Szegö quadrature
formulas.
Let p and q be integers where pq. We denote by p,q the linear space of all functions of the form∑q
j=p cj zj , cj ∈ C. The functions of p,q are called Laurent polynomials or brieﬂy L-polynomials. We
write  for the linear space of all L-polynomials.
Consider the inner product on ×  given by
(f, g)=
∫ 
−
f (eit )g(eit ) d(t). (3)
Let {n}∞0 be the sequence of monic polynomials obtained by orthogonalization of {zn}∞0 with respect to
the inner product (3). The sequence {n}∞0 is called the sequence of monic Szegö polynomials or monic
orthogonal polynomials with respect to the distribution function . It is well known, see, e.g. [6, Theorem
11.4.1], that n(z) has its zeros in the region |z|< 1. Thus they are not adequate as nodes for a general
purpose quadrature formula to approximate integrals over the unit circle T= {z ∈ C : |z| = 1}.
Theorem 1 (See Jones et al. [4]). Let {n}∞0 be the sequence of monic Szegö polynomials with respect to
the distribution function . Let {n}∞1 be a sequence of complex numbers satisfying |n|=1, n1. Let the
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para-orthogonal polynomials be deﬁned by Bn(z, n)= n(z)+n∗n(z) where ∗n(z)= zn¯n(1/z),and ¯n
denotes the operation of conjugate the coefﬁcients of the polynomials n. Then Bn(z, n) has n distinct
zeros (n)m (n),m= 1, 2, . . . , n, n1, located on T. Let
(n)m (n)=
∫ 
−
Bn(e
it , n)
(eit − (n)m (n))B ′n((n)m (n), n)
d(t), 1mn, n1.
Then
I [f ] =
∫ 
−
f (eit ) d(t)=
n∑
m=1
(n)m (n)f (
(n)
m (n)) (4)
for all f ∈ −(n−1),n−1. It holds (n)m (n)> 0, 1mn, n1, and the quadrature formula (4) gives the
largest domain of validity, that is, there cannot exist an n-point quadrature formula G(f ) = ∑nm=1 m
f (	m), 	m ∈ T which correctly integrates any function f ∈ −(n−1),n or any function f ∈ −n,n−1.
The quadrature formula given by Eq. (4) is called the n-point Szegö quadrature formula for the distri-
bution function . In the rest of the paper we will restrict our attention to the Fejér kernel.
The paper is arranged as follows. In Section 2 we study the Szegö polynomials with respect to the Fejér
Kernel. In Section 3 we study the corresponding Szegö quadrature formula.
2. Orthogonal polynomials
The moments 
k , k = 0,±1,±2, . . . , for the Fejér kernel KN(t), N = 0, 1, 2, . . . , are given by

k = I [zk] =
∫ 
−
eiktKN(t) dt =
{
2
(
1− |k|
N + 1
)
if |k| N,
0 if |k| >N.
(5)
The next theoremgive us the correspondingmonic Szegö polynomials n(z) for the values 0nN+1.
Theorem 2. The monic orthogonal polynomials n(z), 0nN + 1, N = 0, 1, 2, . . . , are given by
0(z)= 1,
n(z)=
1
2N − n+ 3 −
2N − n+ 2
2N − n+ 3 z
n−1 + zn, 1nN + 1.
Proof. Observe that (0, 0) = 2 = 0. Now, we prove that (n, zj ) = 0, 0jn − 1 and (n, zn) =
0, 1nN + 1, N = 0, 1, 2, . . . . It holds,
(n, z
j )=
∫ 
−
n(e
it )
1
eij t
KN(t) dt
= 1
2N − n+ 3 
−j −
2N − n+ 2
2N − n+ 3 
n−1−j + 
n−j = 0.
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The last equality follows after some elementary calculations taking into account the value of the moments

k given by (5). (The case n=N + 1 should be considered separately.) Furthermore,
(n, z
n)= 1
2N − n+ 3 
−n −
2N − n+ 2
2N − n+ 3 
−1 + 
0 =
4(2N − n+ 2)
(N + 1)(2N − n+ 3) = 0. 
Following, we give an alternative expression to the ones given by (2) for the Fejér kernel. The new
expression will be fundamental for the computation of the Szegö polynomials for the values nN + 2
not provided by Theorem 2.
Since
sin2 12 t = 12 (1− cos t)=−14e−it + 12 − 14eit ,
sin2
N + 1
2
t = 1
2
(1− cos(N + 1)t)=−1
4
e−(N+1)it + 1
2
− 1
4
e(N+1)it ,
one obtains by substituting the last expressions in (2) that
KN(t)= 1
N + 1
(ei(N+1)t − 1)2
eiNt(eit − 1)2 .
Let the polynomial
zN+1 − 1= (z− 1)(z− z1)(z− z2) · · · (z− zN). (6)
Then
KN(t)= 1
N + 1
(eit − z1)2(eit − z2)2 · · · (eit − zN)2
eiNt
.
Since zi ∈ T, 1iN , it holds that
(eit − zi)2 =−eit zi |eit − zi |2.
Thus
KN(t)= 1
N + 1(−1)
Nz1z2 · · · zN |eit − z1|2|eit − z2|2 · · · |eit − zN |2.
For z=0 in (6) one deduces that 1= (−1)Nz1z2 · · · zN . Hence, the following theorem has been obtained.
Theorem 3. The Fejér kernel KN(t) given by (2) admits the representation
KN(t)= 1
N + 1 |z− z1|
2|z− z2|2 · · · |z− zN |2 = 1
N + 1
∣∣∣∣zN+1 − 1z− 1
∣∣∣∣
2
, z= eit ,
where z1, z2, . . . , zN are the (N + 1)-roots of the unity (zN+1 = 1) different from the root 1.
As a ﬁrst application of Theorem 3, next, we combine it with the following theorem to calculate the
monic Szegö polynomial sequence {n(z)}∞0 with respect to the Fejér kernel KN(t) for N = 1 and 2.
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Theorem 4 (See Godoy and Marcellán [1]). Let d
ˆ=|eit −|2 d
,− t, and ||=1. Let {n(z, 
ˆ)}
and {n(z, 
)} be the monic Szegö polynomial sequences on T associated to 
ˆ and 
, respectively. Then,
for n= 0, 1, 2, . . . , it holds
(z− )2n(z, 
ˆ)=
1∣∣∣∣n+1(, 
) ∗n+1(, 
)′n+1(, 
) ∗′n+1(, 
)
∣∣∣∣
∣∣∣∣∣∣
(z− )n+1(z, 
) n+1(z, 
) ∗n+1(z, 
)
0 n+1(, 
) ∗n+1(, 
)
n+1(, 
) ′n+1(, 
) ∗
′
n+1(, 
)
∣∣∣∣∣∣ .
Thus, if d
 = dt , and hence, d
ˆ = |eit − |2 dt , it is obtained [1] that the monic Szegö polynomials
corresponding to d
ˆ are given by
n(z)= n(z, 
ˆ)=
n∑
k=0
k + 1
n+ 1 
n−kzk, n0. (7)
Thus, for N = 1, the monic Szegö polynomials with respect to the Fejér kernel K1(t) = 12 |eit + 1|2 are
given, since =−1, by
n(z)=
n∑
k=0
(−1)n−k k + 1
n+ 1 z
k, n0.
Now, if d
ˆ=|eit − ¯|2 d
, where =−12 + i
√
3/2, and d
=|eit −|2 dt , one deduces from Theorems 3,
4, and Eq. (7) after some elementary calculations that the monic Szegö polynomials for the Fejér Kernel
K2(t)= 13 |eit − |2|eit − ¯|2 = 13 |(e3it − 1/eit − 1)|2 are given for n0 by
n(z)= n(z, 
ˆ)=
1
(z− ¯)2
(
zn+2 +
n+1∑
=0
¯
 n+2 − (+ 1)An+1n+1 + (n+ 2− )Bn+1
n+ 2 z

)
,
where
An+1 = ¯−
n+1(¯, 
)∗n+1(¯, 
)
Dn+1
, Bn+1 =−
2n+1(¯, 
)
Dn+1
,
Dn+1 =
∣∣∣∣n+1(¯, 
) ∗n+1(¯, 
)′n+1(¯, 
) ∗′n+1(¯, 
)
∣∣∣∣
and n(z, 
) denotes the monic Szegö polynomials with respect to the measure 
, which are given by Eq.
(7).
We will show that the Szegö polynomials associated with the Fejér kernel KN(t) can be calculated
effectively as the reciprocal polynomials of the numerator of the classical Padé approximants to certain
function.
Indeed, doubly inﬁnite sequences x = {x(m)}∞m=−∞ of real numbers are called (discrete) signals.
A signal x is said to be causal if x(m) = 0 for m< 0. Consider N -truncated, causal signals
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xN = {xN(m)}, where
xN(m)=
{
x(m) if 0mN − 1,
0 otherwise (8)
and
xN(0) = 0. (9)
Let
XN(z)=
N−1∑
m=0
xN(m)z
−m
and consider the absolutely continuous distribution function N(t) deﬁned by
′N(t)=
1
2
|XN(eit )|2, − t. (10)
The Szegö function DN(z) with respect to N(t) is deﬁned by
DN(z)=
√
2 exp
(
1
4
∫ 
−
eit + z
eit − z log
′
N(t) dt
)
, |z|< 1.
It holds, see [3, Eq. (2.16)] that
DN(z)=±xN(0)
∏
|zk |1
(z− zk)
∏
|zk |<1
(1− z¯kz), (11)
where the values zk in (11) denote the N − 1 zeros of the polynomial zN−1XN(z) and the sign (±1) is
chosen so that DN(0)> 0.
Let
FN(z)= 1
DN(z)D
∗
N(z)
, (12)
where DN(z) denotes the Szegö function (11) and D∗N(z)= zMDN(1/z¯),M= degree of DN(z).
Theorem 5 (See Jones et al. [3]). Let xN={xN(m)} be a given N-truncated, causal signal (8)–(9), and let
N(t) and DN(z) denote the associated distribution function (10) and Szegö function (11), respectively.
Let M denote the degree ofDN(z), 0MN − 1, and let [n/M] be the (classical) Padé approximant of
type (n,M) to the rational functionFN(z) (with 2M poles) deﬁned by (12).Then there exists a polynomial
Qn,M(z) ∈ PM (of degree M) such that
[n/M](z)= 
∗
n(z,N)
Qn,M(z)
,
where ∗n = ∗n(z,N) denotes the reciprocal Szegö polynomial ∗n(z,N)= zn¯n(1/z,N) of the monic
Szegö polynomial n(z), n= 0, 1, 2, . . . , with respect to N(t).
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Let us now consider the (N + 1)-truncated, causal signal xN+1 = {xN+1(m)} given by
xN+1(m)=
{
1 if 0mN,
0 otherwise.
Then
XN+1(z)=
N∑
m=0
z−m
and hence, by virtue of Theorem 3,
′N+1(t)=
1
2
|XN+1(eit )|2 = N + 12 KN(t),
is the Fejér kernel (apart from a multiplicative constant).
The Szegö function with respect to N(t) admits the nice expression
DN+1(z)= zN + zN−1 + · · · + z+ 1
and hence
FN+1(z)= 1
DN+1(z)D∗N+1(z)
= 1
(zN + zN−1 + · · · + z+ 1)2 =
(
z− 1
zN+1 − 1
)2
. (13)
Thus, one can establish the following result.
Corollary 1. The monic Szegö polynomial of degree n, n= 0, 1, 2, . . . , with respect to the Fejér Kernel
KN(t), N =0, 1, 2, . . . , is the reciprocal polynomial of the numerator of the classical Padé approximant
of type (n,N) to the function FN+1(z) given by (13).
In the following example we make use of the command pade of Maple, contained in the package
numapprox, to calculate the classical Padé approximant of type (n,N) to the function FN+1(z). This
command turn out to be a powerful tool, in the sense that the CPU-time it spends may be considered
acceptable, for the calculation of om Padé approximants, from where we straightforward extract, as is
indicated by Corollary 1, the monic Szegö polynomials with respect to the Fejér kernel.
Example 1. We ﬁrst take N = 3, so we deal with the Fejér kernelK3(t). Next, we list the corresponding
monic Szegö polynomials n(z), 0n10, with respect to K3(t).
0(z)= 1,
1(z)= z− 34 ,
2(z)= z2 − 67z+ 17 ,
3(z)= z3 − 56z2 + 16 ,
4(z)= z4 − 45z3 + 15 ,
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5(z)= z5 − 78z4 + 12z− 38 ,
6(z)= z6 − 1011z5 + 122z4 + 12z2 − 511z+ 111 ,
7(z)= z7 − 910z6 + 120z4 + 12z3 − 920z2 + 110 ,
8(z)= z8 − 89z7 + 59z4 − 49z3 + 19 ,
9(z)= z9 − 1112z8 + 23z5 − 712z4 + 13z− 14 ,
10(z)= z10 − 1415z9 + 145z8 + 23z6 − 2845z5 + 245z4 + 13z2 − 1445z+ 115 .
For N = 50 and n= 300, the CPU-time that spend the command pade of Maple to compute the classical
Padé approximant of type (n,N)=(300, 50) to the functionFN+1(z)=F51(z), then extract the numerator
∗n(z)=∗300(z) from this rational approximant, andﬁnally, reverse it to get n(z)=300(z), is approximately
0.05 s. For N = 500 and n = 3000, the time was 0.3 s, and for N = 5000 and n = 30000, the time was
3.7 s. The computations were done on a IBM PC compatible.
Szegö polynomials on the unit circle for the Fejér kernel are also relatedwith orthogonal polynomials on
the interval [−1, 1] for a certain generalized Jacobi weight function. Szegö in [6, Section 11.5] established
the following connection between orthogonal polynomials on the interval [−1, 1] and Szegö polynomials
on the unit circle.
Theorem 6. Let (x) be a weight function on −1x1, and let (t) = (cos t)| sin t | be a weight
function on − t. Further, let {pn} and {qn} be the orthonormal sets of polynomials which belong,
respectively, to (x) and (1− x2)(x) in −1x1, and {n(z)} the orthonormal set associated with 
on z= eit . Then, on writing x = 12 (z+ z−1) we have for n1
pn(x)= (2)−1/2
{
1+ 2n(0)
2n
}−1/2
{z−n2n(z)+ zn2n(z−1)}
= (2)−1/2
{
1− 2n(0)
2n
}−1/2
{z−n+12n−1(z)+ zn−12n−1(z−1)},
qn(x)= (2/)1/2
{
1− 2n+2(0)
2n+2
}−1/2
z−n−12n+2(z)− zn+12n+2(z−1)
z− z−1
= (2/)1/2
{
1+ 2n+2(0)
2n+2
}−1/2
z−n2n+1(z)− zn2n+1(z−1)
z− z−1 .
Here n denotes the coefﬁcient of zn in n(z).
Let us now consider the generalized Jacobi weight function on the interval x ∈ [−1, 1] given by
N(x)= 1
N + 1(1− x)
−3/2(1+ x)−1/2(1− TN+1(x)), N = 0, 1, . . . ,
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where TN+1(x) = cos((N + 1) arccos x), is the (N + 1)-Chebyshev polynomial of the ﬁrst kind, x ∈
[−1, 1]. It holds,
N(cos t)| sin t | = 1
N + 1
1− cos(N + 1)t
1− cos t
= 1
N + 1
|ei(N+1)t − 1|2
|eit − 1|2
= 1
N + 1
∣∣∣∣zN+1 − 1z− 1
∣∣∣∣
2
, z= eit , − t.
Thus, taking into account Theorem 3 we conclude that
N(cos t)| sin t | =KN(t), − t,
is the Fejér kernel.
3. Szegö quadrature formula
In this section we consider the calculation of the Szegö quadrature formula for the Fejér Kernel. Firstly,
we will determine the Szegö quadrature formula for the weight function
(, t)= 12 |eit − |2,  ∈ C, || = 1, − t. (14)
Observe that the Fejér kernelK1(t) corresponds to the particular case =−1, that is,K1(t)=(−1, t).
The monic Szegö polynomials n(z) associated with (, t) are given by (see (7))
n(z)=
n∑
k=0
k + 1
n+ 1 
n−kzk, n0.
Hence, the para-orthogonal polynomials Bn(z, n) = n(z) + n∗n(z), n1, where as usual, n ∈ C,|n| = 1, and ∗n(z)= zn¯n(1/z), are given by
Bn(z, n)=
n∑
k=0
(k + 1)n−k + (n+ 1− k)¯kn
n+ 1 z
k. (15)
The Szegö quadrature formula is characterized as follows, see Theorem 1. The nodes (n)m (n), 1mn,
n1, of the n-point Szegö quadrature formula are the n roots of Bn(z, n), and its coefﬁcients (n)m (n),
1mn, n1, are given by
(n)m (n)=
∫ 
−
L(n)m (e
it )(, t) dt =
∫ 
−
L(n)m (e
it )
1
2
|eit − |2 dt,
where
L(n)m (z)=
Bn(z, n)
(z− (n)m (n))B ′n((n)m (n), n)
∈ 0,n−1. (16)
336 J.C. Santos-León / Journal of Computational and Applied Mathematics 179 (2005) 327–341
Themoments 
k=
∫ 
− e
ikt 1
2 |eit−|2 dt, k=0,±1,±2, . . . , are given by 
0=2, 
1=−, 
−1=−¯,
and 
k = 0, |k|2. Thus, from (16)
(n)m (n)= L(n)m (0)
0 + (L(n)m )′(0)
1
= (−2Bn(0, n)+ B
′
n(0, n))
(n)
m (n)+ Bn(0, n)
((n)m (n))
2B ′n(
(n)
m (n), n)
.
Since (15),
Bn(0, n)= 
n + (n+ 1)n
n+ 1
and
B ′n(0, n)=
2n−1 + n¯n
n+ 1 .
Hence, one obtains after some elementary calculations that
(n)m (n)=

n+ 1
n+1 + (n+ 1)n − (n+ 2)n(n)m (n)
((n)m (n))
2B ′n(
(n)
m (n), n)
, 1mn, n1. (17)
Thus, we have obtained the following theorem.
Theorem 7. The coefﬁcients (n)m (n) of the n-point Szegö quadrature formula for the weight function
(, t) given by (14) admits representation (17), and the nodes (n)m (n) are the zeros of the para-
orthogonal polynomial Bn(z, n) given by (15).
Next, we will simplify representation (17) for the coefﬁcients (n)m (n) for the case =−1, that is, for
the Fejér kernel K1(t). We will consider n = (−1)n, n1.
For this choice, =−1, and n = (−1)n, n1, one obtains from (17) that
(n)m ((−1)n)=
(−1)n+1(n+ 2)
n+ 1
1+ (n)m ((−1)n)
((n)m ((−1)n))2B ′n((n)m ((−1)n), (−1)n)
and from (15) that
Bn(z, (−1)n)= (−1)n n+ 2
n+ 1
1− (−z)n+1
1+ z . (18)
In the following, take into account that the roots (n)m ((−1)n) of Bn(z, (−1)n) given by (18) satisfy
(n)m ((−1)n) = 0 and (n)m ((−1)n) = −1 (the value −1 is a false root).
From (18) and taking into account that
1− (−(n)m ((−1)n))n+1 = 0 (19)
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we get
B ′n((n)m ((−1)n), (−1)n)=
(n+ 2)((n)m ((−1)n))n
1+ (n)m ((−1)n)
and hence
(n)m ((−1)n)=

n+ 1
(1+ (n)m ((−1)n))2
(n)m ((−1)n)(−(n)m ((−1)n))n+1
= 
n+ 1
(1+ (n)m ((−1)n))2
(n)m ((−1)n)
. (20)
One has that Bn((n)m ((−1)n), (−1)n)= 0, or equivalently by virtue of (18),
1+ (−(n)m ((−1)n))+ (−(n)m ((−1)n))2 + · · · + (−(n)m ((−1)n))n = 0.
Thus, since (19)
1
(n)m ((−1)n)
= 1+ (−(n)m ((−1)n))+ (−(n)m ((−1)n))2 + · · · + (−(n)m ((−1)n))n−1
= 1− (−
(n)
m ((−1)n))n
1+ (n)m ((−1)n)
. (21)
From (20), (21), taking into account (19), and |(n)m ((−1)n)| = 1 we deduce
(n)m ((−1)n)=

n+ 1 (1− (−
(n)
m ((−1)n))n)(1+ (n)m ((−1)n))
= 
n+ 1 (2+ 
(n)
m ((−1)n)+ (n)m ((−1)n)).
Then
(n)m ((−1)n)=
2
n+ 1 (1+ Re(
(n)
m ((−1)n))).
Observe the positive character of (n)m ((−1)n), as is stated in Theorem 1, since |(n)m ((−1)n)| = 1, and
(n)m ((−1)n) = −1.
Thus we have obtained the following theorem.
Theorem 8. The n-point Szegö quadrature formula for the weight function
K1(t)= (−1, t)= 12 |eit + 1|2 = 1+ cos t, − t < ,
corresponding to n = (−1)n, n1, has nodes and coefﬁcients given by
(n)m ((−1)n)= exp
(2m+ )i
n+ 1 , 
(n)
m ((−1)n)=
2
n+ 1
(
1+ cos 2m+ 
n+ 1
)
,
m= 0, 1, . . . , (n+ 1)/2 − 1, (n+ 1)/2 + 1, . . . , n, n1, respectively, where = 0 if n is odd, and
=  if n is even, and x denotes the integer part of x.
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Next, we study the n-point Szegö quadrature formula for the Fejér kernel KN(t).
The nodes (n)m (n), 1mn, n1, of the n-point Szegö quadrature formula are the roots of the para-
orthogonal polynomial Bn(z, n). Its coefﬁcients (n)m (n) can be obtained by means of (see [2])
(n)m (n)=−
1
2(n)m (n)
An(
(n)
m (n), n)
B ′n(
(n)
m (n), n)
, 1mn, n1,
where An(z, n) = n(z) − n∗n(z), and the polynomial n(z), usually called, polynomial associated
with the monic Szegö polynomial n(z), is deﬁned by
n(z)=
∫ 
−
z+ eit
z− eit (n(e
it )− n(z))KN(t) dt, n1.
As usual, ∗n(z)= znn(1/z) denotes the reciprocal polynomial, and n ∈ C, |n| = 1, n1.
FromTheorem 2, one deduces after some elementary calculations that the para-orthogonal polynomials
Bn(z, n)= n(z)+ n∗n(z), |n| = 1, 1nN + 1, N = 0, 1, 2, . . . , are given by
Bn(z, n)=
(
1+ n
2N − n+ 3
)
zn − 2N − n+ 2
2N − n+ 3z
n−1
− n(2N − n+ 2)
2N − n+ 3 z+
n(2N − n+ 3)+ 1
2N − n+ 3 .
On the other hand, one has the following theorem.
Theorem 9. The associated Szegö polynomials n(z), 1nN + 1, N = 0, 1, 2, . . . , are given by
n(z)=−
0zn −
(
2
1 −
2N − n+ 2
2N − n+ 3
0
)
zn−1 − 2
n∑′
k=2
zn−k
(

k −
2N − n+ 2
2N − n+ 3
k−1
)
.
The notation
∑′
means that the last term (the one corresponding to k = n) should be divided by two.
Proof. By virtue of Theorem 2, one can write for 1nN + 1, N = 0, 1, 2, . . . , that
n(z)=
∫ 
−
z+ eit
z− eit (n(e
it )− n(z))KN(t) dt
=
∫ 
−
(z+ eit )
(
−2N − n+ 2
2N − n+ 3
ei(n−1)t − zn−1
z− eit +
eint − zn
z− eit
)
KN(t) dt. (22)
It holds
eint − zn
z− eit =−
n−1∑
k=0
zn−1−keikt .
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Hence
(z+ eit )e
int − zn
z− eit =−z
n − 2
n−1∑
k=1
zn−keikt − eint .
Thus ∫ 
−
(z+ eit )e
int − zn
z− eit KN(t) dt =−
0z
n − 2
n−1∑
k=1

kz
n−k − 
n. (23)
Similarly
∫ 
−
(z+ eit )e
i(n−1)t − zn−1
z− eit KN(t) dt =−
0z
n−1 − 2
n−2∑
k=1

kz
n−k−1 − 
n−1. (24)
The proof follows from (22)–(24). 
Next, we give a representation for the coefﬁcients (n)m (n) of the n-point Szegö quadrature formula
valid for arbitrary integer values of n and N . Since Theorem 1,
(n)m (n)=
∫ 
−
Bn(e
it , n)
(eit − (n)m (n))B ′n((n)m (n), n)
KN(t) dt, 1mn, n1.
Thus, by virtue of Cauchy’s integral formula and Theorem 3,
(n)m (n)=
1
i(N + 1)B ′n((n)m (n), n)
∫
T
Bn(z, n)(zN + · · · + z+ 1)2
(z− (n)m (n))zN+1
dz
= 2
(N + 1)!B ′n((n)m (n), n)
f (N)(0),
where
f (z)= g(z)h(z)
and
g(z)= Bn(z, n) 1
z− (n)m (n)
∈ 0,n−1,
h(z)= (zN + zN−1 + · · · + z+ 1)2.
It holds,
f (N)(0)=
N∑
j=0
(
N
j
)
g(N−j)(0)h(j)(0)
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and
g()(0)=
∑
k=0
(

k
)
B(−k)n (0)
(
1
z− (n)m (n)
)(k)
(0)=−
∑
k=0
!
((n)m )
k+1 b−k,
h(j)(0)= (j + 1)!, 0jN,
where
Bn(z, n)= Bn(z)= bnzn + bn−1zn−1 + · · · + b1z+ b0
and bj = 0 if jn+ 1.
Thus, we have obtained the following theorem.
Theorem 10. The coefﬁcients (n)m (n), 1mn, n1, of the n-point Szegö quadrature formula for the
Fejér kernel KN(t), N = 0, 1, . . . , admit the representation
(n)m (n)=−
2
(N + 1)B ′n((n)m (n), n)
N∑
j=0
(j + 1)
N−j∑
k=0
bN−j−k
((n)m (n))
k+1 ,
where
Bn(z, n)= Bn(z)= bnzn + bn−1zn−1 + · · · + b1z+ b0
and bj = 0 if jn+ 1.
Observe that forN=0 (the Lebesgue measure) the well known result (n)m (n)=2/n, 1mn, n1,
is obtained. (In this case, n(z)= zn and hence Bn(z, n)= zn + n.)
Example 2. In order to illustrate the proposed procedure to compute then-point Szegöquadrature formula
for the Fejér kernel KN(t) we consider as example N = 3, n= 9 and 9 = 1.
By Corollary 1 and making use of the command pade of Maple one deduces that
9(z)= z9 − 1112z8 + 23z5 − 712z4 + 13z− 14
and hence,
B9(z, 1)= 9(z)+ 9∗9(z)= 34z9 − 712z8 + 112z5 + 112z4 − 712z+ 34 .
The zeros (9)m (1), 1m9, of B9(z, 1) are the following,
(9)1 (1)=−1,
(9)2 (1)= 0.96339243826478884397+ 0.26809515082191437511i,
(9)3 (1)= 0.68169835774289810652+ 0.73163334331523991389i,
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(9)4 (1)=−0.044577142804423358480+ 0.99900594509712205556i,
(9)5 (1)=−0.71162476431437470312+ 0.70255974465842451659i,
(9)6 (1)=−0.71162476431437470312− 0.70255974465842451659i,
(9)7 (1)=−0.044577142804423358480− 0.99900594509712205556i,
(9)8 (1)= 0.68169835774289810652− 0.73163334331523991389i,
(9)9 (1)= 0.96339243826478884397− 0.26809515082191437511i.
Then, from Theorem 10, we compute the coefﬁcients (9)m (1), 1m9. One gets
(9)1 (1)= 0.047963246548945711060, (9)2 (1)= 1.9813523295215717077,
(9)3 (1)= 0.87530732312576267042, (9)4 (1)= 0.090488530360533798309,
(9)5 (1)= 0.17046284675767349219, (9)6 (1)= 0.17046284675767349219,
(9)7 (1)= 0.090488530360533798309, (9)8 (1)= 0.87530732312576267042,
(9)9 (1)= 1.9813523295215717077.
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