how. Here, we present an overview of these issues, specifically focusing on the sharing of so-called "long tail" data, that is, data generated by individual laboratories as part of largely hypothesis-driven research. We draw on experiences in other domains to discuss attitudes toward data sharing, cost-benefits, best practices and infrastructure. We argue that the publishing of data sets is an integral component of 21st-century scholarship. Moreover, although not all issues around how and what to share have been resolved, a consensus on principles and best practices for effective data sharing and the infrastructure for sharing many types of data are largely in place.
Why Are We Talking About Data Sharing?
The simple answer is, because we can (and we should). Prior to computers and the Internet, sharing data routinely was really not possible beyond what could be published in journals or books. As a consequence, a culture grew up around scholarly publishing where data were considered disposable after some specified regulatory period, and certainly where the production of a data set on its own was not considered a work of scholarship. Rather it was the hypotheses proposed, the experimental design, the analysis, and the insights gained from collected data that were valued and preserved through our system of journals and books.
Few would argue that the full potential of a data set can be captured in prose, but the scientific article has held such a privileged place in scientific communication for so long that the current push to treat scientific data differently than in the past has encountered much resistance across fields. The resistance is particularly acute in fields like psychology characterized by relatively small data sets produced by small teams of scientists through often complex experimental designs, so called "long tail" data (Ferguson, Nielson, Cragin, Bandrowski, & Martone, 2014) .
First, some definitions. For the purposes of this article, we define data as the measurements, observations or facts taken or assembled for analysis as part of a study and upon which the results and conclusions of the study are based. Primary data are defined as raw or minimally processed data that are collected for a study. Metadata are attributes of data or a data set. Here we mostly focus on what are usually called descriptive metadata, such as the subjects used or the experimental paradigm. Our definition of data is adapted from Borgman (2015) , who notes that as almost anything can be data, they do not become data until they are used as evi-dence (p. 27). We believe that this definition is sufficiently broad to cover the diversity of data across psychological fields. We refer readers to Borgman (2015) for a thorough discussion of data and their place in scholarship, and specifically to Chapter 2 for additional discussions about data definitions.
Many fields have recognized the value of collecting large, prospective data sets that serve as a public resource for the field (e.g., the Human Genome, Sloan Digital Sky Survey [http:// www.sdss.org/], Human Connectome Project [http://www .humanconnectomeproject.org/], Allen Brain Atlas [http:// brain-map.org/], Psychiatric Genomics Consortium [https:// www.med.unc.edu/pgc], to name a few. These latter cases, often called "big science," can amass much larger sample sizes compared with smaller studies. Such a scale is often required for statistically powering certain types of studies such as probing genotype-phenotype relationships. For example, the Psychiatric Genomics Consortium recently reported over 100 regions across the genome associated with schizophrenia by analyzing genomic data from over 150,000 subjects (Ripke et al., 2014) .
Some research domains in psychology (e.g., developmental psychology and educational psychology), have a history of public longitudinal studies (e.g., National Longitudinal Study of Youth (https://www.nlsinfo.org/content/cohorts/ nlsy79) or are beginning to assemble large data sets (e.g., psychotherapy; Owen & Imel, 2016) . Neuropsychology/ cognitive psychology is represented in the large neuroimaging data sets available (e.g., the Alzheimer's disease Neuroimaging Initiative, and the National Database for Autism Research, NDAR). Other examples are available from the APA website: http://www.apa.org/research/responsible/datalinks.aspx.
In this article, however, we focus specifically on the sharing of long tail data sets in psychology, where the rationale, benefits, and mechanisms for sharing data are less clear to many. Psychology has long recognized the importance of making this type of data available. As far back as 1983, Ceci and Walker offered a proposal in the American Psychologist, the official journal of the American Psychological Association (APA), for a mandate of data sharing (Ceci, & Walker, 1983) . This tradition largely covers making the data available "upon request." That is, authors were expected to provide the primary data if requested. But current funder mandates and open science advocate calls for data sharing go well beyond this type of 1:1 transaction.
Today, data sharing has taken on a broader range of meanings, from "upon request" to making data available in supplemental files associated with a journal article to "publishing" the data through deposition into a public repository, along with any supporting materials required to interpret them, independent of consulting with the original authors (Alter & Vardigan, 2015) . Publication of data, as opposed to one-on-one sharing, requires more effort on the part of the researchers and open infrastructures, including standards, to support. The most successful examples of this type of data in biomedicine are sequence and structure databases, where deposition of a gene sequence or a protein structure is a condition of publishing in many journals; for example, Proceedings of the National Academy of Science (http:// www.pnas.org/site/authors/editorialpolicies.xhtml). This type of data sharing is still in early days in psychology (although it is interesting that Ceci and Walker [1983] called for the creation of a public data bank). As more data are shared and more funders and journals are starting to push for or require data sharing, both mechanisms and best practices for sharing long tail data are starting to take shape. In the following, we consider the practice and promise of data sharing in psychology, drawing on experiences in other fields.
1

Impetus for Data Sharing: Open Science and e-Science Movements
Almost all major funding agencies in the United States and abroad are developing policies around open sharing of research data and other research products (Gewin, 2016; McKiernan et al., 2016) . The impetus for the push toward open science, which at a minimum encompasses the open sharing of the products of research (such as research articles, data, and code) is driven by both human-and machinebased considerations. It reflects both the need to modernize our scholarly communications system in light of new technologies (the Internet, cloud storage and computing, and mobile devices) and the promises of new insights to be gained from increased human-and machine-based access to research outputs.
Human considerations focus on long-standing and emerging values, such as the integrity of scientific research, which calls for greater transparency in light of recent concerns about fake data (McNutt, 2015; Yong, 2012) and scientific reproducibility (here defined as the ability to carry out the same analyses as in the original study and reach similar conclusions) in psychology and other fields (Gewin, 2016; Open Science Collaboration, 2015) . Those concerned about animal welfare see sharing of primary data as a means of both reducing the number of animals used and ensuring that any experiments performed are more effective (http://3rs .ccac.ca/en/research/reduction/data-sharing.html). Other human values focus on the rights of the public to access research results generated from taxpayer funding. Some have criticized the field of psychology for restricting too much of its content behind a locked paywall, although that is slowly changing as APA and other publishers collaborate with PubMed and Wellcome Trust (Fischman, 2008; Guterman, 2008) .
The real excitement, particularly in the age of big data and data science, is generated by machine-based access, where exposing data to new types of algorithms and the ability to combine data across studies can lead to new research questions and insights that simply cannot be gained from analysis of individual data sets (Perrino et al., 2013) . While some might argue that meta-analysis delivers some of the same benefits, our current practices of studying effect sizes from pooled data across studies historically arose because we didn't have access to raw data. Gene Glass, one of the pioneers of meta-analysis, notes: "Meta-analysis was created out of the need to extract useful information from the cryptic records of inferential data analyses in the abbreviated reports of research in journals and other printed sources . . ." (Glass, 2000) . In fact, sharing of data sets with individual participant data can be seen as the next evolution of metaanalysis, because it allows for more powerful analyses and, particularly if negative data are shared, fewer biases than current methods (Cooper & Patall, 2009; Perrino et al., 2013) . Glass (2000) himself calls forcefully for data sharing, stating "Meta-analysis needs to be replaced by archives of raw data that permit the construction of complex data landscapes that depict the relationships among independent, dependent and mediating variables."
The APA's Data Sharing Task Force report summarized the benefits of data sharing, including promoting progress, enhancing transparency, accountability and reproducibility, and increasing the power and breadth of psychological studies (BSA, 2015b) . Toward this end, we are seeing more calls for creating a basic culture not only for a culture of human-centric sharing (i.e., routine availability of the data underlying a paper for others to reuse), but a movement toward an e-Science vision, where researchers conduct their research digitally and where data standards and programmatic interfaces make it easy for machines to access and ingest large amounts of data ( Figure 1) . eScience, like Open Science, has many flavors and does not presume a single platform or infrastructure, but does require that the basic elements of the domain (i.e., its concepts, researchers, and instruments) have a digital presence that is designed for both humans and machines. It requires that the process of translating ideas and resources into digital products through methods and protocols be built on a firm digital foundation within the originating laboratory and that this valuable provenance not be lost as data are transferred to repositories. It requires that the products of research, including the data, be easily coupled to computational resources that can operate on them at scale, and that the provenance of these research products can be tracked as they transition between users. It requires that data be dependable (see Lishner, 2012) for a concise set of core recommendations to improve the dependability of psychological research) and that it be hosted by trustworthy repositories for long term stability. It requires the ability to find, access and reuse digital artifacts using computational interfaces (e.g., API's-application programmatic interface) with minimal restrictions. As will be discussed later, these requirements have recently been succinctly articulated as the FAIR (findable, accessible, interoperable, and reusable) data principles (Wilkinson et al., 2016) .
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Data Sharing Success Stories
Do we have any examples that the premises and promises of open, eScience are true? That is, if researchers have access to lots of independently collected data, can they do anything significant with them? The experiences of spinal cord and traumatic brain injury in biomedicine offer one of the most compelling examples of how sharing data and new data science approaches can lead to new findings. Translational research in both domains had a poor track record of reproducibility and in leading to clinically meaningful outcomes, despite countless promising studies in the laboratory (Steward, Popovich, Dietrich, & Kleitman, 2012) . The lack of reproducibility led the U.S. National Institute of Neurological Disease and Stroke to fund several centers dedicated to reproducing the major findings in spinal cord injury (SCI), the Facilities of Research Excellence-Spinal Cord Injury (FORE-SCI). The results were dismal, and the complexities of reproducing paradigms and protocols across laboratories were starkly revealed. Rehabilitation psychologists and neuropsychologists are particularly familiar with these efforts, but the issue of reproducibility is at the forefront of psychology these days in many domains.
In light of these findings, the scientific community responded by making their individual data sets available (Visualized Syndromic Information and Outcomes for Neurotrauma-SCI; VISION-SCI) 2 , allowing aggregation across dozens of laboratories and thousands of animals with spinal cord injury . Researchers contributed not only their primary data, but also animal care and laboratory records, so called "file drawer" and "background" data (Wallis, Rolando, Borgman, Jackson, & Brinkley, 2013) . This approach yielded benefits arguably even beyond large, wellcontrolled prospective studies, because it allowed a fuller sampling of what Ferguson and colleagues call the "syndromic space" ; that is, the full presentation and course of a disease or syndrome given many varying initial and subsequent conditions (e.g., extent and location of injury, physiological state, level of care). Each study contributed a slice of a large multidimensional space representing the sequelae of spinal cord injury. The results of this effort and similar efforts in TBI led to much better predictive models, pointed toward new therapeutic areas, and provided more robust cross-species biomarkers of functional recovery. It was sharing the data, including both positive and negative results, primary and background data, and not just hypotheses, protocols, and results that led to a greater understanding of the phenomenon. Gathering all of the heterogeneous, nonstandardized data also led to efforts by National Institutes of Health (NIH) and the community to define common data elements (CDEs) and minimal information models that should be routinely collected by researchers in these fields (reviewed in Ferguson et al., 2014) .
Nielson and colleagues (Nielson et al., 2015) recently published a remarkable follow-up. Applying a new data algorithm, they reanalyzed the data from a large multicenter preclinical drug trial from the 1990s that failed to show efficacy because of small effect sizes. When they did a reanalysis, including the file drawer data collected from these trials, using novel machine learning technologies agnostic of hypotheses, they found large effect sizes related to perioperative neuro-critical care that masked any potential treatment effects. This new "data lens" showed that reproducible patterns did emerge from these data, despite disappointing findings in the original analyses. The reanalyses revealed new information about injury outcomes and drug effects and a completely unexpected but very robust correlation between blood pressure at time of injury and functional outcomes.
How this finding translates into the clinic is still being tested, and biological systems always seem to confound our best attempts at understanding them. But this example illustrates that applying new algorithms even to old data can point toward avenues for explorations that could not have been predicted reading the research reports alone. They also suggest that psychologists should be aggressive in data preservation, ensuring that valuable data are removed from file drawers and made potentially available for reuse. Such valuable data include often overlooked records such as animal care logs. As Ferguson and colleagues note, the data analyzed collectively represented a multimillion dollar investment by the NIH in what was perceived largely as a failed study (Lindsay, 2015) .
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Similar collaborative data sharing and synthesis activities are underway in psychology through the Collaborative Data Synthesis Study on Adolescent Depression Trials (CDSADT), an effort to test interventions to prevent or treat adolescent depression. As described in Perrino et al., (2013) , CDSADT is assembling a large data set from existing randomized trials with longitudinal outcomes in order to investigate which interventions are most efficacious for different populations. As of 2015 (Perrino et al., 2015) , the study had gathered deidentified data from 19 trials that had examined intervention effects in youth depression. Beyond the benefits of having a larger sample size, the authors note that combining data across studies has the potential to increase underrepresented groups within the data set (Perrino et al., 2015) .
Point and Counterpoint: Arguments Against Data Sharing
Counterbalancing the arguments in support of data sharing is a list of arguments against it. We focus in this section on negative attitudes toward data sharing rather than impediments that practically or legally prevent sharing data. We recognize that some sensitive data, most notably human subject data, cannot be shared openly without some restrictions, although there are accepted standards for making de-identified human subject data available. Similarly, often the necessary permissions have not been obtained to allow sharing, for example, the IRB approval for collection of the data does not include explicit permission to share (Lindsay, 2017; Perrino et al., 2013) . We address these issues under "Best practices for data sharing."
Arguments against data sharing are remarkably similar across fields, including psychology (Alter & Vardigan, 2015; Eisenberg, 2015; Tenopir et al., 2011) . The key objections can be summarized as follows:
(1) Fear for reputation: Someone will use my data against me by finding errors in my data or statistics.
(2) Fear of scooping, aka, the "research parasite" (Longo & Drazen, 2016) : Someone will do an anal- Figure 1 . Components of an e-Science ecosystem and the transition of entities from the nondigital to the digital environment. Each of these external entities, for example, people, concepts are ideally accompanied by a persistent identifier (PID) that uniquely identifies the entity in a machine friendly format. For example, the identifier system for people is the ORCID; for research resources, the Research Resource Identifiers (RRIDs; Bandrowski et al., 2015) . Experiments performed within the laboratory result in digital data, which may be held locally, but which should transition into the e-Science ecosystem by deposition in a reputable repository. Deposition should also include a complete accounting of the protocols and methods used to produce the data. Repositories assign a persistent identifier like a DOI (Digital Object Identifier). Additional standards, for example, minimal information models, common data elements (CDEs) can be implemented within the laboratory to make this transition more seamless. CDEs provide standard ways of collecting certain types of data, for example, demographic data. Once within the eScience ecosystem, these objects are able to be reused. Provenance is tracked programmatically as data are combined with other data, transformed by software or referenced within an article. Data as well as other research objects are designed so that they are amenable to search and discovery (see discussion of FAIR principles later in the article). See the online article for the color version of this figure.
This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
ysis that I was planning to do, and then they will claim the scientific credit for my work;
(3) Fear of harassment: Release of primary data on certain subjects may open the data provider to abuse or prosecution.
(4) Too much effort: Who will pay for my time and other expenses for preparing a code book and preparing the data for storage and retrieval/reuse (Baldwin & Del Re, 2016)?
(5) No one will understand them: My data are too complicated to understand and making them available may lead to bad science (Longo & Drazen, 2016) .
(6) No one needs to understand them: My data really do not have any use beyond this study and I've already extracted any meaning from them and published the results (7) The field will stagnate, because no one will collect new data, just reanalyze the old (Roche et al., 2014) .
We break these arguments down into two basic categories-(a) utility and (b) negative consequences to the data producer.
Utility (or the lack thereof) arguments generally posit that beyond large prospective data sets released to the public, data gathered during most intricate and complex experiments have little value because no one else would understand them. Many researchers cannot fathom how sharing their data could advance science and, indeed, fear the opposite: Data in the hands of naïve or malicious analysts could lead to poor science. Of course, one might argue that given the current concerns about reproducibility within the behavioral sciences (Open Science Collaboration, 2015) , lack of sharing leads to its share of poor or at least nonreproducible science. Data science is still in its infancy, and its further development depends on a supply of data from which to learn. But as we outline in our previous examples, and as the new data science shows, people find uses for data that we could not foresee.
Perhaps the most solid utilitarian argument in favor of data sharing concerns transparency and reproducibility. Regardless of whether data can be reused, upping the standards for making such primary data available for inspection along with article publication is hard to argue against. Full access to data might be considered the ultimate evidence, because it allows an interested party to inspect the measurements made. Indeed, inspection of data or suspicions arising because the data were not available led to the uncovering of research irregularities, at best, and outright fraud, at worst, in several high profile studies (McNutt, 2015; Yong, 2012) . In the days when data were stored in boxes or filing cabinets, data typically went uninspected, but even then, graduate students in psychology were taught to ensure that all records, including data records, were preserved for 5 years after a study was published (American Psychological Association, 2010). In fact, perusal of the average laboratory or office of older researchers reveals that we hold onto these records a lot longer, suggesting we are loathe to part with our old data. Having the original data also allows an independent investigator to replicate the results of analyses or try new analysis approaches on the same data to see if results can be reproduced.
As for the argument that "no one will ever collect new data," many data, even very large, expensive data sets, eventually become obsolete as they are supplanted by better data generated by newer and better measurement instruments and techniques. Sometimes new data cannot be generated (e.g., those generated from patient HM and other rare subjects), so preservation of existing data is paramount. And finally, reducing the amount of new data collected is an explicit goal of the 3R (Replacement, Refinement, Reduction; http://3rs.ccac.ca/en/ research/reduction/data-sharing.html) movement for animal studies.
The second set of arguments is largely based on possible harm to the data producer. In the most extreme cases, politically charged or controversial research, for example, animal experiments involving companion species and primates, fully open sharing of primary data along with animal care records may make data producers vulnerable to targeting by animal rights activists, leading to physical or legal harm. Even the most ardent supporters of open science generally recognize that there are limits to openness when either researchers or subjects' safety may be compromised. But what about professional harm? Is sharing of primary data a detriment to one's career?
Researchers sharing data might be harmed if others ("data parasites" or "freeloaders") benefit from the data before the original researchers can fully mine their data. Such concerns may be particularly acute for early career researchers, who in addition may be penalized for the time and effort taken to prepare the data for publication at the expense of producing more research articles. In surveys of data sharing attitudes across scientists, Tenopir and colleagues (Tenopir et al., 2011; Tenopir et al., 2015) indeed found that younger scientists were much less likely to want to share their data than older researchers.
Researchers also fear that they will be attacked through their data, particularly in the case of replication studies, ("hostile replications," "weaponizing data"), which sometimes happens when someone finds mistakes, or when someone deliberately tries to undermine a study through multiple reanalyses of the data and selective reporting of results (Lewandowsky & Bishop, 2016) . Rouder (2015) refers to a feeling of professional vulnerability engendered by open data, and "the self-appointed replication police who This document is copyrighted by the American Psychological Association or one of its allied publishers.
are viewed in some quarters as trying to shame otherwise good researchers" (p. 1068). Some whose work was part of the psychology replication project expressed negative feelings about the experience (Bohannon, 2014) . While such concerns are very human, at least one study on the effect of retraction on scientists' reputation indicated that provided that rigorous standards were adhered to, errors and mistakes do not damage scientific reputations (Ebersole et al., 2016) . The issue of who is harmed by sharing data needs to be balanced against who is harmed by not sharing data. To the extent that making the data on which a study rests available helps root out mistakes and allows more rapid discounting of spurious effects, younger scientists and students are spared wasting valuable time and effort on unproductive avenues. In some cases, lack of transparency may lead to entire branches of a field being discredited, causing harm to all that are associated with it (Kahneman, 2012) . But, science also has an obligation to those who are funding it and on whose behalf studies are performed. If new discoveries from data can occur more rapidly when many have access to the data more quickly, those who may benefit from such results, for example, SCI patients, adolescents with depression, are harmed by any delays in the scientific process. In a well-publicized study in the British Medical Journal in 2015, "Restoring Study 329", a reanalysis of a major clinical trial testing the efficacy of two antidepressants in adolescents disputed the conclusions of the original paper (Le Noury et al., 2015) . Not only did the two drugs in question have no beneficial effect in adolescents, but their use was associated with significant adverse events. These authors concluded: "Access to primary data from trials has important implications for both clinical practice and research, including that published conclusions about efficacy and safety should not be read as authoritative. The reanalysis of Study 329 illustrates the necessity of making primary trial data and protocols available to increase the rigor of the evidence base" (p. 1).
Research communities are trying to come to grips with new regulatory policies on making data available and the professional vulnerability that comes with them by developing practices and norms that attempt to balance these needs (BSA, 2015b) . For example, many journals and repositories permit embargo periods on published data, where data are held in private for a specified period of time before being released to the public. Embargo periods can range in length from a few months to 2 years, depending on the type of data and the repository (Assante, Candela, Castelli, & Tani, 2016) . During this time, the producers of the data control access to them, so they can continue to mine them or only share with selected collaborators. Embargo periods are seen by some as a necessary and reasonable approach to making data available (see NEMJ editorial; Sharing, 2016), while others see them as an unacceptable barrier to the open sharing of data and therefore an impediment to the progress of science.
CDSADT is establishing a collaborative model that works with researchers willing to share their data to mitigate concerns they might have and to engender a sense of shared ownership of the collective data (Perrino et al., 2013; Perrino et al., 2015) . Investigators were invited to participate in all stages of the research, including identifying the research questions to be addressed. Toward this end, they established a facilitating team to work with and fully involve the different stakeholders in all aspects of the study. The team was careful to balance the need for researchers to come together to answer important questions about adolescent depression through data sharing with concerns expressed by individual researchers about the potential drawbacks to their individual research programs.
Although both sides of the arguments on data sharing make many claims, most of these appear in editorials, perspective pieces or the blogosphere. We have some case studies, but relatively few long-term studies at this point to buttress either side. For example, are careers significantly harmed by scooping? Piwowar & Vision (Piwowar & Vision, 2013 ) have studied citation rates in research papers in molecular biology that did or did not make data available. They found that most use of published microarray data sets by third parties occurred 5 to 6 years after they were published. In contrast, the original authors tended to publish within 2 years on these data sets. Such data might support the idea of 2-year embargos, but they also suggest that the reuse was not motivated by the desire to discredit the study or act as a parasite, but rather the need for the data. The lack of studies on which to base data policies is partly because of the difficulty in our current system of tracking down papers that have reused data (Read et al., 2015) , something that those involved in data citation and resource identification are trying to rectify (Bandrowski et al., 2015; Starr et al., 2015) . The APA Publications and Communication Board recommends citation of data sets reused in studies, and they may make such a practice mandatory in the future.
The CDASDT study and model for collaboration should provide an important source of data, both about researchers' experiences with sharing data and in the outcomes of creating large, synthesized pools of data (Perrino et al., 2013) . As of this writing, the study is still underway, but we hope that the outcomes and the experiences of participants are well documented. An ambitious plan to measure the impact of open practices on careers has just been launched through funding by the National Science Foundation as a collaboration between University of California Irvine and the Open Science Framework (OSF), a platform for open science with roots in Psychology (reported in McKiernan et al., 2016) . In this study, groups of students will be trained in the use of the OSF and open science, and their career outcomes will be tracked relative to those receiving more traditional training. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Whose Data Are They?
At the heart of many arguments around data sharing is the relationship between data, scientists and a scientific work. Are data truly disposable, or merely "a supplement to the written record of science" (Wallis, Rolando, & Borgman, 2013, p. 2)? Are they private property (i.e., part of the research assets assembled over time by individual laboratories)? Or, are data an integral part of a research paper, along with the introduction, materials and methods, results and discussion? Can a data set be something more-a work of scholarship in its own right, reflecting the ingenuity and skills of those who designed the study and were able to carry out the sometimes arduous and lengthy process of data collection? Data sets should, in that case, be treated on par with narrative works and be viewed as publications in their own right. When analysis of these published data leads to discovery, they would be cited, acknowledged and rewarded alongside with making the discovery. Reuse of data is therefore celebrated rather than decried (Longo & Drazen, 2016) .
Depending on whether one views data as proprietary research resources or as part of the integral output of a research study, data policies and arguments for and against sharing take on a different flavor. If data are just another research resource accrued and assembled by the researcher at great expense and effort, then they are owned by the researcher, who may be required to share them if requested. Indeed, the APA ethical guidelines explicitly state that the psychologist should ". . . not withhold the data on which their conclusions are based from other competent professionals who seek to verify the substantive claims through reanalysis . . ." (American Psychological Association, 2010), although few mechanisms exist to track compliance with these requests (Vanpaemel, Vermorgen, Deriemaecker, & Storms, 2015) . Within a publication, such sharing is generally acknowledged along the lines of "We are grateful to Professor X for supplying the data used to produce this study" but not formally cited. Those who receive the data are not free to redistribute them or post modified versions without explicit permission. The producers may even expect compensation for the direct expense of generating a usable copy of their data (Vanpaemel et al., 2015) . If researchers give up sole access to the data they collected, compromises such as embargo periods enable the original researchers time to fully exploit their data before others make free use of it. It also makes sense to release data under a license that restricts use of the data without special permission (i.e., no commercial use).
If, on the other hand, data are viewed as not a resource but as an integral part of a research study, "a manifest of our intellectual output" (Brembs, 2014) , then do such practices make sense? If authors asked to publish only an abstract, introduction, and discussion and embargo the results for 2 years so that they could conduct the follow-up studies, would that be acceptable? Would we require anyone who reads the paper to contact the author if they intended to try to replicate it? Would we forbid anyone to use the results contained within the paper for other studies or let them use the results only if they do not publish on them? Would we require approval from an editorial review board to use the results and then only for 12 months? Of course not. Scientists are expected to publish their intellectual output. We expect that scientists will include the results and provide the evidence on which these results rest. We would expect others to point out flaws in our data, just as they do our results and arguments. We would expect that people would try to build from what we had published and derive new insights. And, we would celebrate the citations of our data and code just as we prize the citations of our papers as a measure of our impact. Our published data become part of the "shoulders of giants" on which others stand.
Incentives for Data Publishing
In discussions of data publishing, the benefits are often couched in terms of benefits to science and society, while the downsides are often framed in terms of negative impacts on the data producer. Thus, there is increasing recognition that data publishing must be rewarded or at least recognized. The National Institute of Health is investing in the creation of a data discovery system akin to Pub Med for discovering and reusing data sets (datamed.org). The NSF now allows data sets and code to be listed alongside articles in a CV. The Association for Psychological Science has adopted the use of Open Science Foundation badges in its journal Psychological Science to recognize authors who share their data and materials (Eich, 2014) According to analyses, display of these badges is correlated with significantly increased sharing of data (Kidwell et al., 2016; Lindsay, 2017) . For an example of badges, see Farmer, Baron-Cohen, and Skylark, 2017. Piwowar (Piwowar & Vision, 2013) first identified a significant increase in citations to papers that made data available for reuse, which has since been replicated in other domains (see McKiernan et al., 2016) .
Efforts are also underway to encourage authors to share their data by tapping into the current paper-based reward system. The APA open journal, Archives of Scientific Psychology, has as a policy that reusers of data offer the collectors coauthorship on a paper (Cooper, & VandenBos, 2013) . New types of journals and article types specifically for making data available are coming into existence. Socalled data journals and data papers differ from regular research reports in that they are based on the rich description and curation of a data set rather than analysis of it; for example, Yu et al., (2017) . Data papers require that the data be deposited in an approved repository and offered under an open license and sometimes that additional data standards This document is copyrighted by the American Psychological Association or one of its allied publishers.
be enforced. Examples of data journals include the Journal of Open Psychology Data, Nature Scientific Data, and GigaScience, but many traditional journals also accept data papers (e.g., Brain and Behavior). Both the data and the publication are indexed by citation indexes. Many publishers are adopting more formal systems for data citation data sets so that they are cited the same way as articles (Altman & Crosas, 2014 ). In our current publishing system, authors adopt a variety of styles for referencing data when they are reused, from accession numbers, to URL's, to citing a paper associated with the data set. Some journals set aside a special section on data use which contain lists of data sets and other resources. However, these practices make it difficult to track when and where data are cited (Read et al., 2015) . A formal citation system assigns credit for the reuse of data and establishes links to the evidence on which claims are based while providing the means for tracking and therefore measuring impact of data reuse. Citations to data sets would look like citations to articles, with a standard set of metadata, and would appear in the reference list. With the ability to list published data sets on a scientific CV, cite them within published articles, and search for them via tools like DataMed, data would finally take their place as a primary product of scholarship.
But besides funder mandates and credit for published data, are there other more immediate benefits that accrue to those who publish their data?
Better Data Management
Studies on the availability of research data in psychology and other fields note that many labs were unable to comply with requests for data simply because they no longer could access the data themselves (Vanpaemel et al., 2015) . Whether the data were inadvertently lost with system failures, in an outdated format, could not be located, or were impenetrable to human understanding because the graduate student or postdoc left the laboratory, many labs are plagued by poor data management practices. The difference between searching across file systems, floppy disks or the lab notebooks of previous students and lab employees for data versus a simple query to an online data repository represents an enormous cost savings. Platforms like the Open Science Framework, Zenodo, GitHub, and Figshare provide tools to help researchers manage their data from project inception, which makes it easier to release data to the public when it is ready. Textbooks, such as Cooper, (2016), directly demonstrate and train graduate students and early career professionals how to efficiently and effectively input, code, and manage data as part of the ethical component to the research enterprise.
Better Data
Taking the premise that no scientist wants to be sloppy, but errors do occur, both research (Wicherts, Bakker, Molenaar, Rouder, & Iverson, 2011) and anecdotal evidence from scientists (e.g., Rouder, 2015) indicate that knowing that data will become available tends to make researchers more careful with their data. Mistakes and errors can be costly, and so being forced to pay attention to the integrity and documentation of the data from the outset can potentially lead to significant returns later on.
Establishing Trust
The experience of the spinal cord injury community highlights the importance of shared data in establishing trustworthiness in domains where reproducibility of results is, or is perceived to be, a problem. With the recent well publicized results of the Reproducibility Project, psychology got a lot of bad press about the low level of reproducibility and questionable research practices (Vanpaemel et al., 2015) . Such bad press can lead to a crisis in confidence in the integrity and reliability of a field, and potentially harm all those who are associated with a discipline, particularly young scientists starting out (Kahneman, 2012) . As experienced by the SCI community, making the data available signals transparency and trust in the process of selfcorrection in science.
Are Psychologists Publishing Their Data?
In response to the promise of open data in other fields and funder mandates, the APA Publications and Communications Board convened two task forces in 2011-2012 that recommended that the APA journals program adopt more open data policies that emphasize proper data management in the laboratory and the publishing of data in suitable repositories.
3 To move these recommendations into practice, the APA launched the Archives of Scientific Psychology, "an open methodology, collaborative data sharing, open access journal" (Cooper & VandenBos, 2013) . Data associated with these publications is deposited in the Interuniversity Consortium for Political and Social Research (ICPSR) data repository. However, reuse of these data currently requires approval from the Archives Review Committee for the APA, and is granted for 12 months only (Data Sharing Policies, Archives of Scientific Psychology). Perhaps 3 Harris Cooper, Mark Applebaum, and Gary VandenBos were actively involved in urging the P&C Board to establish the first and second P&C Board Data Sharing Task Forces. They also played a key role in encouraging the APA Board of Scientific Affairs to undertake an independent analysis of the role and need for data sharing initiatives in psychology. Harris Cooper and Gary VandenBos proposed the concept of the Archives of Scientific Psychology to the P&C Board, and they were later invited to become the Founding Editors. This document is copyrighted by the American Psychological Association or one of its allied publishers.
because of the strict policies on data sharing, uptake of the journal has been rather modest, with only 30 articles published to date (http://psycnet.apa.org/PsycARTICLES/journal/arc/5/ 2). More recently, the APA Board of Scientific Affairs convened a Working Group on Data Sharing, which produced a report supporting such initiatives (BSA, 2015a), although no formal governance-wide policy on data sharing has been approved as overall APA policy. Psychological Science has also recently introduced policies to make it easier for reviewers to access data and is strongly encouraging authors to make their data available (Lindsay, 2017) . Tenopir and colleagues as part of the NSF-funded Data One project surveyed scientists' attitudes and practices regarding data sharing in 2011 and again in 2015 (Tenopir et al., 2011; Tenopir et al., 2015) . Their samples included social scientists, including psychologists. In their 2015 follow-up, psychologists were among the most negative about data sharing, with 30% of respondents indicating that data should not be shared, although the sample was small (21 respondents in the follow up study). Nevertheless, evidence that voluntary sharing of data is occurring is available. The APA, which publishes 92 journals, began in 2003 to allow authors to voluntarily add supplemental files of stimulus material, data sets, and program to the digital version of their journal articles. By mid-2016, there were a total of 3,363 articles in the PsycARTICLES database with attached supplemental files. The use of supplemental files has increased each year since the introduction of this feature, which reached its peak in 2016 with 808 supplemental files being added. Among the total pool, one out of 10 supplemental files is a dataset. The APA abstract database, PsycINFO, contains another 1,622 additional records that link to articles in non-APA journals which include data sets.
Both the studies of Tenopir (Tenopir et al., 2015) and Vanpaemel and colleagues (Vanpaemel et al., 2015) indicate that routine deposition of data within a public data repository is currently far from the norm in psychology. In the Vanpaemel study, which requested data from over 300 recent papers in psychology, only four authors pointed them to data in public repositories. However, a search across public databases for "psychology" returns several thousand data sets (Table 1) . One psychologist, Rouder (2015) , makes his data "born open" through a computational pipeline that automatically uploads all data generated in the lab to a public repository. Thus, both through supplemental materials and deposition in repositories, these statistics reflect a small but growing willingness for some psychologists to release their data publicly.
Best Practices in Data Sharing
Whether or not psychology as a field fully embraces data sharing at this time, scholarship continues to transition to digital and the trend with funder and journal mandates is toward greater transparency and sharing (Gewin, 2016) . Communities' attitudes toward data sharing change over time (Tenopir et al., 2015) . For example, the neuroimaging community objected vociferously to making MRI data available in 2002, but now is characterized by many public data sets and specialized repositories (Poline et al., 2012) . Therefore, for the remainder of this article, we focus less on the why and more on the how. What are the best practices for publishing research data and what are practical steps to achieve them? It is interesting to note that the astronomy community, which is characterized by large, shared pools of data via several large repositories and a very positive attitude toward data sharing (Tenopir et al., 2015) , also is unaware of best practices for sharing their personal data sets (Pepe, Goodman, Muench, Crosas, & Erdmann, 2014) . Many of the recommendations and issues for sharing data effectively will be the same whether data are viewed as a research resource or a research product, but data as a research product entails additional levels of attention, much as Note. Unless indicated, the repositories were searched through their on-line user interface for the term "psychology." For mixed repositories that house more than just data sets, e.g., OSF, GitHub, we used the "data set" filter when Available. For OSF and GitHub, it was not possible to filter for data sets specifically. This document is copyrighted by the American Psychological Association or one of its allied publishers.
publishing a full research paper requires more attention than writing up notes. Recently, a lot of attention has been paid in biomedicine to the FAIR principles for data (Wilkinson et al., 2016) . FAIR stands for Findable, Accessible, Interoperable and Reusable. FAIR principles lay out a set of attributes for data to be maximally reusable, for both humans and machines (elaborated in Table 2 ). The FAIR principles give broad guidance as to how to make prepare and maintain data for sharing, but leave the precise interpretations and implementations up to individual communities (Mons et al., 2017) .
An example in the behavioral sciences of making data FAIR is the Research Domain Criteria (RDOC), an National Institute of Mental Health initiative that illustrates an important effort in data sharing, storing, and standardization in psychopathology (Sanislow et al., 2010) . RDoC is a research framework that integrates many levels of information (from genomics to self-report) to better understand basic dimensions of functioning underlying the full range of human behavior from normal to abnormal. The initiative's goal is to "devise a system for identifying and integrating constructs for disordered cognitive, neural, genetic, or epigenetic processes that hold particular promise to [explain] psychiatric symptoms" (Sanislow et al., 2010, p. 633) .
The RDoCdb provides the research community a data repository for the harmonization and sharing of research data related to this initiative, and also accepts and shares human subjects data related to all fields of mental health research. The RDOC initiative delivers FAIR data; the infrastructure allows data sets to be Findable because it assigns unique identifiers to the data sets, data and metadata are indexed in a searchable database and, throughout the design of the RDOC infrastructure there is a rich metadata and data management layer. It is Accessible because data and metadata are retrievable by the identifier over a standard communication protocol, and the standards themselves are open and available. It is Interoperable because data and metadata are represented in a formal, accessible, and shared language, and it includes references to other data. RDOC data are also Reusable because they have a clear data usage policy addressing both technical and legal aspects; data and metadata elements are the result of a community agreement and data have well defined provenance.
Practical Steps Toward FAIR
As is evident from the elements involved in RDoC, creating a data ecosystem and making data fully FAIR requires significant effort and components such as open instruments, formats, and vocabularies. Components like CDEs and minimal information models also play a role. It requires sufficient resources-funds, personnel, and tools-for researchers to prepare FAIR data, even at the most basic level. And, as outlined in Figure 1 , it requires that we not just devote The requirements for interoperability depend largely on the implementation of standards for both representing the data (e.g., common data formats and elements, but also the metadata, in the form of controlled vocabularies or ontologies). However, if these standards are not free to use or are in proprietary formats, then interoperability is similarly impacted.
I2. (Meta)data use vocabularies that follow FAIR principles I3. (Meta)data include qualified references to other (meta)data Reusable R1. (Meta)data are richly described with a plurality of accurate and relevant attributes Reusability encompasses both the provision of sufficient metadata to make the data understandable to a human, and the licensing conditions under which the data are made available. Failure to provide clear licenses is a major impediment to re-use of the data because the legal rights to reuse data are not made explicit (Carrol et al., 2015) . Note. We list the FAIR principles in Column 1 and the details that inhere in them according to Wilkinson et al. (2015) in Column 2. Many of these are directed towards a more technical audience. Therefore, in Column 3, we provide some discussion of what FAIR means from a more human-centered perspective. This document is copyrighted by the American Psychological Association or one of its allied publishers.
attention to the data set itself, but to the processes that led to the creation of the data, specifically, the methods and protocols. Achieving the envisioned level of interoperability and reusability is currently beyond reach for many fields at this stage (Wilkinson et al., 2016) . But many reasonable steps that can be taken by researchers right now to improve access to data are outlined in a recent editorial by Lindsey (2017). The simplest and most effective mechanism for publishing data is to deposit data in a qualified data repository (Gewin, 2016; Nosek et al., 2015; Roche et al., 2014; White et al., 2013) . Qualified data repositories ensure long term maintenance of the data, generally enforce community standards, and handle things like obtaining an identifier, maintaining a landing page with appropriate descriptive metadata, and providing programmatic access. Analysis of "link rot"; that is URLs that are broken, within published papers indicate that links to data in repositories are more stable than to those on individual's servers (Pepe et al., 2014) . A variety of types of repositories are available, from specialized repositories developed around a specific domain (e.g., ICPSR), or data type (e.g., NITRC-IR, openfMR)I, but also general repositories that will take all domains and most data types (e.g., Figshare, Dryad, OSF, DataVerse, Zenodo; Table 3 . Many research institutions are maintaining data repositories for their researchers as well (e.g., University of California DASH).
Compared with bioinformatics, earth sciences, and neuroscience, psychology and other social and behavioral sciences have invested in relatively few open domain-specific repositories. The APA is using the ICPSR as the repository for their open journal, the Archives of Scientific Psychology. PsycTESTS and the Mental Measurements Yearbook are the go-to resource for psychology instruments, protocols and surveys, but these are not open.
But even without the advantages of specialist repositories, depositing data in any competent repository ensures that data are recoverable. In the SCI example given earlier, the data had to be meticulously gathered from laboratories, and in some cases, valuable data such as the animal care records were in danger of being destroyed. Significant time and expense had to be expended just obtaining and digitizing the data, even before the laborious process of cleaning and harmonizing the data could begin. Had the data been deposited in a repository, even as a compressed archive with minimal to no curation, the effort that went into gathering the data and amount of data lost would have been significantly less. In other words, at the most basic level, deposition in a repository makes data potentially reusable. Not without effort and cost, but if the data are gone, no amount of effort or cost will suffice. And in the age of Big Data, machine-based learning and AI, we cannot know how much curation will be necessary in the future to make data fully interoperable and reusable.
Several helpful reviews and textbooks are now available to train researchers in the proper handling and preparation of data for sharing (e.g., Cooper, 2016; Gewin, 2016; White et al., 2013) . But the essence of effective data publishing was summarized succinctly by White and colleagues (2013) :
(1) Well-documented data are easier to understand (to which we add: and generally involve a code book and well described methods and protocols);
(2) Properly formatted data are easier to use in a variety of software, (3) Data that are shared in established repositories with no or minimally restrictive licenses are easier for others to find and use.
To which we would add a fourth: Prepare to share. It is essential to plan from the inception of the study to make the data as open as possible by securing all necessary permis- This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
sions to publish the data and associated materials like protocols, and that the necessary resources are available to do any preparation work. Such plans should include ensuring appropriate IRB approvals for sharing human subjects data or other background materials like animal care records, which may belong to the university, and resolving any intellectual property concerns with your institution and colleagues before the data are collected (Carroll et al., 2015; Steneck, 2007) .
Conclusions
Whether we are talking about big data, small data, open data, or dark data, we are still very much in the early days of sharing, publishing, and reusing data. But thanks to significant investments in infrastructure for managing, hosting, and distributing research data over the past few decades, the barriers to wholesale and routine data sharing are perceived as largely cultural and no longer purely technological (Sablonniere, Auger, Sabourin, & Newton, 2012) . Best practices and guidance on how to manage data in psychology and other social and behavioral sciences, from inception to publishing, are starting to become available (Cooper, 2016) .
Yes, psychology and most of the other social and behavioral sciences have a long way to go before they fully transition to an eScience. Psychology must commit to and invest in, the necessary components of this ecosystem, including open formats, data standards, tools and ontologies. But, eScience runs on data. For most long tail data, both the means and the mechanisms for publishing of data so that they are findable and accessible are in reach. The field of psychology must make the commitment to mandate it. More journals should start implementing the Transparency and Openness Guidelines issued by the Center for Open Science (Nosek et al., 2015) , which lay out a series of requirements for moving toward data publishing.
There are still many challenges facing science as it transitions more and more of its assets to digital: long term sustainability and preservation of data, dealing with extremely large and complicated data sets, citing and publishing slices of longitudinal and dynamic data sets. Many domains are working on solutions for these (e.g., Research Data Alliance, https:// www.rd-alliance.org/data-citation-making-dynamic-data-citablewg-update.html; Honor, Haselgrove, Frazier, & Kennedy, 2016) . But some questions about the how and why of data sharing will only be answered when we have a lot of data with which to answer them. So, we believe the time is ripe to ramp up efforts in psychology to make data open, FAIR and citable.
