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Abstract
This thesis is concerned with real mirror symmetry, that is, mirror symmetry for a
Calabi-Yau 3-fold background with a D-brane on a special Lagrangian 3-cycle defined by
the real locus of an anti-holomorphic involution. More specifically, we will study real
mirror symmetry by means of compact 1-parameter Calabi-Yau hypersurfaces in weighted
projective space (at tree-level) and non-compact local P2 (at higher genus).
For the compact models, we identify mirror pairs of D-brane configurations in weighted
projective space, derive the corresponding inhomogeneous Picard-Fuchs equations, and
solve for the domainwall tensions as analytic functions over moduli space, thereby collecting
evidence for real mirror symmetry at tree-level. A major outcome of this part is the
prediction of the number of disk instantons ending on the D-brane for these models.
Further, we study real mirror symmetry at higher genus using local P2. For that, we
utilize the real topological string, that is, the topological string on a background with
O-plane and D-brane on top. In detail, we calculate topological amplitudes using three
complementary techniques. In the A-model, we refine localization on the moduli space
of maps with respect to the torus action preserved by the anti-holomorphic involution.
This leads to a computation of open and unoriented Gromov-Witten invariants that can
be applied to any toric Calabi-Yau with involution. We then show that the full topological
string amplitudes can be reproduced within the topological vertex formalism. Especially,
we obtain the real topological vertex with trivial fixed leg. Finally, we verify that the same
results arise in the B-model from the extended holomorphic anomaly equations, together
with appropriate boundary conditions, thereby establishing local real mirror symmetry at
higher genus. Significant outcomes of this part are the derivation of real Gopakumar-Vafa
invariants at high Euler number and degree for local P2 and the discovery of a new kind of
“gap” structure of the closed and unoriented topological amplitudes at the conifold point
in moduli space.
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Part I
Overview
Chapter 1
Introduction
1.1 Motivation
During the last century, two complementary, but fundamentally different theories describ-
ing very successfully particular corners of the physical world emerged. Namely, Einstein’s
general relativity and quantum field theory (to which we will sometimes refer to just as
QFT). Over the time, both theories have passed many experimental tests to very high ac-
curacy and nowadays there is no doubt that at least in certain regions of parameter space
these theories form the framework to describe the fundamental laws of nature.
Einstein’s theory describes gravity, the weakest of the four fundamental forces we ob-
serve, by promoting space-time, more precisely the metric, to be a dynamical field itself
with equations of motion given by Einstein’s field equations (which reduce to Newton’s
law of gravity in an appropriate approximation). Roughly speaking, the major conceptual
idea behind Einstein’s theory is that matter (=energy) backreacts on the geometry in a
way that it curves the surrounding space-time. The force of gravity we observe is in this
sense just an artifact of a non-trivial space-time geometry.
However, general relativity starts to break down for large curvatures, respectively strong
gravitational fields. Perhaps the most impressive example being the formation of black
holes. The pure existence of these singularities in the classical theory points towards
the existence of a more complete fundamental theory which remains valid even at strong
curvature and for which general relativity constitutes only an effective description.
Quantum field theory, on the other hand, is the framework in which to describe the re-
maining three fundamental forces we observe, that is the strong, weak, and electro-magnetic
interactions. As the name suggests, it is intrinsically quantum, that means quantum me-
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chanics forms its conceptual foundation. Here, the basic idea behind is that the forces
are mediated via the exchange of specific particles, more precisely field quanta. These are
the gluons for the strong interaction, the W and Z bosons for the weak interaction and
the photon for the electro-magnetic interaction. All three interactions are summarized in
the so-called Standard Model, a gauge theory with gauge group SU(3) × SU(2) × U(1).
Up to some minor issues, like for example the still to be observed Higgs-field, responsible
for the generation of the gauge boson masses via spontaneous symmetry breaking (how-
ever expected to be discovered at latest with the next generation of particle accelerators),
and non-vanishing Neutrino masses (pointing towards a slight extension of the Standard
Model), all predictions made by the Standard Model have been verified with excellent
accuracy.
However, there are many indications that the Standard Model is again only an effective
theory which has to be replaced at high energies by some more fundamental underlying
theory. Besides more aesthetical reasons, like for example the many parameters one needs
to put in by hand or, more specifically, the hierarchy and naturalness problems, the whole
process of regularization and renormalization needed to make sense of loop amplitudes
(by introducing an ultra-violett (for short UV) cutoff) points towards the existence of a
more complete theory which is effectively described by the Standard Model at low energies.
The more aesthetical open questions in the Standard Model might be (at least partially)
answered by a grand unified theory (practically meaning the embedding of the Standard
Model gauge group into some bigger gauge group, for example into SU(5)) or some kind of
supersymmetric extension thereof (usually, however, the many parameter problem becomes
even worse with supersymmetry). Besides phenomenological reasons, like for example the
prediction of gauge coupling unification, supersymmetric theories are appealing because
they are usually better behaved in the UV. However, even with supersymmetry, in general
quantum field theories describing point-like particles are not UV finite. One might see the
source of the divergences in the fact that in such theories interactions are localized at points
in space-time, and thus they can not be avoided as long as one stays in this formalism.
The upshot is, that it is more than evident that both, general relativity and quantum
field theory (i.e., the Standard Model) are just effective theories approximately describing
a more fundamental underlying theory. The best hope one might have is that both theories
are an effective description of a single underlying theory, albeit describing different aspects
of it. The existence of a single underlying theory, unifying general relativity and quantum
field theory, is not obvious at all but not totally un-expectable. In order to make this a
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bit more precise, recall that general relativity is a purely classical field theory, valid for
weakly curved space-time. In the regime of quantum physics, space-time is locally flat
and gravity negligible. On the other hand, in the large scale domain (which is naturally
weakly curved), where gravity becomes relevant, quantum effects and hence a quantization
of gravity become negligible. Only if we leave the range of validity, that is, going to strong
curvature, respectively very high energies, we should introduce some kind of quantum field
theory of gravity (which then naturally should unify with the Standard Model or some
extension thereof). However, most likely this will not be a consistent theory, because the
gravitational interaction becomes too divergent in this regime. Rather, a new theory needs
to be introduced, which reconciles the interactions in a unified, intrinsically UV finite,
framework.
Luckily, we already have a promising framework at hand into which such a theory might
fit. Namely, (super) string theories, about which we will say a bit more in the next section.
However, before doing that, let us conclude this motivation by saying some words on why
it is interesting at all to look for such a theory, besides pure intellectual curiosity.
From a high energy experimental physicist’s point of view, the question for such a
unified theory incorporating quantum gravity might at first look very irrelevant, since on
the one hand, gravity becomes strong at the Planck scale, which is far out of reach of
any (foreseeable) accelerator experiment, and on the other hand, it seems more likely that
many of the immediate questions left open by the Standard Model will be answered by an
extension (UV completion) thereof in terms of an ordinary quantum field theory. However,
one should always keep in mind that nothing is set in stone as long as we haven’t probed
higher energy scales via experiment. The underlying assumptions for the large separation
of scales used in this argument are in fact quite conservative. For example, there are
theoretical ideas in terms of extra-dimensional theories, which allow to lower the scale at
which gravity becomes strong to scales accessible by future accelerator technology. So it
might be that already at (soon) observable energy scales something interesting happens
which calls for a theory of quantum gravity to be fully explained.
Whereas it is very likely that we can still make a lot of progress in physics beyond
the Standard Model without a full fledged unified theory, the question of a theory of
quantum gravity becomes more pressing if we want to understand better the physics of
the (very) early universe or black hole physics. These are systems in extreme conditions,
in the sense that we are at very high energies, respectively strongly curved space-time,
where, as outlined before, the conventional physical theories start to break down and a
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new formulation is needed. Turning things around, if at all, most likely experimental
evidence or constraints on a unified theory might come from (indirect) cosmological or
astrophysical observations.
Finally, one should also keep in mind that the quest for such a theory, especially research
in string theory, is a trigger and accelerator for research in mathematics, unveiling many
unexpected relations and leading to many new and beautiful mathematical structures and
methods, which will finally find their way to applications in other (perhaps practically
more useful) scientific fields.
1.2 (Super) string theory
As mentioned in the previous section, we would like to have a UV finite theory, however
ordinary quantum field theories, describing point-like particles, intrinsically diverge due to
point-like interaction regions. Perhaps the most conservative approach to write down a
(possibly) UV finite theory would be to consider extended objects instead (the interaction
regions are then naturally spread out over space, implying a better UV behavior), but
still sticking to general principles, like for example the Hamiltonian principle, Lorentz
invariance, unitarity, etc. . In this sense, the simplest conceptual change to resolve the
UV divergence problem would be to give up the picture of point-like particles and instead
promote 1-dimensional objects (strings) to be the fundamental identities of matter (whose
length is so small that they look effectively 0-dimensional at currently achievable energies).
More concretely, a string possesses a tension T = (2πα′)−1, where α′ is the so-called
Regge-slope related to the length ls of the string via l
2
s = α
′, which constitutes the only
fundamental constant of a theory describing strings. Naturally, there is a (low-energy)
limit, i.e., α′ → 0, in which the string shrinks to a point and there we should recover an
effective description in terms of quantum field theory.
Besides the center of mass motion, strings have in comparison to point-like particles
additional degrees of freedom in terms of an infinite tower of (quantized) oscillator modes.
Different oscillation modes of a string give rise to different kinds of particles in the low-
energy limit.
Theories describing such strings as fundamental entities are called (super) string the-
ories (and the scientific field is usually referred to just as string theory). String theories
are indeed not only intrinsically UV finite, but automatically include a spin-2 particle in
their spectra, identifiable with the graviton. Hence, string theories predict gravity and are
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therefore (for this and other reasons) currently the most promising candidates for a more
fundamental theory underlying general relativity and the Standard Model.
The simplest string theory one may consider is the so-called bosonic string. Since it
does not contain fermions in its massless spectrum and is further unstable due to a tachyon,
it should be seen rather as a toy-model than as a realistic candidate for the unified theory
we are after.
In better shape are the so-called super string theories (of which there are five types
known of: Type I with SO(32) gauge group, Type IIA, Type IIB and two heterotic theories
with gauge group SO(32) and E8 × E8, respectively). These theories are intrinsically
supersymmetric and as a consequence possess space-time fermions. Further, tachyons are
not present (due to the so-called GSO projection).
The super string theories of relevance for this thesis are the two Type II theories.
Everything that follows in the remainder of this section should be thought of in this context
(albeit much of it translates one-to-one to the other theories). For completeness, we just
mention that super string theories are not the end of the story, in the sense that they are
not fundamental by themselves. In detail, the different super string theories are related
by a web of dualities (for a definition of duality, see the next section) and are expected
to constitute just effective descriptions for different aspects of a single underlying theory,
dubbed M-theory.
In order to set the stage and introduce some notations, let us briefly recall some (for
our purposes sufficient) basics of string theory (for more complete textbook treatments,
see for instance [1]). Similar to a point particle that sweeps out a worldline during time
evolution and whose classical (relativistic) action is basically equal to the length of the
wordline, a string sweeps out a 2-dimensional worldsheet, usually denoted as Σ, with clas-
sical action being proportional to the area of Σ. The action defines a classical 2-dimensional
(super-) conformal field theory, which, after quantization, becomes a 2-dimensional (super-
) conformal QFT. From the worldsheet point of view, topologically non-trivial worldsheets
correspond to interactions of strings, since such non-trivial worldsheets arise by joining and
splitting of propagating strings. Note that a string, as a 1-dimensional object, can have
two different topologies. Namely, it can be either a line or a circle, hence there are two
basic types of strings to consider. Open strings (lines) and closed strings (circles). Further,
a string can be oriented or unoriented.
The sum over all possible worldsheet topologies defines string perturbation theory,
where higher topologies are suppressed by powers of the string coupling constant gs (which,
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however, is not a fundamental constant, but rather determined by the vacuum expectation
value of the so-called dilaton field). In more detail, the worldsheets are Riemannian surfaces
classified according to their Euler number χ = 2 − 2g − h − c, where g is the genus, h
the number of boundaries (holes) and c the number of crosscaps (making a surface non-
orientable). The weighting of a surface in terms of gs is simply g
χ
s .
Roughly speaking, closed strings can be associated with the background space-time ge-
ometry (the bulk), that is, they mediate the gravitational interaction and ultimately should
(in a background independent formulation of string theory, which we, however, do not pos-
sess yet) dynamically create the space-time background it propagates in. Physically, one
might expect (or hope) that the vacuum (target-) space the string propagates in is approx-
imately flat four dimensional Minkowski space. However, this is not the case. Consistency
of the quantization of the string requires that space-time has more than four dimensions
(ten for superstring theories). Hence, string theory predicts extra dimensions, with all the
wide-ranging consequences coming with it (for one amazing possible consequence, see for
example the end of the last section)!
In order to account for this apparent mismatch with observation, one assumes that the
extra six dimensions are compact and very small (at least smaller than the length scale
accessible with currently available accelerators), as is familiar from Kaluza-Klein theory.
In the weak coupling (gs → 0) and low energy limit (α′ → 0), the (perturbative)
closed string sectors of the Type II theories are effectively described by supergravity. In
this formalism, one makes an Ansatz for the non-trivial space-time background of the form
R1,3×X, where X denotes the (internal) compact space formed by the extra six dimensions.
Consistency, in terms of preservation of (N = 2) supersymmetry, constrains X to be a
Calabi-Yau 3-fold, that is, a complex Ka¨hler manifold with vanishing first Chern class
(more general solutions are also possible if one allows for a non-trivial 3-form background).
Note that each member of the large (perhaps infinite) set of possible internal background
configurations, i.e., Calabi-Yau 3-folds, comes with additional degrees of freedom. Namely,
the choice of Ka¨hler class (volumes), and choice of a complex structure (shape) of X.
In the effective four dimensional theory arising after Kaluza-Klein reduction of the orig-
inal theory on X, these additional degrees of freedom will be parameterized by massless
fields (moduli) in the effective action, which one ultimately needs to get rid of for phe-
nomenological consistency (usually referred to as stabilizing the moduli, a topic on which
there has been lots of progress in recent years; however, for our purposes bulk moduli
stabilization is not of concern and we refer the interested reader to [2] for a comprehensive
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review on this topic.). In detail, in Type IIA, the Ka¨hler structure is represented by h(1,1)
massless vector multiplets and the complex structure in terms of h(2,1) massless hypermul-
tiplets, while in Type IIB the role of vector and hypermultiplets are exchanged. Here, h(p,q)
denote the Hodge numbers of X (which are topological invariants).
Note that the total moduli space factorizes locally (at least at the two-derivative level)
as Mtot = MH ×MV , where MH denotes the moduli space of the hypermultiplets and
MV of the vectormultiplets. Since the dilaton field (determining the value of gs) belongs to
the hypermultiplets and can not couple to the vectormultiplets (since Mtot factorizes), we
deduce that MV does not receive any perturbative corrections in gs. Thus, in Type IIA,
the moduli space MK of the Ka¨hler structure can only receive corrections perturbative
in α′ and non-perturbative corrections, while in Type IIB, the moduli space MCS of the
complex structure is corrected only non-perturbatively.
One should note that in order to stay in the supergravity approximation, not only the
overall volume of X, but also the volumes of all cycles therein need to be relatively large in
comparison to ls. The reason for this is that with decreasing volumes of cycles, quantum
corrections (for example in Type IIA due to non-perturbative worldsheet instantons) be-
come stronger and start to blur classical notions of geometry until finally near ls, classical
concepts totally break down and have to be replaced by some sort of stringy geometry.
Open strings perturbatively describe Dp-branes, i.e., (p + 1) dimensional subspaces of
space-time where they can end on (often we will suppress the p and just say D-branes).
However, despite this perturbative description in terms of open strings, one should always
keep in mind that Dp-branes themselves are dynamical objects which intrinsically are of
non-perturbative nature.
The massless open string spectrum contains a U(1) gauge field, which can be thought
of as living on the respective D-brane. If multiple, say N , D-branes overlap, the massless
open string spectrum gives rise to a non-abelian U(N). In addition, the spectrum contains
a set of complex scalars, which parameterize the normal degrees of freedom of the D-brane
i.e., the D-brane moduli (in some cases the normal directions need to be complexified, for
example via Wilson-lines in the case of D6-branes).
In the supergravity approximation, D-branes can be seen as wrapped over cycles of
X and give rise to supersymmetric gauge theories in the low-energy limit (under certain
conditions on the cycles, i.e., the D-brane needs to be a 1
2
-BPS state in the bulk theory).
From the low-energy effective theory point of view, D-branes are sources for certain
Ramond-Ramond (for short RR) fields of the (low-energy) bulk theory. From Gauss law
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we infer that their total charge (with compact support) needs to cancel. Since D-branes are
always positively charged, we can either introduce none of them in a compact background,
or we need some other negatively charged objects. From a string theoretic point of view,
one can see the requirement of charge cancellation in the low-energy theory as reminiscent
of cancellation of tadpoles in string loop amplitudes (therefore one usually refers to charge
cancellation also as tadpole cancellation). The prototypical example is given by the total
1-loop amplitude in Type I theory (that is the sum of torus, Klein-bottle, annulus and
Mo¨bius-strip). In detail, while the torus amplitude is itself intrinsically UV finite, the
remaining amplitudes are only finite as sum, with a specific choice of number of D9-branes
and sign in the Mo¨bius-strip amplitude, explaining the famous SO(32) group for Type I
strings mentioned above.
The Type I example immediately tells us how to find the negatively charged objects
to chancel the D-brane charge. Namely, instead of considering a purely oriented theory,
we need to consider in addition an unoriented sector. For that, we perform a so-called
orientifold projection of the Type II theories, that is, we mod out by I ◦ P , where P
denotes worldsheet orientation reversal and I is an involutive symmetry of the target space
X (that means, we project to states invariant under the combined action of P and I). Note
that this introduces open strings in the Type II theories as well, which are otherwise only
theories of closed strings. For Type IIB, the involution I needs to be holomorphic, while
for Type IIA anti-holomorphic. The fixed-point locus in X under the action of I defines an
orientifold plane (for short Op-plane, where p denotes the dimensionality). These planes
are not dynamical (at least at weak coupling), however, they are sources for RR-fields and
constitute the negatively charged objects we are looking for.
To be more explicit, let us stick in the following to the Type IIA theory. Note that
the Type IIA string supports only even dimensional D-branes (while the Type IIB string
only odd dimensional ones, wrapped on holomorphic cycles). For a space-time filling
D6-brane (which is wrapped on a 3-cycle of X), the 1
2
-BPS supersymmetry condition is
that the wrapped 3-cycle is special Lagrangian (for short sLag). In physical terms, the
Lagrangian property tells us that the D6-brane can only host a flat U(1) bundle, while
special means that the D6-brane needs to minimize its volume. Note that for general
X, the only systematic construction of sLag cycles is in terms of fixed-point loci of anti-
holomorphic involutions.
For an appropriate choice of wrapped cycles, different D-branes may intersect. The
strings spanned between two different D-branes (actually the strings are localized to the
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intersection area) give rise to chiral matter charged under the respective gauge groups.
Thus, the open string sector possesses all necessary ingredients for the Standard Model,
and one might hope that one can engineer it in the effective theory via a suitable choice
of D-brane setup. However, despite a lot of effort, so far this hope has not been fully
materialized. Besides some more down to earth problems like unwanted (exotic) matter
or unrealistic couplings, there are as well some deeper unsolved conceptual issues, like for
example gauge coupling unification or breaking of supersymmetry.
Time has to show if one can overcome these issues, or if other approaches to perform
model building in string theory, like for example the recent F-theory attempts, are more
promising.
However, one should always keep in mind, that so far model building in Type II theories
is limited to a very small region (presumably of measure zero) in the full space of possible
solutions (usually referred to as landscape). In detail, technical limitations constrain the
accessible part to the weakly coupled region and either to special points in moduli space of
X where an explicit worldsheet CFT description is available (for instance orbifold points)
or to regions with large radii X where the supergravity approximation is applicable and
classical notions like D-branes wrapping cycles, etc., apply.
Hopefully, some of the model building issues mentioned above might be resolved via
models sitting deeper in moduli space (for which recent F-theory developments indeed give
some hints to). Thus, it would be very desirable to develop technologies to enter this
regime.
The motivation and aim of this thesis is, however, not directly concerned with extending
Type II model building perspectives (although it certainly does provide new insights for
that), but rather to understand better the notion of quantum, respectively stringy geome-
try, that is, how classical geometric notions are modified due to non-perturbative quantum
corrections. In this thesis, we focus on one specific sector of quantum effects, namely
worldsheet instantons. Basically, a worldsheet instanton is a worldsheet wrapped over an
element of H2(X,Z) (or an appropriate generalization thereof for open string worldsheets,
i.e., relative homology groups). Mathematically, the worldsheet instantons correspond to
maps from the string worldsheet (at tree-level a sphere for the closed string and a disk
for the open string) into X. Hence, determining them amounts to count all those maps
appropriately, which forms a mathematically non-trivial problem in enumerative geometry
(for certain types of backgrounds, there are however mathematical techniques to explicitly
calculate them, see chapter 7).
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The physicist’s tool to study/determine these wordsheet instanton corrections is mirror
symmetry and the topological string, as we will outline in the next section.
1.3 Mirror symmetry
Perhaps the simplest example of a duality in super string theory is T-duality, which played
a major role in uncovering the web of dualities between the superstring theories mentioned
in the last section. Especially, T-duality is the equivalence of Type IIA string theory com-
pactified on a circle of radius R with Type IIB on a circle of radius 1/R (or vice versa).
Generally, the term duality stands for a non-trivial equivalence of seemingly different physi-
cal theories. Some dualities may even relate theories which are in the deep quantum regime
to pure classical ones. Thus, dualities may open up regions in parameter space of some
theories, which have not been accessible before. Albeit not of relevance for our purposes,
Maldacena’s AdS/CFT correspondence is nowadays perhaps the most known example of
such a duality (with overwhelming evidence, but still unproven). In detail, Maldacena’s
original conjecture is the equivalence of Type IIB supergravity on AdS5×S5 and (strongly
coupled) N = 4 super (conformal) Yang-Mills.
The duality that forms the underlying conceptual core of this thesis, is mirror symmetry
(for textbook level introductions, see for instance [3]). It conjectures that for every Calabi-
Yau 3-fold, X, there exists a different (“mirror”) Calabi-Yau 3-fold, Y , such that Type IIB
compactified on the one, is equivalent to Type IIA on the other (if the Strominger-Yau-
Zaslow conjecture is true, i.e., that one can see every Calabi-Yau 3-fold as a T3 fibration,
mirror symmetry may actually boil down to T-duality). Especially, the cohomology di-
mensions of X and Y are related via h
(p,q)
X = h
(3−p,q)
Y , i.e., via a diagonal reflection of the
Hodge diamond. Thus, the Ka¨hler structure of X is swapped with the complex structure
of Y (cf. previous section) and vice versa.
As a side remark, one should note that while the statement of mirror symmetry seems
to be generally true, there are some subtle cases like rigid manifolds for which there is no
obvious geometric mirror, but rather the mirror is expected to be given by some kind of
non-geometric compactification, of which (presumably) there is only a CFT description
available.
Recall from the previous discussion that in Type IIA on X the Ka¨hler moduli space
MK (parameterizing the volumes of cycles) is corrected only perturbatively in α′ and non-
perturbatively, especially by worldsheet instantons (wrapped on elements of H2(X,Z)).
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Under mirror symmetry, MK is identified with MCS of Type IIB on Y which is corrected
only non-perturbatively. However, under mirror symmetry, the even homology of X gets
mapped to H3(Y,Z), and since there are no D2-branes in Type IIB, there are no corre-
sponding non-perturbative corrections and the classical moduli space is exact! Thus, using
mirror symmetry, we can determine the effect worldsheet instantons have on the geometry.
To be more explicit, in terms of the period integrals (which one may view as quantum
volumes), the statement of (closed string) mirror symmetry can be summarized in a single
equation:
IIB on Y IIA on X
Πα =
∫
Γα
Ω =
∫
Γ
(2k)
i
(∧J (1,1))k + n.p.
∼ (ln za)k +O(z) ∼ tki +O(e−t) ,
(1.1)
where Πα stands for the period integral, Γ
(2k)
i is a 2k-cycle of X, Γα a 3-cycle of Y , J
denotes the Ka¨hler form of X, t the Ka¨hler parameters of X, Ω the unique holomorphic 3-
form of Y , z the complex structure parameter of Y and n.p. stands for the non-perturbative
corrections in terms of worldsheet instantons.
Especially, for k = 1, this equation includes the map between the Ka¨hler moduli of X
and the complex structure moduli of Y, the so-called mirror map. Note that the Ka¨hler
parameters ti determine flat-coordinates of the complex structure moduli space of Y , i.e.,
the coordinates za(ti) are flat.
For example, the periods Πα form the building block out of which the N = 2 prepoten-
tial F (0) can be constructed, which encodes the gauge coupling and the Ka¨hler potential in
the four-dimensional low-energy effective space-time theory. In the Type IIB side, F (0)(z)
can be calculated exactly. Especially, the periods Πα(z) fulfill a system of (higher or-
der) differential equations, usually called Picard-Fuchs system (as one easily infers from
variation of the Hodge structure, see for instance [4] for a short introduction to this topic),
LaΠα(z) = 0 , (1.2)
where La are the Picard-Fuchs (differential-) operators with a ∈ {1, . . . , h(1,1)X }, allowing
for a straight forward computation of Πα(z).
Having obtained the periods, we can express the prepotential in terms of the Type IIA
Ka¨hler parameters via the mirror map and extract the (tree-level) worldsheet instanton
contributions, that is, the number of maps P1 → X.
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The upshot is, using mirror symmetry, we can extract the quantum corrections in the
Type IIA theory from a purely classical computation in Type IIB.
1.4 Overview and outline
The consideration so far was purely in terms of the bulk, i.e., pure closed string, sector.
However, as outlined in section 1.2, the Type II models of interest possess in addition an
open and unoriented sector. Whereas mirror symmetry for the pure bulk theory has been
studied very extensively over the years and is nowadays well established and understood,
mirror symmetry including D-branes in contrast is still very elusive, especially on compact
backgrounds. However, important progress has been made in recent years.
The inclusion of D-branes breaks the bulk N = 2 supersymmetry down to N = 1 and
the quantity of interest becomes the space-time superpotential W of the D-brane gauge
theory, which is generally a holomorphic function of the closed and open string moduli.
Recall from section 1.2 that the open string moduli parameterize the possible deformations
of the D-brane embedding inside X. Especially, we are interested in Type IIA D-branes,
which we will also refer to as A-type branes. The possible deformations are counted by
the first Betti number of L, i.e., b1(L), where L denotes the (sLag) cycle wrapped by the
(A-type) D-brane.
If we for example take a D-brane with a single open string modulus u, the supersym-
metric vacua of the D-brane theory sitting at two different points, say at u1 and u2, are
expected to be separated by a domainwall, whose tension T is given by
T =W(u2)−W(u1) . (1.3)
If u is a modulus and hence a flat-direction of the superpotential, we have that T = 0.
However, generally, for A-type D-branes the deformations are obstructed by quantum
effects, which is reflected in a non-vanishing T . In other words, the classical geometry gets
replaced by some sort of quantum geometry which possesses less degrees of freedom. Thus,
in order to stabilize the D-brane moduli (to obtain a phenomenologically viable model), it
is very important to quantify such quantum effects.
Especially, in the open string sector we have (non-perturbative) worldsheet instantons
with the topology of a disk, where the boundary is located on the D-branes. For a single
D-brane, these are counted by all maps f : D → X, with f(∂D) on L ⊂ X (where D
stands for a disk), i.e., with image in the relative homology group H2(X,L;Z).
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Intuitively, it is clear why disk instantons lift (at least some) of the open string moduli.
The reason is simply that the worldsheet energetically prefers to minimize its volume,
that is, prefers a representative in the relative homology group with this property and, if
possible, the D-brane adjusts accordingly.
In (toric) non-compact models, it has been known already for some time how to de-
termine exactly the disk instanton contributions to the domainwall tension, respectively
superpotential for a specific class of branes, namely toric branes. As in the pure closed
string case, mirror symmetry plays a major role, since the statement of open string mirror
symmetry translates the computation of T to a purely classical computation on the mir-
ror B-side. More specifically, the mirror D-branes are D5-branes wrapped on holomorphic
curves, denoted as C (whose explicit parameterization is easy to deduce for toric branes in
local models), and the computation of T boils down to dimensional reduction of Witten’s
holomorphic Chern-Simons functional on the D5-branes, which just yields Abel-Jakobi
type integrals evaluated on 3-chains Γ with boundary ∂Γ = C−C∗ (equal to the difference
of two possible positions of a D5-brane) [5], i.e., one has
T =W(C)−W(C∗) =
∫
Γ
Ω . (1.4)
As has been worked out in [6, 7], one can as well take the Hodge theoretic point of view in
this context, and derive an associated extended Picard-Fuchs system for a relative period
vector which includes in addition the superpotential/domainwall tension.
For compact geometries, however, the story is more involved. First of all, as mentioned
previously, in Type IIA, the only systematic construction of sLag 3-cycles in general X
known so far is as fixed-point loci of anti-holomorphic involutions. Therefore, for the time
being, one has to stick to D-branes on such 3-cycles, usually referred to as real branes. The
question then arises what the appropriate mirror configuration is. Since general B-type
D-branes are best described via matrix factorizations (for a nice overview, see [8]), the
question boils down to find the corresponding matrix factorization of the real brane. But
even with the mirror matrix factorization at hand, it is a priori not clear how to extract
the corresponding curves wrapped by the mirror D5-branes and what the analog of the
Chern-Simons functional should be. However, important progress has been made recently.
As pioneered by Walcher and Morrison [9] on the basis of the quintic, for a real brane
withH1(L,Z) = Z2 (hence with discrete modulus), the appropriate (mathematical) concept
(in the B-model geometry) is that of a Hodge theoretic normal function. In more detail,
from a matrix factorization one can extract algebraic curves representing the brane vacua
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via the algebraic second Chern class. If the algebraic cycle is homologically trivial, it
yields a normal function ν such that T = ν. Especially, for holomorphic curves, T reduces
to (1.4). Furthermore, one can then show that T fulfills an inhomogenous Picard-Fuchs
equation of the form
LT (z) = c√z , (1.5)
where L is the Picard-Fuchs operator of the bulk geometry, and c a normalization constant.
That T fulfills (1.5) has been argued already before by Walcher [10]. Especially, c was
determined there via monodromy considerations and localization on the moduli space of
stable maps.
Solving (1.5) and plugging in the mirror map, one obtains the quantum corrected
A-model domainwall tension, thereby establishing real mirror symmetry (that is, mirror
symmetry for the bulk plus a D-brane on the real locus).
In part II of this thesis, based on the publication [11] done in collaboration with J.
Walcher, we pick up this approach and generalize the concept of real mirror symmetry to
the remaining 1-parameter Calabi-Yau hypersurfaces (in weighted projective space). One
of the outcomes will be explicit integer numbers for disk instantons (or better BPS states)
ending on the real brane, i.e., in terms of Ooguri-Vafa invariants (see table 2.1).
So far, our considerations were purely at tree-level. However, as is clear, there will be
worldsheet instanton corrections of higher genus as well, i.e., maps of a genus g Riemannian
surface Σ(g) for the closed string, and maps of a genus g surface with h boundaries (ending
on L), denoted as Σ(g,h), into X. These corrections again possess an integer expansion, i.e.,
into Gopakumar-Vafa invariants [12, 13], respectively Ooguri-Vafa invariants [14], counting
certain BPS states (see section 9.3).
It is by now well known that the generating function counting maps Σ(g) → X is given
by the closed string topological string free energy F (g) (we postpone a basic introduction
to topological strings to chapter 9). Similarly, the open topological string free energy
F (g,h) is the generating function for counting maps Σ(g,h) → X. Thus, the quantification
of worldsheet instantons amounts to compute the topological amplitudes.
There has been a lot of progress in closed and open topological string theory in the last
couple of years. The improved understanding concerns in particular local (non-compact)
backgrounds defined by toric Calabi-Yau manifolds together with toric branes on top.
However, while many lessons were learned (for reviews see for instance [15, 16]), it has long
been unclear how they would apply to compact backgrounds, which indeed remains the
challenging case to understand in general.
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Recently, it has become clearer that there are significant qualitative distinctions between
the non-compact and compact settings. Perhaps the most dramatic additional ingredient
is a topological analogue [17] of the tadpole cancellation condition familiar from the type II
superstring. In particular, a satisfactory BPS interpretation of the topological string am-
plitudes requires that one considers topological string orientifolds, whose charge precisely
cancels that of the background D-branes (similar as for the superstring, as outlined in the
previous section). Thus, we have to consider O-planes and D-branes defined via the fixed
locus of an anti-holomorphic involution. We will refer to the resulting theory as the real
topological string, and we will investigate various aspects of it in part III of this thesis,
which is based on the publication [18] done in collaboration with J. Walcher.
Specifically, we will study the real topological string on the local Calabi-Yau manifold
given by the canonical bundle over the projective plane (local P2). Among our main findings
are several parallels both with the usual toric story, as well as with the real topological
string on a compact manifold (cf. [17]). We hope that these connections will prove useful
for both lines of investigation.
A physical motivation for the importance of the real topological string comes from con-
sidering the combined open and closed type IIA superstring with orientifold projection,
which is a well-known playground for string phenomenology (recall the short outline in the
previous section). As stated previously, the orientifold projection is the gauging of a dis-
crete symmetry I ◦P , where I is an anti-holomorphic involution of the internal background
X and P denotes parity reversal on the string world-sheet.
The world-sheets of the orientifolded theory then have general topology, in the sense
that they can be oriented or unoriented and may possess boundaries and/or cross-caps. As
is well known, one can represent these world-sheets as quotients Σˆ/σ of a closed oriented
world-sheet Σˆ by an anti-holomorphic involution σ. The equivalence class of σ determines
the topology of Σˆ/σ. In the non-perturbative (in α′) sector of such orientifolded type
IIA, one has to consider world-sheet instantons with general topology, i.e., maps from
Riemann surfaces with or without boundaries and cross-caps into target-space equipped
with involution.
This is what the real topological string is taylored for, i.e., it includes in addition
unoriented topological amplitudes capturing the unoriented maps, as will become clear in
chapter 6.
A nice property of the real topological string is that local and compact backgrounds
are more closely related (the real brane is usually non-toric in local settings), and hence
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one can learn more for the compact case from the local real case than from the usual toric
open topological string. On the other hand, some calculational techniques from the local
toric case remain applicable, as we will explain in part III of this thesis.
The main outcome of this part of the thesis is the explicit calculation of a sort of “real”
Gopakumar-Vafa invariants for the local model under consideration (listed in appendix
C). In addition, we will observe a specific gap condition at the conifold point in moduli
space, useful for the calculation of the topological amplitudes, which is expected to persist
in compact models.
1.5 How to read this thesis
As apparent from the outline above, this thesis is divided into two parts, namely Real
Mirror Symmetry and The Real Topological String. Both parts can be read more or less
independently. The first chapter of each part gives a general overview over the respective
topic and aim and summarizes the results. Thus, the first chapter constitutes the most im-
portant chapter of each part and should be read first. The remaining chapters of each part
are about more specific topics and calculations and, in principle, can be read independently
(the chapters of part II are a bit more closely bound than the ones of part III).
This thesis is mainly written for experts in the field, nevertheless, where appropriate,
some basic background material will be given, with depth varying from chapter to chapter.
The reader not familiar with basics in topological field and/or string theory, might prefer
to read first the introduction sections of chapter 9. If necessary, a more extensive and
detailed presentation of background material can be found in [3].
Part II
Real Mirror Symmetry
Chapter 2
Overview and conclusion of part II
In this part of the thesis, we study real mirror symmetry for one-parameter Calabi-Yau
hypersurfaces in weighted projective space. We identify mirror pairs of D-brane configura-
tions (chapter 3), derive the corresponding inhomogeneous Picard-Fuchs equations (chapter
4), and solve for the domainwall tensions as analytic functions over moduli space (chapter
5). Our calculations exemplify several features that had not been seen in previous work on
the quintic or local Calabi-Yau manifolds. The presentation mainly follows the author’s
publication [11].
2.1 Introduction
The Calabi-Yau hypersurfaces, X, in weighted projective space, with one-dimensional
Ka¨hler moduli space, i.e., h11(X) = 1 = h21(Y ), where Y is the mirror manifold of X,
are characterized by the five positive integer weights (ν1, . . . , ν5), such that k :=
∑
νi is
divisible by each of the νi (Gepner models), and all five mutually coprime. We will denote
k/νi =: hi. There are three models of this type (excluding the quintic) and they were con-
sidered in the early days of mirror symmetry [19, 20, 21] as the simplest class of examples
to which to extend the original computation of Candelas et al. [22] on the quintic.
The manifolds of the A-model, X(k), are hypersurfaces of degree k in weighted projective
space P4(ν1, . . . , ν5):
X(6) ⊂ P4(1, 1, 1, 1, 2) ,
X(8) ⊂ P4(1, 1, 1, 1, 4) ,
X(10) ⊂ P4(1, 1, 1, 5, 2) .
(2.1)
22 2. Overview and conclusion of part II
The corresponding mirror manifolds, Y (k), are resolutions of quotients of specific one-
parameter families of degree k hypersurfaces by the group G = Gˆ/Zk, where
Gˆ = ker
(∏
i
Zhi → Zk
)
, (2.2)
is the Greene-Plesser orbifold group.
Y (6) :
1
6
(
x61 + x
6
2 + x
6
3 + x
6
4 + 2x
3
5
)− ψx1x2x3x4x5 = 0 ,
Y (8) :
1
8
(
x81 + x
8
2 + x
8
3 + x
8
4 + 4x
2
5
)− ψx1x2x3x4x5 = 0 ,
Y (10) :
1
10
(
x101 + x
10
2 + x
10
3 + 2x
5
4 + 5x
2
5
)− ψx1x2x3x4x5 = 0 .
(2.3)
For compact Calabi-Yau manifolds, the only systematic construction of D-branes of
the A-model (Lagrangian submanifolds) is as the fixed point set of an anti-holomorphic
involution for some choice of complex structure on X(k). The Fermat point
∑
xhii = 0
in complex structure moduli space is the most convenient for comparison with boundary
conformal field theory and derivation of the mirror configurations.
The Fermat polynomial defining the A-model
5∑
i=1
xhii = 0 , (2.4)
where hi := k/νi, is invariant under anti-holomorphic involutions acting as
xi → φMii x¯i , (2.5)
where φi = e
2πiνi
k are phases with νi the weights of the ambient weighted P
4 ⊃ X(k). The
Mi are integer, but the sets (Mi) and (Mi + νi) define the same involution by projective
identification. The fixed-point loci, L
(k)
[M ], of the involutions (2.5) are special Lagrangian
submanifolds of X(k), and can be parameterized explicitly by xi = φ
Mi/2
i yi, with yi real.
When hi is odd, two involutions differing only in Mi are equivalent (though not identical)
under the global symmetry group Zhi, hence the corresponding L
(k)
[M ] are isomorphic. When
hi is even, we have to distinguish whether Mi is even or odd, which yields a sign in the
equation determining the real locus,
5∑
i=1
(−1)Miyhii = 0 . (2.6)
Again, for hi odd, Mi is equivalent to Mi + 1 by changing yi → −yi.
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When at least one hi is odd, say h5, we can solve (2.6) uniquely over the reals for y5,
and identify
L
(k)
[M ]
∼= {(y1, . . . , y4) 6= (0, 0, 0, 0)}/R∗ ∼= RP3 . (2.7)
Thus,
L
(6)
[M ]
∼= RP3, L(10)[M ] ∼= RP3 . (2.8)
for all M . The vacuum structure of a D-brane wrapped on L
(6)
[M ] or L
(10)
[M ] (think of a
D6 or D4-brane in type IIA) is therefore very similar to the quintic [10]. In detail, since
H1(RP
3,Z) = Z2, there is a discrete choice of Wilson line on the D-brane wrapping the RP
3
such that the worldvolume gauge theory will have two vacua, which we will parameterize by
the discrete modulus σ = ±1. A BPS domainwall separating the two vacua can be obtained
by wrapping a (D4 or D2-) brane on a holomorphic disk in X(k) with boundary on the non-
trivial one-cycle in RP3 and with the remaining dimensions located in space-time [10]. The
corresponding domainwall tension, which we will denote by TA, is the basic holomorphic
observable associated with the D-brane configuration. At large volume, TA clearly scales
as TA ∼ t, where t is the Ka¨hler modulus. There are then quantum corrections to TA due
to worldsheet (disk) instantons. Monodromy considerations around Im(t)→ +∞ identical
to those on the quintic (which we will review momentarily) lead us to expect an expansion1
TA = t
2
+
(1
4
+
1
2π2
∑
d odd
n˜dq
d/2
)
, (2.9)
where q ≡ exp(2πit) and n˜d are the open Gromov-Witten invariants counting holomorphic
maps from the disk to X(k) with boundary on L
(k)
[M ].
The reasoning that leads to the classical terms t/2 + 1/4 in (2.9) takes into account
that the corresponding domainwall not only changes the vacuum on the brane (σ = ±1),
but also the value of the Ramond-Ramond four and six form flux, N4 and N6, through the
corresponding cycles of the Calabi-Yau manifold. We have [10]
TA =W(N4+1,N6;+) −W(N4,N6;−) = t−
[W(N4,N6;−) −W(N4,N6;+)] , (2.10)
where W denotes the space-time superpotential. The second equality follows from the fact
that the domainwall mediating between N4 and N4 + 1 has tension equal to t. The large
volume monodromy t→ t+ 1 acts on the vacua as follows
(N4, N6; +)→ (N4, N6 +N4;−) ,
(N4, N6;−)→ (N4 + 1, N6 +N4; +) .
(2.11)
1The basic fact is the exact sequence H2(X ;Z) → H2(X,L;Z) → H1(L;Z) in which the generator of
H2(X,L;Z) ∼= Z is mapped to the non-trivial class in H1(L;Z) ∼= H2(L;Z) ∼= Z2.
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It is not hard to see that (2.9) is the only form consistent with these constraints. We
emphasize that the monodromy (2.11) as well as the “one-loop” correction 1
4
in (2.9) have
not yet been derived from first principles, i.e. couplings of D-branes to Ramond-Ramond
flux.
When all hi are even, as happens in our examples for X
(8), the topological type of L
(k)
[M ]
cannot be determined straightforwardly by the previous argument, and in fact strongly
depends on M . The problem was studied in a different context in [23]. It is not hard to
see that in the present case we have the following types
L[0,0,0,0,0] = {y81 + y82 + y83 + y84 + y25 = 0} ∼= ∅ ,
L[0,0,0,0,1] = {y81 + y82 + y83 + y84 − y25 = 0} ∼= RP3 ∪RP3 ,
L[0,0,0,1,0] = {y81 + y82 + y83 − y84 + y25 = 0} ∼= S3 ,
L[0,0,0,1,1] = {y81 + y82 + y83 − y84 − y25 = 0} ∼= (S1 × S2)/Z2 ,
L[0,0,1,1,0] = {y81 + y82 − y83 − y84 + y25 = 0} ∼= (S1 × S2)/Z′2 .
(2.12)
The distinction between the last two lines is in the action of Z2 on S
1 × S2. For [M ] =
[0, 0, 0, 1, 1], it acts by an anti-podal map on S2, and as inversion of S1. The Lagrangian
L = L[0,0,0,1,1] in this case can be thought of as an S
1 bundle over RP2, with H1(L;Z) =
Z×Z2, and H2(X,L;Z) = Z×Z. For [M ] = [0, 0, 1, 1, 0], the residual Z′2 acts by a half-shift
on the S1 and by inversion of the longitudinal direction on S2. The Lagrangian in this
case is an S2 bundle over RP1 ∼= S1, with H1(L;Z) = Z and H2(X,L;Z) = Z× Z.
In both cases, the Lagrangian contains a real one-cycle, namely the first Betti number
b1(L) = 1. As is well-known, this means that the N = 1 worldvolume theory contains a
chiral multiplet whose vev measures displacement of the Lagrangian away from its original
position at the fixed point locus, as well as the continuous Wilson line around the corre-
sponding one-cycle. As is equally well-known, this chiral multiplet is massless in the large
volume limit, but can gain a mass by worldsheet disk instantons [24] (i.e., it could be an
obstructed deformation in the mathematical language, [25]) with boundary in the corre-
sponding one-cycle. Using mirror symmetry, we can study the corresponding deformation
problem using classical methods. Preliminary computations on the objects mirror to the
above Lagrangians (see below) indicate that their modulus in fact remains massless even
away from large volume [26]. It would be interesting to find evidence for this vanishing of
worldsheet instanton contribution directly in the A-model.
Another interesting case is the second line in (2.12), L[0,0,0,0,1] ∼= RP3 ∪ RP3. Here,
H1(L;Z) = Z2 × Z2, and H2(X,L;Z) = Z × Z2. Thus, the fixed point locus actually
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Figure 2.1: Illustration of the vacua of the worldvolume gauge theory of a D6-brane on
a) L
(6)
[M ] and L
(10)
[M ] , b) on L
(8)
[0,0,0,0,1]. c) Illustration of the 4-chain Σ separating the two RP
3
components of L
(8)
[0,0,0,0,1].
consists of two components that can be wrapped independently. As we will see below, the
two components are actually homologous to each other, so that the worldvolume theory
of a D-brane in this class has four vacua, labelled by the RP3 component it is wrapped
on, and the choice of discrete Wilson line on the corresponding RP3. We will denote these
moduli by (ξ, σ), with ξ, σ = ±1.
We illustrate the corresponding domainwalls in figure 2.1b. First, we have the domain-
wall interpolating between the different Wilson lines on a fixed Lagrangian. For symmetry
reasons, the tension does not depend which RP3 component we are talking about, and will
be identical in structure to that on the quintic, X(6) and X(10), see (2.9). In addition, we
have the possibility of interpolating between the two RP3’s. This is realized geometrically
as a D-brane partially wrapped on an appropriate four-chain, as illustrated in figure 2.1c,
with remaining directions extended in space-time. On dimensional grounds, the tension
of this domainwall must scale as t2 as t → i∞. In fact, one may see that by complex
conjugation, we can complete the four-chain to a four-cycle, where a D6-brane wrapped on
this four-cycle changes the two-form flux N2 by one unit. The tension of this domainwall,
Π4, is nothing but the (quantum corrected) closed string period of the four-cycle. From
closed string mirror symmetry [22, 20], we know that Π4 has at large volume an expansion
of the form
Π4 = ∂tF = −κt
2
2
+ at+ b+
1
4π2
∑
d
N˜dq
d , (2.13)
where F is the genus zero prepotential. Here N˜d are the closed string Gromov-Witten
invariants, κ is the classical triple intersection, and b is related to the second Chern class of
the Calabi-Yau. The number a is slightly ambiguous, but can be constrained by requiring
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integrality of monodromy or by related considerations of D-brane charge quantization. For
X(8), we use the values [20]
κ = 2 , a = −3 , b = 11
6
. (2.14)
Thus, under large volume monodromy t→ t+ 1,
Π4 → Π4 + a′t+ b′ , (2.15)
where a′ = −κ = −2 and b′ = a − κ
2
= −4. We can now repeat the same steps that led
to (2.9), taking into account also the 2-form flux. We find that the only way to obtain a
consistent solution to the monodromy constraints is that t→ t+ 1 acts on the vacua by
(N2, N4, N6;−,+)→ (N2, N4 + a′N2, N6 +N4 + b′N2;−,−) ,
(N2, N4, N6;−,−)→ (N2, N4 + a′N2 + 1, N6 +N4 + b′N2;−,+) ,
(N2, N4, N6; +,+)→ (N2, N4 + a′N2 + a
′
2
, N6 +N4 + b
′N2 +
b′
2
;+,−) ,
(N2, N4, N6; +,−)→ (N2, N4 + a′N2 + a
′
2
+ 1, N6 +N4 + b
′N2 +
b′
2
;+,+) ,
(2.16)
and that with
TA =W(N2,N4+1,N6;ξ,+) −W(N2,N4,N6;ξ,−) = t−
(W(N2,N4,N6;ξ,−) −W(N2,N4,N6;ξ,+)) ,
T˜A =W(N2+1,N4,N6;−,σ) −W(N2,N4,N6;+,σ) = Π4 −
(W(N2,N4,N6;+,σ) −W(N2,N4,N6;−,σ)) ,
(2.17)
we must have an expansion of the form (2.9) for TA and
T˜A = Π4
2
, (2.18)
with no further corrections. Note that the existence of a solution, and in particular the
integrality of the monodromy of T˜A depends on the fact that a′ and b′ are even integers. In
chapter 5, we will check that the monodromies around the other singular points in moduli
space are also integral.
2.2 Outline
On the mirror side, the most convenient (and complete) description of B-type D-branes
on Y (k) is as graded, Gˆ-equivariant matrix factorizations of the hypersurface polynomial,
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W (k), viewed as Landau-Ginzburg superpotential [27]. The basic algorithm for working
out the configurations mirror to the real slices of X(k) is described in [28]. We will follow
this procedure in chapter 3, however the full matching of the vacuum structure with that
seen in the A-model is postponed to chapter 5.
In chapter 4 we then turn to the computation of more refined invariant information,
namely the tension of BPS domainwalls, or superpotential differences, between the various
brane vacua. As explained in [9], the appropriate mathematical concept is that of a Hodge
theoretic normal function. In the B-model, it can be represented geometrically as an
integral of the holomorphic three-form over a three-chain suspended between homologically
equivalent holomorphic curves. The curves representing the brane vacua of our interest
can be determined algorithmically from the matrix factorization Q via the algebraic second
Chern class. In detail, the algebraic second Chern class of this matrix factorization can be
represented by a homologically trivial codimension-2 algebraic cycle C (in other words, an
integral linear combination of holomorphic curves)
c2(Q) = [C] ∈ CH2hom(Y ) , (2.19)
which we will explicitly compute from the matrix factorization. There then exists a three-
chain Γ of boundary C, well-defined up to closed three-cycle Γc ∈ H3(Y ;Z). The domain-
wall tension is computed by the integral over Γ
TB(z) =
∫
Γ
Ωˆ(z) , (2.20)
where Ωˆ(z) is the appropriately normalized holomorphic three-form of the B-model geom-
etry (see equation (4.2)).
Explicitly, we will have relations of the form
TB(z(t))/̟0(z(t)) = TA(t) , (2.21)
where the mirror map consists of the relation z = z(t) between A- and B-model vari-
ables, and the normalization of the holomorphic three-form Ωˆ(z) → Ωˆ(z)/̟0(z). As is
well-known, this data can be obtained by solving the homogenous Picard-Fuchs equation
satisfied by the B-model periods. The Picard-Fuchs operators of our three models are:
L(6) := θ4 − 2436z(1/6 + θ)(1/3 + θ)(2/3 + θ)(5/6 + θ) ,
L(8) := θ4 − 216z(1/8 + θ)(3/8 + θ)(5/8 + θ)(7/8 + θ) ,
L(10) := θ4 − 5528z(1/10 + θ)(3/10 + θ)(7/10 + θ)(9/10 + θ) ,
(2.22)
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with θ = z∆z , and z ∼ ψ−k. Namely, ̟0(z) is the unique solution with power series
behavior at z = 0, and if ̟1(z) ∼ ̟0(z) log(z) is the solution with a single logarithm, we
have
t(z) =
̟1(z)
̟0(z)
. (2.23)
To calculate the chain integral in (2.20), we exploit that it satisfies an inhomogeneous
version of the Picard-Fuchs equation (governing closed string mirror symmetry), with an
inhomogeneous term that can be computed explicitly from the curve and the Griffiths-
Dwork algorithm (we defer the actual computations to appendix A).
L(k)TB = c
(k)
16
√
z . (2.24)
The central part of our computation is the determination of the parameters c(k) for each
of our domainwalls.
Note that this Abel-Jacobi type method developed in [9] is similar in spirit to the
computations in local geometries [5, 29, 6, 7].
With the inhomogeneous Picard-Fuchs equation in hand, we can then compute the
fully quantum corrected domainwall tension over the entire closed string moduli space, see
chapter 5. We will check integrality of all requisite monodromy matrices, as well as the
spectrum of tensionless domainwalls, expected from the matrix factorization considerations.
2.3 Conclusion
Having obtained the correctly normalized domainwall tension, we can obtain numerical
predictions for the number of disks ending on the Lagrangians of the A-model (which will
turn out to be consistent with Ooguri-Vafa integrality [14]).
In detail, we can extract the Ooguri-Vafa invariants [14] from the Gromov-Witten
expansion of the domainwall tension, (2.9). Recall that the familiar 1/l3-multicover formula
is replaced in the open string context by 1/l2. In terms of the quantum part of the
domainwall tension (2.9), the expansion takes the form
π2
4
τ(z(q))
̟0(z(q))
=
∑
l,d odd
n
(0,real)
d
l2
qdl/2 . (2.25)
The resulting integers n
(0,real)
d (see table 2.1 for some examples) are BPS-invariants in
the string/M-theory setup of [14]. Mathematically, they are predicted to be enumerative
invariants counting real rational curves in X(k).
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nd disk instanton numbers for L
(6)
[M ]
1 24
3 5880
5 14328480
7 48938353176
9 204639347338560
11 965022386745454392
nd disk instanton numbers for L
(8)
[0,0,0,0,1]
1 48
3 65616
5 919252560
7 17535541876944
9 410874634758297216
11 10854343378339853472336
nd disk instanton numbers for L
(10)
[M ]
1 128
3 2886528
5 465626856320
7 112339926393132928
9 33254907472965538667520
11 11110159357336987759939410816
Table 2.1: Low degree BPS invariants n
(0,real)
d for the three models X
(6), X(8), and X(10).
It is interesting to note that Ooguri-Vafa integrality also holds for the second domainwall
that appears for X(8), see (2.18). Since T˜A = Π4/2, where Π4 ∼ ∂F , this integrality can be
deduced from the integrality of ordinary closed string instanton numbers (obtained from
prepotential F with 1/l3 multi-cover formula). Note however that this is not a totally
trivial check because of the relative factors of 2 between open and closed string expansion.
In the absence of direct A-model computations of Gromov-Witten or Ooguri-Vafa in-
variants, further checks on the enumerative predictions of table 2.1 can be derived from
the computation of loop amplitudes in the topological string.
As explained in [30, 17], the domainwall tensions that we obtained as solutions of
the inhomogeneous Picard-Fuchs equation in the previous sections constitute tree-level
data for the computation of topological string amplitudes on the appropriate Calabi-Yau
orientifold models. Technically, we have an extension of ordinary special geometry to the
open string sector, characterized infinitesimally by the two-point function on the disk, ∆.
This is related to the tree-level domainwall T as ∆ ∼ D2T −CDT , where C is the closed
string Yukawa coupling (i.e., the infinitesimal invariant of the closed topological string),
and D is the covariant derivative on moduli space. Under certain additional conditions
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(no contribution from open string moduli, tadpole cancellation, further discussed in part
III of this thesis (chapter 9)), the amplitudes for higher worldsheet topology are then
recursively constrained by the extended holomorphic anomaly equation of [30], which is
a generalization of the BCOV equations [31]. The main obstacle to carrying out this
program is the holomorphic ambiguity, which at present is not very well understood in the
open/unoriented sector (however, some progress on this will be made in chapter 9 of part
III).
For the one-loop amplitudes however, we have a complete proposal [17], generalizing
the result of [32]. We can therefore just plug in the tree-level data into this formula, and
extract [14, 33, 17] one-loop BPS invariants for our three one-parameter hypersurfaces.
One of the checks alluded to above is the following equality of tree-level and one-loop
enumerative invariants on X(6):
k = 6 : n
(0,real)
1 = n
(1,real)
2 = 24 . (2.26)
We view this as the real version of the coincidence of the complex enumerative invariants
(see, e.g., [34])
k = 6 : n
(0)
1 = n
(1)
2 = 7884 , (2.27)
which arises from the relation between the corresponding intersection problems. The equal-
ity (2.26) gives evidence that this relation persists in the real version of the problem. An-
other check is the necessary equality of complex and real enumerative invariants modulo
2, i.e.,
k = 6, 8, 10 : n
(gˆ,real)
d = n
(gˆ)
d mod 2 , (2.28)
holds for all three models, all d, and gˆ = 0, 1.
Another interesting aspect of the loop computations derives from the disconnectedness
of the real slice of X(8). As observed in [17], it appears that in order to obtain a satisfactory
BPS interpretation for open topological string amplitudes on compact Calabi-Yau man-
ifold, one has to consider an orientifold model and choose a D-brane configuration that
cancels the tadpoles. In our models, we naturally choose the orientifold action that we
used to define the D-branes, and put exactly one D-brane on top of the orientifold plane.
For k = 8, however, the orientifold plane is disconnected, and there are more tadpole can-
celling D-brane configurations (ten, using just the branes we discussed). In other words,
the topological string amplitudes are a function of four discrete moduli (ξ1, σ1, ξ2, σ2), in
addition to the closed string modulus t. We have computed this function at one-loop and
found an integral BPS expansion in all sectors. We will return to this elsewhere.
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The integrality of the n
(0,real)
d from table 2.1 is a strong check that our overall picture
is consistent. Note however that the overall normalization of these numbers is not fixed
by integrality alone (in particular, all n
(0,real)
d are divisible by the first number, n
(0,real)
1 ).
Our confidence in the enumerative predictions therefore mainly rests on the agreement
between the two different computations of this normalization constant, monodromy and
Abel-Jacobi. As further comfort, we note that the corresponding predictions on the quintic
[10] have been verified in [35] using the open Gromov-Witten theory of [36] and localization
on the space of maps to the ambient P4. It would be interesting to verify our predictions
in the weighted case by this or other methods.
In summary, we have accumulated evidence for a mirror symmetry identification be-
tween A-branes defined as the real slices of one-parameter hypersurfaces in weighted projec-
tive space and B-branes defined via certain matrix factorizations of the Landau-Ginzburg
superpotential. We have made this identification at the level of the holomorphic data,
namely the structure of N = 1 supersymmetric vacua on the D-brane worldvolume and
the tension of BPS domainwalls between them.
The basic structure is similar to the real quintic studied in [10, 9]. All models have
in common that they possess real Lagrangians with H1(L,Z) = Z2. This discrete datum
corresponds to a choice of discrete Wilson line. Using mirror symmetry, or just based on
considerations of monodromy, one can show that the domainwall tension separating those
vacua is captured by an inhomogeneous Picard-Fuchs equation with inhomogeneous term
∼ z1/2. It is tempting to speculate that this specific type of inhomogeneous extension
will generally describe the domainwall separating the two possible vacua of a D-brane on
Lagrangians with H1(L,Z) = Z2.
As a side remark, note that one might also ask if similar considerations could be applied
as well to Lagrangians with more general torsion H1(L,Z) = Zp. A natural guess would
be that the domainwalls separating these vacua are similarly captured on the B-side via
an inhomogeneous extension of the ordinary Picard-Fuchs equations of the form ∼ z1/p. It
would be interesting to find some explicit examples which support this proposal.
On a technical level, the key quantity to compute is the exact constant of proportion-
ality of the inhomogeneous term in the Picard-Fuchs equation. We have determined these
constants via two orthogonal approaches, namely consistency of monodromies (see chap-
ter 5) and explicit computations of Abel-Jacobi type, resulting from the B-model matrix
factorizations (see chapter 4).
The k = 8 hypersurface differs slightly from the other models by the fact that the real
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Lagrangian of interest possesses two disconnected, but homologically equivalent compo-
nents, and H1(L,Z) = Z2 × Z2. Hence, this geometry has in addition a second discrete
open string modulus corresponding to the component the D-brane is wrapped on, as well
as a second domainwall, which is formed by a D-brane on the 4-chain separating the two
components. The tension of this domainwall is simply a fractional (quantum corrected)
closed string period. While this picture is suitable at the large volume point, we made the
observation that continuation to the Gepner point induces a “mixing” of these (from a large
volume point of view) different moduli. This is another manifestation of the break down
of classical geometric concepts in the quantum regime, and perhaps the most interesting
lesson of our computations.
Finally, note that for certain other choices of anti-holomorphic involution, also on X(8),
the Lagrangian submanifold has a non-zero first Betti number, and hence a classical defor-
mation space. It is of interest to ask whether this moduli space is lifted by quantum effects
(worldsheet instantons). We cannot at the moment answer this question from A-model
considerations. However, if our mirror proposal is correct, the B-model results indicate
that this moduli space in fact persists at the quantum level, i.e., no superpotential is
generated for the corresponding chiral field.
Chapter 3
B-model matrix factorizations
In this chapter, we will present B-type D-branes in terms of matrix factorizations, which
are expected to be mirror to A-type D-branes on the real loci we considered in section 2.1.
For the reader’s convenience, we will firstly recall some basics of the description of B-type
D-branes in terms of matrix factorizations. For more details and references we refer to [8]
and references therein.
3.1 Matrix factorizations
In order to introduce matrix factorizations, let us go back to N = (2, 2) supersymmetric
field theory in two dimensions, which is the starting point for perturbative string theory
(especially for topological string theory, cf. section 9.1 of chapter 9).
The relevant two dimensional field theory is the bulk Landau-Ginzburg model, which
can be most easily summarized in superspace notation as follows:
SLG =
∫
d2zdθ2dθ¯2K(Φi, Φ¯i) +
∫
d2zd2θW (Φi) + c.c. , (3.1)
where Φi are n chiral superfields that satisfy D¯±Φi = 0 with D the usual covariant deriva-
tive. Note that in the following we will denote the fields by φi if we consider them as
complex variables rather than superfields. Further, K is the (non-holomorphic) Ka¨hler po-
tential (which however does not play any role in the infrared) and W is the (holomorphic)
superpotential.
For a quasi-homogenous superpotential, i.e., W satisfies W (λqiφi) = λW (φi) with qi
the charge of the field φi, the theory flows in the infrared to a superconformal fixed-point
theory that only depend on the singularity type ofW . Especially, the hypersurface defined
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by W = 0 describes a compact background, which corresponds for n = 5 and
∑
i qi = 1 to
a Calabi-Yau three-fold.
The theory can be twisted by adding a background charge such that the two super-
charges turn into BRST operators (see also section 9.1). Upon such twisting, the theory
becomes a topological field theory with a finite dimensional Hilbert space defined by the
non-trivial cohomology of the BRST operators. In detail, here we will consider a B-type
twist, such that the BRST operators are given by the supercharges Q¯+ and Q¯−.
We are interested in the open string version, namely, the Landau-Ginzburg model on
a Riemannian surface with boundary, i.e., on the disk D. The boundary ∂D breaks the
supersymmetry of the bulk theory down to N = 2 and we will choose B-type boundary
conditions that are compatible with the B-type topological twist, that is, the surviving
BRST operator is given by QB = Q¯+ + Q¯−.
However, since the Landau-Ginzburg Lagrangian (3.1) is invariant under supersym-
metry only up to a total derivative, supersymmetry is broken for a non-trivial ∂D by a
boundary term, in the present context the so-called Warner-term [37], which needs to be
cancelled in order to restore supersymmetry:
SWarner =
∫
∂D
dσdθW (Φ|∂D) , (3.2)
with σ and θ, θ¯ coordinates of the corresponding superboundary.
One possibility to do so, is to introduce k boundary fermions πa and π¯a satisfying a
Clifford algebra {πa, π¯a} = δab. These fit into superfields Πa = πa + θla with la auxiliary
fields. However, the Πa are not chiral but rather satisfy
D¯Πa = Ea(Φ|∂D) , (3.3)
where Ea are arbitrary polynomials in φ. Adding the boundary superpotential term
S∂ =
∫
∂D
dσdθ
∑
a
ΠaJa(Φ|∂D) , (3.4)
where again Ja are arbitrary polynomials in φ, one infers that its QB variation cancels the
Warner-term, if ∑
a
Ja(φ)Ea(φ) =W (φ) . (3.5)
Rewriting the BRST operator associated with the boundary degrees of freedom as
Q(φ) = πaJa(x) + π¯aEa(φ) =
(
0 J (φ)
E(φ) 0
)
, (3.6)
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where we represented the boundary fermions by generalized 2k × 2k dimensional Pauli
matrices, the condition (3.5) turns into the matrix equation
Q2 = J · E =W · 1 . (3.7)
This matrix equation essentially means that all supersymmetric B-type boundary con-
ditions, hence B-type D-branes, compatible with the background described by W = 0 are
identical to all the possible factorizations of W into matrices J and E with polynomial
entries in φ. This statement is mathematically highly non-trivial since it associates the
(usually complicated) category of coherent sheaves on the background with a category
of (more or less simple) matrix factorizations (references for proofs can be found in [8]).
Note that J and E may in general also depend on continuous geometrical data (moduli),
which correspond to deformations of the D-brane background. This is one of the major
advantages of the formulation of B-type D-branes via matrix factorizations, since it allows
to derive the effective potential induced on them. A generic perturbation, i.e., a generic
perturbation of the bulk or D-brane setup, will lead away from a supersymmetric con-
figuration (spoil a given matrix factorization) and induces an effective superpotential. In
contrast, the true moduli of the system are those that preserve the factorization. They
form a sub-locus of the combined open/closed deformation space which corresponds to the
critical locus of the effective superpotential.
Finally, note that if we consider an orbifold of a Landau-Ginzburg action we need to
supplement the matrix factorization by representations of the orbifold group such that Q
is equivariant. Especially, this yields for a single matrix factorization of W a whole orbit
of equivariant matrix factorizations.
3.2 Mirror B-model matrix factorizations
At the Fermat point ψ = 0, the polynomials in (2.3), viewed as Landau-Ginzburg poten-
tials, W = W (k), admit the following set of matrix factorizations
Q =
5∑
i=1
1√
hi
(
xlii ηi + x
hi−li
i η¯i
)
, (3.8)
where {ηi, η¯j} = δij are matrices representing a Clifford algebra, and 0 < li < hi are a set
of integer parameters. Namely,(
Q
)2
=
∑
xhii /hi = W |ψ=0 . (3.9)
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The factorizations in (3.8) provide the Landau-Ginzburg description of the so-called Cardy
or Recknagel-Schomerus boundary states [38] of the associated Gepner model. More pre-
cisely, we are interested in B-branes in the mirror model, which involves an orbifold of (2.3)
by the Greene-Plesser orbifold group Gˆ = ker
(∏
Zhi → Zk
)
. This means that we have to
equip the linear space underlying Q with an action of Gˆ such that Q is equivariant with
respect to the action of Gˆ on the xi.
As shown in [28], the boundary states/matrix factorizations that provide the Landau-
Ginzburg description of the real slices of the A-model hypersurfaces arise from the labels
li ≈ hi/2 for i = 1, . . . , 5. We will momentarily describe this correspondence. But before
that, we ought to note that the factorizations (3.8) in which li = hi/2 for all i with odd νi
(≡ k/hi) are reducible. This is because
A =
∏
i,νi odd
(ηi − η¯i) , (3.10)
is a non-trivial degree zero element of the cohomology of Q, of square A2 ∼ id. As first
discussed in the Gepner model context in [39, 40], we can then split Q into the eigenspaces
of A, as in
Q± = P±QP± , (3.11)
where P± ∼ 1±A
2
. We will denote the elementary matrix factorization, equipped with the
corresponding representation of Gˆ, by
Qζ[m] , (3.12)
where [m] ∈ (Gˆ)∗ = (∏Zhi)/Zk, and ζ = ±1 is the eigenvalue of A.
The correspondence derived in [28] is that the real slice L
(k)
[M ] of an even-degree hy-
persurface with respect to the involution (2.5), is represented, at the level of topological
charges, by the following linear combination of tensor product states:
[
L[M ]
]
=
1
2
[
Q[m+]
]− 1
2
[
Q[m−]
]
. (3.13)
Here m± = (m±1 , . . . , m
±
5 ), and the m
±
i are related to the Mi as follows: For Mi even,
m+i = m
−
i = Mi/2, and for Mi odd, m
±
i = (mi ± 1)/2. The li labels (cf. (3.8)) are
determined as follows: For hi even, li = hi/2. For hi odd, and Mi even, li = (hi − 1)/2 in
the first summand, and li = (hi + 1)/2 in the second summand. For hi odd, and Mi odd,
li = (hi + 1)/2 in the first summand, and li = (hi − 1)/2 in the second summand.
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The relation (3.13) was obtained in [28] by comparing, via the gauged linear sigma
model, the topological charges of orientifold planes associated with A-type parity and
complex conjugation (2.5) in large volume and in the Landau-Ginzburg phase. Our goal in
this paper is however to obtain more refined information than just the topological charges,
for which we need to lift (3.13) (at least) to the holomorphic sector. We have no principled
way of doing this at the moment, however in certain cases we can make a plausible proposal
based on the following set of observations. 1
At large volume, the fixed point set of the anti-holomorphic involution is a special La-
grangian submanifold, i.e., it is conformally invariant (in one-loop sigma-model expansion)
and preserves space-time supersymmetry, in addition to preserving A-type worldsheet su-
persymmetry. An equivalent statement should hold at the Landau-Ginzburg point, since
to get there we only need to vary the Ka¨hler moduli. In general, the (N = 1) spacetime
supersymmetry preserved by an equivariant matrix factorization Q[m] can be measured by
the phase of the (N = 2) central charge, which (for fixed li) varies ∝
∑5
i=1
mi
hi
. It is not
hard to see that in most cases, the two summands in (3.13) in general preserve different
supersymmetry. This means that the supersymmetric D-brane corresponding to the real
hypersurface must in general be some bound state of the above components.
Let us illustrate this for the real slices of X(8). Evaluating (3.13) (and taking into
account that the irreducible factorizations from (3.12) have the same topological charges)
gives (cf. (2.12)),
Langrangian topology matrix factorizations
L[0,0,0,0,0] ∅
[
Q+[0,0,0,0,0]
]− [Q+[0,0,0,0,0]] = 0
L[0,0,0,0,1] RP
3 ∪ RP3 [Q[0,0,0,0,0]] = [Q+[0,0,0,0,0]]+ [Q−[0,0,0,0,0]]
L[0,0,0,1,0] S
3
[
Q+[0,0,0,0,0]
]− [Q+[0,1,0,0,0]]
L[0,0,0,1,1] (S
1 × S2)/Z2
[
Q+[0,0,0,0,0]
]
+
[
Q+[0,1,0,0,0]
]
L[0,0,1,1,0] (S
1 × S2)/Z′2
[
Q+[0,0,0,0,0]
]− [Q+[0,1,1,0,0]]
(3.14)
The first two lines are very obvious cases: L[0,0,0,0,0] is empty, with vanishing boundary
state. L[0,0,0,0,1] geometrically splits into two RP
3 components, which we might tentatively
identify with Q+[0,0,0,0,0] and Q
−
[0,0,0,0,0]. (The correct dictionary must ultimately include the
Wilson line degree of freedom, and is somewhat different, see eq. (5.32).) We propose
that this identification holds at the holomorphic level, and probably also at the level of
superconformal boundary states.
1For odd degree hypersurfaces, such as the quintic, we have only one term on the RHS of (3.13). The
lift to the holomorphic sector is then more natural, and supported by a lot of evidence.
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The situation for the other real slices (including those of X(6) and X(10)) is less clear
cut. As mentioned above, the Lagrangians can at best correspond to a bound state of the
two components in (3.13), and at worst might not be continuously connected to the split
form of (3.14). Nevertheless, our present observations and the calculations in the following
sections suggest that the correspondence (3.14) can indeed be lifted to the holomorphic
level.
To study this additional evidence, we need to present the deformation theory of the
matrix factorizations Q of (3.8) with li = [hi/2] as we vary the complex structure parameter
away from ψ = 0. This is a rather straightforward exercise.
For Y (6), we find that Q deforms in a unique way (up to gauge transformation), given
explicitly by
Q(ψ) =
∑ 1√
6
(
x3i ηi + x
3
i η¯i
)
+
1√
3
(
x5η5 + x
2
5η¯5
)−√3ψx1x2x3x4η¯5 . (3.15)
This deformation commutes with A from (3.10). Therefore, by splitting as in (3.12), we
obtain two families Qζ(ψ) (with ζ = ±1) of matrix factorizations. We expect that the
RP3 special Lagrangians should correspond to an appropriate bound state of those with
different [m] label, but identical ζ-label. The latter should correspond to the discrete
Wilson line on RP3. Hence, we identify
σ = ζ . (3.16)
For Y (8), we find two inequivalent ways of deforming the factorization away from ψ = 0.
We will denote those matrix factorizations as Q(ψ, µ), where the additional label µ = ±1:
Q(ψ,+) =
∑ 1√
8
(
x4i ηi + x
4
i η¯i
)
+
1√
2
(
(x5η5 + x5η¯5
)−√2ψx1x2x3x4η5 ,
Q(ψ,−) =
∑ 1√
8
(
x4i ηi + x
4
i η¯i
)
+
1√
2
(
(x5η5 + x5η¯5
)−√2ψx1x2x3x4η¯5 . (3.17)
Again, the deformation commutes with A. For L[0,0,0,0,1], this means that we obtain in total
four families of matrix factorizations, naturally organized in two sets of two. Namely, we
mind to the labels 〈µ, ζ〉, where ζ is the eigenvalue of A, and µ distinguishes the two lines
in (3.17). We propose that those correspond to the four vacua that we identified in section
2.1 above. We emphasize at this stage that we still allow for a non-trivial transformation
between the discrete A-model labels (ξ, σ) and the B-model labels 〈µ, ζ〉. We will determine
this transformation after analytic continuation of domainwall tensions in chapter 5.
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For L[0,0,0,1,1] ∼= (S1 × S2)/Z2, we propose to identify the µ = ±1 label from (3.17)
with the two vacua associated with the discrete Z2 factor in H1(L[0,0,0,1,1]) = Z × Z2 (see
paragraph below (2.12)). (The free factor in H1(L) (for L = L[0,0,0,1,1] and L[0,0,1,1,0]) is
associated at large volume with a continuous modulus, displacing the Lagrangian away
from the fixed locus of the anti-holomorphic involution. As mentioned above, there are
indications [26] that this open string modulus is in fact unobstructed, so should decouple
from the superpotential computations.)
As on the quintic [10, 41], the two-fold way of deforming away from ψ = 0 is accom-
panied by the appearance, at ψ = 0, of an additional massless field in the open string
spectrum. Also, the tension of the domainwall between the 〈+, ζ〉 and the 〈−, ζ〉 vacua
should vanish at ψ = 0. This will be our way to complete the identification of the four
vacua in A- and B-model.
Finally, for Y (10), the situation is somewhat in between that of Y (6) and that of Y (8).
The main difference to Y (6) is that the tensor product factorization has an infinitesimal
modulus (degree 1 cohomology element) Ψ, the main difference to Y (8) is that Ψ satisfies
{A,Ψ} = 0 instead of [A,Ψ] = 0, where A is from (3.10). Without delving into details,
the consequence is that the factorizations Q± from (3.12) deform in a unique way, which
can be obtained by splitting the deformed factorization
Q(ψ) =
∑ 1√
10
(
x5i ηi + x
5
i η¯i
)
+
1√
2
(
x4η4 + x4η¯4
)
+
1√
5
(
x25η5 + x
3
5η¯5
)
− ψ√
2
x1x2x3(η4 + η¯4)x5 − ψ
2
2
√
5x21x
2
2x
2
3η¯5 , (3.18)
in eigenspaces of A. Again, we identify the eigenvalue of A with the discrete Wilson line
on RP3 ∼= L(10)[M ] , as in (3.16)
Since the factorizations on Y (6) and Y (10) deform in a unique way, there is no additional
massless open string, and we expect no tensionless domainwall at ψ = 0. We will confirm
this in chapter 5.
Before closing this chapter, we note another property (valid for all three k’s) of the
factorizations around the Fermat point ψ = 0. This is a special point in moduli space in
which the hypersurfaces Y (k) gain an additional Zk automorphism multiplying one of the
weight-one variables by a phase. Put differently, the monodromy around the Gepner point
ψ → e2πi/kψ can be undone by rotating x1 → e−2πi/kx1. At the level of matrix factor-
izations, this monodromy has to be accompanied by conjugating Q with a representation
of the Zk symmetry group of the corresponding minimal model x
k
1. It is not hard to see
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that the matrix A from (3.10) picks a sign under this symmetry. Thus, we conclude that
monodromy around the Gepner point exchanges the vacua labelled by ζ = ±1. 2 This is
another clue that we will pick up in our monodromy discussion in chapter 5.
2To complete this, note that for Y (8), Gepner monodromy does not affect the µ-label, as can also be
seen from (3.17).
Chapter 4
Inhomogeneous Picard-Fuchs
equations
In this chapter, we will obtain the curves representing the algebraic second Chern classes
from the matrix factorizations derived in the previous chapter. We then outline how to
calculate from the curves the exact normalization factors c(k) of the inhomogeneous Picard-
Fuchs equations governing the domainwall tensions (cf. (2.24)), via the method pioneered
in [9] for the quintic. The actual computations can be found in appendix A.
4.1 From matrix factorizations to curves
Given the matrix factorizations, we obtain the curves representing the algebraic second
Chern classes by the algorithm described in [9] for the quintic. This can be viewed as
an application of the homological Calabi-Yau/Landau-Ginzburg correspondence [42, 43]
together with elementary methods for the computation of Chern classes.
In the first step, one extracts geometric information, in terms of bundle data, out of
a matrix factorization by making a detour through the linear sigma model following [43].
In detail, one first determines the R-charges Rn of the (equivariant) matrix factorization.
In order to pass from the Landau-Ginzburg model to the Calabi-Yau, one has to pass
through one of the “windows” between the singular points in moduli space using the “grade
restriction rule” of [43]. This defines a set of consecutive integers Λ = {0, 1, 2, . . . , d− 1},
with d the degree of the hypersurface. The linear sigma model charges (R˜n, qn) can then be
obtained from the relation R˜n = Rn+
2qn
d
with qn ∈ Λ. Knowing the charges, a set of infinite
complexes can be constructed by placing O(qn + dk)⊕m, where m is the multiplicity of R˜n
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and k goes from 0 to ∞, at the position R˜n + 2k (the homological degree). From these
complexes one can then extract the bundle data characterizing the brane (this involves
an appropriate truncation of the infinite complexes to semi-infinite complexes). For our
purposes, that is, obtaining the explicit curves representing the brane, only the 2-periodic
complex, which is nothing than the original matrix factorization, is of relevance [9].
Thus, we can bypass the above sketched procedure of determining the bundle data and
simply extract the relevant bundles Eζ for Y
(6) and Y (10), and respectively Eζµ for Y
(8),
for which to compute the second Chern class, from Ker(E ζ), respectively Ker(E ζµ), with E
the component of Q as in (3.6) (see also the discussion in section 3.2). Note that since the
second Chern class does not depend on the representation of Gˆ, we have omitted the [m]
label.
In the second step, one then calculates c2(Eζ), respectively, c2(Eζµ). For that, note that
for a bundle of rank r with sufficiently many sections, one can determine the second Chern
class by choosing r − 1 generic sections and finding the codimension-2 locus where those
sections fail to be linearly independent. For a detailed explanation, we refer to [44]. Out of
this calculation one can then extract pairs, respectively two pairs, of algebraic curves Cζ ,
respectively C〈µ,ζ〉, such that differences of the curves are homologically trivial and hence
define a normal function.
Note that in the following, the only point on which we will be slightly less rigorous than
in [9] is that we will perform our computation as if we were pretending to be working on the
hypersurfaces (2.3) in weighted projective space, without orbifold. In actuality, however,
everything is taking place on the B-model side, i.e., the underlying manifolds are indeed
Y (k), after quotienting by G = Gˆ/Zk.
Following the procedure sketched above, we find that the relevant part of the second
Chern classes of the matrix factorizations from eqs. (3.15), (3.17), (3.18) can be represented
with the following set of curves.
k = 6 : C
(6)
ζ = {x1 + (α(6))ζx2 = 0, x3 + α(6)x4 = 0, x25 − 3ψx1x2x3x4 = 0}
k = 8 : C
(8)
〈µ,ζ〉 =
{x1 + (α(8))ζx2 = 0, x3 + α(8)x4 = 0, x5 = 0} µ = +1{x1 + (α(8))ζx2 = 0, x3 + α(8)x4 = 0, x5 − 2ψx1x2x3x4 = 0} µ = −1
k = 10 : C
(10)
ζ = {x1 + (α(10))ζx2 = 0, x53 + (α(10))5
√
5
(
x5 − ψx1x2x3x4
)
= 0,
2x34 − 5ψ2x21x22x23 = 0} .
(4.1)
Let us explain our notation and the precise meaning of those equations. First of all,
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k Gfix generator
6 Z6 (γ, γ, γ
−1, γ−1, 1)
8 Z4 (γ, γ, γ
−1, γ−1, 1)
10 Z10 (γ, γ, γ
8, 1, 1)
Table 4.1: The curves from (4.1) are invariant under certain subgroup of the orbifold group
G. For each k, γ = γk = exp(2πi/k).
α(k) are phases which fulfill (α(k))k = −1. One then easily checks that the curves actually
lie on the corresponding hypersurface, i.e., W (k) = 0 identically whenever a group of three
equations from (4.1) are satisfied. The subscript ζ comes from the eigenvalue of A used to
split the reducible Q from (3.8) in two components (for the geometric meaning of ζ , see
two paragraphs below).
Next, we notice that the curves in (4.1) are not invariant under the orbifold group G.
Instead, G maps each curve to a similar one with different choices of k-th roots of −1 in
the corresponding equation, and the second Chern class should be thought of as this orbit
of curves in Y (k). However, note that in each case, a certain subgroup Gfix ⊂ G does leave
the curve invariant. This will lead to an additional normalization factor in our calculations
in the next subsection. We identify the respective subgroups in table 4.1.
To explain the geometric role of the parameter ζ = ±1 in (4.1), we consider the case
k = 6 (the discussion on the other two models is the same). The set of curves {x1+αx2 =
0, x3 + βx4 = 0, x
2
5 − 3ψx1x2x3x4 = 0}, where α and β are arbitrary 6-th roots of −1
all lie on X(6). Those curves organize into two distinct orbits under the action of G(k),
precisely distinguished by ζ = ±1. It is clear that the Gepner monodromy ψ → e2πi/kψ,
x1 → e−2πi/kx1 exchanges those two orbits, ζ → −ζ , just as we had noted it at the end of
the previous section.
4.2 From curves to Picard-Fuchs
We derive the inhomogeneous Picard-Fuchs equation, i.e., the constants c(k) in (2.24) by
using the Griffiths-Dwork method. We give the details of the computation in appendix A,
and only summarize the salient steps here.
The normalization of the holomorphic three-form for which we will quote the c(k) is
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k Υ(k) Ord(G(k))
√
z ρ(k)
6 6−4ψ−3 3 · 62 2 · 6−3ψ−3 32π−4
8 2−12ψ−6 2 · 82 2−8 23π−4ψ−2
10 10−4ψ−8 102 2−45−5/2ψ−5 4 · 51/2π−4ψ−3
Table 4.2: Parameters used in the main text for the hypersurfaces under consideration.
given by
Ωˆ =
Ord(G(k))
(2πi)3
ψΩ , (4.2)
where Ω is the standard residue from projective space (see below (A.2)) and the Ord(G(k))
are the orders of the groups yielding the mirror manifold. We list those together with some
other normalization data in table 4.2. The choice (4.2) is the normalization in which the
regular integral period ̟0(z) has a unit constant term, ̟0(z) = 1 +O(z).
The implementation of the Griffiths-Dwork algorithm however is easier in a slightly
different normalization of the holomorphic three-form, in which the homogeneous Picard-
Fuchs operator takes the form L˜(k) given in equations (A.7), (A.30) and (A.49). They are
related to the Picard-Fuchs operators L(k) given in equation (2.22) by the relation
L(k) = −Υ(k)L˜(k) 1
ψ
, (4.3)
where the Υ(k) are given in table 4.2.
Putting the normalization together, the statement that TB given in (2.20) (for a cer-
tain choice of curves and three-chain, explained momentarily) satisfies the inhomogeneous
Picard-Fuchs equation given in (2.24) translates to the identity
L˜(k)
∫
Tǫ(Γ)
Ω˜ = − (2πi)
4
Υ(k)Ord(G(k))
c(k)
√
z , (4.4)
where Ω˜ is defined in (A.2) and where we have used (A.4). If the functional form ∝ √z is
correct, the c(k) are the only unknown parameters, and the claim reduces to determine the
constants c(k) in (4.4). That is, we can solve for c(k):
c(k) = −ρ(k)L˜(k)
∫
Tǫ(Γ)
Ω˜ , (4.5)
where the ρ(k) are given in table 4.2.
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In (4.4), Tǫ(Γ) is a small tube around a three-chain suspended between the appropriate
combination of curves. We are interested in the following B-model integrals (the curves
are defined in (4.1)):
k domainwall tension curve combination
6 TB C(6)+ − C(6)−
8 TB C(8)〈+,+〉 − C(8)〈−,+〉
8 T˜B C(8)〈+,+〉 − C(8)〈−,−〉
10 TB C(10)+ − C(10)−
(4.6)
For k = 8, we make the choice to denote by TB the domainwall tension that vanishes at
ψ = 0, which completely specifies the 3-chain between the respective curves. All other
domainwall tensions are only define modulo integral periods for the moment.
There are in principle two types of contributions to L˜(k) ∫
Tǫ(Γ)
Ω˜, depending on whether
L˜(k) acts on the holomorphic three-form, or on the (tube over the) three-chain. As on the
quintic, it turns out that the latter contribution always vanishes (see appendix A). Thus,
we just need to evaluate ∫
Tǫ(Γ)
L˜(k)Ω˜ =
∫
Tǫ(∆Γ)
β˜(k) , (4.7)
where β˜(k) are the exact parts of the inhomogeneous Picard-Fuchs equations given in equa-
tions (A.8), (A.31) and (A.50). Thus the crucial integrals are those of β˜(k) over the tubes
around the curves C
(k)
ζ for k ∈ {6, 10} and C(k)ζµ for k = 8.
The main property of the curves that allows the evaluation of these integrals is their
planarity. Namely, as on the quintic, the curves C
(k)
ζ and C
(8)
ζµ are components of the
intersection of the hypersurface with an appropriately chosen plane P (k). Except for a
small neighborhood of the intersection of the components of P (k) ∩ Y (k), the tube around
the curves can be laid into the plane, where the meromorphic three-form β˜(k) vanishes
trivially. We give the remaining details of this calculation in the appendix. The results are
the following:
k = 6 :
∫
Tǫ(C
(6)
ζ )
β˜(6) = ζ
4
3
π2 ,
k = 8 :
∫
Tǫ(C
(8)
ζµ )
β˜(8) = ζµ 3π2ψ2 ,
k = 10 :
∫
Tǫ(C
(10)
ζ )
β˜(10) = ζ
16
5
√
5π2ψ3 .
(4.8)
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Referring to (4.5) and (4.6), this translates to the following values for the constants c(k)
for each of our domainwalls:
k domainwall c(k)
6 TB 24π2
8 TB 48π2
8 T˜B 0
10 TB 128π2
(4.9)
We now proceed to the explicit solution of the inhomogeneous Picard-Fuchs equation (2.24).
Chapter 5
Monodromy considerations
As on the quintic [10], it turns out that the constant c(k) that we computed in the previous
chapter can almost uniquely be recovered by assuming an inhomogeneous term ∼ √z and
requiring integrality of monodromy around the various special points in moduli space. In
this chapter, we will follow this route (sections 5.1 and 5.2) and connect to the previous
discussions at the end (section 5.3).
5.1 Analytic continuation of solutions
Let us fix some notations. We denote by τ (k)(z) the solution of the corresponding fifth order
operator (2θ−1)L(k) with squareroot behaviour at z = 0. The Picard-Fuchs operators L(k)
are listed in equation (2.22) of chapter 2. Note that for simplicity, we will sometimes drop
the (k) indices in the following, which quantity carries a (k) index should be clear from the
context.
The solutions of the Picard-Fuchs equations of our hypersurfaces around z = 0 can by
obtained by the Frobenius method from the following hypergeometric generating function
Π(k)(z;H) =
∞∑
m=0
zm+H
Γ
(
k(m+H) + 1
)∏5
i=1 Γ
(
νi(m+H) + 1
) . (5.1)
Namely, one checks that by expanding (5.1) in powers of H ,
Π(k)(z;H) =
3∑
j=0
HjΠ
(k)
2j (z) mod H
4 , (5.2)
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the Π
(k)
2j (z) satisfy L(k)Π(k)2j (z) = 0. Quite remarkably, the additional solution of our inho-
mogeneous equation can be obtained by setting H = 1/2 in (5.1)
τ (k)(z) = Π(k)(z; 1/2) . (5.3)
It satisfies
L(k)τ (k)(z) = c˜
(k)
16
√
z , (5.4)
where
c˜(k) =
Γ
(
k/2 + 1
)∏
Γ
(
νi/2 + 1
) . (5.5)
The radius of convergence of the series (5.3) is, as for the closed string periods, given
by |z| < R∗ ≡
∏
ννii /k
k. To analytically continue τ (k)(z) to the rest of the moduli space,
in particular the Gepner point 1/z = 0, we utilize the familiar integral representation
τ (k)(z) =
1
2πi
∫
Γ
(
1
2
− s)Γ(1
2
+ s
)
Γ
(
ks+ 1
)∏
Γ
(
νis + 1
) eiπ(s− 12 )zs , (5.6)
where the integration contour runs straight up the imaginary axis. For |z| < R∗, we close
the contour on the positive real axis, pick up the poles at s = m + 1
2
for m = 0, 1, . . .,
and recover (5.3). For |z| > R∗, we close on the negative real axis, where we find poles
of Γ-functions in the numerator at s = −m − 1
2
and at s = −m
k
for m = 1, 2, . . .. When
k is even, the second actually encompass the former. In that case, however, we also have
exactly one even weight (ν5 in our notation) so that there is also a pole in the denominator,
and the total pole at s = −m− 1
2
is first order. To make progress, we separate the terms
with half-integer power of z from the terms with powers on the list of exponents of the
homogeneous equation,
τ (k)(z) = τ
(k)
1 (z) + τ
(k)
2 (z) , (5.7)
where
τ
(k)
1 (z) =
∞∑
m=0
ν5
k
(−1) k2+ ν52 +1 Γ
(
ν5m+
ν5
2
)
Γ
(
km+ k
2
)∏
i,νi odd
Γ
(
1− νi(m+ 12)
) z−m− 12 ,
τ
(k)
2 (z) = −
π
k
∞∑
m=1
eiπ
(
m−m
k
− 1
2
)
cosπm
k
1
Γ(m)
∏
Γ
(
1− νi
k
m
) z−m/k . (5.8)
In the sum for τ
(k)
2 , we have to exclude those m for which m/k is a half integer, since we
have already attributed these terms to τ
(k)
1 . On the other hand, all other terms for which
νim/k is integer can be trivially included.
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Our next task is to express τ
(k)
2 in terms of the solutions of the homogeneous equation.
We use the set of solutions of [20],
̟
(k)
j (z) = −
π
k
∞∑
m=1
eiπ(m−
m
k
) e2πijm/k
sin πm
k
1
Γ(m)
∏
Γ
(
1− νi
k
m
) z−m/k , (5.9)
for j = 0, . . . , k − 1. Comparing (5.8) with (5.9), we find that
τ
(k)
2 (z) =
∑
aj̟j(z) , (5.10)
provided the aj satisfy the equations
− i tanπm
k
=
k−1∑
j=0
aje
2πijm/k , (5.11)
for m− 0, 1, . . . , k − 1, and where the LHS is set to 0 for m = k/2. Of course, the aj are
not uniquely determined by (5.10), because the ̟j(z) satisfy some linear relations owing
to the poles in the denominator of (5.9). Following [22, 20], we will use the “period vector
at the Gepner point”
̟(k) =
(
̟2, ̟1, ̟0, ̟k−1
)
, (5.12)
and write
τ
(k)
2 = a˜
(k) ·̟(k) . (5.13)
We have the following results for the vectors a(k) and a˜(k).
k a(k) a˜(k)
6 1
3
(0,−2, 1, 0,−1, 2) 1
3
(2,−2, 1, 2)
8 1
4
(0,−3, 2,−1, 0, 1,−2, 3) (1,−1, 0, 1)
10 1
5
(0,−4, 3,−2, 1, 0,−1, 2,−3, 4) 1
5
(2,−4, 1, 2)
(5.14)
Also from [20], we extract the analytic continuation matrices between the Gepner basis
̟(k) and the large volume basis ∐(k) = (Π6,Π4,Π2,Π0). (This basis is almost the one from
(5.2). See [20] for precise definitions.) Namely,
∐(k) =M (k)̟(k) , (5.15)
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with
M (6) =

0 −1 1 0
−1 0 3 2
1
3
1
3
−1
3
−1
3
0 0 1 0
 , M (8) =

0 −1 1 0
−1 0 3 2
1
2
1
2
−1
2
−1
2
0 0 1 0
 ,
M (10) =

0 −1 1 0
0 1 1 1
1 0 0 −1
0 0 1 0
 .
(5.16)
Finally, we record the action of the Gepner monodromy
z−
1
k → e 2πik z− 1k , (5.17)
on the basis ∐(k) (along the path leading to the above basis transformation). We have
∐(k) → A(k)∐(k) with
A(6) =

−3 −1 −6 4
−3 1 3 3
1 0 1 −1
−1 0 0 1
 , A(8) =

−3 −1 −4 4
−2 1 2 2
1 0 1 −1
−1 0 0 1
 ,
A(10) =

−2 −1 −1 3
0 1 1 0
1 0 1 −1
−1 0 0 1
 ,
(5.18)
5.2 Open string period monodromy
We now have all expressions at our disposal to discuss the analytic continuation and mon-
odromy properties of the open string periods. After the mirror map, our current ansatz
for the B-model version of the domainwall tension with large volume expansion (2.9) is 1
T (k)A =
Π
(k)
2
2
+
Π
(k)
0
4
+ dτ (k) , (5.19)
1We use A/B subscript to distinguish the large/small volume basis, and leave the mirror map (2.21)
implicit.
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where d is a constant. For k = 8, the additional domainwall interpolating between the two
RP3 components of L
(8)
[0,0,0,0,1] has tension
T˜A = Π
(8)
4
2
. (5.20)
By construction, TA and T˜A have integral large volume monodromy as t→ t+ 1. Namely,
t→ t+ 1 : TA → Π2 − TAT˜A → T˜A − Π2 − 2Π0 .
(5.21)
Consider now the Gepner monodromy, using (5.16) and (5.18). From the splitting
(5.7), we see that τ
(k)
1 changes sign as we circle 1/z = 0 once. Since the squareroot is the
hallmark of the inhomogeneity, we see that TA must come back to minus itself, up to a
solution of the homogeneous equation. To ensure that this solution is an integral period,
we consider the behaviour of τ
(k)
2 . Combining (5.13) and (5.18), we find
τ
(k)
2 → −τ (k)2 +Π(k)6 . (5.22)
Since for each k = 6, 8, 10, the classical part of the domainwall tension transforms as
TA,cl = Π2
2
+
Π0
4
→ Π6
4
+ Π2 − TA,cl , (5.23)
we see that the minimal value of d that guarantees integrality is
d = −1
4
. (5.24)
The Gepner monodromy then acts as
z−1/k → e2πi/kz−1/k : TA → Π2 − TAT˜A → T˜A − Π6 +Π2 +Π0 .
(5.25)
Integrality in the last line is ensured by the evenness of the appropriate entries in (5.18).
A noteworthy consequence is the invariance of TA under the conifold monodromy, resulting
from combination of (5.21) and (5.25).
5.3 Domainwall spectrum and final matching of vacua
The domainwall tensions (5.19), (5.20) satisfy the same inhomogeneous Picard-Fuchs equa-
tion that we had obtained in chapter 4. Namely, with c˜(k) from (5.5) and d = −1/4 from
(5.24), we find
1
4
c˜(k) = c(k) , (5.26)
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where c(k) are the non-zero entries in (4.9). And T˜A satisfies the homogeneous equation by
construction.
The fact that T (k)A comes back to minus itself (up to an integral period) in (5.25) means
that the corresponding brane vacua are exchanged under Gepner monodromy. This is
precisely what we had noted in section 2.1.
Finally, we test for tensionless domainwalls at the Gepner point. Using (5.13), we find
that the leading behaviour of TA around 1/z → 0 is given by
TA ∼
√
z + b˜(k) · ∐(k) , (5.27)
where b˜(k) = −1
4
(M (k))−T a˜(k) + (0, 0, 1
2
, 1
4
), explicitly,
k b˜(k)
6 1
3
(−2,−1,−3, 4)
8 (−1,−1
2
,−1, 2)
10 1
5
(−2,−1, 2, 4)
(5.28)
Thus, for k = 6, 10, the leading behaviour at 1/z = 0 is always dominated by a non-
vanishing closed string period, and we have no tensionless domainwall.2 This is exactly
what we predicted in section 2.1 under the identification (3.16), and concludes our discus-
sion for those two models.
We continue with k = 8. First of all, we see from (5.28) that by combining TA with
T˜A, we obtain a tensionless domainwall3 at the Gepner point, which is again precisely as
predicted! In chapter 4, we had denoted this vaninishing domainwall by TB, so we identify
TB = TA + T˜A . (5.29)
The other open string period from section 4 satisfies the homogeneous equation, so we have
T˜B = T˜A . (5.30)
Now recalling the definitions (2.17) and (4.6) (and ignoring RR-flux, as we said),
TA =W(ξ,+) −W(ξ,−) , T˜A =W(ξ,σ) −W(−ξ,σ) ,
TB =W〈+,+〉 −W〈−,+〉 , T˜B =W〈µ,ζ〉 −W〈−µ,−ζ〉 ,
(5.31)
2This does not exclude the interesting possibility that there are tensionless domainwalls somewhere else
in the moduli space.
3This, as well as all remaining statements in this section, are understood modulo integral periods.
Those correspond to changing Ramond-Ramond flux, which is invisible on the brane. We also leave the
mirror map implicit.
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µ
µ, ζT˜B
TB
Figure 5.1: Set of vacua and basis of domainwalls at the Gepner point of X(8).
we obtain an exact match of domainwall spectrum if we identify the large volume brane
vacua (ξ, σ) with those at the Gepner point 〈µ, ζ〉 according to
µ = ξ , ζ = ξσ . (5.32)
More pictorially, one may compare figure 2.1 with figure 5.1. The former shows the col-
lection of vacua and interpolating domainwalls at the large volume point in the A-model,
while the second illustrates the domainwall spectrum obtained in the B-model at the Gep-
ner point.
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Part III
The Real Topological String
Chapter 6
Overview and conclusion of part III
This part of the thesis is based on the author’s publication [18]. The presentation dif-
fers from the original publication mainly by the inclusion of some necessary background
material, making this write-up more easily accessible than the original work. The main
outcome is the explicit calculation of real Gopakumar-Vafa invariants for local P2 via three
complementary schemes. The results are listed in appendix C.
6.1 Introduction
The target space that we shall study is the local Calabi-Yau X = OP2(−3). The involution
I defining the orientifold projection is simply complex conjugation. The fixed point locus,
L, on which we shall wrap one D-brane, is the real version of the canonical bundle, and can
be thought of as the real line bundle defined by the orientation bundle over RP2. (Note
that, as special Lagrangian, L, itself, is oriented.)
The central object to compute is the total, or combined open-closed-unoriented topolog-
ical string free energy (the reader unfamiliar with basic terms of topological string theory,
might prefer to read first the introduction sections of chapter 9), which in a perturbative
expansion can be written as 1
G =
∞∑
χ=−2
G(χ)λχ . (6.1)
Here G(χ) is the contribution at order χ, and λ is the string coupling. In general, the G
1To emphasize one point again: When the tadpole canceling D-branes are put right on top of the
orientifold plane, we refer to the theory as “real”. Certain of the present definitions are good somewhat
more generally.
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and G(χ) depend on closed and open string moduli, which in the A-model consist of Ka¨hler
moduli of X and complexified Wilson lines on the D-branes. In the example of interest, we
have H2(X;Z) = Z, and H1(L;Z) = Z2, so we have one continuous closed string modulus,
denoted by t ≡ log q, and one discrete open string modulus, ǫ = ±1. Thus,
G(χ) = G(χ)(t, ǫ) . (6.2)
On general grounds, one expects to be able to compute G(χ) by summing contributions
from individual world-sheet topologies, 2
G(χ) =
∑
2g+h−2=χ
F (g,h) +
∑
2g+h−1=χ
R(g,h) +
∑
2g+h−2=χ
K(g,h) . (6.3)
Namely, F (g,h) (with F (g) ≡ F (g,0)) is the contribution of oriented genus g surfaces with
h boundaries, R(g,h) is the contribution of unoriented genus g surfaces with h boundaries
and an odd number of cross-caps (note that one can trade three cross-caps for a handle
plus a cross-cap) and K(g,h) comes from unoriented genus g surfaces with h boundaries and
an even number of cross-caps. (Note that one can trade two cross-caps for a Klein handle,
that is a handle with orientation reversal. The genus g in K(g,h) refers to the number of
handles plus the number of Klein handles, with at least one Klein handle.)
Moreover, each of those contributions in (6.3) should be computable by counting the
number of maps from the appropriate surfaces into the background, similar to the expansion
of the closed string free energy
F =
∞∑
g=0
F (g)λ2g−2 , (6.4)
with (ignoring constant map contributions polynomial in t = log q)
F (g) =
∑
d
n˜
(g)
d q
d , (6.5)
where the sum is over (positive) d ∈ H2(X;Z), and n˜(g)d are the rational Gromov-Witten
invariants. For future reference, we note the following expansion of F in terms of integer
BPS degeneracies, i.e., Gopakumar-Vafa invariants N
(g)
d [12, 13] (details on the physical
definition of these invariants are postponed to section 9.3),
F =
∑
g,d,k
N
(g)
d
1
k
(
2 sinh
λk
2
)2g−2
qkd . (6.6)
2In contrast to the physically motivated normalization of G(χ) used in [17], we chose here a different
normalization which is more convenient for practical computations.
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In hindsight (say if one is given the answer by some other means) it is not necessarily
clear how to disentangle the individual contributions in (6.3). Cancellation of the O-plane
tadpole allows wrapping only a single D-brane on L, so we only have one discrete open
string modulus ǫ at our disposal. This only allows distinguishing whether h is even or odd.
In some of our computations, however, there are ways to effectively introduce arbitrary
numbers of brane-antibrane pairs, each with their discrete Wilson line degree of freedom.
This allows keeping track of individual world-sheet topologies. Then we may write for
h > 0:
F (g,h) =
∑
d≡h mod 2
n˜
(g,h)
d q
d/2ǫh ,
K(g,h) =
∑
d≡h mod 2
n˜
(g,h)k
d q
d/2ǫh ,
(6.7)
where the n˜
(g,h)
d and n˜
(g,h)k
d are appropriate open and unoriented Gromov-Witten invariants.
In these expressions, d refers to the relative homology class in H2(X,L), or in the case of
unoriented surfaces, the homology class of the covering map.
More precisely, to write (6.7), one has to assume a certain prescription to deal with
homologically trivial boundaries, which we will recall below. This prescription, together
with the map H2(X,L)→ H1(L) also explains the restriction to d ≡ h mod 2, and entails
the vanishing of the R(g,h) in our model.
Independently of such assumptions, we can isolate the contribution from purely oriented
closed strings (because that is known from before the orientifold projection!). Thus we
define the amplitude G′(χ)
G′(χ) = G(χ) −
{
F (χ2+1,0) for χ even
0 for χ odd
, (6.8)
which can be seen to have an expansion of the form
G′(χ) =
∑
d≡χ mod 2
n
′(χ)
d q
d/2ǫχ , (6.9)
in terms of rational numbers n′(χ)d , which one might call real Gromov-Witten invariants. As
found in [17], the combined open-closed-unoriented topological string free energy without
oriented closed string contribution,
G′ =
∑
χ
G′(χ)λχ , (6.10)
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possesses an expansion with integer coefficients N
′(χ)
d , similar to that of the F (g) in eq.
(6.6)
1
2
G′ =
∑
d≡χ mod 2
k odd
N
′(χ)
d
1
k
(
2 sinh
λk
2
)χ
qkd/2 ǫχ . (6.11)
The N
′(χ)
d should be seen as a real version of Gopakumar-Vafa invariants, counting real
degree d curves. Physically, they also count dimensions of Hilbert spaces of appropriate
BPS objects [14].
6.2 Outline
For the model at hand, the individual contributions in (6.7) can be explicitly calculated
via localization on the moduli space of stable maps, as performed by Kontsevich to calcu-
late n˜
(0)
d [45], generalized by several authors to the open string case [46, 47] and recently
completed by the inclusion of unoriented strings [17]. Especially, localization was used to
compute various oriented amplitudes for our model of interest, i.e., local P2, in [48, 49].
The essential point that allows the extension to the real case, in this and other models, is
that although the real brane is usually non-toric, it is often left invariant by the action of
at least a one-dimensional torus. This is enough for localization to apply. (A toric brane
in the usual sense is by definition always invariant under a two-dimensional torus.) We
will review and apply this approach in chapter 7 to calculate the individual contributions
to the topological amplitudes of local P2 for some higher χ and d. The explicit results in
terms of real Gromov-Witten invariants are listed in appendix B. The localization com-
putations quickly become rather complicated with increasing genus and degree. There are
two sources of complexity. First, one has to generate the decorated graphs and correctly
determine their automorphism groups. This can be tricky especially in the real case (cf.
section 7.2). Second, one has to evaluate the graphs, and in particular to compute the
Hodge integrals. The best available general algorithm for this still is Faber’s. On the other
hand, note that the computation of the Hodge integral is a local problem, attached to the
fixed points of the torus action. Some years ago, it has been realized that there is in fact a
closed formula that resums the requisite Hodge integrals to all orders in the genus expan-
sion, and that incidentally also solves the first-mentioned graph combinatorial problem in
a very efficient way. This is the topological vertex [50]. We will discuss this approach in
chapter 8. Especially, we will derive the total topological string amplitudes via a real ver-
sion of the topological vertex. Recall that the standard topological vertex solves the closed
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topological string (with background toric branes) on local toric Calabi-Yau threefolds by
evaluating a certain cubic field theory on the toric diagram of the Calabi-Yau viewed as
a Feynman diagram [50]. Applications of the topological vertex to orientifolds have been
considered before, such as in [51, 52]. In these works, the involution defining the orientifold
was taken to be freely acting. The main new feature in our study is that we deal with a
non-empty orientifold plane. This also requires the introduction of a specific D-brane into
the background on top of the O-plane. An orientifold model that can be solved with these
techniques of either localization or the topological vertex has the property that the toric di-
agram has an involutive symmetry to define the orientifold projection. (Toric Calabi-Yaus,
which are rigid, are always invariant under complex conjugation, but unless this can be
dressed with a symmetry of the toric diagram, no toric symmetry will be preserved.) There
are then several possible cases for the fixed point locus. A new feature arises when there
are vertices fixed under the involution of the toric diagram, and one then has to distinguish
whether the fixed leg (of which there is necessarily exactly one) ending on the fixed vertex
is “external” to the toric diagram or not. We will call the requisite transition amplitude
the “real topological vertex”. By studying real local P2, we will be able to deduce the real
vertex in which the fixed leg is external. Since our main aim here is a proof of principle,
we will not try to go beyond that. It is conceivable that a more complete theory exists.
Both localization and the topological vertex fail in general for compact models. The only
tool available which works also in the compact setup, is mirror symmetry together with
the (extended) holomorphic anomaly equations of [31, 30], to be discussed in chapter 9.
Note that while we introduced the A-model topological string free energies F(t),K(t)
and G(t) in a rather geometric way as a count of holomorphic maps from world-sheets with
specific topology into a Calabi-Yau manifold with Ka¨hler parameter t, it is important to
note that this interpretation only holds at large volume. Away from this point in moduli
space, classical notions of geometry break down and so does the original interpretation of
the free energies. On the other hand, the proper definition of the perturbative amplitudes
is really in terms of the topologically twisted 2d world-sheet theory, which is well-defined
over the entire stringy Ka¨hler moduli space. Here it is where mirror symmetry comes to
rescue, since the A-twisted world-sheet theory on X is equivalent to a B-twisted theory
on a mirror Calabi-Yau geometry Y , with Ka¨hler parameter traded for complex structure,
such that the B-model captures the quantum regime of the A-model. In particular, the
corresponding B-model amplitudes F(z, z¯),K(z, z¯) and G(z, z¯) are now functions over the
complex structure moduli space of Y , which we will denote as MY .
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A key point that allows to efficiently solve for the amplitudes in the B-model is that
their anti-holomorphic derivatives overMY do not vanish [31], as we have indicated in the
notation. The so-called holomorphic anomaly equations [31, 30, 17], completely determine
the anti-holomorphic dependence of the amplitudes, and reduce the problem to the fixing of
the holomorphic part. Constraints of modular invariance and a priori knowledge about the
compactification of the moduli space make this a finite-dimensional problem. Its general
solution is still rather elusive, but important progress has been made in recent years.
To emphasize this important point, the notorious problem of the B-model approach
is that one has to fix the holomorphic ambiguity (boundary conditions on moduli space)
at each order in perturbation theory. In the closed topological string it has been shown
[53, 34] that detailed information about the singularity structure at the conifold locus can
be carried over to compact models and leads to a very efficient solution scheme up to very
high genus. For non-compact models, the same structure leads to complete integrability
(for an explicit example, see [54]). It is natural to look for a similar structure also in the
real topological string, and indeed we will make a find, see section 9.7.
An additional bonus of the B-model is the possibility to analyze the structure of the
amplitudes at special points in moduli space other than large volume.
Mirror symmetry and the holomorphic anomaly have the advantage that they give an
answer to all orders in the instanton expansion, but the disadvantage that they are limited
to an order-by-order calculation in the string coupling expansion. On the other hand, the
topological vertex gives an all-order result in the string coupling, but in practical compu-
tations is limited to the first few orders in the instanton expansion. Finally, localization is
an order-by-order computation in both directions, and also computationally rather chal-
lenging. What it has going for it is that of the three techniques we study, it is the one that
is likely easiest to put on a rigorous mathematical foundation. Finally, the results for the
real Gopakumar-Vafa invariants N
′(χ)
d of local P
2 are collected in appendix C.
6.3 Conclusion
In this part of the thesis, we have initiated a detailed study of the real topological string
on local Calabi-Yau threefolds. Whereas the topological string on local (toric) Calabi-Yaus
(with toric branes) is essentially solved, and understood from a variety of different per-
spectives, and we have made significant progress on the systematics of the real topological
string, much remains to be understood (both in the local and the compact situation). We
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see possibilities for further work in several directions.
The most interesting question to us is whether it is possible to achieve full integrability
in the B-model, as is the case for the local closed topological string. As discussed in
section 9.7, the behavior of the real amplitudes at the conifold point in moduli space does
not yield enough constraints to fully fix the holomorphic ambiguities. Therefore, it would
be very desirable to find additional systematic constraints in order to completely fix those
ambiguities. A related question is the interpretation of the leading singularity of the Klein
bottle amplitudes (without boundaries) at the conifold point. One expects to be able
to find a closed expression for the leading coefficient and thereby obtain an additional
constraint which aids in fixing the ambiguities.
Another possible line to follow would be to generalize the real topological vertex pre-
sented in chapter 8 to arbitrary local toric Calabi-Yau 3-folds. This would put the real
topological string on equal footing with the closed topological string (for local geometries)
and would open up the arena for various case studies and further investigations. One
might also try to generalize the recent progress on spectral curve methods (see [55] for a
review and references) as a B-model version of the topological vertex, to the real topolog-
ical string. The explicit data obtained in this work should be helpful as guideline to find
the right formulation.
Finally, from a mathematical point of view, the localization technique originally sketched
in [10, 17], and reviewed and applied in chapter 7, needs to be formulated in a more rigorous
way (especially the tadpole cancellation). Also, in order to put the enumerative aspects
of the real topological string on a firmer mathematical ground, one should seek a proper
definition of real Gopakumar-Vafa invariants.
We believe that with the present work in hand, the real topological string can indeed be
put on equal footing with the topological string on local geometries in the near future. The
compact case on the other hand might remain as a challenge for some time to come. The
localization and topological vertex techniques are not applicable in the compact setting at
higher genus. On the other hand, it is reasonable to expect that the gap structure that we
found at the conifold will persist in compact models. This should allow for their solution
to much higher level than before. Ultimately, progress on the open sector should also feed
back to the closed topological string. So perhaps in combination, one can learn enough to
solve both simultaneously. We look forward to further research on these matters.
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Chapter 7
The A-model
In this chapter, we explain the computation of open and unoriented Gromov-Witten in-
variants of the real topological string on local P2 using localization on the space of maps.
For the reader’s convenience, we firstly recall some basics about the localization calculation
for pure closed string world-sheets. A more detailed exposition can be found in standard
textbooks on mirror symmetry, for example [56, 3], or in the original works [45, 57]. We
then discuss the extension to open and unoriented world-sheets developed in [17]. Espe-
cially, we will work out in more detail some technical issues which are important at higher
degree and genus. One should note that performing the computations (that is, developing
a working and sufficiently fast computer implementation of the scheme sketched below) is
highly non-trivial and therefore forms one of the major achievements of this thesis. The
actual results of our calculations are listed in appendices B and C.
7.1 Localization
We first briefly recall the basics of how to calculate the pure oriented closed string contri-
bution n˜
(g,0)
d for local P
2 via localization.
Define MΣˆd ≡ Mgˆ,0(d,P2) as the moduli space of stable maps fˆ : Σˆ → P2 from genus
gˆ curves into P2 with image of degree d ∈ H2(P2,Z). Let e(Ed) be the Euler class of the
bundle Ed = H1(Σg, f ∗O(−3)) over MΣˆd . Then, the Gromov-Witten invariants n˜Σˆd ≡ n˜(gˆ,0)d
are given by
n˜Σˆd =
∫
MΣˆd
e(Ed). (7.1)
These integrals can be evaluated by the Atiyah-Bott localization formula.
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To this end, consider the Tˆ = (C∗)3 group action on P2. The fixed points of Tˆ on
P2 are the three points pi given by the projectivization of the i-th coordinate line of C
3.
The only curves invariant under Tˆ are the three lines lij joining the pi. The Tˆ action can
be pulled back to an action on MΣˆd . We will denote the Tˆ-invariant subspace of MΣˆd as
TˆMΣˆd . Since a point in TˆMΣˆd is a map of a genus gˆ curve Σˆ to the Tˆ-invariant locus in
P2, we immediately deduce that Σˆ can only consist of the union of a certain number of
nv-pointed irreducible genus gv curves C
(gv)
v,nv joined together by 2-pointed spheres. The
C
(gv)
v,nv are contracted to one of the three points pi, while the spheres are mapped to the lij .
It follows that each map fˆ can be represented combinatorially as a connected graph, i.e.,
to each map fˆ we associate a graph Γˆ by identifying each contracted component of Σˆ with
a decorated vertex, where the decoration is given by the genus of the component and the
point pi it maps to in target space. The spheres joining the contracted components are
then identified with edges joining the corresponding vertices, where each edge is decorated
with the degree (i.e., the multi-cover) of the map which sends the corresponding sphere to
lij .
Thus, we have a map which associates to each point in TˆMΣˆd a decorated graph.
Note that the map is not one-to-one, but rather each graph Γˆ corresponds to a subspace
Mˆ Γˆd ⊂ TˆM
Σˆ
d .
In order to see this, observe that each vertex of the graph Γˆ comes with the moduli
space of an nv-pointed genus gv curve, usually denoted as Mgv,nv . Hence, each graph
corresponds to the moduli space MΓˆ given by
MΓˆ =
∏
v
Mgv,val(v) . (7.2)
Obviously, there exists a map γΓˆ : MΓˆ → Mˆ Γˆd , which is however not an isomorphism.
In order to obtain an isomorphism, we need to quotient by the automorphism group of
MΓˆ given by AΓˆ = Aut(Γˆ) ⋉
∏
e Zde , where Aut(Γˆ) is the automorphism group of Γˆ as a
decorated graph.
Thus, we have
TˆMΣˆd ∼=
⋃
Γˆ
(MΓˆ/AΓˆ) , (7.3)
where the union is over the set of all non-isomorphic graphs Γˆ whose topology and deco-
ration fulfill the following criteria:
• ∑e de = d.
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• 1 − |v| + |e| +∑v gv = gˆ, where |v| and |e| is the number of vertices and edges,
respectively.
• i(va) 6= i(vb), for va connected to vb, where i(vj) encodes the point in target space
the corresponding component maps to.
Applying the Atiyah-Bott localization formula then tells us that we can evaluate (7.1)
via a sum over graphs:
n˜Σˆd =
∑
Γˆ
1
|AΓˆ|
∫
M
Γˆ
e(i∗Ed)
e(N vir
Γˆ
)
, (7.4)
where |AΓˆ| is the order of the group AΓˆ.
Explicit expressions for e(i∗Ed) and e(N virΓˆ ) in equivariant cohomology have been de-
rived in [57]. We restate them here for convenience:
e(i∗Ed) =
∏
v
λ
val(v)−1
i(v) Pg(v)(Λi(v))
∏
e
3de−1∏
m=1
[
Λi(e) +
m
de
(λi(e) − λj(e))
]
, (7.5)
1
e(N virΓ )
=
∏
e
(−1)ded2dee
(de!)2(λi(e) − λj(e))2de
de∏
k 6=i(e),j(e)
a=0
1
a
de
λi(e) +
de−a
de
λj(e) − λk
×
∏
v
∏
j 6=i(v)
(λi(v) − λj)val(v)−1
×
{ ∏
v
[(∑
F w
−1
F
)val(v)−3∏
F∋v w
−1
F
]
for g(v) = 0∏
v
∏
j 6=i(v) Pg(v)(λi(v) − λj)
∏
F∋v
1
wF−κF for g(v) ≥ 1
,
(7.6)
with
wF = (λi(F ) − λj(F ))/de ,
Λi = λ1 + λ2 + λ3 − 3λi ,
Pg(x) =
g∑
r=0
cg−r(E∗)xr ,
(7.7)
where i(e) and j(e) refer to the target space points the vertices attached to the edge e map
to, F runs over the set of flags of a vertex, that is, all pairs (v, e) for a fixed vertex v with
e ending on v. For a flag, we have i(F ) = i(v) and j(F ) refers to the other end point of
e. Finally, E is the Hodge bundle, κF is a gravitational descendant and λi are the torus
weights.
Thus, the integration in equation (7.4) boils down to the evaluation of Hodge integrals,
for which one can use Faber’s algorithm [58].
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p2 p2p2 p1 p1p1
Figure 7.1: a) The orientifold is chosen to act on P2 such that the Tˆ fixed points p1 and
p2 are identified, while p3 is mapped to itself. The sketched (football-shaped) spheres
correspond to the lines lij. b) The line l12 can be mapped to from either a disk or a
cross-cap. c) The line l13 corresponds in the quotient either to a 2-sphere by gluing disks
of different color or to a Klein handle by gluing two disks of the same color.
7.2 Orientifolded localization
In order to calculate the remaining contributions to G(χ) via localization, one would like
to replace MΣˆd by something like the moduli space MΣd of stable maps f : Σ → C from
curves Σ of Euler characteristic χ (with boundaries and cross-caps) into P2 with image d
in the relative homology group d ∈ H2(P2, L;Z).
The proper mathematical definitions related toMΣd have so far not been given, except
when Σ is the disk [35]. Nevertheless, and following [17], we can give a computational
scheme that allows the evaluation of a putative virtual fundamental class of MΣd , after
localization. The main reason for this simplification is that after implementing the tad-
pole cancellation condition of [17], we effectively only need to count maps that send any
boundary to a non-trivial one-cycle on L, and that do not contract any cross-caps. As a
result, we have to deal only with moduli spaces of n-pointed genus g curves, as without
orientifold projection, and also avoid potentially dangerous regions in moduli space where
a node lies right on top of the orientifold-plane.
To begin, we choose the involution I such that it is maximally compatible with the
covering space action Tˆ. This means that the projection leaves a subtorus T ∼= C∗ ⊂ Tˆ
intact. Such an I identifies two of the three covering space fixed-points pi and as well two
of the fixed-lines lij. We arrange it such that p1 is identified with p2. The corresponding
action I is sketched in figure 7.1a. We infer that l12 is mapped to itself and can receive
a disk or a cross-cap, as sketched in figure 7.1b. Note that one can glue two of these
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disks or two cross-caps to obtain a 2-sphere or a Klein handle, respectively. The line l13
can correspond to either a 2-sphere or a Klein handle. How that Klein handle occurs is
sketched in figure 7.1c. In detail, one half of the line can be thought to correspond to the
line l13 while the other half comes from the mirror line l23.
As in the case without orientifold projection, we can pull back the T action to an ac-
tion on MΣd . We will denote the T invariant subspace as TMΣd . Due to our restriction to
homologically non-trivial boundaries, we have that Σ can only be the union of n-pointed
irreducible genus g curves mapping under f to one of the two non-invariant torus fixed
points p1, p2, and joined together by either 2-spheres or Klein handles. Furthermore, ir-
reducible disk or cross-cap components can be attached to a contracted component. As
before, it follows that each map f can be represented combinatorially as a connected graph
Γ, with a bit of additional decoration.
The contracted component curves correspond again to vertices decorated with the genus
of each component, as well as by the point it maps to in target space. As before, the
2-spheres joining the contracted components are mapped to edges connecting the corre-
sponding vertices. As a novelty, the Klein handles joining contracted components are
identified with Klein edges, which we may draw as an edge with a cross on top. Note that
a Klein edge can be attached to a single vertex, i.e., it may form a loop (in distinction to
an ordinary edge). We will refer to these Klein edges also as external Klein edges, while the
Klein edges connecting two distinct vertices will be refered to as internal Klein edges. The
disks and the cross-caps map to half-edges (also known as legs), or cross-edges attached to
the vertices corresponding to the contracted component to which the disk or cross-cap are
attached to, respectively. We will draw these simply as half-edges or half-edges with an
arrow, attached to vertices (with i(v) = 1 or 2 decoration). Note that there is a non-trivial
restriction on graphs with Klein edges. Namely, since a Klein edge represents a handle
(with orientation reversal), a proper graph should not split into disconnected components
after removal of a Klein edge.
As in the unorientifolded theory, each vertex can be associated to an ordinary moduli
space Mgv,val(v), such that the full graph corresponds to the moduli space
MΓ =
∏
v
Mgv,val(v) . (7.8)
Again, there is a morphism γΓ : MΓ → MΓd ⊂ TM
Σ
d , which becomes an isomorphism if
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we quotient by AΓ, the automorphism group of MΓ. Thus,
TMΣd ∼=
⋃
Γ
(MΓ/AΓ) . (7.9)
However, one has to be extra careful with AΓ. In order to illustrate why, let us slightly
change our point of view.
To each curve Σ we can associate a corresponding covering curve Σˆ with Σ = Σˆ/σ.
The covering space curve Σˆ has genus gˆ = χ+ 1. Moreover each map f can be lifted to a
covering space map fˆ which is equivariant:
fˆ = I ◦ fˆ ◦ σ−1 . (7.10)
That is, the following diagram commutes:
Σˆ
fˆ−−−→ X
σ
y yI
Σˆ
fˆ−−−→ X
(7.11)
Thus, MΣd can as well be defined as the fixed locus of the moduli space MΣˆd of the cor-
responding doubled curve, i.e., MΣd = ω∗M
Σˆ
d , with ω
∗ the map obtained by conjugating
with I and σ, as in (7.10). In particular,
TMΣd = ω
∗
TˆMΣˆd . (7.12)
Recall that to each fˆ ∈ TˆMΣˆd and f ∈ TM
Σ
d we have associated a corresponding graph Γˆ,
or Γ, respectively. In thinking about these various identifications, and their automorphism
groups, one’s first naive expectation is that
Γ = Γˆ/ω∗ , (7.13)
holds, with
|Aut(Γ)| = |Aut(Γˆ)∗| , (7.14)
where Aut(Γˆ)∗ is the subgroup of Aut(Γˆ) that commutes with ω∗. Note that ω∗ acting on
Γ leaves no vertices fixed, due to our restriction to non-trivial boundaries and cross-caps.
To see that the relation is more subtle than described in (7.13) and (7.14), note first that
the inverse of relation (7.13) is always true. Namely, to a given graph Γ we can associate
a corresponding covering space graph Γˆ via the following “doubling” procedure: For each
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∼=
≇
Γˆ1 Γˆ2
Γ1 Γ2
ω∗ ω∗
Γˆ1/ω
∗ Γˆ2/ω∗
Figure 7.2: The two graphs Γ1 ≇ Γ2 can potentially contribute to n˜
(2,0)k
6 . However, we
have that Γˆ1 ∼= Γˆ2, with Γ1 = Γˆ1/ω∗ and Γ2 = Γˆ2/ω∗, hence only one should contribute to
n˜
(2,0)k
6 .
vertex v draw a corresponding mirror vertex v′ with same v(g) but mirror i(v) decoration
and for each edge draw a corresponding mirror edge. Then, for each disk and cross-cap
connected to a vertex, draw an edge connecting the vertex with its mirror. Further, for
each external Klein edge draw two edges connecting the vertex and its mirror, while for
each internal Klein edge connecting the vertices v1 and v2 draw an edge connecting v1 to
v′2 and one connecting v2 to v
′
1, where v
′
i are the mirror vertices.
However, while this doubling procedure gives a well-defined map Γ 7→ Γˆ, there is
generally no good inverse, i.e., relation (7.13) does not hold in general. For example,
consider the graphs Γˆ1 and Γˆ2 shown in figure 7.2. Both belong to the same equivalence
class [Γˆ], i.e., there exists an isomorphism a : Γˆ1 → Γˆ2, equivariant with respect to ω∗.
However, the corresponding quotient graphs under ω∗ are not isomorphic. This is because
in general the quotient graph [Γˆ]/ω∗ depends on the choice of representative of [Γˆ], i.e., we
have that
[Γˆ]/ω∗ =
⋃
i
[Γi], (7.15)
where [Γi] are equivalence classes of non-isomorphic quotient graphs Γi. Nevertheless, the
equivariance condition for fˆ implies that we should include only one graph Γ ∈ {Γi}, since
fˆ should descend to a unique f .
Hence, the relations MΓd =
ω∗M Γˆd ⊂ TM
Σ
d , and (7.13), should be understood in the
sense that they may include a choice of representative of [Γˆ]. However, note that indepen-
dent of a choice of representative, we have
MΓ = ω∗MΓˆ =
√
MΓˆ . (7.16)
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ω∗1
a
Γˆ/ω∗1
Γˆ/ω∗2
Γˆ Γ1
Γ2
12 6∗
2∗
Figure 7.3: The cyclic graph Γˆ = C6 with two differently acting involutions ω
∗
i . The
involution ω∗1 yields a quotient graph Γ1 with two half-edges contributing to n˜
(0,2)
6 , while
the involution ω∗2 = (aω
∗
1) results in a graph Γ2 with a Klein edge contributing to n˜
(1,0)k
6 .
The bold-face number is |Aut(Γˆ)|, while the bold-face numbers with star are the orders of
the subgroups of Aut(Γˆ) that commute with ω∗i .
The lesson we learn is the following. In order to avoid multiple countings we have to
include in (7.9) only one representative of Γˆ/ω∗. In practice, this means that we have to
perform an extended isomorphism test on the set of graphs {Γ}, i.e., two graphs need to
be considered as identical if they are firstly isomorphic after replacement of Klein edges
with normal edges or if they secondly lift to the same covering graph.
Let us now take a closer look at the relation (7.14). As an illustrative example, consider
the graph Γˆ with the two differently acting projections ω∗i sketched in figure 7.3. We see
that ω∗1 satisfies condition (7.14), while ω
∗
2 not. This raises the question whether AΓ involves
Aut(Γ) or Aut(Γˆ)∗. Again, the equivariance condition implies that Aut(Γˆ)∗ is the correct
choice. Hence,
AΓ = Aut(Γˆ)
∗ ⋉
(∏
c
Zdc
∏
e
Zde
∏
k
Zdk
∏
h
Zdh
)
, (7.17)
where k runs over the set of Klein edges, h the set of half-edges and c the set of cross-caps,
if present.
Finally, incorporating the tadpole condition of [17], which tells us that graphs involving
disks with even degree cancel against graphs with cross-caps, we deduce that the set {Γ}
contributing to n˜
(g,h)
d and n˜
(g,h)k
d includes all non-isomorphic and extended-non-isomorphic
graphs Γ which fulfill the following criteria:
• dh is odd for all half-edges.
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• 2∑e de + 2∑k dk +∑h dh = d.
• 1− 2|v|+ 2|e|+ 2|k|+ |h|+ 2∑v gv = g, where |k| is the number of Klein edges and
|h| the number of half-edges.
• Edges connect only vertices with i(e) 6= j(e).
• Half-edges are only attached to vertices with i(v) = 1 or 2.
• Klein edges only connect vertices with i(k) = j(k) or with i(k) = 1 or 2 and j(k) = 3
or vice-versa.
Then, with Γ = Γˆ/ω∗ we obtain from (7.4):
n˜Σd = (−1)3g−3+h
∑
Γ
(−1)|k|
|AΓ|
∫
MΓ
√
e(i∗Ed)
e(N vir
Γˆ
)
, (7.18)
where the sum runs over the set {Γ} specified above. Note that our discussion does not
a priori fix the overall sign nor the sign of each individual graph. However, most of
the sign factors in (7.18) can actually be borrowed from the tree-level discussion in [35].
The remaining signs were determined in [17] based on computations on compact models,
comparison with the B-model, and integrality of Gopakumar-Vafa invariants. The existence
of the sign (−1)k can also be inferred from the requirement that the contribution of a given
class of equivariant graphs should be independent of the chosen quotient representative,
see discussion around eq. (7.15).
The contribution of vertices, edges and Klein edges of the quotient space graph Γ to
the integrand of (7.18) is as before accounted for by (7.5) and (7.6), and supplemented by
the following modifications. For each half-edge ending on a vertex v, add a flag (v, h) to
the set of flags of v. Define i(h) as the image point pi to which v maps in target space
and j(h) the image point pj of the corresponding mirror-vertex in the covering graph. We
also multiply the integrand by the following factor accounting for the half-edges. (This is
essentially just a squareroot of an ordinary edge contribution.)
D(Γ) =
∏
h
(−1) dh−12 ddhh
(dh!)(λi(h) − λj(h))dh
dh−1
2∏
k 6=i(h),j(h)
a=0
1
a
dh
λi(h) +
dh−a
dh
λj(h) − λk
×
3dh−1
2∏
h
[
Λi(h) +
m
dh
(λi(h) − λj(h))
]
.
(7.19)
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The Klein edges are treated like usual edges, however with i(k) and j(k) defined as i(v)
and j(v) of the corresponding covering graph edge. At the very end, we need to identify
in the integrand λ1 = −λ2. Then we cancel any common factors between numerator and
denominator from each summand. These could cause ill-defined “0
0
”-type expressions when
we set λ3 = 0 in the final expression for n˜
Σ
d .
We have developed a full computer implementation of the above prescription and used
it to calculate the open and unoriented Gromov-Witten invariants up to χ = 9 for various
degrees. Despite the fact that the actual implementation is non-trivial, we restrain from
giving here any technical details on the actual implementation, and rather just list the
complete set of obtained data in appendix B. The real Gopakumar-Vafa invariants which
we were able to deduce from the data can be found in appendix C. Finally, note that
the Gromov-Witten invariants obtained will be used in chapter 9 to fix the holomorphic
ambiguities of the B-model.
Chapter 8
The (real) topological vertex
In this chapter, we will derive the real Gopakumar-Vafa invariants of local P2 via the real
topological vertex. In section 8.1 and 8.2 we will recall some basic background material
needed to formulate the topological vertex, which will be introduced in section 8.3, following
roughly [50, 16]. The (1-leg) real topological vertex will be derived in section 8.4 at hand
of local P2, as in [18]. The results of our computations, in terms of real Gopakumar-Vafa
invariants, are listed in appendix C.
8.1 Toric manifolds and GLSM
Since we will need later on the description of a (non-compact) toric Calabi-Yau manifold
in terms of a symplectic quotient, which can be seen physically as the vacuum manifold
of a gauged linear sigma model (GLSM for short), let us briefly recall some basics thereof.
More details can be filled in from standard textbooks (see for instance [3]).
A non-compact toric Calabi-Yau manifoldM can be described as a symplectic quotient
M = C3+k//G , (8.1)
with G = U(1)k. The quotient is obtained by imposing the k constraints (moment maps)
3+k∑
i=1
Qai |zi|2 = ra , (8.2)
and dividing by G
zi → ziǫaQai zi , (8.3)
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with zi the coordinates of C
3+k, a = 1, . . . , k, and where ra are Ka¨hler parameters mea-
suring the sizes of 2- and 4-cycles. The parameters Qai are usually referred to as charges
for reasons that will become clear momentarily. The Calabi-Yau condition (vanishing first
chern class, i.e., c1(M) = 0) is equivalent to vanishing of the total charge, that is∑
i
Qai = 0 . (8.4)
The symplectic description of a toric Calabi-Yau naturally arises as the vacuum man-
ifold (defined by the vacuum expectation values of scalar fields) of a gauged linear sigma
model. In detail, the sigma model of relevance is a N = (2, 2) supersymmetric U(1)k gauge
theory with (k + 3) chiral fields Xi (whose scalar components are the zk). The charges
of the Xi under the U(1) gauge factors are the Q
i
a. The vacuum manifold is obtained by
imposing the D-term constraints ∑
i
Qai |Xi|2 = ta , (8.5)
where ta = ra + iθa, with ra the Fayet-Iliopoulos parameter and θa Theta-angle of the ath
U(1) gauge factor. In addition, we need to mod out by gauge equivalence. Comparing to
the symplectic description given above, one can easily infer that the vacuum manifold is
indeed equivalent to a toric Calabi-Yau, as long as the charges satisfy (8.4).
Let us conclude this section by giving two explicit examples:
Example I: local P2
The linear sigma model yielding local P2, i.e., O(−3) → P2, is a U(1) gauge theory
with 4 chiral fields Xi and charge vector Q = (1, 1, 1,−3). There is a single parameter t
corresponding to the complexified Ka¨hler class of the base P2. We have a single D-term
constraint which reads
|X1|2 + |X2|2 + |X3|2 − 3|X4|2 = t . (8.6)
Clearly, the fields Xi with i ∈ {1, 2, 3} parameterize the P2 forming the base, while X4 is
a coordinate on the O(−3) fiber.
Example II: local P1 × P1
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The sigma model for local P1 × P1, i.e., O(−2,−2) → P1 × P1, involves a U(1) ×
U(1) gauge group with 5 chiral fields Xi. The charge vector Q1 for the first gauge factor
reads Q1 = (1, 1, 0, 0,−2), while the charge vector for the second gauge factor is given by
Q2 = (0, 0, 1, 1,−2). The two parameters t1 and t2 correspond to the complexified Ka¨hler
parameters of the two P1 in the base. Furthermore, we have two D-term constraints
|X1|2 + |X2|2 − 2|X5|2 = t1 ,
|X3|2 + |X4|2 − 2|X5|2 = t2 .
(8.7)
The Xi for i ∈ {1, 2} are identified with the coordinates of the first P1 and Xi for i ∈ {3, 4}
with coordinates of the second P1 in the base, while X5 parameterizes the fiber.
8.2 Vertex geometry
In this chapter, we want to compute the topological string partition function of a local
toric Calabi-Yau background X via the topological vertex approach. The basic idea of
the topological vertex is to obtain the full topological string amplitude via appropriately
gluing open topological string amplitudes of C3 patches together. Thus, we first need a
(convenient) decomposition of a background X into C3 patches. As it turns out, for this
purpose it is most convenient to express X as a T2 × R fibration over R3, which is always
possible for a local toric background [50].
Let us see how the T2×R over R3 fibration structure arises at hand of the simplest toric
manifold, i.e., flat space. In this case, we parameterize the background via three complex
coordinates zi and introduce the Hamiltonians
rα = |z1|2 − |z3|2 ,
rβ = |z2|2 − |z3|2 ,
rγ = Im(z1z2z3) .
(8.8)
These Hamiltonians generate three flows on C3 via the Poisson brackets
∂vzi = {rv, zi}ω , (8.9)
with respect to the natural symplectic form ω =
∑
i dzi ∧ dz¯i on C3 and where v ∈
{α, β, γ}. Clearly, this yields a T2 × R fibration over R3, where the base is parameterized
by (rα, rβ, rγ) ⊂ R3 and the fiber is defined via the flows (8.9). Especially, the T2 fiber is
generated by the circle action
ei(αrα+βrβ) : (z1, z2, z3)→ (eiαz1, eiβz2, e−i(α+β)z3) . (8.10)
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a) b)
(0, 1)(0, 1)
(1, 0)(1, 0)
(−1,−1)(−1,−1)
Figure 8.1: a) Toric description of C3 as T2×R fibered over R3. The degeneration locus of
the T2 fiber is given by the trivalent graph drawn in the (rα, rβ, 0)-plane of the base. The
labels (−p, q) correspond to the cycles of the T2 fiber which vanish over the corresponding
edge. b) The anti-holomorphic involution of C3 under consideration acts on the trivalent
graph as a reflection along the diagonal.
Observe that the T2 of the fibration degenerates over a trivalent graph in the (rα, rβ, 0)-
plane in the base (which we will denote as Γ). This can be seen as follows: The 1-cycle
of the T2 fiber generated by rα degenerates over the subspace z1 = z3 = 0 of C
3. Using
(8.8), it is easy to see that this correspond to the (0, rβ, 0) vector in the base with rβ ≥ 0.
Similar, the 1-cycle generated by rβ degenerates over the vector (rα, 0, 0) with rα ≥ 0.
Finally, the 1-cycle generated by rα − rβ degenerates over z1 = z2 = 0, which translates to
the vector (rα, rβ, 0) with rα, rβ ≤ 0 and rα = rβ. Hence, the degeneration locus of the T2
clearly corresponds to a trivalent graph in the base. This is illustrated in figure 8.1a. Note
that the T2 fiber over Γ has the topology of three infinite disks Di (each disk arises as a
S1 fibered above one of the edges) meeting at the origin, where the full T2 shrinks to zero
size.
Let us choose the generators of H1(T
2) such that rα generates the (0, 1)-cycle and rβ
the (1, 0)-cycle. Then, one can correlate the degenerating cycles with the lines in the
graph unambiguously by letting a (−q, p)-cycle degenerate over an edge that corresponds
to prα + qrβ = 0. However, one should keep in mind that due to the SL(2,Z) symmetry
of the T2 this choice is not unique.
For later reference, note that one can easily translate an anti-holomorphic involution of
C3 to an action on the corresponding T2×R over R3 fibration by using (8.8). For example,
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the anti-holomorphic involution I, acting on C3 as
I : (z1, z2, z3)→ (z¯2, z¯1, z¯3) , (8.11)
(with fixed-point locus given by C × R) acts on the corresponding fibration as follows: I
acts on the base as an exchange of rα with rβ and a reflection of rγ, as sketched in figure
8.1b. The explicit action on the fiber is for our purposes not relevant, however, if needed,
it can be easily inferred from (8.10).
Another geometric property we will make use of later, is the fact that there exists
a specific class of (special) Lagrangian 3-cycles of C3, which we will denote as Li, with
topology C × S1 (Lagrangian means that the Ka¨hler form restricted to L vanishes, while
special means that the 3-cycle is calibrated, i.e., volume minimizing) [5]. In particular, the
Li wrap in the description of C
3 as a T2×R over R3 fibration the T2 part of the fiber and
project to lines in the base [50]. In detail, the Lagrangians can be parameterized as
L1 : rα = 0, rβ = r
∗
1, rγ ≥ 0 ,
L2 : rβ = 0, rα = r
∗
2, rγ ≥ 0 ,
L3 : rα − rβ = 0, rα = r∗3, rγ ≥ 0 ,
(8.12)
where r∗i is a modulus of Li. Specifically, the Li end on the graph Γ. This is illustrated
in figure 8.2a. The reason why these Lagrangians are of particular interest, lies in the fact
that they intersect the (infinite) disks Di at position r
∗
i , i.e., we have non-trivial relative
homology groups H2(C
3, Li). This is sketched in figure 8.2b.
The (special) Lagrangians 3-cycles Li we have introduced are non-compact. However,
they can be “compactified” by introducing an additional set of vectors fi = (pfi , qfi)
in the (p, q)-plane over which a corresponding 1-cycle, i.e., (−q, p)-cycle, of the T2 fiber
degenerates (see figure 8.2c). Let us denote the vectors spanning the trivalent vertex as
vi = (pvi, qvi). If the projection of the Li hits one of the fi, another 1-cycle of the T
2 fiber
degenerates. Thus, over the end-points of this line, i.e., then it hits vi, respectively fi, we
have that the T2 fiber degenerates to a S1. If the pair (fi, vj) forms a oriented basis of
H1(T
2), that is
fi ∧ vi = pfiqvi − qfipvi = 1 , (8.13)
holds, the T2 fiber on the line is topologically a non-degenerate S3, which we will denote
as L˜i. Note that if fi fulfills (8.13), so does fi + nvi for any integer n.
A convenient choice for the fi is given by
(f1, f2, f3) = (v2, v3, v1) , (8.14)
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a) b) c)
L1 L1
L2 L2
L3 L3
L˜1
L˜2
L˜3
f3
f1
f2
v1
v3
v2
Figure 8.2: a) Toric diagram of C3 with the Lagrangians Li. b) Sketch of the disks ending
on the Li. c) The compact three cycles L˜i in canonical framing.
which is called canonical framing and is illustrated in figure 8.2c.
We have now all basic ingredients at hand we will need later on. However, we still
need to discuss how one can patch together the local pieces described above to form a
(non-compact) toric Calabi-Yau manifold. For that, we use the symplectic description of a
non-compact toric manifold introduced in section 8.1. First, one decomposes the N = k+3
complex coordinates zi of the symplectic description into C
3 patches. Then, one chooses
one patch, say U1, and introduces the Hamiltonians rα and rβ as in (8.8) to generate the
T2 fiber, while rγ is taken to be the gauge invariant rγ = Im(
∏
i zi). The translation of rα
and rβ to other patches can be achieved by using the momentum maps, i.e., D-terms (see
equation (8.2)), to express rα and rβ in terms of the local coordinates used in the patch
one wants to go to.
In this way we obtain a globally defined T2 fiber, to whose degeneration locus over the
base spanned by rα and rβ one can associate a graph Γ (consisting of local patches), fully
encoding the global geometry. This receipt will become more clear in the explicit example
given below.
However, there is a more convenient method to obtain the graph Γ of a non-compact
toric Calabi-Yau, which we briefly mention here for completeness. In fact, one can argue
that Γ is simply the graph dual of the toric diagram, which we will refer to as Γˆ, of
the Calabi-Yau under consideration! For a detailed discussion (including the relation to
(p, q)-webs), we refer to [50].
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(0, 1)
(1, 0)
(−1,−1)
(−1, 0)
(2,−1)
(−1, 1)
(1,−1)
(−1, 2)
(0,−1)
U1
U2
U3
Figure 8.3: Graph Γ encoding local P2 constructed by patching three C3 patches Ui to-
gether.
Let us illustrate both ways of obtaining Γ via explicit examples:
Example I: local P2
As described in section 8.1, this model has four coordinates zj and a D-term constraint
given by (8.6). Thus, we have three C3 patches given by zi 6= 0 for i = 1, 2, 3, where
we will denote each respective patch by Ui. In detail, due to (8.6), one of the three zi
needs to be non-zero and we can solve for this zi (the phase can be gauged away by
dividing by the U(1) action of the symplectic quotient), leaving the remaining coordinates
zj unconstrained, which therefore form a C
3 patch Ui.
A corresponding globally defined T2 × R over R3 fibration (which is fully encoded in
a graph Γ in R2, see figure 8.3) can now be constructed as follows: We choose one of
the patches Ui, let’s say U1 = (z2, z3, z4), and define on U1 the fibration similar as for C
3
via rα = |z2|2 − |z4|2 and rβ = |z3|2 − |z4|2, with the third direction given by the gauge
invariant variable rγ = Im(z1z2z3z4). The corresponding (local) graph is as in figure 8.1a.
We can now use (8.6) to translate the two Hamiltonians rα and rβ to the other patches.
For example, in the patch U3 = (z1, z2, z4), we have that rα is defined as in U1, while we
have that rβ is given in U3 by rβ = t− |z1|2 − |z2|2 + 2|z4|2. The corresponding action on
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(1, 1)
(1,−1)(−1,−1)
(−1, 1)
Γ
Γˆ
Figure 8.4: The toric diagram Γˆ of local P1×P1 with Γ (encoding the T2 fiber degeneration
locus) being its graph-dual.
the T2 fiber over U3 reads
ei(αrα+r¯β) : (z1, z2, z4)→ (e−iβz1, ei(α−β)z2, ei(2β−α)z4) . (8.15)
The degeneration locus of the T2 fiber over U3 can be easily inferred. We deduce that the
1-cycle generated by rα + rβ, that is the (−1, 1)-cycle, degenerates over z1 = z4 = 0. This
translates in the base to the line with rα ≥ 0 and t ≥ rβ ≥ 0. Further, the (2,−1)-cycle
generated by rα − 2rβ degenerates over the line with rα ≤ 0, 2rα + rβ = t and t ≥ rβ ≥ 0.
Finally, there is a (−1, 0)-cycle, generated by rβ, which degenerates over the line rα = 0
and t ≥ rβ ≥ 0.
The remaining U2 patch can be derived similarly and one obtains the graph Γ shown
in figure 8.3, encoding local P2.
Example II: local P1 × P1
One can derive the corresponding graph Γ as in the previous example, however, it is
far more convenient to just use the fact stated above that Γ simply corresponds to the
(p, q)-web dual to the toric diagram Γˆ. The corresponding graphs Γˆ and Γ for local P1×P1
are shown in figure 8.5.
8.3 The vertex
We have now all geometric ingredients at hand to state the topological vertex. As was
shown in the last section, a non-compact toric Calabi-Yau can be decomposed into C3
patches. Furthermore, we associated to a patch a set of (special) Lagrangian 3-cycles Li.
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Let us now consider the (open) topological string A-model partition function for a C3
patch with Ni D-branes on Li. As discovered in [29], the open topological string amplitudes
on this geometry are not univocally defined in the sense that they depend on choice of an
integer for each boundary. This is known as framing ambiguity. This ambiguity can be
specified by replacing the non-compact Li by compactified Lagrangians L˜i (defined by a
set of framing vectors fi, as introduced in the last section).
For canonical framing, the open topological string partition function will be given by
Z =
∑
R1,R2,R3
CR1R2R3
3∏
i=1
TrRiVi , (8.16)
where Vi is a matrix source associated to the i-th Lagrangian and each sum runs over the
set of all Young diagrams (including the trivial diagram, which we will denote later on
simply as •). The amplitude CR1R2R3 is a function of the string coupling λ and contains
information about holomorphic maps from (oriented) Riemannian surfaces into C3 with
boundary on Li. This amplitude is known as the topological vertex. An important property
is its cyclic symmetry:
CR1R2R3 = CR3R1R2 = CR2R3R1 . (8.17)
One can show that the full three-legged vertex (in canonical framing) is given by [50]
CR1R2R3 = q
κR2/2+κR3/2
∑
Q,Q1,Q3
NR1QQ1N
Rt3
QQt3
WRt2Q1WR2Qt3
WR2•
, (8.18)
where the NR1QQ1 are the U(∞) tensor product coefficients, and WR1R2 = WR1R2(q) is a
certain rational function of q (q = eλ) that arises by taking a specific limit (in level and
rank) of the Chern-Simons invariant of the Hopf link in S3 decorated with R1 andR2. When
one of the representations on the vertex is trivial, we have the more compact expression
C•R1R2 = q
κR2/2WR1R2 . (8.19)
As discussed in section 8.2, every non-compact toric geometry can be obtained by
appropriately gluing local C3 patches together. Naturally, one might wonder if one can
similarly glue the patchwise defined open topological partition functions (8.16) together
to obtain the closed topological string partition function of the glued geometry. This is
indeed the case, as derived in [50]. Important preceding developments are [59, 60]. The
basic (minimal) receipt is as follows:
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As described in section 8.2, we can easily infer from the toric diagram of the background
the graph Γ where the T2 fibration degenerates. The edges are labeled by integral vectors
vi that encode which cycle of the fiber degenerates over the edge. Further, to each edge
we associate a representation Ri.
The graph can be partitioned to trivalent vertices, i.e., C3 patches. This associates
to each vertex an ordered triplet of vectors (vi, vj, vk), where the ordering is taken to be
clockwise. If all edges are outgoing, we associate to the vertex a factor CRiRjRk , other-
wise we replace the corresponding representation (associated to the incoming edge) by its
transpose times (−1)l(R).
Let a vertex with triple (vi, vj, vk) share the i-th edge with another vertex whose triple
is (v′i, v
′
j , v
′
k), i.e., v
′
i = −vi. In this case, we glue the two amplitudes by summing over the
representations on the i-th edge:∑
Ri
CRjRkRie
−l(Ri)ti(−1)(ni+1)l(Ri)q−niκRi/2CRtiR′jR′k , (8.20)
with ni = v
′
k ∧ vk if vk and v′k have the same orientation and ni = −v′k ∧ vk else (where ∧
is defined as in (8.13)). l(Q) denotes the number of boxes in the young diagram R, i.e.,
l(R) =
∑
i li with li the number of boxes in the i-th row of the diagram, R
t denotes the
transpose diagram and t is the size of the 2-sphere obtained by gluing the two edges (recall
that we have associated a disk with each edge, and by gluing the two disks we obtain a
2-sphere). Further, we defined
κRi =
∑
i
li(li − 2i+ 1) . (8.21)
Finally, note that non-compact edges of Γ carry only the trivial representation R = •.
For completeness, we just mention that the vertex is more powerful than one might infer
from the above (minimal) description. For example, it can be as well used to calculate
open string amplitudes for D-branes on outer or inner legs [50].
Let us illustrate the above sketched gluing rules via the following example:
Example: local P2
The corresponding graph Γ can be found in figure 8.3. We associate representations to
the edges of the graph as sketched in figure 8.5. Following the above receipt, we directly
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•
•
•
R2
R1
R3
Figure 8.5: Diagram representing local P2 for the purpose of evaluating the topological
vertex.
obtain the following expression for the total closed string topological partition function:
Z =
∑
R1,R2,R3
(−1)
P
i l(Ri)e−
P
i l(Ri)tq
P
i κRiC•R2Rt3C•R1Rt2C•R3Rt1 , (8.22)
where t is the single Ka¨hler parameter of local P2. In this sum, the Ri run over all Young
diagrams (representations of U(∞)). We can relate the free energy in those variables to
the Gopakumar-Vafa invariants as follows [59]
F = logZ =
∑
d,g,k
N
(g)
d
1
k
(
qk/2 − q−k/2)2g−2e−tkd . (8.23)
The invariants N
(g)
d can be easily extracted (for an extensive list, see for instance [59]) and
are in perfect agreement with the results obtained via other means (see for example [48],
where some of the Ngd were calculated via localization).
8.4 The real vertex
We are now in a position to present the formulas that express the real topological string
amplitudes of local P2 in terms of the (real) topological vertex. The basic idea is the
following. The topological vertex can be viewed as an all-genus resummation of the local
contribution at each vertex on the toric diagram to the localization formulas for the topo-
logical string amplitude (see, e.g., [61]). Going from the ordinary topological string to the
real topological string amounts in the localization formalism to first restrict to the graphs
fixed under the target space involution, and then take a squareroot of each individual con-
tribution. The only conceptual difficulty is to understand which sign of the squareroot to
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take. Taking these observations together, all we have to do to obtain a real vertex formal-
ism is to identify the action of the target space involution on the toric diagram of figure
8.5 and on formulas (8.18) and (8.22), and then to take an appropriate squareroot. It is in
fact not hard to see that the action on the representations is R1 7→ R2 and R3 7→ R3 (this
can be derived similarly as the action on C3 shown in figure 8.1b). Using the symmetry of
the topological vertex
CR1R2R3 = q
P
κRi/2CRt1Rt3Rt2 , (8.24)
we see that for the fixed configurations, R1 = R2, the summand in (8.22) is of the form.
(−1)2l(R1)+l(R3)q−5κR1/2−κR3/2e−t(2l(R1)+l(R3))(C•Rt3R1)2C•Rt1R1 . (8.25)
This is a perfect square except for the final term, which arises at the vertex fixed under
the involution. Such a term will arise in general toric Calabi-Yaus with involution that
leaves some vertices fixed, but permutes two of the legs ending on it. In that case, we
will generally require a “real topological vertex” that might be obtained by taking an
appropriate squareroot of the expression (8.3) for the topological vertex with R3 = R
t
1,
and R2 = R
t
2. Indeed, we see that with this external data, and restriction of the sum to
Q3 = Q
t
1, the vertex is itself almost a sum of squares,
(
NR1QQ1
)2 (WRt2Q1)2
WR2•
, (8.26)
except for the WR20 in the denominator. We do not know at present how to take a
squareroot of that last term. But luckily, for our application to local P2, we only need the
two-legged vertex, and the real vertex only with trivial representation R2 = • on the fixed
leg. Based on the above observations, we propose the following expression for that real
vertex amplitude
CrealR1• = q
−κR1/4
∑
Q,Q1
NR1QQ1WQ1• . (8.27)
Returning to the formula for local P2, we obtain for the partition function of the real
topological string
Zreal =
∑
R1,R3
(−1)l(R1)(−1)p(R3)e−t(l(R1)+l(R3)/2)q−5κR1/4−κR3/4CrealR1•C•Rt3R1 , (8.28)
where (−1)p(R3) = ±1 is an a priori undetermined sign. Note that for symmetry reasons,
this sign can only depend on R3, as we have indicated. Some experimentation shows that
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its correct value is determined by the number of boxes in even columns. In other words, if
Rt3 consists of rows of length l1, . . . lr, then
(−1)p(R3) = (−1)
P
i l2i . (8.29)
We are not aware that such a sign associated with 2d partitions has appeared before, nor
does there seem to be any representation theoretic meaning. This would be worthy of
clarification. In any event, we can now make contact with the other expressions for the
amplitudes of real local P2. The real analogue of (8.23), see also (6.11), is
logZreal =
1
2
F +
∑
d≡χ mod 2
k odd
N
′(χ)
d
1
k
(
qk/2 − q−k/2)χe−tkd/2ǫχ . (8.30)
These formulas reproduce the localization results of the previous section, wherever the
available data has allowed comparison, and also agree with the developments of the B-
model to which we turn presently.
To close this section, we point out that we have merely scratched the surface of the real
topological vertex. Starting with the derivation, but including its properties, applications,
and connections with other theories, one can ask for a real counterpart of essentially ev-
erything that is known about the ordinary topological vertex. The central question in this
endeavour is whether the signs can be understood in a uniform way. We have to leave this
for the future.
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Chapter 9
The B-model
In this chapter, we will calculate the real Gopakumar-Vafa invariants of local P2 in the
mirror B-model. For this purpose, we will first recall some basics about topological field
and string theory in sections 9.1, 9.2 and 9.3. A more detailed exposition of the necessary
background material can be found for instance in [3]. We then give a sketch of the deriva-
tion of the (extended) holomorphic anomaly equations in sections 9.4 and 9.5, following
[31, 30, 17]. Finally, in sections (9.6) and (9.7) we will use the (extended) holomorphic
anomaly equations to derive real topological amplitudes of local P2. The results in terms of
Gopakumar-Vafa invariants are listed in tables C.1 and C.2 of appendix C. A further ma-
jor outcome of this chapter is the discovery of a new kind of “gap” structure of topological
Klein-bottle amplitudes at the conifold point in moduli space.
9.1 Topological field theory basics
The starting point for the definition of a topological string theory is a two dimensional
superconformal field theory with N = (2, 2) worldsheet supersymmetry. Such theories have
four real supercharges: Two holomorphic charges G± and two anti-holomorphic charges
G¯± (all spin 1
2
). The superscript indicates the ±1 charge under the U(1) R-symmetries J
and J¯ (spin 1). Further, such theories possess a holomorphic, T , and anti-holomorphic, T¯ ,
stress-energy tensor (spin 2). We take the central charge to be cˆ = 3 and assume that all
U(1) charges are integer. The (holomorphic) supercharges satisfy the algebra
(G±)2 = 0 , {G+, G−} = 2L0 , [G±, L0] = 0 , (9.1)
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with L0 the zero mode of the holomorphic stress-tensor. The anti-holomorphic version of
this algebra is similar. From the nilpotency of the supercharges it follows that we can define
some notion of G cohomology for fields and states. In order to obtain a finite dimensional
space for the cohomology group, we need to consider suitable additions of holomorphic
and anti-holomorphic supercharges. There are two inequivalent combinations (plus their
conjugates):
QA = G
+ + G¯− and QB = G+ + G¯+ . (9.2)
As far as the cohomology of states is concerned, QA, QB and their conjugates give all rise
to the same space of states, i.e., the supersymmetric ground states of the theory. However,
the cohomology of fields generated by QA, QB and their conjugates, i.e., fields φ which
satisfy
[Q, φ] = 0, φ ∼ φ+ [Q, ·] , (9.3)
where · stands for any field φ′ such that [Q, φ′] is Q-exact, are not equivalent as operators.
The cohomology operators for QA are called (chiral, anti-chiral) fields, for short (c, a),
while the operators for QB are referred to as (chiral, chiral) fields, for short (c, c) or just
chiral. Similar for the cohomology operators for the conjugates of QA and QB. In this
thesis, we will only be concerned about QB (and its conjugate), hence we will drop the
subscript from now on and implicitly always mean QB.
Let φi be a basis of Q-cohomology operators. Since such a basis forms a ring (the chiral
ring), we can expand the product of two elements as
φiφj = φkC
k
ij + [Q, ·] , (9.4)
with Ckij the structure constants of the ring with respect to the basis φi. Similar for the
cohomology of the conjugate of Q (forming the anti-chiral ring). 1 The R-symmetries
provide the rings with two gradings, which we will denote by q and q¯ (the U(1) charges of
the states). Chiral fields have 0 ≤ q, q¯ ≤ cˆ, while anti-chiral fields have 0 ≥ q, q¯ ≥ cˆ.
In order to construct a topological field theory, we need to perform a topological twist
[62], that is, we redefine the worldsheet stress tensor via
T → T ± 1
2
∂J , (9.5)
plus an analog redefinition of T¯ . As there are four different chiral rings, we can perform
four different twists (depending on choice of sign in (9.5) and its analog for T¯ ). We will
1Naturally, this holds as well for the cohomologies of QA, (and its conjugate), hence we have four
different chiral rings.
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|i〉 =
φi
Figure 9.1: Doing the twisted path-integral on the hemisphere with insertion of the chiral
field φi results in a state |i〉 at the boundary which is BRST equivalent to a ground state
of the theory.
concentrate on the B-twist, that is, the twist with minus sign in (9.5), giving the topological
B-model. The twisting has the effect of changing the spins of all operators by an amount
proportional to their R-symmetry charge, i.e., s→ s− 1
2
q. Thus, after the twist, half of the
supercharges become scalar, the other half one-forms. Especially, after the twist we have
a one-to-one correspondence between operators and states. In more detail, we identify the
twisted path integral on a hemisphere with a chiral field φi inserted, with the ground state
|i〉. This is illustrated in figure 9.1. Note that
|i〉 = φi |0〉+Q |·〉 , (9.6)
where we have denoted the canonical ground state obtained without any insertion on the
hemisphere by |0〉.
Under the conjugate twist (giving the anti-topological B-model), the same vacua are
parameterized via the anti-chiral fields φ¯i¯. We will denote the arising states by 〈¯i|. Since
the spaces of vacua are the same, there must exist a change of basis relating the states,
i.e., 〈¯i| = 〈j|M j
i¯
with MM¯ = 1. Thus, besides the natural topological inner products on
the space of states,
ηij = 〈j|i〉 = 〈0|φjφi |0〉 = 〈φjφi〉0 , (9.7)
where 〈. . . 〉0 denotes the topological field theory correlator on the sphere, we have in
addition a hermitian inner product (also referred to as tt∗-metric)
gij¯ = 〈j¯|i〉 . (9.8)
Note that the correlator on the sphere with three insertions (also known as the Yukawa
coupling) encodes the structure of the chiral ring (cf. (9.4))):
Cijk = 〈φiφjφk〉0 . (9.9)
After the twist, the algebra (9.1) will coincide with the algebra satisfied by the BRST
operator and anti-ghost in the critical bosonic string (we will discuss this in more detail
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in section 9.2). Especially, the Hilbert space of the closed string physical states decom-
poses according to the grading of the chiral ring as (where we used the operator-state
correspondence)
Hclosed =
3⊕
q,q¯=0
Hq,q¯ . (9.10)
Chiral fields of charge (1, 1) are of particular interest, since they parameterize marginal
deformations of the SCFT. Given such a chiral primary field φi (and its anti-chiral conjugate
φ¯i¯), we can deform the theory by adding to the action
ti
∫
φ
(2)
i + t¯
i¯
∫
φ¯
(2)
i¯
, (9.11)
where φ
(2)
i = dzdz¯{G−, [G¯−, φi]} is the two-form descendant of the chiral primary field
φi and ti is a complex parameter. These deformations are all unobstructed and span a
complex manifold M (locally parameterized by (ti, t¯i¯)) of dimension n = dimH1,1.
We are interested in how the structure of the theory changes as we perturb by marginal
chiral fields φi, i.e., how the set of vacuum states varies over M, that is, as a function of
the parameters (ti, t¯i¯). In other words, we would like to study the geometry of the vacuum
bundle V →M, where V decomposes at any point m ∈ M as follows (cf. (9.10)) 2
Vm = H0,0 ⊕H1,1 ⊕H2,2 ⊕H3,3 . (9.12)
There exists a natural connection on V compatible with the holomorphic structure and the
tt∗-metric. The connection satisfies the so-called tt∗-equations. These basically say that
there exists an improved connection, the Gauss-Manin connection, which is flat. In the
special case of cˆ = 3, the tt∗-equations can be formulated more intrinsically in terms of
the geometry of M, that is, where exists a special Ka¨hler structure on M. Especially, a
metric on M, known as the Zamolodchikov metric, can be defined via
Gij¯ =
gij¯
g00¯
, (9.13)
which, using the tt∗-equations, can be shown to be Ka¨hler
Gij¯ = ∂i∂j¯K , (9.14)
with K = − log(g00¯).
2The space of vacua with q = q¯ generated by the perturbation fit toegther over M into a holomorphic
vector bundle, referred to as vacuum bundle.
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Further, the curvature of the Zamolodchikov metric is given by
(Rij¯)
k
l = [Di, Dj]
k
l = CilmCj¯m¯k¯e
2KGm¯mGk¯k − δkl Gij¯ − δkiGlj¯ , (9.15)
where Di denotes the Zamolodchikov-Ka¨hler connection. Note that we usually raise and
lower indices with the tt∗-metric, for example
Cjk
i¯
= Ci¯j¯k¯g
j¯jgk¯k = Ci¯j¯k¯e
2KGj¯jGk¯k . (9.16)
In the remaining part of this section, let us briefly give some background on boundary
conditions in N = (2, 2) CFT. Details on basic concepts can be filled in from [3], while the
main discussion mainly follows [30]. We will focus on boundary conditions for B-branes
preserving N = 2 supersymmetry, i.e.
(G− + G¯−)|∂Σ = 0, (G+ + G¯+)|∂Σ = 0, (J − J¯)|∂Σ = 0 , (9.17)
which are compatible with the topological B-model in the sense that we can define topo-
logical amplitudes with background D-branes which are BRST invariant. The discussion
of chiral rings and their relation to supersymmetric ground states extends essentially un-
changed to the open case (elements of the boundary chiral ring will be denoted in the
following as ψ). The main difference is that the open string Hilbert space decomposes now
as
Hopen =
3⊕
p=0
Hp , (9.18)
since we have only one R-charge to label states and fields. 3 Especially, deformations
of the CFT are now parameterized by fields ψi with charge 1. However, the boundary
deformations are not always unobstructed, i.e., there can be a higher order superpotential
W, whose critical points determine the supersymmetric vacua of the theory. In detail,
topological Hilbert spaces of strings between two B-type branes B and B′ are identified as
Ext-groups between the objects in the D-brane category:
HpB−B′ ∼= Extp(B,B′) . (9.19)
Infinitesimal deformations of a brane B correspond to Ext1(B,B), while their obstructions
are measured with Ext2(B,B). In addition, there is a collection of higher-order obstruction
maps, which can be identified with disk amplitudes with n ≥ 3 boundary insertions,
3The relation between bulk and boundary R-charges is p = q + q¯.
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leading to a superpotential with critical locus given by the vanishing of the higher-order
obstructions.
Note that the open string deformations can sometimes obstruct the bulk deformations,
that is, there exists a bulk-to-boundary obstruction map, basically given by the disk cor-
relator with one bulk and boundary insertion (for details, see for instance [30]).
Physically, all holomorphic information of the open string tree-level sector is expected to
be captured by the superpotential for the massless fields on the brane. Let us restrict toD5-
branes on a holomorphic curve C which carries no topological charge. The superpotential
then arises as a domainwall between two D5-branes wrapped on two different holomorphic
curves C+ and C− in the same class. As already discussed in detail in part II of this thesis
(cf. chapter 2), in this case we have
∆W = T = 〈Ω, ν〉 =
∫
Γ
Ω , (9.20)
where 〈., .〉 is the standard symplectic pairing on H3(Y ), Ω denotes the holomorphic three-
form, ν the normal function defined via C+ − C− and Γ is a three-chain with boundary
∂Γ = C+ − C− . In mathematics, it is well known that all the local information of ν is
contained in Griffiths’ infinitesimal invariant ∆ij . One of the main results of [30] is that
one can identify ∆ij with the disk 2-point function. In more detail, using the expression
∆ij = DiDjT − Cijkgk¯kDk¯T¯ , (9.21)
one can deduce the open-string holomorphic anomaly
∂i¯∆jk = −Cjklg l¯l∆i¯l¯ , (9.22)
which can be shown to be exactly satisfied by the disk 2-point function, therefore justifying
the identification (modulo the holomorphic ambiguity). This will play a central role in
section 9.5.
9.2 Topological string amplitudes
Topologically twisted N = (2, 2) superconformal field theories, as described in the previous
section, can be coupled to 2d topological gravity by identifying the supercharges (and
their conjugates) with BRST operators and anti-ghosts of a critical bosonic string in which
ghost and matter fields do not decouple. In this chapter we are mainly interested in the
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topological B-model, for which the isomorphism is as follows (for simplicity we restrict to
the holomorphic sector)
(G+, J, T,G−)↔ (QBRST , Jghost, T, b) , (9.23)
where QBRST is BRST-current and b is the anti-ghost corresponding to the diffeomorphism
symmetry on the bosonic string worldsheet. Further, U(1) charges are identified with ghost
numbers. There are however some distinctions to the usual bosonic string one should keep
in mind. Namely, there is no ghost field, the cohomology of the anti-ghost is non-trivial
and the BRST cohomology is finite dimensional (cf. (9.10)). One important consequence
of this is the existence of a holomorphic anomaly, to be discussed in section 9.4.
The presence of anti-ghosts, the crucial element needed for the computation of corre-
lation functions in the bosonic string, allows to define topological string amplitudes. For
that, recall that in the bosonic string the anti-ghosts provide the link between CFT corre-
lators on a fixed worldsheet and string correlators involving the integration over all metrics
of the worldsheet. In detail, the Faddeev-Popov procedure reduces the integral over met-
rics to an integral over the moduli space of genus g surfaces with the anti-ghosts providing
the measure. Then, in analogy to the bosonic string genus g free energy, and using the
isomorphism (9.23), we can define the (closed and oriented) topological string amplitude
at genus g (g ≥ 2) by
F (g) =
∫
Mg
[dm]
〈
3g−3∏
a=1
(∫
µaG
−
)(∫
µ¯aG¯
−
)〉
Σg
, (9.24)
where 〈. . . 〉Σg is the 2d field theory correlator on the worldsheet Σg, µa the Beltrami dif-
ferentials, that are anti-holomorphic 1-forms on Σg with values in the holomorphic tangent
bundle, andMg is the moduli space of genus g Riemannian surfaces (with virtual complex
dimension 3g − 3). The measure reads
[dm] =
3g−3∏
i=1
dmidm¯i , (9.25)
with mi, m¯i coordinates onMg. The definition of the topological string amplitude is a bit
more subtile for g ≤ 1, a detailed treatment can be found for instance in [3]. Note that
F (g) is a section of the line bundle L2g−2 over the CFT moduli space M .
Similarly, we can define the (open oriented) genus g topological amplitude F (g,h) with
h boundaries and 2g + h− 2 > 0 as [30]
F (g,h) =
∫
M(g,h)
[dm][dl]
〈
3g+h−3∏
a=1
(∫
µaG
−
)(∫
µ¯aG¯
−
) h∏
b=1
λb(G
− + G¯−)
〉
Σ(g,h)
, (9.26)
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where we made use of the fact that one can see the moduli space of a genus g curve with
h boundaries, denoted as M(g,h), as a fibration over the moduli space of genus g curves
with h marked pointsM(g,h). That is, we can isolate the variations which change only the
length of the boundaries from variations which affect as well the bulk of the surface. Let
us denote the coordinates on M(g,h) by ma and the real length moduli of the boundaries
as lb. The Beltrami differentials associated with the la are denoted as λa. Note that the
λa are located near the boundary, and hence we contracted them with a combination of
charges, i.e., (G− + G¯−), that is preserved at the boundary. The measure [dm] is as in
(9.25), while [dl] is defined as follows
[dl] =
b∏
i=1
dli . (9.27)
For later reference, note that one can as well define a genus g (closed and oriented)
topological amplitude with n insertions of chiral fields via (one can give a similar definition
for F (g,h))
F (g)i1i2...in =
∫
Mg
[dm]
〈∫
φ
(2)
i1
. . .
∫
φ
(2)
in
3g−3∏
a=1
(∫
µaG
−
)(∫
µ¯aG¯
−
)〉
Σg
. (9.28)
It is important to keep in mind that one can obtain F (g)i1i2...in via covariant derivation
F (g)i1i2...in = DinF (g)i1i2...in−1 , (9.29)
as shown in [31]. Here, D is the Zamolochikov-Ka¨hler covariant derivative introduced in
section 9.1.
So far we have only discussed oriented amplitudes. However, it is clear that one can
similarly define (open and closed) unoriented topological amplitudes K(g,h) and R(g,h),
where K(g,h) are Klein-bottle type amplitudes with an even number of crosscaps and R(g,h)
are Mo¨bius-strip type amplitudes with an odd number of crosscaps. Without going into
any further details here, we just note that for these amplitudes one has to evaluate the
CFT correlator on unoriented worldsheets Σ(g,h)κ , respectively Σ(g,h)r and integrate over
the corresponding moduli spaces, as for the oriented amplitudes.
9.3 Target space perspective
One might ask what the topological string computes in target space. As argued in [31] and
carefully derived in [63] (see [64] for a short review), the closed topological string computes
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certain higher derivative F-terms in the low-energy effective four dimensional (N = 2)
target space theory of the superstring. In more detail, the topological amplitudes compute
gravitational terms of the form∫
d4xd4θW2gF (g,0) =
∫
d4xF (g,0)R2+F 2g−2+ + . . . , (9.30)
where W is the 4-dimensional superfield multiplet containing as its top component the
field strength of the gravitational multiplet and as its lowest component the graviphoton
field strength (with F+ being the self-dual part thereof) and R
2
+ is a contraction of the
self-dual part of the Riemann tensor with itself.
Similarly, one can show that the open topological string computes the following terms
in the target space effective theory [14]∫
d4xd2θF (g,h)W2gSh−1 , (9.31)
where S = Tr(WαWα) is the chiral superfield for the gauge field on N coincident branes.
In particular, the genus zero partition functions F (0,1) and F (0,2) are related to the super-
potential, respectively gauge kinetic function.
It is enlightening to understand the generation of these F-terms from a pure target-
space point of view. Let us consider the F-terms which involve the closed amplitudes. The
answer turns out to be that there are certain hidden degrees of freedom that have been
integrated out to lead to the effective terms in equations (9.30) and (9.31). Specifically,
solitons in form of D2-branes wrapped over elements of H2(X,Z) [12, 13].
This can be quantified by considering Schwinger type computations of integrating out a
charged scalar field coupled to a constant U(1) field strength Fµν = ǫµνF/2 (details can be
filled in from [12, 13, 3]). Let us first consider the two dimensional case. The path-integral
is given by
e−S =
∫
Dφe−
R |Dµφ|2+m2|φ|2 , (9.32)
with Dµ = (∂µ − eAµ), φ the charged scalar field of mass m and charge e and Aµ denotes
the U(1) gauge field. We have
S = Tr log(∆ +m2) =
∫ ∞
ǫ
ds
s
Tre−s(∆+m
2), (9.33)
where ∆ is the Laplacian, and ǫ > 0 a cutoff. The trace can be evaluated to
S =
∫ ∞
ǫ
ds
s
e−sm
2
2 sin(seF/2)
, (9.34)
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by using similarity of the problem to the (bosonic) harmonic oscillator. The step from two
to four dimensions is easy, since the computation involving the four dimensional Laplacian
splits into computations for two dimensional subspaces. Thus, we directly infer that in
four dimensions
S =
∫ ∞
ǫ
ds
s
e−sm
2
2 sin(seF/2)2
. (9.35)
For a field transforming in a non-trivial representation of the four dimensional Lorentz
group, the Laplacian possesses an additional term, i.e.,
∆→ ∆+ 2eσµνR Fµν , (9.36)
with σµνR the Lie-algebra representation of the SO(4) = SU(2)L × SU(2)R Lorentz group
acting on the field in representation R of the Lorentz group. Note that due to the self-dual
field-strength, only the SU(2)L content of the representation will be of relevance. We then
have
S =
∫ ∞
ǫ
ds
s
Tr(−1)F e−sm2λ/ee−2sσLλF
(2 sin(sλF/2))2
, (9.37)
where σL is the Cartan element of SU(2)L and we have rescaled s→ sλ/e.
Let us now go on and try to understand the generation of the terms (9.30) from the
target-space viewpoint. As already noted above, the basic idea is that one needs to integrate
out massive D2-branes wrapped around 2-cycles of the Calabi-Yau 3-fold X. For that,
note that a D2-brane (in class d ∈ H2(X,Z)) corresponds to a charged particle in four
dimensions with charge d and mass given by
m =
1
λ
∫
d
k =
1
λ
td , (9.38)
where k is Ka¨hler form on X. The particle is furthermore charged under the graviphoton
field with charge equal to its mass. However, there is one major difference between this
case and the Schwinger type computation recalled above. Namely, here we have N =
2 supersymmetry in contrast to the non-supersymmetric Schwinger type computation.
Especially, the SO(4) content of states preserving N = 2 supersymmetry is of the form
[(1/2, 0) + 2(0, 0)]⊗R , (9.39)
whereR is some representation of SO(4). However, one can argue [12, 13] that the insertion
of the R2+ term in the effective action absorbs the extra representation in front of (9.39),
such that it suffices to stick to the non-supersymmetric Schwinger type computation with a
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field in representation R. Hence, substituting e = m in (9.37), using (9.38) and absorbing
F into λ, we deduce the following expression for F occuring in (9.30):
F =
∫ ∞
ǫ
ds
s
Tr(−1)F e−stde−2sσLλ
(2 sin(sλ/2))2
. (9.40)
In order to evaluate this contribution, we need to know the degeneracy of the D2-branes
as well as the SO(4) content of the field they correspond to. To answer these questions, it
turns out to be useful to consider the M-theory lift of our setup. For that, recall that Type
IIA superstrings in ten dimensions on a background of the form R4 × X is equivalent to
M-theory on R4×X ×S1, where the radius of the circle factor becomes large as the string
coupling of the Type IIA theory becomes strong. The D2-branes under consideration lift to
M2-branes which are localized on the extra circle. Each can have an additional momentum
of n units around the S1. Thus, each M2-brane corresponds in the Type IIA limit to an
infinite set of D2-branes indexed by n, whose mass is roughly |td + 2πin|. This gives the
degeneracy of the D2-branes. From the M-theory perspective, we can also easily deduce the
SO(4) content. Note first that SO(4) is the natural Lorentz group of the five dimensional
space-time occuring in the limit λ → ∞, i.e., the S1 decompactifies in this limit and we
have M-theory on R5 × X. This gives rise to an unambiguous SO(4) content for each
particle. Let us label the left- and right- SU(2) spins of SO(4) = SU(2)L × SU(2)R as jL
and jR. Then, theM2-branes give rise to particles which transform in the five-dimensional
rotation group as
[(1/2, 0) + 2(0, 0)]⊗ (jL, jR) . (9.41)
If we introduce the numbers nd(jL,jR) which count the number of BPSM2-branes with charge
d and transforming as in (9.41), it turns out that these numbers vary with the complex
structure. In more detail, pairs of them can join to form a non-BPS multiplet. However,
the numbers
ndjL =
∑
jR
(−1)2jR(2jR + 1)nd(jL,jR) , (9.42)
are invariant under smooth deformations. The observation that only ndjL is invariant and
thus enters in the topological computation, is as expected from the discussion above equa-
tion (9.37), where we argued that only the SU(2)L content of the representation will be
of relevance for the Schwinger type computation. Having understood these things, let us
now go back and compute (9.40) for all wrapped D2-branes.
Therefore, let us choose the following (non-standard) basis of SU(2)L representations
Ir = [(1/2) + 2(0)]
⊗r , (9.43)
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with I0 defined to be the trivial representation. Since the Ir form a basis with integer
coefficients, we can define a new set of integer invariants N
(g)
d via
∞∑
g=0
N
(g)
d Ig =
∑
jL
ndjL [jL] , (9.44)
where [jL] denotes the spin-jL representation. The invariants N
(g)
d are usually referred to
as Gopakumar-Vafa invariants. Then, using
TrIg(−1)F e−2sσlλ = [TrI1(−1)Fe−sσLλ]r = [s sin(sλ/2)]2g , (9.45)
we deduce from (9.40) that we have for each D2-brane in the class d and representation Ig∑
n
∫ ∞
ǫ
ds
s
e−s(tq+2πin)(2 sin(sλ/2))2g−2 , (9.46)
where the sum goes over the (infinite) set of momenta n around the M-theory circle. Using
the identity ∑
n
e−2πins =
∑
k
δ(s− k) , (9.47)
the above expression can be recast into the form∑
k≥0
1
k
(2 sin(kλ/2))2g−2e−ktd . (9.48)
Finally, summing over classes and representations, we obtain
F =
∑
k,d,g
N
(g)
d
1
k
(2 sin(kλ/2))2g−2e−ktd , (9.49)
with k, g ≥ 0 and d ∈ H2(X,Z), which expresses the closed topological string free energy
in terms of Gopakumar-Vafa invariants N
(g)
d , up to classical terms and (for our purposes
irrelevant) constant map contributions.
In a similar spirit, i.e., via a Schwinger-type computation, one can give an analog space-
time interpretation of the open topological string amplitude of equation (9.31). This has
been worked out in [14] (see also [33]) to where we refer the interested reader for a detailed
exposition.
Finally, one might ask how one should interpret the unoriented amplitudes K and R,
and as well the combined amplitude G′ (cf. (6.3) and (6.8)) from a space-time point of
view. This has not been worked out in detail yet in the literature. However, the existence
of an integer expansion of G′ (cf. (6.11)), which we used as a definition of real Gopakumar-
Vafa invariants, suggests that one can give a more rigorous definition of these invariants,
perhaps in a way similar as above.
9.4 Holomorphic anomaly equation 101
a) b)
φ¯i¯
φ¯i¯
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Figure 9.2: The two degenerations of a genus g Riemannian surface that contribute to the
holomorphic anomaly. The crosses mark the positions of insertions of chiral, respectively
anti-chiral fields. a) The surfaces splits into two components by developing a long tube.
b) A handle of the surface pinches.
9.4 Holomorphic anomaly equation
Following [31], the holomorphic anomaly equation can be derived by considering an in-
finitesimal deformation of the action as in (9.11), combined with a derivation of (9.24)
with respect to t¯¯i. This leads to the insertion of the operator
∫
φ¯
(2)
i¯
into (9.24). With some
algebra, one then obtains (for a detailed derivation, see for instance [65])
∂i¯F (g) = 4
∫
Mg
[dm]
3g−3∑
a,b=1
∂2
∂ma∂m¯b
〈∫
φ¯i¯
∏
a′ 6=a
b′ 6=b
(∫
µa′G
−
)(∫
µ¯b′G¯
−
)〉
Σg
, (9.50)
where ∂i¯ :=
∂
∂t¯¯i
. Thus, the anti-holomorphic derivative yields a total derivative and naively
this would mean that F (g) is purely holomorphic. However, (fortunately) this is not correct,
because Mg has boundaries where the Riemannian surface degenerates. In particular, the
genus g surface can split into two surfaces of genus g1 and g2 with g = g1+g2 by developing
a long thin tube, or a handle of the surface can pinch, reducing the genus by one (again, one
should see the pinching handle as a thin tube). These degenerations are depicted in figure
9.2. By carefully considering these boundary contributions, one can show that equation
(9.50) can be rewritten as [31]
∂i¯F (g) = 1
2
∑
g1+g2=g
Cjk
i¯
F (g1)j F (g2)k +
1
2
Cjk
i¯
F (g−1)jk . (9.51)
This is the celebrated holomorphic anomaly equation (valid for g ≥ 2). In the derivation,
one has to be careful about the location of the anti-chiral fields. As it turns out, the whole
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contribution comes from the region where the anti-chiral field sit on a long tube. Thus,
one should see these degenerations rather as Riemannian surfaces which pinch at both
ends of a tube. Each pinch is repaired by inserting a complete set of chiral fields φi on
the lower-genus surface (see figure 9.2), yielding Fi, respectively Fij, as defined in (9.28),
while the tube is replaced with the three-point function on the sphere with insertions of
three anti-chiral fields, i.e., the anti-holomorphic Yukawa-coupling Ci¯j¯k¯. The connection
between the various pieces occurs via the metric g i¯i (defined in 9.8), which is used to raise
and lower indices (cf. (9.16)). This gives a more intuitive explanation of (9.51).
The holomorphic anomaly equation (9.51) allows to inductively solve for the F (g) up to
the holomorphic part (which one can argue to be determined by a finite set of constants).
Besides using the Feynman graph techniques introduced in [31], one can as well solve the
holomorphic anomaly equation via direct integration (which is based on an underlying
polynomial structure of the F (g) in terms of certain generators [66]). We will say more on
that in section 9.6. The main obstacle to completely determine F (g) via the holomorphic
anomaly equation is to determine the holomorphic part, also referred to as holomorphic
ambiguity. This is a notorious problem and the (so far) best technique to determine the
unknown constants is to use certain information from special points in moduli space [53, 34].
We will come back to this in section 9.7 at hand of the model of our interest, namely local
P2.
9.5 Extended holomorphic anomaly equations
In order to write down an extension of the holomorphic anomaly equation (9.51) to the
(oriented) open string amplitudes, as defined in (9.28), we need to specify the boundary
conditions, that is, the D-brane setup. We impose the following conditions: First of all, we
assume that for generic values of the bulk (closed string) moduli, F (g,h) does not depend
on any continuous open string moduli. Secondly, we require that the topological charge of
the D-brane configuration vanishes, similar to the charge cancellation in the superstring.
Finally, we assume that bulk deformations are unobstructed by the branes.
These two assumptions directly lead to the following facts (cf. section 9.1): The disk
amplitude with two bulk insertions is the analogue of the closed string Yukawa coupling.
This can be deduced from the assumption of absence of open string moduli [30]. Similarly,
this assumption tells us that the only open string degenerations of a genus g surface with
h boundaries that can contribute to (9.51) are those where the length of a boundary
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φi
φ¯
[1]
j
Figure 9.3: The only open string degeneration contributing to the holomorphic anomaly:
A boundary component of a genus g Riemannian surface with h boundaries is separated
by a long tube, or equivalently, shrinks to zero size.
component shrinks to zero size (with the only exception beeing the annulus amplitude)
[30]. Such a degeneration is illustrated in figure 9.3.
A direct consequence of the second assumption is that we have to consider an orien-
tifolded theory, and thus have to consider in addition unoriented topological amplitudes,
as pioneered in [17]. (On a more technical level, this assumption also ensures the vanishing
of disk 1-point functions, such that the disk 2-point function is indeed the simplest open
string amplitude (see also [67])). However, before discussing unoriented amplitudes, let us
first derive the extension of the holomorphic anomaly equation to the (oriented) amplitudes
F (g,h), following [30]. The derivation is similar to the derivation of the unextended equa-
tion sketched in section 9.4. The infinitesimal variation (9.11) combined with derivation
in respect to t¯i leads to the insertion of the operator
∫
φ¯
(2)
i into the correlator. However,
in contrast to (9.50), we obtain after some algebra the more complicated expression
∂i¯F (g,h) =
∫
M(g,h)
[dm][dl]4 3g+h−3∑
a,b=1
∂2
∂ma∂mb
〈∫
φ¯j
∏
a′ 6=a
b′ 6=b
(∫
µa′G
−
)(∫
µ¯b′G¯
−
) h∏
b=1
λb(G
− + G¯−)
〉
Σ(g,h)
+ 2
h∑
b=1
∂
∂lb
〈∫
φ¯
[1]
i
3g+h−3∏
a=1
(∫
µaG
−
)(∫
µ¯aG¯
−
)∏
b6=b′
λb′(G
− + G¯−)
〉
Σ(g,h)
 ,
(9.52)
where φ¯
[1]
i =
1
2
[G+ − G¯−, φ¯i]. Note that in (9.52) we have already skipped some terms
which lead to a vanishing boundary contribution (see [30, 31] for details). Similar as
before, we observe that only contributions from the boundary of the moduli space, there
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Σ(g,h) degenerates, are of relevance. In detail, the closed string degenerations depicted in
figure 9.2 are essentially unaffected by the presence of boundaries. The only difference
is that we need to keep track of the distribution of the boundaries under deformations
that split the surface into two (figure 9.2a). This will lead in (9.50) to an additional sum
over all possible boundary distributions. As we already mentioned, the only open string
degeneration that contributes is the shrinking of a boundary (conformally equivalent to
separating a disk via a long thin tube, as shown in figure 9.3). This can be seen as the
pinching of a disk, there we repair the left over surface (with h − 1 boundaries) via the
insertion of a complete set of chiral fields φi, while the disk becomes the anti-topological
disk two-point function
∆i¯j¯ =
∫ 1
0
〈
φ¯
[1]
i (r)φ¯j(0)
〉
Σ(0,1)
. (9.53)
Again, the metric connects the disk with the remaining surface, hence we directly infer the
open string extension of (9.50) to be
∂i¯F (g,h) =
1
2
∑
g1+g2=g
h1+h2=h
Cjk
i¯
F (g1,h1)j F (g2,h2)k +
1
2
Cjk
i¯
F (g−1,h)jk −∆ji¯F (g,h−1)j . (9.54)
This is the so-called extended holomorphic anomaly equation.
Similarly, we can derive extended holomorphic anomaly equations for unoriented am-
plitudes [17]. In principle, one should follow the same route as before, however it is more
convenient to take a shortcut by directly inferring the respective equations in analogy to the
intuitive derivation of the holomorphic anomaly equation sketched in the previous section.
Let us start with unoriented amplitudes with a odd number of crosscaps, denoted as
R(g,h). We can have the following closed string degenerations of a surface Σ(g,h)r . The
surface can split into two with at least one of the arising individual surfaces unoriented.
Further, a handle or Klein-handle can pinch. Thus, we immediately deduce that
∂i¯R(g,h) ⊃
∑
g1+g2=g
h1+h2=h
Cjk
i¯
F (g1,h1)j R(g2,h2)k +
∑
g1+g2=g
h1+h2=h
Cjk
i¯
K(g1,h1)j R(g2,h2)k
+
1
2
Cjk
i¯
R(g−1,h)jk +
1
2
Bjk
i¯
R(g−1,h)jk ,
(9.55)
where Bjk
i¯
is the parity twisted Yukawa-coupling. Similarly, the degenerations of a unori-
ented surface with an even number of crosscaps, Σ(g,h)k , are as follows. The surface can
split into two, there the arising two individual surfaces are either both unoriented with an
even or odd number of crosscaps, or one surface is oriented and the other is unoriented
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with an even number of crosscaps. Again, either a handle or a Klein-handle can pinch.
This leads to
∂i¯K(g,h) ⊃ 1
2
∑
g1+g2=g−1
h1+h2=h
Cjk
i¯
R(g1,h1)j R(g2,h2)k +
1
2
∑
g1+g2=g
h1+h2=h
Cjk
i¯
K(g1,h1)j K(g2,h2)k
+
1
2
Bjk
i¯
F (g−1,h)jk +
1
2
Bjk
i¯
K(g−1,h)jk +
1
2
Cjk
i¯
K(g−1,h)jk .
(9.56)
We have not included any open string degenerations in equations (9.55) and (9.56) so far.
Similar as before, only the shrinking of a boundary, respectively crosscap, is of relevance.
However, these two degenerations always arise as the common limit of two worldsheets of
different topology. Namely, a real node (of the covering space surface) can be smoothed
either to a disk or a crosscap in the quotient. Thus, we obtain
∂i¯
(F (g,h) +R(g,h−1)) ⊃ −2∆j
i¯
F (g,h−1)j ,
∂i¯
(K(g,h) +R(g,h−1)) ⊃ −2∆j
i¯
K(g,h−1)j ,
∂i¯
(K(g,h) +R(g−1,h+1)) ⊃ −2∆j
i¯
R(g−1,h)j .
(9.57)
If one compares these equations with the ones presented in [17], one should keep in mind
that we are using a different normalization, therefore the factor of 2 instead of
√
2 on the
right-hand side.
Combining (9.54), (9.55) and (9.56), we can write down an extended holomorphic
anomaly equation for the combined topological amplitude G(χ) (with χ ≥ 0) defined in
(6.3):
∂i¯G(χ) =
1
2
∑
χ1+χ2=χ−2
CP
jk
i¯ G(χ1)j G(χ2)k + CP
jk
i¯ G(χ−2)jk −∆P
j
i¯G(χ−1)j , (9.58)
where CP and ∆P are the projections of the Yukawa coupling, respectively disk 2-point
function, onto the parity invariant states. Again, due to the different normalization of
(6.3), this equation differs slightly from the one presented in [17].
Similar as for the pure oriented closed string amplitude F (g), the (extended) holomor-
phic anomaly equations allow to solve recursively for F (g,h),R(g,h),K(g,h) and G(χ) up to
holomorphic ambiguities. We will discuss this in more detail in the next section at hand
of local P2.
106 9. The B-model
9.6 Solving the (extended) holomorphic anomaly equa-
tions for local P2
The extended holomorphic anomaly equations given in equations (9.54) and (9.56), spe-
cialized to the local 1-parameter case, simplify to
∂z¯F (g,h) = 1
2
∑
g1+g2=g
h1+h2=h
2gi+hi>1
Czzz¯ F (g1,h1)z F (g2,h2)z +
1
2
Czzz¯ F (g−1,h)zz −∆zz¯F (g,h−1)z , (9.59)
and
∂z¯K(g,h) =
∑
g1+g2=g
h1+h2=h
2g2+h2>1
g1>0
Czzz¯ K(g1,h1)z F (g2,h2)z +
1
2
∑
g1+g2=g
h1+h2=h
gi>0
Czzz¯ K(g1,h1)z K(g2,h2)z
+ Czzz¯ K(g−1,h)zz +
1
2
Czzz¯ F (g−1,h)zz −∆zz¯K(g,h−1)z ,
(9.60)
where Fz···z is defined as in (9.29), similarly for the K, and z is a local coordinate on
the space of complex structures, MY , of Y . Further, Czzz is the usual Yukawa-coupling,
i.e., the sphere three-point function, and ∆zz is the disk two-point function (with bulk
insertions). As usual, indices are raised and lowered via the Ka¨hler metric on MY . Note
that we have here already implemented tadpole cancellation, so we can consistently set the
R(g,h) to zero.
Equations (9.59) and (9.60) can be solved recursively. Let us for the moment consider
the simplified case without open strings, i.e., h = 0. Then, recursively solved, the equations
give an expression for F (g,0) andK(g,0) in terms of F (1,0) andK(1,0). These 1-loop amplitudes
have the following holomorphic limits [31, 17]
F (1,0) = 1
2
log (τ) + a
(1,0)
F ,
K(1,0) = 1
2
log (τ) + a
(1,0)
K ,
(9.61)
where we defined τ = ∂tz(t) to be the derivative of z with respect to the preferred flat co-
ordinate t at the large volume point ofMY . The 1-loop holomorphic ambiguities occurring
in (9.61) are for local P2 given by
a
(1,0)
F = −
1
2
log(z)− 1
12
log(−z) − 1
12
log(1− 27z) ,
a
(1,0)
K = −
1
2
log(z)− 1
8
log(1− 27z) .
(9.62)
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To proceed, we define the non-holomorphic objects (propagators in Feynman diagram
language) Szz and Kzz as
Szz = 2
F (1,0)z
Czzz
,
Kzz = 2
K(1,0)z
Czzz
,
(9.63)
where the Yukawa coupling Czzz = F (0,0)zzz reads for local P2
Czzz = −1
3
1
z3(1− 27z) . (9.64)
Comparing with (9.61), we see that Kzz and Szz differ only by a holomorphic function
Kzz = Szz + 2
∂zaKF
Czzz
, (9.65)
with
aKF = a
(1,0)
K − a(1,0)F . (9.66)
Hence, we can express both F (1,0)z and K(1,0)z in terms of the single non-holomorphic prop-
agator Szz, up to holomorphic terms. Furthermore, (using the special geometry relation
(9.15)) it is easy to deduce that one can re-express the covariant derivative of Szz in terms
of Szz, i.e.,
DzS
zz = −Czzz (Szz)2 + (aDS)zzz , (9.67)
and that a similar condition holds for the connection coefficient Γzzz,
Γzzz = −CzzzSzz + (aΓ)zzz . (9.68)
Here, aDS and aΓ are global holomorphic functions. For local P
2, and our definition of the
propagator (9.63), we have
aΓ = 2 ∂za
(1,0)
F = −
7− 216z
6z(1− 27z) , (9.69)
aDS = − z
12(1− 27z) . (9.70)
Thus, we conclude that all F (g,0) and K(g,0) can be expressed as polynomials in the single
propagator Szz, with coefficients given by holomorphic functions in z. This idea originated
in [66], to which we refer for more details about the F (g,0) case.
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Let us now include the open string sector. With assumptions detailed in section 9.5,
the only new ingredient that enters the recursive solution is the disk amplitude with two
bulk insertions. In the holomorphic limit, this is given by (cf. (9.21))
∆zz = F (0,1)zz = ∂z∂zT , (9.71)
where T is the domain-wall tension. As for the closed string case, we can define a non-
holomorphic object (terminator in Feynman diagram language)
∆z = −F
(0,1)
zz
Czzz
, (9.72)
which for local P2 satisfies
Dz∆
z =
3
4
√
z . (9.73)
As a consequence, the amplitudes F (g,h) and K(g,h) can be expressed in terms of the two
non-holomorphic objects Szz and ∆z, with holomorphic coefficients. A detailed discussion
of the (oriented) F (g,h) case can be found in [68, 69]. Then, using the relations [31, 30]
Czzz¯ = ∂z¯S
zz, ∆zz¯ = ∂z¯∆
z, (9.74)
one can re-express the above extended holomorphic anomaly equations as
∂SzzF (g,h) = 1
2
∑
F (g1,h1)z F (g2,h2)z +
1
2
F (g−1,h)zz ,
∂∆zF (g,h) = −F (g,h−1)z ,
(9.75)
and
∂SzzK(g,h) =
∑
K(g1,h1)z F (g2,h2)z +
1
2
∑
K(g1,h1)z K(g2,h2)z +K(g−1,h)zz +
1
2
F (g−1,h)zz ,
∂∆zK(g,h) = −K(g,h−1)z .
(9.76)
These equations can be easily solved by direct integration, up to the holomorphic ambigu-
ities to which we will return momentarily.
Before that, recall that in (6.1) we have identified the total topological string amplitude
G(χ) as a combination of F ’s and K’s (see (6.3), with R(g,h) ≡ 0). As already stated in the
previous section, one can write down a combined holomorphic anomaly equation, directly
for the total amplitude G(χ), see (9.58), which reduces for local 1-parameter models to
∂z¯G(χ) = 1
2
∑
χ1+χ2=χ−2
χi≥0
Czzz¯ G(χ1)z G(χ2)z + Czzz¯ G(χ−2)zz −∆zz¯G(χ−1)z . (9.77)
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It is obvious that just as the individual amplitudes F and K, G(χ) can be written as a
polynomial in the non-holomorphic propagator Szz and terminator ∆z, with holomorphic
coefficients. Thus, we can re-express (9.77) as
∂SzzG(χ) = 1
2
∑
G(χ1)z G(χ2)z + G(χ−2)zz ,
∂∆zG(χ) = −G(χ−1)z ,
(9.78)
which again can be simply solved by integration, yielding a polynomial in Szz and ∆z with
holomorphic functions in z as coefficients.
9.7 Fixing the holomorphic ambiguities of local P2
In order to evaluate the polynomials in Szz and ∆z that we have obtained by integrating
the holomorphic anomaly equation, i.e., to obtain explicit expansions of F , K and G, we
have to specify the coordinate z. That is, we have to chose a point in moduli-space around
which to expand these amplitudes. Furthermore, the holomorphic ambiguities of these
amplitudes, which we will denote as a
(g,h)
F/K and a
(χ)
G , have to be fixed.
The natural point of interest in moduli space is the large-volume point with flat coor-
dinate t corresponding to the Ka¨hler parameter of P2. At this point, we can compare with
our results from localization and the real topological vertex to fix the ambiguities a
(g,h)
F/K
and a
(χ)
G . The mirror map z(t) and the domain-wall tension T that enters into ∆z(t) can
be obtained from the (inhomogenous) Picard-Fuchs equation (we have taken the liberty to
multiply the inhomogeneous part with an additional factor of −i(2π)2 in comparison with
[17])
(θ3 − 3zθ(3θ + 1)(3θ + 2)) T = −1
4
√
z , (9.79)
with θ = z∂z . The solutions of the homogenous equation near z = 0 yield the well-
known closed string periods (leading to the mirror map z(t)), while the solution of the
inhomogeneous equation gives the domain-wall tension interpolating between the two open
string vacua (recall that we have a discrete Z2 valued Wilson-line on the brane).
T = 2i Γ(3/2)2
∞∑
n=0
Γ(3n+ 3/2)
Γ(n+ 3/2)3
zn+1/2 . (9.80)
Using the definitions (9.63) and (9.72), we obtain the following large-volume expansions of
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the z(t), Szz(t) and ∆z(t)
z(t) = −q − 6q2 − 9q3 − 56q4 + 300q5 − 3942q6 + 48412q7 − · · · ,
Szz(t) = 1
2
q2 + 15q3 + 135q4 + 785q5 + 4473
2
q6 + 18333q7 − · · · ,
−i∆z(t) = −3
2
q3/2 − 39
2
q5/2 − 117
2
q7/2 − 765
2
q9/2 + 1881q11/2 − · · · ,
(9.81)
with q = e2πit. Note that
Szz(t) = τ 2Stt, Sz(t) = τ∆t . (9.82)
where τ = ∂tz(t). Plugging these expansions into the polynomial expressions for F and K
and comparing with our localization results allows us to fix the holomorphic ambiguities
up to a certain order. We here report our observations.
First of all, the holomorphic ambiguities of F (0,h), F (1,h) and K(1,h) take a very simple
form. More precisely, in our scheme, the ambiguities a
(0,h)
F and a
(1,h)
K all vanish, whereas
we find for the ambiguity a
(1,h)
F of F (1,h)
a
(1,h)
F =
{
− 1
24
z1/2 h = 1
(−1)h 3(h−1)
2(2h+2)h
zh/2 h > 1
. (9.83)
Secondly, one may note that the open string degenerations alone completely generate all
Feynman diagrams for F (0,h), F (1,h), and K(1,h) for all h. This means that using a flat
coordinate t, we have the following simple expressions for these amplitudes, which can be
evaluated even for very large h most economically:
F (0,h) =
∫
d∆t∂tF (0,h−1) =
[∫
d∆t∂t
]h−2
F (0,2)(t) ,
K(1,h) =
∫
d∆t∂tK(1,h−1) =
[∫
d∆t∂t
]h
K(1,0)(t) ,
F (1,h) =
∫
d∆t∂tF (1,h−1) + a(1,h)F
=
[∫
d∆t∂t
]h
F (1,0)(t) +
h∑
i=1
[∫
d∆t∂t
](h−i)
a
(1,i)
F .
(9.84)
For higher genus, things become more involved, and there does not appear to be a simple
structure as in (9.83). For illustration, we give here the following oriented open string
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amplitudes
F (2,1) = − 7
√
q
2880
+ 79q
3/2
2880
− 59q5/2
128
+ 2597q
7/2
720
− 205151q9/2
240
+ 31659529q
11/2
640
+ · · · ,
F (2,2) = 11q
3072
+ 41q
2
12288
+ 10663q
3
2560
− 389561q4
30720
+ 13173223q
5
3072
− 5413756009q6
20480
+ · · · ,
F (2,3) = −87q3/2
20480
− 3259q5/2
10240
− 476291q7/2
20480
− 465417q9/2
20480
− 348949197q11/2
20480
+ · · · ,
F (2,4) = 407q2
81920
+ 57861q
3
32768
+ 2103243q
4
20480
+ 15796159q
5
32768
+ 4897896903q
6
81920
+ · · · .
(9.85)
and the following unoriented amplitudes.
K(2,0) = 5q
128
+ 33q
2
16
− 10953q3
64
+ 223495q
4
32
− 13926207q5
64
+ 379810917q
6
64
+ · · · ,
K(2,1) = −9q3/2
128
− 12723q5/2
1024
+ 270585q
7/2
256
− 13282137q9/2
256
+ 1951535727q
11/2
1024
+ · · · ,
K(2,2) = 99q2
2048
+ 48897q
3
1024
− 4235175q4
1024
+ 120073203q
5
512
− 20153395269q6
2048
+ · · · ,
K(2,3) = 747q5/2
4096
− 4921425q7/2
32768
+ 215009073q
9/2
16384
− 27419944149q11/2
32768
+ · · · ,
K(2,4) = −34749q3
32768
+ 6909435q
4
16384
− 1208349657q5
32768
+ 21269586123q
6
8192
+ · · · .
(9.86)
In all these cases, we have parameterized the holomorphic ambiguities of F (g,h) and K(g,h)
via the function
a
(g,h)
F/K =
n−1∑
i=0
ai
zi+h/2
(1− 27z)2g−2 , (9.87)
where ai are rational numbers and
n =
{
2g − 1 for F (g,0)
3g − 2 else . (9.88)
We have then compared the coefficients of the q-expansion in low degree with our localiza-
tion results in order to determine the coefficients of the holomorphic ambiguity ai. Note
that the number of coefficients that needs to be fixed is larger for h 6= 0 than in the purely
closed string case. This can be traced back to the existence of the tensionless domain wall
at the orbifold point and the resulting singularity of the F and K at this point. On the
other hand, it is mildly comforting that the number of unknown coefficients does not grow
with h. (Naively, one might expect n ∼ 3g + h or something similar.) This could suggest
that there is additional structure that we have so far not identified. However, hopes of
finding a very simple expression as in (9.83) for g > 1 have so far not materialized.
The (individual) amplitudes we have determined so far are only sufficient to obtain
G(χ) via relation (6.3) up to χ = 3 (which has been already achieved in [17]). In order to
go beyond we need more information. A prime candidate to look at is the conifold point
in moduli space, where it is known that the expansion of the closed string amplitudes
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F (g,0) possesses a “gap”. This structure, whose existence can be understood physically,
gives enough information to completely determine these amplitudes for all g [53, 34, 54].
It is natural to ask whether there is as well some systematics in the expansion of the real
topological string amplitudes at the conifold point.
To exhibit the gap, we first need the appropriate flat coordinate. To this end, we solve
the Picard-Fuchs equation (9.79) after the variable transformation z → z′ = 1−∆
27
, where
∆ is the discriminant ∆ = 1− 27z. Thus, θ → θ′ = (∆− 1)∂∆ and we obtain the known
closed string periods at the conifold. In particular, we deduce the local flat coordinate at
the conifold tc to be,
tc =
√
3∆ + 11∆
2
6
√
3
+ 109∆
3
81
√
3
+ 9389∆
4
8748
√
3
+ 88351∆
5
98415
√
3
+ 823187∆
6
1062882
√
3
+ 68584051∆
7
100442349
√
3
+ · · · . (9.89)
The additional solution Tc of the inhomogeneous equation corresponds to the domain-wall
tension at the conifold (up to a rational closed string period),
Tc = ∆224√3 + 121∆
3
2592
√
3
+ 3197∆
4
69984
√
3
+ 4372889∆
5
100776960
√
3
+ 222720689∆
6
5441955840
√
3
+ 79384773199∆
7
2057059307520
√
3
+ · · · . (9.90)
As before, we can then easily infer the expansions of z(tc), S
zz(tc), and ∆
z(tc) at the
conifold point. We obtain
z(tc) =
1
27
− tc
27
√
3
+ 11t
2
c
1458
− 145t3c
39366
√
3
+ 6733t
4
c
12754584
− 120127t5c
573956280
√
3
+ · · · ,
Szz(tc) = − 11458 + 4tc2187√3 −
103t2c
118098
+ 317t
3
c
354294
√
3
− 254887t4c
1033121304
+ 8144183t
5
c
46490458680
√
3
+ · · · ,
∆z(tc) = − tc324 + 53tc
2
11664
√
3
− 817tc3
629856
+ 346487tc
4
408146688
√
3
− 17312837tc5
110199605760
+ · · · .
(9.91)
Observe that while the coordinate rescaling tc →
√
3tc can be used to make the expansions
of (the closed string quantities) z(tc) and S
zz(tc) rational, the open string quantity ∆
z(tc)
stays irrational, therefore in comparison to the oriented closed string case, we do not
perform such a rescaling. (Although, the rescaling would still make the expansion of the
amplitudes with an even number of boundaries rational.) Using these expansions, we
obtain the following conifold expansions of the amplitudes given above.
F (2,1) = − 7
466560
√
3
+ 1621tc
22394880
− 97207tc2
906992640
√
3
+ 18202763tc
3
587731230720
− 71727601tc4
3526387384320
√
3
+ · · · ,
F (2,2) = − 227tc
1492992
√
3
+ 954653tc
2
8707129344
− 5012287tc3
39182082048
√
3
+ 4892098657tc
4
135413275557888
+ · · · ,
F (2,3) = 545tc
8957952
− 15095299tc2
87071293440
√
3
+ 4878199531tc
3
56422198149120
− 92953690463tc4
1015599566684160
√
3
+ · · · ,
F (2,4) = − 2735tc
53747712
√
3
+ 520278533tc
2
8358844170240
− 6588078971tc3
56422198149120
√
3
+ 1013092981tc
4
20061226008576
+ · · · ,
(9.92)
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in the oriented sector and
K(2,0) = − 27
128tc2
− 47
13824
+ 191tc
279936
√
3
+ 17693tc
2
201553920
− 41893tc3
408146688
√
3
+ · · · ,
K(2,1) = 19
9216
√
3
− 15955tc
35831808
− 12149tc2
161243136
√
3
+ 29671433tc
3
313456656384
− 54115555tc4
626913312768
√
3
+ · · · ,
K(2,2) = − 1003
2654208
+ 9529tc
17915904
√
3
− 330943tc2
7739670528
− 10573571tc3
104485552128
√
3
+ · · · ,
K(2,3) = 491
2654208
√
3
− 25373tc
161243136
+ 615487tc
2
5159780352
√
3
+ 280904809tc
3
30091839012864
+ · · · ,
K(2,4) = − 193
7077888
+ 191993tc
1719926784
√
3
− 74663195tc2
1486016741376
+ 690070327tc
3
30091839012864
√
3
+ · · · ,
(9.93)
in the unoriented sector. We observe that the open string amplitudes are all regular and
K(g,0) possesses similarly to F (g,0) a gap at the conifold. Namely, as tc → 0, the amplitudes
are of the general form
F (g,0) = Φg
t2g−2c
+O(t0c) ,
K(g,0) = Ψg
t2g−2c
+O(t0c) ,
(9.94)
the important point being that except for the leading singularity, the coefficients of the
other singular terms all vanish. Furthermore, the order of the leading singularity at the
conifold (of the amplitudes without fixed holomorphic ambiguities) can be easily param-
eterized in terms of g. Since we expect that this structure of the amplitudes is general,
the holomorphic ambiguities parameterized by (9.87) need to preserve this structure. Each
vanishing coefficient imposes one condition on a
(g,h)
F/K , i.e., fixes one coefficient ai. Hence,
we deduce that the conifold gives the following number of conditions which can be used to
(partly) fix the ambiguities of the amplitudes:
#c =

2g − 3 for K(g,0)
2g − 2 for K(g,h) and F (g,1)
2g − 1 for F (g,h) (h > 1)
. (9.95)
Nevertheless, ∼ g conditions remain undetermined. In particular, the leading singularities
of the Klein bottle amplitudes K(g,0) at the conifold, which we have denoted as Ψg, needs
to be understood. We will briefly come back to this point below.
One might hope that the left-over conditions can be fixed via some additional sys-
tematics at the orbifold point. However, performing similarly as above the expansions of
the amplitudes at the orbifold point, we have to conclude that there is no apparent such
systematics which could aid in fixing the remaining ambiguities. Therefore, for the time
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being we have to rely on localization to fix the ∼ g remaining conditions. With the data
at hand, we have completely determined G(χ) from the individual amplitudes up to χ = 6.
If we instead directly compute the combined amplitude G(χ) via (9.78), we can go a bit
further since the real topological vertex provides data for higher χ. Similarly as for the
individual amplitudes, we parameterize the holomorphic ambiguity of G(χ) via
a
(χ)
G =
n∑
i=0
ai
zi+δ
(1− 27z)ζ , (9.96)
with n = 3
2
ζ , δ = (χ mod 2)/2 and
ζ =
{
χ for χ even
χ− 1 for χ odd . (9.97)
The conifold expansion shows that G(χ) possesses a gap for χ even and is regular for χ
odd (this is as expected from the behavior of the individual amplitudes F and K at the
conifold described above). Similarly as for the individual amplitudes F and K, we can
easily deduce that the gap leads to
#c =
{
χ− 1 for χ even
χ for χ odd
, (9.98)
conditions to fix the (n + 1) coefficients ai of a
(χ)
G (if one can understand Ψg, the conifold
gives exactly χ conditions). Using the data from the real topological vertex given in table
C.3 of appendix C, we can fix the left-over conditions for some higher χ and in this way
completely determined the amplitudes G(χ) up to χ = 9. 4 The resulting real Gopakumar-
Vafa invariants are listed in table C.1 and C.2 in appendix C.
Finally, let us spend a few words on the leading singularity of the K(g,0) at the conifold
(9.94). It is well known that the coefficient of the leading singularity of the oriented closed
string amplitudes F (g,0) at the conifold is given by [70, 71]
Φg =
B2g
2g(2g − 2) , (9.99)
where B2g are the Bernoulli numbers. The universality of the relationship (9.99) has been
understood from many perspectives over the years. Among other things, Φg gives the
Euler characteristic of the moduli space of genus g complex curves. The gap structure was
4The data at hand is sufficient to go up to χ = 12.
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g 1 2 3 4 5 6
Ψg −18 log(tc) − 9128 81512 −42394096 22185916384 −48938499163840
Table 9.1: Ψg for low g (note that we have rescaled tc →
√
3tc).
discovered in [53, 34], and explained physically in terms of the existence of a single light
BPS state associated with the vanishing period at the conifold [72]. It behooves us to ask
for a similar interpretation of the gap structure in K(g,0). The coefficients Ψg have a good
chance of being equally universal as the Φg. For future reference, we list the values of Ψg
for low g in table 9.1 and leave a detailed understanding to subsequent work. Note that
Ψg can be conveniently extracted from G′(χ), as defined in (6.9), expanded at the conifold
point. This can be easily inferred from (6.3) combined with the regularity of the individual
amplitudes with boundaries at the conifold point.
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Part IV
Appendices
Appendix A
Inhomogeneous Picard-Fuchs
equation via Griffiths-Dwork
In the following, we will give some more details of the main computation of section 4.2,
i.e., the evaluation of (4.7). In order to be able to evaluate (4.7), we first need to derive
the exact parts β˜(k) of the inhomogeneous Picard-Fuchs equations covering the (extended)
periods of Y (k). We will achieve this via the Griffiths-Dwork method (see for instance [19]):
A.1 Griffiths-Dwork method
The fundamental weighted homogeneous differential form of the ambient space is given by
ω(k) =
5∑
i=1
(−1)i−1νixidx1 ∧ ... ∧ d̂xi ∧ ... ∧ dx5 , (A.1)
where νi are the weights and xi the homogenous coordinates of the ambient weighted P
4.
For later convenience, we define ω
(k)
i := ∂iω
(k).
The holomorphic 3-form is given by
Ω = ResW (k)=0Ω˜ , (A.2)
with Ω˜ = ω
(k)
W (k)
. For simplicity, the (k) indices are implicitly understood in the following.
Then, the fundamental period
w0 =
∫
Γ
Ω , (A.3)
where Γ is usually a 3-cycle, here however we allow Γ to have a boundary ∂Γ, evaluates to
w0 =
∫
Γ
ResW=0Ω˜ =
∫
Tǫ(Γ)
Ω˜ ,
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where Tǫ is a small tube around Γ. From that we obtain
∂lψw0 = l!
∫
Tǫ(Γ)
(x1x2x3x4x5)
l
W l+1
ω , (A.5)
where we have implicitly assumed that there will be no contribution of derivatives acting
on the chain. That this is indeed the case will be explicitly verified for the models under
consideration.
For l = 4 we can express ∂lψw0 in terms of lower derivatives using the equations of
motion ∂iW = 0 and “partial integration” (Griffith’s reduction of pole order) and obtain
in this way a differential equation of (inhomogeneous) Picard-Fuchs type satisfied by w0.
The calculation is lengthy, but straight-forward.
A.2 Y (6)
Using the Griffiths-Dwork method as described above and the relation
ψ2(1− ψ6)(x41x42x43x44x45) = ψ7(x31x32x33x34x45)∂5W + ψ6(x21x22x23x34x55)∂4W
+ ψ5(x1x2x
2
3x
7
4x
4
5)∂3W + ψ
4(x2x
6
3x
6
4x
3
5)∂2W
+ ψ3(x52x
5
3x
5
4x
2
5)∂1W + ψ
2(x41x
4
2x
4
3x
4
4x
2
5)∂5W ,
(A.6)
we obtain the inhomogeneous Picard-Fuchs equation
L˜(6) = ψ2(1− ψ6)∂4ψ − 2ψ(1 + 5ψ6)∂3ψ + (2− 25ψ6)∂2ψ − 15ψ5∂ψ − ψ4 = dβ˜ , (A.7)
with exact part
β˜(6) =
6
W 4
[
ψ7x31x
3
2x
3
3x
3
4x
4
5ω5 + ψ
6x21x
2
2x
2
3x
3
4x
5
5ω4 + ψ
5x1x2x
2
3x
7
4x
4
5ω3
+ ψ4x2x
6
3x
6
4x
3
5ω2 + ψ
3x52x
5
3x
5
4x
2
5ω1 + ψ
2x41x
4
2x
4
3x
4
4x
2
5ω5
]
+
2
W 3
[
3ψ6x21x
2
2x
2
3x
2
4x
3
5ω5 + 2ψ
5x1x2x3x
7
4x
2
5ω5 + 3ψ
6x21x
2
2x
2
3x
3
4x
2
5ω4
+ ψ4x63x
6
4x5ω5 + ψ
5x1x2x
2
3x
7
4x5ω3 − 2ψx31x32x33x34x5ω5
]
+
1
W 2
[
6ψ5x1x2x3x
2
4x5ω4 + ψ
4x63x4ω4 + ψ
5x1x2x
2
3x4x5ω3 + x
2
1x
2
2x
2
3x
2
4ω5
]
+
1
W
[
ψ4x3ω3
]
.
(A.8)
The next step in the evaluation of (4.7) is to define a proper tube Tǫ(∂Γ), where we
have for Y (6): ∂Γ = C
(6)
+ −C(6)− with C(6)ζ given in (4.1). For simplicity, we set α(6) = i and
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drop the (6) indices in the following. Observe that the curves Cζ possess two components
distinguished by γ = ±1, i.e. Cζ = C+ζ + C−ζ with
Cγζ = {x1 = iζx2, x3 = ix4, x5 = i
−ζ−1
2 γ
√
3ψx1x3} . (A.9)
Note that the curves intersect in three points:
pζ1 := {x1 = iζx2, x3 = x4 = x5 = 0}, p2 := {x3 = ix4, x1 = x2 = x5 = 0} . (A.10)
For the same reasons as in the quintic case discussed in [9], only the neighborhood of the
set of points {pζ1, pζ2 := p2} gives a contribution to the integral over the tube Tǫ(∂Γ). Hence,
the integral (4.7) splits up into∫
Tǫ(∂Γ)
β˜ =
∑
ζ,γ,i
ζ
∫
Tǫ(C
γ
ζ ;p
ζ
i )
β˜ , (A.11)
where we define the tubes Tǫ(C
γ
ζ ; p
ζ
i ) around C
γ
ζ near p
ζ
i momentarily:
The region around the points pζi is best described in the following two local charts of
the ambient weighted P4:
U1 : xi → xj
x
νj
1
, U2 : xj → xj
x
νj
3
, (A.12)
where pζi ⊂ Ui.
Let us start with the region around pζ1: Changing to the inhomogeneous coordinates of
(A.12), i.e.
T ′ :=
x2
x1
, X ′ :=
x3
x1
, Y ′ :=
x4
x1
, Z ′ :=
x5
x21
, (A.13)
and performing subsequently the coordinate change
T ′ → iζT , Y ′ → −iY , X ′ → X + Y + Z , Z ′ → i −ζ−12 γ(1 +
√
3ψ(Y + Z)) , (A.14)
we obtain a more convenient parameterization of Cγζ and p
ζ
1:
Cγζ = {T = −1, X = −Z =
1√
3ψ
} ,
pζ1 = {T = −1, X = −Z =
1√
3ψ
, Y = 0} .
(A.15)
Observe that the curves Cγζ are parametrized in their respective coordinate systems by the
single coordinate Y = reiφ, and intersects with the other curves at r = 0.
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We now define tubes T ζγǫ around the curves C
γ
ζ by requiring that T
ζγ
ǫ lies outside of Y
(6)
inside a small neighborhood of pζ1 (0 ≤ r < r∗) and inside of P (6) else (r ≥ r∗). Therefore,
consider the normal vectors
vζγ = aζγ∂T − γ i
−ζ−1
2
2
e−2iφ∂X + γ
i
−ζ−1
2
2
e−2iφ∂Z , (A.16)
with
a :=
f(r)
1 + γi
ζ+1
2
√
3ψ3Y 3
, (A.17)
where f(r) is a non-negative C∞ function with f(0) = 1 and f(r) = 0 for r ≥ r∗ > 0.
Clearly vζγ point inside of P
(6) for r > r∗. Note that the definition of aζγ naturally fixes the
point r∗. To see that, note if we define r∗ = (3ψ3)−1/6, f(r∗) must vanish, since otherwise
aζγ would have poles at r
∗. For reasons that will become clear later, we require as well
that the first derivative f ′(r) vanishes at r ≥ r∗ > 0.
One easily checks that
DvζγW |Cγζ = f(r) +
√
3ψ3r2 > 0 , (A.18)
hence vζγ points outside of Y
(6) and thus we can use vζγ to define proper tubes T
ζγ
ǫ . In
detail, the tubes are parameterized in local coordinates by
T = −1 + ǫ˜a , X = −Z = 1√
3ψ
− γ i
−ζ−1
2
2
ǫ˜e−2iφ , (A.19)
where ǫ˜ = eiχǫ and χ ∈ [0, 2π].
For the evaluation of (A.11) we need to express β˜ in the coordinates (A.14), restrict to
the respective tubes and perform the integration over∫ ∞
0
dr
∫ 2π
0
dφ
∫ 2π
0
dχ . (A.20)
Since the terms occurring in β˜ are proportional to ωi
W l
, we especially need ωi|T ζγǫ . After
going to the chart U1 and restricting to X
′ = iY ′, we infer from (A.1) that ωi = 0 for
i /∈ {3, 4} and
ω4 = −iω3 = dT ′ ∧ dX ′ ∧ dZ ′ . (A.21)
Changing to the coordinates (A.14) then yields
dT ′ ∧ dX ′ ∧ dY ′ = i −ζ+12 ζγ
√
3ψdT ∧ dX ∧ dY , (A.22)
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which restricts on the tubes T ζγǫ to
dT ∧ dX ∧ dY |T ζγǫ = −i
−ζ−1
2 γe−iφa
(
1− rf
′(r)
2f(r)
)
ǫ˜2dr ∧ dφ ∧ dχ . (A.23)
We have now everything at our disposal to infer the contribution of the integrals over the
tubes Tǫ(C
γ
ζ ; p
ζ
1) to (A.11). For performing the explicit calculation, note that only terms
which do not come in powers of ǫ˜ can survive the integration over dχ. Hence, the integration
over dχ simply yields a factor of 2π. For the integration over dφ it is more convenient to
perform the variable transformation eiφ → z, with z ∈ C. In this coordinate, the integral
becomes a line integral around the unit circle in the complex plane and only terms can
contribute that have poles in the unit disk. Combined with the property f(r) = f ′(r) = 0
for r ≥ r∗, it is easy to see that only terms can contribute which do not come in powers of
z in the nominator.
Performing the explicit calculation we infer that there is no contribution from the
integrals over the tubes Tǫ(C
γ
ζ ; p
ζ
1) to (A.11).
It remains to evaluate the contribution of Tǫ(C
γ
ζ ; p2) to (A.11): For that, we need
to perform the same calculations as above in the coordinate chart U2 which includes p2.
Hence, we take the inhomogeneous coordinates
T ′ :=
x4
x3
, X ′ :=
x1
x3
, Y ′ :=
x2
x3
, Z ′ :=
x5
x23
, (A.24)
and perform the same coordinate redefinitions as in (A.14) in order to obtain (A.15).
However, this time pζ1 corresponds to p2. Due to the symmetry of W , the tubes T
ζγ
ǫ have
the same parameterization and we can still use (A.16)-(A.23), if we replace
ω4 → ω2 , ω3 → ω1 . (A.25)
Performing the explicit calculation similar as in chart U1, we infer that we obtain
contributions from the term ∫
Tǫ(C
γ
ζ ;p2)
6ψ4x2x
6
3x
6
4x
3
5ω2
W 4
= ζ
2
3
π2. (A.26)
Note that we have taken an additional normalization factor of 6−1 due to Gfix given in
table 4.1 into account (p2 is a singular point).
It remains to show that the underlying assumption that we have no contribution from
derivatives acting on Tǫ(Γ) indeed holds. The argumentation is as in [9]. For that, note
that the normal vectors implementing first order deformations of Cγζ are given by
nζγ = −i
ζ+1
2 γ
x5√
3ψ
1
2ψ
(∂3 − i∂4) . (A.27)
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Hence, we have that
nζγω = −i ζ+12 γ x5√
3ψ
1
2ψ
(ω3 − iω4) = 0 , (A.28)
where we used (A.21).
A.3 Y (8)
The discussion of the remaining two models Y (8) and Y (10) is very similar to Y (6), hence
we will be brief:
For Y (8) we use the relation
ψ3(1− ψ8)(x41x42x43x44x45) = ψ10(x31x32x33x34x45)∂5W + ψ9(x21x22x23x34x45)∂4W
+ ψ8(x1x2x
2
3x
9
4x
3
5)∂3W + ψ
7(x2x
8
3x
8
4x
2
5)∂2W
+ ψ6(x72x
7
3x
7
4x5)∂1W + ψ
5(x61x
6
2x
6
3x
6
4x5)∂5W
+ ψ4(x51x
5
2x
5
3x
5
4x
2
5)∂5W + ψ
3(x41x
4
2x
4
3x
4
4x
3
5)∂5W ,
(A.29)
to obtain the inhomogeneous Picard-Fuchs equation
L˜(8) = ψ3(1−ψ8)∂4ψ−ψ2(6+10ψ8)∂3ψ+5ψ(3−5ψ8)∂2ψ−15(1+ψ8)∂ψ−ψ7 = dβ˜ , (A.30)
with exact part
β˜(8) =
6
W 4
[
ψ10x31x
3
2x
3
3x
3
4x
4
5ω5 + ψ
9x21x
2
2x
2
3x
3
4x
4
5ω4 + ψ
8x1x2x
2
3x
9
4x
3
5ω3 + ψ
7x2x
8
3x
8
4x
2
5ω2
+ ψ6x72x
7
3x
7
4x5ω1 + ψ
5x61x
6
2x
6
3x
6
4x5ω5 + ψ
4x51x
5
2x
5
3x
5
4x
2
5ω5 + ψ
3x41x
4
2x
4
3x
4
4x
3
5ω5
]
+
2
W 3
[
3ψ9x21x
2
2x
2
3x
2
4x
3
5ω5 + 2ψ
8x1x2x3x
9
4x
2
5ω5 + 2ψ
9x21x
2
2x
2
3x
10
4 x5ω5
+2ψ10x31x
3
2x
3
3x
4
4x5ω4 − 2ψ10x31x32x33x34x25ω5 + ψ7x83x84x5ω5 + ψ8x1x2x93x24x5ω4
+ψ9x21x
2
2x
3
3x
2
4x
2
5ω3 − 6ψ2x31x32x33x34x25ω5 − 3ψ3x41x42x43x44x5ω5 − ψ4x51x52x53x54ω5
]
+
1
W 2
[
4ψ8x1x2x3x
2
4x5ω4 + 2ψ
9x21x
2
2x
2
3x
3
4ω4 − 6ψ9x21x22x23x24x5ω5 + ψ7x83x4ω4
+ 3ψ8x1x2x
2
3x4x5ω3 + 15ψx
2
1x
2
2x
2
3x
2
4x5ω5 + 3ψ
2x31x
3
2x
3
3x
3
4ω5
]
+
1
W
[
ψ7x3ω3 − 15x1x2x3x4ω5
]
.
(A.31)
In order to evaluate (4.7), we need to define proper tubes around the curves C
(8)
〈µ,ζ〉. For
simplicity, in the following we will just discuss the C
(8)
〈−,ζ〉 part. The C
(8)
〈+,ζ〉 part can be
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discussed similarly and the results just differ by an overall sign1 (therefore the µ in (4.8)).
Hence, let us consider the curves
C〈−,ζ〉 := {x1 = αζx2, x3 = αx4, x5 = 2α−ζ−1ψx21x23} . (A.32)
In the following we will denote these curves simply as Cζ and we will implicitly set α = e
iπ/8.
The two curves intersect in the point
p := {x3 = αx4, x1 = x2 = x5 = 0} . (A.33)
As a consequence, (A.11) reduces for Y (8) to∫
Tǫ(∂Γ)
β˜ =
∑
ζ
ζ
∫
Tǫ(Cζ ;p)
β˜ . (A.34)
For the evaluation of (A.34), we go to the local chart U2 defined in (A.24) and perform
the variable redefinitions
T ′ → −α−1T , Y ′ → α−ζY , X ′ → X +Y +Z , Z ′ → α−ζ−1(1+
√
2ψ(Y +Z))2 . (A.35)
Then, we have
Cζ = {T = −1, X = −Z = 1√
2ψ
} ,
p = {T = −1, X = −Z = 1√
2ψ
, Y = 0} .
(A.36)
The tubes T ζǫ around Cζ are parameterized similar as for Y
(6) via normal vectors vζ defined
by
vζ = aζ∂T − i
4
α2(ζ−1)e−3iφ∂X +
i
4
α2(ζ−1)e−3iφ∂Z , (A.37)
with
aζ :=
f(r)
1− 2iζα2(ζ−1)ψ2Y 4 . (A.38)
This choice ensures that
DvζW |Cζ = f(r) + ψ3r3 > 0 , (A.39)
such that T ζǫ is well defined.
1 In fact, this must be so since by general principles, the total intersection of the hypersurface with a
plane should give a vanishing result.
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Thus, the tubes T ζǫ are locally parameterized by
T = −1 + ǫ˜a , X = −Z = 1√
2ψ
− ǫ˜ i
4
α2(ζ−1)e−3iφ , (A.40)
where ǫ˜ = eiχǫ.
As a last piece, we need the restriction of the forms ωi to T
ζ
ǫ : Going to the chart U2
and restricting to X ′ = αζY ′, we directly infer that ωi = 0 for i /∈ {1, 2} and that
ω2 = −αζω1 = dT ′ ∧ dX ′ ∧ dZ ′ . (A.41)
Changing to the coordinates (A.35) then yields
dT ′ ∧ dX ′ ∧ dZ ′ = −2α−2−ζ
√
2ψ(1 +
√
2ψ(Y + Z))dT ∧ dX ∧ dY . (A.42)
Further,
dT ∧ dX ∧ dY |T ζǫ = −i
3
4
α2(ζ−1)ae−2iφǫ˜2
(
1− rf
′(r)
3f(r)
)
dr ∧ dφ ∧ dχ . (A.43)
Thus,
ω2|T ζǫ = −αζω1|T ζǫ =
= i3α−4+ζaψe−2iφ
(
reiφ +
i
4
α2(ζ−1)e−3iφǫ˜
)
ǫ˜2
(
1− rf
′(r)
3f(r)
)
dr ∧ dφ ∧ dχ . (A.44)
We have now everything at our disposal to calculate (A.34). After performing the
calculations, we infer that we have a contribution from the term∫
Tǫ(Cζ ;p)
6ψ6x72x
7
3x
7
4x5ω1
W 4
= ζ3π2ψ2 , (A.45)
where we included an additional normalization factor of 4−1, similar as in the Y (6) case.
Similar as for Y (6), we infer from the normal vector
nζ = −α
ζ+1
4ψ2
x5
x1
(∂1 + α
−ζ∂2) . (A.46)
that
nζω = −α
ζ+1
4ψ2
x5
x1
(ω1 + α
−ζω2) = 0 , (A.47)
where we used (A.41). Hence, the underlying assumption that we have no contribution
from derivatives acting on Tǫ(Γ) holds.
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A.4 Y (10)
For Y (10) we use the relation
ψ3(1− ψ10)(x41x42x43x44x45) = ψ12(x31x32x33x34x45)∂5W + ψ11(x21x22x23x34x45)∂4W
+ ψ10(x1x2x
2
3x
6
4x
3
5)∂3W + ψ
9(x2x
10
3 x
5
4x
2
5)∂2W
+ ψ8(x92x
9
3x
4
4x5)∂1W + ψ
7(x81x
8
2x
8
3x
3
4x5)∂5W
+ ψ6(x71x
7
2x
7
3x
2
4x
2
5)∂5W + ψ
5(x61x
6
2x
6
3x4x
3
5)∂5W
+ ψ4(x51x
5
2x
5
3x
4
5)∂5W + ψ
3(x41x
4
2x
4
3x
4
5)∂4W ,
(A.48)
to obtain the inhomogeneous Picard-Fuchs equation
L˜(10) = ψ3(1−ψ10)∂4ψ−10ψ2(1+ψ10)∂3ψ+5ψ(7−5ψ10)∂2ψ−5(7+3ψ10)∂ψ−ψ9 = dβ˜ , (A.49)
with exact part
β˜(10) =
6
W 4
[
ψ12x31x
3
2x
3
3x
3
4x
4
5ω5 + ψ
11x21x
2
2x
2
3x
3
4x
4
5ω4 + ψ
10x1x2x
2
3x
6
4x
3
5ω3
+ ψ9x2x
10
3 x
5
4x
2
5ω2 + ψ
8x92x
9
3x
4
4x5ω1 + ψ
7x81x
8
2x
8
3x
3
4x5ω5 + ψ
6x71x
7
2x
7
3x
2
4x
2
5ω5
+ ψ5x61x
6
2x
6
3x4x
3
5ω5 + ψ
4x51x
5
2x
5
3x
4
5ω5 + ψ
3x41x
4
2x
4
3x
4
5ω4
]
+
2
W 3
[
3ψ11x21x
2
2x
2
3x
2
4x
3
5ω5 + 2ψ
10x1x2x3x
6
4x
2
5ω5 + 2ψ
11x21x
2
2x
2
3x
3
4x
2
5ω4
+ψ9x103 x
5
4x5ω5 + ψ
10x1x2x
11
3 x
2
4x5ω4 + ψ
11x21x
2
2x
3
3x
2
4x
2
5ω3 + 7ψ
5x61x
6
2x
6
3x4x5ω5
−10ψ2x31x32x33x34x25ω5 − 10ψ3x41x42x43x44x5ω5 − 10ψ4x51x52x53x54ω5
−10ψ5x61x62x63x24ω4 − ψ6x71x72x73x24ω5
]
+
1
W 2
[
5ψ10x1x2x3x
2
4x5ω4 + 2ψ
10x1x2x
2
3x4x5ω3 + 35ψx
2
1x
2
2x
2
3x
2
4x5ω5 + ψ
9x3x
5
4ω3
+ 5ψ2x31x
3
2x
3
3ω5 + 5ψ
3x41x
4
2x
4
3ω4 + 13ψ
4x51x
5
2x
5
3ω5 + 10ψ
2x31x
3
2x
3
3x
3
4ω5
]
+
1
W
[
ψ9x4ω4 − 35x1x2x3x4ω5
]
.
(A.50)
It is easy to see that the curve for Y (10) given in (4.1) can be obtained by the intersection
P ′ ∩ Y (10), with the plane
P ′ := {x1 = αζx2, 1√
5
α5x53 + x5 − ψx1x2x3x4 = 0}. (A.51)
By the principle mentioned in the footnote on page 125, we can (up to a sign) use either
of the components of P ′ ∩ Y (10), i.e., either (4.1) or the curve x24 = 0. The latter curve is
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however also contained in the intersection of Y (10) with some different planes, and for inci-
dental reasons, we prefer to present the evaluation of the integral in one of these alternative
planes. More explicitly, the curve from (4.1) is equivalent to the curve
Cγζ := {x1 = iζx2, x5 = i
1
51/2
x53, x
2
4 = γ
√
ζ
√
51/2ψx1x
3
3} , (A.52)
with γ = ±1, which we obtain from P ∩ Y (10), where P is related to P ′ via the coordinate
transformation x5 → x5 + ψx1x2x3x4. Similar as the curve for Y (6), the Cζ curve splits
into two components, i.e. Cζ = C
+
ζ + C
−
ζ .
The component curves meet in three points:
pζ1 = {x1 = iζx2, x3 = x4 = x5 = 0}, p2 = {x5 = i
1
51/2
x53, x1 = x2 = x4 = 0} . (A.53)
In order to evaluate (A.11), we go to the local chart U1 given by (A.13) and perform
the following variable redefinitions:
T ′ → iζT , Y ′ → i5−1/2Y 10 , X ′ → (X + Y + Z)2 ,
Z ′ → γ1/2ζ1/4(1 + 51/24ψ1/12(Y + Z))3 . (A.54)
Then,
Cγζ = {T = −1, X = −Z =
1√
51/12ψ1/6
} ,
pζ1 = {T = −1, X = −Z =
1√
51/12ψ1/6
, Y = 0} .
(A.55)
We define the tubes T ζγǫ via the normal vectors
vζγ = aζγ∂T − γ
3/2ζ5/4
12 · 5−3/8 e
−14iφ∂X +
γ3/2ζ5/4
12 · 5−3/8 e
−14iφ∂Z , (A.56)
with
aζγ :=
f(r)
1 + γ1/2ζ3/45−3/8ψ5/4Y 15
. (A.57)
Then, we have
DvζγW |Cγζ = f(r) + ψ5/4r14 > 0 , (A.58)
such that the tubes T ζγǫ are well defined and locally parameterized by
T = −1 + ǫ˜a , X = −Z = 1√
51/12ψ1/6
− γ
3/2ζ5/4
12 · 5−3/8 e
−14iφǫ˜ , (A.59)
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where ǫ˜ = eiχǫ.
Let us now consider the forms ωi: Going to the chart U1 and restricting to Y
′ =
i5−1/2X ′5, we directly infer that ωi = 0 for i /∈ {3, 5} and that
ω3 = −dT ′ ∧ dY ′ ∧ dZ ′ , ω5 = −dT ′ ∧ dX ′ ∧ dZ ′ . (A.60)
Thus,
w5 = −i5−1/2X ′−4w3 = −dT ′ ∧ dX ′ ∧ dZ ′ . (A.61)
Changing to the coordinates (A.54) then yields
dT ′∧dX ′∧dZ ′ = iγ1/2ζ1/46 · 51/24ψ1/12(X +Y +Z)(1+51/24ψ1/12(Y +Z))2dT ∧dX ∧dZ .
(A.62)
Further,
dT ∧ dX ∧ dZ|T ζγǫ = −
7
6
53/8γ3/2ζ5/4ae−13iφǫ˜2
(
1− rf
′(r)
14f(r)
)
dr ∧ dφ ∧ dχ . (A.63)
Hence,
w5|T ζγǫ = i7 · 53/24ψ1/12ae−13iφY (1 + 51/24ψ1/12(Y + Z))2
(
1− rf
′(r)
14f(r)
)
ǫ˜2dr ∧ dφ ∧ dχ,
w3|T ζγǫ = 7 · 515/24ψ1/12ae−13iφY 9(1 + 51/24ψ1/12(Y + Z))2
(
1− rf
′(r)
14f(r)
)
ǫ˜2dr ∧ dφ ∧ dχ.
(A.64)
After performing the explicit integration, we infer that we obtain contributions from the
following terms occurring in β˜(10):∫
T ζγǫ
6ψ6x71x
7
2x
7
3x
2
4x
2
5ω5
W 4
= ζ
2
5
√
5π2ψ3 ,∫
T ζγǫ
14ψ5x61x
6
2x
6
3x4x5ω5
W 3
= −ζ 7
5
√
5π2ψ3 ,∫
T ζγǫ
13ψ4x51x
5
2x
5
3ω5
W 2
= ζ
13
5
√
5π2ψ3 ,
(A.65)
where we have included an additional normalization factor of 10−1.
With similar computations as above one can show that for chart U2 (which includes p2)
no contribution arises.
Summing the contributions given in (A.65), we infer∫
Tǫ(C
γ
ζ ;p
ζ
1)
β˜ = ζ
8
5
√
5π2ψ3 . (A.66)
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It remains to show that the underlying assumption is correct: We have
nζγ = γ
−1ζ−1/2
1
4
5−1/4ψ−3/2
x24
x3
(
∂3 − i51/2x43∂5
)
. (A.67)
Hence,
nζγω = γ
−1ζ−1/2
1
4
5−1/4ψ−3/2
x24
x3
(
ω3 − i51/2x43ω5
)
= 0 , (A.68)
where we used (A.61) .
Appendix B
Localization invariants of
orientifolded local P2
This appendix lists the complete set of data obtained via localization for an orientifold of
local P2 (see chapter 7). More specifically, we list the invariants n˜
(g,h)
d , n˜
(g,h)k
d defined in
equation (6.7) and their combination to real Gromov-Witten invariants n
′(χ)
d , as defined in
equation (6.9).
d n˜
(0,2)
d
n˜
(1,0)k
d
n
′(χ=0)
d
2 3
8
− 3
8
0
4 − 21
16
117
16
6
6 59
4
− 411
4
−88
8 − 5781
32
48981
32
1350
10 48939
20
− 472779
20
−21192
d n˜
(0,3)
d
n˜
(1,1)
d
n˜
(1,1)k
d
n
′(χ=1)
d
1 0 1
12
0 1
12
3 − 3
16
− 3
8
9
16
0
5 9
8
3
4
− 171
8
− 39
2
7 − 333
16
839
24
7047
16
5455
12
9 5415
16
− 9995
8
− 139509
16
− 38521
4
d n˜
(0,4)
d
n˜
(1,2)
d
n˜
(1,2)k
d
n˜
(2,0)k
d
n
′(χ=2)
d
2 0 − 5
128
0 5
128
0
4 9
64
41
64
− 27
32
33
16
2
6 − 135
128
− 81
128
2997
64
− 10953
64
−126
8 945
32
− 1673
16
− 20115
16
223495
32
5652
10 − 38025
64
145145
32
993195
32
− 13926207
64
−182618
d n˜
(0,5)
d
n˜
(1,3)
d
n˜
(2,1)
d
n˜
(1,3)k
d
n˜
(2,1)k
d
n
′(χ=3)
d
1 0 0 − 7
2880
0 0 − 7
2880
3 0 3
128
79
2880
0 − 9
128
− 7
360
5 − 135
1024
− 309
256
− 59
128
675
512
− 12723
1024
− 413
32
7 1323
1280
− 195
128
2597
720
− 11907
128
270585
256
2785151
2880
9 − 10935
256
33111
128
− 205151
240
387099
128
− 13282137
256
− 47518049
960
d n˜
(0,6)
d
n˜
(1,4)
d
n˜
(2,2)
d
n˜
(1,4)k
d
n˜
(2,2)k
d
n˜
(3,0)k
d
n
′(χ=4)
d
2 0 0 11
3072
0 0 − 11
3072
0
4 0 − 33
4096
41
12288
0 99
2048
63
512
1
6
6 729
5120
2457
1024
10663
2560
− 2187
1024
48897
1024
− 70053
512
− 169
2
8 − 81
80
20781
2048
− 389561
30720
2835
16
− 4235175
1024
13298129
768
13353
10 2025
32
− 583185
1024
13173223
3072
− 212625
32
120073203
512
− 581900049
512
− 5429209
6
d n˜
(0,7)
d
n˜
(1,5)
d
n˜
(2,3)
d
n˜
(3,1)
d
n˜
(1,5)k
d
n˜
(2,3)k
d
n˜
(3,1)k
d
n
′(χ=5)
d
1 0 0 0 31
483840
0 0 0 31
483840
3 0 0 − 87
20480
− 6523
1935360
0 0 261
20480
31
6048
5 0 − 747
40960
− 3259
10240
− 4691
15360
0 747
4096
− 123311
40960
− 2665
768
7 − 27783
163840
− 401481
81920
− 476291
20480
− 667343
69120
583443
163840
− 4921425
32768
212582451
163840
15384587
13824
9 531441
573440
− 1515591
40960
− 465417
20480
− 239350813
645120
− 27103491
81920
215009073
16384
− 14079900303
81920
− 3675141313
23040
d n˜
(0,8)
d
n˜
(1,6)
d
n˜
(2,4)
d
n˜
(3,2)
d
n˜
(1,6)k
d
n˜
(2,4)k
d
n˜
(3,2)k
d
n˜
(4,0)k
d
n
′(χ=6)
d
2 0 0 0 − 101
294912
0 0 0 101
294912
0
4 0 0 407
81920
2683
184320
0 0 − 1221
40960
3893
245760
1
180
6 0 11583
163840
57861
32768
594553
122880
0 − 34749
32768
3926367
163840
− 15301627
245760
− 1961
60
8 243
1120
830871
81920
2103243
20480
850621349
5160960
− 243
40
6909435
16384
− 595150251
81920
2072508751
73728
215387
10
d n˜
(0,9)
d
n˜
(1,7)
d
n˜
(2,5)
d
n˜
(3,3)
d
n˜
(4,1)
d
n˜
(1,7)k
d
n˜
(2,5)k
d
n˜
(3,3)k
d
n˜
(4,1)k
d
n
′(χ=7)
d
1 0 0 0 0 − 127
77414400
0 0 0 0 − 127
77414400
3 0 0 0 3001
3440640
42589
77414400
0 0 0 − 3001
1146880
− 1651
1382400
5 0 0 − 3063
327680
− 342169
3440640
− 128999
1720320
0 0 3063
32768
− 2981749
6881280
− 450397
860160
7 0 − 326295
1835008
− 22995213
3276800
− 29732123
688128
− 342951779
15482880
0 978885
262144
1800922047
1835008
− 166848327
1310720
60794346311
77414400
d n˜
(0,10)
d
n˜
(1,8)
d
n˜
(2,6)
d
n˜
(3,4)
d
n˜
(4,2)
d
n˜
(1,8)k
d
n˜
(2,6)k
d
n˜
(3,4)k
d
n˜
(4,2)k
d
n˜
(5,0)k
d
n
′(χ=8)
d
2 0 0 0 0 2801
82575360
0 0 0 0 − 2801
82575360
0
4 0 0 0 − 92219
55050240
− 664337
165150720
0 0 0 92219
9175040
− 58547
13762560
1
10080
6 0 0 210519
6553600
7386879
9175040
83671439
34406400
0 0 − 631557
1310720
65748309
9175040
− 246136403
13762560
− 1269
160
d n˜
(0,11)
d
n˜
(1,9)
d
n˜
(2,7)
d
n˜
(3,5)
d
n˜
(4,3)
d
n˜
(5,1)
d
n˜
(1,9)k
d
n˜
(2,7)k
d
n˜
(3,5)k
d
n˜
(4,3)k
d
n˜
(5,1)k
d
n
′(χ=9)
d
1 0 0 0 0 0 73
1751777280
0 0 0 0 0 73
1751777280
3 0 0 0 0 − 10439
55050240
− 2596829
24524881920
0 0 0 0 10439
18350080
2993
10948608
5 0 0 0 44767
18350080
293957
27525120
− 1902379
1362493440
0 0 0 − 44767
1835008
− 744361
55050240
− 509857
19464192
Table B.1: Localization invariants of an orientifold of local P2 and their summation to real Gromov-Witten invariants.
Appendix C
Real Gopakumar-Vafa invariants of
local P2
In this appendix, we collect the real Gopakumar-Vafa invariants of local P2 calculated via
the three complementary techniques outlined in part III of this thesis. The invariants ob-
tained via the three different schemes are in perfect agreement. Note that there is an overall
sign ambiguity in the invariants, which we were not able to fix with our considerations.
This ambiguity might be fixed via a mathematical more rigorous localization calculation
than we performed in chapter 7.
d \ χ −1 0 1 2 3 4
1 −1⋄ 0∗ 0∗
2 0∗ 0∗ 0∗
3 1⋄ 0∗ 0∗
4 3∗ 1∗ 0∗
5 −5⋄ −10∗ −6∗
6 −44∗ −63∗ −37∗
7 42⋄ 229∗ 474∗
8 675∗ 2826∗ 6641∗
9 −429⋄ −4833∗ −24547∗
10 −10596∗ −91309∗ −444825∗
11 4939⋄ 96823∗ 922904⋄
12 169815⋄ 2548446⋄ 22222821⋄
13 −61555 −1890640⋄ −29568178⋄
14 −2766312⋄ −65141982⋄ −907236837⋄
15 811445 36355693 855398125
16 45651033 1571061879 32383098135
17 −11154329 −692134092 −23061556312
18 −761270252 −36357840387 −1049953473666
19 158387705 13085426739 590387680935
20 12804181968 815896308217 31671654196277
21 −2308018713 −246141639751 −14527282829907
22 216905448900 −17878517912137 −903161239605882
23 34350229129 4612322986757 346447571899667
24 3696709999475 384413718899808 24622104921447319
25 −520291543850 −86171027900880 −8055204030496600
26 −63329911074864 −8138918187959256 −646992872220979059
27 7998433661880 1606102217387496 183404890744633392
28 1089804320192328 170128830773159693 16487461934782290071
29 −124530193132562 −29877825751921400 −4102926664405466446
30 −18827327577603608 −3518103635914287426 −409393336266808069759
Table C.1: Nˆ
(χ)
d for high d obtained from the B-model (numbers marked with
⋄ have been verified via the real topological
vertex, numbers marked with ∗ in addition via localization).
d \ χ 5 6 7 8 9
1 0∗ 0∗ 0∗
2 0∗ 0∗
3 0∗ 0∗ 0∗
4 0∗ 0∗
5 −1∗ 0∗ 0∗
6 −10∗ −1∗
7 497∗ 286∗ 91⋄
8 9688∗ 9909⋄
9 −76685∗ −162007⋄ −240214⋄
10 −1490889⋄ −3622074⋄
11 5689826⋄ 24839317⋄ 80024538⋄
12 138741207⋄ 660614879⋄
13 −309836946⋄ −2387676377⋄ −14155255239⋄
14 −9250663299⋄ −73688144692⋄
15 13813050354 167924131768 1606774464538
16 496417243815 6048297221530
17 −536811735677 −9568553947097 −136513807781008
18 −22814962465032 −399056811636330
19 18866208478280 467697511728963 9398297970384222
20 933580323856212 22370764847588270
21 −613983765096754 −20339969314765719 −551685003357975980
22 −34902135604573377 −1105187697763665228
23 18804234985799241 806808827756109811 28574033239468010587
24 1213849008767132251 49357611086785857295
25 −548264953334411255 −29708534211072505345 −1337857466210942972595
26 −39792028380461566548 −2029790874827662119329
27 15348471706637436099 1028783168774451701259 57640797365862616605714
28 1241733288505925189151 77934424856611454475555
29 −415237415601455194036 −33835984504174543688472 −2316194195443332049565232
30 −37166974728897157340684 −2823578149528246194259586
Table C.2: Nˆ
(χ)
d for high d obtained from the B-model (numbers marked with
⋄ have been verified via the real topological
vertex, numbers marked with ∗ in addition via localization).
χ \ d 6 7 8 9 10 11 12 13 14
10 6882 -6527094 2470331689 -472060307393
11 -15 254935 -195123249 66336579865
12 3214 -8853482 7384195595 -2473627288265
13 -1 195943 -366754317 250379339074
14 988 -9136211 17862370096 -10728530219814
15 109614 -539107092 771890474372
16 191 -7226144 35296981346 -38871359145408
17 44507 -626854392 1965636872695
18 21 -4398773 57410786270 -118572379592483
19 12949 -581661131 4173449453891
20 1 -2061527 77347818109 -306601937181157
21 2626 -433433895 7446682383581
22 -740639 86771638286 -676198602671642
23 352 -260366065 11241439498902
24 -201867 81398541770 -1279073229693409
25 28 -126238105 14438862544045
26 -40953 64054115660 -2085518321405375
27 1 -49322461 15854057302183
28 -5985 42371627534 -2944249848639372
29 -15453034 14938241580054
30 -595 23582667480 -3613212254655871
31 -3847413 12114187918765
32 -36 11038869636 -3867758515991016
33 -750175 8473209466017
34 -1 4337601572 -3621885665305630
35 -111971 5118273430606
36 1425576149 -2974100596675286
37 -12342 2671254703769
38 389623263 -2145509291350998
39 -946 1204005379440
40 87807601 -1361557832849019
41 -45 467997216591
42 16121003 -760697816260927
43 -1 156480858834
44 2369885 -374239613900020
45 44835729183
46 272051 -162059929797276
47 10949573048
48 23479 -61706256970277
49 2262530362
50 1432 -20621959046012
51 391668488
52 55 -6032986939113
53 56047228
54 1 -1539443942273
55 6508822
56 -340986604623
57 597618
58 -65152049938
59 41728
60 -10651137069
61 2081
62 -1474076916
63 66
64 -170289956
65 1
66 -16111390
67
68 -1215524
69
70 -70301
71
72 -2926
73
74 -78
75
76 -1
77
Table C.3: Nˆ
(χ)
d for high χ obtained via the real topological vertex.
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