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Abstract
In this paper we consider discretization of parameter-dependent delay dierential equations of the form
x0(t) = f(x(t); x(t − ); );  2 R:
We show that, if the delay dierential equation undergoes a Hopf bifurcation, then the discrete scheme undergoes a
Hopf bifurcation of the same type. The results of this paper extend the results of our previous analysis relating to the
discretization of the delay logistic equation to a wider class of problems. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The aim of this paper is to obtain some insight into the qualitative behaviour of numerical solutions
to delay dierential equations. We are particularly interested in the approximation of dierential
equations undergoing a Hopf bifurcation.
Over the period since 1980, a wealth of theory has been developed on the qualitative behaviour of
numerical methods applied to ordinary dierential equations (see, for instance, the book by Stuart and
Humphries [11] for an excellent overview, and the further references it contains). Some results on
equations undergoing a Hopf bifurcation have been obtained in [5]. For delay dierential equations,
rather less is known. In [8] it was shown that attracting periodic orbits persist under discretisation
(that is, that the numerical solution has an invariant closed curve close to the periodic orbit). We will
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show that, for simple numerical methods, the closed curve is due to a Neimark{Sacker bifurcation
if the periodic orbit of the delay equation is due to a Hopf bifurcation. Our results extend those
given in the recent paper [9].
We consider numerical solutions of scalar delay dierential equations (DDEs) of the type
x0(t) = f(x(t); x(t − ); ); t>0; x(t) = (t); −6t60; > 0; (1.1)
where  is a real parameter and  is the continuous initial function. We note that such equations
with a delay term  6= 1 can always be brought into the form
x0(t) = f(x(t); x(t − 1); ); t>0; x(t) = (t); −16t60 (1.2)
by a rescaling of the time variable. We will analyse equations of the form (1.2).
In our previous paper [3] we showed that the supercritical Hopf bifurcation in the delay logistic
equation is appropriately approximated by some simple numerical methods. In [4] we showed that
strictly stable linear multisep methods applied to DDEs undergoing a Hopf bifurcation yield dierence
equations which exhibit a Hopf bifurcation (for maps). Since the analysis applied in that paper was
essentially based on linear stability theory, it remained an open question whether or not the bifurcating
invariant curve of the dierence equation is attracting (repelling) whenever the bifurcating periodic
orbits of the underlying DDE are attracting (repelling). In this paper we extend the ideas in Ford
and Wulf [3] to a more general class of equations to show that indeed the stability of the periodic
orbit is retained.
We make the following assumptions to ensure that the problem under consideration exhibits the
properties we will investigate:
(A1) f(0; 0; ) = 0 for all  in a neighborhood of some xed ,
(A2) for the function f(x; y; ) we have
@
@x
f(0; 0; ) = ();
@
@y
f(0; 0; ) = ()
in a neighborhood of .
Assumption (A1) guarantees that the zero solution is an equilibrium of (1.2) for all  in the
neighborhood of . From (A2) it follows that the characteristic equation governing the asymptotic
stability of the zero solution is given by
d(; ) = ( − ())e − (): (1.3)
If all the roots of (1.3) have negative real parts then the zero solution of (1.2) is asymptotically
stable (see, e.g., [1]). Since the equation depends on the parameter , so too do the roots of (1.3).
We are interested in analysing equations close to parameter values where a Hopf bifurcation
occurs. For this to happen in (1.2) we assume the following sucient conditions are satised:
(A3) for all  in a neighborhood of ; d(; ) has a pair of simple complex conjugate roots
1;2() = () i!(), while all other roots have real parts that are strictly negative,
(A4) for =  we have
() = 0; !() = !0 6= 0;
(A5) 0()> 0,
(A6) a nondegeneracy condition holds (see Section 2, condition (2.15)).
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If assumptions (A3){(A6) hold then Eq. (1.2) undergoes a Hopf bifurcation; the zero solution
loses its asymptotic stability as  passes through  (without loss of generality, from left to right,
see (A5) and a small amplitude attracting periodic orbit appears (supercritical Hopf bifurcation) or
repelling orbit vanishes (subcritical Hopf bifurcation); see, e.g. [10,12].
In this paper we consider a very simple numerical method applied to (1.2). The aim is to show
that under the above assumptions the discretized equation undergoes a bifurcation corresponding to
that of the underlying continuous problem. This will provide us with valuable insight into how to
analyse more sophisticated numerical methods close to a Hopf bifurcation.
Assume that we have chosen a step size h of the form h=1=m (m 2 N), in other words the delay
is an integer multiple of the step length. The application of the Euler forward method yields the
(m+ 1)-order dierence equation
xn+1 = xn + hf(xn; xn−m; ); n>0; xk = (kh); k = 0; : : : ;−m: (1.4)
Stability theory is concerned with the question whether the asymptotic stability of the delay dier-
ential equation is properly reproduced by the asymptotic stability of (1.4). For the Euler forward
method it is known (see, e.g., [7] and references) that for suciently small values of h the zero
solution of (1.4) is asymptotically stable whenever the zero solution of (1.2) is. The question we
want to investigate is what happens if we x h in (1.4) and vary . We know that if  is varied
about  in (1.2) then a Hopf bifurcation occurs. We will investigate the corresponding behaviour
of (1.4).
The paper is organised as follows. In Section 2 we revisit fundamental ideas related to Hopf bifur-
cation in delay dierential equations. In Section 3, we describe relevant results from
Neimark{Sacker bifurcation theory (the theory of Hopf bifurcation of maps) as they apply to a
class of maps that arise in discrete approximations to delay dierential equations. Section 4 contains
our new analytical results for the application of a simple explicit numerical method to Eq. (1.2) and
in the nal section we consider how these results may be applied to wider classes of method.
2. Hopf bifurcation in DDEs
In this section we collect some results which arise in the Hopf bifurcation analysis of DDEs
and are important for our investigation. This approach to Hopf bifurcation analysis for DDEs was
presented in, for example, [6], and we present it here in a somewhat more general setting. We use
the approach to facilitate the application of results from Kuznetsov [10].
Let C = C([ − 1; 0];R) be the Banach space of continuous functions over the interval [ − 1; 0]
equipped with the supremum norm. Let x be a continuous function on [− 1;1). Dene xt 2 C by
xt(s) = x(t + s); −16s60: (2.1)
DDE (1.2) can then be considered as an abstract Cauchy problem on C. The equation becomes
d
dt
xt = F(xt; ); x0 = ; (2.2)
where
F(; )(s) =
(
f((0); (−1); ) if s= 0;
0(s) if − 16s< 0: (2.3)
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We assume that the operator F has the following Taylor expansion:
F(; ) =A+ 12B(; ) +
1
6C(; ; ) + O(jjjj4); (2.4)
where we dropped the explicit dependence of the multilinear forms on the parameter . The operators
A;B;C are given by
A(s) =
(
(0) + (−1) if s= 0;
0(s) if −16s< 0: (2.5)
B(;  )(s) =
8>>>><
>>>>:
fxx(0) (0)
+fxyf(0) (−1) + (−1) (0)g
+fyy(−1) (−1) if s= 0;
0 if −16s< 0:
(2.6)
C(;  ; )(s) =
8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:
fxxx(0) (0)(0)
+fxxy(0) (0)(−1)
+fxxy(0) (−1)(0)
+fxxy(−1) (0)(0)
+fxyy(0) (−1)(−1)
+fxyy(−1) (0)(−1)
+fxyy(−1) (−1)(0)
+fyyy(−1) (−1)(−1) if s= 0;
0 if −16s< 0:
(2.7)
The coecients fxx; fxy, etc., are all evaluated at (0; 0; ).
At  =  denote the linear operator A() by A0 and () = 0; () = 0. By A3 A0 has a
complex conjugate pair of purely imaginary eigenvalues i!0. Denote the corresponding eigenvectors
by q and q, respectively. The domain of A0 is C1([−1; 0];R) the space of continuously dierentiable
functions over [− 1; 0]. For convenience we shall consider these as functions with range in C. The
eigenvector q corresponding to the eigenvalue i!0 is given by
q(s) = cos(!0s) + i sin(!0s); −16s60: (2.8)
The adjoint operator A0 to A0 is dened by (see [6, Chapter 4])
A0 (t) =
(
0 (0)− 0 (1) if t = 0;
− 0(t) if 06t61: (2.9)
The domain of A0 is C
1([0; 1];R) and A0 has an eigenvector q corresponding to the eigenvalue −i!0.
Based on the inner product on the pairing C([0; 1];R); C([− 1; 0];R) dened in Chapter 4 in [6]:
h ; i=  (0)(0)−
Z 0
−1
Z s
0
 (t − s)(t) dt d(s);  2 C([0; 1];R);  2 C([− 1; 0];R);
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where, in this case,
d(s) = (0(s) + 0(s+ 1)) ds
with (s) the Dirac delta function, the inner product takes the form
h ; i=  (0)(0)− 0
Z −1
0
 (s+ 1)(s) ds:
We normalize q such that hq; qi= 1. The adjoint eigenvector q is then given by
q(t) =
1
(1− i!0 − 0)q(t) =

d
d
d(−i!0; )
−1
e−i!0q(t); 06t61: (2.10)
For a solution xt of (2.2), we dene a function z(t) 2 C by
z(t) = hq; xti
and
w(t) = xt − z(t)q− z(t) q 2 C([− 1; 0];R):
It can be shown [6] that jjw(t)jj ! 0 as t ! 1. The dynamics of (2.2) are essentially determined
by the behaviour of z(t) which satises an equation of the following form (see [6,10]):
z0(t) = ()z + 12g20z
2 + g11z z + 12g02 z
2 + 12g21z
2 z +    ; (2.11)
where the gij's are complex numbers and depend on . For  =  the coecients in (2.11) are
given by
g20 = hq;B(q; q)i;
g11 = hq;B(q; q)i;
g02 = hq;B( q; q)i;
g21 = hq;C(q; q; q)i
−2hq;B(q;A−1B(q; q))i+ (q;B( q; (2i!0I −A)−1B(q; q))i
+(i!0)−1g20g11 − 2(i!0)−1jg11j2 − 3i!−10 jg02j2:
The following theorem gives an analysis of the above equation.
Theorem 2.1 (e.g., Kuznetsov [10]). Suppose a two-dimensional system
y0(t) = f(y(t); ); x 2 R2;  2 R (2.12)
with smooth f has; for all suciently small j − j; the equilibrium y(t)  0 with eigenvalues
1;2() = () i!(); (2.13)
where () = 0; !() = !0> 0.
After a linear change in the coordinates (2:12) can be written in the form (2:11).
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Let the following conditions be satised:
1. 0() 6= 0;
2. dene c1 by
c1() =
g20g11(2 + )
2jj2 +
jg11j2

+
jg202j
2(2 − ) +
g21
2
(2.14)
and assume
Rc1() 6= 0: (2.15)
Then Eq: (2:12) has a closed periodic orbit of amplitude O(
pj − j) for  in a one-sided neigh-
borhood of  and
1. if 0()> 0 and Rc1()> 0 the periodic orbit is attracting (supercritical Hopf bifurcation);
2. 0()> 0 and Rc1()> 0 the periodic orbit is repelling (subcritical Hopf bifurcation).
Since the bilinear form B is nonzero only if s= 0 we obtain
g20 =
ei!0
d(i!0; )
ffxxq(0)2 + 2fxyq(0)q(−1) + fyyq(−1)2g; (2.16a)
g11 =
ei!0
d(i!0; )
ffxxjq(0)j2 + fxy(q(0) q(−1) + q(−1) q(0)) + fyyjq(−1)j2g; (2.16b)
g02 =
ei!0
d(i!0; )
ffxx q(0)2 + 2fxy q(0) q(−1) + fyy q(−1)2g: (2.16c)
Notice that the coecients fxx; fxy; fyy are all evaluated at (0; 0; ). For the coecient g21 we
have, from (2.7)
hq;C(q; q; q)i= e
−i!0
d(i!0; )
ffxxxq(0)2 q(0)
+fxxyq(0)2 q(−1) + 2fxxyq(0)q(−1) q(0)
+2fxyyq(0)q(−1) q(−1) + fxyyq(−1)2 q(0)
+fyyyq(−1)2 q(−1)g:
(2.17)
Again note that the coecients fxxx; fxxy; fxyy; fyyy are all evaluated at (0; 0; ). Consider now the
equation
A011 =B(q; q); 11 2 C:
From the denition of A0 we see that 11 fullls the two equations
011(s) = 0; −16s< 0; 011(0) + 011(−1) =B(q; q)(0):
Dene q0(s) = (q(s))0 = 1 and q2(s) = (q(s))2, then the function 11 can be written as
11 =
−B(q; q)(0)
d(0; )
q0: (2.18)
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From this we obtain
hq;B(q; A−10 B(q; q))i=
ei!0
d(i!0; )d(0; )
B(q; q)(0)B(q; q0)(0): (2.19)
From
(2i!0 − A0)20 =B(q; q)
we have
020(s) = 2i!020(s); −16s< 0; 2i!0 − 020(0)− 020(−1) =B(q; q)(0)
so that
20 =
B(q; q)(0)
e−2i!0d(2i!0; )
q2
and
hq;B( q; (2i!0 − A0)−1B(q; q))i= e
−i!0
d(i!0; )d(2i!0; )
B(q; q)(0)B( q; q2): (2.20)
3. Hopf bifurcation in maps
In this section we collect some results on Hopf bifurcations of maps (Neimark{Sacker bifurcation,
see [10, pp. 114]). We consider here explicitly a subclass of maps which arises naturally in the
discretization of DDEs (see Section 4).
Consider the map
x 7! F(x; ); x 2 Rm+1: (3.1)
We assume the following form for F :
(F(x; ))k =
(
Fm;0(x; ) if k = 0;
xk−1 if 16k6m;
(3.2)
where Fm;0 : Rm+1R! R. We assume that F (and therefore also Fm;0) is smooth enough such that
the following Taylor expansion about x = 0 exists:
F(x; ) =Ax + 12B(x; x) +
1
6C(x; x; x) + O(jjxjj4); (3.3)
where we dropped the explicit dependence on  in the linear forms. The matrix A is given by
A=
0
BBBB@
am am−1    a0
1 0
0 1 0
           
0    1 0
1
CCCCA ;
where the ar are derived by linearisation of F .
For the multilinear forms B and C note that only the rst entry can be nonzero.
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The characteristic polynomial of A is
(−1)mdm(; ); dm(; ) =
 
m+1 −
mX
k=0
ak()k
!
: (3.4)
The coecients ak depend on the parameter . If all the roots of the polynomial dm(; ) have
modulus less than one, the zero xed point of (3.1) is asymptotically stable.
We assume
(B1) For all  in a neighborhood of h let A have a pair of complex conjugate simple eigenvalues
() = r()ei(), while all other eigenvalues have modulus strictly less than one;
(B2) r(h) = 1; 0 = (h) 62 f0; ;2=3;=2g;
(B3) r0(h)> 0;
(B4) the nondegeneracy condition, R (e−i0c1(h)) 6= 0 in (3.10) holds.
Let q be an eigenvector of A corresponding to the eigenvalue 0 = ei0 . It can be shown [3] that
q= (1; 0; : : : ; 0
m)T: (3.5)
Let p be an eigenvector of AT corresponding to the eigenvalue 0, then p can be dened by
p0 = 1; pk+1 = pk0 − am−k ; k = 0; : : : ; m− 1:
Dene a scalar product hp; qi by Pmk=0 pkqk . Let q be the value p normalized so that hq; qi= 1.
Then
q =
m
dm( 0; h)
p: (3.6)
Here and in the following, we denote by dm the derivative of dm with respect to its rst argument.
Similarly, as in Section 2, the map (3.1) has an attractive two-dimensional invariant manifold for
 near h. The essential behaviour of the system will be determined by the behaviour of the map
on this manifold. Using a projection method, as in the previous section, the restriction of (3.1) to
the invariant manifold has the form
z ! ()z + 12g20z2 + g11z z + 12g02 z2 + 12g21z2 z +    ; (3.7)
where z 2 C. The coecients can be determined using the projection method (see [3,10]):
g20 = hq;B(q; q)i;
g11 = hq;B(q; q)i;
g02 = hq;B(q; q)i;
g21 = hq;C(q; q; q)i;
− 2hq;B(q; (I −A)−1B(q; q))i+ hq;B( q; (2I −A)−1B(q; q))i
− 1− 2
2 −  g20g11 − 2(1−
)−1jg11j2 − (2 − )−1jg02j2:
The following theorem corresponds to Theorem 2.1.
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Theorem 3.1 (e.g., Kuznetsov [10]). Suppose a two-dimensional discrete-time system
y 7! f(y; ); y 2 R2;  2 R (3.8)
with smooth f; has; for all suciently small h −  the xed point y = 0 with multipliers
1;2() = r()ei(); (3.9)
where r(h) = 1; (h) = 0.
After a linear change of the coordinates and identifying R2 with C; Eq: (3:8) becomes (3:7).
Let the following nondegeneracy conditions be satised:
1. r0(h) 6= 0;
2. eik0 6= 1 for k = 1; 2; 3; 4;
3. R e−i0c1(h) 6= 0; where
c1() =
g20g11( − 3 + 2)
2(2 − )( − 1) +
jg11j2
1−  +
jg02j2
2(2 − ) +
g21
2
: (3.10)
Then Eq: (3:8) has a closed invariant curve of amplitude O(
pjh − j) in a one-sided neighborhood
of h and
1. if r0(h)> 0 and R e−i0c1(h)< 0 the invariant curve is attracting (the bifurcation is super-
critical);
2. if r0(h)> 0 and R e−i0c1(h)> 0 the invariant curve is repelling (the bifurcation is
subcritical).
Since in the bilinear form only the entry with index zero is nonzero we obtain
g20 =
m
dm(; h)
B(q; q)0; g11 =
m
dm(; h)
B(q; q)0; g02 =
m
dm(; h)
B( q; q)0: (3.11)
It can be shown [3] that
hq;B(q; (I −A)−1B(q; q))i= B(q; q)0
dm(; h)dm(1; h)
B(q; q0) (3.12)
and
hq;B( q; (2I −A)−1B(q; q))i= B(q; q)0
d(; h)d(2; h)
B( q; q2): (3.13)
4. Analysis of a numerical approximation to (1.2)
In the previous section we reviewed conditions under which a Hopf bifurcation occurs in DDEs
and in maps. Our strategy in this section is to verify that these conditions are fullled in the numerical
method. We consider the dierence equation (1.4) which arises when the explicit Euler method is
applied to (1.2).
Dene a sequence of vectors X n in Rm+1 by
X nk = xn−k ; n>0; k = 0; : : : ; m:
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Solving (1.4) is equivalent to iterating the map
X n+1 = Fm(X n; ); n>0; (4.1)
where, with h = 1=m,
(Fm(x; ))k =
(
x0 + hf(x0; xm; ) if k = 0;
xk−1 if 16k6m:
(4.2)
This map falls into the class of maps considered in Section 3. We verify that the Hopf bifurcation
conditions in Section 3 are met by (4.1).
The rst result concerns the roots of the characteristic equation of (1.2) and the characteristic
roots of the numerical scheme. Dene
D(; ; h) = efg(h)− ()g − (); (4.3)
where g : C! C is given by
g(z) =
ez − 1
z
= 1 +
1
2
z +
1
3!
z2 +    ; g(0) = 1; z 6= 0:
Note that, for all ; 
lim
h!0
D(; ; h) = ef − ()g − ()
which is the characteristic equation (1.3). We dene
D(; ; 0) = d(; ):
We show that, for each suciently small value of h, there is a value h that is an O(h) approxi-
mation to the true bifurcation point , and at which the discrete scheme has a bifurcation.
Lemma 4.1 (Approximation of characteristic roots). Let assumptions (A2){(A5) hold; then there
exists a neighborhood N(; 0)R2 of (; 0) such that for all (; h) in N(; 0) are functions
(; h); !(; h) : R2 ! R; such that
1. D(; ; h) = 0 has a complex conjugate pair of roots 1;2 = 1;2(; h) = (; h) i!(; h).
2. There exists h : R! R satisfying
(h(h); h) = 0; !(h(h); h) 6= 0
and
h(h) =  + O(h):
3. (d=d)(h(h); h)> 0.
Further there exist ; > 0; independent of  or h; such that; if h = 1=m; m 2 N; and (; h) 2
N(; 0) then
D(; ; h) = 0)
8>><
>>:
 = (; h) i!(; h) + k2mi; k 2 Z;
or
R<− (+ ):
(4.4)
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Proof. By (A4) we have D(i!0; ; 0)=0. We dierentiate D(; ; h) with respect to  and evaluate
at (i!0; ; 0), then
D(i!0; ; 0) = d(i!0; ):
We show that d(i!0; ) 6= 0. Let () be a root of d(; ), then
d
d
() =−d((); )
d((); )
:
If 0() 6= 0, particularly if R0() 6= 0, then d((); ) 6= 0. By (A5), d(i!0; ) 6= 0. The implicit
function theorem [2] ensures the existence of unique functions (; h) and !(; h) in a neighborhood
of (; 0). Since D is a smooth function,  and ! are smooth as well.
A second application of the implicit function theorem also ensures the existence of the function
h since () = 0 and 0() 6= 0. By smoothness the expansion h(h) =  + O(h) holds.
For the nal assertion of the lemma we observe the following: By (A3) and (A4) we can nd a
neighborhood of  such that, for all  in this neighborhood there exist ; > 0 such that the only
roots to the right of the vertical line R = − are the roots 1;2() from (A3). All other roots of
d(; ) lie to the left of R =−(+ ).
Note that, if D(; ; h)=0 then D( ; ; h)=0. Also, if h=1=m; m an integer, then if D(; ; h)=0
we have also D( + k2mi; ; h) = 0. Eq. (4.4) is therefore equivalent to the statement:
D(; ; 1=m) = 0; R>− ; 06J6m)  = (; 1=m) + i!(; 1=m); (4.5)
where  and ! are the functions dened above.
To prove (4.5) let f(m; m; hm)g be a sequence of arguments of D(; ; h) such that
D(m; m; hm) = 0; (m; hm) 2N(; 0); lim
m!1 hm = 0:
First, we observe that the sequence jmj is uniformly bounded. From (4.3) we have
jmj6 je
−m(m)j+ j(m)j
jg(hmm)j :
Since Rm> the right-hand side of the above inequality remains bounded if jg(hmm)j is bounded
below away from zero.
By the assumption on the m we have 06Jhmm6. But the only zeros of g(z) are of the form
z=k2i; k=1; 2; : : : : Since no zeros of g(z) are near the boundary of the region R z>−; 06I z6
and by continuity of g(z) we have an > 0 such that jg(z)j> on the region considered.
We assume jmj6M for all m and we prove m ! i!0; m ! .
If not then there exists a sequence mk and a > 0 such that jmk − i!0j + jmk − j> for
all k. Since the (mk ; mk ) are bounded there exists a convergent subsequence (mk ; mk ), where for
simplicity we use the same index mk again. Denote the limit of this sequence by (0; 0), then by
continuity of D; D(0; 0; 0) = d(0; 0) = 0, but the only root of d(; ) in the considered region
is i!0; . On the other hand by construction of the subsequence (0; 0) 6= (i!0; ). Our assertion
follows.
Corollary 4.2 (The map (4.1) undergoes a Hopf bifurcation). Let assumptions (A2){(A5) hold;
then conditions (B1){(B3) hold for the map (4:1) for each m>m0; for some xed m0.
612 V. Wulf, N.J. Ford / Journal of Computational and Applied Mathematics 115 (2000) 601{616
Proof. Let m>m0 and h=1=m. m0 is such that all 1=m are in the h-coordinate of the neighborhood
N(; 0) of Lemma 4.1. Dene  = eh, then  is a root of dm(; ) if and only if D(; ; h) = 0.
From Lemma 4.1 it follows that there exists
() = eh(;h)+ih!(;h); (h) = eih!h
and
d
d
j(h)j2> 0:
With 0 = h = h!(h; h) = h!0 + O(h2) conditions (B1){(B3) hold.
The above corollary shows that the map (4.1) undergoes a Hopf bifurcation at h for each suf-
ciently small h> 0. It remains to demonstrate that the stability of the bifurcating invariant curve
matches the stability of the bifurcating periodic orbit of the DDE. In order to do this we compare
the sign of the \critical" coecients. From now on let h and !h be dened as in Lemma 4.1. We
begin with
Lemma 4.3. Let q(s) be the eigenvector (2:8) and ~q be the eigenvector (3:5). Let B()(;  ) be
the bilinear form (2:6) and ~B()( ~; ~ ) be the bilinear form in (3:3). Then
~B(h)( ~q; ~q)0 = hB()(q; q)(0) + O(h2): (4.6)
Proof. For the simple method (1.4) the formula for ~B()( ~; ~ )0 is almost the same as for B()(;  )(0).
We have to replace (0) with ~0 and (−1) with ~m and to multiply by the step size h:
~B()( ~; ~ )0 = hffxx ~0 ~ 0 + fxy( ~0 ~ m + ~m ~ m) + fyy ~m ~ mg;
where the coecients fxx; fxy; fyy are evaluated at (0; 0; ). If we evaluate the coecients at (0; 0; h)
we obtain (with h =  + O(h))
fxx(0; 0; h) =fxx(0; 0; ) + O(h);
fxy(0; 0; h) =fxy(0; 0; ) + O(h);
fyy(0; 0; h) =fyy(0; 0; ) + O(h):
For the eigenvector q we have q(0) = 1 and q(−1) = e−i!0 . For the eigenvector ~q in the discrete
case we have ~q0 = 1 and ~qm = e
−i!h = e−i!0 + O(h). Putting this together gives the result.
Using exactly the same argument we can prove
Lemma 4.4. Let q(s) be the eigenvector (2:8) and ~q be the eigenvector (3:5). Let B()(;  ) be the
bilinear form (2:6) and ~B()( ~; ~ ) be the bilinear form in (3:3). Let C()(;  ; ) be the trilinear
form (2:7) and ~C()( ~; ~ ; ~) be the trilinear form in (3:3); then
~B(h)( ~q; ~q)0 = hB()(q; q)(0) + O(h2); (4.7a)
~B(h)( ~q; ~q)0 = hB()( q; q)(0) + O(h2); (4.7b)
~C(h)( ~q; ~q; ~q)0 = hC()(q; q; q)(0) + O(h2): (4.7c)
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Lemma 4.5. Let d(; ) be the characteristic equation (1:3) and dm(; ) the characteristic poly-
nomial (3:4); then
dm(0; h) = hd(i!0; ) + O(h2) (4.8)
and
d
d
dm(0; h) =
d
d
d(i!0; ) + O(h): (4.9)
Proof. For = h and h= 1=m; 0 = eih!h . Therefore
dm(0; h) = ei!hfeih!h − 1− h(h)g − h(h)
= ei!0fih!0 − h()g − h() + O(h2)
= hd(i!0; ) + O(h2):
For the second equation we have
dm(0; h) = (m+ 1)m0 − m(1 + h(h))m−10
= ei!h

1
h
(1− e−ih!h(1 + h(h))) + 1

=ei!h(1 + i!h − (h)) + O(h)
= d(i!0; ) + O(h):
Denote the coecients from (3.11) by ~g20; ~g11; ~g02 and ~g21. Lemma 4.5 together with Lemmas
4.3 and 4.4 gives
~g20(h) = hg20() + O(h
2); (4.10a)
~g11(h) = hg11() + O(h
2); (4.10b)
~g02(h) = hg21() + O(h
2); (4.10c)
where g20; g11; g02 are from (2:16). Similar to Lemmas 4.5 and 4.3 we obtain
h ~q; ~C( ~q; ~q; ~q)i= hhq;C(q; q; q)i+ O(h2);
h ~q; ~B( ~q; (I −A)−1 ~B( ~q ~q))i= hhq;B(q;A−1B(q; q))i+ O(h2);
h ~q; ~B( ~q; (2I −A)−1 ~B( ~q; ~q))i= hhq;B( q; (2i!0 −A)−1B(q; q))i+ O(h2);
where the ~B's are evaluated at h and the B's at . Also we have
1− 220
20 − 0
=−h−1 1
i!0
+ O(1);
2
1− 0
= h−1
2
i!0
+ O(1);
1
20 − 0
= h−1
1
3i!0
+ O(1):
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It follows that
~g21(h) = hg21() + O(h
2): (4.11)
Finally let 0 = ei0 = eih!h , then
0
0 − 3 + 20
2(20 − 0)( 0 − 1)
=−h−1 1
2i!0
+ O(1);
0
1
1− 0
= h−1
1
i!0
+ O(1);
0
1
2(20 − 0)
= h−1
1
6i!0
+ O(1):
Combining all of the above discussion we can deduce
ei0 ~c1(h) = hc1() + O(h2) (4.12)
and it follows
Lemma 4.6 (Relationship of coecients of (3.10) and (2.14)). Denote the coecient from (3:10)
by ~c1(). Let c1() be given by (2:14); then
R e−ih ~c1(h) = hRc1() + O(h2): (4.13)
From Corollary 4.2 and Lemma 4.6 we can formulate our result:
Theorem 4.7. Assume that the dierential equation (1:2) undergoes a Hopf bifurcation at the
parameter value ; then for all suciently small step sizes the dierence equation (1:4) undergoes a
Hopf (Neimark{Sacker) bifurcation at a parameter value h=+O(h). If the dierential equation
undergoes a supercritical (subcritical) Hopf bifurcation; then so does the dierence equation.
5. Further applications
We concentrated in our analysis on the Euler forward method but the same approach can be used
to give results for other numerical methods. The reason is that, for our purposes here, a wide class
of numerical methods for DDEs can be considered as perturbations of this simple method. Consider
a one-step method for an ODE
y0(t) = g(y(t)): (5.1)
The one-step method will lead to an increment function , such that
yn+1 = yn + h(yn; h): (5.2)
For a convergent method (yn; h) = f(yn) + O(h).
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Consider Eq. (1.1). And let xh(t − ) be some approximation of x(t − ), then we can dene an
ODE;
x0(t) = f(x(t); xh(t − )); t>0:
Using a one-step method  for ODEs with a xed step size h, a numerical method for a DDE can
be dened by
xn+1 = xn + h(xn; xh(nh− ); h):
The function xh is well dened for suciently small h since the interpolation can be constructed using
only previously computed approximations of x(kh); k6n. By convergence we have (xn; xh(nh −
); h) = f(xn; xh(nh− )) + O(h). If the delay is an integer multiple of the step size = mh, then
xn+1 = xn + hf(xn; xn−m) + O(h2): (5.3)
We see that such methods can be considered as perturbations of the Euler forward method and
a similar analysis would apply. The main dierence would occur in Lemma 4.1, since a dierent
characteristic polynomial gives rise to a dierent function D(; ; h). From our results in [4] we
would expect that higher-order methods have bifurcation points h which approximate the bifurcation
point  of the dierential equation with a higher order (the order of the method). Furthermore, the
eigenfunction q(t) would be better approximated by the eigenvector ~q.
For strictly stable linear multistep methods paper [4] shows that conditions (B1){(B3) are fullled
by these methods. The bifurcation point h of the methods is O(hp) close to the bifurcation point
 of the DDE, where p is the order of the method. To show that the bifurcations in the dierence
equation and in the DDE are of a corresponding type, we need to show that the sign of the real
parts of the critical coecients agree, which is the case for all methods which can take the form
(5.3).
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