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Optimality conditions for optimal control of multisolution
p-Laplacian elliptic equations∗
Hongwei Lou† and Shu Luan‡
Abstract. In this paper, an optimal control problem governed by a class of p-Laplacian elliptic equa-
tions is studied. In particular, as no monotonicity assumption is assumed on the nonlinear term, the
state equation may admit several solutions for one control. To obtain optimality conditions for an
optimal pair, the multiplicity and singularity/degeneracy of the state equation need to be handled re-
spectively. For this reason, penalization problems and approximation problems are introduced. Finally
the main result is proved by a series of process of taking to the limits.
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1 Introduction
Due to some practical interests, many authors studied optimal control for elliptic differential equa-
tions. Most of these works deal with well-defined state equations. We refer the readers to the books
by Li and Yong[15], Barbu[2], Berkovitz[3], Clarke[8] and the papers [6, 7, 9, 11, 12, 24, 28, 30] for
further details.
In the present paper, we study an optimal control problem governed by a class of non-well-
defined p-Laplacian elliptic equations. A review on important applications of optimal control
theory to problems in engineering and medical science shows that in most of the cases the un-
derlying PDEs are quasilinear. The state equation (p-Laplacian elliptic equation) considered in
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luanshu@yeah.net).
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our paper is a typical quasilinear equation, which arises from the studies of nonlinear phenomena
in non-Newtonian fluids, reaction-diffusion problems, non-linear elasticity, torsional creep prob-
lem, glacelogy, radiation of heat, etc.(see [1]). In particular, the case where 1 < p < 2 is of the
most interest for elastic-plastic models (see [19]). Moreover, it is pointed out that no monotonicity
assumption is posed on the nonlinear term, then the state equation may admit several solutions
for one control and hence is non-well-posed. Such non-well-posed equations are mainly found in
bifurcation theory. Some models describing enzymatic reactions, phenomena in plasma physics
and chemistry have also this property (see Crandall and Rabinowitz [10] and Lions [17] for more
discussions).
As we know, in the case that a state equation admits more than one solution, the state variable
does not depend continuously on the control. Therefore, we cannot obtain the variations of the state
with respect to the control similarly as in [14]. Generally, a penalization approach is considered to
deal with such non-well-posed cases. In [16], Lions first studied optimal control of non-monotone
elliptic systems without state constraints, while Bonnans and Casas [4] considered the case in which
the state constraints were involved. Their methods are to penalize the problem by removing the
nonlinear term from the state equation and regarding it a part of the state constraints. In recent
years, some authors discussed more general state equations (see [5, 14, 23, 26, 29]).
The main difference between this paper and the existing literatures lies in that the state equation
we considered has both singularity/degeneracy and multiplicity, and we have to deal with the two
difficulties, respectively. For this reason we first introduce penalization problems and approximation
problems. A natural question is that if the penalization problem and approximation problem can
be discussed together. Unfortunately, it doesn’t seem to work. (see Remark 3.1).
The rest of this paper is organized as follows. In Section 2, we will give the formulation of the
control problem and the main result. Section 3 is devoted to constructing penalization problems
and approximation problems. In Section 4, we give optimality conditions for penalization problems
and approximation problems. Our main result will be proved in Section 5. Finally, we give an
example in Section 6 to show an application of the main result.
2 Formulation of the control problem and the main result
Let 1 < p < 2 and Ω be a bounded domain of Rn(n ≥ 1) with C1,1 boundary ∂Ω. Denote p∗ = np
n−p
if n > p and p∗ = +∞ if n ≤ p. Or equivalently, p∗ = np
n−p if n ≥ 2 and p∗ = +∞ if n = 1.
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Consider the following p-Laplacian elliptic equation −div(|∇y|
p−2∇y) = f(y) + u in Ω,
y = 0 on ∂Ω
(2.1)
and the cost functional
J(y, u) =
∫
Ω
(
f0(x, y(x)) dx + g(x, u(x))
)
dx. (2.2)
We set the following assumptions.
(S1) Assume U = [a, b] ⊂ R. Denote by U ≡ {u : Ω→ [a, b]
∣∣u is measurable} the control set.
(S2) The function f ∈ C1(R) satisfies the growth condition
|f(y)| ≤ C(1 + |y|r−1), y ∈ R,
where C > 0 and r ∈ [1, p∗) are constants.
(S3) The function f0 : Ω×R→ R satisfies the following properties: f0(·, y) is measurable in Ω,
f0(x, ·) and f0y (x, ·) are continuous in R, and for any M > 0, there exists a constant CM > 0 such
that
|f0(x, y)|+ |f0y (x, y)| ≤ CM , ∀x ∈ Ω, |y| ≤M.
(S4) The function g : Ω × U → R is measurable in x ∈ Ω, continuous and convex in u ∈ U .
Moreover, g is bounded on Ω× U .
Denote
A =
{
(y, u) ∈W 1,p0 (Ω)× U
∣∣(y, u) satisfies (2.1)}
the set of admissible pairs.
The optimal control problem is stated as follows.
Problem (P). Find a pair (y¯, u¯) ∈ A such that
J(y¯, u¯) = inf
(y,u)∈A
J(y, u).
A solution (y¯, u¯) ∈ A of Problem (P) is said to be an optimal pair, u¯ is called an optimal control,
and y¯ is called an optimal state.
The purpose of this paper is to give an optimality condition for an optimal pair (y¯, u¯).
Remark 2.1. Since no monotonicity assumption such as f ′(y) ≤ 0 (∀ y ∈ R) is assumed, the state
equation (2.1) may admit more than one solution for some u ∈ U . Hence, (2.1) is non-well-posed.
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By (S2) and standard De Giorgi estimate, we can get the following proposition.
Proposition 2.1. Assume that (S2) holds. Then there exists a constant C > 0, independent of
u ∈ U , such that ‖y‖L∞(Ω) ≤ C for any solution y of (2.1).
For y ∈ H10 (Ω), denote
X (y) :=
{
ϕ ∈ H10 (Ω)
∣∣ ∫
{∇y 6=0}
|∇y|p−2 |∇ϕ|2 dx < +∞
}
. (2.3)
The main result of this paper is as follows.
Theorem 2.2. Assume that 1 < p < 2 and (S1)–(S4) hold. Let (y¯, u¯) ∈ A be an optimal pair of
Problem (P). Then there exist a real number µ ≥ 0 and a function ψ¯ ∈ X (y¯) such that
µ+ ‖ψ¯‖H1
0
(Ω) > 0, (2.4)
− div
[
|∇y¯|p−2
(
I + (p− 2)
∇y¯(∇y¯)T
|∇y¯|2
)
∇ψ¯
]
= f ′(y¯)ψ¯ − µf0y (x, y¯), in {∇y¯ 6= 0}. (2.5)
∇ψ¯ = 0, a.e. {∇y¯ = 0} (2.6)
and
ψ¯(x)u¯(x)− µg(x, u¯(x)) = max
a≤u≤b
(
ψ¯(x)u− µg(x, u)
)
, a.e. x ∈ Ω. (2.7)
Remark 2.2. Assumption (S2) is used mainly to guarantee the boundeness of y¯ in L∞(Ω). If we
assume that y¯ ∈ L∞(Ω), then instead of (S2), we need only to suppose that f ∈ C1(R).
Remark 2.3. We failed to get necessary conditions for the case of p > 2. In [21], necessary
conditions for the case of p > 2 were only established when f ′(y) ≤ −γ for some constant γ > 0.
Yet, f ′(y) ≤ −γ implies that (2.1) is well-posed.
Remark 2.4. Necessary condition like Theorem 2.2 looks quite inadequate. Yet it still contains
crucial information of the optimal pair. For example, in [22], similar result was used to analyze
the regularity and existence of optimal control. While in Section 6, we give an example to show a
usage of Theorem 2.2.
3 Penalization problems and approximation problems
To treat Problem (P), we meet two main difficulties. One is that the state equation is not well-
defined. Thus, we need to construct penalization problems corresponding to Problem (P) first.
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Let (y¯, u¯) be an optimal pair of Problem (P). Consider the following system −div(|∇y|
p−2∇y) = v + u in Ω,
y = 0 on ∂Ω,
(3.1)
where the control (v, u) ∈ V × U with
V ≡ {v ∈ L∞(Ω) : ‖v − f(y¯)‖L∞(Ω) ≤ 1}. (3.2)
We denoted by y(v,u) the solution of (3.1) corresponding to (v, u).
For τ ∈ (0, 1) and m ≥ 1, consider the following cost functional
Jτ,m(v, u) = J(y
(v,u), u) +
∫
Ω
(
m
∣∣v − f(y(v,u))∣∣2
+τ |u− u¯|2 + τ
∣∣v − f(y¯)∣∣2) dx. (3.3)
We set
Problem (Pτ,m). Find (v¯τ,m, u¯τ,m) ∈ V × U such that
Jτ,m(v¯τ,m, u¯τ,m) = inf
(v,u)∈V×U
Jτ,m(v, u).
The another main difficulty is that the state equation is singular/degenerate. Therefore, we
need to introduce approximation problems. For ε ∈ [0, 1], consider − div
((
ε2 + |∇y|2
) p−2
2 ∇y
)
= v + u in Ω,
y = 0 on ∂Ω
(3.4)
and denote by y
(v,u)
ε the solution of (3.4) corresponding to (v, u).
Further, for an optimal control (v¯τ,m, u¯τ,m) of Problem (Pτ,m) and σ > 0, consider
Jσ,ετ,m(v, u) = J(y
(v,u)
ε , u) +
∫
Ω
(
m
∣∣v − f(y(v,u)ε )∣∣2 + τ ∣∣v − f(y¯)∣∣2
+τ |u− u¯|2 + σ|v − v¯τ,m|
2 + σ|u− u¯τ,m|
2
)
dx (3.5)
and
Problem (P σ,ετ,m). Find (v¯
σ,ε
τ,m, u¯
σ,ε
τ,m) ∈ V × U such that
Jσ,ετ,m(v¯
σ,ε
τ,m, u¯
σ,ε
τ,m) = inf
(v,u)∈V×U
Jσ,ετ,m(v, u).
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Remark 3.1. It is natural to ask if we can treat the two difficulties simultaneously. For example
we consider simply Problem (P
τ, 1
m
τ,m ) directly. The pity is that it does not seem to work. The reason
is mainly that we do not know if optimal controls of Problem (P
τ, 1
m
τ,m ) converge to (f(y¯), u¯).
By Proposition 2.1, we have f(y¯) ∈ L∞(Ω). Thus, the following lemma becomes a special case
of Theorem 1 in [16], which shows the existence, uniqueness and regularity of the solution for (3.4)
(especially, (3.1) when ε = 0).
Lemma 3.1. Assume that (S1) and (S2) hold. Then for any ε ∈ [0, 1], (v, u) ∈ V × U , (3.4)
admits a unique solution y
(v,u)
ε ∈ W
1,p
0 (Ω). Moreover, there exist constants C > 0 and α ∈ (0, 1),
independent of ε ∈ [0, 1] and (v, u) ∈ V × U , such that
‖y(v,u)ε ‖C1,α(Ω) ≤ C. (3.6)
The following lemma shows the existence of an optimal control for Problem (Pτ,m).
Lemma 3.2. Assume that (S1)– (S4) hold. Then Problem (Pτ,m) admits at least one optimal
control (v¯τ,m, u¯τ,m) ∈ V × U .
Proof. By Lemma 3.1, there exist constants C > 0 and α ∈ (0, 1), such that for any (v, u) ∈ V×U ,
‖y(v,u)‖C1,α(Ω) ≤ C. (3.7)
Thus, it follows from (S3) that
inf
(v,u)∈V×U
Jτ,m(v, u) > −∞. (3.8)
Hence, there exists a minimizing sequence (uτ,m,k, vτ,m,k) ∈ V × U such that:
lim
k→+∞
Jτ,m(vτ,m,k, uτ,m,k) = inf
(v,u)∈V×U
Jτ,m(v, u). (3.9)
Denote yτ,m,k = y
(vτ,m,k ,uτ,m,k). Then by (3.7) and Arzela´-Ascoli’s theorem, we have that along a
subsequence of k → +∞,
yτ,m,k → y¯τ,m, uniformly inC
1(Ω). (3.10)
Moreover, by (S1) and the definitions of V and U , we have that vτ,m,k and uτ,m,k are bounded
uniformly in L2(Ω) with respect to τ,m and k. Thus, along a subsequence of k → +∞, we have
vτ,m,k → v¯τ,m, uτ,m,k → u¯τ,m, weakly inL
2(Ω). (3.11)
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In addition, it is easy to see that v¯τ,m ∈ V and u¯τ,m ∈ U since V and U are convex and closed in
L2(Ω). Finally, by (3.10) and (3.11), we can deduce easily that y¯τ,m = y
(v¯τ,m,u¯τ,m).
On the other hand, bu Mazur’s Theorem, there exist Nk ≥ 1 and
{
αk,j
∣∣1 ≤ j ≤ Nk} (∀ k ≥ 1)
such that αk,j ≥ 0,
Nk∑
j=1
αk,j = 1 (∀ k ≥ 1, 1 ≤ j ≤ Nk) and
u˜τ,m,k → u¯τ,m, strongly inL
2(Ω).
Consequently, ∫
Ω
g(x, u¯τ,m) dx = lim
k→+∞
∫
Ω
g(x, u˜τ,m,k) dx
≤ lim
k→+∞
Nk∑
j=1
αk,j
∫
Ω
g(x, uτ,m,k+j) dx
≤ lim
k→+∞
∫
Ω
g(x, uτ,m,k) dx.
Moreover, replacing uτ,m,k by a subsequence of it, we can get∫
Ω
g(x, u¯τ,m) dx ≤ lim
k→+∞
∫
Ω
g(x, uτ,m,k) dx. (3.12)
Thus,
Jτ,m(v¯τ,m, u¯τ,m) ≤ lim
k→+∞
Jτ,m(vτ,m,k, uτ,m,k) = inf
(v,u)∈V×U
Jτ,m(v, u)
since ∫
Ω
f0(x, y¯τ,m) dx = lim
k→+∞
∫
Ω
f0(x, yτ,m,k) dx
and similar to (3.12),∫
Ω
(
g(x, u¯τ,m) +m
∣∣v¯τ,m − f(y¯τ,m)∣∣2 + τ ∣∣v¯τ,m − f(y¯)∣∣2 + τ |u¯τ,m − u¯|2) dx
≤ lim
k→+∞
∫
Ω
(
g(x, uτ,m,k) +m
∣∣vτ,m,k − f(yτ,m,k)∣∣2 + τ ∣∣vτ,m,k − f(y¯)∣∣2 + τ |uτ,m,k − u¯|2) dx.
Therefore, (v¯τ,m, u¯τ,m) is an optimal control for Problem (Pτ,m). ✷
Similarly, we have
Lemma 3.3. Assume that (S1)– (S3) hold. Then for any m ≥ 1, σ > 0 and τ, ε ∈ (0, 1), Problem
(P σ,ετ,m) admits at least one optimal control (v¯
σ,ε
τ,m, u¯
σ,ε
τ,m) ∈ V × U .
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4 Optimality conditions for penalization problems and approxi-
mation problems
In this section, we will give the optimality conditions for the optimal control of Problems (Pτ,m)
and (P σ,ετ,m). Some results can be looked as special cases of those in [21]. Nevertheless, for readers’
convenience, we will give the structures of the proofs for these results.
We first state the result for Problem (P σ,ετ,m).
Proposition 4.1. Assume that (S1) – (S3) hold. Let (v¯σ,ετ,m, u¯
σ,ε
τ,m) be an optimal control of Problem
(P σ,ετ,m) and y¯
σ,ε
τ,m be the corresponding optimal state. Then, there exists a function ψ¯
σ,ε
τ,m ∈ H10 (Ω)
satisfying 
− div
[(
ε2 + |∇y¯σ,ετ,m|2
) p−2
2
(
I + (p− 2)
∇y¯σ,ετ,m(∇y¯
σ,ε
τ,m)
T
ε2+|∇y¯σ,ετ,m|2
)
∇ψ¯σ,ετ,m
]
= −f0y (x, y¯
σ,ε
τ,m)− 2m
(
f(y¯σ,ετ,m)− v¯
σ,ε
τ,m
)
f ′(y¯σ,ετ,m) in Ω,
ψ¯
σ,ε
τ,m = 0 on ∂Ω
(4.1)
such that ∫
Ω
(
Hσ,ετ,m
(
x, y¯σ,ετ,m, ψ¯
σ,ε
τ,m, v¯
σ,ε
τ,m, u¯
σ,ε
τ,m
)
−Hσ,ετ,m
(
x, y¯σ,ετ,m, ψ¯
σ,ε
τ,m, v, u
))
dx ≥ 0,
∀ (v, u) ∈ V × U . (4.2)
where
Hσ,ετ,m(x, y, ψ, v, u) = ψ(v + u)− g(x, u) −m|v − f(y)|
2 − τ |u− u¯(x)|2
−τ |v − f(y¯(x))|2 − σ|u− u¯τ,m(x)|
2 − σ|v − v¯τ,m(x)|
2,
∀ (x, y, ψ, v, u) ∈ Rn × R× R× R× R. (4.3)
Proof. Let (v, u) ∈ V × U . For δ ∈ (0, 1) and k ≥ 1, we set
(vkδ (x), u
k
δ (x)) :=
 (v(x), u(x)), if {kx1} ∈ [0, δ),(v¯σ,ετ,m(x), u¯σ,ετ,m(x)), if {kx1} ∈ [δ, 1), in Ω,
where x = (x1, x2, . . . , xn) and {a} denote the decimal part of a real number a. Then (v
k
δ , u
k
δ ) ∈ V×U
and it is not difficult to see that as k → +∞,
y
(vk
δ
,uk
δ
)
ε → yδ uniformly inC
1(Ω), weakly inW 1,p0 (Ω)
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with 
− div
((
ε2 + |∇yδ|
2
) p−2
2
∇yδ
)
= (1− δ)
(
v¯
σ,ε
τ,m + u¯
σ,ε
τ,m
)
+ δ(v + u), in Ω,
yδ = 0 on ∂Ω.
(4.4)
Furthermore, we have
Jσ,ετ,m(v¯
σ,ε
τ,m, u¯
σ,ε
τ,m) ≤ J
δ ≡ lim
k→+∞
Jσ,ετ,m(v
k
δ , u
k
δ )
= (1− δ)
∫
Ω
(
f0(x, yδ) + g(x, u¯
σ,ε
τ,m) +m
∣∣v¯σ,ετ,m − f(yδ)∣∣2 + τ ∣∣v¯σ,ετ,m − f(y¯)∣∣2
+τ |u¯σ,ετ,m − u¯|
2 + σ|v¯σ,ετ,m − v¯τ,m|
2 + σ|u¯σ,ετ,m − u¯τ,m|
2
)
dx
+δ
∫
Ω
(
f0(x, yδ) + g(x, u) +m
∣∣v − f(yδ)∣∣2 + τ |v − f(y¯)|2
+τ |u− u¯|2 + σ|v − v¯τ,m|
2 + σ|u− u¯τ,m|
2
)
dx.
Therefore,
0 ≤ lim
δ→0+
Jδ − Jσ,ετ,m(v¯
σ,ε
τ,m, u¯
σ,ε
τ,m)
δ
= lim
δ→0+
∫
Ω
f0(x, yδ)− f
0(x, y¯σ,ετ,m)
δ
dx
+ lim
δ→0+
(1− δ)m
∫
Ω
∣∣v¯σ,ετ,m − f(yδ)∣∣2 − ∣∣v¯σ,ετ,m − f(y¯σ,ετ,m)∣∣2
δ
dx
+ lim
δ→0+
∫
Ω
[(
g(x, u) +m
∣∣v − f(yδ)∣∣2 + τ ∣∣v − f(y¯)∣∣2 + τ |u− u¯|2 + σ|v − v¯τ,m|2
+σ|u− u¯τ,m|
2
)
−
(
g(x, u¯σ,ετ,m) +m
∣∣v¯σ,ετ,m − f(y¯σ,ετ,m)∣∣2 + τ ∣∣v¯σ,ετ,m − f(y¯)∣∣2
+τ |u¯σ,ετ,m − u¯|
2 + σ|v¯σ,ετ,m − v¯τ,m|
2 + σ|u¯σ,ετ,m − u¯τ,m|
2
)]
dx
=
∫
Ω
f0y (x, y¯
σ,ε
τ,m)Y
σ,ε
τ,m dx+ 2m
∫
Ω
(
f(y¯σ,ετ,m)− v¯
σ,ε
τ,m
)
f ′(y¯σ,ετ,m)Y
σ,ε
τ,m dx
+
∫
Ω
[(
g(x, u) +m
∣∣v − f(y¯σ,ετ,m)∣∣2 + τ ∣∣v − f(y¯)∣∣2 + τ |u− u¯|2 + σ|v − v¯τ,m|2
+σ|u− u¯τ,m|
2
)
−
(
g(x, u¯σ,ετ,m) +m
∣∣v¯σ,ετ,m − f(y¯σ,ετ,m)∣∣2 + τ ∣∣v¯σ,ετ,m − f(y¯)∣∣2
+τ |u¯σ,ετ,m − u¯|
2 + σ|v¯σ,ετ,m − v¯τ,m|
2 + σ|u¯σ,ετ,m − u¯τ,m|
2
)]
dx
(4.5)
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with Y
σ,ε
τ,m, which is the limit of
yδ − y¯
σ,ε
τ,m
δ
in H10 (Ω), being the solution of the following equation:
− div
[(
ε2 + |∇y¯σ,ετ,m|2
) p−2
2
(
I + (p− 2)
∇y¯σ,ετ,m(∇y¯
σ,ε
τ,m)
T
ε2+|∇y¯σ,ετ,m|2
)
∇Y
σ,ε
τ,m
]
= v + u− v¯σ,ετ,m − u¯
σ,ε
τ,m in Ω,
Y
σ,ε
τ,m = 0 on ∂Ω.
(4.6)
Let ψ¯σ,ετ,m be the solution of (4.1), then it follows from (4.5) that
0 ≤
∫
Ω
ψ¯σ,ετ,m
(
v¯σ,ετ,m + u¯
σ,ε
τ,m − v − u
)
dx
+
∫
Ω
[(
g(x, u) +m
∣∣v − f(y¯σ,ετ,m)∣∣2 + τ ∣∣v − f(y¯)∣∣2 + τ |u− u¯|2 + σ|v − v¯τ,m|2
+σ|u− u¯τ,m|
2
)
−
(
g(x, u¯σ,ετ,m) +m
∣∣v¯σ,ετ,m − f(y¯σ,ετ,m)∣∣2 + τ ∣∣v¯σ,ετ,m − f(y¯)∣∣2
+τ |u¯σ,ετ,m − u¯|
2 + σ|v¯σ,ετ,m − v¯τ,m|
2 + σ|u¯σ,ετ,m − u¯τ,m|
2
)]
dx
=
∫
Ω
(
Hσ,ετ,m
(
x, y¯σ,ετ,m, ψ¯
σ,ε
τ,m, v¯
σ,ε
τ,m, u¯
σ,ε
τ,m
)
−Hσ,ετ,m
(
x, y¯σ,ετ,m, ψ¯
σ,ε
τ,m, v, u
))
dx,
∀ (v, u) ∈ V × U . (4.7)
We get the proof. ✷
The following proposition shows that the optimal control for Problem (P σ,ετ,m) converges to that
for Problem (Pτ,m).
Proposition 4.2. Assume that (S1)–(S3) hold. Let (v¯σ,ετ,m, u¯
σ,ε
τ,m) be an optimal control of Problem
(P σ,ετ,m) and y¯
σ,ε
τ,m be the corresponding optimal state. Then, it holds that as ε→ 0+,
y¯σ,ετ,m → y¯τ,m, uniformly in C
1(Ω),
v¯σ,ετ,m → v¯τ,m, strongly in L
2(Ω),
u¯σ,ετ,m → u¯τ,m, strongly in L
2(Ω).
(4.8)
Proof. It follows from the definition of V and U that v¯σ,ετ,m and u¯
σ,ε
τ,m are uniformly bounded in
L2(Ω) respect to ε ∈ (0, 1). On the other hand, by Lemma 3.1, y¯σ,ετ,m are uniformly bounded in
C1,α(Ω). Thus, it suffices to prove that (4.8) holds along a subsequence of ε→ 0+.
Along a subsequence of ε→ 0+, it holds that
y¯σ,ετ,m → y˜τ,m, uniformly in C
1(Ω),
v¯σ,ετ,m → v˜τ,m, weakly in L
2(Ω),
u¯σ,ετ,m → u˜τ,m, weakly in L
2(Ω).
(4.9)
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It is easy to see that y˜τ,m = y
(v˜τ,m,u˜τ,m).
By the optimality of (v¯σ,ετ,m, u¯
σ,ε
τ,m),
Jσ,ετ,m(v¯
σ,ε
τ,m, u¯
σ,ε
τ,m) ≤ J
σ,ε
τ,m(v¯τ,m, u¯τ,m). (4.10)
By (4.9)–(4.10),
Jτ,m(v˜τ,m, u˜τ,m) + σ lim
ε→0+
∫
Ω
(
|v¯σ,ετ,m − v¯τ,m|
2 + |u¯σ,ετ,m − u¯τ,m|
2
)
dx
=
∫
Ω
(
f0(x, y˜τ,m) + g(x, u˜τ,m) +m |v˜τ,m − f(y˜τ,m)|
2 + τ |u˜τ,m − u¯|
2 + τ
∣∣v˜τ,m − f(y¯)∣∣2) dx
+σ lim
ε→0+
∫
Ω
(
|v¯σ,ετ,m − v¯τ,m|
2 + |u¯σ,ετ,m − u¯τ,m|
2
)
dx
≤ lim
ε→0+
∫
Ω
f0(x, y¯σ,ετ,m) dx
+ lim
ε→0+
∫
Ω
(
g(x, u¯σ,ετ,m) +m
∣∣v¯σ,ετ,m − f(y¯σ,ετ,m)∣∣2 + τ ∣∣v¯σ,ετ,m − f(y¯)∣∣2 + τ |u¯σ,ετ,m − u¯|2) dx
+σ lim
ε→0+
∫
Ω
(
|v¯σ,ετ,m − v¯τ,m|
2 + |u¯σ,ετ,m − u¯τ,m|
2
)
dx
≤ lim
ε→0+
Jσ,ετ,m(v¯
σ,ε
τ,m, u¯
σ,ε
τ,m) ≤ lim
ε→0+
Jσ,ετ,m(v¯τ,m, u¯τ,m)
= Jτ,m(v¯τ,m, u¯τ,m) ≤ Jτ,m(v˜τ,m, u˜τ,m). (4.11)
This implies
lim
ε→0+
∫
Ω
(
|v¯σ,ετ,m − v¯τ,m|
2 + |u¯σ,ετ,m − u¯τ,m|
2
)
dx = 0.
That is (as ε→ 0+),  v¯
σ,ε
τ,m → v¯τ,m, strongly in L
2(Ω),
u¯σ,ετ,m → u¯τ,m, strongly in L
2(Ω).
Consequently, y˜τ,m = y¯τ,m and (4.8) holds. ✷
Now, we state the necessary conditions for optimal control of Problem (Pτ,m). We have
Proposition 4.3. Assume that (S1)–(S3) hold and 1 < p < 2. Let (v¯τ,m, u¯τ,m) be an optimal
control of Problem (Pτ,m) and y¯τ,m be the corresponding optimal state. Then, there exists a function
ψ¯τ,m ∈ H
1
0 (Ω) satisfying
‖ψ¯τ,m‖
2
H1
0
(Ω) +
∫
{∇y¯τ,m 6=0}
|∇y¯τ,m|
p−2 |∇ψ¯τ,m|
2 dx
≤ C
(
1 +
∣∣∣ ∫
Ω
2m
(
f(y¯τ,m)− v¯τ,m
)
f ′(y¯τ,m)ψ¯τ,m dx
∣∣∣), (4.12)
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− div
[
|∇y¯τ,m|
p−2
(
I + (p− 2)
∇y¯τ,m(∇y¯τ,m)
T
|∇y¯τ,m|2
)
∇ψ¯τ,m
]
= −f0y (x, y¯τ,m)− 2m
(
f(y¯τ,m)− v¯τ,m
)
f ′(y¯τ,m)
in {∇y¯τ,m 6= 0} , (4.13)
∇ψ¯τ,m = 0 a.e. {∇y¯τ,m = 0} (4.14)
and ∫
Ω
(
Hτ,m
(
x, y¯τ,m, ψ¯τ,m, v¯τ,m, u¯τ,m
)
−Hτ,m
(
x, y¯τ,m, ψ¯τ,m, v, u
))
dx ≥ 0
∀ (v, u) ∈ V × U . (4.15)
where C > 0 is a constant independent of τ > 0 and m ≥ 1,
Hτ,m(x, y, ψ, v, u)
= ψ(v + u)− g(x, u) −m|v − f(y)|2 − τ |v − f(y¯(x))|2 − τ |u− u¯(x)|2,
∀ (x, y, ψ, v, u) ∈ Rn × R× R× R× R. (4.16)
Proof. By (4.1), since 1 < p < 2 and y¯σ,ετ,m is bounded uniformly in C1,α(Ω), there exists constants
γ > 0 and C1 > 0, independent of σ > 0,m ≥ 1 and τ, ε ∈ (0, 1), such that
γ‖ψ¯σ,ετ,m‖
2
H1
0
(Ω) ≤ (p− 1)
∫
Ω
(
ε2 + |∇y¯σ,ετ,m|
2
) p−2
2
∣∣∇ψ¯σ,ετ,m∣∣2 dx
≤
∫
Ω
〈(
ε2 + |∇y¯σ,ετ,m|
2
) p−2
2
(
I + (p− 2)
∇y¯σ,ετ,m(∇y¯
σ,ε
τ,m)T
ε2 + |∇y¯σ,ετ,m|2
)
∇ψ¯σ,ετ,m,∇ψ¯
σ,ε
τ,m
〉
dx
= −
∫
Ω
(
f0y (x, y¯
σ,ε
τ,m) + 2m
(
f(y¯σ,ετ,m)− v¯
σ,ε
τ,m
)
f ′(y¯σ,ετ,m)
)
ψ¯σ,ετ,m dx
≤ C1
(
‖ψ¯σ,ετ,m‖L1(Ω) +
∣∣∣ ∫
Ω
2m
(
f(y¯σ,ετ,m)− v¯
σ,ε
τ,m
)
f ′(y¯σ,ετ,m)ψ¯
σ,ε
τ,m dx
∣∣∣). (4.17)
Then, combining the above with Poincare´’s inequality, we have
‖ψ¯σ,ετ,m‖
2
H1
0
(Ω) ≤ C
(
1 +
∣∣∣ ∫
Ω
2m
(
f(y¯σ,ετ,m)− v¯
σ,ε
τ,m
)
f ′(y¯σ,ετ,m)ψ¯
σ,ε
τ,m dx
∣∣∣) (4.18)
for some constant C > 0 independent of σ > 0,m ≥ 1 and τ, ε ∈ (0, 1). And consequently, ψ¯σ,ετ,m
is bounded uniformly in H10 (Ω) respect to σ > 0 and ε ∈ (0, 1). Thus, as ε → 0
+, we can suppose
that ψ¯σ,ετ,m converges to some ψ¯στ,m weakly in H
1
0 (Ω) and strongly in L
2(Ω). Then, it follows from
(4.8) and (4.18) that
‖ψ¯στ,m‖
2
H1
0
(Ω) +
∫
{∇y¯τ,m 6=0}
|∇y¯τ,m|
p−2 |∇ψ¯στ,m|
2 dx
≤ C
(
1 +
∣∣∣ ∫
Ω
2m
(
f(y¯τ,m)− v¯τ,m
)
f ′(y¯τ,m)ψ¯
σ
τ,m dx
∣∣∣). (4.19)
12
Moreover, by (4.8) and the fact of that {∇y¯τ,m 6= 0} :=
{
x ∈ Ω
∣∣∇y¯τ,m(x) 6= 0} is an open subset
of Ω, it is not difficult to get
− div
[
|∇y¯τ,m|
p−2
(
I + (p− 2)
∇y¯τ,m(∇y¯τ,m)
T
|∇y¯τ,m|2
)
∇ψ¯στ,m
]
= −f0y (x, y¯τ,m)− 2m
(
f(y¯τ,m)− v¯τ,m
)
f ′(y¯τ,m) in {∇y¯τ,m 6= 0} (4.20)
from (4.1).
By (4.2) (see also (4.7)), we have
0 ≤
∫
Ω
[
ψ¯στ,m
(
v¯τ,m + u¯τ,m − v − u
)
+
(
g(x, u) +m
∣∣v − f(y¯τ,m)∣∣2 + τ ∣∣v − f(y¯)∣∣2
+τ |u− u¯|2 + σ|v − v¯τ,m|
2 + σ|u− u¯τ,m|
2
)
−
(
g(x, u¯τ,m) +m
∣∣v¯τ,m − f(y¯τ,m)∣∣2 + τ ∣∣v¯τ,m − f(y¯)∣∣2 + τ |u¯τ,m − u¯|2)] dx
∀ (v, u) ∈ V × U . (4.21)
Now, denote
ηε := max
x∈{∇y¯τ,m=0}
∣∣∇y¯σ,ετ,m(x)∣∣.
Then it follows from (4.8) that lim
ε→0+
ηε = 0. On the other hand, by (4.1) and that ψ¯
σ,ε
τ,m is bounded
uniformly in H10 (Ω) respect to σ > 0 and ε ∈ (0, 1), we have
(p − 1)(ε2 + η2ε)
p−2
2
∫
{∇y¯τ,m=0}
∣∣∇ψ¯σ,ετ,m∣∣2 dx
≤ (p − 1)
∫
Ω
(
ε2 + |∇y¯σ,ετ,m|
2
) p−2
2
∣∣∇ψ¯σ,ετ,m∣∣2 dx
≤ Cτ,m,
where Cτ,m is a constant independent of ε ∈ (0, 1) and σ > 0. Thus∫
{∇y¯τ,m=0}
∣∣∇ψ¯στ,m∣∣2 dx ≤ lim
ε→0+
∫
{∇y¯τ,m=0}
∣∣∇ψ¯σ,ετ,m∣∣2 dx = 0. (4.22)
That is
∇ψ¯στ,m = 0 a.e. {∇y¯τ,m = 0} . (4.23)
Finally, by (4.19), ψ¯στ,m is bounded uniformly in H
1
0 (Ω) respect to σ > 0. Then we can suppose
that ψ¯στ,m converges to some ψ¯τ,m weakly in H
1
0 (Ω) and strongly in L
2(Ω). By discussions similar to
the above, we get (4.12),(4.13), (4.14) and (4.15) from (4.19), (4.20), (4.23) and (4.21), respectively.
✷
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5 Proof of the main result
Similar to Proposition 4.2, we have
Proposition 5.1. Assume that (S1)–(S3) hold. Let (v¯τ,m, u¯τ,m) be an optimal control of Problem
(Pτ,m) and y¯τ,m be the corresponding optimal state. Then, it holds that as m→ +∞,
y¯τ,m → y¯ uniformly in C
1(Ω),
v¯τ,m → f(y¯) strongly in L
2(Ω),
u¯τ,m → u¯ strongly in L
2(Ω).
(5.1)
Proof. Similar to the proof of Proposition 4.2, it suffices to prove (5.1) in the sense of subsequence.
We can suppose that (as m→ +∞)
y¯τ,m → y˜ uniformly in C
1(Ω),
v¯τ,m → v˜ weakly in L
2(Ω),
u¯τ,m → u˜ weakly in L
2(Ω)
(5.2)
for some (v˜, u˜) ∈ V × U . Then − div (|∇y˜|
p−2∇y˜) = v˜ + u˜ in Ω,
y˜ = 0 on ∂Ω.
(5.3)
On the other hand, it is easy to see that y(f(y¯),u¯) = y¯. Then, by the optimality of (v¯τ,m, u¯τ,m), it
holds that
Jτ,m(v¯τ,m, u¯τ,m) ≤ Jτ,m(f(y¯), u¯) = J(y¯, u¯). (5.4)
Thus, for any M > 0, we have∫
Ω
(
f0(x, y˜) + g(x, u˜) +M |v˜ − f(y˜)|2
)
dx
+τ lim
m→+∞
∫
Ω
(∣∣v¯τ,m − f(y¯)∣∣2 + |u¯τ,m − u¯|2) dx
≤ lim
m→+∞
∫
Ω
(
f0(x, y¯τ,m) + g(x, u¯τ,m) +M |v¯τ,m − f(y¯τ,m)|
2
)
dx
+τ lim
m→+∞
∫
Ω
(∣∣v¯τ,m − f(y¯)∣∣2 + |u¯τ,m − u¯|2) dx
≤ lim
m→+∞
∫
Ω
(
f0(x, y¯τ,m) + g(x, u¯τ,m) +m |v¯τ,m − f(y¯τ,m)|
2
+τ
∣∣v¯τ,m − f(y¯)∣∣2 + τ |u¯τ,m − u¯|2) dx
= lim
m→+∞
Jτ,m(v¯τ,m, u¯τ,m) ≤ J(y¯, u¯). (5.5)
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This implies
∫
Ω
∣∣v˜− f(y˜)∣∣2 dx = 0. That is, v˜ = f(y˜) a.e. Ω. Consequently, (y˜, u˜) ∈ A. Then, (5.5)
becomes
J(y˜, u˜) + τ lim
m→+∞
∫
Ω
(∣∣v¯τ,m − f(y¯)∣∣2 + |u¯τ,m − u¯|2) dx ≤ J(y¯, u¯).
Since J(y¯, u¯) ≤ J(y˜, u˜), we get
lim
m→+∞
∫
Ω
∣∣v¯τ,m − f(y¯)∣∣2 dx = lim
m→+∞
∫
Ω
|u¯τ,m − u¯|
2 dx = 0.
Then (5.1) follows. ✷
Now, we give a proof of our main theorem.
Proof of Theorem 2.2. By Proposition 5.1, there is an Nτ ≥ 1 such that
‖f(y¯τ,m)− f(y¯)‖C1(Ω) <
1
2
, ∀m ≥ Nτ . (5.6)
We suppose that m ≥ Nτ in the following.
One can easily see that (4.15) is equivalent to that both of the following inequalities hold:
0 ≤
∫
Ω
[
ψ¯τ,m
(
v¯τ,m − v
)
+
(
m
∣∣v − f(y¯τ,m)∣∣2 + τ ∣∣v − f(y¯)∣∣2)
−
(
m
∣∣v¯τ,m − f(y¯τ,m)∣∣2 + τ ∣∣v¯τ,m − f(y¯)∣∣2)] dx, ∀ v ∈ V (5.7)
and
0 ≤
∫
Ω
[
ψ¯τ,m
(
u¯τ,m − u
)
+
(
g(x, u) + τ |u− u¯|2
)
−
(
|g(x, u¯τ,m) + τ |u¯τ,m − u¯|
2
)]
dx, ∀u ∈ U . (5.8)
It is well-known that (5.7) implies
ψ¯τ,mv¯τ,m −m
∣∣v¯τ,m − f(y¯τ,m)∣∣2 − τ ∣∣v¯τ,m − f(y¯)∣∣2
= max
f(y¯)−1≤v≤f(y¯)+1
(
ψ¯τ,mv −m
∣∣v − f(y¯τ,m)∣∣2 − τ ∣∣v − f(y¯)∣∣2),
a.e. Ω. (5.9)
Therefore
v¯τ,m =

vτ,m, if vτ,m ∈ [f(y¯)− 1, f(y¯) + 1],
f(y¯) + 1, if vτ,m > f(y¯) + 1,
f(y¯)− 1, if vτ,m < f(y¯)− 1,
(5.10)
where
vτ,m =
1
m+ τ
(1
2
ψ¯τ,m +mf(y¯τ,m) + τf(y¯)
)
. (5.11)
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By (5.11),
ψ¯τ,m = 2m
(
v¯τ,m − f(y¯τ,m)
)
+ 2τ
(
v¯τ,m − f(y¯)
)
on {v¯τ,m = vτ,m} . (5.12)
By (5.10), it holds that
|v¯τ,m − f(y¯)| = 1, |vτ,m − f(y¯)| > 1, a.e. {v¯τ,m 6= vτ,m} . (5.13)
Therefore, using (5.6), we have
|ψ¯τ,m| ≥ |ψ¯τ,m + 2m(f(y¯τ,m)− f(y¯))| −m
= 2(m+ τ)|vτ,m − f(y¯)| −m ≥ m
≥
m
2
(
|v¯τ,m − f(y¯)|+ |f(y¯)− f(y¯τ,m)|
)
≥
m
2
|v¯τ,m − f(y¯τ,m)|, a.e. {v¯τ,m 6= vτ,m} . (5.14)
Combining (5.12) with (5.14), we get
∣∣m(v¯τ,m − f(y¯τ,m))∣∣ ≤ 2|ψ¯τ,m|+ τ, a.e. Ω. (5.15)
Then it follows easily from (4.12) and (5.15) that
‖ψ¯τ,m‖
2
H1
0
(Ω) +
∫
{∇y¯τ,m 6=0}
|∇y¯τ,m|
p−2 |∇ψ¯τ,m|
2 dx
≤ C
(
1 +
∣∣∣ ∫
Ω
2m
(
f(y¯τ,m)− v¯τ,m
)
f ′(y¯τ,m)ψ¯τ,m dx
∣∣∣)
≤ C˜ + C˜
∫
Ω
|ψ¯τ,m|
2 dx (5.16)
for some constant C˜ > 0 independent of m ≥ 1 and τ ∈ (0, 1).
Let
µτ,m :=
1
‖ψ¯τ,m‖L2(Ω) + 1
, Φτ,m := µτ,mψ¯τ,m.
Then
µτ,m ≥ 0, ‖Φτ,m‖L2(Ω) + µτ,m = 1 (5.17)
and
‖Φτ,m‖
2
H1
0
(Ω) +
∫
{∇y¯τ,m 6=0}
|∇y¯τ,m|
p−2 |∇Φτ,m|
2 dx ≤ 2C˜. (5.18)
Thus, along a subsequence of m→ +∞, we have µτ,m → µτ and
Φτ,m → ψ¯τ weakly inH
1
0 (Ω), strongly inL
2(Ω) (5.19)
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for some constant µτ and ψ¯τ ∈ H
1
0 (Ω). By (5.17) and (5.18), we have
µτ ≥ 0, ‖ψ¯τ‖L2(Ω) + µτ = 1 (5.20)
and
‖ψ¯τ‖
2
H1
0
(Ω) +
∫
{∇y¯ 6=0}
|∇y¯|p−2 |∇ψ¯τ |
2 dx ≤ 2C˜. (5.21)
On the other hand, by (5.18) and Sobolev’s inequality, ‖Φτ,m‖Lq(Ω) is bounded uniformly for
some q > 2. While by (5.1) and (5.13), the Lebesgue measure of {v¯τ,m 6= vτ,m} (denote it by∣∣{v¯τ,m 6= vτ,m}∣∣) tends to zero as m→ +∞. Thus, as m→ +∞,
‖2µτ,mm
(
v¯τ,m − f(y¯τ,m)
)
χ{v¯τ,m 6=vτ,m}‖L2(Ω)
≤
∥∥∥(4∣∣Φτ,m∣∣+ 2)χ{v¯τ,m 6=vτ,m}∥∥∥
L2(Ω)
≤
∣∣{v¯τ,m 6= vτ,m}∣∣ q−2q ∥∥∥(4∣∣Φτ,m∣∣+ 2)∥∥∥
Lq(Ω)
→ 0. (5.22)
Combining the above with (5.12), we get that as m→ +∞,
2µτ,mm
(
v¯τ,m − f(y¯τ,m)
)
→ ψ¯τ , strongly inL
2(Ω). (5.23)
Thus, it follows from (5.1), (4.13)–(4.14), (5.8) and (5.23) that
− div
[
|∇y¯|p−2
(
I + (p − 2)
∇y¯(∇y¯)T
|∇y¯|2
)
∇ψ¯τ
]
= −µτf
0
y (x, y¯) + f
′(y¯)ψ¯τ , in {∇y¯ 6= 0} , (5.24)
∇ψ¯τ = 0 a.e. {∇y¯ = 0} (5.25)
and
0 ≤
∫
Ω
[
ψ¯τ
(
u¯− u
)
+ µτ
(
g(x, u) − g(x, u¯) + τ |u− u¯|2
)]
dx, ∀u ∈ U . (5.26)
Finally, by (5.20)—(5.21), we can suppose that as τ → 0+, it holds that µτ → µ and
ψ¯τ → ψ¯ weakly inH
1
0 (Ω), strongly inL
2(Ω) (5.27)
for some constant µ and ψ¯ ∈ H10 (Ω). Then it follows from (5.21) and (5.24)—(5.27) that
µ ≥ 0, ‖ψ¯‖L2(Ω) + µ = 1, (5.28)
(2.5)—(2.7) and ψ¯ ∈ X . We get the proof. ✷
Remark 5.1. From the proof of Theorem 2.2, we can see that if ‖ψ¯τ,m‖L2(Ω) is bounded uniformly,
then µ > 0. In particular, if f ′(y) ≤ 0, which is the case that the state equation (2.1) is well-defined,
then µ > 0.
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6 An Example
We give a simple example to show a usage of our main theorem.
Example 6.1. Assume that:
(i) the function f satisfies (S2) and
f(y) + a > 0, ∀ y ∈ R; (6.1)
(ii) the function f0(x, y) ≡ f0(y) satisfies (S3);
(iii) the set
{
y ∈ R
∣∣f ′(y) = f0y (y)} is at most countable;
(iv) g(x, u) = u.
Let (y¯, u¯) be an optimal pair to Problem (P ). Then u¯ should be a bang-bang control.
Proof. In this example, (2.7) becomes
(ψ¯(x)− µ)u¯(x) = max
a≤u≤b
(ψ¯(x)− µ)u, a.e. x ∈ Ω. (6.2)
Thus, to prove u¯ is bang-bang, it need only to prove
{
ψ¯ = µ
}
has zero measure.
By Assumption (iii), we can suppose that{
y ∈ R
∣∣f ′(y) = f0y (y)} ⊆ {y1, y2, . . .} . (6.3)
It is well-known that (see [25]) if y ∈W 1,1loc (Ω), then for any constant C,
∇y(x) = 0, a.e. x ∈ {y = C} . (6.4)
Here, it is crucial that there holds a similar . By Theorem 1.1 in [22],
∇y¯(x) = 0, a.e. x ∈ {∇y¯ = 0} . (6.5)
Consequently, combining the above with (6.1), we can see that {∇y¯ = 0} has zero measure.
Now, if
{
ψ¯ = µ
}
has positive measure, then by (6.4),
∇ψ¯(x) = 0, a.e. x ∈
{
ψ¯ = µ
}
.
Noting that y¯ ∈ C1,α(Ω), we have ψ¯ ∈W 2,2loc
(
{∇y¯ 6= 0}
)
. Therefore,
µ
(
f ′(y¯(x)) − f0y (y¯(x))
)
= f ′(y¯(x))ψ¯(x)− µf0y (y¯(x))
= − div
[
|∇y¯|p−2
(
I + (p− 2)
∇y¯(∇y¯)T
|∇y¯|2
)
∇ψ¯
]
= 0, a.e. x ∈
{
ψ¯ = µ
}
. (6.6)
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By (6.4),
∇y¯(x) = 0, a.e. x ∈ {y¯ = yk} .
Thus {y¯ = yk} has zero measure and consequently
{
f ′(y¯) = f0y (y¯)
}
has zero measure. Therefore,
by (6.6) and that
{
ψ¯ = µ
}
has positive measure, we get µ = 0 and
{
ψ¯ = 0
}
has positive measure.
Moreover, (2.5) becomes
− div
[
|∇y¯|p−2
(
I + (p− 2)
∇y¯(∇y¯)T
|∇y¯|2
)
∇ψ¯
]
= f ′(y¯)ψ¯, in {∇y¯ 6= 0}. (6.7)
Since
{
ψ¯ = 0
}
has positive measure, by Proposition 3 in [13], ψ¯ has a zero x0 of infinite order, i.e.,
for any m, ∫
|x−x0|≤r
|ψ¯(x)|2 dx = O(rm), r → 0+.
Then, by Theorem 1.1 in [20], we get that
ψ¯(x) = 0, a.e. x ∈ Ω.
Contradicts to (2.4). Therefore,
{
ψ¯ = µ
}
has zero measure and u¯ is a bang-bang control. ✷
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