We study the inverse problem for non-selfadjoint Sturm-Liouville operators on a finite interval with possibly multiple spectra. We prove the uniqueness theorem and obtain constructive procedures for solving the inverse problem along with the necessary and sufficient conditions of its solvability and also prove the stability of the solution.
Introduction
Inverse spectral problems consist of recovering operators from given spectral characteristics. Such problems play an important role in mathematics and have many applications in natural sciences and engineering (see, for example, monographs [-] and the references therein). We study the inverse problem for the Sturm-Liouville operator corresponding to the boundary value problem L = L(q(x), T) of the form y := -y + q(x)y = λy, <x < T < ∞,
where q(x) ∈ L  (, T) is a complex-valued function. The results for the non-selfadjoint operator (), () that we obtain in this paper are crucial in studying inverse problems for Sturm-Liouville operators on graphs with cycles. Here also lies the main reason of considering the case of Dirichlet boundary conditions () and arbitrary length T of the interval. For the selfadjoint case, i.e., when q(x) is a real-valued function, the inverse problem of recovering L from its spectral characteristics was investigated fairly completely. As the most fundamental works in this direction we mention [, ], which gave rise to the so-called transformation operator method having become an important tool for studying inverse problems for selfadjoint Sturm-Liouville operators. The inverse problems for non-selfadjoint operators are more difficult for investigation. Some aspects of the inverse problem theory for non-selfadjoint Sturm-Liouville operators were studied in [-] and other papers. http://www.boundaryvalueproblems.com/content/2013/1/180
In the present paper, we use the method of spectral mappings [] , which is effective for a wide class of differential and difference operators including non-selfadjoint ones. The method of spectral mappings is connected with the idea of the contour integration method and reduces the inverse problem to the so-called main equation of the inverse problem, which is a linear equation in the Banach space of bounded sequences. We prove the uniqueness theorem of the inverse problem, obtain algorithms for constructing its solution together with the necessary and sufficient conditions of its solvability. In general, by sufficiency one should require solvability of the main equation. Therefore, we also study those cases when the solvability of the main equation can be proved or easily checked, namely, selfadjoint case, the case of finite perturbations of the spectral data and the case of small perturbations. The study of the latter case allows us to prove also the stability of the inverse problem.
In the next section, we introduce the spectral data, study their properties and give the formulation of the inverse problem. In Section , we prove the uniqueness theorem. In Section  we derive the main equation and prove its solvability. Further, using the solution of the main equation, we provide an algorithm for solving the inverse problem. In Section , we obtain another algorithm, which we use in Section  for obtaining necessary and sufficient conditions of solvability of the inverse problem and for proving its stability.
Generalized spectral data. Inverse problem
Let {λ n } n≥ be the spectrum of the boundary value problem (), (). In the self-adjoint case, the potential q(x) is determined uniquely by specifying the classical discrete spectral data {λ n , α n } n≥ , where α n are weight numbers determined by the formula
while S(x, λ) is a solution of equation () satisfying the initial conditions
In the non-selfadjoint case, there may be a finite number of multiple eigenvalues and, hence, for unique determination of the Sturm-Liouville operator, one should specify some additional information. In the present section, we introduce the so-called generalized weight numbers, as was done for the case of operator () with Robin boundary conditions (see [, ] ) and study the properties of the generalized spectral data. Let the function ψ(x, λ) be a solution of equation () under the conditions
For every fixed x ∈ [, T], the functions S(x, λ), ψ(x, λ) and their derivatives with respect to x are entire in λ. The eigenvalues λ n , n ≥  of the problem L coincide with the zeros of its characteristic function
where y, z := yz -y z. It is known (see, e.g., [] ) that the spectrum {λ n } n≥ has the asymptotics
where
Denote by m n the multiplicity of the eigenvalue λ n (λ n = λ n+ = · · · = λ n+m n - ) and put S = {n : n - ∈ N, λ n- = λ n } ∪ {}. Note that by virtue of () for sufficiently large n, we have m n = . Denote
Hence, for ν ≥  we have
Moreover, for n ∈ S formula () yields
Thus, {S n (x)} n≥ , {ψ n (x)} n≥ are complete systems of eigen-and the associated functions of the boundary value problem L. Together with the eigenvalues λ n we consider generalized weight numbers α n , n ≥ , determined in the following way:
We note that the numbers α n for sufficiently large n coincide with the classical weight numbers () for the selfadjoint Sturm-Liouville operator.
Definition  The numbers {λ n , α n } n≥ are called the generalized spectral data of L.
Consider the following inverse problem.
Inverse Problem  Given the generalized spectral data {λ n , α n } n≥ , find q(x).
Let the functions C(x, λ), (x, λ) be solutions of equation () under the conditions 
The function d(λ) is the characteristic function of the boundary value problem for the equation () with the boundary conditions y () = y(T) = . Let {μ n } n≥ be its spectrum. Clearly, {λ n } n≥ ∩ {μ n } n≥ = ∅. Thus, M(λ) is a meromorphic function with poles in λ n , n ≥ , and zeros in μ n , n ≥ . Moreover, (see, e.g.,
Let λ = ρ  and put τ = Im ρ. Using the known method (see, e.g., [] ), one can prove the following asymptotics.
Lemma  (i) For |ρ| → ∞, the following asymptotics holds
Using (), (), () and (), one can calculate
Fix k ∈ S. According to (), the function M(λ) has a representation
where M k+m k - = , and the function M  k (λ) is regular in a vicinity of λ k . The sequence {M n } n≥ is called the Weyl sequence for L. By virtue of (), () and (), the following estimate holds
Moreover, according to (), (), () and (), for each fixed δ > , we have
The maximum modulus principle together with (), () and () give
Choose ω >  such that (±iω) =  and put
According to () and (), we get
and hence the series
converges absolutely and uniformly in λ on bounded sets.
Theorem  The following representation holds
Proof Consider the contour integral
where the contour N := {μ : |μ| = (π(N + /)/T)  }, N ∈ N has the counterclockwise circuit. According to (), we have N ⊂ G δ for sufficiently large N and sufficiently small fixed δ > . By virtue of (), we obtain the estimate
uniformly with respect to λ in bounded subsets of C, and hence
On the other hand, using the residue theorem [], we calculate
Further, we calculate
Substituting this into () and using (), we obtain M(λ) = N(λ) + b. By virtue of (), we get b = a and arrive at ().
Theorem  The coefficients M n and the generalized weight numbers α n determine each other uniquely by the formula
Proof Using (), () and (), one can calculate
Moreover, by virtue of () and (), induction gives
Further, since
we get
and (), () and () yield
Hence,
and we calculate
Using () and () and integrating by parts, we obtain m n +ν,n = -
Substituting () in () and taking () into account, we arrive at
Finally, substituting () in (), we get
Since ψ n () = , n ∈ S, by induction we obtain ().
According to () and (), we have the asymptotics
Consider the following inverse problems.
Inverse Problem  Given the spectra {λ n } n≥ , {μ n } n≥ , construct the function q(x).
Inverse Problem  Given the Weyl function M(λ), construct the function q(x).
Remark  According to (), (), (), () and (), inverse Problems - are equivalent. The numbers {λ n , M n } n≥ can also be used as spectral data. http://www.boundaryvalueproblems.com/content/2013/1/180
The uniqueness theorem
We agree that together with L we consider a boundary value problemL = L(q(x),T) of the same form but with another potential. If a certain symbol γ denotes an object related to L, then this symbol with tildeγ denotes the analogous object related toL andγ := γ -γ .
Thus, the specification of the generalized spectral data {λ n , α n } n≥ determines the potential uniquely.
Proof By virtue of (), we have T =T. According to Remark , it is sufficient to prove that
Using () and (), we calculate
It follows from () and () that
By virtue of ()-(), this yields
uniformly with respect to x ∈ [, T]. On the other hand, according to () and (), we get
Thus, ifM(λ) ≡ , then for each fixed x, the functions P  (x, λ) and P  (x, λ) are entire in λ. Together with () this yields P  (x, λ) ≡ , P  (x, λ) ≡ . Substituting into (), we get S(x, λ) ≡S(x, λ) and consequently L =L.
Main equation. Solution of the inverse problem
Let the spectral data {λ n , α n } n≥ of L = L(q(x), T) be given. We choose an arbitrary model boundary value problemL = L(q(x), T) (e.g., one can takeq(x) ≡ ). Introduce the numbers ξ n , n ≥  by the formulae
ξ n :=  for the rest of n.
According to () and (), we have 
,
The analogous estimates are also valid forS
Lemma  The following relation holds 
uniformly with respect to x ∈ [, T] and λ on bounded sets. Calculating the integral in () by the residue theorem and using (), we get
for sufficiently large N . Taking the limit in () as N → ∞, we obtaiñ
Differentiating this with respect to λ, the corresponding number of times and then taking λ = λ n,i , we arrive at (). http://www.boundaryvalueproblems.com/content/2013/1/180
Analogously to (), one can obtain the following relatioñ
For each fixed x ∈ [, T], the relation () can be considered as a system of linear equations with respect to S n,i (x), n ≥ , i = , . But the series in () converges only with brackets, i.e., the terms in them cannot be dissociated. Therefore, it is inconvenient to use () as a main equation of the inverse problem. Below, we will transfer () to a linear equation in the Banach space of bounded sequences (see ()).
Let w be the set of indices u = (n, i), n ≥ , i = , . For each fixed x ∈ [, T], we define the vector
T n≥ (where T is the sign for transposition) by the formula
Note that if φ n, , φ n, are given, then S n, , S n, can be found by the formula
Consider also a block-matrix
Analogously, we introduceφ n,i (x),φ(x) andH n,i;k,j (x),H(x) by the replacement of S n,i (x), P n,i;k,j (x) in the preceding definitions withS n,i (x),P n,i;k,j (x), respectively. Using () and (), http://www.boundaryvalueproblems.com/content/2013/1/180
we get the estimates 
Theorem  For each fixed x ∈ [, T], the vector φ(x) ∈ B satisfies the equatioñ
in the Banach space B, where I is the identity operator.
Proof We rewrite () in the form
Substituting here (), and taking into account our notations, we arrive at
which is equivalent to (). 
Theorem  For each fixed x ∈ [, T], the operator I -H(x) has a bounded inverse operator, namely I + H(x), i.e., the main equation () is uniquely solvable.
Proof Acting in the same way as in Lemma  and using () and (), we obtain 
uniformly with respect to x ∈ [, T] and λ, μ on bounded sets. Calculating the integral by the residue theorem and passing to the limit as N → ∞, we obtain
According to the definition of P n,i;k,j (x),P n,i;k,j (x), we arrive at
Further, taking the definition of H n,i;k,j (x),H n,i;k,j (x) into account, we get
which is equivalent to (I -H(x))(I + H(x)) = I. Symmetrically, one gets

I + H(x) I -H(x) = I.
Hence the operator (I -H(x)) - exists, and it is a linear bounded operator.
Using the solution of the main equation, one can construct the function q(x). Thus, we obtain the following algorithm for solving the inverse problem.
Algorithm  Let the spectral data {λ n , α n } n≥ be given. Then
by solving the linear systems (); (ii) chooseL and calculateφ(x) andH(x); (iii) find φ(x) by solving equation ();
(iv) choose n ∈ S (e.g., n = ) and construct q(x) by the formula
Remark  In the particular case, when λ n =λ n , α n =α n for n > N (let for definiteness N +  ∈ S ∩S) according to () and the definition of S n,i (x),P n,i;k,j (x), the main equation becomes the linear algebraic system
whose determinant does not vanish for any x ∈ [, T] by virtue of Theorem . http://www.boundaryvalueproblems.com/content/2013/1/180
In the next section for the case q(x) ∈ L  (, T), we give another algorithm, which is used in Section  for obtaining the necessary and sufficient conditions for the solvability of the inverse problem.
Algorithm 2
Here and in the sequel, we assume that q(x) ∈ L  (, T). It is known that then {κ n } ∈ l  in formulae (), () and (). We agree that in the sequel one and the same symbol {κ n } denotes different sequences in l  . Let us choose the model boundary value problem L = L(q(x), T), so thatω = ω (for example, one can takeq(x) ≡ ω/T). Then besides (), according to (), () and (), we have
It is obvious that
Lemma  The series in () converges absolutely and uniformly on [, T] and allows termwise differentiation. The function ε  (x) is absolutely continuous, and ε(x) ∈ L  (, T).
Proof It is sufficient to prove for the case m n,i = , n ≥ , i = , . We rewrite ε  (x) to the form ε  (x) = A  (x) + A  (x), where
It follows from (), () and () that the series in () converges absolutely and uniformly on [, T], and
Furthermore, using the asymptotic formulae (), () and (), we calculate
Lemma  The following relation holds q(x) =q(x) + ε(x).
()
Proof Differentiating () twice with respect to x and using () and (), we get
Using () and (), we replace here the second derivatives, and then replace S(x, λ) using (). This yieldŝ
Using () and () for j = , , k ∈ S j , ν = , m k,j -, we calculate
Applying this relation, we get
which together with () and () gives (). http://www.boundaryvalueproblems.com/content/2013/1/180
Solving the main equation (), we infer
According to () and (), the series in () converges absolutely and uniformly for x ∈ [, T]. Further, using (), we calculatẽ
where according to (), (), () and (), the series converges absolutely and uniformly for x ∈ [, T] and
On the other hand, it follows from the proof of Lemma  and from () that
Together with () this implies that
Using (), () and (), we get
Similarly, using () and (), we calculatẽ
For n ∈ S i and i = , , it follows from () that
and, consequently, we arrive at
Using (), we get
It follows from (), (), () and () that |β n,i (x)| ≤ C. Then, by virtue of Condition S in Theorem , β n,i (x) = , and consequently γ n,i (x) = . Thus, we obtain (). Furthermore, since
From this, by virtue of (), it follows that S(x, λ) = λS(x, λ). Analogously, using () we obtain (x, λ) = λ (x, λ). Thus, () and () are proved for the case when () is fulfilled. Denote (λ) := S(T, λ). It follows from () and () for x = T that
Differentiating () with respect to λ an appropriate number of times and substituting λ = λ n , we get
Let us show that
Moreover, according to (), we have S ν (x,λ n ),S(x,λ k ) | x=T = , and hence
where D α,β (T,λ n ,λ k ) =  for negative α or β. Forλ n =λ k solving the system (), we obtain D ν,p (T,λ n ,λ k ) = , which together with () gives P n+ν,;k+s, (x) =  for n = k. Ifλ n =λ k , then () and () givẽ
According to () and (), we haveP n+ν,;n+s, (T) = , ν < s. Moreover, using (), () and (), we calculatẽ where the series converges uniformly with respect to λ in bounded sets. From () and (), it follows that for each n ∈ S, the number λ n is a pole of the function M(λ) of order m n . Thus, {λ n } n≥ is the spectrum, and {M n } n≥ is the Weyl sequence of L. Consequently, {λ n , α n } n≥ are the spectral data of L.
Spacial cases and stability of the solution
The requirement that the main equation is uniquely solvable (Condition S in Theorem ) is essential and cannot be omitted (see Example .. in [] ). Condition S is difficult to check in the general case. We point out three cases, for which the unique solvability of the main equation can be proved or checked.
() The selfadjoint case. It is known that in the selfadjoint case, i.e., when the function q(x) is real-valued, the spectral data {λ n , α n } n≥ are real numbers, and
Let real numbers {λ n , α n } n≥ having the asymptotics () and () with {κ n } ∈ l  and satisfying () be given. ChooseL, constructφ(x),H(x) and consider the equation (). Similarly to Lemma .. in [] , one can prove the following assertion.
Lemma  For each fixed x ∈ [, T], the operator I -H(x), acting from B to B, has a bounded inverse operator. Thus, the main equation () has a unique solution φ(x) ∈ B.
By virtue of Theorem  and Lemma , the following theorem holds.
Theorem  For real numbers {λ n , α n } n≥ to be the spectral data of a certain selfadjoint boundary value problem L(q(x), T) with q(x) ∈ L  (, T), it is necessary and sufficient to satisfy the asymptotics () and () with {κ k } ∈ l  and condition ().
() Finite-dimensional perturbations of the spectral data. Let a model boundary value problemL with the spectral data {λ n ,α n } n≥ be given. We change a finite subset of these numbers. In other words, we consider numbers {λ n , α n } n≥ such that λ n =λ n , α n =α n , n > N for certain N +  ∈S and arbitrary in the rest. Then for such spectral data, the main equation becomes the linear algebraic system (), and Condition S is equivalent to the condition that the determinant of this system does not equal zero for each x ∈ [, T]. Such perturbations are very popular in applications. We note that for the selfadjoint case the determinant of the system () is always nonzero.
() Local solvability of the main equation. For small perturbations of the spectral data, Condition S is fulfilled automatically. Let us for simplicity consider the case of simple spectra, i.e.,S = N. The following theorem is valid.
Theorem  LetL = L(q(x), T) be given. There exists δ >  (which depends onL) such that if complex numbers {λ n , α n } n≥ satisfy the condition < δ, then there exists a unique boundary value problem L(q(x), T) with q(x) ∈ L  (, T), for which the numbers {λ n , α n } n≥ are the spectral data, and q -q L  (,T) < C , (   )
where C depends only onL.
