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Abstract
Soft matter physics has been continuously growing over the last 50 years due to its implications in physics,
biology, chemistry, and materials science. One interest in the field arises from the viscoelastic nature of
such materials; depending on the length and time scales studied the material can be more akin to a liquid
(viscous) or a solid (elastic). Viscoelasticity is a seemingly generic phenomena, observed in many systems
such as atomic, molecular, colloidal, and polymeric liquids, glasses and gels. Broadly there are three com-
mon microscopic mechanisms that describe such behavior: (i) excluded volume constraints and caging, (ii)
topological or connectivity constraints, and (iii) attractive forces and physical bonding.
The goal of this thesis is to develop microscopic force based theories to understand the slow dynamics of
various soft matter systems. The starting point for all such theories is the generalized Langevin equation,
which is characterized by the force-force time correlation function. By developing a self-consistent theory
for the force correlations in terms of the packing structure of the fluid we are able to predict a dramatic
slowing down of collective dynamics and the possible transition to activated “hopping” motions. With these
guiding principles, we studied the role of excluded volume, topology and attractions in atomic, molecular,
colloidal, and polymeric liquids.
This thesis can be roughly divided into two parts: (i) studies of excluded volume and attractive forces in
spherical particle liquids, and (ii) the role of connectivity and topological constraints in polymeric liquids.
The former studies are primarily discussed in Chapters 3 and 4, where we answer questions about the
interplay of repulsive and attractive forces in the single and two particle slow dynamics. The latter studies
are discussed in Chapters 5 - 8, which discuss the emergence of and consequences of entanglements in dense
polymer liquids, melts, and nanocomposites. In all cases repeated comparisons with recent simulations and
experiments are in good agreement with the theoretical predictions. These results pave the way for future
statistical mechanical developments.
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Chapter 1
Introduction
Over the last 50 years, soft materials have been of rising interest due to their vast range of applications in
physics, chemistry, biology, and engineering [1–16]. Many of these applications arise from the fact that soft
materials exhibit viscoelastic properties; depending on the length and time scales of interest the material
properties can be reminiscent of flowing viscous liquids or elastic solids [17–27]. This behavior is the ground
for most modern day industrial processing, for example in plastic and rubber materials, as the material is
easier to transport and shape as a liquid but the final product must exhibit necessary solid-like mechanical
stability [1–3]. Likewise in many biological systems, from extracellular tissues down to the intercellular
environments, viscoelasticity is necessary to provide mechanical stability while also allowing transport of
materials through the body [4–12]. Finally in physics there is an overarching interest in such systems since
there is an inherent change in the material properties without any obvious phase transition [18, 19, 21].
Hence, studying how and why such systems can exhibit both solid and liquid-like properties will yield a
better overall physical understanding in many fields.
Historically viscoelastic behavior is studied via rheology [18, 28–32], a macroscopic approach where the
system is mechanically deformed, either perturbatively (linear) or non-perturbatively (non-linear), and the
response of the system is monitored. The response is measured in terms of a modulus G(t) or response
function of the system, which describes how the stress (energy density) evolves as a function of the strain
(the relative deformation). In viscoelastic systems the modulus typically exhibits a shape such as that in
Figure 1.1A [18, 28–32]. Initially there is a fast viscous decay on time scale τ0. This is followed by a plateau
at Gp, which characterizes the elastic (spring-like) restoring force in the system. Finally at long times there
is a terminal viscous regime characterized by time scale τα. For many interesting viscoelastic systems the
two time scales τ0 and τα are separated by orders of magnitude, yielding a well defined elastic regime.
Additionally, Figure 1.1A exhibits a highly simplified case where only two relaxation processes occur that
are separated in time. In general there can be more than one plateau region with subsequent relaxations,
additionally some relaxation processes can be overlapping leading to interesting intermediate regimes. For
the case of most of the thesis, we focus only on the oversimplified case of Fig. 1.1A.
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Figure 1.1: Schematics of common rheology techniques. (A) In macrorheology a stress ~F/A where A is the
surface area, is applied to a piece of material causing a deformation characterized by the strain δl/l. The
time dependent relation between the stress and strain is characterized by the modulus G(t). For viscoelastic
properties the modulus is characterized by (at least) three regimes: short time relaxation characterized
by time scale τ0, a intermediate plateau regime, with plateau modulus Gp, and a long time relaxation
characterized by time scale τF . (B) In microrheology, the mean square displacement (MSD) µ2 of a probe
particle is tracked as a function of time. Again for viscoelastic materials (at least) three regimes occur:
short and long time diffusion regimes with corresponding diffusion constants Di, and an intermediate plateau
regime where the particle becomes localized on a length scale rL.
With recent advances in particle tracking experiments, a second approach to study viscoelasticity has
been developed at the single particle scale [3, 12, 26, 33–37]. This is often referred to as micro-rheology
and is based on analyzing the average motion of a single tagged particle (typically a colloid) or the relative
motion of two tagged particles[12, 33–35]. As a simple illustration of this idea consider the mean square
displacement (MSD) of a particle as a function of time µ2(t) =
〈(
~R(t)− ~R(0)
)2〉
Figure 1.1B. In the viscous
regimes (short and long times) the particle will diffuse and so µ2(t) ∼ Dt, where D is the corresponding
diffusion constant. On the other hand in a elastic regime the particle becomes localized on a length scale rL,
and determined by the plateau in the MSD, µ2 ∼ r2L. One may expect that the diffusion constants of the
particle are related to bulk viscosities via a Stokes-Einstein relationship [19], and likewise one may expect
the localization length rL is related to the effective spring constant of the elastic regime, characterized by Gp.
Hence under certain approximate conditions the microscopic motion of a single particle can be connected to
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the bulk macro-rheological properties of the fluid.
While the main properties of viscoelasticity outlined above are general, there are many microscopic
ways of achieving such behavior. Three common ways are through: (i) excluded volume [21, 38–41], (ii)
topological constraints [3, 31, 42–46], and (iii) attractive forces [15, 47–51]. Methods (i) and (ii) are inherently
similar in that they both arise due to repulsive interactions between the constituent particles of the fluid
and could possibly be considered in one category. However we separate them here due to their historical
differences. Excluded volume will be used to designate repulsions of spherical (or ”nearly” spherical) small
molecules or colloids and is primarily associated with supercooled liquids and glass formation. On the other
hand, topology will focus on polymeric systems and the interesting consequences of having long, connected,
interpenetrating objects with excluded volume. It is worth noting that topological constraints can lead
to viscoelasticity even when excluded volume is a point interaction and hence is primarily a result of the
connectivity and uncrossability constraints [31]. The same is not true of glassy dynamics which require finite
excluded volume interactions [21]. Method (iii) is distinctly different from the former two methods, in that
the viscoelastic behavior is brought about by attractions not repulsions. In such cases, commonly called
gels, the formation of temporary physical bonds leads to transient network formation and solidity which is
then relaxed by thermal bond breaking.
In this thesis, we wish to study the viscoelastic consequences of excluded volume, topology, and attractive
forces in various soft materials systems. Specifically to understand the interplay of repulsive and attractive
forces and connectivity in the slow dynamics of different polymeric, colloidal, and small molecule liquids.
Microscopic force-based liquid state theories were employed to study single particle diffusivity, two-particle
relative diffusivity, and particle/chain localization, among other topics. In the following three sections we
overview some phenomenology and consequences of excluded volume, topology, and attractive forces on
dynamics. A full overview of the theoretical techniques is delayed to Chapter 2. A brief outline of the
remainder of the thesis is provided at the end of this chapter.
1.1 Excluded Volume: Supercooled Liquids and Glasses
One of the most universal methods for achieving viscoelasticity is through the formation of supercooled
liquids and glasses[21, 38–41]. Slow glassy dynamics have been observed in atomic and small molecule
fluids, in polymers (forming many of the widely used plastics), and in colloidal and biological systems where
relevant interactions can be on the micron length scale. The common aspect in all of these systems is that
crystallization is avoided and so upon cooling the particles form densely packed fluids. Given molecules have
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excluded volume, the dense packings lead to a dramatic slowing down of the dynamics, up to 14 (6) orders of
magnitude in molecular (colloidal) fluids [40, 41]. This extremely slow fluid is called the supercooled liquid.
Eventually the dynamics will become ultra-slow and the fluid can no longer relax on experimentally viable
time scales. This causes the system to fall out of equilibrium and form a metastable, amorphous solid-like
state called the glass [40, 41]. In all of the work presented here we focus on the supercooled liquid and
approach to the glass transition. Note that while molecular liquids are discussed below, the phenomenology
for colloidal systems is similar but the time scales accessible only vary over 4-6 orders of magnitude.
For the supercooled liquid, typical experiments measure the structural “alpha” relaxation time τα as a
function of temperature T (Figure 1.2). At high temperatures, the alpha relaxation time is characterized by
Arrhenius behavior, τα ∼ exp(E/kBT ), where E is an energy barrier that is independent of temperature.
Upon cooling, τα increases by roughly 14 orders of magnitude before falling out of equilibrium and undergoing
a glass transition at temperature Tg. Values for the glass transition temperature vary from below 100K to
beyond 400−500K [40, 41]. There is further material dependence in the approach to Tg. For some materials,
denoted strong glass formers, the Arrhenius regime extends right up to the glass transition temperature
(purple line in Fig. 1.2) resulting in a gradual transition. In other materials, the Arrhenius barrier is small
and hence the relaxation time remains small until very close to the glass transition, at which point a massive
non-Arrhenius increase in relaxation time occurs (teal curve in in Fig. 1.2). These materials are denoted
weak or fragile glass formers. A measure of the abruptness of the glass transition is the dynamic fragility,
defined via [40, 41]:
m =
∂ log10 τα
∂Tg/T
∣∣∣∣
T=Tg
(1.1)
This simply characterizes the slope of the τα curve on a log-linear plot at the glass transition. Typical
fragilities in most materials vary from 20 to 200, where the lower fragilities correspond to strong glass
formers (like SiO2). Some of the highest fragilities (weakest glasses) are observed in polymeric systems. A
few of the biggest outstanding questions in glass physics are related to the origins of the material dependence
of Tg and m.
It has been long established that the slowing down of dense liquids is tied to the phenomenon of “caging” ,
where the motion of a particle is restricted by the dense packing of the surrounding particles. The relaxation
of a tagged particle, and hence the fluid itself, then requires a cage rearrangement which is characterized
by both local and collective thermal fluctuations of the surrounding fluid [21, 38, 39, 52–56]. There has
been a great amount of theoretical work related to understanding caging and the subsequent relaxation in
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Figure 1.2: (main) Schematic of the Angell plot which shows the log of the alpha relation time τα relative
to the short time scale τ0 as a function of inverse temperature T relative to the glass transition temperature
Tg. The glass transition here is defined as when the relaxation time exceeds 10
14τ0. The low temperature
regime is characterized by a linear Arrhenius regime, where the relaxation is characterized by an energy
barrier E such that τα ∼ exp[βE]. The abruptness of the glass transition is characterized by the dynamic
fragility m defined in Eq. (1.1). (inset) A schematic of caging that leads to dramatic slowing down.
supercooled liquids. One of the largest initial advances in understanding came from a class of microscopic
force-based theories called the self consistent mode coupling theories (MCTs) [19, 21, 57], in which the
primary assumption is that the dynamics of the fluid are coupled to the equilibrium packing structure of
the fluid. While there are many success of MCTs, all are limited by a Gaussian-like approximation that
leads to unphysical kinetically arrested states. Many attempts have been made to restore non-Gaussian
fluctuations allowing further relaxation, however this remains an open problem at the most fundamental
statistical mechanical level [54, 58].
There remain many open questions in the dynamics of supercooled liquids, including but not limited
to: (i) What is the role of particle-particle interactions (specifically attractions) on slow dynamics? (ii)
Is there some quasi-universality of slow dynamics in supercooled liquids? (iii) How are two (or more)
particles dynamically correlated in supercooled liquids? In the work presented here, we attempt to explore
the consequences of these questions using a single and two particle version of MCT and recent qualitative
extensions of such theories to treat activated dynamics such as the nonlinear Langevin equation (NLE)
discussed in detail in Chapter 2. Specifically, we investigate question (iii) in Chapter 3, and questions (i)
and (ii) in Chapter 4.
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 dT
Figure 1.3: Schematic of polymer entanglements. A polymer chain (purple) is confined by constraints of
other interpenetrating chains (teal points) leading to interesting anisotropic behavior. In the two dimensions
transverse to the chain backbone, the polymer becomes dynamically localized in a tube (orange) of diameter
dT . Motion is hence restricted to 1D reptation motion along the polymer backbone (teal arrow).
1.2 Topology: Entangled Polymers
While excluded volume effects of small molecules are conceptually well understood in terms of the caging
picture, for polymers the situation is complicated due to the connectivity constraints of chains. While con-
nectivity does not preclude the presence of a glassy state (Section 1.1) at high densities and low temperatures,
it provides a secondary path to slow dynamics arising from the fact that two chains cannot dynamically cross
[3, 31, 42–46]. This uncrossability is the foundation of polymer entanglements which we overview in this
section.
The primary experimental means of studying polymer dynamics is via macroscopic rheology where the
relaxation spectrum of chains of varying molecular weights are studied under semi-dilute (with solvent)
and melt (no solvent) conditions [3, 31, 46]. For low molecular weight chains, the shear modulus relaxes
relatively quickly but in an anomalous manner; not a simple viscous relaxation. Theoretically it has been
well-established that this behavior arises due to the relaxation of the internal conformational modes of the
chain with or without hydrodynamic coupling as described in the Rouse and Zimm models, respectively
[32, 59, 60]. In the simpler Rouse model (no hydrodynamics) the terminal (longest) relaxation of a chain is
predicted to scale with molecular weight as τf ∼M2 [32, 59].
For large molecular weights (long chains) a distinctly different behavior is observed in the rheological
experiments; a plateau develops in the shear modulus at intermediate times and the subsequent relaxation
is extremely slow τf ∼ M3.4. A phenomenological model for the plateau and slow relaxation called the
reptation-tube model was first proposed by Edwards and deGennes [32, 43–45]. The fundamental assump-
tion of the theory is that the dynamics of a single chain are severely restricted by the presence of many
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surrounding, interpenetrating chains (Figure 1.3). The main consequence of these constraints is that a poly-
mer becomes dynamically localized transverse to its backbone in a tube [43, 44]. This restricts diffusive
motion to the one dimension along the backbone, and is called reptation. Due to the anisotropic nature of
reptation, motion is very slow [45].
The postulated (not derived) original reptation tube model of Edwards and de Gennes incorporates one
phenomenological parameter, the tube diameter dT , from which the dynamics are determined. This length
scale characterizes the transverse confinement of chains (Figure 1.3) which can be related to the plateau
modulus through analogies with crosslinked rubber systems. This analogy suggest the plateau modulus is
given by [31, 32]:
Ge = C
kBT
p d2T
∝ kBT
d3T
(1.2)
where kBT is the thermal energy, C is a constant of order unity, and p is the “packing length” or ratio of
the space filling volume of the polymer to the mean-square end-to-end distance. In polymer melts, the tube
diameter has been found to be proportional to the packing length dT = 18p for a vast array of chemistries
[61], motivating the final proportionality in Eq. (1.2). Since p ≈ 0.2−0.4nm in melts, the tube diameter is a
mesoscopic length scale; beyond the local statistical segmental scales [61]. Additionally if the reptation tube
model is adopted, a scaling argument by deGennes for the terminal relaxation of the chain finds τf ∼M3d−2T ,
which is close to the observed relaxation [32, 45].
While there are many successes of the reptation-tube model there remain many open questions. Perhaps
most importantly, what is the fundamental microscopic foundation for the formation of the tube? In other
words, how do the local repulsive forces of polymer chains in conjunction with the connectivity constraints
lead to the tube-like localization? Answers to these questions would provide a concrete foundation for the as
of yet phenomenological tube model. In addition to this, there are many other secondary questions: (i) What
are the polymer chain dynamics inside the tube length scale? (ii) How are the dynamics of two polymers
confined to their respective tube correlated? (iii) What is the role of polymer architecture on topological
interactions? How do the dynamics of collapsed globules or rings differ from those of linear chains? (iv) How
does chain connectivity affect the motions of nanoparticle or colloidal fillers added to polymeric fluids? (v)
How do attractions and chemical crosslinks modify the entanglement problem? We address many of these
questions in chapters 5 - 8, however much of question (v) is left to future work.
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1.3 Attractive Forces: Physical Bonding and Gelation
While the previous two sections focus mainly on the consequences of repulsive interactions, attractions can
also affect viscoelastic behavior in small molecule, colloidal, and polymeric fluids [15, 47–51]. The presence
of even modest attractions  ∼ 3 − 5kBT can lead to the formation of transient bonds which dramatically
slow down the motion of particles. Under certain situations (long bond lifetime, and dense “enough”) these
systems can form networks of particles (or chains) which percolate and create a soft solid like material.
Relaxation of such “gels” then often occurs in several steps: first bond breaking must occur, then the
relaxation of the surrounding fluid must occur [15, 47–51]. For dense enough small molecules or colloids,
this fluid relaxation is related to cage escape, while for polymers it is related to Rouse or reptative-like chain
relaxations. Due to the presence of complex interactions and multiple relaxation processes, such systems
provide interesting playgrounds for study.
While most discussion of gelation is beyond the scope of this thesis, there are still many questions
involving attractions that we studied. Specifically in chapter 4 we investigate the role of attractions in the
glass transition, and in chapter 5 we investigate briefly investigate the role of attractions in nanoparticle
probe motion. Additionally there is a natural extension of some of our polymer work to study ionomers and
polymeric gels.
1.4 Thesis Overview
In this thesis, we focus on understanding the influence of and interplay between excluded volume, topo-
logical constraints, and repulsions in many different fluid environments (Figure 1.4 and Table 1.1). While
these various topics and systems seem disparate, we base our theoretical understanding of all topics on the
microscopic force-based statistical mechanics of the liquid state. Given the foundational similarities of the
various different theories employed in this work, Chapter 2 provides a basic theoretical overview for both
the static equilibrium and dynamic properties of liquids. Following Chapter 2 each subsequent chapter (3
- 8) focuses on the investigation of these themes in a distinct physical system. Chapters 3 and 4 focus on
the role of excluded volume and attractions in colloidal and viscous liquids, while chapters 5 - 8 study the
role of topological constraints, excluded volume, and attractive forces in various polymeric systems. Finally
Chapter 9 presents some insights to future topics that may be studied with the techniques presented here.
In Chapter 3, we study colloidal fluids in quasi-2D and 3D at various densities (Fig. 1.4 bottom left),
with the primary goal of understanding the short-time relative diffusivity of two particles as a function
of their separation. This approach provides a alternate, non-invasive means of probing microrheology.
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Table 1.1: Outline of Thesis Topics. † Polymer Nano-composite, *Attractive forces were studied but not of
primary interest
Chapters Project Excluded Volume Topological Constraints Attractions
3 Relative Motion in Dense Colloidal Systems x
4 Attractive Forces in Supercooled Liquids x x
5 Probe Motion in PNC† x x x*
6 Relative Motion in Entangled Biopolymers x
7 Microscopic Description of Entanglements x
8 Dynamics of Globule and Ring Polymers x x
Two particle correlations are divided into two contributions: hydrodynamic (solvent mediated) and non-
hydrodynamic (those due to forces from other colloids). A two particle version of MCT is adopted for the
non-hydrodynamic correlations, which relates the force correlations to the packing structure and the fixed
separation constraint. At short-separations, we argue that non-hydrodynamic correlations dominate. The
quasi-2D results are found to agree with recent experiments, while the 3D results provide predictions for
future experimental work.
In Chapter 4, we continue our investigation of dynamics and excluded volume in the context of small
molecule liquids (Fig. 1.4 bottom right), where attractive van der Waals forces may be very important.
Recently, joint simulation and theory work have investigated the role of attractions in the glass transition.
They concluded that the standard MCT approaches do not properly capture the dynamical consequences of
attractions. We propose an alternative new microscopic approach, which incorporates both pairwise forces
and equilibrium structure. When this new theory is employed to study the Lennard Jones liquid, we find a
no adjustable parameter agreement with the recent simulations. Additionally for a wide range of densities
and pressures, the dynamics is found to collapse in agreement with recent studies of universal aspects of
supercooled liquids. Additionally we briefly address the effect of attractions on glass and gel-like dynamics
of dense colloidal suspensions.
Starting with Chapter 5, we switch gears from focusing on excluded volume to focusing on topological
constraints in polymeric fluids. The primary goal is to understand how chain connectivity in conjunction
with repulsions leads to interesting and unique dynamical behavior. In chapter 5, nanoparticle motion
in polymer nanocomposites is studied. Specifically we investigate the localization and subsequent activated
hopping of a nanoparticle in chemically crosslinked and entangled melt-like polymers (Fig. 1.4 middle right).
The primary goal of this work is to understand how the permanent topological constraints of crosslinked
polymers lead to a dramatic slowing down of nanoparticle dynamics. Additionally the role of activated
hopping in melts, where topological constraints are temporary, is studied. Finally the role of finite excluded
volume and attractive forces in nanoparticle dynamics is studied.
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Figure 1.4: Outline of thesis topics, divided into the three broad categories of excluded volume interactions,
topological constraints, and attractive forces. A schematic of the system studied in each subsequent chapter
is given starting with Chapter 3 in the bottom left corner and moving counter-clockwise.
The role of topological interactions in entangled rigid biopolymers is studied in Chapter 6 (Fig. 1.4 top
right). We argue that on mesoscopic lengths and time scales the correlated motion of two reptating polymers
is influenced by their geometric packing. At intermediate times, after the polymers have equilibrated in their
tubes but before they reptate, dynamic density fluctuations can be averaged over the tube diameter. These
renormalized cylinders are densely packed and hence inter-polymer dynamic correlations can emerge due
to the deGennes correlation hole. By adopting the renormalized cylinder picture with the single and two
particle mode coupling theories of Chapter 3 applied at the rod center of mass level, the intermediate time
diffusivities are calculated. At the single rod level, no renormalization is found which is consistent with the
deGennes reptation picture. For the two-rod relative diffusivity a strong non-hydrodynamic contribution is
predicted at small separations and the hydrodynamic contribution is recovered only for separations beyond
the rod length. Comparisons to recent experiments and testable predictions are made. Ultimately these
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results provide interesting insight into the space-time correlations of multiple polymers equilibrated in their
tubes.
In Chapters 5 and 6, the focus was on the consequences of the reptation tube model for the dynamics
of rods and nanoparticles. Chapter 7 considers the more fundamental question; what are the microscopic
foundations of the polymer tube? More specifically, how does the isotropic Rouse model break down re-
sulting in segmental localization inside the tube (Fig. 1.4 top left)? The polymer chain is modeled via
a generalized Rouse model, which incorporates both intra-polymer connectivity and inter-segment interac-
tions. The intermolecular forces are related to the inter-chain equilibrium structure and the long time limit
of the matrix dynamic second moment of the chain is calculated. Beyond a certain chain length, the chain
becomes localized and the segmental localization length (half the tube diameter) is found to be proportional
to the polymer packing length, consistent with experiments. In addition to this the dynamics of the polymer
inside the tube length scale is studied. Finally, when chains are allowed to cross either by softening the
hard repulsions or by softening the Rouse springs, this localized state is predicted to vanish. Hence, this
theory provides a fundamental force-based argument for why isotropic motion breaks down, “entanglements”
emerge, and motion becomes anisotropic.
The final system, studied in Chapter 8, is that of globular polymers in concentrated solutions and melts
(Fig. 1.4 middle left). The motivation for this work is the recent simulation work on ring polymers. In
equilibrium, high molecular weight rings in dense liquids are found to collapse such that the intra-molecular
structure factor mimics that of a space-filling collapsed globule on large length scales. Locally, however,
the rings still reflect the fact they are composed of linear chains and experience limited intermolecular
interpenetration. The crossover length scale from globular to chain like behavior is observed to be intrinsic
(independent of ring size) and mesoscopic, and has been recently suggested to be related to the tube diameter
of the analogous linear chain. This has interesting dynamical consequences in that the rings massively slow
down as their size is increased, which may be related to a macromolecular glass-like transition. In this chapter
we propose a new theory based on the center of mass limit of the generalized Rouse model presented in the
previous chapter. Using this theory we adopt two models of equilibrium structure: a pure fractal globule, and
an interpenetrating globule. The pure globule model is relevant to systems such as soft microgel particles,
where no interpenetration of polymers occur. On the other hand, the second model mimics the simulated
intra-ring structure factor and related to generic globule-like polymers with limited interpenetrating. For
the pure globule, we find the dynamic theories reduce to a soft colloidal picture which depend only on the
polymer volume fraction of chains. For the interpenetrating globule, we predict a size dependent localization
transition similar to what is suggested by recent simulations.
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The work presented in the middle six chapters provides foundational advances in understanding slow
dynamics in the liquid state of various systems. All studies probe the influences of excluded volume, topo-
logical constraints, and attractive forces on the dynamics of the constituent fluid particles. This work opens
the door to studying many new topics, which are briefly summarized in Chapter 9.
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Chapter 2
Theoretical Foundations of Liquid State
Theory
Over the last 50 years there have been numerous advances in the understanding of equilibrium static and
dynamic correlations in dense liquids [1–7]. These advances are primarily rooted in the statistical mechanics
of an Avogadro’s number of strongly interacting particles which is intractable even for the simplest systems.
To further complicate theoretical approaches, for many interesting systems the particle number density is
high and hence such systems cannot be treated with perturbative approaches. As a consequence many
approximate theories have been developed and refined to describe the static and dynamic correlations in the
liquid state.
In this chapter, we overview the common theoretical approaches to understanding the statics and dy-
namics of the liquid state. Many of the techniques presented here have been employed and/or generalized
in the remainder of the thesis. In Section (2.1) the integral equation approaches [1, 8–11] for understanding
equilibrium structural correlations are reviewed for spherical particles and molecular systems. In Section
(2.2) we discuss the dynamical theories based on the Generalized Langevin Equation [2] and extensions.
2.1 Equilibrium Structural Models: Integral Equation Theories
For the work presented here we focus on isotropic, homogeneous liquids where the equilibrium correlations
are translationally and rotationally invariant. In addition, we restrict analysis to density correlations at
the pair (two-particle) level. There are two primary correlation functions of interest: the intermolecular
pair distribution function g(r), and the collective static structure factor S(k), which quantify total density-
density correlations in real and Fourier space, respectively. The quantity 4pir2drρg(r) gives the average
number of particles a distance r from a tagged particle at the origin (Fig. 2.1), while S(k) is typically
measured in scattering experiments [1]. The primary goal of equilibrium liquid state theory is to develop
approximations for these and related structural quantities from knowledge of the pair interactions and the
thermodynamic state (pressure, temperature, density). A perturbative approach is not appropriate at high
densities, so a common alternative is to keep all terms in the perturbation expansion and then invoke a
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”closure” approximation.
2.1.1 Spherical Particles: The Ornstein Zernike Equation
Consider a system of N spherical particles of diameter σ, held at number density ρ, that interact via a pair
potential U(r) (Fig. 2.1 inset). The radial distribution function is defined as the excess density around a
tagged particle [1].:
g(r) ≡ ρ−2 〈ρ(~r)ρ(0)〉 (2.1)
where ρ(~r) =
∑N
i=1 δ
(
~r − ~Ri
)
is the single particle density field such that 〈ρ(~r)〉 = ρ [1]. At large separations,
the single particle density is independent of the tagged particle and the average in Eq. (2.1) is separable
< ρ(∞)ρ(0) >≈< ρ(r) >< ρ(0) >= ρ2 and hence g(r →∞)→ 1. It is often convenient to subtract off this
random part of the pair distribution function and define h(r) ≡ g(r)− 1.
In dense liquids, even short range interactions characterized by U(r) can lead to correlations beyond the
particle size scale. Hence, h(r) is divided into two parts, correlations on the length scales of the interactions
and longer range correlations. The short range, two particle contribution is characterized by the direct
correlation function C(r). From this, the longer range many particle effects are expressed as a power series
in the density as:
h(r) = C(r) + ρ
∫
d~r1C (|~r1|)C (|~r − ~r1|) + ρ2
∫
d~r1d~r2C (|~r1|)C (|~r2 − ~r1|)C (|~r − ~r2|) + ... (2.2)
Each term in this expansion represents correlations between two tagged particle due to interactions with
0, 1, 2... intermediate particles. For dense fluids all terms must be kept. This is formally achieved by re-
expressing the sum recursively via:
h(r) = C(r) + ρ
∫
d~r1C (|~r1|)h (|~r − ~r1|)
h(k) = C(k) + ρC(k)h(k) (2.3)
where in the second line the Fourier transform, f(~k) =
∫
d~r f(~r)ei
~k·~r, has been performed. Equation (2.3)
is known as the Ornstein-Zernike (OZ) equation [1] and represents the formal starting point of integral
equation theories of spherical particles. The OZ equation is underdetermined for h(r); to solve a closure
approximation is required which relates C(r) to the pair potential, thermodynamic state, and h(r).
In this thesis, we primarily employ two common closures: i) the Percus-Yevick (PY) and the (ii) Hyper-
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Figure 2.1: Site-site pair distribution function g(r) of hard sphere liquids at different fixed volume fractions
η = piρσ3/6. The volume fraction varies from η = 0.2 (purple, lowest amplitude oscillations) to 0.50 (green,
highest amplitude oscillations). The separation r is normalized by particle diameter σ. (inset) Schematic of
a hard sphere fluid, where g(r) is measured from the tagged (orange) particle.
netted chain (HNC) closures. These are both based on approximations of diagrammatic expansions, the
details of which will not be discussed here. The results yield the following expressions [1]:
C(r) =
(
1− eβU(r)
)
g(r) (PY ) (2.4)
C(r) = −U(r) + h(r)− ln g(r) (HNC) (2.5)
These closures in conjunction with the OZ equation (Eq (2.3)) uniquely determine h(r) in terms of the
density ρ, temperature, and interaction parameters of U(r). From this the structure factor can be calculate
via S(k) ≡ 〈ρ(k)ρ(−k)〉 = 1 + ρh(k), where ρ(k) is the Fourier transform of the local density. While
the specific choice of closure will yield quantitatively different structures in general, the basic features are
universal for systems not close to a critical point. Figure 2.1 shows characteristic g(r) curves for a hard
sphere fluid at fixed volume fraction η = ρpiσ3/6. As the volume fraction is increased the non-random
correlations increase, as seen by the increasing amplitude of oscillations. This effect is due to the hard
core constraint which yields increased packing correlations at high densities. In this thesis, the PY closure
is applied to systems of hard spheres (possibly with short ranged tails), while the HNC approximation is
primarily applied for particles embedded in polymeric systems.
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2.1.2 Generalized Integral Equation Theories: RISM and PRISM
It is possible to generalize the OZ equation to both multicomponent systems and molecular and polymeric
systems [9–11]. These generalizations occur in two parts based on the size of the molecules. For generic
small rigid molecular systems, the reference interaction site model (RISM) is employed [10, 11], while for
long flexible molecules, the polymer RISM (PRISM) is employed [9]. Here we briefly overview the general
ideas of both.
The main assumption to move from the OZ equation to RISM is that every molecule can be represented
by bonded interaction sites which interact via the site-site pair potential Uαβ(r), where α, β correspond to
different species of sites, which can be on the same or different molecules [10, 11]. The basic analysis from
the previous section can then be generalized in two steps: i) the correlations functions h(r), C(r), and S(k)
are generalized to matrices of correlation functions, and ii) additional terms must be included to account for
the fact that correlations can propagate through both bonding constraints and intermolecular interactions
[10, 11]. The latter contribution is captured by the intra-molecular structure factor ωαβ(k) defined in a
manner analogous to S(k) restricting the densities to be on the same molecule. There are two important
limits of ω. First by definition if two sites are on different molecules ωαβ = 0, and second if the molecules
are composed of only one site ωαα → δαβ recovering the spherical particle OZ equation.
In Fourier space RISM theory is then expressed by [10, 11]:
H(k) = Ω(k)C(k) [Ω(k) + H(k)] (2.6)
where H has elements ραρβhαβ(k), C(k) is the matrix of direct correlation functions Cαβ(k), and Ω(k) is
the intramolecular structure factor matrix with elements ραωαβ . The dimensional collective static structure
factor matrix, S′αβ(k) = (ραρβ)
1/2Sαβ(k), is given by:
S′(k) = Ω(k) + H(k) = (I−ΩC)−1 Ω (2.7)
where I is the identity matrix. The closure equations generalize for each component of the matrices. RISM
is general in the sense that it can handle molecular and multicomponent systems. For rigid molecules, Ω(k)
is easily calculated, however for flexible molecules it should be solved for self-consistently. In practice, a
model form of Ω(k) can be employed for polymers based on known physics [9].
The numerical tractability of RISM becomes difficult as the number of component sites becomes large,
due to the matrix inversion. This becomes truly problematic for polymeric systems where the number of
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sites on a molecule can be in the thousands or millions. Thus, an approximate form of RISM was developed
for very long polymeric molecules, called PRISM [9]. The main approximation of PRISM is that for large
enough chains, end effects can be explicitly ignored. For homopolymers this implies that every site along
the chain is on average identical to every other site and the matrix correlations can be pre-averaged. The
matrix RISM equation then reduces to a single scalar equation [9]:
h(k) = ω(k)C(k) [ω(k) + ρsh(k)] (2.8)
where h, C, and ω are now the site-average versions of the matrix correlations, ρs ≡ Nρ is the site density,
and ρ is the molecular density. Specifically:
ω(k) =
1
N
N∑
α, β=1
ωαβ(k) (2.9)
where N denotes the total number of sites on a chain and the sum is restricted to a single chain. The closure
for C(r) is naturally generalized, while models for ω(k) vary depending on different chain architectures and
degree of local chemistry. The simplest model is the ideal freely jointed, or Gaussian, chain. Finally, PRISM
can be generalized to multicomponent systems (composites or copolymers) by restoring the matrix nature
of RISM at a reduced site-averaged level [9].
2.2 Viscoelastic Dynamics and Langevin Based Theories
The goal of dynamical theories of the liquid state is to capture the full relaxation spectrum of the liquid.
This is often probed in experiments by the dynamic structure factor S(k, t) ≡ 〈ρ(k, t)ρ(−k, 0)〉, the shear
modulus G(t), or the single particle mean-square displacement, which all exhibit slow dynamics at high
density or low temperature [1, 2, 7, 12–16]. As with the equilibrium statics, dynamical models for the
liquid state cannot be perturbative. We aim to avoid phenomenological models and retain a force-based
approach. The starting point of any such theory is Hamiltonian mechanics, however given the large number
of degrees of freedom for a liquid exact solutions are intractable. In turn, reduced equations of motion are
established by projecting onto the relevant variables. This results in integro-differential equations which
much be approximately solved [2, 17–19]. For this thesis, the focus is largely on understanding the motion
of single particles or molecules in dense liquids. In this overview of the dynamical theories, we consider only
spherical particles. Macromolecular dynamics are largely discussed in Chapters 6-8.
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2.2.1 Reduced Equations of Motion: Generalized Langevin Equation (GLE)
Consider a liquid of N spherical particles, the full classical mechanics of which can be described in terms of
the time dependent positions ~rα and momentums ~pα of all N particles. The equations of motion are then
given by Hamilton’s equations [20]:
d
dt
~rα(t) =
~pα(t)
m
d
dt
~pα(t) = −∂H
∂~r
(2.10)
where m is the particle mass, and H is the Hamiltonian of the system. In general, Eq. (2.10) is impossible
to solve as there are 6N , highly non-linear, coupled differential equations.
The foundations of any force-based approximate theory is a formally exact rewriting of Hamilton’s
equations, first developed by Mori and Zwanzig [2, 18, 19]. The main idea is to project the dynamics
into two subspaces of the full phase space: the subspace of the relevant variables and the corresponding
orthogonal subspace. While the Mori-Zwanzig projection idea is general, in this thesis we focus on single
and two particle (or molecule) dynamics.
For illustration, consider the equations of motion for the position and momentum of a single tagged
particle ~r0 and ~p0, respectively. In this case, Hamilton’s equations reduce to [2, 18, 19]:
d
dt
~r0(t) =
~p0(t)
m
d
dt
~p0(t) = −
∫ t
0
dτ M(t− τ)~p0(τ)
m
+ ~FQ(t) (2.11)
Where ~FQ(t) is the net force on the tagged particle and the Q subscript denotes dynamics are in the space
orthogonal to ~r0 and ~p0. The most striking difference between Eq. (2.11) and Eq. (2.10) is the introduction
of the non-local in time memory, characterized by the memory kernel M(t). A generalized version of the
fluctuation-dissipation theorem relates M(t) to the force-force time correlation function via [2, 18, 19].:
M(t) =
β
3
〈
~FQ(t) · ~F (0)
〉
(2.12)
β = 1/kBT is the inverse thermal energy. While Equations (2.11) and (2.12) are a formally exact rewriting
of Hamilton’s equations, they are in general intractable due to the unknown dynamics in the projected space
Q. Additionally if such dynamics were exactly known, then Hamilton’s equations could be formally solved.
Thus, approximations of the force-force time correlation function are in general necessary.
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For liquids, the dense environment causes the tagged particle to collide often with neighboring particles
and so momentum correlations rapidly decay [3, 14, 16, 21]. Hence a widely adopted approximation is the
overdamped limit for which inertia can be ignored, m→ 0. Additionally the net force is split into two parts:
a quickly relaxing part ~ξ(t) (relevant to very small length scales) and a slowly relaxing part δ ~FQ(t). Applying
these two approximations in Eq. (2.11) yields the generalized Langevin equation (GLE) [2, 3, 22–24]:
ζ0
d~r0(t)
dt
= −
∫ t
0
dτ K(t− τ)d~r0(τ)
dτ
+ ~ξ(t) + δ ~FQ(t) (2.13)
where K(t) is related to the slowly relaxing force δ ~FQ(t) in a manner analogous to Eq. (2.12) and the
friction ζ0 is related to the quickly relaxing force ~ξ(t) via the more standard fluctuation-dissipation theorem:
〈
~ξ(t) · ~ξ(0)
〉
= 6kBTζ0 δ(t). (2.14)
In the long time limit, t → ∞, Eq. (2.13) has two generic solutions for the mean square displacement
(MSD) of the particle µ2(t) ≡
〈
(~r0(t)− ~r0(0))2
〉
. First if the force-force correlations fully decay K(t →
∞) → 0, then the particle undergos diffusive behavior µ2(t → ∞) ≈ 6D∞t where D∞ = kBT/ζ∞ is the
diffusion constant defined via the long time renormalized friction:
ζ∞ = ζ0 +
∫ ∞
0
dtK(t). (2.15)
This long time diffusive behavior is characteristic of all liquids. On the other hand if there are persistent long-
time force-force correlations (K(t→∞) 6= 0), then a solid-like behavior is observed. This is characterized
by a finite MSD solution to Eq. (2.13):
µ2(t→∞) ≡ r2L =
3kBT
K(∞) 6=∞. (2.16)
Here rL is the localization length. These two solutions fully characterize the regime of possibilities at long
times. The goals of any subsequent approximations are to model K(t).
2.2.2 Approximations of the Force Force Time Correlations
In this thesis, we employ two main approaches for approximating the force-force correlations: a mode
coupling theory (MCT) and a projectionless dynamics theory (PDT). The PDT is a new approach developed
in Chapter 4 and hence we delay all discussion of it until then. Here we overview a single particle version of
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Figure 2.2: Schematic representations of the dynamical theories. (A) In NMCT, the effective forces on a
tagged (orange) particle are approximated by gradients of the direct correlation function ~∇C(r) and the
forces are initially correlated by collective liquid structure S(r). Force correlations relax via two parallel
channels: single particle motion (Γs), or collective liquid relaxation (Γc). (B) A characteristic NLE dynamic
free energy Fdyn profile in the transiently localized state as a function of the particle scalar displacement r.
The locations of the minimum and maximum are given by the localization length rL and barrier positions
rB , respectively. In order for the liquid to relax, a particle must diffuse over a barrier of height FB which
takes a time τNLE given by Eq. (2.21).
MCT called the na¨ıve mode coupling theory (NMCT) [21–24].
NMCT is founded on three approximations: (i) the forces are projected onto bilinear products of the
density
∣∣∣ρs(~k)ρc(−~k)〉 where ρs(~k) = exp [i~k · ~r0] is the tagged particle density and ρc(~k) is the collective
density of the surrounding liquid. (ii) The projected dynamics of the GLE is approximated as the real
dynamics of the system, thereby necessitating self-consistency, and (iii) any four-point correlations are
factorized to pair level in a Gaussian manner [21–24]. Applying these approximations to the force correlations
yields:
K(t) =
kBTρ
3
∫
d~k
(2pi)
3 (kC(k))
2
S(k) Γs(k, t) Γc(k, t) (2.17)
Figure 2.2A schematically represents the physics of Eq. (2.17). The forces have been replaced by effective
forces which in real space are ~Feff = kBT ~∇C(r), the gradient of the direct correlation function. The force
correlations relax via two parallel channels: the single particle and collective density relaxation which are
characterized by the dynamic propagators Γs(k, t) and Γc(k, t), respectively.
To proceed, models for the dynamic propagators must be made. Generally these models depend on
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the system and question of interest. Here we focus on long time localization, for which the single particle
density relaxation is approximated in the Gaussian Debye-Waller factor form Γs(k, t→∞) = exp
[−k2r2L/6]
[21–26]. This approximation is in the spirit of the Einstein amorphous solid (glass) for which each particle
is localized in a Gaussian well. For the collective density relaxation, a common approach is to adopted the
Vineyard approximation which relates the collective dynamics to single particle dynamics, Γc(k, t) ≈ Γs(k, t)
[27]. A slightly more sophisticated approximation accounts for the fact that dynamics are more correlated
when there are strong structural correlations. This is incorporated via the so-called deGennes narrowing
factor, for which Γc(k, t) ≈ Γs
(
k/
√
S(k), t
)
[28]. Combining these approximations with Equation (2.17) in
conjunction with Eqs. (2.16) and (2.17) yields a self-consistent equation for the localization length:
1
r2L
=
ρ
6
∫
d~k
(2pi)
3 (kC(k))
2
S(k) exp
[
−k
2r2L
6
(
1 + S−1(k)
)]
(2.18)
This closes the dynamical theory at the single particle level given the equilibrium structure as input.
For hard spheres, it has been shown that at low densities rL →∞, as expected for liquids. At a critical
density (close to the equilibrium crystallization density) a transition occurs leading to a localized state with
finite rL. This localized state is not physically expected to persist to t→∞ and is due to the small amplitude
Gaussian approximations of NMCT. This is the so called “ideal” localization transition generic to all mode
coupling type theories, and in reality signifies a crossover to no-Gaussian activated motion [21–24, 29–32].
2.2.3 Activated Motions and the Nonlinear Langevin Equation
One of the more successful extensions of NMCT to activated motion is the nonlinear Langevin equation
(NLE) [22–24, 29–32], in which the time dependence of the scalar displacement of a tagged particle r(t) =
|~r0(t)− ~r0(0)|. is given by:
ζ0
d
dt
r(t) = −∂Fdyn(r)
∂r
+ ξ(t) (2.19)
where ξ(t) is a Gaussian white noise term and is related to ζ0 as in Eq. (2.14). The key quantity is
the “dynamic free energy”, Fdyn, which is heuristically motivated by the NMCT equation under two main
assumptions [22, 24]. (i) The dynamic averages in the NMCT (Eq. (2.18)) are undone such that rL → r(t)
in the spirit of a dynamic local equilibrium approximation. (ii) In the absence of the thermal fluctuations,
the steady state solution of Eq. (2.19), ∂Fdyn/∂r = 0, must recover the localization condition of Eq. (2.18).
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These assumptions lead to the form [22, 24]:
βFdyn(r) =
3
2
log
(
3
2r2
)
−
∫
d~k
(2pi)3
ρC2(k)S(k)
1 + S−1(k)
exp
[
−k
2r2
6
(1 + S−1(k)
]
(2.20)
The first term on the right hand side of Eq. (2.20) represents short time free diffusion in the liquid-like state,
while the second term captures the influences of many body caging and localization.
In the NLE theory, the ideal localization transition of NMCT corresponds to the development of a local
minimum and barrier in Fdyn. In turn, for subsequent relaxation the tagged particle must diffuse over the
dynamic barrier which corresponds to local cage rearrangements or structural relaxation in the liquid, as
depicted in Figure 2.2B [22, 24]. The mean time for such a process is associated with the Kramer’s mean
first passage time over the barrier which is calculated via [2]:
τNLE = 2βζ0
∫ rB
rL
dr exp [βFdyn(r)]
∫ r
0
dr′ exp [−βFdyn(r′)] (2.21)
where the first integral varies from the minimum of Fdyn (which corresponds to the transient localization
length) to the barrier position rB (Fig. 2.2). For barriers modestly larger than thermal energy, this expression
reduces to:
τNLE = τ0
2pi√
KLKB
exp [βFB ] (2.22)
Where τ0 = βσ
2ζ0 is the short diffusive time scale, Ki is the absolute value of the dimensionless curvature
of Fdyn at the corresponding position, and FB is the barrier height.
While the NLE theory is successful in capturing colloidal relaxation and the precursor regime in molecular
liquids, it does not properly capture the full 14 orders of magnitude of relaxation times for fragile glass
forming liquids [22–24, 29–32]. This was recently show to be due to the local nature of the NLE; it does not
capture longer range (beyond the local cage) collective behavior due to elastic coupling in the material. A
recent extension of the NLE, called the elastically cooperative NLE (ECNLE) corrects for this [30–32]. The
ECNLE is not the primary focus of this work and is largely discussed and employed in Chapter 4.
2.3 Discussion
In this thesis we employ the integral equation theories for statics in conjunction with the NMCT and NLE
to explore the dynamics of the various systems outlined in Chapter 1. While in many cases the theory must
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be generalized from the simple examples above, the fundamental ideas remain; the dynamics of dense liquids
can be understood from the forces and equilibrium structure of the fluid in a self consistent manner. As
demonstrated here, this bottom-up approach is useful for understanding the dynamics of a diverse array of
systems.
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Chapter 3
Correlated Two-Particle Diffusion in Dense
Colloidal Suspensions at Early Times: Theory
and Comparison to Experiment1
3.1 Introduction
It was an enormous insight in the 19th century when Brownian motion was discovered in colloidal sus-
pensions [2]. The implication that elementary units are persistently mobile is fundamental to our modern
understanding of many material properties, particularly in soft matter [3]. To date, the space-time cor-
relation of the Brownian motion of two particles can be used to extract the rheological properties of soft
materials and biological media, an approach called two-point microrheology [4–7]. When dilute large tracer
particles are suspended in a material, their long-range hydrodynamic interaction requires their Brownian
motion to be correlated [8–12], and from its measurement the material mechanical properties can be deduced.
Extensive effort has been given to understanding how an interface may change the correlation between the
hydrodynamic diffusion of a pair of dilute tracer colloids [8, 9].
For non-dilute suspensions, the two particle correlated motion cannot be a priori assumed to be solely
controlled over all length and time scales by solvent-mediated hydrodynamic interactions. Multiple funda-
mental questions arise including the relative and absolute importance of (i) possible exponential suppression
(“screening”) [13–21] of hydrodynamic forces on “molecular” length scales, (ii) non-hydrodynamic two-
particle dynamic correlations (which must exist) due to effective interparticle forces and fluid packing corre-
lations [22–32], and (iii) fluid-density-dependent renormalization (modified prefactor, also called “screening”
[16, 17, 33]) of the very long range hydrodynamic interactions on scales where the fluid is a structural contin-
uum. A high level, poorly understood, question is the relative importance of solvent-mediated hydrodynamic
versus non-hydrodynamic mechanisms for inducing space-time displacement correlations in chemically and
structurally distinct suspensions as a function of colloid density, length scale and (effective) spatial dimen-
sionality. This problem was recently studied theoretically for two large colloids suspended in unentangled
and entangled polymer liquids [28].
In this chapter we develop a non-hydrodynamic statistical mechanical theory to study the correlated two
1This chapter has been adapted from a previous publication [1] with permission from the authors. Copyright 2015 American
Physical Society.
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particle displacements of repulsive colloidal suspensions in 2 and 3 dimensions. One of the primary motiva-
tions of this work is the recent experiment [1] on the relative motion of two colloidal particles sedimented
to form an effective 2-dimensional fluid at a planar solid surface at short times. Two fluid area fractions are
studied, η2 = 0.188, 0.503 with focus on the short-time regime for which (nearly) Fickian dynamics applies.
Other similar experiments studied a single monolayer in colloidal suspensions tightly confined between two
solid surfaces or at the interface between two bulk liquid phases [8–12]. However, the experiment consider
here is effectively a supported monolayer [1]. This is potentially a major difference compared to prior studies
from the point of view of the nature of hydrodynamic effects which are sensitive to boundary conditions in
quasi-2D systems [12].
Figure 3.1 defines the relevant variables for our theory. The two particles of interest are initially at
positions ~rα. After an elapsed time t, they displace by ∆~rα(t) ≡ ~rα(t) − ~rα. Alternatively, their positions
can be expressed in terms of center-of-mass (CM), ~R(t) ≡ (~r1(t) + ~r2(t)) /2, and relative, ~r(t) ≡ ~r2(t)−~r1(t),
coordinates. The dynamic displacement cross correlation tensor of the tagged particles is then defined as:
↔
C12(r0, t) = 〈∆~r1(t)⊗∆~r2(t)〉r0 , (3.1)
where ⊗ denotes a tensorial outer product, and the restricted ensemble average 〈...〉r0 is performed at fixed
interparticle separation, r0, at time t. For isotropic and homogeneous systems,
↔
C12 decays to zero at very
large interparticle separations, and has only two independent elements: (i) the radial component along the
separation vector, and (ii) the transverse component, defined as:
Crr(r0, t) = 〈∆r1,r(t)∆r2,r(t)〉r0 (3.2)
Ctt(r0, t) = 〈∆r1,t(t)∆r2,t(t)〉r0 , (3.3)
Here, ∆rα,r(t) = ∆~rα(t) · rˆ0 is the displacement vector projected along the interparticle separation direction
and ∆rα,t(t) is the projection onto one of the (equivalent) directions transverse to ~r0. The off-diagonal
correlations between different directions vanish.
From a strictly hydrodynamic perspective, radial and transverse displacement correlations are expected
to be comparable. On the other hand, when particles that interact via a central pair potential of non-
hydrodynamic origin, one expects radial correlations to dominate over transverse correlations. This is easy
to see for two isolated particles since motion in any direction other than rˆ0 is uncorrelated (no force). At finite
particle densities, non-zero non-hydrodynamic transverse dynamic correlations will arise due to nonrandom
packing, but the radial correlations are still expected to dominate. This expectation is confirmed in the
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Figure 3.1: Coordinates used in our analysis. Two tagged spherical particles (orange) within a fluid of
identical particles (purple) all of diameter σ are initially located at positions ~r1 and ~r2 in the laboratory
frame. Alternatively, the center-of-mass, ~R, and relative, ~r, coordinates are defined. After a time t, the
tagged particles are displaced by ∆~rα(t)
experiments, and for the remainder of this chapter the focus is entirely on the radial correlations Crr of Eq.
(3.2).
Experimentally, there were distinctive differences between the displacement correlations at moderate and
high 2D packing fraction [1]. The former shows, to a very good approximation, an apparent power law de-
pendence of Crr(r0) over all separations measured, while the latter exhibits exponential decaying correlations
on the local structural scale which then cross over to the same apparent power law form at large interparticle
separations. To understand these observations, we employ a first principles, force-level, non-hydrodynamic
statistical mechanical theory. Hydrodynamics enters only via the short time single particle diffusivity. For
the required equilibrium pair correlation function, g(r), we adopt models of the experimentally measured
results. Using this, the non-hydrodynamic theory agrees quantitatively with the measurements without any
adjustable parameters. The theory is then extended to make predictions for 3D hard sphere fluids for which
experiments do not yet exist.
For context, a brief summary of relevant prior hydrodynamic theoretical work and experimental studies
is presented in section 3.2, followed by the formulation of the general aspects of our non-hydrodynamic
statistical mechanical approach for two-particle dynamics. Analytic results are derived for the displacement
correlations in limiting regimes for quasi-2D fluids in section 3.3. Section 3.4 presents the theoretical pre-
dictions for displacement correlations, and quantitatively compares them to the experimental results. The
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theory is applied to study 3D hard sphere fluids in section 3.5. The chapter concludes in section 3.6 with a
brief discussion. The final two sections 3.7 and 3.8 provide technical theoretical details for the one and two
particle problems, respectively.
3.2 Theory
We first briefly summarize recent hydrodynamic theory work and the corresponding experiments for colloid
pair dynamics. A general non-hydrodynamic theory framework is then developed which is applicable to
homogeneous fluids (no confining boundaries or interfaces) in any spatial dimension at short times.
3.2.1 Many Particle Hydrodynamics and Colloidal Experiments
The classic hydrodynamics problem concerns the diffusive motion of one or two large particles (diameter
σ) suspended in a small molecule liquid [2–4]. For pair dynamics, the focus is generally on their correlated
motion at large separations, r >> σ, where a continuum model is most appropriate. In dilute bulk 3D fluids,
the displacement correlation function is very long range with a spatial dependence of [4]:
Crr(r0, t)
t
∝ 1
ηsr0
, r0 >> σ (3.4)
where at very short times (or in the dilute 2-particle limit) ηs is the solvent viscosity, and at long times it
is the low frequency suspension viscosity.
Near an interface this behavior qualitatively changes. Combined experimental and theoretical work for
two colloids (infinite dilution limit) suspended at an elevation H above a solid surface found that in the
(asymptotic) limiting regime σ << H << r0 the displacement correlation decay much faster than in bulk
3D fluids as [8]:
Crr(r0, t)
t
∝ r−30 , σ << H << r0 (3.5)
Extensive studies [10–12] have been performed for quasi-2D dense suspensions (area fractions ranging
from 0.254 to 0.547) composed of a single monolayer confined between two solid surfaces. At large interpar-
ticle separations, an apparently universal behavior for all packing fractions studied was found [11]:
Crr(r0, t)
t
∝ r−20 , r0 >> σ (3.6)
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This power law decay is stronger than in 3D, but weaker than for the dilute problem near a single surface.
On smaller length scales, oscillatory displacement correlations were measured that correlate with the equi-
librium suspension structure [11]. A hydrodynamic theoretical analysis was performed that is in overall good
agreement with the measurements, albeit with the introduction of two fit parameters to quantify amplitudes
in the far and near field [11]. In this analysis, structural correlations, g(r), enter only via their modification
of the hydrodynamic mechanism for inducing displacement correlations. Specifically, the following additive
form was derived [11]:
Crr(r0, t)
tw2
= λ
(
σ
r0
)2
+ Cη2
(
σ
r0
)2
(g(r)− 1) (3.7)
where w is the film thickness, and C and λ are adjustable numerical prefactors. How the latter are influenced
by suspension volume fraction and suspension viscosity is not a priori obvious. A surprising result is that
the amplitude of the leading long range contribution was measured to be (nearly) colloid concentration
independent, and a hydrodynamics-based argument was advanced to explain this observation [11].
We note that the a priori validity of Eq. (3.7) at small interparticle separations is unclear given its
continuum hydrodynamic basis. Moreover, the question of possible exponential screening of near field hy-
drodynamic interactions [13–22] was not considered. Such exponential screening on “molecular” length scales
due to multiple scattering effects is well established in 3D polymer solutions [17, 16], and also for particle
suspensions in rigid porous media [20, 21]. However, it remains debated whether exponential screening exists
in colloidal suspensions where all particles are mobile. Arguments for [13] and against [14, 15] such screening
have been advanced, as has the concept of partial screening [18], and also the idea that screening depends
on nonuniversal features such as the range of electrostatic repulsions in colloidal fluids [19]. The issue of
exponential screening in dense quasi-2D suspensions seems even more poorly understood. However, we em-
phasize that uncertainties about how to analyze hydrodynamics in quasi-2D suspensions are not relevant in a
practical sense in this chapter since we consider only a non-hydrodynamic mechanism for inducing dynamic
displacement correlations. Of course, separating the consequences on correlated two particle dynamics of
hydrodynamic interactions and direct interparticle forces in dense suspensions is notoriously problematical.
Moreover, for quasi-2D systems the relative importance is likely nonuniversal given the sensitivity of hydro-
dynamic effects to sample configuration and hence boundary conditions [12]. We note that, as a matter of
principle, the theory developed below could be unambiguously tested using Brownian dynamics simulations
which remove many-particle hydrodynamic effects.
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3.2.2 Non-Hydrodynamic Approach: Generalized Langevin Equations
To analyze displacement cross correlations from a non-hydrodynamic perspective requires a statistical dy-
namical theory for the stochastic equations of motion of two tagged particles as a function of their separation
in a dense fluid. Hydrodynamics will enter solely by employing the elementary single particle Stokes-Einstein
diffusivity to set the time scale for all further colloidal motion. The demonstrated agreement below between
theory and experiment without fit parameters provides support for this starting point of our theoretical anal-
ysis. The basis for the non-hydrodynamic theory is two coupled generalized Langevin equations (GLEs),
which have been previously derived using Mori-Zwanzig methods for spherical particles [23–26, 32]:
ζ0
d~rα(t)
dt
= − 1
β
∂ ln g(~r)
∂~rα
+
∫ t
0
dτ
∑
γ=1,2
Kα,γ (~r, t− τ) d~rγ(τ)
dτ
+ ~ξα(t) + ~f
Q
α (t). (3.8)
where β = 1/kBT is the inverse thermal energy, (α, γ) denote the tagged particle indices, Latin indices (i, j)
are adopted to denote Cartesian components of vectors, and the interparticle separation is ~r ≡ ~r2 − ~r1.
There are three main contributions in Eq. (3.8). (i) The drag force quantified by the very short time
friction constant ζ0, which is balanced by the random white noise force ~ξα. For colloidal suspensions, ζ0 is
the Stokes-Einstein value. (ii) The first term on the right hand side of Eq. (3.8) involves the equilibrium
potential-of-mean-force (PMF), W = −kBT ln g(~r). It captures the reversible (non-dissipative) component
of interparticle forces due to the direct pair potential and the fluid-mediated component determined by
nonrandom structural correlations. (iii) Viscoelastic effects associated with the space-time correlation of the
forces exerted on the two tagged particles by the surrounding colloids enter via the non-local in time memory
term, Kαγ . For appropriate time regime(s), it can be treated in a Markovian manner as a dissipative frictional
drag force. The time autocorrelation of the slowly relaxing “random” force ~fQα (t) equals Kαβ which depends
on the instantaneous separation of the two tagged particles. From the fluctuation-dissipation theorem one
has [32]:
〈ξα,i(t)ξβ,j〉 = 2kBTδ(t)δαβδijζ0 (3.9)〈
fQα,i(t)fβ,j
〉
=
kBT
d
δijKαβ(t) (3.10)
where d is spatial dimension, and the cross correlation between ~ξ and ~f vanishes.
Equation (3.8) can be simplified by transforming to center-of-mass (CM) and relative coordinates, yielding
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the (in general coupled) equations of motion:
ζ0
d~Rt)
dt
=
∫ t
0
dτKR (~r, t− τ) d
~R(τ)
dτ
+ ~Ξ(t) + ~FQ(t). (3.11)
ζ0
d~r(t)
dt
= − 1
β
∂ ln g(2r(t) + r0)
∂r
+
∫ t
0
dτKr (~r, t− τ) d~r(τ)
dτ
+ ~ξ(t) + ~fQ(t). (3.12)
where KR = K11 + K12 and Kr = K11 − K12 are the CM and relative memory functions, respectively.
Additionally, ~Ξ ≡
(
~ξ1 + ~ξ2
)
/2 and ~ξ ≡ ~ξ2 − ~ξ1 denote the corresponding white noise random forces for the
center of mass and relative variables, while ~F and ~f denote the slowly relaxing random forces with analogous
definitions in terms of ~f1 and ~f2. The cross correlations of Eq. (3.2) can then be written as:
〈∆r1,r(t)∆r2,r(t)〉r0 = 〈∆Rr(t)∆Rr(t)〉r0 −
1
4
〈∆rr(t)∆rr(t)〉r0 . (3.13)
Statistical mechanical approximations are necessary to compute the memory functions and thus solve Eqs.
(3.8)-(3.13) for the single particle and relative dynamic correlations.
3.2.3 Two Particle Mode Coupling Theory
To calculate the memory function we employ a simple mode coupling theory (MCT) [26–32] that has been
successfully utilized for different problems recently [26–28] but the derivation of which has only been sketched.
The latter is now given in Sec. 3.8 and is summarized below.
Assuming that the relevant slow dynamical variable involves only density fluctuations, the force on a
tagged particle is projected onto the slow bilinear density modes, which in Fourier space are ρα(k)ρc(−k).
Here, ρα(~k) = e
−i~k·~rα is the Fourier transform of the single particle density associated with either tagged
particle, and ρc(k) is the Fourier transformed collective density of the surrounding particles. Unlike single
particle (na¨ıve) MCT (see Sec 3.7), here a matrix projection is employed since two particles are of interest. A
standard Gaussian factorization of four point correlations into a product of two point functions is employed
to close the theory. Detailed analysis (see Sec. 3.8) yields the center of mass (R,+) and relative (r,−)
memory functions:
KR, r(t) =
ρd
βd
∫
dd~k
(2pi)
d
k2h2(k)
S(k)
1
1± ω(d)12 (k)
Γs(k, t) Γc(k, t). (3.14)
where the +(−) sign applies for R(r). h(k) is the non-random pair distribution function in Fourier space,
S(k) = 1+ρdh(k) is the static structure factor, and Γs (Γc) is the single particle (collective) dynamic density-
density correlation function normalized to unity at t = 0. The quantity ω
(d)
12 (k) captures the constraint on
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the two tagged particles that their separation in space is fixed when determining the displacement correlation
function.
To make further progress we invoke two simplifications motivated by the specific experimental condi-
tions of interest: (i) the tagged particles are effectively at a fixed separation during the measurement of
cross-correlation, and (ii) only short time dynamics are investigated such that many-body caging and non-
Markovian effects are absent. These simplifications have several consequences. First, the fixed separation
ensemble is invoked to calculate the constraint function ω
(d)
12 =
〈
e−i~k·(~r2−~r1)
〉
r0
, which is averaged over the
solid angle in the proper dimension d. An elementary calculation yields:
ω
(2)
12 (k) = J0(kr0) (3.15)
ω
(3)
12 (k) = j0(kr0) = sin(kr0)/kr0 (3.16)
where J0 is the cylindrical Bessel function, and j0 is the spherical Bessel function. Conditions (i) and (ii)
also have implications for computing the dynamical density-density correlation functions (or propagators),
Γα(k, t). The fixed separation constraint implies that dynamical de-correlation of the forces on the two-
tagged particles is solely due to relaxation of the surrounding fluid; hence we set Γs ≈ 1. A standard
short time diffusive form of the collective dynamic density-density fluctuation structure factor Γc is adopted,
since the measurements are taken before the onset of viscoelastic effects. Thus, in a time regime where
displacements are Fickian one has [3, 34, 35]:
Γc(k, t) = exp
[
−k
2D0t
S(k)
]
(3.17)
where, D0 = kBT/ζ0 is the single particle short time diffusion constant.
Since the particles are effectively fixed during the measurement of Crr(r0), the potential of mean force
(PMF) is a constant and can be dropped in Eq. (3.12). Adopting the Fickian assumption in Eq. (3.11) allows
us to define the renormalized center-of-mass friction constant, ζ
(R)
rr ≡ ζ0 +
∫∞
0
dtKR(t). The center-of-mass
correlations are then given by
〈
(∆Rr(t))
2
〉
r0
= t(kBT/ζ
(r)
rr ), and similarly for the relative coordinate. Using
these solutions of Eqs. (3.11) and (3.12) in Eq. (3.13) yields:
Dnon−HDrr = kBT
(
1
ζ
(R)
rr
− 1
ζ
(r)
rr
)
, (3.18)
where Dnon−HDrr (r0) is the separation-dependent non-hydrodynamic relative diffusion constant,
〈∆r1,r(t)∆r2,r(t)〉r0 ≡ Dnon−HDrr (r0) t. Note that the cross correlations must be smaller than their diag-
34
onal analog, 〈∆~r1(t)∆~r2(t)〉 ≤
〈
∆r21(t)
〉
, which implies the rigorous bound Dnon−HDrr ≤ 4D(1).
Combining Eqs. (3.14), (3.11), and (3.12) with the definition of the friction constants above Eq. (3.18),
and performing the time integral, yields:
ζ
(R)
(r)
rr
ζ0
= 1 +
ρd
d
∫
dd~k
(2pi)
d
h2(k)
1± ω(d)12 (k)
(3.19)
Equations (3.15) or (3.16) with Eqs. (3.18) and (3.19) form the foundation of the non-hydrodynamic theory.
It is a general starting point to analyze the short time dynamic displacement correlations of quasi-2D or
3D systems of spherical particles interacting through arbitrary pair potentials at any fluid density in the
absence of many-particle hydrodynamics. Note that our treatment of dynamic displacement correlations in
quasi-2D systems is not sensitive to system boundary conditions, in contrast to the hydrodynamics-mediated
mechanism.
3.3 Theory Implementation and Analytic Results for Quasi-2D
Suspensions
3.3.1 Model for Structural Input
To implement the dynamical theory requires the equilibrium pair structure. While two-dimensional integral
equation theory for hard disks could potentially be employed [3], this likely is not quantitatively appropriate
for our experimental colloidal suspension which is neither literally 2D nor literally a hard core system. We
instead utilize the measured equilibrium pair correlation function shown in Figure 3.2 for two area fractions,
η2 = ρ2piσ
2/4, of 0.188 and 0.503. The solid curves are the experimental results and the dotted curves are
analytic fits to them. For η2 = 0.503, the following model is employed:
g(r) =
 0 r < σ1 + (Ae−8(r−σ)/λ +Be−(r−σ)/ξstruc) sin [ 2piλ (r − σ)] r ≥ σ . (3.20)
Eq. (3.20) has four parts: (i) a hard core constraint where g(r) = 0, (ii) oscillations with a wavelength on
the order of the particle size, λ = 1.1σ, (iii) an exponential envelope with decay length ξstruc = 2.05σ and
amplitude B = 1, and (iv) another exponential with amplitude A = 9 and a shorter decay length to capture
the contact peak region. For η2 = 0.188, no distinct oscillations exist in the experimental distribution
function, and Eq. (3.20) is not appropriate. Instead we model g(r) as a piecewise continuous function: for
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Figure 3.2: Pair correlation functions g(r), where the separation distance r is scaled by the colloid diameter,
are plotted against the normalized separation. Smoothed experimental results (solid curves) are shown for
two area fractions η2 = 0.188 (lower magnitude, blue)and η2 = 0.503 (higher magnitude, red).The dotted
curves are the analytic model results discussed in Sec. IV A. Inset: The prefactor of the long range correlation
tail evaluated for 2D hard disks [Eq. (3.27)], plotted as a function of area fraction η2, is nearly constant
over the measured range of area fraction.
r < σ a hard core is employed, for σ ≤ r ≤ 2.0σ an interpolation form is used, and for r > 2.0σ the structure
is taken to be random, i.e., g(r) = 1. Figure 3.2 shows that the two analytic models capture reasonably well
the measured pair correlation functions.
3.3.2 Analytic Limits
Before presenting a full numerical treatment of the relative diffusion, three analytic limits are investigated:
(i) zero separation r0 → 0, (ii) large separations r0 >> σ, and (iii) intermediate separations r0 ≈ σ+ ξstruc.
The first limit is easily taken since the constraint function for zero separation is ω12(0) = 1. Using this
in Eq. (3.19), the CM friction becomes equal to the single particle friction ζ(R) = ζ(1) (see Sec. 3.7), and
the relative friction diverges, ζ(r) →∞. From Eq. (3.18), this implies that the cross-correlation reduces to
the single particle diffusivity Drr → D(1). Since the cross correlations decay with interparticle separation,
the necessary physical limit that Drr ≤ 4D(1) is guaranteed to hold.
To work out the limits (ii) and (iii), it is instructive to first non-dimensionalize the integral in Eq. (3.19)
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using ~q = ~kr0. Performing the solid angle integral then yields:
ζ
(R)
(r)
rr
ζ0
= 1 +
4ηd(d− 1)
(2pi)d
(
σ
r0
)d ∫ ∞
0
dq qd−1
h˜2(qσ/r0)
1± ω(d)12 (q)
(3.21)
where ηd = ρdpiσ
d/2d is the d-dimensional packing fraction, and h˜(k) = h(k)/σd. Now the limits can
be explicitly taken. For the r0 >> σ large separation limit, the integral in Eq. (3.21) is dominated by
its q → 0, long wavelength limit. To leading order, the equilibrium pair structure in Fourier space is
constant, h˜(qσ/r0) ≈ h˜(0) = pi(S(0) − 1)/4η2, where S(0) ≡ S(q = 0) is the dimensionless isothermal
compressibility [3]. Also in this limit, the dominant contribution to the dynamic cross correlations is due to
ω
(2)
12 (q) ≈ 1− q
2
4 +O(q4). For the center of mass and relative frictions one thus finds:
ζ
(R)
rr
ζ0
= 1 +
η2
pi2
(
σ
r0
)2
h˜2(0)
∫ 1
0
dq
q
2
(3.22)
ζ
(r)
rr
ζ0
= 1 +
η2
pi2
(
σ
r0
)2
h˜2(0)
∫ 1
0
dq
4
q
(3.23)
In Eq. (3.22) and (3.23) the upper limits of the integrals have been replaced by unity to be consistent with
the small wavevector expansion. The CM integral is easily evaluated. For the relative coordinate friction,
in 2D a low wavevector cutoff r0 ≤ rmax is necessary for convergence and reflects the finite size system size.
Performing the integrals yields:
ζ
(R)
rr
ζ0
≈ 1 + η2
4pi2
h˜2(0)
(
σ
r0
)2
(3.24)
ζ
(r)
rr
ζ0
≈ 1 + 4η2
pi2
h˜2(0)
(
σ
r0
)2
ln
(
rmax
r0
)
(3.25)
The logarithmic factor in Eq. (3.25) is a “marginal” feature in the sense that it is peculiar to 2D, vanishing
in higher dimensionality.
Combining the friction constants in Eq. (3.24) and (3.25) with Eq. (3.18) leads to a long distance
non-hydrodynamic cross correlation that to leading order in σ/r0 is:
Dnon−HDrr ≈ D0
4η2
pi2
h˜2(0)
(
σ
r0
)2 [
ln
(
rmax
r0
)
− 1
16
]
(3.26)
which is valid if r0 << rmax. Note that the slowly decaying power law contribution with an exponent of −2.
Interestingly, this is the same power law form derived from a hydrodynamic analysis for quasi-2D systems
confined by two solid surfaces [10, 11]. However, it is important to emphasize that the prefactor in Eq. (3.7)
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differs from its hydrodynamic analog [11]. The logarithmic factor in Eqs. (3.25) and (3.26) arises simply
from dimensional analysis in conjunction with the small wave vector limit of the constraint which without
loss of generality is ω12 ≈ 1 + Bq2. Physically, the constraint modifies the amplitude of fluid-mediated
force correlations between the two particles as a function of their separation. The logarithmic contribution
reduces, not enhances, the friction with increasing r0.
Quantitative implementation of the theory requires a value for rmax. The experimental system is a
circular cell with radius R = 1.5 cm, hence the cutoff is roughly rmax/σ ≈ 7, 500. For the experimentally
relevant regime of σ << r) << rmax, numerical calculations reveal that Eq. (3.26) reduces roughly to an
apparent power law with the form:
Dnon−HDrr
D0
≈ D0 (S(0)− 1)
2
4η2
r−2.20 (3.27)
This apparent scaling form depends neither on fluid structure nor area fraction. However, its magnitude
(amplitude) does depend on the area fraction both directly, and indirectly via the dimensionless isothermal
compressibility S(0). One can gain intuition concerning this variation from the 2D hard disk equation of
state [36]. The amplitude is plotted in the inset of Fig. 3.2 for area fractions relevant to experiments,
0.15 ≤ η2 ≤ 0.6. One sees a weak non-monotonic variation of only ∼ ±10%. Such a variation very likely is
in the noise of experimental measurement of the long range tail of the displacement correlation function.
The final (intermediate) regime is when interparticle separations are beyond the (short) density corre-
lation length, r0 & σ + ξstruc, but structural correlations are still relevant. Here, Eq. (3.21) is dominated
by the large wave-vector limit, q →∞, and ω12(q) is small. Hence the integrals can be Taylor expanded to
give:
ζ
(R)
(r)
rr
ζ0
≈ 1 + η2
pi2
(
σ
r0
)2 ∫ ∞
0
dq q h˜2(qσ/r0) [1∓ ω12(q)] (3.28)
If ω12(q) ≡ 0, Eq. (3.28) reduces to the single particle friction constant (see Sec. 3.7):
ζ(1)
ζ0
= 1 +
(
η2σ
2
pi2r20
)∫ ∞
0
dq q h˜2(qσ/r0) (3.29)
The final contribution associated with ω12 6= 0 is the 2-particle correction to the cross-correlation:
δζrr
ζ0
=
(
η2σ
2
pi2r20
)∫ ∞
0
dq q h˜2(qσ/r0)ω12(q). (3.30)
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Using these definitions, the CM friction can be written as ζRrr ≈ ζ(1) − δζrr, and the relative friction as
ζrrr ≈ ζ(1) + δζrr. Substitution into Eq. (3.18) and algebraic simplification yields:
Dnon−HDrr ≈ D0
2δζrr/ζ0
(ζ(1)/ζ0)2 − (δζrr/ζ0)2 , (3.31)
To first order in the small quantity δζrr/δζ0 one obtains:
Dnon−HDrr ≈
(
2D2(1)
D0
)(
δζrr
ζ0
)
. (3.32)
We note that the structural correlations always enter as the square of h(q) in the above analysis, in quali-
tative contrast to the hydrodynamic result of Eq. (3.7). The reason is the friction constant renormalization
arises from force-force time correlations, not structural modification of solvent-mediated hydrodynamic in-
teractions.
To proceed requires a structural model. To maintain analyticity, the expression in Eq. (3.20) is simplified
by ignoring the hard core constraint and oscillations, thereby yielding g(r) ≈ 1 + Be−(r−σ)/ξ. We show in
the next section that the results derived using this simplification are consistent with our full numerical
calculations. Performing the 2D Fourier transform h(k) = −2pi ∫∞
0
dr r h(r)J0(kr) leads to the wavevector
space structure:
h(k) = −2piBeσ/ξ ξ
2
(1 + k2ξ2)3/2
. (3.33)
Using Eq. (3.33) in Eq. (3.32), the resulting integral for δζrr can be analytically evaluated, yielding a
relative correlation:
Dnon−HDrr =
D2(1)
D0
B2η2e
2σ/ξ r
2
0
σ2
K2(r0/ξ), (3.34)
where K2(x) is the modified Bessel function. For separations larger than the decay length r & ξstruc, Eq.
(3.34) scales roughly as an exponential:
Dnon−HDrr
D0
∼
(
D(1)
D0
)2
η2e
2σ/ξe−r0/ξ. (3.35)
Based on the numerical calculations presented in the next section, we find that this scaling holds for sep-
arations ξstruc . r0 . 8ξstruc. The scaling in Eq. (3.35) will increasingly dominate the full numerical
result at higher area fractions where the structural (density correlation) decay length is larger. Additionally,
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Figure 3.3: For the lower area fraction η2 = 0.188 sample, the 2D dynamic cross correlations, normalized
by the single-particle diffusivity, are plotted on log-log scales as a function of normalized particle initial
separation. The experiments (points) concern various short times at which single-particle diffusion is (nearly)
Fickian, t = 0.1, 1, 10s; the corresponding no-adjustable-parameter theoretical predictions are shown as the
solid curve. As a guide to the eye, the dotted green line with slope −2.2 is also shown. Inset: Same as
the main frame. The full numerical theoretical result (solid curve) and power law scaling (dotted line) are
compared to a simplified calculation that assumes the structure is random beyond the particle diameter
(dashed line).
since the hard core constraint and the oscillations of g(r) have been ignored in deriving Eq. (3.35), the
result only applies to the envelope of the numerical results. Curiously, the exponential form of Eq. (3.35)
with a dynamic decay length equal to the structural correlation length agrees with the hydrodynamic result
in Eq. (3.7). This would seem to be another accidental correspondence between the hydrodynamic and
non-hydrodynamic mechanisms for quasi-2D systems.
3.4 Theoretical Results and Comparison to Experiments
We now apply the theory to make no adjustable parameter predictions for the displacement correlations in
quasi-2D and quantitatively compare them to our experimental data. To do so, h(k) is numerically obtained
from the models in Sec. 3.3.1. Inserting this h(k) and the constraint condition of Eq. (3.15) into Eq. (3.19),
and performing the integral numerically, yields the CM and relative friction constants. From this, Drr
follows from Eq. (3.18). These numerical results differ from the analytic results in Sec. 3.3.2 the derivation
of which depended on technical simplifications.
Figures 3.3 and 3.4 show the experimental data and numerical theoretical results for packing fractions
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η2 = 0.188 and η2 = 0.503, respectively. The data (points) and theoretical results (curves) for the cross
diffusivity, Drr = Crr(t)/t, normalized by the single particle diffusivity, D(1), are plotted as a function of
the tagged particles separation r0. In the theory, the cross diffusivity changes sign due to the oscillations
associated with the pair structure; we plot its absolute value, |Drr|. Note the experimental data at different
times collapse quite well for both area fractions, with the exception of data for η2 = 0.503 at the longest
time of t = 10 s. The former behavior provides experimental support for the Fickian renormalized friction
idea employed in the theory at the area fractions and time scales explored experimentally.
For η2 = 0.188, the main frame in Fig. 3.3 shows the correlations in a log-log representation. Within
experimental uncertainty, the observed correlations decay as a power law as Drr ∼ r−2.20 (dotted line) over
the entire range of separations studied (up to 40 microns). The theoretical calculation (solid line) follows
an essentially identical apparent power law scaling as expected from the analytic analysis in Sec. 3.3.2. The
latter suggests this scaling should hold only for separations beyond the range of the structural correlations.
However, at this low area fraction the structural correlations are very weak (Fig. 3.2). The theory and
experiment quantitatively agree without adjustable parameters.
The inset of Fig. 3.3 shows theoretical results for the low area fraction system compared to an even
simpler calculation which assumes a literal random structure outside the hard core diameter (g(r ≥ σ) = 1)
(red dashed line). The close agreement buttresses our conclusion that short range oscillatory structural
correlations are of nearly negligible importance, and further justifies the power law scaling (Eq. (3.27)) over
all measured separations. However, recall that hard core interparticle repulsions do set the amplitude of our
effective power law prediction in Eq.(3.27) via the dimensionless compressibility or long wavelength density
fluctuation amplitude, S(0).
Figure 3.4 shows results for the high area fraction system. One sees two distinct regimes of behavior in
the dynamic cross-correlations. At small and intermediate separations (σ . r0 . 15σ ≈ 8ξstruc), the cross-
correlation decays roughly exponentially Drr ∼ e−r/ξrr (main, blue dashed curve). For the experimental
data, ξrr = (3.0 ± 0.1)σ, close to the structural decay length ξstruc = 2.05σ. For large separations where
structural correlations randomize, the scaling becomes a power law (inset) as for the lower area fraction
suspension and with the same apparent exponent. This limit is a bit difficult to see in the experimental data
because of the increased statistical uncertainty at large separations. But within this uncertainty, the tail
amplitude for the two experimental samples is essentially identical, consistent with the non-hydrodynamic
theory as discussed below Eq. (3.27). Thus, the two regimes observed in the correlated displacement function
data agree with the analytic theoretical analysis. We do note that at the longest time of t = 10 s the Drr
data do not collapse at large separations, likely as a consequence of the onset of caging effects.
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Figure 3.4: 2D dynamic cross correlations (normalized by the single-particle diffusivity) for the higher
area fraction η2 = 0.503 sample are plotted on semilogarithmic scales as a function of normalized particle
separation. The dotted blue line is an exponential fit to the amplitude of the theoretical curve with decay
length ξrr = 3.0σ. Inset: Log-log plot of the same results as in the main frame. The dotted line with slope
−2.2 expresses the power law Drr ∼ r−2.20 .
The solid curves in Fig. 3.4 show the full numerical predictions and there is good agreement with the
experimental results with the caveat that caging is observed at t = 10 s. For σ . r0 . 18σ, exponential
decay is seen, while for r0 & 18σ the same power law behavior is seen as found at the lower area fraction,
and with similar amplitude. In the small separation exponential regime, the theoretical results exhibit the
expected oscillations with a wavelength of order the particle diameter due to short-range packing correlations.
The experiments exhibit little or no evidence of oscillations, mainly, we suspect, owing to the discrete data
binning. This leads to an averaging over the oscillations and the measurements determine only the envelope
of the dynamic correlations. The available statistical dataset does not allow us to reliably parse the data into
smaller bin sizes. Focusing on the envelope, one concludes that the theory is consistent with experiment.
Finally, note the non-systematic locations and amplitudes of apparent minima of the theoretical results
in Fig. 3.4. These arise from the predicted oscillatory form of Drr(r0). Since only the magnitude of Drr
is plotted, these minima indicate sign changes due to the effect of oscillatory packing correlations on pair
diffusion. We assign no practical importance or physical interpretation to the precise magnitudes of these
low amplitude features, especially given their inevitable sensitivity to the discrete nature of the numerical
calculations performed to construct the curves.
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3.5 Theoretical Predictions for 3D Hard Sphere Fluids
We are not aware of any experiments on 3D dynamic cross correlations in colloidal suspensions; indeed,
to obtain such data would be a formidable technical challenge. But the theory is easily applied in 3D
to make predictions that are hopefully testable in the future by experiment and/or simulation. Here we
consider suspensions and (overdamped) one-component fluids in the absence of long-range hydrodynamic
interactions. Unlike the analysis of the 2D suspension, experimental data for the required g(r) over a wide
range of volume fractions, η3 = ρ3piσ
3/6 is not readily available. We consider the hard sphere fluid, and
employ the Ornstein-Zernike equation with Percus-Yevick closure [3] to compute h(k).
3.5.1 Analytic Limits
We first consider the two analytic limits. For large separations r0 >> σ, Eq. (3.21) can be analyzed in the
small wavevector limit in an analogous manner to Section 3.3.2. In 3D, one has ω
(3)
12 (q) ≈ 1− q
2
6 +O(q4) and
the equilibrium structure in Fourier space, h(q), is taken to be its q = 0 limit value. The friction constants
follow as:
ζ
(R)
rr
ζ0
= 1 +
η3
pi3
(
σ
r0
)3
h˜2(0)
∫ 1
0
dq
q2
2
(3.36)
ζ
(r)
rr
ζ0
= 1 +
6η3
pi3
(
σ
r0
)3
h˜2(0)
∫ 1
0
dq q (3.37)
In contrast to 2D, there is no logarithmic correction in 3D. Performing the integrals in Eqs. (3.36) and
(3.37), the dynamic cross correlation function is:
Dnon−HDrr
D0
=
11
2pi3
(S(0)− 1)2
η3
(
σ
r0
)3
(3.38)
Thus, in the large separation limit the non-hydrodynamic correlations scale as a power law with exponent
of −3, corresponding to a faster decay than in quasi-2D. But similar to the latter, its amplitude depends on
the fluid dimensionless isothermal compressibility and packing fraction.
For intermediate separations, analysis analogous to Section IV.B. is performed by taking the q → ∞
limit. The friction integrals in Eq. (3.21) are again expanded for small ω12. With the 3D equivalents for
ζ(1) and δζrr, Eq. (3.32) remains unchanged and the first order correction integral must be calculated.
In 3D, the pair distribution function exhibits the usual oscillations and outside of the correlation length
(r > ξstruc) has a Yukawa envelope, h(r) ≈ B σe−r/ξstrucr , as seen in Figure 3.5. The structural correlation
length monotonically grows from ξstruc = 1.1σ for η3 = 0.40, to 2.7σ for η3 = 0.56.
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Figure 3.5: The magnitude of the nonrandom part of the pair distribution function of the 3D hard sphere
fluid multiplied by the dimensionless interparticle separation |rh(r)|, plotted logarithmically against the
dimensionless interparticle separation for packing fractions η3 = 0.56, 0.48, 0.40 from top to bottom. The
maxima obey a Yukawa decay as expected.
Performing the 3D Fourier transform of the above h(r) yields:
h(k) =
4piBσξ2struc
1 + k2ξ2struc
(3.39)
The resulting integral for δζrr can be analytically evaluated, yielding:
Dnon−HDrr =
D2(1)
D0
8B2η3
ξstruc
σ
e−r0/ξstruc (3.40)
Thus, the non-hydrodynamic cross correlations again scale exponentially with separation at intermediate
interparticle separations, Dnon−HDrr ∝ e−r0/ξstruc . It is interesting, and a bit surprising, that both the (quasi)
2D and 3D dynamic correlations for hard repulsive particles at intermediate separations have exponential
envelopes.
3.5.2 Model Calculations
Numerical analysis of the 3D dynamic cross correlations was performed for many fluid packing fractions;
here we show representative dense fluid results for η3 = 0.40, 0.48, 0.56, where the latter value is in the
“glassy dynamics” regime.
Figure 3.6 shows calculations in log-linear (main) and log-log formats (inset). As predicted by the analytic
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Figure 3.6: Predicted dynamic cross correlations in dense 3D hard sphere fluids, normalized by the single-
particle bare diffusivity, are plotted semilogarithmically as a function of the normalized separation of the
two tagged particles. Results are shown for packing fractions η3 = 0.56, 0.48, 0.40 (top to bottom at
intermediate separations). Inset: Same as main frame but in a log-log format. The dotted line shows the
power law Drr ∼ r−30 .
analysis, there are two regimes of behavior. At intermediate separations, the displacement correlations
exhibit particle diameter scale oscillations with an exponential envelope. Within the numerical uncertainty,
there is complete agreement between the dynamic decay length ξrr and its structural analog ξstruc, in accord
with the analytic analysis in Sec. 3.5.1 and Eq. (3.40). At large separations, the relative diffusivity crosses
over to power law behavior with Drr ∼ r−30 . For the packing fractions studied this crossover occurs when
r ≈ 10ξstruc.
Increasing the colloid packing fraction has two main effects. First and most prominently, the interme-
diate separation regime dominated by structural correlations extends to larger separations. This results
from stronger equilibrium pair correlations and is quantitatively captured by the structural decay length
ξstruc. Varying the packing fraction also modestly affects the overall amplitude of he correlations as nor-
malized by the single particle bare diffusion constant—lower volume fractions have slightly larger amplitude
dynamic displacement correlations in the adopted non-dimensionalized representation. Finally, one might
wonder about the practical relevance of our large separation non-hydrodynamic power law scaling result,
Drr ∼ r−30 . In the true asymptotic limit of r0 → ∞, it must become irrelevant because 3D hydrodynamics
necessarily dominates given the much slower decay of correlations per Eq. (3.4), irregardless of any prefac-
tor renormalization or screening issue. However, looking towards future comparisons with experiments and
simulations, it becomes a delicate matter to predict at what length scale hydrodynamics does dominate.
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Our non-hydrodynamic power law may be relevant in an intermediate crossover regime of moderately large
interparticle separations.
3.6 Discussion
A theoretical study of the dynamic cross correlations of two tagged colloids as a function of separation and
elapsed time in dense, 2D and 3D liquids has been performed. The focus was on the short time regime where
the colloid dynamics is (largely) Fickian. A microscopic non-hydrodynamic theory was constructed based on
two-particle GLE equations and a simple mode coupling approximation to treat force-force time correlations
and friction. No adjustable parameter predictions of the theory for the dynamic cross correlations are in
very good agreement with recent experiments [1] over all length scales and suspension concentrations. Two
regimes of behavior were predicted. At small/intermediate separations, non-trivial structural correlations
lead to an exponential decay of the dynamic correlations for the high area fraction sample, but not in the
lower density suspension where nonrandom packing effects are so weak that the pair structure is essentially
random. At separations sufficiently large that structure becomes randomized, apparent power law decay is
observed, Drr ∝ r−2.20 , with a nearly identical amplitude for the two different area fraction samples studied.
The origin of the long range tail feature is due to the influence of the constraint of fixed interparticle
separation on the force-force time correlation function that determines tagged particle relative and center-
of-mass friction. Its spatial form is not sensitive to the presence of oscillatory pair correlations beyond
contact, but its amplitude does depend on the colloids having a local hard core exclusion constraint as
manifested on long length scales by a fluid dimensionless compressibility less than unity, S(0) < 1 in Eq.
(3.27).
The theory was also used to make testable predictions for dense 3D hard sphere fluids. The same
exponential form of the dynamic cross correlation function is predicted in the structural regime. However,
the long range tail decays more rapidly and without logarithmic corrections. As a consequence, the non-
hydrodynamic mechanism for inducing displacement correlations is expected to fail in 3D at large separations
due to a crossover to hydrodynamics-controlled behavior.
A deep understanding remains to be attained for precisely why our non-hydrodynamic theory is so
successful for quasi-2D suspensions. We cannot rule out that its success is tied to the different boundary
conditions of our samples which have one solid surface and a fluid overlayer, in contrast to other studies
[9–12] . One might speculate that the key issues are quantitative. Specifically, as mentioned in section 3.2.1,
the hydrodynamic decay of displacement correlations at large separations for capped films is Drr ∝ r−20 , in
46
contrast to the stronger Drr ∝ r−30 decay for two colloids near only one solid surface. The latter situation
seems closer to the experimental geometry studied, which could imply hydrodynamic effects are weaker
than their non-hydrodynamic analog for our systems. Alternatively, in quasi-2D there may be a “near
degeneracy” of how continuum hydrodynamics and non-hydrodynamical effects (Eq.(3.27)) determine the
form of the spatial decay of displacement correlations at larger distances. In such a situation, the numerical
amplitudes associated with the two different mechanisms could play a decisive role. Indeed, recall that
below Eq.(3.27) we emphasized that the amplitude of our non-hydrodynamic mechanism differs from its
hydrodynamic analog [10, 11] . Given the non-hydrodynamic mechanism accounts well for the power-law-
like displacement correlations we observe at both packing fractions studied, such a scenario seems plausible
for why hydrodynamic effects can be ignored for our system. This scenario is consistent with our theoretical
findings for 3D fluids. Here, the non-hydrodynamic mechanism predicts Drr ∝ r−30 which is shorter range
than in quasi-2D, in qualitative contrast to the hydrodynamic mechanism which becomes longer range in
3D, Drr ∝ r−10 , and hence is dominant at large interparticle separations.
Of course, the validity of the idea of a “near degeneracy” of mechanisms in quasi-2D may be sensitive to
sample boundary conditions. Thus, it will be interesting to confront the predictions of our non-hydrodynamic
theory with experiments on capped monolayers in order to better understand the subtleties of collective
motion under quasi-2D confinement. In this spirit, normal mode analysis of the experimental data [37, 38]
may shed additional light on the role of continuum versus structural effects on relatively long distance
displacement correlations.
Concerning broader implications of our work, the question of mutual correlations between moving ele-
ments in dynamically evolving structures generalizes broadly beyond colloids to systems such as polymer
mixtures, biopolymer filaments at finite concentrations, intra-cellular environments (See Chapter 6), and
other soft matter systems. Of course, quantitative aspects will depend on the specific system. Here, we con-
sidered only colloidal liquids which have the practical experimental advantage of being able to be directly
imaged. They serve as a model test bed in which to develop a non-hydrodynamic statistical mechanical
framework and quantitatively confront it with measurements. The broader implications of our theoretical
approach for understanding interactions between objects in close proximity are potentially powerful under
such circumstances the material cannot be considered as a featureless continuum with correlated particle
dynamics determined by conventional fluid mechanics.
From a purely theoretical perspective, the developed approach applies to any spherical particle fluid that
interacts via a central pair potential at any fluid packing fraction in the short time diffusive regime. It also
can be generalized to treat complex fluids composed of rigid nonspherical objects, such as the entangled
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rigid biopolymers noted above. However, more work is required to treat the intermediate time regime
in sufficiently concentrated systems where transient particle caging and localization leads to non-Fickian
dynamics. Finally, for theorists and experimentalists alike, there remains the large challenge of integrating
the hydrodynamic and non-hydrodynamic mechanisms for dynamic displacement correlations into a unified
framework and dissecting their relative importance for diverse soft matter systems.
3.7 Single Particle Mean Square Displacement
The single particle MSD in the non-hydrodynamic Fickian regime is [3, 32]:
〈
∆r2i (t)
〉
= 2dDnon−HD(1) t. (3.41)
One can recast the diffusion constant as a friction, Dnon−HD(1) = kBT/ζ
non−HD
(1) , and calculate it from the
diagonal part of the memory function [32]:
ζnon−HD(1) = ζ0 +
∫ ∞
0
dtK(1)(t). (3.42)
To calculate the memory function from Eq. (3.10), we employ a single particle (naive) mode coupling
theory (NMCT) approach [26, 27]. In NMCT, the forces are projected onto the slow bilinear density mode
in Fourier space |ρ1(k)ρc(−k)〉 of the single particle and collective densities (ρ1 and ρc, respectively). A
standard Gaussian factorization is performed on four point correlations. This yields the single particle
memory function [29–31]:
K(1)(t) =
ρd
d
∫
dd~k
(2pi)d
h2(k)
S(k)
Γs(k, t) Γc(k, t). (3.43)
where all factors are defined in the main text. For consistency, we adopt the same approximations for
the dynamic correlations as employed in the two particle theory. This implies Γs = 1 and the collective
propagator is given by Eq. (3.17). Using Eqs. (3.42) and (3.43) and performing the time integral leads to a
single particle renormalized friction:
ζ(1)
ζ0
= 1 +
ρd
2d
∫
dd~k
(2pi)d
h2(k). (3.44)
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3.8 Details of Two Particle Mode Coupling Theory
The two-particle MCT approach that has been successfully employed in recent studies of correlated 2-particle
activated hopping in dense hard sphere fluids [26, 27] and the relative motion of two large particles in polymer
melts [28]. However, a detailed derivation of the 2-particle memory function vertex in Eq. (3.14) was not
given in prior publications, so here we provide one in the context of the present problem.
From Eq. (3.10), one has:
Kαβ(t) =
d
kBT
〈
fα,i f
Q
β,i(t)
〉
=
d
kBT
〈
fα,i e
iQˆLˆtfβ,i
〉
(3.45)
where all factors are defined in the main text, and eiQˆLˆt is the projected dynamic evolution operator. To
approximately evaluate Eq. (3.45), one first projects the real Newtonian forces onto the dominant slow
dynamical mode of the system. The natural choice for 2 tagged particles in a dense fluid is a matrix
projection onto the bilinear density modes
∣∣∣ρα(~k)ρc(−~k)〉, where
ρα(~k) = exp
(
i~k · ~Rα
)
(3.46)
ρc(~k) =
N∑
γ 6=1,2
exp
(
i~k · ~Rγ
)
(3.47)
are the single tagged particle densities (α = 1, 2), and the collective density of the fluid, respectively. Then,
employing a Gaussian factorization of four-point correlations, the matrix projection operator becomes:
Pˆ = ρ−1d
∫
dd~k
(2pi)d
2∑
α,β=1
∣∣∣ρα(~k)ρc(−~k)〉 Ω−1αβ(~k)
S(k)
〈
ρβ(−~k)ρc(~k)
∣∣∣ , (3.48)
where ρd is the d-dimensional fluid number density, S(k) is the structure factor, and Ω
−1
αβ is the matrix
inverse of the static correlation matrix of the tagged particle densities:
Ωαβ(~k) ≡
〈
ρα(~k)ρβ(−~k)
〉
=
〈
exp
[
i~k · (~Rα − ~Rβ)
]〉
. (3.49)
Inserting the projection operator Pˆ on each side of the dynamic evolution operator in the force-force
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correlation function of Eq. (3.45) then yields:
Kαβ =
d
ρ2dkBT
∫∫
d~k d~q
(2pi)2d
2∑
µ,ν,γ,σ=1
〈
fα,i ρµ(~k)ρc(−~k)
〉 Ω−1µν (~k)
S(k)〈
ρν(−~k)ρc(~k)eiQˆLˆtργ(~q)ρc(−~q)
〉 Ω−1γσ (~q)
S(q)
〈ρσ(−~q)ρc(~q) fβ,i〉 (3.50)
The force vertex follows from a standard calculation as [29–31]:
〈
fα,i ρµ(~k)ρc(−~k)
〉
= −i ki kBT ρh(k)δαµ (3.51)
In essence, the real forces have been replaced by effective forces determined by the equilibrium pair structure.
Further evaluation of Eq.(3.51) requires additional approximations. The projected dynamics are replaced
by the real dynamical evolution operator, eiQˆLˆt ≈ eiLˆt. A Gaussian factorization approximation is again
employed. Eq. (3.50) then reduces to:
Kαβ =
ρd kBT
d
∫
d~k
(2pi)d
2∑
ν,γ=1
k2i
h2(k)
S2(k)
S(~k, t)Ω−1αν (~k)Ωγν(~k, t)Ω
−1
γβ (
~k) (3.52)
where S(k, t) ≡ S(k)Γc(k, t) with Γc(k, t) given by Eq. (3.17) of the main text, and Ωγν(~k, t) is the time-
dependent tagged particle density-density correlation function which is the dynamic equivalent of Eq. (3.49).
For the latter, we employ the following approximation:
Ωαβ(~k, t) ≡
〈
exp
[
i~k · (~rγ(0)− ~rν(t))
]〉
=
〈
exp
[
i~k · (~rγ(0)− ~rν(0))
]
· exp
[
i~k · (~rν(0)− ~rν(t))
]〉
≈
〈
exp
[
i~k · (~rγ(0)− ~rν(0))
]〉〈
exp
[
i~k · (~rν(0)− ~rν(t))
]〉
= Ωγν(k) Γs(k, t).
≈ Ωγν(k) (3.53)
The factorization on the second line decouples static two particle correlations from single particle motion in
the spirit of a Vineyard approach [35]. The final result ignores the effect of tagged particle self-diffusion on
memory function relaxation. This approximation is in the spirit of assuming that the collective dynamics of
the fluid surrounding the tagged particles dominates force memory relaxation for dense fluids at short times,
an idea employed in the main text and Sec. 3.7. The arguments leading to these simplifications justify
why we have not done a full self-consistent solution of the MCT equations associated with the two tagged
particles, and is consistent with our focus on short time Fickian dynamics of the cross correlations.
Using all the above approximations in Eq. (3.52), and collapsing the resulting sums using the static
50
matrix inverse identity, yields:
Kαβ =
ρd kBT
d
∫
d~k
(2pi)d
k2i
h2(k)
S(k)
Γs(~k, t)Γc(~k, t)Ω
−1
αβ(
~k) (3.54)
To derive Eq. (3.8) in the main text, one then calculates the matrix inverse of Eq. (3.49). Recall Ωαβ only
depends on the separation of the two particles r = |~rα − ~rβ | , and hence:
Ωαβ(k) =
 1 ω12(k)
ω12(k) 1
 (3.55)
where ω12(k) is the constraint function discussed in the main text. Inverting this matrix, employing the
definition of the center of mass and relative memory functions (defined below Eq. (3.12)), and using all the
above results, then yields Eq. (3.14). Note that the constraint of fixed interparticle separation enters only
through the matrix inverse of Eq. (3.55), which is mathematically analogous to the influence of bonding on
force time correlations for a diatomic molecule [39, 40].
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Chapter 4
Role of Attractive Forces in the Dynamics of
Dense Liquids and Colloidal Suspensions1
4.1 Introduction
The fundamental question of the role of attractive forces in determining the slow dynamics of crowded systems
is crucial in diverse soft matter contexts [2–13]. Strong, short range attractions can trigger aggregation,
gelation and emergent elasticity in colloidal, protein, and macromolecular systems [2–5]. The role of slowly
varying attractive forces in supercooled liquid dynamics and glass formation is also a critical open question [6–
13]. For all these systems, the construction of a predictive microscopic theory that accurately incorporates
attractive forces remains a major challenge. In this chapter we formulate a new statistical dynamical
approach broadly relevant to these problems. For concreteness, and because of its fundamental interest, we
focus on supercooled liquids, however we briefly mention results for colloidal systems as well.
Given the van der Waals (vdW) idea that the equilibrium structure of non-associated liquids is dominated
by the repulsive branch of the interparticle potential [14–16], one might expect repulsions dominate slow
dynamics. However, recent constant volume simulations [7–10] of binary sphere mixtures, which probe the
initial ∼5 orders of magnitude of slowing down, have challenged this idea. They found that the Lenard-
Jones (LJ) liquid and its Weeks-Chandler-Andersen (WCA) analog, that contains only the repulsive branch
of the potential, indeed exhibit nearly identical equilibrium structure, but at lower liquid-like densities and
temperatures the attractive forces slow down relaxation in a non-perturbative manner [7–10]. Key findings
include the following [7–10]. (i) The large dynamical differences between the LJ and WCA liquids decrease,
and ultimately vanish, as the fluid density is significantly increased. (ii) At relatively high temperatures, an
apparent Arrhenius behavior is found for both systems over roughly one decade in time with a barrier that
grows as a power law with density. (iii) LJ liquid relaxation times at different densities collapse by scaling
temperature with the high temperature activation barrier, but such a collapse fails for the WCA fluid. (iv)
The “onset” temperature at which apparent Arrhenius behavior begins to fail scales with the Arrhenius
barrier height [9].
1This chapter has been adapted from a previous publication [1] with permission from the authors. Copyright 2015 American
Physical Society.
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The above simulation findings have been argued [6, 10] to contradict all existing force-level “microscopic”
theories (e.g., mode coupling theory (MCT) [17, 18], nonlinear Langevin theory (NLE) [19]), and thus pose a
major open problem in glass physics. It was suggested [10] that the origin of this failure might be their neglect
of higher order than pair correlations. Subsequent simulations found temperature-dependent triplet static
correlations do differ for LJ and WCA fluids [20, 21]. Moreover, the “point-to-set” equilibrium length scale
(determined by beyond pair correlation function information) correlates well with the dynamical differences
of the two fluids [22].
In this work, we re-formulate the starting point for constructing microscopic dynamic theories to explicitly
treat attractive forces at the simplest pair correlation level. The key new idea is to analyze the slowly relaxing
component of the force-force time correlation function associated with caging directly in terms of the bare
forces in real space. This avoids replacing Newtonian forces by effective potentials determined solely by
pair structure, a ubiquitous approximation [16–19] that results in theories that are effectively “blind” to
the dynamical differences between WCA and LJ liquids [8, 10]. The predictions of our approach are in
good agreement with isochoric simulations [7–10, 12], isobaric experiments on molecular liquids [23–25], and
attractive glass phenomenon in colloidal and nanoparticle suspensions [4, 26–29].
In Section 4.2 we describe the new theoretical approach in comparison to the previous MCT-based
approaches. Section 4.2 is closed with a discussion of the three model systems studied in this work: (i)
hard spheres (with or without attractions), (ii) the Lennard-Jones and WCA liquids, and (iii) the inverse
power law (IPL) liquid. In Section 4.3 we present the results of our calculations for the three model systems,
with specific comparisons to experimental and simulation results. In Section 4.4, we briefly comment on our
theoretical predictions for the re-entrant phenomenon in dense colloidal suspensions. Finally, we conclude
in Section 4.5 with a discussion of these results and some future directions.
4.2 Theory
4.2.1 Ideal Localization in Na¨ıve Mode Coupling Theory
The foundation, or starting point, for many microscopic dynamical theories is the force-force time correla-
tion function, K(t) =
〈
~f0(0) · ~f0(t)
〉
, where ~f0(t) is the total force on a tagged spherical particle due to its
surroundings [17–19, 30]. Its calculation involves the full many body dynamics and thus a closure approxi-
mation must be formulated. In the ideal MCT and single particle na¨ıve MCT (NMCT) [17, 18], the standard
closure projects real forces onto the slow bilinear density mode (tagged particle and collective liquid density
fields), and four point correlations are factorized into products of pair correlations in a Gaussian manner,
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which in Fourier space yields:
K(t) =
βρ
3
∫
d~k
(2pi)
3
∣∣∣ ~M(k)∣∣∣2 S(k) Γs(k, t) Γc(k, t), (4.1)
where β = 1/kBT is the inverse thermal energy, ρ is the fluid number density, S(k) = 1 + ρh(k) is the static
structure factor, h(r) = g(r) − 1 is the nonrandom part of the pair correlation function g(r), and Γs(Γc)
is the single particle (collective) dynamic structure factor normalized to unity at t = 0. Real forces are
replaced by an effective force vertex ~M(k) in Eq. (4.1) determined entirely by g(r) or S(k)[18]:
~MNMCT (k) = k C(k) kˆ, (4.2)
where the direct correlation function is C(k) = ρ−1
[
1− S−1(k)] and the real space effective force is
kBT ~∇C(r).
In the long time limit, an ideal localization transition may be observed at large densities. In this limit
the dynamic propagators are approximated in the standard Gaussian forms:
Γs(k,∞) = exp
[
− k
2r2L
6
]
Γc(k,∞) = Γs
(
k√
S(k)
,∞
)
(4.3)
where the localization length is defined in terms of the long time mean square displacement〈(
~R(t→∞)− ~R(0)
)2〉
= r2L. Employing Eq. (4.3) in Eq. (4.1), from the underlying GLE in the t → ∞
limit, the localization length can be self-consistently calculated via:
r2L =
3kBT
K(∞) (4.4)
As with all MCT type theories, at low enough densities rL → ∞, while at large enough densities an ideal
localized state (finite rL) is observed due to the Gaussian factorization approximation. This localization
transition signifies transient localization and a crossover to non-Gaussian activated motion or barrier hopping
at long times.
4.2.2 Collective Relaxation and the Alpha Relaxation Time in ECNLE Theory
The slow dynamics experimentally probed in the deeply supercooled regime, and also the precursor regime
accessible to simulation, involve activated motion [7–10, 31, 32]. To model this we employ the well-tested
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“Elastically Collective Nonlinear Langevin Equation” (ECNLE) theory [33–35]. Based on using the NMCT
force vertex, this approach has been shown to accurately capture alpha relaxation in hard sphere fluids and
colloidal suspensions over 5-6 decades [33], and molecular liquids over 14 decades based on adopting a lightly
coarse-grained mapping to an effective hard sphere fluid [35]. This approach includes, in a no adjustable
parameter manner, coupled large amplitude, cage scale hopping motion and the long range cooperative
elastic distortion of particles outside the cage region required to allow the local re-arrangement to occur.
The starting point is the nonlinear Langevin equation (NLE) which stochastically describes [19, 36] the
scalar displacement, r(t), of a tagged sphere (diameter, d): ζsdr/dt = −∂Fdyn(r)/∂r+ ξ(t) , where ζs is the
known short time friction constant [33–35] and ξ(t) the corresponding white noise random force. The key
object is the dynamic free energy, the gradient of which self-consistently determines the force on a moving
particle due to its surroundings. Its general form is:
βFdyn(r, η) =
3
2
ln
(
3d2
2r2
)
− 3η
pi3d3
∫ ∞
0
dk
∣∣∣ ~M(k)∣∣∣2 S(k)
1 + S−1(k)
e−k
2r2(1+S−1(k))/6 (4.5)
where η = ρpid3/6 is the fluid packing fraction. The second term captures caging effects via the effective
force vertex, ~M(k). Equation (4.5) with the NMCT vertex is the centerpiece of the prior stochastic NLE
theory which captures local uncooperative activated hopping [19, 33–36] .
The alpha relaxation time in ECNLE theory is [33–35] τα = τs + τhop. Here, τs describes short time
relaxation in the absence of barriers and involves only binary collisions with non-self-consistent local cage
corrections [33–35, 16], and τhop is associated with the activated hopping process due to cage rearrangement
and elastic distortion [33–35]. The local cage contribution to τhop, defined as τNLE , follows from a Kramers
calculation of the mean first passage time [30] to cross the barrier based on the NLE dynamic free energy,
Fdyn(r) [19, 36]:
τNLE =
2τs
d2
∫ rB
rL
dr eβFdyn(r)
∫ r
0
dr′ e−βFdyn(r
′) (4.6)
The outer integral varies from the minimum of the dynamic free energy rL (localization length) to the
barrier position rB . For barriers modestly higher than thermal energy, Eq. (4.6) reduces to the more
standard version of Kramer’s theory [30]:
τNLE
τs
=
2pi√
KLKB
eβFB (4.7)
where Ki is the absolute value of the dimensionless curvature of Fdyn(r) (in units of kBT/d
2) at its local
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minimum or maximum, and FB is the barrier.
The collective elastic barrier is associated with the long range, harmonic, spontaneous fluctuations of
particles outside the cage region that are required to allow the large amplitude hopping events to occur,
thereby yielding a total barrier of Ftot = FB + Felastic [33–35]. The hopping time is then:
τhop ≡ τNLE eβFelastic ≈ τs 2pi√
KLKB
eβ(FB+Felastic) (4.8)
where the second approximate equality is applicable for a barrier modestly larger than thermal energy. The
elastic barrier is explicitly [33–35]:
βFelastic ≈ 12η (∆reff )2 rcage
d3
KL (4.9)
where rcage is the location of the first minimum of g(r), ∆reff ' 3(∆r)2/(32rcage) and ∆r = rB − rL.
Equations (4.5)-(4.9) allow calculation of the mean alpha relaxation time with no adjustable parameters
[33–35]. Note that for small barriers, τα → τs smoothly since τNLE → 0 in Eq. (4.6) continuously as FB → 0
and ∆r → 0. Hence, the relaxation time smoothly crosses over from its high temperature non-activated
form to its activated low temperature form. The dramatic dynamical differences of dense WCA and LJ
fluids cannot be captured if the NMCT vertex, Eq. (4.2), is employed in the dynamic free energy of Eq.
(4.5), since C(k) and g(r) are nearly identical for both. Hence the LJ versus WCA simulation results are
not captured in this theory.
4.2.3 Projectionless Dynamics Theory
To explicitly include the bare forces we re-formulate the dynamical vertex of NMCT based on alternative
idea we call the Projectionless Dynamics Theory (PDT). Inspiration comes from prior work in chemical and
polymer physics in the normal liquid regime [37–39]. Instead of the usual MCT projection of the forces onto
the slow bilinear density mode, in PDT the real forces are retained and the force-force correlations K(t) are
first exactly written in real space in terms of a specific two-body density [38, 37] as:
K(t) =
β
3
∫
d~r
∫
d~r ′ ~f(r) · ~f(r′) 〈ρ2 (~r, 0) ρ2 (~r ′, t)〉
=
β
3
∫
d~r
∫
d~r ′ ~f(r) · ~f(r′)ρ2g(r)g(r′)Γ(~r, ~r ′, t), (4.10)
where ~f(r) = −~∇u(r) is the Newtonian interparticle force (where r is now a field variable), ρ2(~r, t) is the
instantaneous fluid density a distance ~r from a tagged particle at the origin at time t, and 〈ρ2(~r, t)〉 =
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ρg(r). The object Γ = 〈∆ρ2 (~r, 0) ∆ρ2 (~r ′, t)〉 / (〈ρ2(r)〉 〈ρ2(r′)〉) is a multi-point space-time correlation of
fluid collective density fluctuations in the vicinity of the tagged particle relative to the average density
inhomogeneity, where ∆ρ2 (~r, t) = ρ2 (~r, t)− ρg(r).
The key to making progress is to invoke a real space factorization scheme to close the theory at the level
of two body correlations. Specifically, we adopt [38, 37]
Γ(~r − ~r ′, t) ≈
∫
d~R Γs(~R, t)S(~r − ~r ′ + ~R, t) (4.11)
where Γs and S are the self and collective Van Hove function respectively [16], which reflect the two parallel
channels (single particle and collective density fluctuations) for force relaxation. Physically, Eq. (4.11)
can be viewed as replacing the required multi-point object by its factorized form in the bulk liquid. This
approximation has been a priori argued to be best when relatively longer wavelength force fluctuations are
more important in Eq. (4.10) [6, 7]. We note that at t = 0, Eq. (4.11) reduces to 〈∆ρ2(r)∆ρ2(r′)〉 ≈
ρg(r)g(r′)S(|~r − ~r ′|) which corresponds to the classic Kirkwood superposition approximation for 3-body
static correlations in liquids [16].
Using Eq. (4.11) in Eq. (4.10), performing a Fourier transform, and taking the long time limit to obtain
the arrested (at the na¨ıve MCT level) part of K(t), one obtains:
K(t→∞) = βρ
3
∫
d~k
(2pi)3
∣∣∣ ~MPDT (k)∣∣∣2 S(k) Γs(k, t→∞)Γc(k, t→∞)
=
βρ
3
∫
d~k
(2pi)3
∣∣∣ ~MPDT (k)∣∣∣2 S(k) e−k2r2L(1+S−1(k))/6 (4.12)
where Γi(k, t → ∞) are the self and collective Debye-Waller factors which are explicitly expressed in the
usual NMCT Gaussian form [19, 36, 40] of Eq. (4.3). Eq. (4.12) is identical to the na¨ıve MCT force-force
correlation function (Eq. (4.1) [19, 36] except here the effective force vertex is given by:
~MPDT (k) =
∫
d~rg(r)~f(r)e−i~k·~r, (4.13)
instead of Eq. (4.2). The ECNLE theory follows by employing the PDT vertex of Eq. (4.13) in the dynamic
free energy, Eq. (4.5). The qualitatively new feature is that the real forces now directly enter, and thus
identical equilibrium pair structure does not imply identical dynamics.
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4.2.4 Models of Simple and Colloidal Liquids
In order to employ the dynamic calculations of the previous section, the equilibrium structural correlations
must be modeled. To do so we employ three separate model systems: (i) a hard sphere model, (ii) the Weeks
Chandler Anderson (WCA) and Lennard Jones (LJ) models, and (iii) an inverse power law (IPL) model.
The most simple model, applicable to both simple and colloidal liquids is the hard sphere model. Here,
particles interact with a repulsive hard core (diameter d) and an attractive exponential tail:
UHS(r) =
 ∞ r < d− exp [− (r−d/2)α ] r ≥ d (4.14)
The collective pair equilibrium structure g(r) and S(k) is then calculated from the Ornstein-Zernike (OZ)
equation in conjunction with the Percus-Yevick (PY) closure [16]:
h(k) = C(k) + ρC(k)h(k) (OZ) (4.15)
C(r) =
(
1− eβU(r)
)
g(r) (PY ) (4.16)
where the equilibrium correlation functions are defined in the discussion surrounding Eqs. (4.1) and (4.2).
For the pure hard sphere ( = 0), the PY condition reduces to C(r > d) = 0 and Eqs. (4.15) and (4.16)
are analytically solvable in terms of a single control parameter, the fluid volume fraction η [16]. For  6= 0
the OZ equation must be numerically solved and three control parameters enter: the volume fraction η, the
dimensionless energy scale β, and the dimensionless range of attraction α/d.
Primarily motivated by the simulation work on simple liquids, the second model employs the WCA-
LJ model under isochoric (constant η) and isobaric (constant pressure P ) conditions. The Lennard Jones
interaction potential is [16, 14, 41]:
ULJ(r) = 4
[( r
σ
)12
−
( r
σ
)6]
(4.17)
Here  and σ are the LJ energy and length scales, respectively. The WCA potential is constructed by
truncating the LJ potential its minimum and retaining only the repulsive branch [16, 14, 41]:
UWCA(r) =
 4
[(
r
σ
)12 − ( rσ )6 + 14] r < 21/6σ
0 r ≥ 21/6σ
(4.18)
From these potentials we must calculate the collective equilibrium structure. To implement the theory, the
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Figure 4.1: Model equation of state results (solid curves) for P˜ = 0, 2, 4, 6 (right to left) calculated via
Eq. (4.19). The black hashed curve shows the fit to simulation data [43] of the one-component LJ fluid and
should be compared to the P˜ = 0 (red) curve.
WCA repulsion is mapped to an effective hard sphere using the Barker-Henderson (BH) [16, 42] expression
deff =
∫ 21/6
0
dr
[
1− e−βUWCA(r)] . This mapping is reliable based on recent simulations [22]. Fluid structure
is computed using the analytic solution of Eqs. (4.15) and (4.16) with a temperature-dependent effective
packing fraction, ηeff (T ) = (deff (β)/σ)
3
η, where η = piρσ3/6. To isolate the dynamical consequences of
attractive forces, the literal vdW picture (appropriate for thermal atomic and molecular liquids, but not
colloidal suspensions) that g(r) of the LJ and WCA liquids are identical is adopted [14–16]. While the BH
mapping and PY theory become less accurate at high densities, no qualitative changes to our results are
expected if alternative approximations are employed. Moreover, neither accurate integral equation theory
nor simulation data for the WCA g(r) of a one-component liquid in the (deeply) supercooled regime are
available. Most importantly, the essential leading order origin of our new results is not related to pair
structure, but rather the explicit accounting for attractive forces on slow dynamics.
Under isochoric conditions, relevant to the simulations, ρ and η are fixed and ηeff grows with cooling
via deff (β). On the other hand, for isobaric conditions relevant to most experiments, we employ a model
LJ equation-of-state [43] via the analytic expression:
P˜ ≡ βP
ρ
=
1 + ηeff + η
2
eff − η3eff
(1− ηeff )3 − Cβ ηeff (4.19)
The first term in Eq. (4.19) is the classic Carnahan-Starling expression for the (effective) hard sphere fluid
[16]. The second term models the role of attractions as a linear in density contribution per the simplest van
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der Waals picture [16]. The fit parameter is chosen to be C = 15.7 in order to best match the LJ model
simulation results [43] at P = 1 atm (P˜ ≡ βP/ρ ≈ 0). Figure 4.1 shows the solution of Eq. (4.19) compared
to the simulation equation of state. For all higher pressure calculations C = 15.7 is held fixed. Under isobaric
conditions, the effective packing fraction of the reference hard sphere fluid varies with decreasing temperature
due to both an increase of effective particle size deff and due to thermal contraction (η increases).
The final simple liquid structural model studies the repulsive inverse power law (IPL) which has interac-
tion potential:
UIPL(r) = A(σ/r)
n. (4.20)
Pedersen et. al. [12] have recently shown using isochoric simulations that it is possible to construct the IPL
fluid that has the same g(r) as the LJ fluid if the potential parameters A and n are carefully tuned. For the LJ
mixture model they studied, one needs n = 15.5 and A = 1.98. This tuned IPL fluid exhibits a temperature-
dependent alpha relaxation time in excellent agreement with what is found from LJ liquid simulations.
Such agreement was argued to be the consequence of an approximate “hidden scale invariance”, and the
strong disagreement of the dynamics of the LJ and WCA fluids arises primarily due to the truncation of the
repulsive force for the latter system [11, 12]. Our system is a one-component fluid, not a binary mixture. But
for simplicity, we fix n = 15.5, and vary A such that the effective temperature-dependent packing fraction
of the IPL, LJ and WCA fluids are nearly identical. Given in the simulation study that the IPL was tuned
by hand to reproduce the g(r) of the LJ liquid, we use the same g(r) in our dynamical analysis of the IPL
fluids as employed for the WCA and LJ fluids.
4.3 Results For Simple Thermal Liquids
The structural models of the previous section were employed in the ECNLE dynamic free energy, Eq. (4.5),
with eith the NMCT or PDT force vertex. The following sections present the results of our calculations in
the various models.
4.3.1 Predictions for the Hard Sphere Fluids
We first compare PDT theory predictions for the hard sphere fluid to its analog based on Eq. (4.2). At
first sight the PDT approach may seem undefined since the force ~f(r) does not exist for hard spheres.
The latter fact is sometimes invoked to motivate the projection approximation in the MCT approach to
“shield” the singular potential [16] and render it a non-infinite effective or pseudo potential (direct correlation
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Figure 4.2: ECNLE theory calculation of the hard sphere fluid mean alpha relaxation time non-
dimensionalized by the bare diffusion time [35, 33, 34] τ0 ≡ d2/D0, where D0 is the bare diffusion constant,
as a function of packing fraction . Results are shown based on using the projected (red, solid) and projec-
tionless (blue, dashed) effective force vertices. Simulation (green squares) and colloid experimental (black
stars) results [44] are shown for comparison.
function). However, using the continuity and non-singular nature of the cavity distribution function, y(r) =
eβUHS(r)g(r), and the identity [16] g(r)~f(r) = kBT g(r) δ(r − d+) rˆ, a simple analytic form for Eq. (4.13)
can be easily derived:
~MHS,PDT (k) = 4pid
2kBT g(d) j0(kd) kˆ (4.21)
where g(d) is the contact value of the pair distribution function, and j0(x) = sinx/x.
To qualitatively compare the force vertices in the NMCT and PDT approaches, one can analyze the
important high wavevector limit, kd >> 1 (so-called ultra-local limit of NLE theory [40]). In this limit [16]
C(k)→ 4pik−2 g(d) d cos(kd) , and thus the NMCT vertex becomes kC(k)→ 4pid g(d) cos(kd)/k. This result
is identical up to a phase factor to Eq. (4.21) at high wavevectors, strongly suggesting the basic physics
captured by the NMCT or PDT based approaches is very similar for hard spheres.
To directly compare the predictions of ECNLE theory using either the projected or projectionless force
vertex we numerically compute the mean alpha relaxation times as shown in Figure 4.2 as a function of
volume fraction η. The NMCT (solid, red curve) and PDT (dotted blue curve) are compared to both
simulations (green squares) and colloidal experiments (black stars). The results are qualitatively similar in
all respects and agree closely with the experiments and simulations. Quantitatively, there are differences.
By carefully analyzing the results we find the difference is primarily due to the predicted packing fraction
dependence of the jump distance that enters the elastic barrier in Eq. (4.9). Overall the NMCT vertex is
slightly closer to the observed relaxation times.
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Figure 4.3: Non-dimensionalized alpha relaxation times for the LJ (orange, solid) and WCA (purple, dashed)
fluids at two packing fractions as a function of dimensionless inverse temperature. For thermal systems,
τ0 ≡ (24ρσ2)−1
√
M/pikBT , where M is the particle mass [33]. The black points denote the predicted
emergence of a barrier (ideal NMCT crossover), while the green dashed line shows the high temperature
Arrhenius behavior. (Inset) The average effective attractive (orange, solid) and repulsive (purple, dashed)
contributions to the force vertex, in arbitrary units, for the same packing fractions.
4.3.2 Structural Relaxation in Lennard Jones and Inverse Power Law Liquids
For thermal liquids with attractive interactions, we propose a hybrid approach, in analogy with prior suc-
cessful microscopic theories of diverse dynamical phenomena that treat the repulsive and slowly varying
attractive forces differently [37–39]. Specifically, we adopt the NMCT vertex for repulsive forces (given the
better agreement with simulations and experiments, Fig. 4.2) and we adopt the PDT vertex for attractive
forces:
∣∣∣ ~M(k)∣∣∣2 = k2C2(k) + ∣∣∣∣∫ d~r g(r) ~fatt(r)e−i~k·~r∣∣∣∣2 , (4.22)
where ~fatt is the attractive part of the LJ force. For the WCA fluid, only the first term is present. For
LJ liquids, the cross term in Eq. (4.22) is dropped for multiple reasons. (a) It is the simplest (seemingly
inevitable) approximation consistent with the use of different dynamic closures for repulsive and attractive
forces. (b) Physically, one expects cross correlations are weak since for vdW liquids the slowly varying
attractive and harsh repulsive forces vary on different length scales. (c) The PDT approximation for Γ(~r −
~r ′, t), Eq. (4.11), is known to be more accurate for slowly varying attractions than harsh repulsions [25].
Under isochoric conditions, ρ and η are fixed, but ηeff grows with cooling via deff (β). Representative
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Figure 4.4: (left frame) Attempt to collapse the non-dimensionalized mean alpha relaxation time for WCA
isochoric fluids at various packing fractions. For thermal systems, τ0 ≡ (24ρσ2)−1
√
M/pikBT , where M is
the mass of the particle [35, 33, 34]. The temperature is scaled by the high temperature apparent Arrhenius
barrier E∞. (right frame, main) Same a main but showing collapse of the non-dimensionalized alpha times
for the isochoric LJ systems. (Inset) βE∞ for LJ (blue, stars) and WCA (red, crosses) fluids (almost
indistinguishable), compared to the onset temperature kbTon (LJ, purple, closed squares; WCA, orange,
open squares). The black dashed line is the power law βE∞ ∝ η9.3.
calculations are shown in Figure 4.3 for η = 0.48 and η = 0.54. For η = 0.48, the LJ fluid relaxes much
slower than its WCA fluid analog at lower temperatures. As η increases, these differences smoothly decrease
(not shown), and the relaxation times of the two systems are nearly identical at η = 0.54. These results
are in accord with the simulation trends [7–10]. To develop an intuitive understanding, we compute the
long wavelength (k = 0 in Eq. (4.13)) effective forces that enter the vertex: M∞,R ≡ 4pikBTd2effg(deff ) for
repulsions and M∞,A ≡
∫
d~rg(r)fatt(r) for attractions. The inset of Fig. 4.3 shows that for η = 0.48 the
repulsive forces dominate at high temperatures where the LJ and WCA relaxation times are similar. The
attractive force contribution grows faster than the repulsive analog with cooling and ultimately dominates,
consistent with the main frame results. For η = 0.54 the repulsions dominate at all temperatures.
As seen in simulation [7–10], Figure 4.3 shows that an apparent Arrhenius behavior is predicted at high
temperature which is physically due to the unimportance of the collective elasticity aspect of the alpha
relaxation process. One can ask whether the theoretical relaxation times for different packing fractions
collapse if temperature is scaled by the apparent Arrhenius barrier, E∞(η). In agreement with simulations
[7, 9], for WCA fluids no collapse is found as shown in the left frame of Fig. 4.4, but for LJ fluids we find an
excellent collapse over 7 decades (right frame). Attempts to empirically collapse the WCA alpha times with
different energy scales similarly failed. The inset of the right frame in Fig. 4.4 shows the Arrhenius barriers
are nearly identical for both fluids, and grow as βE∞ ∝ η9.3. The high apparent power law exponent
(simulation [7] finds ∼5) is expected if the continuous repulsion is replaced by an effective hard sphere
potential [11]; our exponent value is in excellent agreement with simulations that explored consequences of
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Figure 4.5: Dimensionless mean alpha times for LJ (solid) and WCA (dashed) fluids as function of scaled
inverse temperature at reduced pressures (right to left) of P˜ = 0, 2, 4, 6, 8, 10. The horizontal line illustrates
the kinetic vitrification based on τα(Tg) = 100 s and τ0 = 0.1 ps.
the WCA to hard sphere mapping [24]. We have also computed an “onset temperature”, Ton, defined as
when the apparent Arrhenius behavior first fails. From Fig. 4.4 we find E∞ ≈ 2kBTon, consistent with
simulation [7–10]. All the theoretical results discussed above are in good agreement with the trends found
in the isochoric simulations performed in the dynamic precursor regime [7–10].
We now consider experimental systems, which are typically studied at constant pressure and over 14 or
more decades in relaxation time [23, 31, 32]. We employ a model LJ equation-of-state [43] to perform constant
reduced pressure (P˜ ≡ βPσ3) calculations. The effective packing fraction of the reference hard sphere fluid
now varies with temperature due to both deff and thermal contraction. Results for the dynamically LJ and
WCA fluids (with the same structural input) are shown in Figure 4.5. The two fluids have nearly identical
relaxation times. At atmospheric pressure (P˜ = 0), a one-decade difference is visible, which vanishes as
pressure increases because density grows with cooling (Fig. 4.1).
Quantitative contact with isobaric experiments is made based on Fig. 4.5. A kinetic vitrification tem-
perature Tg is defined as when τα(Tg) ≡ 1015τ0 ' 100 s for a typical τ0 ' 0.1 ps (horizontal line in Fig. 4.5).
For LJ liquids at atmospheric pressure we find kBTg = 0.31, and a fragility of mP=1 atm = 62 significantly
larger than its isochoric analog of mV ≈ 26. This fragility difference is consistent with experiment [23].
For the LJ liquid, the theory also properly predicts Tg increases and fragility decreases with pressure (not
shown). The vdW liquid orthoterphenyl (OTP) has roughly /kB ≈ 700K 2 [45]. Using this, we obtain
2OTP is roughly estimated from the known value for benzene (benz/kB = 377K [45]) by using the vdW idea that it is
proportional to the boiling temperature Tboil ∝ , and the ratio TB,OTP /TB,benz ≈ 2
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Figure 4.6: Logarithm of the mean alpha time (in seconds) versus reduced inverse temperature for the LJ
(orange, solid) and WCA (purple, dashed) fluids at P˜ = 0, compared to experimental OTP data (green
stars) [25]. The theory curves are shifted vertically to match the high temperature experimental relaxation
times. (Inset) Collapse of the dimensionless alpha times for P˜ = 0, 2, 4, 6, 8, 10 (curves) and isochoric
η = 0.50, 0.52, 0.54, 0.56, 0.58 (points) conditions with the reduced variable βη10. The horizontal line has
the same meaning as in Figure 3.
Tg = 216K, in reasonable accord with the experimental Tg = 246K [23, 25]. Figure 4.6 demonstrates that
the full relaxation time profiles in the reduced inverse temperature Angell representation (vertically shifted
to match the high temperature OTP Arrhenius data [25]) are in excellent agreement with experiment.
The inset of Fig. 4.6 attempts to collapse both the isobaric and isochoric LJ liquid relaxation times over
a wide range of densities and pressures. The result is consistent with density-temperature scaling [11, 23].
The inset also shows that the density scaling exponent is high (∼10), consistent with recent simulations that
mapped WCA repulsions to effective hard spheres [24] and as expected based on isomorph theory [11–13].
Isomorph theory suggests this collapse is the consequence of an approximate “hidden scale invariance”, and
the strong disagreement of the dynamics of the LJ and WCA fluids arises primarily due to the truncation
of the repulsive force for the latter system [12]. To further test these ideas, we employed our theory for
the inverse power law potential of Eq. (4.20) chosen to mimic the LJ liquid. A representative result of our
analysis is shown in Figure 4.7. One sees good agreement between the dynamics of the IPL fluid and the
LJ liquid. This provides additional support for the validity of the PDT idea. Of course, exact agreement
is not expected for many reasons: (i) the hidden scale invariance is an approximate idea, (ii) the power
n = 15.5 is motivated by binary mixture simulations while we study a one-component fluid, (iii) both our
dynamical theory and the structural input employed involve statistical mechanical approximations, and (iv)
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Figure 4.7: The predicted dimensionless alpha relaxation time as a function of the dimensionless inverse
temperature for the WCA (dashed purple), LJ (dotted yellow) and IPL (solid green) fluids at constant
η = 0.48. The IPL potential parameters are A = 0.88 and n = 15.5.
the equilibrium pair structure is computed based on the approximate mapping of the continuous repulsion
fluid to an effective hard sphere system. These technical issues will be studied in depth in future work.
4.4 Results for Dense Attractive Colloidal Suspensions
In addition to the role of attractive forces in atomic and molecular liquids, there have been extensive studies
of liquids of attractive colloids [4, 26–29]. These systems are very different from their atomic counterparts
as the attractions are short range compared to the particle size α << d and in general can be much
stronger β >> 1. The differences in interactions lead to dramatic equilibrium structural and dynamic
correlations. Unlike the Lennard Jones fluid, the strong, short range attractions of colloids can lead to
dramatic changes in the equilibrium pair structure, g(r) due to possible aggregation. These attractions also
have interesting dynamical consequences. In addition to the standard glassy localization and caging (found
in purely repulsive systems), attractive systems also exhibit the formation of physical bonds and possible
gelation at high attraction strengths [29, 46, 47]. There remain many open questions in the role of attractions
in colloidal liquids, in particular related to the interplay of glassy and gel physics.
Here, we initiate an investigation of the role of attractions in colloidal liquids at a preliminary level. It is
well known from experiment [26], simulation [4, 27–29], and microscopic theories based on a projected force
vertex (ideal MCT [4, 27–29] and the local hopping NLE approach [19, 36]), that dense hard sphere colloidal
glasses can dynamically “melt” upon the addition of a very short range attraction (α << d) of intermediate
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Figure 4.8: Re-entrant phenomena predictions for attractive colloidal systems based on using the PDT force
vertex. Main frame - Ideal localization transition boundary. Lower inset - ECNLE and NLE theory results
for the dimensionless hopping diffusion constant as a function of reduced attraction strength at a fixed
packing fraction of η = 0.52. Upper inset - Ideal localization length in units of the particle diameter as a
function of reduced attraction strength at η = 0.52.
strength. Additionally, simulations [29] and colloid experiments [46] have found that at a fixed high packing
fraction, the diffusion constant is a non-monotonic function of the dimensionless attraction strength, β.
Though this problem is beyond the primary scope of this work, which is focused on viscous liquids, we
have performed a demonstration calculation for this system. To do so, we adopt the model pair potential of
Eq. (4.14), that of a hard sphere and with a short range attractive tail α = 0.02d, at a fixed packing fraction
η. The OZ and PY integral equation theory, Eqs. (4.15) and (4.16), is numerically solved for the collective
equilibrium structural correlation. These results are employed in the dynamic calculations using the PDT
idea in the ECNLE framework. Briefly, the force vertex is given by |Mtot|2 = M2rep + M2att − 2 |MattMrep|,
where Mrepis given by Eq. (4.21) and Matt by Eq. (4.13) with only the attractive exponential forces
included. This dynamic calculation is distinctly different from the hybrid approach of the thermal liquid;
the PDT is applied to both branches of the potential and the cross term is retained since both the repulsive
and attractive forces are spatially strongly varying and attractive interactions do change local structure.
Our results based on using the PDT force vertex are shown in Figure 4.8. In all results, the attraction
range is small compared to the particle diameter, α = 0.02d, typical of micron-sized colloids. The main
frame shows the ideal non-ergodicity boundary in the space of packing fraction and attraction strength. In
reality, this curve indicates the crossover to a fluid with non-zero barriers and activated dynamics. Its non-
monotonic, re-entrant form with the characteristic “nose” at β ∼ 1.7 is the signature of the “glass melting”
effect at the ideal kinetic arrest level. The lower left inset shows the dimensionless hopping diffusion constant
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(in units of the short time diffusivity), Dhop/Ds where Dhop ≡ (∆r)2/6τα, hop, at a fixed high packing fraction
beyond the “nose”. The combined PDT+ECNLE theory predicts a non-monotonic variation with attraction
strength, qualitatively consistent with the findings of simulation [29] and experiment [46]. Also shown is the
prediction of the older NLE theory [4] which captures only the local cage scale hopping physics [35, 33, 34].;
the behavior is qualitatively the same. The upper right inset shows the corresponding transient localization
length (minimum of the dynamic free energy) is roughly constant at a glasslike value for relatively weak
attractions, and then decreases as the attraction strength grows and physical bonding becomes important.
The predicted form of the β-dependence is qualitatively consistent with experiments on colloids [46] which
measured intermediate time plateaus of the single particle mean square displacement. Thus, we conclude that
the new PDT+ECNLE approach qualitatively captures the key features of the “re-entrant glass melting”
phenomenon for dense sticky colloidal fluids.
4.5 Discussion
In conclusion, a new approach for constructing microscopic force-based theories of slow dynamics that
explicitly includes attractive forces has been developed at the level of pair correlations. Under isochoric
conditions, the attractive forces can have a major effect on supercooled liquid dynamics but as density
increases their influence vanishes. Under isobaric conditions, attractive forces are much less important due
to thermal contraction. Our results are consistent with recent simulations [7–10] and experiments [23, 25].
The theoretical approach can be applied to more complex soft matter systems. For example, colloidal gels
where strong and short range attractive forces induce transient bonding [4] which is explicitly described at
the force level using PDT. We find that the essential features of the “re-entrant glass melting” phenomenon
induced by a short range attraction [4, 26, 29, 46] is captured by the PDT-ECNLE approach, as briefly
discussed. More generally, the new force vertex idea can be employed in the dynamic free energy framework
previously applied to study activated dynamics in glass and gel forming materials composed of nonspherical
colloids [48–51], polymers [52] and soft repulsive colloids [53, 54].
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Chapter 5
Activated Nanoparticle Motion in
Crosslinked and Entangled Polymer Melt
Nanocomposites1
5.1 Introduction
Nanoparticle motion in diverse crowded environments is of broad interest, with applications in physics, ma-
terial science, cell biology, and medicine. Understanding the motion of a tagged nanoparticle can provide
length-scale-dependent information about the properties of structurally and/or viscoelastically complex ma-
trix materials [2–5]. In polymer nanocomposites and filled elastomers, nanoparticles can provide massive
reinforcement of elastic and other mechanical properties [6–8]. In biology and medicine, molecular transport
underlies many cell functions and drug delivery applications [9, 10]. The problem has begun to be addressed
theoretically, albeit largely at a tentative and single particle diffusion level [11–17].
Of specific interest in this chapter is how nanoparticles diffuse in crosslinked polymer networks and entan-
gled polymer melts in the dilute tracer limit. Yamamoto and Schweizer have previously developed a micro-
scopic statistical mechanical theory at the level of forces for spherical one [11] and two [12] particle diffusivity
in unentangled and entangled polymer melts built on a combination of Brownian motion, polymer physics
and mode coupling theory (MCT) ideas. By adopting a constraint release dynamical picture, appropriate
when particles are not too small compared to the entanglement tube diameter, single particle mobility is
driven solely by length-scale-dependent collective relaxation of polymer density fluctuations. Their primary
finding was nanoparticle diffusivity can be massively enhanced relative to the continuum Stokes-Einstein
prediction due to a gradual coupling of the particle to the transient entanglement network constraints as
its size increases. A second, complementary advance extends the self-consistent General Lengevin Equation
(GLE) framework developed in Ref. [18, 19] to the case of small nanoparticles which decouple from the
transient entanglement network. The resultant theory is in good agreement with simulations [18] of hard
particle diffusion in both unentangled and lightly entangled melts.
This chapter builds on the above work but addresses a different, third regime where nanoparticle motion
is via thermally-induced activated barrier hopping. Such a rare event becomes the only option in chemically
1This chapter has been adapted from a previous publication [1] with permission from the authors. Copyright 2014 American
Chemical Society.
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crosslinked polymer networks when the effective mechanical mesh size becomes smaller than the particle
diameter. It also may be important over a narrow range of particle to entanglement mesh diameter ratios
in melts. To address hopping transport requires going beyond the dynamically Gaussian GLE approach
previously developed [11, 18]. We employ the nonlinear Langevin equation (NLE) theory, widely utilized for
colloidal glasses and gels and supercooled polymer melts [20–23]. It is based on the concept of a dynamic free
energy, and is a quantitative, microscopic, force-level description. Three questions are addressed. First, under
pure excluded volume conditions (athermal, nonadsorbing polymers), how does the onset of transient hard
sphere localization, the localization length, activated hopping time, and diffusivity depend on crosslinked
network and nanoparticle variables? Second, under what (subtle) conditions can hopping control particle
diffusion in entangled polymer melts? Third, what is the influence on diffusion of non-excluded volume forces,
specifically polymer-particle attractions and soft repulsions? The latter is a toy model of sterically-stabilized
particles, nanogels, vesicles and other soft objects.
Section 5.2 presents the models and dynamical theories employed. Analytic results for the athermal hard
sphere system are derived and discussed for networks and melts in Sections 5.3 and 5.4, respectively. Section
5.5 establishes the role of variable polymer-particle interactions and local packing correlations on diffusivity.
The chapter concludes in section 5.6 with a brief summary and future outlook.
5.2 Theory
5.2.1 Models
We consider spherical nanoparticles of core radius Rcore larger than the polymer monomer size (Figure 5.1).
The polymer is described at the lightly coarse-grained level of a freely jointed chain of hard sphere sites of
diameter d (typically . nm) [24, 25]. Monomers interact with the nanoparticle via a hard core repulsion
plus an exponential tail pair potential:
Upn(r) =
 ∞ r < Rcore + d/2pn exp(− r−(Rcore+d/2)αpn ) r ≥ Rcore + d/2 (5.1)
where r is the center-to-center separation of the particle and monomer, pn is the contact energy and αpn
is the spatial range. This potential models: (i) athermal (pn = 0), (ii) attractive (pn < 0), and (iii) soft
repulsive (pn > 0) interactions. For the latter, it is convenient to define an effective size using standard
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Figure 5.1: A schematic depiction of a nanoparticle (hard core of radius Rcore) in a crosslinked polymer
network. Soft particles are modeled by a repulsive polymer-particle tail potential (range αpn) from which
one can define an effective particle radius Reff via Eq. (5.2). Polymers are composed of segments of
size d . Both chemical crosslinking and physical entanglements are mapped to a single length scale, dT ,
characterizing monomer spatial confinement.
liquid state theory ideas [26]:
Reff + d/2 =
∫ ∞
0
dr
(
1− e−βUpn(r)
)
(5.2)
For hard and attractive particles we set Reff ≡ Rcore.
Dynamically, the polymer network is described by Rouse dynamics on length scales less than the entan-
glement or mechanical mesh diameter, dT , and an arrested soft solid on larger length scales. We shall use the
tube diameter jargon (literally relevant for polymer melts) to denote a mean total dynamical confinement
length scale including (in networks) both topological entanglement and chemical crosslink effects. Experi-
mentally, this length scale can be defined in terms of the rubbery plateau modulus [24] Gx ∼ ρpkBT/Nx
where dT ≡
√
Nx σ and here is assumed to be unchanged in the presence of the nanoparticle. We note
that the latter simplification is rigorous in the At the ensemble averaged level dilute particle limit at the
ensemble-averaged level we work at. of MCT and in the dilute particle limit this assumption is reasonable.
However, physically the polymer packing structure near a nanoparticle will not be the same as in the bulk,
and hence the rubbery modulus is expected to be locally perturbed. How to microscopically include this
higher order effect is an unsolved problem at present, but we do not expect it to qualitatively modify any of
our results. A schematic depiction of the model is provided in Figure 5.1.
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5.2.2 Dynamical Theories
In ideal MCT, the onset of (transient) nanoparticle localization is characterized by a nonzero finite value
of the long time mean square displacement (MSD),
〈
(~r(t→∞)− ~r(0))2
〉
≡ r2L [21, 27]. We compute this
quantity using the well-established na¨ıve mode coupling theory (NMCT) self-consistent equation [21, 27]:
3
2r2L
=
β2
6
〈
~F (t→∞) · ~F (0)
〉
(5.3)
where β−1 = kBT is the thermal energy, ~F (t) is the total force on the nanoparticle at time t, and
〈
~F (t) · ~F (0)
〉
= β−2ρp
∫
d~k
(2pi)3
k2C2pn(k)Spp(k)Γ
s
nn(
~k, t)Γcpp(
~k, t) (5.4)
Here, ρp is the segment number density, Spp(k) is the polymer static (density fluctuation) structure fac-
tor, and Γsnn(k, t)
(
Γcpp(k, t)
)
is the normalized (at t = 0) dynamic structure factor, or propagator, for the
nanoparticle (polymer melt). Effective particle-monomer forces enter via Cpn(k) which is the Fourier trans-
form of the segment-nanoparticle direct correlation function defined via the Polymer Reference Interaction
Site Model (PRISM) integral equation theory as [28–31]:
hpn(k) = Cpn(k)Spp(k) (5.5)
where hpn(k) is the Fourier transform of hpn(r) = gpn(r) − 1, and gpn(r) is the monomer-particle pair
correlation function.
To dynamically close the theory for entangled polymer melts it was previously proposed [11]:
Γcpp(k, t) = exp
(
− k
2D0t
Spp(k)
)
+
S0
Nx
exp
(
− k
2d2T
3pi2Spp(k)
)
exp
(
− t
τrep
)
(5.6)
where D0 is the segmental short time diffusion constant, τrep is the reptation (disentanglement) time, and
Spp(k = 0) ≡ S0 = ρpkBTκT = ρpkBT/KB is dimensionless compressibility which quantifies the amplitude
of long wavelength density fluctuations; κT is the isothermal compressibility, and KB is the bulk modulus
[32]. On short length scales (k−1 . dT /2pi) diffusive Rouse dynamics apply as encoded in the first term on
the right hand side of Eq. (5.6). The second term captures the longer (tube and beyond) scale (k−1 & dT /2pi
) physics where transient localization occurs due to entanglement effects. Three aspects enter [11]: (i) a
Gaussian tube spatial localization (ala neutron spin echo experiments [33]) including a deGennes narrowing
factor, (ii) long time disentanglement via reptation, and (iii) an overall amplitude, S0/Nx = Gx/KB << 1,
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Figure 5.2: Dynamic free energy profiles, in units of the thermal energy, for various nanoparticle sizes based
on the analytic hard sphere model with ρpσ
2dT = 18 and S0 = 0.25. The important length and energy
scales are indicated: rL, rB , FB .
reflecting the coupling of density and stress fluctuations. Crosslinked networks are solids at long times, and
thus Eq. (5.6) becomes:
Γcpp(k, t→∞) =
S0
Nx
exp
(
− k
2d2T
3pi2Spp(k)
)
(5.7)
Localization of the nanoparticle is modeled in the standard Gaussian manner [21, 27]:
Γsnn(k, t→∞) = exp
(
−k
2r2L
6
)
(5.8)
Equations (5.3), (5.4), (5.7), and (5.8) define a self-consistent Gaussian theory for r2L. For particles
small relative to dT we expect unbounded diffusion at long times and hence r
2
L → ∞. For large enough
nanoparticles the crosslinks should trap the particle, and hence the localization length will be finite.
NMCT describes localization but not activated hopping. The latter is a strongly non-Gaussian process
and is the focus of the nonlinear Langevin equation (NLE) theory [20–23] for the scalar dynamical displace-
ment of the particle from its initial position, r(t), which obeys the stochastic evolution equation-of-motion:
ζs
∂
∂t
r(t) = − ∂
∂r
Fdyn(r) + δfs(t) (5.9)
where ζs is the nanoparticle short time friction constant, δfs(t) is the corresponding thermal random force,
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and Fdyn(r) is the dynamic free energy. For networks the latter becomes:
Fdyn(r)
kBT
=
3
2
log
(
3
2r2
)
−
∫
d~k
(2pi)3
ρpC
2
pn(k)Spp(k)
S0
Nx
exp
[
−k2
(
r2
6
+
d2T
3pi2Spp(k)
)]
(5.10)
If the thermal noise in Eq. (5.9) is dropped, then the ideal NMCT result of strict localization of Eq. (5.3)
is recovered. Examples of the dynamic free energy are shown in Fig. 5.2, and the localization length, rL,
barrier position, rB , and barrier height, FB , are defined. The average hopping time is computed using the
general Kramers theory for stochastic processes [34]:
τhop = 2βζs
∫ rB
rL
dr eβFdyn(r)
∫ r
0
dr′ e−βFdyn(r
′) (5.11)
For small barriers, FB . 2kBT , hopping events become less well defined, however Eq. (5.11) still accurately
captures the average time it takes the particle to move a “jump distance”, rB − rL. When the barrier is
large, FB & 2kBT , Eq. (5.11) reduces to the classic Kramers theory result [34]:
τhop
τs
=
2pi√
K˜LK˜B
eβFB (5.12)
whereτs ≡ βζs(2Rcore)2 is the particle short time scale, and K˜i = βKi(2Rcore)2 is the dimensionless absolute
value of the curvature of Fdyn
5.2.3 Structural Models
Equilibrium pair correlations are input to the dynamical theories. We adopt two models: (i) an analytically
tractable structural (random) continuum model [[11], and (ii) numerical PRISM theory [28–31]. The former
is applicable when dT , 2Rcore >> d and all interactions are hard core, which motivates the two defining
simplifications of model (i). First, monomers pack randomly around the nanoparticle:
gpn(r) =
 0 r < Rcore1 r ≥ Rcore (5.13)
hpn(k) = −4piR3core
j1(kRcore)
kRcore
(5.14)
where j1(x) is the spherical Bessel function of the first kind. Second, the polymer collective density fluctu-
ations are approximated by their long wavelength limit, Spp(k) ≈ Spp(0) = S0.
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To capture local packing effects and variable nanoparticle-monomer interactions we employ PRISM theory
and model the polymer as a freely jointed chain of N hard spheres of diameter d and persistence (bond)
length σ = 4d/3 [11, 28]. The monomer volume fraction is chosen to mimic melts or dry networks, ηp =
ρp4pid
3/3 = 0.4 [28–30]. For all correlations we adopt the Percus-Yevick site-site closure [31, 32] outside the
distance of closest approach:
Cij(r) =
(
1− eβUij(r)
)
gij(r) (5.15)
PRISM is a theory for melts. To the extent the pair correlations in dry networks are melt-like it is applicable.
There are multiple reasons this situation can hold. First, filled networks are typically formed experimentally
by melt mixing and then crosslinking. Second, we will show that particle localization occurs on a relatively
short length scale of the order of dT or much less. Third, at zeroth order one generally thinks of a network as
a melt below the chemical crosslink scale [24]. The latter is relatively large in the lightly crosslinked systems
of primary interest here where the entanglement length is smaller than the mean distance between chemical
crosslinks. To mimic a rubber network in numerical PRISM calculations we set N = 1000 since this is large
enough such that the asymptotic limit is reached for the polymer-particle pair correlations.
5.3 Analytic Results in Athermal Polymer Networks
The random structure model considers only hard spheres and hence Reff = Rcore ≡ R. Given Cpn(k) is
proportional to a spherical Bessel function (Eqs. (5.5) and (5.14)), standard Gaussian integration techniques
can be used to analytically evaluate Eq. (5.10) to obtain:
Fdyn(r˜)
kBT
=
3
2
ln
(
3
2r˜2
)
−
√
pi
6
ρpσ
2dT
(
2R
dT
)3 [
b−1/2
{
2b−1 − 3 + (1− 2b−1) e−b}+√pi erf(√b)]
where b =
6(2R/dT )
2
(2R/dT )2 r˜2 + 4/pi2S0
(5.16)
where r˜ ≡ r/R. The first ideal-entropy-like term favors the liquid state, while the second term favors
localization due to polymer-particle forces. This dynamic free energy is determined by 3 dimensionless
parameters: (i) particle size relative to tube diameter, 2R/dT , a measure of confinement, (ii) the tube
diameter relative to the polymer packing length, dT /p, where p
−1 ≡ ρpσ2, and (iii) the dimensionless
compressibility, S0. At the analytic random structure level the particle size enters only via the ratio 2R/dT .
For polymer melts, the packing length and tube diameter are proportional, and experiments find ρpσ
2dT ≈
18 [35]. In crosslinked systems this value can be smaller (tighter effective tube). Here we perform calcula-
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ρpσ
2dT S0 (2R/dT )c
0.10 1.58
18 0.25 1.32
0.40 1.22
1.00 1.08
9 0.25 1.53
Table 5.1: Localization Transition for the Analytic Athermal Structure Model Values of the
dimensionless nanoparticle confinement ratio at the onset of localization (2R/dT )c are given for several
polymer systems. Here ρpσ
2dT is the ratio of the tube diameter to the polymer packing length, and S0 is
the dimensionless compressibility of the polymer system.
tions for ρpσ
2dT ≈ 18, 9, and four values of S0 = 0.1, 0.25, 0.4, 1.0 where the first three span melt values
[28] and the last corresponds to ignoring the deGennes narrowing factor in Eq. (5.7). For fixed polymer
parameters, particle dynamics are studied as a function of the confinement parameter, 2R/dT .
5.3.1 Localization Phenomena
NMCT predicts the onset of localization, or within NLE theory the crossover of nanoparticle motion from
diffusive to activated hopping corresponding to when the dynamic free energy first acquires a minimum [21].
Figure 5.2 shows representative results for ρpσ
2dT = 18 and S0 = 0.25. For 2R/dT ≤ 1.32, the nanoparticle
is not trapped by the entanglement network and beyond this value it is. The “critical” value for localization
depends on polymer properties and is denoted as (2R/dT )c; numerical results are summarized in Table 5.1.
Note that in all cases the onset of localization is a priori predicted (not assumed) to occurs when 2R/dT ∼ 1,
consistent with physical intuition. Variations in (2R/dT )c reflect specific properties of the polymer network.
One trend is that a higher dimensionless compressibility reduces (2R/dT )c, a seemingly counterintuitive
result. However, the latter deduction assumes that S0 can be changed independent of all other polymer
properties. In real systems this is not true since the compressibility is related to polymer chemistry and
density [28], and hence the tube diameter. To illustrate this point, we recall the Gaussian thread “field
theoretic” version of PRISM theory [28] where a polymer is an uncrossable continuous ideal random walk
(space curve, d → 0). For long chains it is known S0 ∝
(
ρpσ
3
)−2 ∝ (p/σ)2, and since in melts p ∝ dT , one
has S0 ∝ (dT /σ)2. Now, from Table 5.1 for ρpσ2dT = 18 we numerically find (2R/dT )c ∝ S−1/60 . Since
dT ∝
√
S0, the particle size at localization scales as Rc ∝ S1/30 , restoring the intuition that particles are
harder to localize in more compressible polymeric media.
A related trend in Table 5.1 is that with decreasing ρpσ
2dT the localization onset shifts to larger confine-
ment values, again seemingly counter-intuitive. However, this also is a manifestation of assuming polymer
properties are independently adjustable. In real crosslinked systems, the ratio p/dT is reduced compared to
the melt because the effective tube diameter is smaller. If this is taken into account, dT will decrease by a
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Figure 5.3: The two extrema length scales (units of particle radius) of the dynamic free energy as a function
of the confinement parameter for several different dimensionless compressibilities in the analytic hard core
model. ρpσ
2dT = 18 for all curves. The lower (upper) branch represents the localization length rL (barrier
position rB). The blue crosses are results using the PRISM theory structural input and should be compared
to the S0 = 0.25 curve.
factor of ∼ 2 for ρpσ2dT varying from 18 to 9, implying the particle size 2Rc at localization is ∼ 0.6 times
smaller for ρpσ
2dT = 9 compared to 18. Thus, we do predict nanoparticles localize more easily as ρpσ
2dT is
decreased, as expected physically.
The tightness of particle trapping is quantified by the localization length, rL. Figure 5.3 shows the two
extrema lengths of the dynamic free energy as a function of reduced particle size; the lower (upper) branches
of these curves are rL (barrier location, rB). In all cases near the localization transition rL ≈ dT ≈ 2R,
but as the confinement parameter grows the localization length significantly shrinks. For small increases of
2R/dT > (2R/dT )c, it decreases approximately as a critical power law:
rL, c − rL
R
∼
[
2R
dT
−
(
2R
dT
)
c
]0.24±0.09
(5.17)
The exponent variability reflects both a weak dependence on S0 and uncertainties in fitting our numerical
calculations to the form of Eq. (5.17). Concerning the former aspect, the apparent exponent slightly decrease
as S0 increases, implying localization tightens more slowly for more compressible systems. Equation (5.17)
remains a reasonable representation only up to 2R/dT ≈ (2R/dT )c + 0.3. From 2R/dT ≈ (2R/dT )c + 0.3 to
≈ (2R/dT )c + 3, there is a transition regime with no discernable simple analytic behavior. For very strong
confinement, 2R/dT ≥ (2R/dT )c + 3, an asymptotic limit is reached that can be derived analytically from
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Eq. ( 5.16) for 2R/dT >> 1 and rL/R << 1. This result is:
rL
R
=
(
72
ρpσ2dT
)1/2 (
3pi3S0
)−1/4( dT
2R
)2
(5.18)
The localization length is related to dT as expected, since the polymer network is driving nanoparticle
confinement, however for large particles rL is much smaller than the tube diameter. Even under strong
localization conditions, where hopping will not be physically relevant in real systems (see Section 5.3.2), the
trends in Eq. (5.18) may be experimentally observable.
5.3.2 Dynamic Barrier and Activated Hopping
Three quantities mainly characterize the particle hopping process: (i) the jump distance rB = rL, (ii) barrier
height FB , and (iii) mean hopping time τhop. Figure 5.3 implicitly shows results for the jump distance which
one sees grows as confinement increases. Near threshold, 2R/dT ≈ (2R/dT )c, an approximate critical power
law fits our calculations:
rB − rL
R
∼
[
2R
dT
−
(
2R
dT
)
c
]0.48±0.03
(5.19)
which is robust to variations in the dimensionless compressibility except for S0 = 1.0. Eq. (5.19) applies
until 2R/dT ≈ (2R/dT )c + 1. For 2R/dT >> (2R/dT )c, an analytic result can again be derived. Since
rL → 0, the hopping distance is dominated by the barrier location which obeys rB >> dT , and in this limit
we find:
rB − rL
dT
≈ rB
dT
≈ (6pi)1/6
(
1
48
ρpσ
2dT
)1/3(
2R
dT
)2
(5.20)
The hopping distance grows very rapidly as the confinement parameter is increased, independent of the
compressibility. As a caveat, NLE theory is less reliable when the jump distance is large [20, 21]. Moreover,
as a practical matter hopping is experimentally irrelevant in the large confinement parameter regime since
barriers are enormous as shown below.
Figure 5.4 shows results for the barrier height (inset) and mean hopping time (main) for the ρpσ
2dT =
18 systems. Here the confinement parameter is expressed as the distance from its value at the onset of
localization, a format that results in a near collapse of all the curves with the exception of S0 = 0.1. It is
evident that very small changes in the degree of confinement induce a dramatic growth of the barrier and
hopping time. For modest values of 2R/dT ≈ (2R/dT )c, a power law fit to the barrier calculations works
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2R / dT − 2R / dT( )c
2R / dT − 2R / dT( )c
Figure 5.4: The mean barrier hopping time in units of the particle short time scale, τs ≡ βζs(2R)2, as a
function of the distance of the confinement parameter from its critical value for the analytic hard sphere
model. ρpσ
2dT = 18 for all curves. The black, dot-dot-dashed curve is a fit of the low confinement regime to
the exponential form of Eq. (5.21). (Inset) Barriers for the same systems. The blue crosses are the barriers
using the PRISM structural model input and should be compared to the S0 = 0.25 curve.
well:
FB
kBT
∼
[
2R
dT
−
(
2R
dT
)
c
]1.7±0.1
(5.21)
This result holds to 2R/dT ≈ (2R/dT )c + 0.4, at which point the barrier is already rather high, FB ∼
8− 10 kBT . Likewise, the hopping time can be fit as an exponential law:
τhop
τs
= 0.08 exp
[
16
(
2R
dT
−
(
2R
dT
)
c
)]
(5.22)
as shown in Fig. 5.4. This works until 2R/dT ≈ (2R/dT )c+0.3, corresponding to FB ≤ 3 kBT . We emphasize
that when barriers are small, hopping may become difficult to distinguish from other non-activated motions.
However, we can clearly conclude that in experiments, hopping will only be possible to observe in the smaller
confinement regime.
To explicitly illustrate the massive reduction in mobility, the S0 = 0.25 system was analyzed further. By
choosing dT = 8nm to mimic a polystyrene melt [35], and taking τs = 1ms as a typical nanoparticle short
time constant, we find for 2R ≈ 2Rc = 10nm that τhop ≈ 1ms ≈ τs. As the particle size is increased by
a modest amount to 2R = 18nm, the hopping time increases to 100,000 years! Thus, there is a massive
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reduction in hopping mobility with small changes in particle size.
In between 2R/dT ≈ (2R/dT )c + 0.4 and 2R/dT ≈ (2R/dT )c + 10 a transition regime is observed, where
no simple analytic behavior is found. Above 2R/dT ≈ (2R/dT )c + 10, we find an asymptotic limit can be
derived
FB ≈ 1
6
pi(2R)3
(
ρskBTσ
2
d2T
)
= VnGx (5.23)
where Vn is the particle volume, and Gx is the network shear plateau modulus. Eq. (5.23) is reminiscent of
elastic models for flow and relaxation in deeply supercooled liquids [36, 37]. Here, it reflects that in order to
move, the particle must isotropically deform the surrounding network on a scale of order its size. A practical
caveat is that at the onset of the asymptotic scaling, the barrier is already FB ≈ 104 kBT , and thus in
experiment or simulation such a R3 scaling will never be observed.
Finally, one can ask how hopping transport is affected by polymer properties? As mentioned above, when
confinement is viewed relative to the onset of localization, the dimensionless compressibility of the polymer
liquid, S0, has little effect on hopping (e.g., see Fig. 5.4). Decreasing ρpσ
2dT weakens the rate of growth of
the barrier and hopping time. However, even with this downward shift, the conclusion is the same: small
increases in the ratio 2R/dT above its critical value results in a drastic decrease of particle mobility.
5.4 Activated Hopping in Polymer Melts
In crosslinked systems, once the particle becomes localized the only channel for motion is hopping. On
the other hand, in entangled polymer melts the tube constraints have a finite lifetime and two classes of
competing, system-specific channels of motion can be envisioned: (i) nanoparticle “active” motion to escape
dynamical constraints, and (ii) “passive” motion via polymer constraint release. A recent theory [18, 19]
has combined these two mechanisms by solving the GLE self-consistently for the particle mean square
displacement as a function of time. However, the GLE theory was dynamically closed at the Gaussian level,
which does not account for large amplitude activated hopping.
Hence, there remains the question of under what conditions hopping contributes to nanoparticle diffusion
in entangled polymer melts? Intuitively we expect two conditions must hold. First, reptation must be slow
enough for hopping to be relevant, otherwise constraint release would dominate. This will only be true for
“long enough” chains. Second, the particle to tube diameter ratio must fall in a narrow window near unity
to ensure that the particle becomes transiently localized but that the barrier height is sufficiently low so that
hopping can occur quickly enough. At zeroth order, we will quantify these conditions based on comparing the
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Figure 5.5: The ratio of the mean hopping time to the reptation time in melts of various degrees of entan-
glement N/Nx, with ρpσ
2dT = 18 and S0 = 0.25.
time scales for hopping and constraint release. A caveat is that calculating hopping and constraint release
mobilities independently will be quantitatively accurate only if the time scales are sufficiently separated so
the two processes can be distinguished.
Given the reptation time sets the time scale for constraint release motion, and the particle short time
scale follows from its Rouse friction constant, the hopping time relative to the constraint release time is:
τhop
τrep
=
pi3
18
(
ρsσ
2dT
)( N
Nx
)−3(
2R
dT
)5 [
2pi√
K˜LK˜B
eβFB
]
(5.24)
When τhop/τrep << 1, hopping will dominate, and when τhop/τrep >> 1 constraint release will dominate.
Figure 5.5 shows calculations using ρpσ
2dT = 18 and S0 = 0.25 for several degrees of entanglement. Results
are shown for FB = 2 − 20 kBT since for low barriers hopping is not well defined, and for FB > 20kBT
hopping is astronomically slow. One sees from Fig. 5.5 that if N/Nx = 5 then particle hopping is slower
than polymer disentanglement suggesting it is not important, consistent with recent simulations of lightly
entangled melts [18]. As the degree of entanglement increases, the window of relevant confinement ratios,
2R/dT , grows. However, for experimentally accessible values of N/Nx . 200, the window remains very
small, and we estimate 2R/dT ≈ 1.5− 1.8.
One can also phrase the above question as for a given particle size and tube diameter, what is the
minimum chain length necessary to see hopping? By defining the threshold as when τhop = τrep, one can
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Figure 5.6: The minimum value of N/Nx for which hopping is important in melts based on the four indicated
criteria. Here ρpσ
2dT = 18 and S0 = 0.25 are chosen to mimic melt conditions. (Inset) Hopping diffusivity
(purple, solid) compared to its constraint release analog in melts. The horizontal lines correspond to (from
top to bottom) N/Nx = 5, 10, 25, 100, 200.
solve Eq. (5.24) for Nc:
Nc = Nxpi
(
ρsσ
2dT
18
)1/3(
2R
dT
)5/3 [
2pi√
K˜LK˜B
eβFB
]1/3
(5.25)
The main frame of Fig. 5.6 shows hopping is relevant only for 2R/dT ≈ 1.5 − 2.0 based on this criterion,
and N/NX & 10 is necessary to observe hopping.
As an alternative, but related, measure of the relevance of hopping, we compare the particle diffusivity
achievable based on activation to that of the constraint release mechanism. A simple and natural choice for
the hopping diffusion constant is:
Dhop =
(rB − rL)2
6τhop
(5.26)
In the analytic model the short time diffusivity, Ds, sets the mobility scale. Since hopping is associated with
escape from entanglement constraints, we assume all relevant Rouse modes first relax, and thus obtain the
N -independent result [11]:
Ds =
kBT
ζRouse
= kBT
[
8pi
3
R3
R2g
ηR
]−1
(5.27)
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where the Rouse viscosity is ηR = η0N and η0 is the segmental melt viscosity. Expressing the constraint
release diffusivity from Ref. [11] in terms of the same units one finds:
DCR
Ds
=
[
1 +
ζent
ζRouse
]−1
ζent
ζRouse
=
1
12pi
(
N
Nx
)3√
3pi3S0
dT
2R
[
e−3pi
2S0(R/dT )
2
(
1 +
2
3pi2S0(R/dT )2
)
+ 1− 2
3pi2S0(R/dT )2
]
(5.28)
A direct comparison of the diffusivities can now be made, as a function of N/Nx, 2R/dT , and S0.
The inset of Figure 5.6 shows results for barriers again spanning the range FB ∼ 2− 20 kBT . Note that
for N/Nx = 5, the polymer is only slightly entangled and we expect (and find) hopping is not relevant. As
N/Nx grows, the window in 2R/dT where hopping is faster than constraint release diffusion does widen. But,
even for the most heavily entangled N/Nx = 200 system, hopping is important only for 2R/dT ≈ 1.5− 1.8,
consistent with our conclusion based on the time scale comparisons. Figure 5.6 also shows the value of
N/Nx where Dhop = DCR, along with lower and upper bounds on this threshold corresponding to when
Dhop = DCR/10 and Dhop = 10DCR, respectively. We again conclude that in all cases long chains are
necessary to see hopping (N/Nx & 10) and it is only relevant for a narrow range of confinement parameters
of order unity. Our conclusion that hopping is the primary mode of transport only for strongly entangled
polymers over a small window of confinement parameter appears to be consistent with the qualitative
arguments of Cai and Rubinstein [13, 14].
5.5 Role of Variable Nanoparticle-Polymer Interactions
To explicitly study the influence of equilibrium local structure and interactions on our dynamical results
we employ PRISM theory as described in section 5.2. Typical monomer-particle pair correlations functions,
gpn(r), are shown in Figure 5.7 for 2Rcore = 10 d with a tail potential range of αpn = d for three types
of systems: (i) hard spheres, (ii) attractive spheres, and (iii) soft repulsive spheres. Compared to the hard
sphere case, attractions enhance local correlations of monomers around the tagged particle, while repulsions
decrease the correlations. For the highly repulsive systems, a significant correlation hole develops, ala a
de-wetting of the polymer-particle interface.
5.5.1 Hard Spheres
By comparing the dynamic free energy extrema length scales and barrier for hard spheres based on PRISM
theory structural input to that deduced based on the analytic structural continuum model, the role of local
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Figure 5.7: Equilibrium monomer-particle pair correlation functions for attractive (dashed red), soft repulsive
(dotted black, dash-dotted green, dash-double dotted yellow) and hard core (solid blue) systems. The particle
core diameter is 2Rcore = 10 d and the attraction/repulsion range is αpn = d. (Inset) Fourier transform of
the nonrandom part of the pair distribution function, hpn(k), for the same conditions of the main frame and
attractive (solid red and dashed blue), hard sphere (dotted black), and soft repulsive (dot- dashed green)
systems.
nonrandom packing correlations can be investigated. In order to make a fair comparison, the finite size of
monomers is incorporated into the analytic model by taking R→ R+ d/2 in Eq. (5.16), which ensures that
the contact separations in gpn(r) match. Additionally we match the polymer parameters of both models by
choosing N = 1000, and ηp = 0.4, which fixes S0 = 0.25. Finally, the packing parameter for the analytic
model was ρpσ
2dT = 18, which implies dT = 27pid/16ηp = 13.25 d.
Results for the extrema lengths are shown in Figure 5.3 as crosses. Comparing to the S0 = 0.25 case, the
major difference between the two results is the precise onset of localization; the PRISM-based calculations
predict (2R/dT )c = 1.05, modestly smaller than the analytic result of (2R/dT )c = 1.32. This difference
is consistent with the intuitive idea that the confining forces on the nanoparticle are enhanced when local
packing correlations (layering) is included. When viewed relative to the localization transition onset, the
behavior of the extrema length scales are essentially identical in the two calculations. Barrier height calcu-
lations are shown in Fig. 5.4 (inset), expressed relative to (2R/dT )c. The PRISM-based calculations grow
modestly more quickly with increasing particle size, and hence so will the hopping time, consistent with the
idea that local packing correlations quantitatively reduce mobility.
Overall, the dynamical results based on the continuum model agree remarkably well with the fully
numerical results. This seems understandable as a consequence of the short range nature of the structural
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System 2Rcore/d βpn αpn/d 2Reff/d dT, c/d (2Reff/dT )c
Repulsive: 0 5 5.00 4.25 1.18
Constant 5 1 5 12.97 7.25 1.79
Core Size 2 5 18.29 12.25 1.48
4 5 24.67 19.25 1.28
Repulsive: 0.1 5 2.26 6.25 1.60
Constant 1 5 2.06 6.45 1.55
Effective 2.5 5 1.71 10 6.75 1.48
Size 5 5 1.14 7.60 1.31
10 0 0.00 9.10 1.10
0 0.0 9.10 1.10
-2 0.5 8.25 1.21
Attractive 10 -4 0.5 10 7.60 1.32
-2 1.0 7.75 1.29
-4 1.0 7.10 1.41
Table 5.2: Localization Transition for PRISM Structural Models Calculations of the tube diameter at
the onset of localization, dT, c, are shown for several different nanoparticle diameters, 2Rcore, and monomer-
nanoparticle interfacial interaction strengths (ranges), pn (αpn) (defined in Eq. (5.1)). It is convenient to
define an effective particle size (via Eq. (5.2)) and compare it to the transition tube diameter (2Reff/dT )c.
All length scales are expressed in terms of the polymer segment diameter d.
correlations, and the fact they are oscillatory in a roughly symmetric manner about the random value of
unity. As a result, their dynamical consequences are largely averaged out, as a priori done by the analytic
structure model.
5.5.2 Repulsive Interactions
A largely open question is the role of particle-monomer interactions on nanoparticle diffusion. Recently there
has been much interest in composite systems of soft nanoparticles, such as nanogels, microgels, hard colloids
with grafted polymer layers, vesicles, and micelles [38, 39]. To crudely model the effects of particle softness,
we study particles that interact with the polymers via a hard core plus soft repulsive exponential tail as in
Eq. (5.1). Using the PRISM structural correlations as input, the effects of a soft interfacial interaction on
particle dynamics in crosslinked polymers is explored.
Consider first the influence of repulsion strength pn at constant 2Rcore = αpn = 5 d for tube diameters in
the range dT = 2− 20 d. System parameters are summarized in the first section of Table 5.2 along with the
localization transition tube diameter ratio dT, c/d for each case. Note that as βpn increases, the localization
transition tube diameter, and hence (dT /2Rcore)c, increases. This effect is dramatic since dT, c varies from
∼ d for the hard core case to ∼ 20 d for the very soft sphere case of βpn = 5. There is no seemingly obvious
relationship between particle core size and the transition value. However, since increasing pn results in an
effectively larger particle diameter as it appears to the monomers, this trend is qualitatively expected.
In an attempt to collapse the above calculations, we scale dT by the effective particle size 2Reff of
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Figure 5.8: The two extrema lengths of the dynamic free energy for soft repulsive systems with 2Rcore = 5 d
and αpn = 5 d and several different repulsion strengths pn. Both the tube diameter and extrema lengths are
normalized by the effective particle size. (Inset) To exhibit the extent of data collapse in the main frame,
the uncollapsed results are shown where dT is normalized by the particle core size and the extrema lengths
are normalized by the monomer diameter.
Eq. (5.2). The resulting values of 2Reff/d and (2Reff/dT )c are given in Table 5.2. This normalization
approximately collapses the localization onset to (2Reff/dT )c ≈ 1− 2. To further investigate this, extrema
length scale profiles were calculated as a function of both dT /2Rcore and dT /2Reff , as shown in Fig. 5.8.
When expressed as a function of dT /2Rcore(inset), there is a huge variance in the curves mainly associated
with the shifts to higher tube diameters. This variance can be largely collapsed if dT is scaled by the effective
particle size. The extrema length scales can then be compared to Reff as suggested by the analytic model.
Doing so, we find the massive (but not perfect) collapse shown in the main panel of Fig. 5.8.
We now investigate the role of softness on hopping dynamics. In order to accomplish this while holding
everything else constant, a collection of systems of fixed 2Reff = 10d were studied. By choosing specific
values of 2Rcore and pn, the repulsion range αpn was then appropriately determined. Varying the core size
from 2Rcore = 0.1−10 d spans cases from a nearly fully soft particle to a hard sphere. The system parameters
and localization transition values for these systems are summarized in the center panel of Table 5.2. First
note the onset of localization is shifted to smaller dT, c values for softer particles. This is an intuitive trend,
and also applies to the extrema length scale profiles in Fig. 5.9. Additionally, it is evident from the latter
that as 2Rcore → 0 the results tend toward the same limit of a fully soft particle. Barrier calculations are
shown in the inset of Fig. 5.9. In all cases, small changesvariations of the tube diameter yield large changes
ofvariations in the barrier height. The main effect of particle softness is slowing down how quickly the barrier
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Figure 5.9: The two extrema lengths (main) and barrier height (inset) of the dynamic free energy for soft
particles of constant effective size 2Reff = 10 d with various core sizes. For all cases βpn = 5 and αpn/d
is determined by the constant effective size condition Eq. (5.2). The 2Rcore/d = 10 case represents a hard
particle, and as the core size is decreased the “softness” of the filler is increased. The barrier height results
are shown as a function of the inverse mesh length d−1T rendered dimensionless by the mesh length at the
onset of localization dT, c.
grows. For softer fillers, more confinement relative to the transition value is necessary to produce the same
barrier (and hence hopping time). All these results are intuitive as softer particles should be able to squeeze
through the network more easily.
The above studies show that the main effect driving localization in crosslinked nanocomposites is the
confinement a (soft) particle experiences from the network as characterized by the value of 2Reff/dT . When
scaled in this manner, the largest variations in dynamics are collapsed and all localization transitions occur
at 2Reff/dT ≈ 1. There are smaller, second order perturbations due to particle softness. We find that for
two particles with the same effective size, the softer the particle is the more difficult it becomes to induce
localization (smaller dT, c). The nanoparticle mobility drastically decreases in all cases as 2Reff/dT grows,
however the decrease is slower as particles become softer.
5.5.3 Attractive Polymer-Filler Interactions
Chemistry can be chosen to favor monomer adsorption, creating an attractive interfacial potential. We study
this case for hard particles with short range attractions modeled via Eq. (5.1) with pn < 0, 2Rcore = 10 d,
and αpn/d = 0.5, 1.0. The attraction strength pn was varied from zero to the strong value of −5kBT .
The bottom panel of Table 5.2 summarizes the system parameter choices and the computed localization
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Figure 5.10: The two extrema lengths (main) and barrier height (inset) of the dynamic free energy for
particles with core 2Rcore = 10 d and various attraction ranges and strengths. The hard sphere case (solid
red) is shown for reference. The barrier heights are plotted as a function of the inverse mesh length d−1T
rendered dimensionless by the mesh length at the onset of localization dT, c.
onset values. Short range attractions shift the localization transition to smaller tube diameters for both
attraction ranges studied; the same trend is found in the full extrema length scale profiles in Fig. 5.10. Based
on a local dynamical perspective, this result is counterintuitive; as attractions are added one might expect
it should be more difficult for the particle to move. On the other hand, we are concerned with localization
driven by physical effects on a mesoscopic length scale, the tube diameter, not the very short local scale
characteristic of the attraction range. The prior work of Ref. [11] observed a similar trend for nanoparticle
diffusion based on the polymer constraint release mechanism. For highly entangled systems, they found
that nanoparticle diffusivity increases as the interfacial attraction was increased, a trend, however, that is
reversed in unentangled melts where the physics is more local.
Hence our results are consistent with the prior study [11] and can be explained, in the context of our
approximate theory, in a similar manner. Specifically, the effective forces on the particle are quantified by
the structural correlations on the relevant length scales dictated by dynamical relaxation. In Figure 5.7, one
sees that as the attraction is increased the local correlations grow (adsorption), indicating stronger forces
locally. But, considering hpn(k) on the larger mesoscopic length scale there is a reduction of correlation
(and hence forces) since |hpn(k)| decreases with attraction strength. This raises the question as to whether
the local or global structure is more relevant to nanoparticle motion. Given that dT ≈ 2Rcore near the
transition, and that the cutoff wavevector in the polymer propagator (Eq. (5.7)) is kcut =
√
3pi2S0/dT , we
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find kcutd ≈ 0.27. Hence the force correlations are controlled to leading order by the mesoscopic regime,
thereby mathematically explaining our results.
A physical caveat to the above discussion is that while the theory is internally consistent, the seemingly
counter-intuitive trends could be a consequence of the core approximation of MCT and NLE theory which
replace real forces by effective forces determined by pair structure. This approach works well for repulsive
systems. However, when there is a combination of attractiveon and repulsive forceson, concerns have been
raised in the context of supercooled liquids as to whether such a MCT-like force renormalization accurately
captures the dynamical consequences of competing forces [40, 41]. Our results for the attractive systems
may be related to this issue, and future research and simulations are needed to systematically address this
open issue.
5.6 Discussion
We have developed a microscopic, force-level statistical dynamical theory for the localization and activated
hopping dynamics of dilute spherical particles, both hard and soft, in crosslinked networks and entangled
polymer melts. Our primary findings and predictions are as follows. First and foremost, the The main
factor controlling localization is the confinement the particle experiences from polymer entanglements and
crosslinks as characterized by the ratio of the effective nanoparticle diameter to the mechanical mesh length,
2Reff/dT . Dynamic localization occurs when 2Reff & dT , and the hopping mobility drastically decreases
as the confinement parameter even modestly increases past threshold. In addition to this main effect, local
packing correlations modestly enhance the tendency to localize for hard particles, and for repulsive particles
increasing softness, even at fixed effective particle diameter, can enhance mobility. While the effects of soft
interfacial repulsions are small compared to those of particle size (confinement), they still have dramatic
consequences for the onset of localization, and in turn the nanoparticle mobility. For entangled melts, we
find the exponentially-slow activated hopping diffusivity is ineffective small relative to particle transport
controlled by entanglement network dissolution for most cases. The exception appears to be a narrow
window of confinement parameters of 2R/dT ≈ 1.5 − 2 for sufficiently long chains. Future experiments
and simulations to test the theory regimes where hopping is relevant for networks and melts would be very
valuable. Additionally, experimental evidence for the scaling of the localization length and the hopping time
with the confinement ratio would be an important useful test of our predictions.
Our approach relies on two key theoretical assumptions inherent to both MCT and NLE theory. First,
we assume particle hopping and polymer network fluctuations are isotropic. This, of course, is true in the
92
context of ensemble averaged results, but how much error it might incur at the level of an individual hopping
event is unknown. Second, we do not allow the nanoparticle to actively (and perhaps nonlinearly) modify
the local network structure as part of the activated hopping motion [14]. Relaxing this assumption involves
taking into account higher order (greater than two body) static and dynamical correlations in MCT and
NLE theory, an open problem for microscopic force-level approaches.
The theory presented here can be straightforwardly generalized to treat particles in semidilute polymer
solutions. Nonspherical particles can also be studied, including the role of translational versus rotational
degrees of freedom in the localization and hopping process. The present work provides a foundation for
attacking the very difficult non-dilute nanoparticle regime of high interest for polymer nanocomposites.
However, this requires addressing several complications, a primary one being the assumption that polymer
dynamics is unperturbed by the presence of nanoparticles.
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Chapter 6
Short-Time Relative Diffusivity of Entangled
Rigid Biopolymers in Solution
6.1 Introduction
The longstanding quest to understand the ultra-slow dynamics of entangled polymers normally considers
the diffusion of a single macromolecule in its average surrounding environment, most prominently envisioned
as a polymer reptating through the Edwards-de Gennes tube composed of the identical polymers which
surround it [1–9]. While differing in important respects according to polymer architecture (e.g., flexible and
semiflexible chains, rigid rods), all share the peculiarity that because the size of the molecule vastly exceeds
the size of individual units along it, adjoining positions on a tagged macromolecule become correlated over
large separations simply because they are covalently bonded and cannot cross other macromolecules. In this
chapter, our focus is not the familiar single-polymer problem [1–5], but rather the open question of how
the motion of a given reptating macromolecule is coupled in space and time with other reptating polymers
that inhabit its pervaded volume. The fractal and strongly interpenetrating nature of linear polymers in
dense liquids causes the number of “neighbors” on the macromolecular length scale to grow without bound
as the polymer size increases, and in a manner distinct according to polymer geometry [1–5, 10]. Moreover,
the number of correlated neighbors increases with distance from a tagged polymer. Such features are
not typically present in dense liquids of colloids or molecules [11], and their dynamical consequences are
not addressed by the classical reptation-tube model which ignores, for simplicity, the correlated motion of
different polymers [1–3, 6–9]. Analysis of the correlated motion of pairs of entangled polymers, not addressed
by the classical tube model, involves considering crowding effects beyond the nearest-neighbor local cages in
small-molecule or colloidal liquids.
We focus on intermediate time and length scales when the system is mechanically a soft solid showing a
dynamic plateau modulus due to localization in two transverse spatial directions, yet the individual polymer
constituents continue to display Fickian diffusion of a viscous liquid in the direction of the chain contour
[1–5]. The archetypal textbook static representation [2–5] of a concentrated polymer solution would consider
threadlike polymers with contour length L separated by the average “mesh” distance ξ between neighboring
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Increasing time and length scales 
A. Local B. Mesoscopic C. Continuum 
t << τ e
r << ξm
τ e < t < τ rep
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Figure 6.1: Schematic illustration of the space-time regimes considered in this study. (A) At times less than
the entanglement time τe and lengths less than the geometric mesh length ξm, filaments behave as thin, di-
lute, weakly bending threads of length L and diameter d which experience solvent-mediated hydrodynamic
interactions, (B) At times longer than τe but less than the reptation time τrep, and distances intermediate
between the mesh or tube diameter and polymer contour length, the filaments are effectively densely packed.
They fill a cylindrical volume of diameter dT at a nearly constant average density and reptate along their
contours with diffusion constant D‖. The inter-filament hydrodynamic forces are screened. (C) At inter-
mediate time but large separations, a traditional hydrodynamics approach applies in which the intervening
continuum is structureless. The relative motion of two probes is considered as a function of time and their
separation r0.
strands (Fig. 6.1A). However, this overlooks the subtle consequences of time-averaged positions owing to the
spread of relaxation time [7, 12, 13]: on intermediate time and length scales, the chains have equilibrated
within their tubes and, because they remain entangled until long time reptation occurs, they experience a
near-constant time-averaged density, producing the “fat cylindrical tubes” depicted in orange in Fig. 6.1B.
The resulting coordinated motion of entangled polymers due to non-hydrodynamic effects on intermediate
time and length scales is the primary focus of this work This problem is also relevant for understanding
the length scale beyond which a polymer environment can be considered in the continuum or hydrodynamic
limit (Fig. 6.1C), and in turn is relevant to understanding the lower bound of distance beyond which the
technique of two-point microrheology [14–17] is predicated. It is also relevant to cytoskeletal dynamics of
stiff biofilaments such as actin and microtubules [8, 9, 18–20] and potentially to the “crowding” problem
in biological function [21–23]. Generic for fluids of interpenetrating, entangled macromolecules, the ideas
presented here can be explored in polymer melts in addition to the biofilaments considered in this chapter,
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although we do not do so here.
The primary goal of the work presented in this chapter is to understand from a microscopic force-based
theory, the relative motion of two tagged rods in an entangled network of similar rods. The motivation
for this work is the recent set of experiments [24] performed on the relative motion of two entangled F-
actin molecules. The filaments have a small diameter, d = 8nm, compared to the mean filament length is
L ≈ 23µm. Additionally the fiber length is close to the persistence length of F-actin, lp ≈ 17µm and so the
filaments are stiff and can be theoretically approximated as rigid rods to first order. At the concentrations
studied, the actin fibers are isotropic and heavily entangled. The geometrical mesh size, ξm ≈ 0.1µm,
(defined in Fig 6.1A) and tube diameter are roughly equal and small relative to the fiber length, however,
long range correlations are found due to the deGennes correlation hole for rigid fibers[3].
Theoretically we build off the successes of the recent work presented in Chapter 3, on relative motion in
colloidal liquids, to calculate the non-hydrodynamic contributions to the relative diffusivity of the center of
mass (CM) of two rods as a function of their separtion r0. The time scales of interest are after the fibers have
equilibrated in their tubes but before reptation, τe < t < τrep. For these times the thin fibers on average
renormalize to thick (on order of dT ) cylinders as depicted in figure 6.1B. Given dT ≈ ξm, these cylinders are
densely packed and in turn form a nearly incompressible fluid. For short separations, dT < r0 . L, this dense
packing and the screening of hydrodynamics [25, 26] leads to a dominance of non-hydrodynamic contributions
to the relative diffusivity. However, at large separations r0 & L hydrodynamic must be recovered, Fig. 6.1C.
In this chapter we calculate the non-hydrodynamic relative diffusivity for rigid rods by employing a two
rod mode coupling theory (MCT) at the CM level. While the specific numerical results were calculated for
F-actin, we believe the results are general to rigid polymers.
In Section 6.2, we review the system model and the renormalized cylinder approximation, followed by the
theoretical background for the two particle MCT. This section concludes with a discussion of the structural
models we employ for rigid rods. In Section 6.3 the theoretical results and predictions are presented. We
begin with a brief discussion of the single fiber diffusivity. This is followed by results for the relative diffusivity
of two rods in monodisperse including a brief comparison to the recent experiments[24]. We conclude the
section with a brief discussion of polydisperse systems. The chapter is concluded in Section 6.4 with a brief
discussion of the results and future directions.
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6.2 Theory and Models
Our focus is the dynamic displacement cross correlation function:
Crr (r0, t) = 〈∆r1, r(t)∆r2, r(t)〉r0 (6.1)
where ∆rα, r(t) is the displacement of site α in the direction of the separation vector of the two tagged sites
~r = ~r2 − ~r1, and the restricted ensemble average 〈. . .〉r0 is performed at fixed inter-site separation, r0, at
time t. As in recent colloidal experiments (Chapter 3)[27], correlations transverse to the separation vector
are small and are ignored in our theoretical modeling. The intermediate time regime of interest is when the
transverse mean square displacement (MSD) of a filament exhibits a (near) plateau corresponding to times
longer than the timescale for equilibration in the entanglement tube but before the long terminal reptation
time, τe < t < τrep, Figure 6.1B.
We first model the F-actin solution a fluid of uncrossable rigid rods composed of bonded spherical
interactions sites (e.g., G-actin for F-actin) dissolved in an implicit solvent. Dynamics is studied at the center-
of-mass (CM) level. This simplification is appropriate since for for entangled, reptating rods every point
along its contour translates in the same manner. The two mechanisms for inducing dynamical correlations
between a pair of sites on two different rods are: (i) hydrodynamics (HD) solvent mediated, and (ii) non-
hydrodynamic effects mediated by packing correlations and effective inter-rod forces. Prior theoretical work
on the HD effect for interpenetrating solutions of rods [25, 26] has led to the following three regime picture
in time and space. (i) On length scales smaller than the physical mesh there are unscreened solvent-
mediated hydrodynamic correlations that determine the short time and length scale rod diffusion constant.
The relevant friction constant scales with the solvent viscosity. (ii) On length scales larger than roughly
the geometric packing (mesh) length ξ but smaller than the rod length, ξ < r < L, HD is exponentially
suppressed or screened [25, 26]. (iii) For separations far enough beyond the rod length, continuum HD
again applies with the much larger full (zero frequency) viscosity entering with the well known dynamic
displacement correlation function [14, 15, 20]:
Crr (r0, t)
t
≈ kBT
2piηr0
, r0 > ξHD (6.2)
where kBT is the thermal energy, η is the long time suspension viscosity, and ξHD ≈ L is the crossover
length scale to continuum hydrodynamics [25, 26].
Our focus is the role of non-hydrodynamic effects in determining the dynamic cross correlation on the
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intermediate length scale range. We address this for the reptating rod model by recasting it as an effective
colloid problem for the rod CM, and invoke the “cylindrical tube” and dynamic incompressibility ideas
illustrated in Figure 6.1B.
6.2.1 System Model and the Renormalized Cylindrical Tube Idea
We consider a fluid of rigid rods at number density ρr, of length L, and diameter d << L. The geometric
packing of rods is characterized by the mesh length:
ξ ≡
√
A
ρr L
(6.3)
where A is a constant; in our calculations below we adopt the result of Sackman [28], A = 9. One can view
the rod as composed of N = L/d spherical segments (interaction sites) of fixed diameter which for F-actin
is d = 8nm. The site number density is ρs = ρrN . Since L >> d, a continuous rod model will be adopted
in practice below.
The experimental measurements are performed beyond the entanglement time (t > τe) and hence the
density of every rod has equilibrated in its tube. Physically, it can be viewed as transversely confined to a
“fat cylinder” of tube diameter dT . For F-actin:
ρrL = 112µm
−2 c [mg/mL] (6.4)
dT = 180nmc
−3/5 [mg/mL] (6.5)
where concentration c is in mg/mL as denoted. The studied concentrations of c = 0.5, 1.0, 2.0mg/mL
correspond to the tube diameter being quantitatively very close to the geometric mesh size, dT ≈ ξ. Hence,
the cylindrical tubes are densely packed (non-overlapping) and in (soft) repulsive contact (Fig. 6.1B).
There are three main consequences of the above physical picture. First, the system will have an effec-
tively low compressibility. This implies, per deGennes [3], a direct connection between intramolecular and
intermolecular site-site pair correlations on the intermediate time and length scales of interest. Specifically,
the correlation hole effect is relevant, whence long range intrapolymer connectivity correlations must result
in long range (on the scale of L) inter-polymer correlations. Second, rotations of the cylinders can be ignored
since on intermediate time and length scales individual rod polymers are trapped in entanglement tubes and
perform one-dimensional reptation motion along their contour. Third, the effective repulsive forces between
the dense collection of cylindrical objects can induce dynamic correlation between different reptating fila-
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ments which will be quantified using well-established statistical mechanical ideas. Since the motion of all
sites on a given tagged rod are slaved via reptation, a CM model for single rod motion applies. The question
then becomes how a pair of reptating rods localized in their tubes correlated their motion in space and time.
6.2.2 Two Particle Dynamics and Mode Coupling Theory
To analyze non-hydrodynamic displacement cross correlations we adapt our prior statistical dynamical theory
for colloids to the present problem [27]. This approach is applicable since for t > τe the reptating rods
are localized in their tubes and longitudinal longitudinal diffusion is determined by the single rod friction
constant, ζ‖. Since the solution (rod orientation) is globally isotropic, for simplicity and tractability reasons
we pre-average over the rod orientation in our dynamic analysis. Given this physical picture and assumptions,
the dynamical theory at the site or CM level is analogous to that we recently proposed (and successfully
applied to experiment) for non-hydrodynamic cross correlations in dense colloidal suspensions, the details
of which can be found in Chapter 3. We sketch the technical details again here.
For two tagged particles there are two coupled Generalized Langevin Equations (GLEs) [29–33]. In the
intermolecular CM ~R = (~r1 + ~r2) /2 and relative ~r = ~r2 − ~r1 coordinate frame, they are:
ζ‖
d~R(t)
dt
=
∫ t
0
dτKR (~r, t− τ) d
~R(τ)
dτ
+ ~ξ(t) + ~FQ(t). (6.6)
ζ‖
d~r(t)
dt
= − 1
β
∂ ln g(2r(t) + r0)
∂r
+
∫ t
0
dτKr (~r, t− τ) d~r(τ)
dτ
+ ~ξ(t) + ~fQ(t). (6.7)
where β = 1/kBT is the inverse thermal energy. The left hand sides of Eqs. (6.6) and (6.7) characterize
the frictional drag force quantified by the reptation friction constant ζ‖, which is balanced by the random
white noise force, ~ξ. The first term on the right hand side of Eq. (6.7) involves the potential-of-mean-force
(PMF), W = −kBT ln g(r), which captures the reversible (non-dissipative) component of inter-site forces.
Viscoelastic effects associated with the space-time correlation of the forces exerted on the two-tagged sites
by the surrounding fluid enter via the non-local in time memory term, Kα, which obeys [33]:
〈
FQi (t)Fj
〉
=
kBT
3
δij KR(t) (6.8)
〈ξi(t) ξj〉 = 2 kBTδ(t) δij ζ‖ (6.9)
A similar definition to Eq. (6.8) holds for the relative coordinate memory Kr and the relative coordinate
force ~fQ(t). The force on the CM
(
~F =
(
~f1 + ~f2
)
/2
)
and relative coordinate
(
~f = ~f2 − ~f1
)
are defined in
terms of the single particle forces in a manner equivalent to the coordinates. The cross correlations between
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~ξ, ~Ξ, ~F , and ~f vanish. Equation (6.1) can then be written as:
〈∆r1, r(t) ∆r2, r(t)〉r0 = 〈∆Rr(t) ∆Rr(t)〉r0 −
1
4
〈∆rr(t) ∆rr(t)〉r0 (6.10)
Statistical mechanical approximations are necessary to compute the memory functions and solve Eqs.
(6.6)-(6.10). We employ a simple mode coupling theory (MCT) [32–38] that has been recently successfully
utilized for the non-hydrodynamic relative diffusivity problem in colloids [27]. Three approximations are
employed: the relevant slow dynamical variables are density fluctuations, real forces are replaced by effective
forces determined by the intermolecular structural correlation function, and four point correlations are
factorized into a product of two point functions. This yields CM (R, +) and relative (r, −) memory functions
which are expressed as a sum over contributions from different length scales (in Fourier space) as [27, 32,
34, 35]:
KR, r(t) =
ρs
3β
∫
d~k
(2pi)
3
k2h2(k)
S(k)
1
1± j0(kr0) Γs(k, t) Γc(k, t). (6.11)
where the + (−) sign applies for R (r), h(k) is the non-random pair distribution function in Fourier space,
S(k) = ω(k) + ρsh(k) is the collective (density fluctuation) static structure factor, and Γs (Γc) is the single
site (collective) dynamic density-density correlation function normalized to unity at t = 0. The quantity
j0(kr0) = sin kr0/kr0 captures the constraint on the two-tagged sites that their separation in space is fixed
when determining the displacement correlation function.
To proceed, models for the dynamic propagators, Γi(k, t), are necessary. The fixed separation constraint
implies that dynamical de-correlation of the forces on the two-tagged sites is solely due to relaxation of the
surrounding fluid, and hence Γs ≈ 1. The collective dynamic density-density fluctuation structure factor
Γc is more complicated. We pre-average over rod orientations and consider a simple diffusive model for the
correlations that includes the so-called deGennes narrowing effect [11, 39, 40]:
Γc(k, t) = exp
[
−k
2D‖ t
S(k)
]
. (6.12)
where D‖ = kBT/ζ‖ is the parallel single rod diffusivity. Eq. (6.12) is sensible for intermediate times
τe < t < τrep, and for spatial scales outside the tube diameter k . d−1T .
Since the sites are effectively fixed relative to each other due to the inter-rod constraint, the PMF
is a constant and can be dropped when solving Eq. (6.7). One then can define the renormalized CM
friction constant, ζ
(R)
rr ≡ ζ‖+
∫∞
0
dtKR(t) and the Fickian CM mean square displacement
〈
(∆Rr(t))
2
〉
r0
=
101
t
(
kBT/ζ
(R)
rr
)
; similar expressions apply for the relative coordinate. Using these results in Eq. (6.10) yields:
Dnon−HDrr = kBT
(
1
ζ
(R)
rr
− 1
ζ
(r)
rr
)
, (6.13)
where Dnon−HDrr (r0) is the separation-dependent, non-hydrodynamic relative diffusion constant,
〈∆r1, r(t)∆r2, r(t)〉r0 ≡ Dnon−HDrr (r0) t.
Combining Eq. (6.11) with the friction constants above Eq. (6.13), and performing the time integral,
then yields the explicit result:
ζ
(R)
(r)
rr
ζ0
= 1 +
ρs
3
∫
d~k
(2pi)
3
h2(k)
1± j0(kr0) (6.14)
Finally, the densely packed cylindrical tube picture of the entangled rod fluid on intermediate time scales
implies (near) incompressibility of the system on scales beyond the tube diameter. This allows one to relate
the intra-rod (ω(k)) and inter-rod (h(k)) pair correlations in Fourier space as ω(k) ≈ −ρs h(k) [11]. The
latter relation leads directly to the deGennes correlation hole idea [3] as a universal consequence of low
compressibility, which we show in the following section. Using ω(k) ≈ −ρsh(k) in Eq. (6.14) and performing
the solid angle integrals yields:
ζ
(R)
(r)
rr
ζ0
= 1 +
1
6pi2ρs
∫ kc
0
dk k2
ω2(k)
1± j0(kr0) (6.15)
where kc ∼ d−1T denotes a cutoff since the adopted model, physical ideas, and statistical mechanical simplifi-
cations only apply on length scales beyond the tube diameter. Equations (6.13) and (6.15) are the foundation
of the non-hydrodynamic theory and starting point to analyze the dynamic displacement correlations of rods.
6.2.3 Intramolecular Structural Models
To implement the dynamical theory a model for the intra-molecular structure factor of a filament, ω(k),
must be adopted. We consider two well-known, analytically simple, and physically reasonable for F-actin,
descriptions: (i) a continuous rigid rod model, and (ii) a continuous Gaussian semi-flexible model. Model
(i) corresponds to [41]:
ωrod(k)
N
=
2
kL
∫ kL
0
dx
sin x
x
− 4
(kL)2
sin2
(
kL
2
)
(6.16)
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Figure 6.2: (main)The non-random part of the inter-segment pair distribution function, h(r), is plotted
against logarithmic normalized separation r/L for monodisperse rigid rods with L = 15µm at concentration
c = 1mg/mL. (inset) The fraction of intermolecularly correlated segments relative to the total number of
segments N , within a sphere of radius r centered on a tagged segment, is plotted against logarithmic r/L.
The tube diameter relative to L (dT /L) is identified for reference.
Based on Eq. (6.16), three dimensionless quantities characterize the system: (i) reduced density ρrL
3 =
9L2/ξ2, (ii) number of sites per rod N = L/d, and (iii) number of entanglements per rod Ne = L/dT . On
the relevant intermediate length scales, the correlation hole effect due to effective dynamic incompressibility
implies it is increasingly unlikely to find pairs of segments on different filaments at separations less than
the filament length L. From Eq. (6.16) and the incompressibility approximation h(k) ≈ −ω(k)/ρs, the
non-random part of the site-site pair distribution function is:
h(r) =
 −
1
18pi
(
ξ
r
)2 (
1− rL
)
r < L
0 r ≥ L
(6.17)
Eq. (6.17) has a long range power law form with a linear cutoff, which is the well know correlation hole for
rods [3]. While h(r) follows from Eq. (6.16), this form shouldn’t be applied on length scales below r < dT
given that the incompressibility approximation breaks down and local chemistry will become important.
Fig. 6.2 (main) shows a characteristic form of −h(r) for L = 15µm and c = 1mg/mL. The correlation
hole effect found here leads to an effective repulsion between neighboring fibers. This is characterized by
the inter-segment potential of mean force, W (r) = −kBT ln [1 + h(r)] ≈ −kBTh(r), where the final relation
applies since |h(r)| << 1. In rough analogy with the phenomenon of critical slowing down of collective
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dynamics near a phase transition, due to the emergence of long range power law static correlations (relevant
given Eq. (6.17), one can compute the number of correlated segments Ncorr on different rods in a spherical
region of radius r centered on a tagged segment by integrating Eq. (6.17). The results, in the inset of
Fig. 6.2, show that Ncorr grows strongly with separation before saturating at r = L. This strong growth is
indicative of the deGennes correlation hole and leads to correlated dynamics on long length scales.
Model (ii) due to Marques and Fredrickson [41] captures a rod-like conformation inside the persistence
length of a stiff filament and the crossover to coil-like behavior on larger length scales. It is given by:
ω(k)
N
=
[
1 +
k2L lp
6 + piklp
]−1
(6.18)
where lp is the persistence length. By using Eq.(6.16) or (6.18) in the dynamic theory, the dimensionless
relative diffusivity Drr/D‖ can be determined as a function of the dimensionless separation between tagged
sites, r0/L. While semiflexibility could affect our dynamic predictions, given F-actin is very stiff (L ≈ lp)
we neglect any such explicit dynamical corrections and the analysis of Sec. 6.2.2 and Eq. (6.15) still holds.
6.3 Results and Predictions
6.3.1 Single Filament Diffusivity
Before discussing the relative diffusivity, we first comment on the renormalized single rod friction constant
predicted by the dynamic theory sketched above. In principle, it is modified by the structural correlation
effects we consider [36–38]. However, for both the rigid rod and semiflexible models, we have explicitly
determined that the structural correlation effects do not modify the single polymer reptation friction, ζ(1) ≈
ζ‖, beyond a small numerical prefactor correction of order unity. This is an important consistency check
given our physical picture is the single polymer motion is determined by topological entanglements and
reptation [1–4], an idea we adopt by assumption, and only the correlated 2-polymer dynamic displacements
are affected by the correlation hole mechanism. Thus, ζ(1) ≈ ζ‖ is adopted in all our subsequent analysis.
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Figure 6.3: (A) Relative diffusivity normalized by the single particle parallel (reptation) diffusivity (D0 = D‖)
as a function of the separation of the tagged sites on two different polymers normalized by the rod length.
Calculations are performed at fixed c = 1mg/mL, for rigid rods with lengths L = 10 and 100, 000 dT
(monotonically varying top to bottom at large r0). The dotted purple line shows the power law r
−3
0 , while
the dashed black line shows the power law r−20 . (B) Same as frame (A) with the relative diffusivity scaled
by L/dT .
6.3.2 Analytic Large Separation Limit
The large separation limit of the relative diffusivity can be generically evaluated by taking the q = kr0 → 0
limit of Eq. (6.15). Since ω(0) = N , Eq. (6.15) reduces to:
ζ
(R)
(r)
rr
ζ0
= 1 +
N
6pi2ρrL3
(
L
r0
)3 ∫ r0/dT
0
dq q2
1
1± j0(q) (6.19)
where we take the physical cutoff kc = 1/dT . For r0 >> dT , the upper limit of the integral can be
approximated by infinity. Defining the integrals:
C± =
∫ ∞
0
dq
q2
1± j0(q) (6.20)
one can employ Eq. (6.19) in Eq. (6.13), and upon expanding the result for large separations r0 >> L one
easily finds:
Dnon−HDrr
D‖
≈ N (C− − C+)
6pi2ρrL3
(
L
r0
)3
∼ r−30 (6.21)
Hence, the relative diffusivity decays as ∼ r−30 , which is much faster than the hydrodynamic result of Eq.
(6.2), DHDrr ∼ r−10 . Thus, at large separations r0 >> L the non-hydrodynamic mechanism is irrelevant and
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Figure 6.4: (A) Same as Fig. 6.3A but at a fixed L = 15µm and for concentrations between c = 0.5 and
16mg/mL (monotonically varying top to bottom at large r0). (B) Same as frame (A) with the relative
diffusivity scaled by c0.66.
hydrodynamics will dominate.
6.3.3 Numerical Results for Monodisperse Systems and Comparison to
Recent Experiments
We first consider monodisperse filaments of length L. The integrals in Eq. (6.15) are evaluated using the
rigid rod structure of Eq. (6.16), and experimental parameters from Eqs. (6.4) and (6.5). There are two
primary ways to perform the calculations: (a) hold the polymer concentration fixed and vary rod length;
(b) hold the rod length fixed and vary polymer concentration (and hence tube diameter and mesh size).
For case (a), Fig. 6.3 shows the relative diffusivity normalized by the single filament diffusivity (D0 = D‖)
as a function of separation normalized by rod length, r0/L. In Fig. 6.3A, the concentration c = 1mg/mL
for various rod lengths between L = 10 dT and 100, 000 dT . For the shortest rod (red curve), small scale
oscillations are predicted with a wavelength λ ≈ 6.1dT . These are a direct result of the precisely fixed
separation constraint in the theory (j0(kr0) factor in Eq. (6.15)). Given experiments do not have such
perfect resolution (and are performed for L ≈ 100 dT ), we expect they average over these oscillations. At
small separations (where “small” depends on rod length), the relative diffusivity plateaus at the single rod
diffusivity, as it should. As separation grows very large, the power law scaling analytically derived in the
previous section is numerically found Drr/D‖ ∼ r−30 (purple dotted line) beginning at r0 ≈ L for all rod
lengths. For shorter rods (red and blue curves) these two regimes are the only observed behaviors. For
longer rods, a third regime emerges at intermediate separations where a slightly weaker apparent power law
dependence on separation is predicted Drr/D‖ ∼ r−20 (black dashed line). Examination of Eq. (6.21) shows
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Figure 6.5: On log-log scales, the relative diffusivity Drr in units of µm
2/s is plotted against separation
r0 in units of µm. The points denote experimental results from our collaborators at the various actin
concentrations and elapsed times identified in the legend. The solid curves show the corresponding theoretical
predictions for c = 0.5, 1.0, 2.0mg/mL from top to bottom and L = 15µm. The dashed line with slope −1
is the Stokes-Einstein hydrodynamic prediction.
that in the large separation limit at constant concentration one has:
Dnon−HDrr
D‖
∼ 1
ρrL
N
L2
(
L
r0
)3
∼ 1
cL
(
L
r0
)3
(6.22)
where Eq. (6.4) has been used to replace ρrL with c. From Eq. (6.22), the large separation limit behavior
is expected to collapse if Drr is scaled by the length scale L. In the numerical calculations this is found as
shown in Fig. 6.3B. No universal collapse of the curves on all length scales exists.
For case (b) above, we investigate the concentration dependence of the relative diffusivity at fixed rod
length L = 15µm. This calculation mimics the experimental protocol, where several concentrations were
studied [24]. Figure 6.4A shows calculations for concentrations varying from c = 0.5mg/mL to 16mg/mL
(from top to bottom at large separation). The small and large separations regimes discussed above for
case (a) are again observed. No intermediate scaling regime is observed except at the largest concentration.
This is primarily due to the fact that L/dT remains small for all calculations, ranging from L/dT ≈ 55 for
c = 0.5mg/mL to L/dT ≈ 440 for c = 16mg/mL. As the concentration is increased, there are modest
differences in the small separation plateau, mainly as a result of the differences in the small corrections to
the single particle friction discussed above. At large separations the relative diffusivity correlations decrease
with increasing concentration, as predicted by Eq. (6.22) (collapse shown in Fig. 6.4B). While based on
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the limiting analytic analysis we expect Drr/D0 ∼ c−1, numerically we find ∼ c−0.66. This difference
appears to arise because the technical approximation that r0/dT → ∞ in the upper limit of the integral of
Eq. (6.19) is not accurate at small concentrations. For the large concentrations, we indeed find collapse
when scaling by c (not shown), confirming this explanation. The fact that the relative diffusivity decreases
modestly with increasing concentration may seem counter intuitive, however it is a unique feature of rods
that occurs primarily due to the increased effects of the correlation hole at higher concentrations via the
effective repulsive force W (r) ≈ −kBTh(r) (Fig. 6.2).
To test this theory, we explicitly compare the theoretical predictions to the experimentally measured
results [24]. shows the relative diffusivity in units of µm2/s as a function of separation in units of µm
for the different denoted experimental concentrations and time scales noted in the legend (points). The
different solid curves denote the theoretical predictions, which employ L = 15µm, and D0 = 0.1µm
2/s, and
c = 0.5, 1, 2mg/mL as motivated from the experiments. The calculations involve one adjustable parameter,
the numerical low length scaled cutoff of Eq. (6.15) which must be proportional to the kc ∼ d−1T . The precise
numerical prefactor is, sensibly, nearly unity. We find that the theory is qualitatively and quantitatively
consistent with the experimental observations up to r0 < L ≈ 15µm within the experimental uncertainty.
But, as expected, it falls below the experimental data at larger separations since the calculation ignores
hydrodynamic effects beyond the macromolecular size. Moreover, the correlation hole physics as the key
driver of collective dynamics does not apply at separations significantly beyond the filament length.
To characterize the hydrodynamic correlations, we employ a generalized Stokes-Einstein result, Eq. (6.2),
for two particle motion [14, 15, 20]. From literature measurements of the viscoelastic moduli of actin solutions
at frequencies ∼ 1−10Hz relevant to the experiments, one can infer that G′′(ω)/ω is roughly constant [20, 42]
with ηeff approximately 50-100 times the viscosity of water. In Figure 6.5 for r0 & L the experiments are
fit to the form of Eq. (6.2) with an effective viscosity ηeff = 82cP (black line) which is approximately
90 times the viscosity of water, in qualitative agreement with the rheological experiments. Hence we find
a reasonable description of all the available experimental data over all separations, based on assuming
Drr = D
HD
rr + D
non−HD
rr . This supports the assumption that the non-hydrodynamic and hydrodynamic
mobility mechanisms are roughly independently.
Finally, we investigate the role of polymer semiflexiblity on our theoretical predictions. This is studied
by using Eq. (6.18) in Eq. (6.15). We find that for realistic (high) persistence lengths per F-actin, all
the qualitative features of the concentration and length dependence remain the same as predicted for rigid
rods. Hence, we only present the influence of lp on the relative diffusivity correlations. Figure 6.6 shows
representative results for L = 15µm and c = 1mg/mL, where the relative diffusivity as a function of
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Figure 6.6: Same as Fig. 6.3A for semiflexible filaments, modeled by Eq. 6.18. The contour length is
L = 15µm, and concentration is c = 1mg/mL. Results for persistence lengths of lp/L = 0.5, 1, 2, are
shown which effectively overlap with each other and the rigid rod (red curve).
separation is normalized by the single polymer diffusivity. Calculations for several persistence lengths are
shown spanning semi-flexible lp = 0.5L to rigid lp = 2.0L filament regimes. For reference, the rigid rod result
is shown by the red curve. All four curves roughly collapse. Hence, the role of semi-flexibility is minimal.
6.3.4 Numerical Results for Polydisperse Systems
We briefly consider the influence of contour length polydispersity on the relative diffusivity for the rigid rod
model of filaments. For illustration, an exponential distribution of filament lengths with a lower cutoff at
L = σ is adopted, motivated by Ref [43]. The probability distribution function P (l) for fiber length is then:
P (l) =
 0 l < L− σ1
σ e
−(l−L+σ)/σ l ≥ L− σ
(6.23)
Given this, the average length is 〈l〉 = L and standard deviation is µ2 ≡
〈
l2
〉− 〈l〉2 = σ2.
There are several choices for how to implement averaging over the length distribution. We choose to
average the effective force which is determined by 〈ρrh(r)〉 =
〈
−ω(r)N
〉
. While not a unique choice, we believe
it is sensible because at the CM level in a polydisperse system the environment around the tagged rod will
have rods of many different lengths, leading to an average effective force on a tagged polymer. Additionally,
we do not expect any major qualitative differences based on other choices.
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Figure 6.7: (A) The magnitude of |〈ρrh(k)〉| for polydisperse systems as a function of the dimensionless
wavevector, where L is the mean rod length. The polydispersity index (standard deviation) varies from
σ/L = 0 to 1.0 from bottom to top. (B) The relative diffusivity normalized by the single particle parallel
diffusivity (D0 = D‖) as a function of the separation of the tagged sites on two different polymers normalized
by the rod length at a fixed concentration of c = 1mg/mL and mean rod length of L = 15µm. Different
levels of polydispersity are shown which vary from σ/L = 0 to 1.0 from top to bottom. In both frames the
results for the monodisperse and polydispersity index of 0.25 systems overlap.
Figure 6.7A shows the average effective force as a function of the dimensionless wavevector kL. The
red and blue curves show results for the monodisperse system (σ = 0) and σ = 0.25L, respectively, and
one sees that they overlap well. As polydispersity is increased, the large wavevector average force increases
corresponding to stronger local forces compared to the monodisperse case. Polydispersity enters Eq. (6.15)
via the replacement ω(k) → N 〈ω(k)/N〉, where the N outside the average reflects the mean value of L/d.
Fig. 6.7B shows the relative diffusivity normalized by the single rod diffusivity for polydisperse systems as a
function of the dimensionless separation at c = 1mg/mL. For all cases studied, except the most extreme one
with σ = L, polydispersity has a very small effect on the results. Even for the largest degree of polydispersity
the consequences are of second order. The latter correspond to a smaller overall magnitude of the relative
diffusivity (due to the fact that there are forces from very long fibers which dramatically slow dynamics)
and the emergence of oscillations. As before, the latter primarily is due to the idealization of precisely fixed
inter-rod separation which is not possible to enforce experimentally given its finite spatial resolution.
6.4 Discussion and Future Directions
In this chapter, we have developed a theory for the non-hydrodynamic relative diffusivity of the center of
mass of two entangled rods at intermediate times. Given the rods have equilibrated in their tubes which are
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densely pack, we adopt a renormalized cylinder approach. By adopting a two particle mode coupling theory
and approximating the cylinder fluid as being nearly incompressible, the dynamic correlations are predicted
to be driven by the deGennes correlation hole. Comparisons with recent experiments find our theory is
in good agreement with experimental results, for the relative diffusivity of F-actin fibers, for separations
dT < r0 < L. For separations beyond L, the expected hydrodynamic result is recovered. In addition
predictions are made for various monodisperse and polydisperse liquids of rigid fibers.
This result has dramatic implications for the physical picture of entangled polymers. Specifically the
Edwards-deGennes reptation tube model has interesting implications for single and two polymer dynamics.
For single polymer dynamics, this corresponds to the standard tube model which is dominated by topological
uncrossability constraints. As a priori assumed in the originally theories and verified here inter-molecular
packing effects are minor. For two polymer relative dynamics, the picture is very different. The dynamics
are controlled by the renormalized cylinder picture for which the polymer density is pre-averaged over
fluctuations in the tube. Because of this the correlation hole drive the two particle dynamical correlations
which are relaxed by reptation. Hence at the two fiber limit the inter-molecular packing of soft cylinders
dominates the dynamics. These results at the two polymer level can lead to future insights of collective
polymer dynamics.
Possible extensions to other entangled polymeric systems that exhibit anisotropic dynamics can be consid-
ered, all of which display the remarkable feature as responding mechanically as a soft solid on intermediate
time and length scales but as a liquid from an anisotropic diffusion or mass transport perspective. One
can anticipate at least three distinct regimes. First, entanglement tubes may be strongly nonoverlapping,
dT << ξ and dT /ξ ∝
(
ρrL
3
)−1/2
, a condition that applies to heavily entangled literal rigid rods such as
microtubules. Secondly, the entanglement tubes might be close-packed with dT ≈ ξ per the semiflexible
biopolymer case studied here. Third, the entanglement tubes might be strongly overlapping with dT >> ξ,
and dT /ξ ∝ c∆. This condition describes not only solutions of flexible chains under good (∆ = 0) and theta
(∆ = 1/3) solvent conditions, but also more concentrated solutions and even undiluted melts of entangled
chains [1–3]. Beyond the questions considered here of dynamical displacement correlations, the theoretical
issues raised are expected to be relevant to modeling the collective non-continuum aspects of the mechan-
ical response of entangled polymeric networks of high importance in materials engineering and biological
applications, a topic that remains not well understood.
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Chapter 7
Segment-Scale, Force-Level Theory of
Mesoscopic Dynamic Localization and
Emergent Entanglement Elasticity in Chain
Polymer Liquids
7.1 Introduction
7.1.1 General Background and Entanglement Phenomenology
The dynamics and mechanics of concentrated liquids of linear polymers are of broad interest in soft matter
science and engineering [1–10]. The relevant wide range of length and times scales results in distinctive
viscoelastic behavior, the first principles understanding of which is a complex task. A fundamental under-
standing impacts diverse problems that range from plastics processing [4–6] to biophysical phenomena such
as protein folding, chromosome dynamics, and cytoskeleton mechanics [7–15].
Almost all current theories for the dynamics of flexible polymer liquids focus on the motion of a single
chain in a sea of identical polymers. The simplest realization, the phenomenological Rouse model [1–3, 16],
coarse grains a polymer to an ideal Gaussian random walk composed of N statistical segments (size, σ ∼ nm)
linearly connected by entropic harmonic springs with radius-of-gyration R2g = Nσ
2/6. All consequences of
intermolecular forces are empirically modeled as a frictional drag force on each segment and a corresponding
white noise random force. Though useful for the generic dynamics of short chain melts, Rouse theory breaks
down in solutions due to hydrodynamics [1, 2, 17], near the glass transition due to nonlocal viscoelastic effects
[4, 5, 18–20], and for long chain liquids due to “entanglements” [1–6, 21–23]. The focus of this chapter is
the dynamic emergence of the latter, and implications for spatial localization and entropic shear rigidity.
Perhaps the most spectacular consequence of entanglements is the intermediate time rubbery plateau of
the dynamic shear stress relaxation modulus in the liquid state. Motivated by an analogy to crosslinked
rubbers, deGennes [3, 22] postulated it arises from dynamical constraints of surrounding polymers on a
tagged chain for sufficiently large amplitude motions resulting in transient localization in an Edwards [2, 21]
tube-shaped region of space. Long time relaxation, flow and diffusion occur via a quasi-1D stochastic
motion, reptation [3, 22] (Figure 7.1). A critical element is an adjustable parameter: the tube diameter,
dT , or average transverse dynamic localization length. In the large N limit it depends only on polymer
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chemistry and concentration [1, 24].
The rubber analogy suggests a mean number of Ne ≡ d2T /σ2 segments between two entanglements or
effective crosslinks with a corresponding modulus of [1–3, 24–28]:
Ge = C
ρskBT
Ne
= C
ρsσ
2kBT
d2T
= C˜
kBT
p3
, (7.1)
where ρs is the segmental number density, kBT is thermal energy, and C is a constant of order unity. The
final equality (C˜ ≈ 2.3× 10−3 [24]) connects entanglement density to coil geometric interpenetration via the
“packing length” [24–28] which is the ratio of the space-filling polymer volume to its mean squared end-to-
end distance. In melts, p = (ρsσ
2)−1 ≈ 0.15 − 0.5 nm, and it determines the mesoscopic tube diameter as
dT = 18p ≈ 3− 10 nm [24]. The critical degree of overlap for one entanglement is when ∼ 20 chains inhabit
a region of space of order a polymer coil volume [1, 25–28].
In solutions, the geometric overlap density (dilute-semidilute crossover [1–3]) obeys ρ∗p4piR
3
g/3 ≈ 1, where
ρp = ρs/N . The entanglement onset is quantitatively higher, ρ0,s ∝ ρ∗s =
(
9
√
6/2pi
)
N−1/2σ−3; equivalently,
the onset chain length Non ∝ ρ−2s ∝ p2. Polymers in dilute good solvents are swollen, Rg ∝ N3/5, so
ρ0,s ∝ ρ∗s ∝ N−4/5 and the other scaling relations change accordingly [1–3].
Despite its successes in equilibrium, the reptation-tube model does not address the most fundamental
question: why and how does the isotropic Rouse model qualitatively fail when chains get sufficiently long
and/or concentrated? This is our focus, and the answer constitutes what we mean by “emergence of dynamic
entanglements and a tube”. Little theoretical work has been done to address this difficult issue. For context,
we briefly summarize prior attempts germane to the questions we address.
7.1.2 Previous Microscopic Theories and Our Approach
Existing “microscopic” dynamical theories of entangled polymers fall into two broad categories: topological
approaches and Generalized Langevin Equation (GLE)-based theories. The most developed former type
of approach treats interactions asymmetrically: equilibrium structure is per an ideal gas of hypothetical
molecules of zero volume, and dynamic uncrossability is strictly enforced at a 2-body level and approximately
at higher levels [29–35]. In GLE-type [36–41] approaches, polymers experience nonlocal in space and time
effective forces (memory functions) where dynamic uncrossability and equilibrium packing in the liquid are
determined by the same interaction potentials.
The primary topological approach was initiated by Szamel and is built on a Smoulchowski description for
a gas of non-rotating, infinitely thin, dynamically uncrossable rigid needles; tube localization and reptation
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D|| lpp = dT
a.  
b.  
Figure 7.1: a) The dynamic topological theory of [33, 34] a priori coarse-grains polymer chains to the
primitive path (PP) level. The PP length is self-consistently computed using lpp = dT , which characterizes
transverse localization. Segmental degrees of freedom inside the PP scale are ignored. b) Our work focuses on
the breakdown of the isotropic Rouse model analyzed at the more microscopic segment scale, σ. Anisotropic
reptation is not allowed, and segments can localize in a spherical region of diameter dT .
dynamics are predicted [29–32]. To treat flexible chains, the polymer is a priori coarse-grained at the
uncrossable needle primitive path (PP) level where lpp = dT (see Fig. 7.1a)[33, 34]. To predict tube
localization, the PPs are disconnected, and their size is self-consistently computed yielding a reasonable
value of dT ≈ 10p [33, 34]. However, beyond the neglect of PP rotation and connectivity, all sub-PP
(segmental scale) dynamic fluctuations are ignored. Such an approach is not fully “bottom-up”, and does
not address dynamic correlations inside, or well beyond, the tube scale. Recently, an alternative topological
approach was proposed based on an analogy to phenomenological models of superconductivity [35].
Predictive microscopic GLE theories at the isotropic single chain dynamics level were formulated long
ago by Schweizer in two ways: the renormalized Rouse (RR) model and the polymer mode coupling theory
(PMCT) [36–39]. Both relate slow entangled dynamics to structure. The primary focus was scaling of relax-
ation times and transport coefficients, and anomalous diffusion at intermediate times, issues not of present
interest. Two other key differences are (i) PMCT and RR theories did not perform a non-perturbative,
self-consistent calculation of confining forces and chain motion, and (ii) N -dependent renormalizations were
argued to be conceptually related to the long range deGennes correlation hole [3]. These aspects are not
adopted here. Although our starting point remains a set of coupled single chain GLEs, we propose a self-
consistent theory that is closed at the level of the connected chain second moment which involves N coupled
conformational dynamic order parameters. Uncrossability enters only locally. The key is chain connectivity
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in conjunction with self-consistency between polymer motion and slowly relaxing interchain forces (persistent
contacts) on all length scales.
Our goals also differ from prior GLE-based efforts since we seek to understand the origin of the breakdown
of isotropic Rouse dynamics in the absence of any ergodicity-restoring (e.g., reptation) motion (Fig. 7.1b).
We believe the fundamental reason that a long chain moves at long times via anisotropic reptation can be
understood as due to its inability to exploit three spatial dimensions. Thus, understanding the physics of
isotropic localization can provide an objective justification for why the dynamical effect called “entanglement”
necessitates anisotropic transport. Interestingly, liquids of cyclic ring polymers (no free ends) cannot employ
reptation for long time/distance relaxation [11, 12]. Although there are structural complexities in ring
melts not present in their chain analog, it is fascinating to consider the possibility that literal mesoscopic
localization can occur in them. Recent simulation studies [13, 14] have suggested a kinetically arrested
mesoscopic “topological glass” can emerge in ring melts at large enough molecular weights. In a general
sense, our present work may be relevant to this problem.
The theoretical tools we employ have a long history of success for identifying the dynamic crossover to a
much slower motional mechanism in simpler systems, e.g., persistent caging in simple liquids as a predictive
indication of the crossover to glassy activated dynamics [19, 42, 43]. We emphasize our ability to compute
the full spatial structure of the dynamic confinement field. Emergent entropic rigidity follows immediately,
along with other spatially-resolved correlation functions. We explicitly demonstrate that softening dynamical
uncrossability constraints in our theory leads to the destruction of mesoscopic localization, consistent with
polymer simulations [6, 44–46].
The fact that we analyze localization in an isotropic framework is, we believe, only a quantitative issue.
As concrete support for this view, we note that Sussman and Schweizer [31, 34] have shown that for needle
fluids where dynamic uncrossability is exactly enforced at the two polymer level, mesoscopic localization is
predicted in an almost quantitatively identical manner regardless of whether needles are allowed to move
in a 3D isotropic manner or anisotropically with reptation quenched and localization only in 2 transverse
directions. Finally, we mention the “many chain” approaches of Guenza [40, 41] which relate correlation
hole structure and slow cooperative dynamics of interpenetrating chains. This work is very different than
ours, emphasizes dynamics, and does not a priori address entanglement localization.
Section 7.2 formulates the self-consistent GLE theory of dynamic localization. Two simplified limits are
discussed in Section 7.3. The universal Gaussian thread model of chain liquid structure is adopted in Section
7.4 to construct the specific dynamical theory we analyze here. Section 7.5 presents our primary results for
chain melts and semi-dilute solutions. What the theory predicts if dynamical uncrossability constraints
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are softened is studied in Section 7.6, and a “disentanglement phase diagram” is constructed. The chapter
concludes in Section 7.7 with a discussion. Technical details and additional results are provided in the final
three sections. Sec. 7.8 addresses general theory issues, Sec. 7.9 the two limiting cases, and Sec. 7.10 derives
analytic results in the thread polymer limit.
7.2 General Theory
7.2.1 Rouse Model
The Rouse model consists of N overdamped Langevin equations for the positions of chain segments (size σ).
If ~Rα is the position of segment α, ignoring end effects one has [2, 16]:
ζs
d
dt
~Rα(t) = ks
[
~Rα+1(t)− 2~Rα(t) + ~Rα−1(t)
]
+ ~ξα(t) (7.2)
where ζs is the segmental friction constant, ks = 3kBT/σ
2 is the entropic spring constant,
σ2 =
〈(
~Rα − ~Rα−1
)2〉
, and R2g = Nσ
2/6. The fluctuating random forces obey:
〈
~ξα(t) · ~ξβ(t′)
〉
= 6kBTζsδαβδ(t− t′) (7.3)
which characterizes the main dynamical assumption of the Rouse model–forces on segments of a tagged
polymer due to other chains are uncorrelated in space and time.
Equations (7.2) can be decoupled by introducing normal (Rouse) modes [2, 16]:
~Rα(t) =
N∑
p=0
~Xp(t)ψp(α) (7.4)
where ~Xp(t) is the time-dependent mode amplitude, and:
ψp(α) =
 N
−1/2 p = 0
(2/N)1/2 cos(ppiα/N) p 6= 0
(7.5)
The p = 0 mode describes the chain center-of-mass (COM) motion, and p 6= 0 modes represent internal
conformational fluctuations on a length scale Λp = σ
√
N/p. Using Eqs. (7.4) and (7.5) in Eq. (7.2) yields
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Figure 7.2: Theoretical overview. a) In the long time kinetically arrested state the generalized Rouse model
has two sets of springs: bonded intra-chain (orange) entropic springs and dynamically emergent inter-chain
(purple) springs between all segments determined by the self-consistently calculated arrested dynamic force
correlation function matrix, Kαγ(t→∞). b) The theory is closed at the level of the chain second moment
where the solid and dashed arrows indicate the two terms in Eq.(7.15). c) Interchain force-force time
correlations involve an effective forces, kBT ~∇C(r), and their dynamical relaxation is due to tagged chain
motion, via ωαγ(r, t), and motion of the surrounding polymers, via S(r, t).
the mode amplitude equations of motion:
ζs
d
dt
~Xp(t) = −λp ~Xp(t) + ~ξp(t) (7.6)
where λp = p
2pi2ks/N
2 is the mode spring constant and ~ξp the corresponding random fluctuating force. The
equilibrium mode amplitude correlations from Eq. (7.6) are:
〈Xp,iXq,j〉 = δpqδij kBT
λp
(7.7)
where i, j indicate Cartesian components. All higher correlations can be expressed in terms of Eq. (7.7) due
to the Gaussian nature of Rouse theory. From Eqs. (7.4)-(7.7) the chain correlations can be expressed in
terms of the mode correlations, yielding:
〈∣∣∣~Rα(t)− ~Rγ(0)∣∣∣2〉 = N∑
p=0
(ψp(α)− ψp(γ))2 +
N∑
p=0
ψp(α)ψp(γ)
〈
∆ ~X2p(t)
〉
(7.8)
where ∆ ~Xp(t) ≡ ~Xp(t)− ~Xp(0). The first term represents the equilibrium correlations where
〈∣∣∣~Rα − ~Rγ∣∣∣2〉 =
|α− γ|σ2 , and the second term can be determined from Eq. (7.6).
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7.2.2 Kinetically Arrested Generalized Rouse Model
Our starting point is the formally linear, coupled, nonlocal in space and time, GLE equations-of-motion for
a tagged chain which are easily derived using standard Mori-Zwanzig projection operator methods to be
[36, 37, 47]:
ζs
d
dt
~Rα(t) = ks
[
~Rα+1(t)− 2~Rα(t) + ~Rα−1(t)
]
+ ~ξα(t)−
∫ t
0
dτ
N∑
γ=1
Kαγ(t− τ)d
~Rγ(τ)
dτ
+ ~Fα(t) (7.9)
The first three terms are identical to the Rouse model. The last two terms are due to the more slowly
relaxing forces beyond the σ scale, meant to capture nonlocal viscoelastic effects. Here, ~Fα is the (formally
projected [47]) slowly relaxing component of the total force on segment α from surrounding chains and the
memory function matrix Kαγ is:
〈
~Fα(t) · ~Fγ(t′)
〉
= 3kBTKαγ(t− t′) (7.10)
Ignoring chain end effects implies that any two segment correlations can be expressed in terms of their
arc-length separation ∆α ≡ |α− γ|, and thus Kαγ → K(∆α). Eq. (7.9) can thus be diagonalized by Rouse
modes to yield independent mode amplitude equations:
ζs
d
dt
~Xp(t) = −λp ~Xp(t) + ~ξp(t)−
∫ t
0
dτ Kp(t− τ)d
~Xp(τ)
dτ
+ ~Fp(t) (7.11)
Kp(t) =
1
Ap
N∑
∆α=0
ψp(∆α)K(∆α, t) (7.12)
where A0 = N
−1/2 and Ap 6=0 = (2/N)1/2.
If long time force correlations decay to zero (liquid), the memory function contribution in Eq.(7.11)
enters as an effective friction constant matrix. If force correlations persist at long times, emergent solid-like
behavior is predicted. For this case of interest, the memory function matrix reduces to effective springs (Fig.
7.2a) in Eqs. (7.9) and (7.11):
ζs
d
dt
~Xp(t) = −λp ~Xp(t) + ~ξp(t)−Kp(∞)
(
~Xp(t)− ~Xp(0)
)
+ ~Fp(t) (7.13)
The effective springs are coupled since Kp(∞) depends on length scale, or equivalently mode index, p.
It describes in real space a set of springs that connect a tagged segment to every other segment on the
chain (Fig. 7.2a). This might seem reminiscent of phenomenological slip-link or slip-spring models [48–
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52], but it is not since we do not formulate our approach at the coarse-grained tube diameter or PP level,
springs connect segments on all scales, and we develop a microscopic theory to self-consistently compute the
effective springs. Overall, Eq.(7.13) corresponds to a description of a kinetically arrested polymer with two
types of springs: dynamically emergent matrix of springs determined by inter -molecular interactions and
intramolecular bonded entropic Rouse springs. At long times, the mode correlations follow from Eq. (7.13)
as:
〈
∆ ~X2p(∞)
〉
=
3kBT
(ppi/N)2 + 2Kp(∞) (7.14)
Finally, the dynamic second moment of the chain in real space is:
δµ(2)αγ (∞) =
〈∣∣∣~Rα(∞)− ~Rγ(0)∣∣∣2〉−〈∣∣∣~Rα(0)− ~Rγ(0)∣∣∣2〉
=
3kBT
2K0(∞)
1
N
+
N∑
p=1
ψp(∆α)√
2N
3kBT
(ppi/N)2 + 2Kp(∞) (7.15)
The first line defines the dynamic portion of the chain second moment, δµ
(2)
αγ (see Fig. 7.2b) as the difference
between the full second moment of the chain and the equilibrium contribution. The second line follows
from Eq.(7.8) by ignoring end effects. The p = 0 COM contribution is separated from the internal mode
contributions. If long time force correlations persist, Eq.(7.15) can potentially (not guaranteed) predict a
nonzero localization length (taken as the estimated tube diameter) deduced from the α = γ term:
δµ(2)αα(∞) ≡ r2loc ≡
d2T
4
. (7.16)
Equation (7.15) does not depend on the specific model of the force correlations, and a self-consistent theory
for their slowly relaxing components must be constructed.
7.2.3 Effective Force Theory and Dynamic Closure
Our theory for the force-force correlation (memory) function matrix is developed in Appendix A (Sec.7.8.1).
We consistently invoke a Gaussian density fluctuation perspective for both equilibrium and dynamic corre-
lations, and construct a closed theory at the single chain level that has N dynamic order parameters. The
3 key simplifications are as follows. (i) Interchain segment-segment forces are replaced by effective forces
determined by pair structure which are spatially local if the direct intermolecular interactions are short range
(the case of present interest). (ii) Relaxation of force correlations proceeds in parallel via tagged single chain
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relaxation and collective matrix density relaxation, which are directly related in the arrested entangled state.
(iii) Projected dynamics is replaced by its real Newtonian analog and full self-consistency between tagged
chain motion and force time correlations is enforced. These ideas lead to:
Kαγ(t) =
β−1ρs
3
∫
d~k
(2pi)3
(kC(k))
2
ωαγ(k, t)S(k, t). (7.17)
Here ρs is the segmental number density, C(k) the Fourier space interchain segment-segment direct cor-
relation function[53, 54], h(k) the non-random part of the segment-segment pair distribution function,
h(r) = 1 − g(r), and S(k) = ω(k) + ρsh(k) is the collective density fluctuation static structure factor.
Dynamic correlations decay via single chain and collective liquid motions, as statistically quantified by
ωαγ(k, t) and S(k, t), respectively, where:
ωαγ(k, t) ≡
〈
exp
[
−i~k ·
(
~Rα(t)− ~Rγ(0)
)]〉
−−→
t=0
e−k
2σ2|α−γ|/6. (7.18)
ω(k, t) =
1
N
N∑
α,γ=1
ωαγ(k, t) (7.19)
and S(k, t) is defined analogous to Eq. (7.19) but averaged over all segments in the liquid.
A schematic of the real space interpretation of Eq. (7.17) is shown in Fig. 7.2c. Effective forces are
~Feff (r) = kBT ~∇C(r); for polymers that repel via hard-core-like interactions, they capture purely local
excluded volume effects which set the strength of uncrossability forces. At t = 0, Eq. (7.17) sums up
dynamical constraints on different length scales due to interactions separated in space and time which
are correlated via chain connectivity. Their temporal persistence is described by the two time dependent
functions in Eq. (7.17), and to close the theory requires explicit expressions for them.
Starting with Eq.(7.18), a 2nd order cumulant expansion per the Gaussian idea gives:
ωαγ(k, t) ≈ exp
[
−k
2µ
(2)
αγ (t)
6
]
(7.20)
or,
ωαγ(k, t) ≈ exp
[
−k
2σ2 |α− γ|
6
]
exp
[
−k
2δµ
(2)
αγ (t)
6
]
(7.21)
where δµ
(2)
αγ (t) is the time dependent contribution in Eq. (7.2). The collective propagator is defined as
Γ(k, t) ≡ S(k, t)/S(k). Idea (ii) above is invoked to determine it, i.e., for entanglement-induced arrest of
isotropic motion, collective dynamics is slaved to single chain dynamics. This self-consistent dynamic mean-
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field-like simplification closes the theory at the single chain level. In simple liquids, it is called a Vineyard
approximation [53, 55]. For polymers, two limiting implementations correspond to assuming (i) segmental or
(ii) coherent chain motions of the surrounding polymer matrix are necessary to relax intermolecular forces.
The ”segmental Vineyard” closure approximation is:
Γ(k, t) ≈ Γs(k, t) = exp
[
−k
2δµ
(2)
αα(t)
6
]
(7.22)
Given the neglect of end effects, δµ
(2)
αα is independent of α. In the long time limit, Eq. (7.22) then yields a
localized Gaussian Debye-Waller form, which from Eq. ( 7.16) is:
Γs(k, t) = exp
[
−k
2d2T
24
]
, (7.23)
The “chain Vineyard” closure approximation is:
Γ(k, t) ≈ Γc(k, t) = ω(k, t)
ω(k)
(7.24)
A priori, it is not obvious which of these two closure approximations is “more rigorous” or “better”. Reas-
suringly, we will show that they yield qualitatively (almost quantitatively) identical results. Hence, for the
remainder of this work we focus mainly on the simpler Eq. (7.23). Comments on differences will be made
when appropriate.
The long-time arrested limits of Eqs. (7.17) and (7.21) with Eq. (7.23) or (7.24) fully define our theory
based on N coupled GLEs. Ignoring chain end effects implies that µ
(2)
αγ , ωαγ , and Kαγ depend on |α− γ|
alone. Hence, the analysis of Sec. 7.2.2 applies, resulting in a self-consistent closure for δµ
(2)
αγ (∞) via Kp(∞)
in Eq.(7.15). Physically, the self-consistency means that spatially-resolved force relaxation depends on chain
dynamics, but chain dynamics are determined by force relaxation. This set of equations is the fundamental
result of the chapter. The equilibrium pair structure is required as input.
7.3 Simplified Versions of the Dynamic Theory
Two simplified limits of our general theory are glassy localization on the segmental scale, and a center-of-
mass (COM) or long wavelength limit for mesoscopic localization. Both avoid the N coupled dynamic order
parameters aspect of the full theory, and close the theory for the segmental localization length per Eqs.(7.15)
and (7.16).
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7.3.1 Glassy Diagonal Limit
The most na¨ıve approach introduces a viscoelastic memory diagonal in segment coordinates: Kαγ(t) ≈
Kαα(t) · δαγ . This approximation can be viewed as retaining only the most local p = N part of the memory
function. Such a diagonal approximation effectively disconnects the segments in the memory function since
ω(k, t)→ Γs(k, t), where Γs is given by Eq. (7.23), thereby yielding:
KDiag(∞) = β
−1ρs
3
∫
d~k
(2pi)3
(kC(k))
2
S(k) exp
(
−k
2d2T
12
)
(7.25)
One might expect it predicts glass-like segmental localization at high density or low temperature, which
has been demonstrated for polymer melts in the context of a more sophisticated theory of collective glassy
dynamics [19, 20]. But one also expects it misses mesoscopic (entanglement) localization due to the absence
of chain connectivity effects in the force correlations. These expectations are true, as discussed in Appendix
B (Sec. 7.9.1). Thus, for entanglement localization we drop the diagonal contribution of the force memory
function matrix since it is dominantly associated with glassy localization which is not of interest. Moreover,
for the thread model employed in section 7.4, the diagonal contribution is of negligible (measure zero)
importance.
7.3.2 Center-of-Mass Model
The COM model corresponds to a “long wavelength” approximation of a mode-independent memory,
Kp(∞) ≈ K0(∞). This must overpredict dynamical constraints which weaken on smaller length scales
(higher p index). Adopting this in Eq. (7.15) yields:
d2T (∞) =
6kBT
K0(∞)
1
N
+
1
N
N∑
p=1
12kBT
(ppi/N)2 + 2K0(∞)
=
6kBT
K0(∞)
1
N
+
4σ2
pi
(
3kBT
2K0(∞)σ2
)1/2
arctan
[
pi
(
3kBT
2K0(∞)σ2
)1/2]
(7.26)
where the second line follows by approximating the sum as an integral. To proceed requires a closure
approximation for K0(∞). In the COM model, ωαγ(k, t) ≈ ω(k)Γs(k, t). This effective p = 0 model assumes
connectivity only affects force correlations via static density correlations, resulting in (as derived in Appendix
B, Sec. 7.9.2):
KCOM (∞) = β
−1ρs
3
∫
d~k
(2pi)3
(kC(k))
2
ω(k)S(k) exp
(
−k
2d2T
12
)
(7.27)
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Figure 7.3: Interchain site-site (segment-segment) pair correlation function as a function of site separation
normalized by segment length for the Gaussian thread PRISM model. Results are shown for g0 = 0 (solid
curves) corresponding to the uncrossable case, and g0 = 0.15 (dotted and dashed curves) corresponding to
a crossable chain, for two values of the dimensionless inverse packing length of σ/p = 1 and 2.
In Eq.(7.27), chain connectivity still affects dynamics implicitly via the dependence of force-force correlations
on ω(k). However, sub-tube scale correlations unique to the N dynamic order parameter matrix theory are
lost, i.e., there is no information about off-diagonal dynamic correlations. We will compare below the
predictions of the full and COM theories for the tube diameter, which allows us to better understand the
role of the full N -variable self consistency and the consequences of internal mode dynamic fluctuations on
the persistent force correlations that lead to mesoscopic localization.
7.4 Gaussian Field Theoretic Limit
We now motivate the polymer liquid model adopted to implement our dynamical theory, and present the
resultant self-consistent dynamic equations. Entanglement localization emerges on mesoscopic time, t >
τe ∼ N2e τ0, and length, r > re ∼
√
Neσ, scales [1–3]. The latter far exceed local structural scales such
as σ, segment hard core diameter (d), and the density correlation length, ξp. But, in reality, entangled
dynamics is a consequence of Newtons laws and requires the presence of forces on the local d-scale, even if
such microscopic information is somehow dynamically blurred.
How to reconcile the above features is a priori avoided in reptation-tube models. A commonly expressed
viewpoint is that structure is irrelevant, and entanglement is a consequence of pure dynamic uncrossability of
the trajectories of hypothetical polymer molecules of infinitesimal thickness (d→ 0, ideal gas thermodynam-
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ics). This is a non-Hamiltonian description since, at the most fundamental level, interpolymer interactions
determine both equilibrium properties and the forces that lead to all dynamics.
Our first principles approach must consistently treat the equilibrium and dynamical aspects. On the
other hand, since entanglement localization is mesoscopic, although d is not literally zero, somehow taking
a d→ 0+ limit in the context of coarse graining (not dropping) the local excluded volume constraint should
be valid. This motivates our adoption of the so-called universal Gaussian thread model [54, 56] of a single
polymer chain and liquid structure. It has been derived from the field theoretic version of the Polymer
Reference Interaction Site Model (PRISM) integral equation theory [54], as an emergent result of PRISM
theory for nonzero thickness chains in semi-dilute solution [57], and from a Gaussian density fluctuation field
theory [58]. The essential idea is the random walk chain does not intersect other chains based on a point-like
(d→ 0+) limit of the no overlap condition (Fig. 7.3 inset).
7.4.1 Thread Model and Structural Correlations
The PRISM integral equation for the interchain site-site structure of a homopolymer liquid in Fourier space
is [54]:
h(k) = ω(k)C(k) (ω(k) + ρsh(k)) = ω(k)C(k)S(k) (7.28)
For the Gaussian thread model, the intrachain structure factor is [54, 56]:
ω(k) =
1
N−1 + k2σ2/12
(7.29)
The self contribution (diagonal term) that survives as k → ∞ is omitted since it is irrelevant for the
mesoscopic length scale phenomena of interest. The segment length in Eq. (7.29) is unambiguously related
to polymer chemistry as [54, 56, 59, 60] σ =
√
C∞lb, where C∞ is the characteristic ratio and lb is the
chemical bond length.
For the direct correlation function, the Percus-Yevick closure [53] is adopted corresponding to its spatial
range being the range of the bare interaction. Thus, in the d → 0+ thread limit, C(r) = C0δ(~r) and thus
C(k) = C0. The corresponding collective density fluctuation correlation function is:
S(k) =
S0
1 + k2ξ2p
, S(r) ∝ e
−r/ξp
rσ2
(7.30)
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where the dimensionless isothermal compressibility is:
S0 ≡ S(k = 0) = ρskBTκT
= (N−1 − ρsC0)−1 = 12(ξp/σ)2 (7.31)
The structural theory is closed by enforcing a complete interchain segment-segment uncrossability constraint:
g(r = 0) ≡ g0 = 0 (7.32)
Simple algebra yields a self-consistent equation for C0, and solving it one has [54]:
g(r) = 1 +
3
piρσ2
exp[−r/ξp]− exp[−
√
2r/Rg]
r
(7.33)
ξ−1p =
pi
3
ρsσ
2 +
√
12
Nσ2
≈ pi
3p
(7.34)
where the approximate equality holds for N >> 1.
Characteristic plots of g(r) are shown as the solid curves in Figure 7.3 for melt-like values of σ/p = 1, 2.
The dashed and dotted curves show results where the uncrossability condition of Eq.(7.32) is weakened which
we delay discussing until Sec. 7.6. Significantly, thread PRISM theory correctly [54, 56, 57, 61] captures
the blob scaling laws in semi-dilute solutions for the density correlation length and osmotic pressure in both
good and theta solvents [3]: ξp ∝ ρ−νs and Π ∝ ρ3νs , where ν = 1, 0.75, respectively.
7.4.2 Physical Picture and Force Memory Functions
We now elaborate on the physical picture underlying our theory. From Appendix A (Sec. 7.8.1), the general
expression for the force memory function matrix is:
Kαγ(t) =
β
3
∫
d~r
∫
d~r ′
∫
d~r ′′
∫
d~r ′′′ ~Fα(~r − ~r ′)ωαγ(~r − ~r ′′, t)ρsS(~r ′ − ~r ′′′, t)~Fγ(~r ′′ − ~r ′′′) (7.35)
The cartoon in Fig. 7.2 indicates the fundamental object is a 4-point in space and time correlation between
2 sites on the tagged polymer and 2 surrounding chains. For the thread model, the effective force is a delta-
function, and hence “force” enters as a dynamical contact between two sites on different chains, as shown
in Fig.7.4. The combination of very short range forces and density correlation length implies that at t = 0
that all 4 sites must be close in space (Fig. 7.4a). This means the sites α and γ on the tagged chain are
spatially close, in a configuration that is essentially a self-intersection which will constraint the |α− γ| − 2
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a.  b.   
Kαγ t = 0( )
α
γ
 
Kαγ t →∞( )
 ~ dT / 2α γ
 t = 0
 t→∞
Figure 7.4: Schematic of the dynamic force-force correlations at short and long times based on the Gaussian
thread polymer model of structure. a) Due to the point-like nature of interchain interactions, at time t = 0
the force correlations must involve four segments very close in space. Two are on the tagged (orange) chain,
α and γ, and the other two (in literal contact with the tagged chain) are on matrix (purple) chain(s). (ii)
In the kinetically arrested (entangled) state at long times, segments relax only on a scale determined by the
mesoscopic dynamic localization length or tube diameter, dT .
connected sites (loop) between them. If kinetic arrest occurs on a length scale dT at long times, then the
tagged and matrix chains will displace over a mesoscopic distance ∼ dT . Hence, for force correlations, such
a relaxation and localization on the tube diameter scale determines the amplitude of persistent long time
spatial correlations (Fig. 7.4b). The physical picture underlying the force memory function matrix is thus
of arrested (long lived in practice) coarse-grained (dT scale) dynamic contacts between segments on a pair
of interpenetrating chains. This picture seems qualitatively consistent with the idea of persistent dynamic
contacts deduced from simulation studies [62–68]. An alternative interpretation is discussed in Appendix C
(Sec. 7.10.1) which buttresses the above discussion.
The equations that define the dynamical theory simplify in the thread limit:
Kαγ(t) = (1− δαγ) β
−1
3
ρsC
2
0S0
∫
d~k
(2pi)3
k2ωαγ(k, t)
Γc(k, t)
1 + k2ξ2p
(7.36)
In the simpler COM model, an explicit expression can be derived (see Appendix C, Sec. 7.10.2):
KCOM (∞) = 12
√
3pikBT
pi2pd3Tσ
4
C20S0
[
1− d
2
T
3R2g
1
3
√
pi
6
d3T
R3g
ed
2
T /6R
2
g
(
1− erf
[
dT√
6Rg
])]
(7.37)
The numerical results presented in the next section for the COM model can be analytically understood,
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Figure 7.5: (main) Tube diameter, normalized by the packing length, as a function of chain length. The solid
curves show the full matrix dynamical theory results using the segmental Vineyard closure (Eq. (7.23)),
the dashed curves show the analogous results using the chain Vineyard closure (Eq. (7.24)), and the dotted
curves show the simpler COM theory results. In all three cases, results are presented for σ/p = 1 (blue
and orange, right curves) and 2 (green and purple, left curves). (inset) The mesoscopic localization onset
chain length as a function of the dimensionless inverse packing length for the dynamical matrix theory with
segmental Vineyard closure (crosses) and the COM theory (squares). The dotted line shows the power law
Non ∝ (σ/p)−2.
which provides additional insight to why and how our prediction of mesoscopic localization first emerges and
its consequences for the tube diameter.
7.5 Results: Uncrossable Connected Chains
Based on the structural model of Section 7.4.1, the parameter inputs to the theory are only the chain
length N (or Rg), and the segmental volume fraction, ησ ≡ ρspiσ3/6 = piσ/6p, which depends on polymer
concentration and chemistry. Our primary focus is melts; semi-dilute solutions are briefly analyzed in the
final sub-section.
7.5.1 Dynamic Localization Transition and Length Scale
To model polymer melts we choose two packing lengths which essentially span the entire range for synthetic
chain polymers: σ/p = 1 (ησ = 0.52) and σ/p = 2 (ησ = 1.05). These choices are (using σ =
√
C∞ lb)
representative of polystyrene and polyethylene, respectively, which have packing lengths p ∼ 0.4 and 0.17
nm [24]
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The main frame of Figure 7.5 shows results for the tube diameter normalized by the packing length as a
function of N . The solid curves show the results of the full matrix calculation using the segmental Vineyard
closure (Eq. (7.23)), the dashed curves show the results of the matrix theory with chain Vineyard closure
(Eq. (7.24)), and the dotted curves show the COM model results. In all cases, for small enough N , no
mesoscopic localization is predicted, per the Rouse model of unentangled liquids. At a critical chain length
Non, there is a discontinuous localization transition, akin to the classic concept [1–3, 21–23] of the existence
of a well-defined value of Ne. Significantly, the emergence of mesoscopic localization always occurs on the
chain size scale, dT,on ≈ (1 − 2)Rg. The tube diameter then modestly decreases with N until it reaches a
limiting value where dT ∝ p. Quantitatively, for the segmental Vineyard full matrix theory dT = 38p, for the
chain Vineyard matrix theory dT = 27p, and for the COM model dT ≈ 18p. The fact that the COM model
predicts the smallest dT and Non is expected since it ignores weakening of the confining force correlations
with decreasing length scale. The COM result is analytically derivable (see Appendix C, Sec. 7.10.2):
dT = 18
√
3
pi
p ≈ 17.6p (7.38)
From the analysis in Appendix C (Sec. 7.10.2) one can understand the self-consistent competition that
leads to abrupt mesoscopic localization at a critical value of N as a consequence of a growing number of
dynamically constrained internal conformational modes.
The above results agree with the experimental finding [24] of dT ≈ 18p to within a factor of 2 or better.
Phenomenological arguments have been advanced [26–28] that motivate the proportionality dT ∝ p, but
they provide no quantitative insight to the mesoscopic size of the dynamic length scale. In contrast, the
mesoscopic nature of the tube diameter is a bone fide prediction of our approach, which also provides a
fundamental basis for the packing model idea [24–28]. The near exact agreement of the COM model with
experiment is accidental. The entanglement onset occurs at Non = 6R
2
g/σ
2 ≈ 6d2T,on/σ2 ≈ 6Ne . This is a
nontrivial result in the sense that dynamic localization cannot occur unless the chain is on average larger
than the tube diameter, or equivalently Non > Ne. The precise relationship between Non and the packing
length is shown in the inset of Fig. 7.5 for melt-like and semi-dilute packing fractions. The crosses (squares)
show the full matrix (COM) theory results. In both cases Non ∝ (σ/p)−2 ∝ (σ/dT (∞))2 (dotted black line),
per existing phenomenology [1–3].
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Figure 7.6: The dynamic portion of the chain second moment, normalized by its zero separation value of
δµ
(2)
αα = d2T /4, is plotted as a function of the segment separation normalized by the tube diameter squared,
for a fixed value of σ/p = 2. The solid curves show the theoretical results for the indicated chain lengths,
while the dashed curve shows the exponential form of Eq. (7.39).
7.5.2 Spatial Structure of Arrested Conformation and Force Correlations
The N order parameter matrix theory predicts off-diagonal dynamic correlations which provide deeper
insight into the kinetically-arrested structure of a localized polymer. For these properties, we find that the
segmental and chain Vineyard approximations give virtually identical results when normalized in the manner
presented below. Thus, only results based on the simpler segmental Vineyard closure are shown.
Calculations of the chain dynamic second moment matrix of Eq. (7.15) are shown in Figure 7.6. All results
roughly collapse when the real space segmental separation is scaled by the tube diameter, |α− γ|σ2/d2T . As
the segment separation grows, the dynamic correlations decrease roughly exponentially on the scale of the
tube diameter:
δµ(2)αγ (∞) =
d2T
4
exp
(− |α− γ|σ2/0.4 d2T ) (7.39)
Eq. (7.39) quantifies the strong dynamic correlations on scales inside the mean localization length. Beyond
the tube scale, the correlations are very small (< 0.01).
Figure 7.7 shows the dynamically-arrested force-force correlations in segment (inset) and Rouse mode
(main frame) space. The Rouse mode space Kp, normalized by its COM (p = 0) value, is shown as a
function of the mode index normalized by the degree of entanglement, Ne/N = d
2
T /Nσ
2. These arrested
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Figure 7.7: (main) The kinetically arrested values of the Rouse mode force correlation function normalized
by the center-of-mass (p = 0) result, as a function of mode index normalized by degree of entanglement,
N/Ne ≡ 6R2g/d2T , at fixed σ/p = 2. The solid curves for the indicated chain lengths all collapse; the dotted
curve shows the exponential of Eq.(7.40). (inset) Same as main frame but in real space as a function of
the segment separation normalized by the tube diameter. Good collapse is again found for various chain
lengths. The dotted purple curve shows the exponential of Eq.(7.41), while the dashed orange curve shows
the power law tail of Eq.(7.42).
force correlations define via the GLEs an effective spring constant on a scale Λp ∼
√
N/pσ. The results for
all chain lengths roughly collapse. With decreasing length scale (increasing mode index), Fig.7.7 shows the
force correlations decrease exponentially over roughly the first order of magnitude of decay:
Kp ≈ K0 exp(−pd2T /Nσ2) (7.40)
This decay is modest over the wide range of mode index values of p = 0→ N/Ne.
The analogous real space force correlations are shown in the inset of Fig. 7.7 as a function of normalized
segment separation. All curves again collapse. These correlations can be divided into two regimes. The first
is a short range exponential decay:
Kαγ(∞) = Kαα(∞) exp(− |α− γ|σ2/0.44d2T )
Kαα(∞) =
√
pi
6
kBTσ
4
8pd5T
∝ kBT
σ2
(
σ
p
)6
(7.41)
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Figure 7.8: (main) The kinetically arrested collective single chain dynamic structure factor normalized by
its equilibrium value as a function of non-dimensionalized wave vector for σ/p = 2. The solid curves show
results for various chain lengths and all roughly collapse. The dotted yellow curve shows the segmental
Gaussian Γs(k) of Eq.(7.23). (inset) Same results after subtracting the segmental contribution.
After a decade and a half of decay, there is a crossover to a power law behavior:
Kαγ(∞) = Kαα(∞)
[ |α− γ|σ2
d2T
]−5/2
, |α− γ|σ2 >> d2T (7.42)
This result can be analytically derived (Appendix C, Sec. 7.10.3). The inverse power law decay is reminiscent
of “long time tails” that emerge in various physical systems for diverse reasons [53, 69]. Here it is due to the
fractal (long range) nature of the single chain connectivity constraints on the dynamically arrested spatial
polymer density distribution.
7.5.3 Dynamically Arrested Coherent Single Chain Correlations
The arrested coherent dynamic structure factor of a tagged chain is the t → ∞ limit of Eq.(7.19). This
quantity is measurable in neutron spin echo experiments [23, 70], or via simulations where the ergodicity-
restoring reptation motion can be turned off by hand. The main frame of Figure 7.8 shows results in a
doubly normalized representation for σ/p = 2 and indicated chain lengths. All curves collapse. The dotted
yellow curve shows a Gaussian model based on the segmental dynamic density correlations Γs(k,∞) of Eq.
(7.23), which is the main contribution. This is the primary reason that the segmental and chain Vineyard
approximations for collective dynamics yield very similar results.
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We have also calculated the arrested bond-bond correlations defined by:
〈~rα(∞) · ~rγ(∞)〉 ≡
〈(
~Rα(∞)− ~Rα−1(∞)
)
·
(
~Rγ(∞)− ~Rγ−1(∞)
)〉
=
√
2
N
N∑
p=1
〈
~x2p(∞)
〉
ψp(α− γ)
[
1− cos
(ppi
N
)]
(7.43)
Solving Eq.(7.13) (Appendix A, Sec. 7.8.2), Eq. (7.43) is evaluated. We find (not shown) the bond
correlations are nearly diagonal 〈~rα(∞) · ~rγ(∞)〉 ≈ σ2δαγ , and hence randomly orientated as in equilibrium.
Such a simple result is likely partially, or largely, a consequence of the Gaussian factorization of multi-point
dynamic correlations.
7.5.4 Plateau Shear Modulus
The entanglement shear modulus can be rigorously computed from the Rouse model expression for the single
chain entropic stress relaxation modulus [2]:
GRouse =
ρp
kBT
N∑
α,γ=1
〈
F xα (∞)Ryα(∞)F xγ (0)Ryγ(0)
〉
= ρskBT
1
N
N∑
p=1
〈~xp(∞) · ~xp(0)〉2〈
x2p
〉2 (7.44)
where F iα and R
i
α are the net force on and position of segment α in the ith direction, respectively, and the
numerator on the second line is the arrested mode amplitude of Eqs. (7.13). A second intuitive model for
the plateau modulus adopts the crosslinked rubber picture often employed to empirically estimate Ne [1–3]:
GEnt =
ρskBT
Ne
=
ρskBTσ
2
d2T
(7.45)
Figure 7.9 shows typical results. The inset normalizes the modulus by kBT/p
3, where the solid (dashed)
curves show GRouse(GEnt). In all cases the modulus is roughly independent of chain length. Equation (7.45)
and the theoretical result dT = 38p yield:
GEnt = (6.8× 10−4)kBT
p3
(7.46)
This is consistent with experiments and simulations (Eq.(7.1)) which find Gexpt = (2.3 × 10−3)kBT/p3
[24, 25]. The quantitative deviations are due to the modest numerical discrepancy in the predicted tube
diameter. The plateau moduli computed in the two ways are roughly proportional (Fig. 7.9 main). Near
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Figure 7.9: (main) Ratio of the entanglement plateau shear modulus of Eq.(7.44) divided by its rubbery
model analog of Eq.(7.45). Results are shown as a function of chain length N for two melt-like dimensionless
inverse packing lengths. (inset) The two moduli expressed in units of kBTp
−3. The solid curves show GRouse
which plateaus at 2.3× 10−4, the dotted curves show GEnt which plateaus at 6.8× 10−4.
onset (crossover regime), they have, unsurprisingly, slightly different chain length dependences. However,
far from the onset, in the large N limit, GEnt ≈ 3GRouse.
7.5.5 Semi-Dilute Solutions
We now study semi-dilute solutions within the thread model description. Since chains repel, strictly speaking
it applies to good (not theta) solvents since the second virial coefficient is nonzero. It should be viewed as
an effective Gaussian model[54], as employed in Edwards-like field theories [2, 71], where deviations from
ideal conformation is mimicked by allowing σ ∝ N0.1 in dilute solution and σ ∝ ρ−1/8s in semi-dilute solution
[1–3]. Our focus is the polymer density dependence at fixed chain length.
The main frame of Figure 7.10 plots the normalized tube diameter as a function of volume fraction
ησ ≡ ρspiσ3 = piσ/6p. The solid (dotted) curves show results from the full dynamical matrix theory with
the segmental Vineyard closure (COM). At low enough volume fraction, no mesoscopic localization occurs.
At a critical volume fraction, localization emerges and abruptly recovers the melt result, dT = 38p (18p) for
the matrix (COM) theory, with increasing volume fraction.
Physically, entanglement localization must emerge only at concentrations beyond the the dilute to semi-
dilute crossover at (for σ ∝ ρ0s) η∗σ = (3
√
6/4)N−1/2, which is shown by the green (lower) line in the inset
of Figure 7.10. For ησ & η∗σ, the onset volume fractions predictions are indicated by the stars in the inset
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Figure 7.10: (main) Tube diameter normalized by packing length in semi-dilute solutions and melts as a
function of segmental volume fraction. The solid curves show results for the full matrix dynamical calcu-
lations with the segmental Vineyard closure, while the dotted curves show the corresponding COM theory
result. Results for 4 chain lengths (increasing from right to left) are shown. (inset) Polymer volume fraction
at the onset of entanglement localization (points) as a function of chain length for the segmental Vineyard
dynamic matrix theory. The green (lower) line is the semi-dilute crossover η∗σ, the orange line through the
data is 19η∗σ.
of Fig. 7.10, which is a re-plotting of the results in the inset of Fig. 7.5. The inset of Fig. 7.10 shows the
theoretical results for several chain lengths. For all chain lengths studied, ηon = 19η
∗
σ, per the solid yellow
line in Fig. 7.10; within the effective Gaussian chain model, the same result applies to good solvents. Thus,
our result agrees well with experiments [1] which find ηon ≈ (4− 30)η∗σ. An analytic derivation of this result
is given in Appendix C (Sec. 7.10.2) .
7.6 Consequences of Dynamic Chain Crossability
We now examine more deeply the main physical thesis of our approach – the dynamical phenomenon called
entanglement that leads to mesoscopic localization and rubber-like elasticity can be captured if one takes
into account local chain uncrossability (force contacts), long range chain connectivity, and self-consistency
between conformational dynamics and interchain dynamic force correlations over all length scales. As
relevant background and motivation, we discuss three key points.
First, a common criticism of all microscopic attempts to describe entanglement effects is they do not
enforce dynamic uncrossability at all times. Of course, this impossible for any tractable theory, even for
the “cage effect” associated with glassy dynamics in liquids of spherical particles. We believe that the
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germane question is whether the enforcement of such exact uncrossability is necessary to capture the essence
of entanglement localization. The answer is not obvious; indeed, self-consistent pair-level theories (e.g.,
mode-coupling [43]) that do not satisfy point (i) can still capture statistical caging and emergent localization
associated with glass and gel physics.
Second, although obvious, in the tube model the concept of dynamic “uncrossability” is a highly coarse
grained, soft notion where chains cross at all times before “entanglements emerge” and on all scales less
than the tube diameter. Such crossing is unphysical, but nonetheless the phenomenological tube model can
successfully capture coarse-grained consequences of dynamic uncrossability without strictly enforcing it on
the microscopic length scale it exists for real polymer molecules.
Third, some simulation-based attempts aimed at better understanding what an entanglement is have
concluded the key is very slowly relaxing or statistically persistent “contacts” between a pair of long inter-
twined chains in a dense liquid [62–68]. Such persistent contacts are the centerpiece of our dynamical theory,
per Figure 7.4.
7.6.1 Simulation Studies
The chain crossability issue has been studied with molecular dynamics (MD) simulations based on forces
and Newtons law [6, 44–46], and Monte Carlo simulations [72, 73] based on dynamical moves. Our theory
works at the force level, so MD studies are most relevant. They often employ bead-spring Kremer-Grest
model [44] where segments interact pairwise via the repulsive Weeks-Chandler-Anderson [74] potential:
UWCA(r) =
 4
[
(σ/r)12 − (σ/r)6 + 1/4] r ≤ 21/6σ
0 r > 21/6σ
(7.47)
where the  is the energy scale. Nearest neighbors are connected via a nonlinear spring:
UFENE(r) =
 −0.5R
2
0k ln
[
1− (r/R0)2
]
r < R0
∞ r ≥ R0
(7.48)
By choosing R0 = 1.5σ and k = 30/σ
2, it was found that chains do not cross and entanglement physics is
observed [6, 44–46]. To dynamically destroy entanglements, typically the interchain repulsion energy between
a pair of beads is (unphysically) made finite at full overlap (r = 0) and/or the bonding spring constant is
softened. Different simulation studies [6, 44–46] soften the interchain repulsion, soften the intrachain bonding
potential, or do both, and to various degrees and in technically different ways. In practice, this exercise has a
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stochastic character due to the lack of a fundamental guiding principle for how to “turn off” entanglements.
The generic aspects of the various implementations effectively introduce a modest finite barrier, often cited
[44, 45] as ∼ 2− 5kBT , for bond crossing events to occur frequently enough to destroy the objective metrics
of entanglement dynamics. A definitive answer to the question of how much crossing is necessary to destroy
entanglement dynamics, as a function of observation time and N , has not been adequately addressed. We
are aware of only one systematic attempt [75].
7.6.2 Dynamical Chain Crossing in the Theory
The theoretical question is can the dynamic constraints that enter our formulation be rationally softened
to make “entanglement localization go away”? We study, in two distinct ways, the role of connectivity and
uncrossability in the context of the full N order parameter dynamic theory. First, to explicitly allow for
local chain crossing, the input liquid pair structure from thread PRISM theory can be varied. This is done
by relaxing the “hard” no-overlap condition in Eq. (7.32) such that the contact pair distribution function is
non-zero, g0 6= 0. This means segments on different chains can sit on top of each other, and in the context
of our theory implies dynamic chain crossing occurs. The analysis of Sec. 7.4.1 can be repeated with this
“soft core condition” to find:
ξ−1p =
pi
3
ρsσ
2(1− g0) +
√
12
Nσ2
(7.49)
which implies the dynamic coupling constant in Eq.(7.36) is weakened:
ρsC
2
0S0 = −C0 → −C0(1− g0)2 (7.50)
The dotted and dashed curves in Figure 7.3 show the pair distribution function for g0 = 0.15. The primary
effect of this softening is to modify g(r) on the local scale where the force acts and dynamic contacts are
present in the theory; there is essentially no effect on the correlation hole. As an alternative perspective,
g0 can be roughly interpreted in terms of an interchain, segment-segment, potential-of-mean-force, and two
segments can now overlap at a non-infinite (it is infinite for g0 = 0) energy cost of −kBT log(g0). The latter
is, for example, ≈ 2kBT for g0 = 0.15. Thus, as g0 increases, chains on average cross more, which mimics
within our theory changing Eq. (7.47) in MD simulations.
A second approach to allowing chain crossability is to soften the bonding entropic spring constant in
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Eq.(7.9) as:
ks = α
3kBT
σ2
(7.51)
where α = 1 corresponds to the standard Gaussian chain and α < 1 to a chain with larger bond length
fluctuations. When we implement this idea, the equilibrium packing structure is not changed, which isolates
the effects of intramolecular softening on our dynamical predictions, and is the analog of changing Eq. (7.48)
in simulations. It allows the study of how local aspects of connectivity affect entanglement localization.
Figure 7.11 shows the results of our analysis. In the inset, calculations of the tube diameter normalized
by 2Rg for N = 5000 are shown. The dotted curves consider the first approach where the bonding spring
constants are fixed and local crossability is varied via g0 (shown on the x-axis). The furthest right dotted
curve shows results for α = 1. As overlap is allowed (g0 increases) the tube diameter swells until at (the
intuitive) value of dT ≈ 2Rg, where g0 = 0.29, entanglement localization is predicted to disappear in an
abrupt manner. Analogous calculations with weakened bonding springs of α = 0.9 and 0.8 are also shown.
As α decreases, similar behavior is predicted as found for α = 1, but, sensibly, less interchain overlap or
crossing (smaller g0) is required to destroy mesoscopic localization since bonded spring softening further
enhances crossing. Importantly, for all cases we find dT ≈ 2Rg when entanglement localization is destroyed,
consistent with our findings in Section 7.5. Moreover, the prediction that the destruction of entanglement
localization is a discontinuous transition provides a theoretical basis for the phenomenological notion of a
well-defined “entanglement crossover” value of N = Ne.
Consequences of softening entropic springs are also studied in more detail at fixed g0 and N = 5000. The
results are shown by the right most, solid curves in the inset of Fig. 7.11 for three values of g0. The left
most curve shows results for an infinite interchain repulsion (g0 = 0), while the other two curves implement
softening. In all cases, mesoscopic localization weakens as bonding springs are softened until it is completely
destroyed when dT ≈ (2− 3)Rg. When both bonding springs and interchain contact repulsion are softened,
mesoscopic localization is more easily destroyed.
By systematically investigating the two ways of allowing chain crossing one can construct a “disentan-
glement phase diagram”. Of course, in simulation such an idealized crisp transition will be blurred to some
extent. The main frame in Fig. 7.11 shows results for typical chain lengths simulated: N = 5000 (outer
curve, N/Ne ≈ 13 in the uncrossable limit) and N = 3000 (inner curve, N/Ne ≈ 7). In the bottom right
corner mesoscopic localization exists, while above the curves there is none. Clearly, entanglement localiza-
tion is predicted to be a fragile phenomenon since it can be destroyed by introducing modest chain crossing.
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Figure 7.11: (main) Effect of chain crossability for σ/p = 2. (main) Disentanglement phase diagram, where
g0 is pair distribution function at contact and α ≡ ksσ2/3kBT is the reduced Rouse spring constant. The
bottom right corner corresponds to the mesoscopic localized regime. Results are shown for N = 5000
(squares) and N = 3000 (circles). Closed (open) symbols are numerical results generated from horizontal
(vertical) cuts in the phase diagram. (inset) The tube diameter normalized by the diameter of gyration,
dT /2Rg, for N = 5000. The dashed curves on the left are at constant α where g0 is varied (x-axis), the solid
curves on the right are at fixed g0 and α is varied (x-axis).
As expected, it is easier to destroy mesoscopic localization for shorter chains, i.e., less softening is required.
Overall, we believe our theory qualitatively agrees with the results of MD simulations that probe the
effect of chain crossability on entanglement physics. Crucially, we have shown that, within our statistical
mechanical framework, the theory “knows” that if chain crossing is dynamically allowed, entanglement
localization can be destroyed. Segment-segment excluded volume potentials and bond length fluctuations
must be carefully selected to prevent sufficient chain crossing and loss of entanglements. The long range
correlation hole aspect of the equilibrium liquid structure is irrelevant. New simulation studies of chain
crossing should be performed to more precisely test our ideas.
7.7 Discussion
We have developed a segment-scale, self-consistent, N dynamic-order-parameter, force-based theory for
the breakdown of the isotropic Rouse model due to the combined influences of interchain repulsions and
chain connectivity. Mesoscopic entanglement localization and its consequences in the absence of ergodicity-
restoring anisotropic motions have been predicted. The key quantity is the intermolecular force memory
function matrix which captures arrested segmental correlations that are nonlocal in separation along a tagged
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chain. An effective local force (contact) description and a universal Gaussian thread model are adopted,
and the theory is closed at the chain dynamic second moment matrix level. The theoretical centerpiece
(per Figure 7.4) is emergent “statistically persistent, 2-chain contacts” for long enough polymers and/or
high enough concentrations. This perspective seems consistent with simulation-based deductions that have
identified the crucial role of such long-lived contacts [6, 62–68].
For long chain melts, the emergent entanglement localization and entropic elasticity predictions are in
near quantitative agreement with experiments. The onset of mesoscopic localization in solution scales as
the semi-dilute crossover with a sensible numerical prefactor. Due to the N -order parameter nature of
the theory, various off-diagonal dynamic properties (chain second moment, force correlations in segment
and mode space, coherent structure factor) were calculated which provide deeper insight into the spatial
structure of the localized polymer conformational state.
The role of chain uncrossability and connectivity on mesoscopic localization was investigated. As the
local crossability and/or the intrachain entropic spring softness are increased, the tube diameter grows until
dT ≈ 2Rg at which point localization vanishes in a discontinuous manner. A full dynamic phase diagram
for entanglement localization destruction was constructed, which appears to be qualitatively consistent with
(limited) simulation studies. Testable predictions are made. This agreement reinforces our proposal that
local uncrossability and chain connectivity, in concert with a self-consistent treatment of polymer motion
and constraining forces, lead to the breakdown of isotropic Rouse theory and the emergence of mesoscopic
localization.
To the best of our knowledge, we have constructed the first segment-scale, force level theory for the failure
of the isotropic Rouse model and emergence of kinetic arrest and entanglement localization. We believe
this is a significant step towards a full understanding of the emergence and spatial nature of entanglement
phenomena. It might be useful as input to coarse grained stochastic models based on slip-links or slip-springs
[48–52]. But we also believe a unified, segment scale, microscopic theory for tube localization, entanglement
emergence, and anisotropic long time reptation for flexible coils remains to be created. A deeper study of
the role of a priori using the Gaussian thread model as input to the dynamical theory, versus it naturally
emerging in a dynamic treatment that automatically does the proper structural self-averaging, is an open
issue in statistical mechanics. But we believe that the mesoscopic nature of entanglement localization
physically justifies using the thread polymer model of liquid structure.
The present version of the theory can be applied to other macromolecular problems where connectivity
and interchain forces are important. Most fundamentally, the role of spatial dimensionality is of interest.
Are there upper and lower critical dimensions for which random coil melts lose entanglement localization at
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any value of N? Is our prediction of a mesoscopic “topological glass transition” relevant to dense liquids of
ring polymers and biological analogs [11–14]? More generally, if macromolecules are not ideal random walks
but still interpenetrating fractals, how does the breakdown of the isotropic Rouse model and entanglement
localization evolve as a function of mass fractal and spatial dimensions? Systems and questions of direct
experimental interest can also be studied. By adding an external force to the GLEs, one can address how
mechanical stress or strain may destroy entanglement localization, a topic of high interest in nonlinear
rheology [76–78]. The role of chemical crosslinking can be treated by changing the boundary conditions on
the GLEs. Finally, the interplay between chain connectivity and attractive (for gel-forming homopolymers,
copolymers, ionomers) and/or long range repulsive (charged polymers) forces on transient localization and
elasticity of unentangled polymers can be investigated.
7.8 General Theory Formulation
7.8.1 Arrested Force-Force Time Correlation Function Matrix
The foundation of our dynamical theory is the formally intractable force memory function matrix of Eq.(7.10)
which involves 4-point space-time correlations associated with two segments on the tagged chain and two
segments from chains in the surrounding matrix. To determine it, we consistently invoke a nonperturbative,
but Gaussian, self-consistent density field approximation. For structure, this means a Gaussian single chain
model and the thread version of PRISM theory [54, 56] for packing correlations. For dynamics, it implies a
Gaussian-like treatment of time-dependent force correlations between the tagged chain and its surroundings
which involves three key simplifications. (i) Dynamic self-consistency via replacing projected dynamics
in Mori-Zwanzig theory [47, 69] by true dynamics, eQLt → eLt. (ii) The segment-segment (or site-site)
interchain forces between chains are replaced by the gradient of an effective pair interaction (in the spirit of
integral equation theory [54, 56], the solvated electron problem [79], and mode coupling theory [42, 43] for
spheres), corresponding to:
~Fα =
∑
j,γ
kBT ~∇Cαm (|~rα − ~rj,γ |) (7.52)
where C(r) is the short range (for neutral polymers) site-site direct correlation function and ~Fα is the total
effective force on segment α of the tagged chain due to all surrounding polymers (sum over j) each of which
is composed of N segments (sum over γ). (iii) All higher than pair correlation functions are factorized per
the Gaussian idea.
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To implement the above strategy, recall the force-force time correlation matrix:
Kαβ(t) =
β
3
〈
~Fα(t) · ~Fβ(0)
〉
(7.53)
In the spirit of the recently formulated projectionless dynamics theory [80], this can be written in a density
field representation as:
~Fα(t) =
∫
d~r
∫
d~r ′ρα(~r, t)~F (~r − ~r ′)ρm(~r ′, t) (7.54)
where the single tagged segment and collective matrix density fields are, respectively,
ρα(~r, t) ≡ δ(~r − ~Rα(t))
ρm(~r
′, t) ≡
∑
j,γ
δ(~r ′ − ~Rj,γ(t)) (7.55)
Substituting Eq. (7.54) in Eq. (7.53) yields:
Kαγ(t) =
β
3
∫
d~r
∫
d~r ′
∫
d~r ′′
∫
d~r ′′′ ~Fα(~r − ~r ′) · ~Fγ(~r ′′ − ~r ′′′) 〈ρα(~r)ρm(~r ′)ρβ(~r ′′, t)ρm(~r ′′′, t)〉 (7.56)
Invoking simplification (iii) above implies:
〈ρα(~r)ρm(~r ′)ρβ(~r ′′, t)ρm(~r ′′′, t)〉 ≈ 〈ρα(~r)ρβ(~r ′′, t)〉 〈ρm(~r ′)ρm(~r ′′′, t)〉
= ωαγ(~r − ~r ′′, t)ρsS(~r ′ − ~r ′′′, t) (7.57)
where the intrachain dynamic structure factor matrix and the time dependent collective density fluctuation
structure factor are given by the first and second terms in the second line, respectively. Using Eq. (7.57)
in Eq. (7.56), simplification (ii), global isotropy, and the Fourier convolution theorem, one obtains the final
expression of Eq.(7.17):
Kαβ(t) =
β−1ρs
3
∫
d~k
(2pi)3
(kC(k))
2
ωαβ(k, t)S(k, t). (7.58)
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7.8.2 Kinetically Arrested Rouse Amplitudes
The long time limit solution for the (orthogonal) Rouse mode correlation functions
〈
~Xp(∞) · ~Xp(0)
〉
and〈
X2p(∞)
〉
follow from Eq. (7.13) as:
ζs
d
dt
〈
~Xp(t) · ~Xp(0)
〉
= −κp
〈
~Xp(t) · ~Xp(0)
〉
+Kp(∞)
〈
X2p(0)
〉
(7.59)
ζs
d
dt
〈
X2p(t)
〉
= −2κp
〈
X2p(t)
〉
+ 2Kp(∞)
〈
~Xp(t) · ~Xp(0)
〉
+ 6kBT (7.60)
where the total spring constant is κp ≡ λp + Kp(∞). In the kinetically arrested limit, the time derivatives
on the left hand side of the equations vanish. Solving the resultant two coupled algebraic equations, with
the initial condition
〈
X2p(0)
〉
= 3kBT/λp , yields:
〈
~Xp(∞) · ~Xp(0)
〉
=
3kBT
λp +Kp(∞)
[
Kp(∞)
λp
]
(7.61)
〈
X2p(∞)
〉
=
3kBT
λp +Kp(∞)
[
1 +
Kp(∞)
λp +Kp(∞)
Kp(∞)
λp
]
(7.62)
7.9 Limiting Cases of the General Dynamic Theory
7.9.1 Glass Localization and Diagonal Memory Function Limit
If only the diagonal (α = γ) force memory term is retained in Eq. (7.17) then we find sub-segmental scale
glassy localization (rL << σ) is predicted. This is not of present interest, and the coarse-grained Gaussian
thread model is not really appropriate on the local scales on which glassy dynamics occurs. It is for these
reasons that in our analysis of mesoscopic localization the diagonal term in the memory function matrix is
dropped. Nevertheless, it is instructive to sketch the diagonal limit of the theory, which is given by:
Kαβ(∞) ≈ Kαα(∞) · δαγ ≡ KDiagδαγ
KDiag(∞) = β
−1ρs
3
∫
d~k
(2pi)3
(kC(k))
2
S(k) exp
(−k2r2L/3) (7.63)
where the segment localization length r2L ≡ δµ(2)αα(∞) =
〈(
~Rα(∞)− ~Rα(0)
)2〉
. This limit applies to the
full matrix memory function theory if the dynamic localization length is much smaller than the segment size,
whence KDiag(∞) >> 3kBT/σ2. Exploiting these simplifications, Eq.(7.26) yields a single self-consistent
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relation for the localization length:
r2L =
3kBT
KDiag(∞) (7.64)
If one adopts a freely jointed chain model (bond length σ) with non-zero hard-sphere site-site excluded
volume (site hard core diameter d = 3σ/4), and standard numerical PRISM theory [54] for the required
structural input, the local cage packing correlations are captured. We find that tight (rL << σ) glassy
localization is predicted which emerges at a high space-filling volume fraction η ≡ piρsd3/6 ≈ 0.42, which
is almost identical to what is predicted (at the single particle dynamics level of theory) for a liquid of
disconnected hard spheres [81]. Moreover, it corresponds to a condition on the packing length of σ/p & 1.9,
which is well into the dense polymer melt regime [24]. Finally, and most crucially, we emphasize that,
consistent with physical intuition, we find that the diagonal theory never predicts mesoscopic localization.
7.9.2 Center-of-Mass Theory
Here we derive the center-of-mass (COM) force-force correlations from the full matrix theory. The starting
point is Eq. (7.12) where ∆α ≡ |α− γ|. The COM theory is a one dynamic order parameter description in
the long wavelength limit where Kp(∞) ≈ K0(∞). Recalling ψ0(∆α) = A0 =
√
1/N , one obtains from Eq.
(7.17):
K0(t) =
β−1ρs
3
∫
d~k
(2pi)3
(kC(k))
2
S(k, t)
N∑
∆α=0
ωαγ(k, t) (7.65)
Since ωαγ is only a function of |α− γ| , the final term in Eq. (7.65) can be rewritten as:
N∑
∆α=0
ωαγ(k, t) =
1
N
N∑
γ=0
N∑
∆α=0
ωαγ(k, t) ≈ 1
N
N∑
α,γ=1
ωαγ(k, t) ≡ ω(k, t) (7.66)
where the approximate equality is exact for long chains. The COM limit of the dynamic theory of Eq.(7.27)
then follows.
7.10 Analytic Results in Gaussian Thread Polymer Limit
We derive several analytic results cited in the text for the universal description of a polymer chain and liquid
structure, the Gaussian thread model.
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7.10.1 Simplified Force Memory Function
The memory function matrix in the polymer thread limit where C(k) = C0 is:
Kαγ(t) =
β−1ρs
3
C20
∫
d~k
(2pi)3
[
~k ωαγ(k, t)
]
·
[
~kS(k, t)
]
(7.67)
Using the definition of the packing length, and re-writing the Fourier integration in real space using Parsevals
theorem, one finds:
Kαγ(t) =
kBT
σ2
C20
3p
∫
d~r
[
~∇ωαγ(~r, t)
]
·
[
~∇S(~r, t)
]
(7.68)
To gain intuition concerning the arrested dynamical constraints on a tagged chain, this expression is analyzed
at t = 0. The density fluctuation structure factor is highly local in real space, decaying exponentially beyond
the density correlation or mesh length ξp (or packing length) which is small compared to the mesoscopic
localization length. Thus, for simplicity, we replace the screened Yukawa form of Eq.(7.30) by a step function
:
S(r) ≈ S˜Θ−(r − ξp) (7.69)
where S˜ ∝ (ξp/σ)2 ∝ S0 since it is an average of S(r) inside the mesh length. Taking the
Kαγ(0) ≈ −kBT
σ2
4piC20 S˜
3p
[
∂
∂r
ωαγ(~r)
]
r=ξp
(7.70)
This is consistent with Fig.7.4a which indicates the 4-body slow configuration involves two segments on the
tagged chain initially within a density correlation length and segments on the two other chains that exert
forces on them, thereby forming a “tight contact”.
The physical content of the derivative term in Eq.(7.70) can be elucidated by writing its formal definition[2]:
∂
∂r
ωαγ(~r) =
∂
∂r
〈
δ
(
~r − ~Rα + ~Rγ
)〉
=
∫
D~RαΨ
(
~Rα
) ∂
∂r
δ
(
~r − ~Rα + ~Rγ
)
(7.71)
where D~Rα indicates an integral over all possible chain conformations and Ψ
(
~Rα
)
is the conformational
distribution function. Using the delta function, the derivative can be re-expressed as ∂/∂~r = ∂/∂ ~Rα−∂/∂ ~Rγ .
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Integration by parts then yields:
∂
∂r
ωαγ(~r) =
∫
D~Rα δ
(
~r − ~Rα + ~Rγ
)( ∂
∂ ~Rγ
− ∂
∂ ~Rα
)
Ψ
(
~Rα
)
(7.72)
Finally, in terms of the polymer free energy, A , one has Ψ
(
~Rα
)
= Z exp
[
−βA
(
~Rα
)]
, where for a Gaussian
chain A
(
~Rα
)
= 12ks
∑N
α=1
∣∣∣~Rα − ~Rα−1∣∣∣2 [2]. From this one finds:
∂
∂r
ωαγ(~r) =
〈
δ
(
~r − ~Rα + ~Rγ
)( ∂A
∂~rγ
− ∂A
∂~rα
)〉
(7.73)
In conjunction with Eq.(7.70), this result implies the key quantity is the difference in the intrachain spring
force on the two tagged segments held a distance ξp apart. Geometrically, this is related to a conformational
“loop” between tagged segments as sketched in Fig. 7.4a. In the long time localized state, these force
correlations do not fully relax, implying some of the initial conformational information is retained.
7.10.2 Tube Diameter in Center-of-Mass Theory
Here we derive the analytic scaling of the tube diameter in the COM theory of Eq. (7.38). Inserting the
thread PRISM structural relations in Eq.(7.27) yields:
KCOM (∞) = kBT
6pi2pσ2
∫ ∞
0
dk k4C20
S0
1 + k2ξ2p
1
N−1 + k2σ2/12
exp
(
−k
2d2T
12
)
(7.74)
Given the mesoscopic nature of localization, σ << dT < 2Rg, the wavelength dependence of the static
structure factor is irrelevant (kξp << 1), and thus
KCOM (∞) = kBT
6pi2pσ2
C20S0
∫ ∞
0
dk
k4
N−1 + k2σ2/12
exp
(
−k
2d2T
12
)
(7.75)
Importantly, all structural information reduces to a single “coupling constant”
C20S0 = =
pi2σ6
108
[
1 + (6p/piσ)
√
12/N
1 + (3p/piσ)
√
12/N
]2
(7.76)
In the short (long) chain limit, one has the intrinsic result C20S0 = pi
2σ6/27 (= pi2σ6/108). The integral in
Eq. (7.75) is analytically performed yielding:
KCOM (∞) = 12
√
3pikBT
pi2pd3Tσ
4
C20S0
[
1− d
2
T
3R2g
+
1
3
√
pi
6
d3T
R3g
ed
2
T /6R
2
g
(
1− erf
[
dT√
6Rg
])]
(7.77)
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where erf(x) is the error function. Combining this with the self-consistency Eq.(7.26) gives the closed COM
theory for the tube diameter, which can be numerically solved.
To gain further insight, two limits are considered: chains near the onset of localization and N >> 1.
Near onset, we expect (and predict from the full theory) that dT ≈ 2Rg. Then all terms inside the square
brackets in Eq.(7.77) are of order unity, and here we set them literally to unity for simplicity. Combining
this with the long chain limit coupling constant gives:
KCOM (∞) = kBT
√
3pi
9
σ2
pd3T
(7.78)
The localization length self-consistency equation is:
d2T =
6kBT
K0(∞)
1
N
+
4σ2
pi
(
3kBT
2K0(∞)σ2
)1/2
arctan
[
pi
(
3kBT
2K0(∞)σ2
)1/2]
(7.79)
where the first term comes from the COM mode and the second term comes from the many polymer internal
degrees of freedom. Given dT ≈ 2Rg, the argument of the arctangent is large, and thus arctan(x → ∞) ≈
pi/2. Substituting Eq.(7.78) in Eq.(7.79), and dividing through by d2T , one finds a simplified self-consistency
relation:
1 =
54
(3pi)1/2
1
N
p
σ
dt
σ
+
541/2
(3pi)1/4
( p
σ
)1/2( σ
dT
)1/2
(7.80)
When dT → 0 the second term on the right hand side (RHS) of this equation diverges, while if dT → ∞
then the first term on the RHS diverges. Thus, there must be a minimum of the RHS curve. But, whether
it solves the equation (i.e., RHS=1) is not guaranteed, and depends on the value of N and packing length in
units of the statistical segment length. This is the mathematical origin of our prediction of a discontinuous
mesoscopic localization transition. The value of the tube diameter at the RHS minimum is:
dT,on
σ
=
pi1/6
2 · 35/6N
2/3
(
σ
p
)1/3
(7.81)
Substituting this into Eq. (7.80) and solving for the onset inverse packing length yields:
σ
pon
=
81
pi1/2
N−1/2 ≈ 13ρ∗sσ3 (7.82)
where ρ∗s is the semi-dilute crossover. Eq.(7.82) can be compared to the numerical COM calculation that
found σ/pon ≈ 19ρ∗sσ3(Fig.7.10 inset).
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Equation (7.82) can alternatively be interpreted by fixing the packing length and considering the onset
chain length. This yields that for small enough chain lengths Eq.(7.80) does not have a localized solution.
However atNon = pi(σ/81p)
2, corresponding to a critical number of internal conformational modes, a solution
emerges indicating mesoscopic localization. This establishes that the emergence of entanglement localization
is due to the interplay between the COM and internal degrees of freedom.
Finally, in the N → ∞ limit the self-consistent localization equation always has a solution. The square
bracket in Eq.(7.77) is again set to unity. Following the same analysis as above, the intrinsic (N -independent)
tube diameter of Eq.(7.38) is derived:
dT =
(
54p√
3pi
)
(7.83)
7.10.3 Scaling of Matrix Dynamic Force Correlations
Here we derive the large separation scaling of the matrix dynamic force correlations of Eq.(7.42).The starting
point based on the Gaussian thread liquid structure is:
Kαγ(∞) = kBT
6pi2pσ2
∫ ∞
0
dk k4C20
S0
1 + k2ξ2p
exp
[
−k
2σ2 |α− γ|
6
]
exp
−k2
(
d2T /4 + δµ
(2)
αγ
)
6
 (7.84)
Using C20S0 = pi
2σ6/108 and 1 + k2ξ2p ≈ 1, valid for mesoscopic localization, one has:
Kαγ(∞) = kBTσ
4
648p
∫ ∞
0
dk k4 exp
[
−k
2σ2 |α− γ|
6
]
exp
−k2
(
d2T /4 + δµ
(2)
αγ
)
6
 (7.85)
For large separations, |α− γ| >> d2T /σ2, the relevant wavevectors are small compared to the tube diameter.
Hence, the first exponential in Eq.(7.85) is dominated by the diagonal limit δµ
(2)
αγ ≈ δµ(2)αα = d2T /4, thereby
yielding:
Kαγ(∞) = kBTσ
4
648p
∫ ∞
0
dk k4 exp
[
−k
2σ2 |α− γ|
6
]
exp
[
−k
2d2T
12
]
(7.86)
Performing the Gaussian integration gives:
Kαγ(∞) =
√
pi
12
kBTσ
4
pd5T
[
1 +
2 |α− γ|σ2
d2T
]−5/2
(7.87)
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Hence, per Eq.(7.42) and the numerical results in Fig.7.7, when the segment separation is large an inverse
power decay of the arrested force correlations is predicted:
Kαγ(∞) = Kαα(∞)
[ |α− γ|σ2
d2T
]−5/2
for |α− γ| > d2T /σ2 (7.88)
This power law is the combined consequence of structural homogeneity (S(k) = S0) on large length scales
and the long range correlations of a connected random walk chain as manifested via the Gaussian form of
ωαγ(k) in Eq.(7.86).
Finally, comparing Eqs.(7.87) and (7.88) we find that the diagonal (zero separation) component of the
memory function scales with the inverse packing length and tube diameter. Given for large chains dT ∝ p,
this implies the following scaling relations:
Kαα(∞) ∝ p−1d−5T ∝ p−6 ∝ d−6T (7.89)
These results have been verified in our numerical calculations in the long chain limit.
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Chapter 8
Static and Dynamic Models for Liquids of
Polymer Globules and Rings
8.1 Introduction
Over the last 50 years there has been a great variety of work focusing on linear polymer chains in semi-dilute
solutions and melts due to their interesting topological interactions known as entanglements [1–10]. This
was widely discussed in the previous chapter (Ch. 7). Due to the successes of this work, there have been
many extensions to understand different chain conformations and geometries. One of particular interest is
that of collapsed globule-like polymers due to their array of applications in physics, chemistry, materials
science, and cellular biology [11–22]. In biology, many proteins, DNA, and RNA can be found to exist in
collapsed states [13, 22]. Due to the complex interactions in biopolymers, a generic theoretical understanding
is rather complicated. Recent simulations and experiments of polymer rings in semidiute solutions and melts
have found that they exhibit globule-like conformations, providing a much simpler context to study static
and dynamic properties of globule liquids [14, 15, 21]. Generic to ring polymers and more complex globular
polymers is that while globally the conformations are particle-like (collapsed globule), on more local length
scales chain like behavior is recovered. This crossover has both static and dynamic consequences. In this
work, we wish to model at the segment scale the collective static and dynamic properties of liquids of
polymeric globules, based on the recent simulation work on the conformations of single rings [14, 15, 21].
While the focus here is ring polymers, we suspect much of the behavior is generic to globular polymers.
We first review the simulation results for rings [14, 15, 21] and the current primitive theoretical under-
standing [11, 20]. There have been two primary simulation approaches to studying ring polymers. In both
the rings are modeled as a bead-spring Kremer-Grest chain (See Sec 7.6.2 in the previous chapter) and the
beads obey Langevin equations where hydrodynamics are ignored. One set of simulations study high-density
melt-like conditions [14, 15] while the others study the lower density, semi-dilute solutions of rings [21]. In
both cases, for sufficiently large degrees of polymerization (N) the ring liquids have drastically different static
and dynamic behavior compared to their linear chain analogs. In both semi-dilute and melt like conditions
the rings mimic collapsed globules on global length scales with the radius of gyration scaling as Rg ∼ N1/3.
154
(a)	 (b)	
Figure 8.1: Schematics of speculative theoretical concepts for ring polymers. (a)“Lattice animal” models
[11, 20] focus on a single ring (purple curve) in the presence of fixed topological constraints (teal points).
In equilibrium, this requires ring conformations to fold back on themselves. This leads to a slow down of
intra-ring dynamics because subsequent motion must occur along one of the folded paths. (b) The theory
proposed here, in which the dynamic correlations are assumed to be dominated by inter-ring forces. Rings
(purple curves) are found to collapse into globular-like cores (orange circles) surrounded by chain-like regimes
where rings can interpenetrate (teal region).
Locally, however, the rings remain chain-like and the length scale characterizing this crossover is found to
be independent of N . Additionally this length scale appears to be on the order of the entanglement length
(tube diameter) of the linear chain analog, λ ∼ dT . Currently it is thought that these equilibrium properties
arise from a collapsed ring becoming topologically entangled with itself, however the dynamics suggest some
problems with this viewpoint [14, 15, 21].
Dynamically, ring liquids do not exhibit the standard plateau in the shear modulus or similar collective
relaxation functions, as found for linear entangled polymers. Even so, the long time diffusivity is quite slow
and roughly scales as N−2 as expected might be from a reptating chain, though only beyond a threshold
value of N far above its chain analog [12–16, 18, 21]. These seemingly contradictory dynamical behaviors
in conjunction with the static properties pose many questions about the role of topological constraints and
entanglements in ring polymers. To date these puzzles have been largely addressed phenomenologically via
“lattice animal” models [11, 19, 20]. The foundation idea of such theories is that the dynamics of rings is
understood solely in terms of single ring models, where the ring must fold back on itself due to surrounding
constraints (Fig. 8.1a). Dynamics is then posited to be slow because subsequent relaxation must occur
along one of these folded loops. This proposed understanding is problematic because (i) it is largely a
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phenomenological guess based on static obstacles that do not literally exist and (ii) it ignores the fact that
on global length scales the rings look more partially interpenetrating soft colloids. Additionally, more recent
simulations suggest that the interesting dynamics may be tied to the formation of a macromolecular (also
deemed topological) glass induced by an increase in ring size [17, 21]. This suggests that intermolecular
forces and packing structure are likely crucial to understanding the ring dynamics, which are ignored in the
“lattice animal” approach.
Here, we propose an alternative theoretical perspective for the statics and dynamics of ring polymers
based on microscopic liquid state theory. The primary goal is to understand the inter-molecular equilibrium
structure for dense liquids of globular polymers and their dynamical consequences. Dynamically the primary
idea is that the macromolecular glass transition can be understood through a proper account of inter-
molecular forces and the packing of rings (Fig. 8.1b). This formulation additionally allows for a consistent
treatment of static and dynamic properties of the ring fluids.
For equilibrium, we adopt two models for the intra-molecular ring structure: i) a pure fractal globule,
and ii) an interpenetrating globule. For the pure fractal model, the rings are collapsed globules on all length
scales. For the interpenetrating globule, on global length scales the former model applies, however locally
there is a crossover to chain-like behavior, with the crossover being independent of ring length as suggested
by the simulations. From these models of the single macromolecule structure, the inter-molecular equilibrium
pair correlations are modeled via the field-theoretic Gaussian thread limit of the polymer reference interaction
site model (PRISM) [23, 24], an integral equation theory. From the inter-molecular correlation, the number
of rings interpenetrating a tagged ring is calculated. For the pure fractal model we find little interpenetration
of rings as the polymer is space-filling. On the other hand, for the interpenetrating model we find that there
is significant interpenetration of rings due to the local chain-like behavior around the edges (Fig. 8.1b).
For dynamics, we develop a microscopic force-based theory founded on the generalized Rouse model
(GRM) at the center of mass (CM) level [25–31]. The GRM incorporates both forces due to both intra-
polymer connectivity and forces due to inter-molecular interactions. Two main approximations enter: i) the
internal modes of the ring are completely relaxed, and ii) the microscopic forces are approximately related
to the equilibrium packing correlations of the rings. Under a Gaussian dynamics approximation, long time
localization for the ring CM in both models is found. By restoring non-Gaussian fluctuations via the
nonlinear Langevin equation (NLE) [32, 33], activated hopping transport is predicted. For the pure fractal
globule, our theory reduces to that of an effective soft colloidal system, which is independent of the polymer
size as suggested by the limited interpenetration found in the static properties. In this case localization
and activated motion is driven by increases of fluid density and cannot describe the macromolecular glass
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transition found in rings. For the interpenetrating globule model of rings, there is sufficient interpenetration
to results in a size (N) induced localization transition which is tied to equation of state effects associated
with the crossover to chain-like statics.
In Section 8.2 we briefly review thread PRISM theory followed by its implementation for the pure fractal
and interpenetrating ring globule models. Section 8.3 reviews our CM dynamics theory including the GRM
and the NLE. Analytic limits of the theory are analyzed in Section 8.4, followed by the numerical results in
Sec. 8.5. Finally, Sec. 8.6 presents a discussion of these results as well as future directions.
8.2 System Model and Equilibrium Structural Correlations
To understand the equilibrium inter-molecular correlations, we employ the thread polymer reference inter-
action site model (PRISM). As input we use two models of the intra-molecule structure factor ω(k) based
on the simulated results.
8.2.1 Thread PRISM Theory
Thread PRISM is a “field-theoretic” limit of the standard PRISM theory for polymer pair correlations, in
which the excluded volume interactions are reduced to a point-like thread (d → 0+) [23, 24]. In thread
PRISM, polymers are coarse-grained to N statistical segments with diameter σ, where σ captures the effects
of local chemistry of the polymer. To calculate the equilibrium structure for polymers at segmental number
density ρs, the PRISM equation in Fourier space is given by:
h(k) = ω(k)C(k) [ω(k) + ρsh(k)] = ω(k)C(k)S(k) (8.1)
Where h(k) is the non-random part of the site-site pair distribution function (h(r) = g(r) − 1) in Fourier
space, C(k) is the direct correlation function, and ω(k) and S(k) are the intra- and inter-molecular structure
factors, respectively. The second equality defines the relationship between S(k), ω(k), and h(k). To close
the PRISM equation: (i) the direct correlation function C(r) must be related to the interaction potential
U(r) and (ii) the intra-molecular structure factor ω(k) must be modeled.
For the direct correlation function C(r), we employ the standard Percus-Yevick (PY) closure in con-
junction with the thread idea that only point-like hard core interactions remain at the statistical site level
157
[34]:
C(r) =
(
1− eβU(r)
)
g(r)
= C0δ(~r) (8.2)
where in the second line the point-like nature of the segment-segment repulsion is employed. In Fourier
space, C(k) = C0. Combining this with the PRISM equation (Eq. (8.1)) leads to the collective density
structure factor:
S(k) =
S0
1 + S0 (ω−1(k)−N−1)
where S0 =
1
N−1 − ρsC0 (8.3)
Here, S0 is the k → 0 limit of S(k) and is the dimensionless isothermal compressibility. which is determined
below. As wavevector is increased S(k) monotonically decreases for the coarse grained thread ω(k) models
considered.
The uncrossibility ”core” condition is g(r = 0) = 0, or equivalently h(r = 0) = g(0)−1 = −1. To enforce
this we compute the non-random part of the pair distribution function:
h(r) =
∫
d~k
(2pi)3
ei
~k·~r h(k) (8.4)
Combing Eqs. (8.1), (8.2) and (8.3) and normalizing the wave vector by the polymer radius of gyration,
q = kRg, one finds:
h(r˜) =
2
3piφ
(
S0
N
− 1
)∫ ∞
0
dq q2
ω(q)/N
1 + (S0/N) (N/ω(q)− 1)
sin qr˜
qr˜
(8.5)
where the “macromolecular” volume fraction is defined as φ = 4piR3gρp/3, the polymer number density is
ρp = ρs/N , and r˜ = r/Rg. Applying the core condition h(0) = −1 yields:
1 =
2
3piφ
(
1− S0
N
)∫ ∞
0
dq q2
ω(q)/N
1 + (S0/N) (N/ω(q)− 1) (8.6)
For a given ω(q), Eq. (8.6) yields a relationship between φ, S0, and N .
From the real space pair distribution function g(r), the number of segments on other chains within a
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Figure 8.2: The intra-molecular structure factor normalized by the degree of polymerization ω(k)/N as a
function of wavevector normalized by ring radius of gyration kRg. The points show the results from recent
simulation data [21] for three different ring sizes. The solid black curve shows the pure fractal model of Eq.
(8.9) with A = 0.2857. The dashed curves show the results from the interpenetrating globule of Eq. (8.13)
for the three simulated ring sizes.
radius R of a segment on the tagged chain is given by [34]:
NNs(r) = 4piρs
∫ R
0
dr r2g(r) (8.7)
The number of chains surrounding a tagged chain is then estimated as NNp = NNs/N . Making the integral
dimensionless R˜ = R/Rg, one finds:
NNp
(
r
Rg
)
= 3φ
∫ R˜
0
dxx2g(x) (8.8)
To proceed, models are necessary for the intra-molecular structure factor ω(k). In the following subsections
we study two models for globally collapsed rings.
8.2.2 Pure Fractal Globule
For the pure fractal globule model the intra-molecular structure factor is given by [2, 35–37]:
ω(k) =
N
1 +AkdfR
df
g
(8.9)
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Figure 8.3: Equilibrium structural correlations for the pure fractal model. (a, main) The segment-segment
radial distribution function g(r) as a function of separation relative to the radius of gyration r/Rg for volume
fractions φ = 0.1, 0.5, 1.0, and 5.0 (curves from right to left). (a, inset) The excess correlations r2h(r) as
a function of separation for the same systems (low φ is bottom curve at r = 1.5Rg). (b) The number of
neighboring rings surrounding a tagged ring as a function of the macromolecular volume fraction φ.
Where df is the fractal dimension, Rg is the radius of gyration and, A is a constant that depends only on
the fractal and spatial dimensions. For a 3d globule, the fractal dimension is equal to the spatial dimension,
df = ds = 3. Additionally we have [2, 35–37]:
R
df
g = CgNσ
df . (8.10)
where Cg is a constant to be determined (see discussion surrounding Eq. (8.24)) and σ is the local segmental
diameter. To choose the constant A, the intra-molecular structure from recent simulations was fit to the
form of Eq. (8.9). Figure 8.2 shows the intra-molecular structural models compared to those measured in
simulations [21]. The different point types represent different ring sizes in the simulation work. In the low
wave vector regime, all ring sizes collapse to the form of Eq. (8.9) where A = 0.2857, as shown by the solid
black line. At larger wave vectors, the simulation deviates from this form because locally rings are chain-like
and ω(k) ∼ k−2 (see Section 8.2.3).
The integral of Eq. (8.6) with the intramolecular structural of Eq. (8.9) can be analytically evaluated
for all fractal dimensions df yielding:
1 =
2
9piAφ
log
(
N
S0
)
(8.11)
For a pure fractal globule, the rings are fully collapsed and can be roughly thought of as soft-colloids with
a well-defined volume fraction. From Eq. (8.11) the isothermal compressibility S0 is determined in terms of
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N , and φ:
S0 = N exp
[
−9piA
2
φ
]
(8.12)
Eq. (8.12) is distinctly different from its linear chain analogs (df = 2, ds = 3) where for large N , S0 =
12(ξp/σ)
2 ∼ p2/σ2 [23, 24], ξp is the density correlation length and p = 1/ρsσ2 is the packing length, which
is a chemically specific number that is invariant to degree of local coarse graining and N [38, 3].
Figure 8.3a shows the site-site (or segment-segment) pair distribution function as a function of separation
for ring volume fractions varying from φ = 0.1 (right most, red curve) to 5.0 (left most, black curve). The
pair distribution function has a deep correlation hole characteristic of soft repulsive colloids [3, 39, 40]. For
small r there is a core region where g(r) ≈ 0, as separation increases g(r) increases nearly monotonically
until g(r)→ 1 at large separations. We note for the highest volume fraction there is a very small overshoot
region, where g(r) > 1. This is explicitly shown in the inset, which plots the excess correlations r2h(r). The
strongly damped oscillations in r2h(r) about 0 are indicative of weak packing correlations and the overshoot
in g(r). These excess correlations are small because the polymer globules are extremely soft.
As a measure of macromolecular coordination number, the number of rings within Rg of a tagged ring
is calculated via Eq. (8.8) with R˜ = 1. The result are shown in Figure 8.3b as a function of the “macro-
molecular” volume fraction. As the volume fraction is increased, the number of neighboring fractal globules
increases roughly linearly. However, over all volume fractions studied NNp is always on the order of ∼ 1− 5
and independent of N . This is distinctly different to chain-like analogs where the number of neighbors grows
as
√
N due to the massive interpenetration of chains [1–3, 38], and here is more akin to colloidal like behavior
where the number of neighbors is limited by steric constraints of the packing of spheres [34, 39, 40].
To conclude, we find for pure fractal globules, that the equilibrium structural behavior reduces to that
of an N -independent effective colloidal system with very soft interactions. The pair distribution functions
exhibit nearly monotonic increase from a “core” non-overlap regime to fully random packing on the Rg scale.
Additionally the number of neighboring globules increases with volume fraction and remains on the order of
1-5, unlike polymer chains.
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8.2.3 Interpenetrating Globule Model for Rings in Dense Liquids
For the interpenetrating globule model, we adopt a two-fractal description with an intrinsic (N -independent)
crossover length scale λ:
ω(k) =
 N/1 +Ak
3R3g k < λ
−1
N/k2(λ2 +AR3g/λ) k ≥ λ−1
(8.13)
For length scales larger than λ, the conformational structure is similar to the pure fractal model of Sec.
8.2.2, however on local length scales the ring looks like an ideal random walk chain and hence ω(k) ∼ k−2.
The prefactor for the ω(k ≥ λ−1) is chosen to satisfy the continuity of ω at the crossover wavevector.
To determine the unknown constants A, and λ in Eq. (8.13), the simulation [21] ω(k) was fit. As in the
pure fractal globule, A = 0.2857. From the small k fit the crossover length for each simulation data set can
be approximated as the point when the data falls off the pure fractal behavior in Figure 8.2. The crossovers
were found to roughly scale as λ/Rg = 2.5/N
1/3 (not shown). This implies the crossover is intrinsic, λ ∼ N0
and is on a mesoscopic scale σ << λ < Rg. Recent simulation [14–18, 21] and theoretical studies [11, 18, 20]
suggest the crossover length is tied to self-entanglements of the rings and is roughly the chain entanglement
length λ ∼ dT =
√
Neσ, where Ne is the number of statistical segments between entanglements. This
interpretation of the crossover is based primarily on a few simulations and the speculative lattice animal
theories. We note for the sake of our work, understanding the specific physical cause of the crossover is not
necessary. Rather, the important point for our theory is that the crossover length scale is mesoscopic and
intrinsic. In any case, the “topological” constraints present due to connectivity have dramatic influences on
the equilibrium properties of ring polymers. The dashed curves in Figure 8.2 show the fit results relative to
the simulation data [21], with very good agreement. At very large k there is some disagreement tied to local
chemistry which is coarse grained over in the thread model adopted [23, 24].
Using Eq. (8.13) in Eq. (8.6) and evaluating the integral yields:
1 =
2
9piAφ
log
[
1 +AN/λ30
1 + S0A/λ30
]
+
2
3piφ
1− S0/N(
λ20/N
2/3 +AN1/3/λ0
) [S0
N
(
λ20/N
2/3 +AN1/3/λ0
)(
1− S0
N
)]−1/2
×
[
pi
2
− arctan
(√
(1 +AN/λ30)
(N/S0 − 1)
)]
(8.14)
where λ0 = 2.5 is the dimensionless constant from fitting the crossover length λ as described above. Eq.
(8.14) relates S0, φ, and N for the interpenetrating globules. Employing a constant volume fraction (φ)
ensemble in this model yields a compressibility S0 that is dependent on the ring size N . However this
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Figure 8.4: (a) The effective liquid volume fraction φeff for the interpenetrating globule model under a
constant compressibility S0 ensemble, as a function of ring size N . Dimensionless compressibilities range
from S0 = 0.1 (top) to 15. (bottom). (b) Same as (a) but the dynamical control parameter N/φeff is
displayed, and the compressibility dependence is reversed (S0 = 0.1 on bottom). The dashed curve shows
the large N scaling N/φeff ∼ N .
trend disagrees with simulations [14, 15, 21] of the ring equation of state which is essentially identical to
that of linear chains for which the compressibility is independent of polymer size, S0 ∼ N0. Additionally,
experiments on chain melts at constant pressure and temperature also find S0 ∼ N0 [1, 6, 24, 38, 41].
Motivated by the experiments and simulations, we thus choose a “constant compressibility ensemble” in
which S0 is fixed (N -independent) and the volume fraction is adjusted to satisfy Eq. (8.14).
Given the approximations of the coarse grained thread model, standard dimensionless compressibility
values for atomistic melts
(〈
δρ2
〉↔ S0 = 0.1− 0.5) may not be appropriate. Thus S0 is calibrated by
considering a melt of linear chains under the same thread PRISM approximations. In this case, it is well
established that S0 =
(
108/pi2
)
(p/σ)2 [23, 24] where p = 1/ρsσ
2 is the polymer-specific packing length.
To estimate S0 realistic values for the packing length and segmental diameter are necessary. While for
polymer melts p ≈ 0.1 − 0.4nm [38], the segmental diameter is ambiguous since it relates to the degree of
local coarse graining. We employ several standard models for σ, including the Khun length σk ' C∞lb,
the persistence length (≈ 0.5σk), and the statistical length (
√
C∞lb ≈ 0.3σk), where lb is the chemical
bond length. For polystyrene (PS) [1, 38], the packing length is p ≈ 0.4nm, the Kuhn length is σk ≈
1.5nm yielding a dimensionless compressibility of S0 ≈ 0.8. On the other hand, using the persistence
length (lp ≈ 0.9nm) yields S0 ≈ 2, and the statistical length (σs ≈ 0.45nm) yields S0 ≈ 9. Hence the
dimensionless compressibility can vary by at least an order of magnitude for fixed chemistry. To cover all of
these possibilities for most real polymers, we choose S0 values between 0.1 and 15.
Figure 8.4a shows the effective volume fraction φeff of rings in the constant compressibility ensemble as
163
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.5  1  1.5  2
g ( r
)
r/Rg
S0 = 0.3, N = 100
1000
10000
S0 = 10.0, N = 100
1000
10000
 
r / Rg
 g(r)
-0.16
-0.14
-0.12
-0.1
-0.08
-0.06
-0.04
-0.02
 0
 0.02
 0  1  2  3  4  5  6  7  8
r2 *
h ( r
)
r/Rg
 
r / Rg
 r
2h(r)
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.5  1  1.5  2
g ( r
)
r/Rg
S0 = 0.3, N = 1001000
10000
S0 = 10.0, N = 1001000
10000
Figure 8.5: The intermolecular structure for the interpenetrating fractal model. (main) The site-site radial
distribution function g(r) as a function of separation relative to the radius of gyration r/Rg. Results for
two dimensionless compressabilities S0 = 0.3 (solid) and 10.0 (dashed) are shown. For each S0, three chain
lengths are shown with the largest N being the furthest left curve in each case. (inset) The excess correlations
r2h(r) as a function of separation for the same systems (smallest N is lowest curve at r = Rg for each case).
a function of N . Curves are shown for S0 = 0.1 to 15, from top to bottom. In all cases, for small N the
effective volume fraction is very small. As N is increased from around 10 to 500, there is a dramatic increase
in the effective volume fraction. Finally, at large N the effective volume fraction scales as φeff ∼ log N . In
this regime φeff can be approximated as roughly constant, ranging from φeff = 30 for S0 = 0.1 to φeff = 5
for S0 = 15. The dramatic increase in the effective volume fraction as a function of N suggests the possibility
of a glass-like transition with increasing N .
As a second way to analyze the effective volume fraction, Figure 8.4b shows N/φeff as a function of ring
degree of polymerization N . The primary reason for choosing this quantity will be apparent in Sec 8.4.2, as
N/φeff is a control variable in our dynamic theories. For all dimensionless compressibilities we find that at
small N , the quantity is roughly constant, at most varying by a factor of 2. At large N there is a crossover
to power law behavior where N/φeff ∼ N (dashed line in Figure 8.4b) due to the roughly constant form of
φeff at large N .
With the above S0 based calibration and effective volume fraction, the intermolecular structure can
be calculated. Figure 8.5 shows the site-site pair distribution function g(r) as a function of separation
normalized by the radius of gyration r/Rg. The solid curves show results for a low S0 = 0.3, while the
dashed curves show results for a high S0 = 10 for the denoted N values. Note that at small r the curves
must limit to g(r = 0) = 0 in a continuous manner, however some small deviations from this arise due
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Figure 8.6: (a) The number of neighboring rings surrounding a tagged ring NNp for the interpenetrating
globule model as a function of ring size N . Compressibilities ranging from S0 = 0.1 (top) to 15. (bottom)
are shown. (b) Same as frame (a) where NNp is scaled by the effective volume fraction φeff .
to the numerical difficulty in calculating the r = 0 limit of the Fourier transform. Compared to the pure
fractal results (Figure 8.3a) the interpenetrating globule liquids have a much more abrupt increase in g(r)
due to the interpenetration of the rings. The inset of Fig. 8.5 shows the excess correlations, r2h(r). At
low compressibility (solid curves) there are no oscillations, while for large compressibility (dashed curves)
weak oscillations exist, suggesting a small overshoot in g(r). Finally we note that compared to the pure
fractal globules (Fig. 8.3 inset) the magnitude of r2h(r) is much smaller for the interpenetrating globules,
indicating that there are weaker excess correlations for the interpenetrating rings.
Finally, the number of neighboring rings was investigated via Eq. (8.8) with R˜ = 1. Figure 8.6a shows
the results for the number of nearest neighbors as a function of the ring size. For all compressibilities, as
ring size is increased there is a generic increase in the number of neighboring rings until the number of
neighbors saturates at large ring size N . This behavior is distinctly different from both the pure fractal
model, where NNp is independent of N , and the linear polymer chain, where NNP grows unbounded with
N [1, 3, 23, 24]. The interpenetrating globule model is a mixture of these two extreme limits, due to the
mixed nature of the intra-molecular structure. While the number of nearest neighbors is calculated with the
the full g(r < Rg), the results roughly scale with the NNp ∼ φeff as expected. In Fig. 8.6b, this scaling
is investigated; NNp/φeff is shown as a function of N . For all cases the results are roughly constant, with
proportionality constant on the order of unity. We note that simulations of ring melts and dense solutions
find values of NNP at large N of order 10− 20 [14, 15, 21], which decreases as N is lowered. These trends
are consistent with our results.
To summarize, the interpenetrating globule model exhibits distinctly different behavior compared to
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the linear chain and the pure fractal globule model. In a constant dimensionless compressibility ensemble,
equation of state effects lead to an increase in the effective volume fraction of the rings. The effective volume
fraction, or equivalently the number of nearest neighbors, grows dramatically at intermediate N before nearly
saturating at large N . This reflects the limited interpenetration of rings near their surface (Fig. 8.1b) and
buttresses the physical picture of rings packing as a dense fluid of soft colloids. This novel ring size effect in
the static structure may to lead to a macromolecular glass-transition as N grows.
8.3 CM Dynamics Theory
Dynamically, we wish to investigate the possibility of a macromolecular glass transition. Before doing so we
first review some phenomenology for supercooled liquids of soft particles [40, 42, 43]. Previous microscopic
theoretical studies focused on spherical particles interacting via a soft repulsive potential U(r), usually
taken to be an exponential, Hertzian, or WCA form [40, 42, 43]. In these models two length scales enter:
the particle radius R and the “range” of the repulsion which characterizes the effective softness α/R. The
localization transition was studied as a function of increasing the density of particles, ρ, for various particle
softnesses. It was found that the existence of a localized state is not guaranteed and is dependent on the
nature of the soft potential [40, 42, 43]. That is, for very soft particles there is significant overlap of particles
and the intermolecular interactions are weak, so no localization occurs. This has significant implications for
the polymeric globules which have soft interactions; there is no guarantee that localization will occur. We
wish to dynamically explore the existence of a localization transition and dramatic slowing of dynamics in
our two models. For the pure fractal globule, this corresponds to similar studies as above where localization
is studied as a function of “macromolecular” volume fraction φ. For the interpenetrating globule, motivated
by rings, we focus on the prospect of a macromolecular glass transition which is induced by increasing the
ring size N rather than the volume fraction.
To initiate these studies, we propose a center of mass (CM) dynamics theory based on the generalized
Rouse model [30, 29, 26]. Two assumptions are employed: (i) the internal modes have fully relaxed (as
motivated by simulations and experiments which suggest internal modes relax much faster than CM motion
[14–17, 21]) and (ii) the microscopic forces are related to the equilibrium packing structure. Under these
approximations, the long time mean square displacement (MSD) of the center of mass can be self-consistently
determined. Under certain conditions (discussed below for each systems) there is a localization transition.
Subsequent motion proceeds via activated hopping which is modeled with the Nonlinear Langevin Equation
(NLE) [32, 44, 33].
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8.3.1 Generalized Rouse Model
There has been much prior work on developing generalized fractal analogs for the standard Rouse model of
polymer dynamics [35–37]. Some of this prior work focuses on the complex case where there are at least
two fractal dimensions (mass, spectral) needed to describe the full dynamics. In the case of our theory,
we focus only on polymer liquids and the simple “Gaussian mass fractal” limit is adopted, where a single
fractal dimension df characterizes the polymers. In this case, the polymer size scales as R ∼ N1/df and
the intra-molecular structure factor scales as ω(q) ∼ q−df for R−1g < q < σ−1 (or equivalently in real
space ω(r) ∼ rdf−3). This is consistent with the pure fractal globule structural model adopted in Sec.
8.2.2. For the interpenetrating globule (Sec. 8.2.3), these assumptions are not fully consistent given the two
mass fractal regimes. However, given the dynamical theory descried below is dominated by low wavevectors
(qλ < 1), we assume the interpenetrating fractal system obeys the same dynamics as the pure fractal with
df = 3.
Our CM dynamics theory is based on the fractal generalized Rouse model (GRM) [26, 27, 35–37]. While
it is possible to write the GRM in real space, the equations are complicated and involve fractional derivatives
due to the generic fractal form of the polymer. Thus, we work in Rouse mode space, where the position of
segment α can be expanded in terms of the normal modes ~Xp [26, 27, 35–37]:
~Rα(t) =
N∑
p=0
ψp(α) ~Xp(t)
where ψp(α) =

√
1/N p = 0√
2/N cos [ppiα/N ] p 6= 0
(8.15)
Eq. (8.15) is identical to the standard Rouse model for chains. In general, a generic complex exponential
should be used to diagonalize any fractional derivative, however the exact form of the mode ψp does not
enter our calculation besides the normalization factor, so this should be a minor quantitative issue at most.
In the GRM, the equations of motion for the mode amplitudes are then given by [25–27, 35–37]:
ζs
d
dt
~Xp(t) = −λp ~Xp(t) + ~ξp(t)−
∫ t
0
dτKp(t− τ)d
~Xp(τ)
dτ
+ δ ~Fp(t) (8.16)
where, as in the linear chain theory, we have split the forces on modes into three components. (i) The quickly
relaxing inter-molecular forces ~ξp which are balanced by the short time segmental friction constant ζs. (ii)
The slowly relaxing inter-molecular forces δ ~Fp balanced by the non-local in time term and characterized by
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the force-force correlation function [45]:
Kp(t) ≡ β
3
〈
δ ~Fp(t) · δ ~Fp(0)
〉
. (8.17)
(iii) And the generalized intra-molecular connectivity, which for the simple Gaussian mass fractal, is char-
acterized by [35–37]:
λp = Cλ
3kBT
σ2
(ppi
N
)1+2/df
(8.18)
This expression has three parts: Cλ an undetermined constant which depends on df , 3kBT/σ
2 the Rouse
mode spring constant, and (ppi/N)
1+2/df the fractal mode dependence. For df = 2, the standard Rouse
model result, λp ∼ p2, is found. In the long time limit, a general solution to Eq. (8.16) is given by:
〈
∆X2p(∞)
〉
=
3kBT
λp + 2Kp(∞) (8.19)
where ∆ ~Xp = ~Xp(t)− ~Xp(0).
From the mode expansion, the mean square displacement (MSD) of a tagged segment and of the center
of mass are calculated via:
〈
∆~R2α(t)
〉
=
N∑
p=0
ψ2p(α)
〈
∆ ~X2p(t)
〉
≈ 1
N
〈
∆ ~X20 (t)
〉
+
1
N
N∑
p=1
〈
∆ ~X2p(t)
〉
(8.20)
〈
∆~R2CM (t)
〉
=
1
N
〈
∆ ~X20 (t)
〉
(8.21)
where ∆~R(t) = ~R(t) − ~R(0), and in the second line of Eq. (8.20) the large polymer limit (N → ∞) was
taken thereby removing the explicit α dependence. Comparing Eqs. (8.21) and (8.20), the segmental MSD
can be expressed in terms of the CM MSD as:
〈
∆~R2α(t)
〉
=
〈
∆~R2COM (t)
〉
+
1
N
N∑
p=1
〈
∆ ~X2p(t)
〉
(8.22)
From Eqs. (8.19) - (8.22) and a dynamics model for Kp(∞), the long-time MSDs for the CM and a tagged
segment can be calculated.
To simplify the dynamics equations further, we employ the first of the assumptions motivated by the
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simulations [14, 15, 21]; due to the limited interpenetration of the rings the internal modes relax much more
quickly than the center of mass motion. This suggests Kp 6=0(∞)→ 0, and only hence only the p = 0 mode
component of the force-force correlations survive. Combining this approximation with Eq. (8.19), the mode
sum is calculated:
1
N
N∑
p=1
〈
∆ ~X2p(t→∞)
〉
=
σ2
CλN
N∑
p=1
(
N
ppi
)1+2/df
≈ σ
2N2/df
Cλpi1+2/df
ζ(1 + 2/df ) (8.23)
where ζ(x) =
∑∞
p=1 p
−x is the Reimann zeta function resulting from approximating the sum in the large
polymer limit (N →∞). It is well known that if the internal modes are fully relaxed a segment fluctuates on
the order of Rg [1, 2, 25]. Hence the mode sum is given by
1
N
∑N
p=1
〈
∆ ~X2p(t→∞)
〉
≈ C˜R2g where C˜ ≈ 1−4.
This physical insight, along with Eqs. (8.10) and (8.23), provides a calibration for the unknown constants
Cλ and Cg:
C
2/df
g Cλ =
ζ(1 + 2/df )
C˜pi1+2/df
(8.24)
c While Cg and Cλ are not independently determined, we find for all the subsequent results the relationship
in Eq. (8.24) is sufficient. In all of the following C˜ = 2. We expect for different values of C˜ the qualitative
results presented below will remain the same and that at most there will be modest quantitative differences
in the specific values calculated. In the analytic limits discussed in Section 8.4, C˜ is left as a variable constant
for clarity.
Combining Eqs. (8.19)-(8.24) yields the following results for the CM and segmental long time MSDs:
〈
∆~R2CM (t→∞)
〉
=
3KBT
2NK0(t)〈
∆~R2α(t→∞)
〉
=
3KBT
2NK0(t)
+ C˜R2g (8.25)
To proceed a model for the center of mass force-force correlation function K0(∞) is necessary.
8.3.2 CM Force-Force Correlation Function and CM Localization
The CM force-force correlation function must now be approximately computed. To do so we adopt the
same approximations as those from the linear polymer theory presented in Chapter 7. Four approximations
are employed [29, 30, 46, 47]: (i) the slowly relaxing forces on a tagged segment are approximated by
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effective forces related to the packing structure around the segment, (ii) the projected dynamics of δ ~Fp(t)
is approximated by real dynamics rendering the calculation self-consistent, (iii) four point correlations are
factorized to two-point functions in a Gaussian-like approximation, and (iv) end effects are ignored. Note for
rings point (iv) is exact, while for other architectures this is an approximation. Under these approximations
the CM force-force correlations (Eq. (8.17)) are given by:
K0(t) =
kBTρs
3
∫
d~k
(2pi)3
k2C2(k)ω(k, t)S(k, t) (8.26)
where ω(k, t) and S(k, t) are the dynamic equivalents of the intra- and inter-molecular structure factors. To
simplify Eq. (8.26), we define the dynamic propagators as Γω(k, t) ≡ ω(k, t)/ω(k) and similarly for ΓS in
terms of the intermolecular structure. Combining these definitions with the general thread PRISM result
(Eq. (8.3)), and non-dimensionalizing the wave vector q = kRg yields:
K˜0(t) =
K0(t)R
2
g
kBT
=
2
9piφ
1
S0
(
S0
N
− 1
)2 ∫ ∞
0
dq q4
ω(q)/N
1 + (S0/N) (N/ω(q)− 1)Γω(q, t)ΓS(q, t) (8.27)
To proceed, explicit models of the dynamical propagators are necessary. For the intra-molecular dy-
namics, we employ a cumulant expansion, truncated at Gaussian order. We also assume that segments
are dynamically uncorrelated and hence any segment-segment correlations arise due to the static proper-
ties. This approximation is justified by the fact that the internal modes of the polymer have fully relaxed.
Applying these approximations yields
ω(k, t→∞) = 1
N
N∑
α,γ=1
ωα,γ(k, t) =
1
N
N∑
α,γ=1
〈
exp
[
i~k ·
(
~Rα(t)− ~Rγ(0)
)]〉
≈ ω(k) exp
[
−k
2
6
〈
∆~R2α(t)
〉]
= ω(k) exp
[
−k
2
6
〈
∆~R2CM (t→∞)
〉]
exp
[
− C˜k
2R2g
6
]
(8.28)
where the equality in the second line employs Eqs. (8.22) - (8.24).
For the inter-molecular dynamics, as in the linear chain work, we assume that the collective dynamics is
relaxed by segmental motion. This is equivalent to a segmental Vineyard approximation [48] and then the
deGennes narrowing factor [49] may or may not be included. Hence the collective propagator is given by:
ΓS(k, t→∞) ≈ exp
[
− k
2
6α(k)
〈
∆~R2α(∞)
〉]
= exp
[
− k
2
6α(k)
〈
∆~R2CM (∞)
〉]
exp
[
− C˜k
2R2g
6
]
(8.29)
Where α(k) = 1 represents the pure Vineyard approximation and α(k) = S(k) represents the Vine-
yard+deGennes approximation. No deGennes narrowing term is included in the second final exponential
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because if the internal modes have relaxed the dynamical correlations should be cutoff on length scales inside
Rg, which is reflected in the chosen form.
To calculate the localization of the CM of a polymer, the long-time is related to the localization length
via
〈
∆~R2COM (t→∞)
〉
→ R2L. Then from Eqs. (8.25) and (8.27) with the propagator assumptions of Eqs.
(8.29) and ((8.28) we find the self consistent set of equations for the CM localization length:
R˜2L ≡
R2L
R2g
=
3
2NK˜0(R˜L)
K˜0(R˜L) =
2
9piφ
1
S0
(
1− S0
N
)2 ∫ ∞
0
dq q4
ω(q)/N
1 + (S0/N) (N/ω(q)− 1)
× exp
[
−q
2R˜2L
6
(
1 + α−1(q)
)]
exp
[
− C˜q
2
3
]
(8.30)
If the volume fraction φ is low enough or the ring size N is small enough one expects there to be no localized
solution to Eq. (8.30) and hence R˜L = ∞. However, if the rings are dense or large enough it is possible
that the feedback in Eq. (8.30) produces a localized solution, the conditions for which we explore further
in Section 8.5. Such a literal localization is not physical and arises due to the absence of non-Gaussian
fluctuations. Rather, it represents a dynamic crossover to a transiently localized state, where transport
occurs via activated barrier hopping. To investigate the subsequent motion of the ring CM, non-Gaussian
fluctuations must be restored via the nonlinear Langevin equation (NLE) [32, 44, 33].
8.3.3 Activated Motion and the Nonlinear Langevin Equation
To study activated hopping, the nonlinear Langevin Equation is employed [32, 44, 33]. In the NLE, the
scalar displacement of the center of mass R(t) obeys the stochastic equation of motion:
ζs,CM
∂
∂t
R(t) = − ∂
∂R
Fdyn(R) + ξCM (t) (8.31)
Here ζs,CM is the center of mass short time friction constant, ξCM (t) is the corresponding thermal random
force, and the key quantity is the dynamic free energy, given by:
βFdyn(R˜) =
3
2
log
(
3
2R˜2
)
− 4
3piφ
N
S0
(
1− S0
N
)2 ∫ ∞
0
dq
q2
1 + α−1(q)
ω(q)/N
1 + (S0/N) (N/ω(q)− 1)
× exp
[
−q
2R˜2
6
(
1 + α−1(q)
)]
exp
[
− C˜q
2
3
]
(8.32)
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The NLE is constructed such that in the absence of the thermal random force, the long time solution
∂Fdyn/∂R yields the ideal localization equation of Eq. (8.30). The first term in the dynamic free energy
(Eq. (8.32)) reflects the true diffusion of the ring CM, while the second term characterizes local caging due
to the surrounding rings.
In the localized state (if it exists), the dynamic free energy exhibits a minimum at the localization
length RL and a maximum at the barrier position RB . Relaxation can only proceed if the ring CM hops
over the entropic barrier. This process can be characterized by the barrier height FB = F (RB) − F (RL)
and the approximate relaxation time τhop determined by Kramer’s formula which holds fo βFB >> 1
[45, 32, 44, 33, 50]:
τhop
τs
=
2pi√
K˜LK˜B
exp [βFB ] (8.33)
where the short time scale is given by the time it takes the CM to diffuse by Rg, τs = βζs,CMR
2
g, and
K˜i = βK˜iR
2
g is the dimensionless curvature of Fdyn at the localization position (L) and the barrier (B).
Here, we do not calculate the hopping time but rather Eq. (8.33) serves as a reminder that the relaxation
time scales as an exponential of the barrier height.
8.4 Analytic Limits
Before numerically solving for the localization and barrier properties, we analyze analytic limits in the
deeply localized regime. To do so we employ the specific structural models of Sec. 8.2; the pure fractal and
interpenetrating globule models, in the Eq. (8.32). The extrema of the dynamic free energy are given by Eq.
(8.30), for which we consider the two limits for the localization length RL << Rg and the barrier position
RB >> Rg which allows for analytic analysis.
Starting with RL, the convergence of the integral in Eq. (8.30) is determined by the two exponential
factors exp(−q2R˜2L(1 + α−1)/6) and exp(−C˜q2/3). In the deeply localized regime R˜L << 1 which implies
the argument of the first exponential is small compared to that of the second (since C˜ is on the order of
unity). The integral is hence dominated by wavevectors q = kRg . 1, for which ω(k) ≈ ω(0) = N and
172
α(q) ≈ α(0). Hence the self-consistency equation becomes:
0 ≈ 3
2R˜2L
− 2
9piφ
N
S0
(
1− S0
N
)2 ∫ ∞
0
dq q4 exp
[
− C˜q
2
3
]
=⇒ R˜L =
(
4C˜5piφ2
3
)1/4(
S0
N
)1/2(
1− S0
N
)−1
(8.34)
where the second line shows the general result for the localization length, and the specific structural model
enters through the compressibility S0 and φ. Specific results for the N dependence depend on the structural
model and will be discussed in following two subsections.
To analytically determine the barrier position, the limit R˜B >> 1 is analyzed. In this case exp(−C˜q2/3) ≈
1 and the exponential exp(−q2R˜2B(1 +α−1)/6) controls the convergence of the integrals in Eq. (8.30). Once
again the integrals are dominated by the small q limit, which yields:
0 ≈ 3
2R˜2B
− 2
9piφ
N
S0
(
1− S0
N
)2 ∫ ∞
0
dq q4 exp
[
−q
2R˜2B
6
(
1 + α−10
)]
=⇒ R˜B =
(
24
pi
(
1 + α−10
)5
φ2
)1/6(
N
S0
)1/3(
1− S0
N
)2/3
(8.35)
Again this is a generic solution for the barrier position, and the specific N dependence is model dependent.
The barrier height is FB = Fdyn(rB) − Fdyn(rL), which can be evaluated under similar approximations
of the integral in Eq. (8.32), yielding:
βFB ≈ 3 log
(
R˜L
R˜B
)
+
(
24
pi
(
1 + α−10
)5
φ2
)1/2(
N
S0
)(
1− S0
N
)2((
1 + α−10
2C˜
)3/2
− R˜−3B
)
≈ 15
12
log
[(
1 + α−10
)2
piC˜3
3
]
− 1 + 5
2
log
[
φ
S0/N
(1− S0/N)2
]
+
(
3
pi
(
1 + α−10
)2
C˜3φ2
)1/2(
N
S0
)(
1− S0
N
)2
(8.36)
where in the second line, the results of Eqs. (8.34) and (8.35) are employed. To further understand these
limits, the specific models for φ and S0 must be employed.
8.4.1 Pure Fractal Globule
First consider the pure fractal globule model of Section 8.2.2, for which a constant macromolecular volume
fraction φ ensemble was chosen. Since from Eq. (8.12) S0 ∼ N , one finds that the dynamical equations
(8.30) and (8.32) under the Vineyard approximation α = 1 become independent of N . With the deGennes
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narrowing factor there is some residual N dependence since α0 ∼ S0 ∼ N . However given the limits of
the previous section, this effect is only relevant for small rings since α−10 ∼ N−1. Hence, for the pure
fractal globule, the dynamics completely reduce to an effective colloidal problem, where localization and
activated hopping barrier are parametrized solely in terms of the volume fraction φ. While this result may
be intuitively expected for a completely collapsed globule, it is non-trivial to obtain based on a bottom-up
segment scale polymer based theory.
To further elucidate the dynamics, Eq. (8.12) is employed with the Vineyard approximation α = 1 in
the analytic limits presented in the previous section. Taking the large φ limit, one finds:
R˜L ≈
(
4C˜5pi
3
)1/4
φ1/2 exp
[
−9piA
4
φ
]
R˜B ≈
(
3
4pi
)1/6
φ−1/3 exp
[
3piA
2
φ
]
=
C˜5/6
R˜
2/3
L
βFB ≈
(
3
4C˜3pi
)1/2
φ−1 exp
[
9piA
2
φ
]
=
C˜
R˜2L
(8.37)
Given the length scales are normalized by Rg, it is clear that RL and RB ∼ Rg, the localization length and
the barrier position scale with the overall globule size as expected based on the soft colloid analogy. In the
deeply localized regime, for large φ one finds roughly exponential dependencies of the relevant dynamical
quantities. As the volume fraction is increased, the localization length decreases corresponding to a more
localized state. This strong localization is characterized by an increasing barrier to relaxation. Additionally,
both the barrier position and the barrier height can be expressed in terms of the localization length, as
shown by the final equality on each line. This result is suggestive of the ultra-local limit studied previously
for hard sphere fluids [51]. However, we comment that since the localization integral is determined by the
Rg cutoff, it does not seem to immediately follow from the previous results.
8.4.2 Interpenetrating Fractal Globule
For the interpenetrating globule model of Section 8.2.3 the static properties are highly controlled by the
crossover from globular to chain-like behavior. This crossover is characterized by the length scale ratio
λ/Rg, where λ is mesoscopic but intrinsic, so λ/Rg ∼ N−1/3. While the crossover is crucial to understand
dynamics near the localization transition when RL ∼ Rg, in the deeply localized limit of the analytic results,
only the low wavevector regime enters and hence the crossover to linear chains only enters via the equilibrium
properties. Recall from Sec. 8.2.3 we adopted a constant S0 ensemble for which φ = f(N) and hence there is
no collapse of the dynamics as a function of N . Recall in the large ring limit N →∞, φeff ≈ C1 log(N)+C2
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where C1, and C2 are constants that depend on S0 derived from the large N limit of Eq. (8.14).
Simplifying the limits of Eqs. (8.34) - (8.36) for constant S0 and large N , under the Vineyard approxi-
mation one finds in dimensionless units:
R˜L =
(
4C˜5pi
3
)1/4
S
1/2
0
(
φeff (N)
N
)1/2
∼ N−1/2
R˜B =
(
3
4pi
)1/6
S
−1/3
0
(
N
φeff (N)
)1/3
∼ N1/3
βFB ≈
(
3
4piC˜3
)1/2
S−10
N
φeff (N)
∼ N (8.38)
Note the relations between R˜B , βFdyn and R˜L of Eq. (8.37) again hold. Additionally, one can immediately
see that the dynamics are driven by N/φeff of Fig. 8.4b. Hence, we expect a macromolecular glass-like
transition driven by the increase of ring size N rather than volume fraction. In the large N limit, φeff
is roughly constant and the above results scale as the far right part of each expression. Restoring the
dimensions of the length scales we find that the localization length decreases roughly as a power law in
ring size RL ∼ N−1/6 ∼ σ3/2/R1/2g , and the barrier position increases as RB ∼ N2/3 ∼ R2g/σ. Finally, the
barrier for relaxation scales as βFdyn ∼ N , so for large rings dynamics will be very slow and potentially
unobservable in practice.
8.5 Numerical Results
In the following sections, the results from numerically integrating Eq. (8.32) and solving for the extrema
of the resulting Fdyn are presented. These results differ from Section 8.4 in that no approximations to the
integrands have been made. The two subsections present the results for the two structural models of Section
8.2. For all results, we adopt C˜ = 2 and the Vineyard approximation.
8.5.1 Pure Fractal Globule
For the pure fractal globule, the volume fraction φ is the control variable. As discussed in Section 8.4.1 for
both the Vineyard and the deGennes (in the large ring N limit) approximations for the collective propagator
the dynamics equations become independent of the chain length N . Thus the pure fractal globule behaves in
the same manner as an effective colloidal problem, with unique interactions, for which the order parameter
is φ
Looking at the dynamic free energy profiles (not shown), for low volume fraction there is no minimum
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Figure 8.7: Properties of the dynamic free energy as a function of volume fraction φ for the pure fractal
globule. (a) The extrema (localization length and barrier position) normalized by the radius of gyration are
shown by the solid curve. The two dashed curves show the scaling results of Eq. (8.37), where the upper
(green) curve corresponds to R˜B and the lower (blue) curve to R˜L. (b) The barrier height normalized by
thermal energy βFB on linear-linear (main) and log-linear (inset) axes. The dashed blue curve shows the
scaling of Eq. (8.37).
and the globules diffuse “freely”. As φ is increased, a localization transition is predicted at φ = φc = 1.23.
This seems like a large value, it is not physically achievable for hard spheres, however the polymeric globules
are soft repulsive objects and can overlap. Another way to see this is that φ = ρp4piR
3
g/3 ≈ c/c∗ where
c is the polymeric concentration and c∗ is the dilute to semi-dilute crossover [1, 38]. The fact that the
localization transition occurs in the semi-dilute regime φ > 1 is very reasonable.
The properties of the localized state can be investigated through the extrema and the barrier height of the
dynamic free energy. The solid red curve in Figure 8.7a shows the localization length (R˜L, lower branch) and
the barrier position (R˜B , upper branch). At onset RL = RB ≈ 2Rg, and as the volume fraction is increased
the localization length decreases resulting in a more strongly localized state. In the deeply localized, large
φ, regime the analytic scaling results of Eq. (8.37) are recovered as shown by the dashed lines. The lower
blue line show R˜L ∼ φ1/2 exp(−2.05φ), while the upper green line shows R˜B ∼ φ−1/3 exp(1.37φ) where the
prefactors inside the exponentials were determined from Eq. (8.37) with A = 0.29. In both cases a roughly
exponential dependence is observed, which is unique to the globule liquid as a structural consequence of a
fully collapsed object (Eq. (8.12)).
Figure 8.7b shows the barrier height in units of kBT as a function of the volume fraction of the globules.
The main frame shows a linear-linear plot while the inset shows a log-linear plot. Near the onset, the barrier
dramatically increases with volume fraction as a “critical”-like power law βFB ∼ (φ− φc)5/3 (not shown).
This behavior persists until φ ≈ 1.43 where βFB ≈ 2. At large φ the nearly exponential behavior of Eq.
(8.37) is recovered as shown by the blue dashed line in the inset, however the barrier is so large that dynamics
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Figure 8.8: (a) The localization transition degree of polymerization Non as a function of compressibility
S0 for interpenetrating globules. The purple squares show the numerically determined results. The orange
dotted line shows the power law Non = 1000 S
2/3
0 . The green dashed curve shows the entanglement onset
for the linear chain analog, given by Ne ≈ (350pi2/27) S0 as obtained in Chapter 7. (b) The extrema of the
dynamic free energy normalized by Rg. The inset shows the results as a function of ring size for the various
compressibilities (S0 = 0.1 on right). The main frame shows the collapse when N is scaled by the onset.
The dashed curves represent the power-law scaling results of Eq. (8.38).
in this regime will be extremely slow. It is worth noting that given the relaxation time is roughly exponential
in the barrier (Eq. (8.33)), the relaxation will actually be super-exponential (highly non-Arrhenius) in the
volume fraction φ.
To summarize the pure fractal globules reduce to an effective colloidal problem, where the dynamics
depend only on the volume fraction, and not the size of the globule. An ideal localization transition occurs
at φ = 1.23 beyond which the globules becomes transiently localized and relaxation becomes extremely
slow. Due to the “effective” soft interactions between two globules, the dynamics possess a unique super-
exponential dependence on the volume fraction as determined by the scaling regime summarized in Eq.
(8.37).
8.5.2 Interpenetrating Fractal Globule
While the pure fractal globule reduces to an effective colloidal problem, the interpenetrating globule model
does not due to the intrinsic crossover length scale λ in the structural model of Eq. (8.13). Here we present
the numerical results based solely on the Vineyard approach with C˜ = 2. Only minor quantitative differences
are expected for different values of C˜. As described in Sec. 8.2.3, we adopt a constant compressibility model
with S0 between 0.1 and 15.
The possibility of a macromolecular localization transition is investigated as a function of the ring size
N . For small N , no localized state is found, and beyond a critical N > Non the globules become transiently
177
100
101
102
103
10-3 10-2 10-1 100 101 102
  
F B
N-Non/Non (N − ) / Non
βFB
 N
10-1
100
101
102 103 104 105
r / R
g
N
S0 = 0.10.3
0.5
1.0
3.0
5.0
10.
15.
 0
 10
 20
 30
 40
 50
102 103 104 105
  
F B
N- on/Non
 βFB
Figure 8.9: The barrier energy normalized by the thermal energy for the interpenetrating globules. The
inset shows the results as a function of ring size for the various compressibilities (S0 = 0.1 on right). The
main frame shows the collapse when N is scaled by the onset. Two scaling regimes are shown by the dashed
lines. The blue (lower dashed line) line represent power law βFB ∼ [(N −Non)/Non]4/3 while the red (upper
dashed line) represent the large N power-law scaling result of Eq. (8.38).
localized and dynamics become slow. This transition is distinctly different from standard glass transitions as
it is driven by the N dependence of the effective volume fraction displayed in Fig. 8.4. For the various com-
pressibilities studied, the onset ring size Non is shown as the purple squares in Figure 8.8a. The localization
onset has a clear power law dependence given by Non = 1000 S
2/3
0 (orange dotted curve). This power law is
distinctly different from the onset of entanglements in linear chain systems for which Ne ≈ (350pi2/27) S0
(Chapter 7) as shown by the dashed green line in Fig. 8.8a. Over the range of studied compressibilities, the
localized ring onset Non is between 4 and 15 times the onset of entanglements in equivalent linear chains,
which is consistent with the recent simulations for which Non ≈ 10Ne [52].
After the onset of localization the extrema and barrier of the dynamic free energy can be investigated.
The inset of Figure 8.8b shows the localization length (lower branches) and the barrier position (upper
branches) for various compressibilities as a function of ring size N . For all S0 at the onset RL = RB ≈ Rg.
Away from onset near power law scaling in N is observed. The main frame of Figure 8.8b shows the same
results where the ring degree of polymerization is scaled by the onset Non. All compressibilities collapse,
similar to a critical-like behavior. Additionally the power law results of Eq. 8.38 are shown by the dashed
lines.
Figure 8.9 shows the barrier height for the various compressibilities. The inset shows the results as a
function of N on a linear-log axis, while the main frame shows the barrier as a function of (N −Non)/Non
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where all compressibilities again collapse. From these results several facts are clear. First the barrier grows
in a modestly rapid manner with increasing ring size; for N = 3Non the barrier is roughly 10kBT . There
are two scaling regimes observed shown by the dashed lines in the main frame of Fig. 8.9. Near the onset,
the barrier emperically scales as βFB ∼
(
N−Non
Non
)4/3
as shown by the blue curve. In the large ring limit
there is a crossover to the βFB ∼ N power law of Eq. 8.38. This is direct evidence of the emergence of
macromolecular glassy dynamics.
Hence the interpenetrating globule model exhibits distinct characteristics of a macromolecular glass
transition, driven by increasing the size of the rings. The unique equilibrium properties of the rings, tied
to the crossover to from chain-like to globule-like behavior, lead to slow dynamics. The onset N for slow
dynamics is determined by the dimensionless compressibility (a chemically specific equilibrium property),
but in general is 4-15 times the degree of entanglement for analogous linear polymers. Finally, the long time
relaxation of rings is exponentially suppressed as the ring size N is increased. While we have focused on the
emergence of a macromolecular glass here, the simulation and experimental observation that the long time
CM diffusivity scales as DCM ∼ N−2 is not explained. Based on the smaller values of N probed in these
situations, we believe that this result occurs in the precursor regime to dynamic localization investigated
here. Future work applying the basic ideas presented here in a perturbation approach or some new theoretical
advance is necessary to understand these results.
8.6 Discussion and Future Directions
We have developed the first microscopic theory for the equilibrium and dynamic properties of rings polymers
in dense solutions and melts. Previous theories focus on a polymer physics approach, in which mechanics
and dynamics are described at the single ring level and all inter-ring interactions are mapped to effective
topological constraints. Here, we adopt a different approach which consistently treats the inter-molecular
forces in both the statics and dynamics.
For the equilibrium statics, we adopt the Gaussian field theoretic version of PRISM in conjunction with
two models for the intra-molecular structure factor ω(k): the pure fractal globule and the interpenetrating
globule models. For the pure fractal, the equilibrium structure is independent of N at large ring sizes, and the
problem reduces to that of an effective soft repulsive colloid. Additionally, the number of neighboring rings
around a tagged ring are found to be small (. 5) consistent with the colloidal picture. The more realistic
interpenetrating globule model is dominated by the crossover from globule-like to chain-like behavior on
local scales. This crossover is characterized by an intrinsic, mesoscopic length scale λ, leading to interesting
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N dependent implications for the equilibrium structure. To mimic the experiments and simulations, the
dimensionless compressibility of the interpenetrating rings is calibrated by the appropriate values for linear
chains. The partial interpenetration of rings leads to a dramatic increase in the number of neighboring rings
with increasing ring size N . At large N , since rings only partially interpenetrate, the number of neighbors
plateaus to a roughly constant value. While we focused on rings, the ideas can be applied to any soft
globular-like polymeric objects.
For the dynamics, the primary idea is that the dramatic slow down observed in rings is due to the
intermolecular caging of the soft globule (Fig. 8.1b). By adopting a center of mass generalized Rouse model,
in conjunction a self-consistent effective force theory, transient localization of the ring CM is predicted.
To restore non-Gaussian fluctuations, the nonlinear Langevin equation is applied. For the pure fractal
model, the dynamics are found to be independent of the rings size and hence the problem again reduces
to an effective colloidal system at a fixed macromolecular volume fraction φ. This seems remarkable as
a segment based theory for the ring dynamics has reduced to an emergent colloidal picture. For volume
fractions φ > 1.23, the globules become transiently localized and subsequent relaxation is activated and
super-exponential in nature. For the interpenetrating globules, due to the unique equilibrium properties
a macromolecular localization transition is observed, where the crossover to activated dynamics is brought
about due to increasing degree of polymerization N . The onset of the activated motion Non ≈ 1000 is well
above the entanglement chain length Ne = (dT /σ)
1/2 and its quantitative value is seemingly consistent with
recent simulations which suggest the existence of a possible macromolecular glass transition. Beyond this
onset of transient localization the dynamics greatly slows down. The barrier for relaxation grows with ring
size, βFb ∼ N as N →∞.
An interesting consequence of this work relates to linear polymers in two spatial dimensions, relevant
to simulations and experiments of sedimented polymers. In 2D, there is no interpenetration of the chains
due to the restrictions of reduced dimensions. Additionally the degeneracy of the spatial and mass fractal
dimensions, df = ds = 2, provides a perfect system to study the pure fractal globule. From our theory, we
expect that the statics and dynamics of linear polymers in 2D will reduce to an effective colloidal problem; the
N dependence will completely drop out aside from the trivial contributions through Rg. In turn we expect
that entanglements should not exists in 2D, and any glass-like transition will be driven by the polymer center
of mass (not segmental) dynamics. Further simulations and experiments are necessary to test these ideas.
This work has clear fundamental implications for ring polymer liquids in that it provides a bottom-up
approach for understanding their anomalous static and dynamic properties; no a priori assumptions about
the specific nature of ring conformations is necessary as in the lattice animal models. Additionally this work
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can be applied to a much more general class of problems, those of soft polymeric colloids such as microgels.
Both the equilibrium and dynamic models employed simply assume a generalized mass fractal picture of the
polymer and are hence widely applicable. The ring studies can be generalized to understand the long time
CM diffusivity of rings which has been measured in experiments and simulations. Additionally our approach
can be applied to more complex biological globules. More generally, this approach in conjunction with the
work of Chapter 7 can be applied to understand the role of connectivity and inter-molecular forces in general
polymer architectures.
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Chapter 9
Concluding Remarks and Future Directions
In this thesis, I have focused on the development and application of microscopic force based theories for the
slow dynamics of various viscoelastic liquids. The primary goal was to understand the influences of excluded
volume, topology, and attractive forces in the single and two particle (molecule, or polymer) dynamics.
While new theories and modifications of previous theories have been developed, all of the work is founded on
three main ideas. First, the fundamental dynamics of the liquid are described by a collection of generalized
Langevin equations, with the primary dynamical quantity being the force-force time correlations. Second, the
exact forces can be related to effective pairwise forces determined by equilibrium structure (and occasionally
also direct forces). And finally, the dynamics are calculated in a self-consistent manner. These ideas have
lead to many successful theories and a new understanding of viscoelastic dynamics, however there remain
many open issues.
Broadly, there are two main categories of improvement and future work: (i) applications of existing
theories to new systems, and (ii) new fundamental breakthroughs and statistical mechanical theories. The
former category has been largely outlined in the discussion section at the end of each chapter and so will be
omitted here. The focus of the remainder of this chapter is the latter, especially for soft matter problems
that connect to the breakthroughs in Chapters 7 and 8.
One extension of the generalized Rouse model of Chapter 7 is to understand the role of attractions
in the dynamic emergence of physical polymeric gels. Two possible systems are the homopolymer (every
site is attractive) and the copolymer (with distinct attractive and neutral sites). Each of these systems
presents its own simplicities and complications. At the level of the static properties of polymeric gels, there
remains an open question of how the attractions influence the intra-molecular conformations of the chain.
These changes could have dramatic influences on the dynamics, however for simplicity at first order they
can be ignored if polymer concentration is sufficiently high. For the homopolymer, at the most basic level
the theory in Chapter 7 can be applied to handle attractive forces. But there are potential conceptual
problems with blind application of the existing theory; specifically the resulting behavior will be in some
sense pre-averaged over all segments. Dynamically there exists two types of sites, bonded and unbonded,
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which exhibit drastically different dynamics. So the primary question is can a theory be developed that
has symmetric site-site equilibrium structure but dynamically there is a symmetry breaking that segregates
sites into bonded and unbonded sites? This is a fundamentally interesting question. The copolymer gel on
the other hand presents a much simpler conceptual system since the attractive sites are segregated from
neutral sites in the equilibrium structure. The complications in this theory lie in extending the generalized
Rouse model to copolymer systems. In both directions an additional complication lies in the fact that the
chain matrix second moment will not necessarily distinguish effects of entanglements from bonding. Hence,
multiple theoretical advances seem necessary for understanding polymeric gels but the generalized Rouse
model approach presents a promising starting point.
A second extension of my polymeric theories is the development of a polymer version of the nonlinear
Langevin equation (NLE). There is fundamental interest in understanding how connectivity constraints and
many degrees of freedom enter the NLE theory. While at the level of the deeply supercooled liquid and
glass theses effects are likely secondary due to the extremely local nature of the problem, for the lightly
supercooled liquid connectivity may be crucial and may even be connected to the wide range of fragilities in
polymeric glass forming melts. Finally, a polymer NLE or similar theory will be crucial for understanding
the dynamics of bond breaking in gels and possibly even shed some light on the constraint release problem
in entangled polymers. The main theoretical difficulty in generalizing the NLE to polymers is how to fully
include the intra-molecular forces in the theory. This could be in the form of the nonlinear Langevin equation
itself or in the construction of the dynamic free energy. Additionally, what are the practical difficulties in
solving such a theory based on N coupled NLEs.
One final interesting generalization of the work presented in this thesis is extending the theory of Chapter
7 to predict both localization in the tube and anisotropic reptation. This will likely require a significant
advance in statistical mechanics, however the presented theory may present a starting point. The primary
question is how can one start with the isotropic Rouse model with intermolecular forces and predict emergent
anisotropic localization and motion. The most advanced current theory is the Szamel-Sussman-Schweizer
approach which rigorously enforces uncrossability for two rigid rods and hence avoids the internal modes of
flexible chain polymers. Is it possible some combination of the two theories may lead to a new advance? One
idea is to adopt the generalized Rouse model where the inter-molecular force correlations have a tensorial
nature depending on the chain orientation. It is possible that even such an approach may be insufficient and
higher order (> 2-point) correlations may be necessary. This remains an open question in polymer physics
and the work presented in this thesis provides a useful starting point to think about such questions.
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