In this paper we explore the ability of future low-frequency gravitational wave detectors to measure the spin of stellar mass and intermediate mass black holes (IMBHs) that inspiral into spinning supermassive black holes (SMBHs). We describe a kludge waveform model based on the equations of motion derived by Saijo et al. [1] for spinning BH binaries, augmented with spin-orbit and spin-spin couplings taken from perturbative and post-Newtonian (PN) calculations, and the associated conservative self-force corrections, derived by comparison to PN results. We model the inspiral phase using accurate fluxes which include perturbative corrections for the spin of the inspiralling body, spin-spin couplings and higher-order fits to solutions of the Teukolsky equation. We present results of Monte Carlo simulations of parameter estimation errors, computed using the Fisher Matrix formalism, and also of the model errors that arise when we omit conservative corrections from the waveform template. We present results for the inspirals of spinning BHs with masses µ = 10M⊙, 10 2 M⊙, 10 3 M⊙, 5 × 10 3 M⊙, into SMBHs of specific spin parameter q = 0.9, and mass M = 10
I. INTRODUCTION
However, the spin effects become more important as the mass ratio, η, is increased and can therefore be significant for intermediate mass ratio inspirals (IMRIs) with η ∼ 10 −3 (e.g., the inspiral of a ∼ 10 3 M ⊙ intermediate mass BH (IMBH) into a ∼ 10 6 M ⊙ SMBH). Even if small body spin effects are only marginally important for detection, their inclusion in waveform templates may be important for parameter estimation. We also need to determine at what mass ratio small body spin effects become important for signal detection, i.e., when GW observations will be able to measure the spin of the inspiralling body. We address this question here by developing a "numerical kludge" waveform model that includes small body spin effects using the mathematical machinery developed by Saijo et al. [1] , and by including conservative self-force corrections for spin-orbit and spin-spin couplings using the same method that was employed to perturbative conservative corrections in [18] . We compute, for the first time, the mass-ratio threshold η above which low-frequency gravitational wave detectors like LISA will be able to accurately measure the spin of a BH inspiralling into a SMBH. We will show that future observations will not only provide an unprecedented census of the spin distribution of SMBHs, but could also yield an accurate census of the spin and mass distributions of intermediate mass BHs with mass µ ∼ > 10 3 M ⊙ .
This paper is organized as follows. In Section II we introduce the waveform model used to study the inspiral of spinning BHs into SMBHs. We construct kludge asymptotic observables to implement the radiative and conservative components of the self-force, including spin-orbit and spin-spin couplings, by comparison to PN results. Section III presents the wave generation prescription used in our studies, along with the implementation of LISA's response function and Doppler phase modulations in our waveform model. In Section IV we review the basic elements of signal analysis, which we use in Section V to assess the accuracy with which LISA observations might be able to determine the parameters of a representative sample of binary systems. In Section VI we describe the formalism developed by Cutler & Vallisneri [21] to estimate the theoretical or "model" errors that would arise from omitting conservative corrections in the waveform template. We summarize our conclusions in Section VII.
II. KLUDGE WAVEFORM WITH SMALL BODY SPIN EFFECTS
The numerical kludge waveform model developed by Babak et al. [16] has been very successful as a model for the GW emission from EMRIs, as it is able to capture the main features of the inspiral waveform in the strong field regime. In this scheme, one assumes that the inspiralling object instantaneously follows a Kerr space-time geodesic, and slowly evolve the parameters of the geodesic using a prescription for the rate of change of energy, angular momentum and Carter constant that is based on PN expressions, augmented by fits to Teukolsky-based evolutions [17] . This results in a trajectory for the inspiralling body in Boyer-Lindquist coordinates. The gravitational waveform is then constructed by identifying these coordinates with spherical polar coordinates in a pseudo-flat space and using a weak-field emission formula. This model has already been used to explore the accuracy with which LISA will be able to measure the parameters of Kerr circular equatorial EMRIs [18] , and to estimate the importance of conservative and radiative self-force corrections on parameter estimation and detection. In the kludge models to date, the spin of the stellar mass CO was ignored. For the purpose of providing a better theoretical template, and to find out under which circumstances the spin of the CO can be measured, in this paper we will develop a new kludge model that incorporates this additional parameter.
To achieve this, we will augment the standard "numerical kludge" model using the equations of motion of a spinning particle in the equatorial plane (θ = π/2) of a Kerr BH, as derived by Saijo et al. [1] . We will include small body spin corrections of two different natures: i) first-order conservative corrections to amend the orbital phase evolution, and; ii) second order radiative corrections in the fluxes of energy and angular momentum to evolve the geodesic parameters of the inspiralling object.
For a particle with spin angular momentum S 1 = sµẑ, aligned with the central Kerr BH spin (S 2 = aMẑ) and the orbital angular momentum L z , the spin vectors remain constant and the equations of motion take a form similar to the Kerr geodesic equations, namely, [1],
Σ s Λ s dp dτ = ± R s ,
L µM q→0 = r √ r − 3 + ηχ 2 (r − 2)(2r − 9) √ r(r − 3) 3/2 + O(ŝ 2 ).
Eq. (10) corrects a typo in Eq. (B18) of [22] .
To obtain the orbital evolution of the CO, we need to calculate the evolution of the energy E and angular momentum L z . We can evaluate these quantities by equating their rate of change with the flux carried away by the GWs,Ė anḋ L z . We will use the radiation fluxes derived by Gair & Glampedakis [17] augmented with accurate BH perturbation theory (BHPT) results that include small body spin corrections [23] 
The "higher order Teukolsky fits" are given in [17] . We do not give these explicitly here, as they are not needed to derive the conservative corrections. However, we will include them to evolve orbits when we generate waveforms.
To evolve a circular orbit for a spinless particle in a Kerr background, we need only to specify the angular momentum or the energy flux, as they are related by the 'circular goes to circular' rule [24] 
where dφ/dt = Ω(r), is the azimuthal velocity of the orbit. We can use exactly the same scheme for spinning particles, as Tanaka et al. [23] showed that the assumption that a circular orbit remains circular under radiation reaction is consistent with the energy and angular momentum loss rates at linear order in the spin of the particle. Thus, Eq. (13) now reads [23, 25] 
Furthermore, the evolution in time of the radial coordinate is given bẏ
In the non-spinning case, χ = 0, using the exact geodesic expression for dr/dL z generates inspirals that are closer to Teukolsky based evolutions than expanding the above expression at 2PN order [18] and we will adopt this approach here as well. However, we will need the 2PN expression in the following, which is 
Up to this point our analysis has been incomplete as we have only considered the three shape integrals of the motion. There are also three positional constants of the motion, which label the position of the test particle along the geodesic trajectory at some fiducial time. The self-interaction between the inspiralling body and the central BH has two main pieces. So far we have considered only the dissipative or radiative self-force, which drives the evolution of the shape constants. However, there is also a second piece, the conservative self-force, which affects the positional constants of the motion. Effectively, this changes the frequency of an orbit at a given radius but does not cause the orbit to evolve. The conservative self-force has two parts: one is oscillatory and averages to zero, but there is also a secular piece which leads to accumulation of a phase error over time. In our model, we will include this effect by amending the evolution equation for the φ frequency as follows,
This equation includes the phase derivative for a geodesic, labeled by the subscript "geo" which is given implicitly in Eq. (14), and a frequency shift which will depend on the instantaneous orbital parameters. A problem arises here because to compute the necessary frequency shifts within our framework, i.e., BHPT, would require self-force calculations. At present, Barack & Sago have computed gravitational self-force corrections for particles moving on circular and eccentric bound geodesic orbits around a Schwarzschild BH in the Lorenz gauge [26, 27] . Warburton & Barack have recently computed the self-force on a scalar charge for Kerr circular and eccentric equatorial orbits in the same gauge [28, 29] . The extension of this work to Kerr eccentric inclined geodesic orbits is still a challenging endeavour mainly because there is not a formal framework to deal with Lorenz-gauge metric perturbations in the frequency domain -the natural arena in which these calculations are carried out. However, we do know conservative corrections in the PN framework up to 2PN order which include spin-orbit, spin-spin couplings and finite mass contributions [30] . We can combine these expressions with the radiative self-force obtained by Tanaka et al. [23] based on the Teukolsky and Sasaki-Nakamura formalisms for perturbations around a Kerr BH, which includes terms of order q 2 , ηχ, qηχ. Using these results, we will extend the method originally proposed by Babak et al. [16] , who computed the 1PN conservative correction for circular orbits in the Schwarzschild space-time. This idea was subsequently extended by Huerta & Gair [18] , who included conservative corrections in a kludge model at 2PN order for Kerr circular-equatorial orbits. In this paper we shall extend the latter model by including small body spin effects at linear order, and their corresponding conservative corrections at 2PN order.
The idea is to correct the kludge expressed in a particular coordinate system, in order to ensure that asymptotic observables are consistent with PN results in the weak field. In particular, we aim to modify the orbital frequency and its first time derivative. By modifying these two quantities, we can both identify coordinates between our kludge model and the PN formalism, and find the missing conservative pieces.
From equation (14) , and usingŝ = ηχ, we find that at 2PN order the orbital frequency takes the form
which, following Eq. 17, we now augment by including conservative corrections
We will use this expansion for Ω geo only to derive the conservative corrections. As with dr/dL z , it has been shown that more reliable waveforms can be obtained by including the full geodesic frequency where it is known, see (17) , and this will be the approach used in section IV. It is inconsistent to include some pieces of the evolution at arbitrary PN order, while including the conservative corrections only at 2PN. However, the lower order effects that we are including with greater accuracy do have a more significant impact on the waveform [17] .
The expansion in r is an expansion in v 2 = 1/r. To derive the conservative corrections, we choose to leave the time derivative of the radial coordinate unchanged and given by equation (15) 
Note we have usedŝ = ηχ, with χ = S 1 /µ 2 . We may now write down a coordinate transformation to relate our coordinates with those used in the PN formalism, namely,
where R denotes the PN semi-major axis. We can now substitute this expression for the coordinate transformation into relations (19) and (20) . The final stage of the computation is to compare the expressions for Ω andΩ, where a dot denotes d/dt, with the available PN expansions. The PN expansions are available to higher order in the mass ratio η, but we keep η only to the same order as the kludge, Eq. (20) . The PN expressions for the orbital frequency and its first time derivative are given by [30] 
where
where the constant ζ was determined in [18] , and has the value ζ = −243/32. This term guarantees that the PN framework and the perturbative approach coincide in the test mass particle limit η → 0. The spin-orbit β and spin-spin parameters σ are given by
To be consistent with the perturbative approach outlined above, we shall assume that the spin of the small particle is perpendicular to the equatorial plane (this guarantees that the orbit remains circular-equatorial), and parallel to the momentum of the central Kerr BH. For prograde orbits, the spin and spin-spin corrections will play a more significant role, and so we will focus our analysis on those. We now rewrite these expressions in a convenient way to take the small mass-ratio limit, by writing m T = M (1 + η), giving 
A direct comparison between the expressions for the orbital frequencies and their first time derivatives allow us to solve simultaneously for the various coefficients of Eqs. (19) , (20) and (21) . We find that the non-vanishing parameters are
Having found the required corrections, we can now explore whether small body spin effects are important for signal detection. We will do this in Section V, by computing the inspiral trajectory using the relations (12), (15) , and using the azimuthal frequency amended with conservative corrections, i.e.,
We note that this equation includes corrections up to 2PN order, characterised by the coefficients d 0 etc.. In Section V, we will assess the importance of these corrections for signal detection and parameter estimation, by turning these parameters on and off (i.e., setting a subset of them to zero) in the model. Previous studies have ignored small body spin effects, in particular for EMRIs, since they are expected to be small for mass rations η ∼ 10 −5 . However, even though an accurate measurement of the spin of the small body will be unlikely for these systems, we will discuss whether this additional parameter has a bearing on the accuracy with which other parameters can be determined. Furthermore, we will study various systems to find the mass ratio threshold at which the small spin parameter starts to be measurable through GW observations, and will also explore whether small object spin conservative corrections are relevant for parameter estimation and detection.
The following section briefly outlines the waveform model to be used in these studies.
III. WAVEFORM MODEL
Having derived an accurate scheme for the inspiral evolution, we need a prescription for the waveform model. We shall generate our waveforms using a flat-space quadrupole wave generation formula applied to the trajectory of the inspiralling object in Boyer-Lindquist coordinates, which we identify with spherical-polar coordinates in a flat-space. Using this "pseudo-flat space" quadrupole moment approximation is not correct, but this prescription has been seen to work well in practice, as shown in [16] .
In the transverse-traceless (TT) gauge, the metric perturbation h ij (t) is given by,
where D is the distance to the source, η ij is the flat Minkowski metric, the projection operator P ij = η ij −n inj ,n i is a unit vector in the direction of propagation, andÏ kl is the second time derivative of the inertia tensor [31] . In the EMRI framework this takes the form I kl = mr i (t)r j (t), where r i (t) represents the position vector of the CO with respect to the MBH in the pseudo-flat space.
A. Implementation of LISA's response function
Since most of the SNR of the binary inspirals considered in these studies accumulates at frequencies f ∼ < 10mHz, it should be adequate to use the low-frequency approximation to the detector response. Following [32] , the LISA response in this regime may be written as
where α = I, II refers to the two independent Michelson-like detectors that constitute the LISA response at low frequencies. The functions A + ,× (t) are the polarization coefficients given by
whereâ is a unit vector along the SMBH's spin direction, and a + , a × are given by
The antenna pattern functions F +× α are given by
,
The various angles in the previous expressions represent the source's sky location in a detector based coordinate system, (θ, φ), and the polarization angle of the wavefront, ψ. These can be re-written in a fixed, ecliptic-based coordinate system. If we denote the source co-latitude and azimuth angles and the direction ofâ in this fixed coordinate system by (θ S , φ S ) and (θ K , φ K ) respectively, then
whereφ 0 ,ᾱ 0 are constant angles which represent the orbital and rotational phase of the detector at t = 0. We will set both of these to zero in our analysis. Additionally, T is the orbital period, which is 1 year. Barack and Cutler [19] write these expressions in terms of θ L , φ L which specify the direction of the CO's orbital angular momentum in the ecliptic-based system. In this case the orbits under consideration are circular and equatorial, so the angular momentum vector of the orbiting body does not precess about the SMBH spinâ, and hence
The last ingredient in the detector response is the Doppler phase modulation. If Φ(t) denotes the phase of the waveform, the inclusion of the Doppler modulation shifts the phase as follows [19] 
where R = 1AU/c = 499.00478s and dφ/dt is the azimuthal velocity of the orbit of the inspiralling object (see Eq. (19)).
IV. NOISE INDUCED PARAMETER ERRORS
This section contains an overview of the basic elements of signal analysis that we will use in Section V to estimate the accuracies with which GW observations will be able to determine the system parameters.
The measured strain s(t) in a GW detector is a time series that contains both a true GW signal, h(t), and instrumental noise, n(t). In the context of LISA, the output of the equivalent two arm Michelson detectors can be represented as
Given two time series, we define the overlap as
where S n (f ) stands for the one-sided spectral density of the instrumental noise. Assuming that each Fourier component of the noise,ñ α (f ), is Gaussian distributed, and uncorrelated with other Fourier components (i.e., the noise is stationary), the ensemble average of the Fourier components of the noise has the property
The former relation defines the spectral density S n (f ), which is the same for the two Michelson data streams. Furthermore, the probability distribution function for the noise n(t) is given by
We can interpret Eq. (39) as the probability that the actual noise realization is n 0 . Assuming that we have made a detection, i.e., the output of the detector is given by s(t) = h(t; θ true ) + n 0 (t), where n 0 (t) is the specific realization of the noise and θ true is the unknown true value of the parameters of the source, the likelihood of measuring the output signal is
In order to reconstruct the most probable value of the parameters of the source, and compute their respective errors we need to calculate the probability of the parameters given the data, i.e., the posterior probability, which, according to Bayes's theorem, is given by the product of the likelihood function, Eq. (40), and the prior probability p 0 (θ true ), i.e.,
where the factor (s | s) /2) has been absorbed into the normalization factor N . For a given measured signal s(t), the gravitational waveform h(t) that best fits the data is the one that minimizes the quantity (s − h | s − h). This condition is also satisfied by the maximum likelihood estimators of the parameters, and corresponds to the point in parameter space with the highest SNR in a matched filtering search, namely,
In the limit of high SNR, a locally flat prior would be a reasonable assumption because the best-fit parameters will have a Gaussian distribution centered on the correct values. Hence, we can expand Eq. (41) about the peak,θ = θ true , by setting θ i =θ i + ∆θ i , and find
where p(∆θ | s) is the Gaussian probability distribution of the parameter estimation errors ∆θ, and Γ ij is the Fisher Information Matrix. Additionally, for large SNR, the covariance of the posterior probability distribution, (Γ −1 ) ij , gives the expectation value of the errors ∆θ
In our analysis, we will use a simplified definition of the inner product, Eq. (37). For white noise, i.e., S n (f ) = const., it takes the simple form 2S
, by Parseval's theorem [19] . Following Barack & Cutler [19] , we can define the "noise-weighted" waveform as followŝ
and rewrite the Fisher matrix approximately as
A. Noise model
The function S h f is the total LISA noise, which has three components: instrumental noise, confusion noise from short-period galactic binaries, and confusion noise from extragalactic binaries. We use the same prescription as in Barack and Cutler [19] , namely
where the various components have the following analytic forms [19] S inst h (f ) = 9.18 × 10
Here dN/df is the number density of galactic white dwarf binaries per unit GW frequency, and κ is the average number of frequency bins that are lost when each galactic binary is fitted out. We use
, κT
with T mission = 3 yr, and κ = 4.5.
V. PARAMETER ESTIMATION ERROR RESULTS
In this Section we explore the accuracy with which LISA observations will be able to measure the spin of the inspiralling object. To effectively address this problem, we will estimate noise-induced errors for a variety of binary systems using the formalism described in Sections II and IV. To estimate the noise-induced errors we will use the inverse Fisher Matrix (see Eq. (44)). We have verified that the Fisher Matrices used in our studies were convergent over several orders of magnitude in the offset used to compute the numerical waveform derivatives. The same convergent behaviour was exhibited by the associated inverse matrices.
The noise-induced errors will be quoted for fixed values of the intrinsic parameters of the source, but with a Monte Carlo simulation over possible values of the extrinsic parameters. We compute the Fisher Matrix for a source at D = 1Gpc, and the corresponding SNR using the expression
We then renormalise the results to a fixed SNR, which was chosen separately for each of the systems considered. This choice was based on a Monte Carlo simulation of the SNRs, as described in the next subsection.
A. Determination of typical SNRs
To estimate a suitable "typical" SNR for each type of source to use as a reference, we carried out a Monte Carlo simulation in which the extrinsic parameters of each source were chosen randomly, with the events distributed uniformly in comoving volume out to a redshift of z = 1, and detected in a certain time window at the detector, which we took to be one year. For each event, we computed the SNR and then looked at how the SNRs of the detected events were distributed. For systems involving the more massive inspiraling objects, events at redshifts z > 1 could still be detected by LISA. However, given the uncertainties that exist in the formation mechanisms for IMBHs and the inspiral rates, we chose to assume events that occur only for redshifts z ∼ < 1. This would be a conservative assumption if it were used to compute the event rate for detected inspirals. However, if there are a large number of inspirals occurring at higher redshift, the reference SNRs we compute in this way could be somewhat larger than those of the systems LISA eventually detects. A full assessment of the parameter estimation accuracies that LISA will achieve would require detailed modelling of the source population that is beyond the scope of the current paper. The results presented here can be readily rescaled to other SNRs for any future study of this kind.
In the Monte Carlo simulation, the intrinsic parameters of the source were fixed, with redshifted masses equal to the values quoted earlier, e.g., 10M ⊙ + 10 6 M ⊙ etc. For each source, we computed the SNR accumulated in a one year observation prior to plunge. This was accomplished by choosing the initial radial coordinate, p 0 , such that the inspiralling BH reached the last stable orbit after one year of inspiral. Figure 1 presents the normalized cumulative distribution functions of the SNR computed in this way, for binary systems with central BHs of redshifted mass 10 6 M ⊙ , and spin parameter q = 0.9. The inspiralling BHs have specific spin parameter χ = 0.9, and redshifted masses µ = 10M ⊙ , µ = 10 2 M ⊙ , µ = 10 3 M ⊙ , and µ = 5 × 10 3 M ⊙ . In Figure 2 , we present the normalized cumulative distribution function for binary systems with redshifted masses 5 × 10 3 M ⊙ + 10 6 M ⊙ , for three additional combinations of the spin magnitudes of the binary components. The way to interpret the normalised cumulative distributions of Figures 1, 2 is the following: the value of the cumulative distribution at a given SNR t , indicates the fraction of events with SNR < SNR t . Hence, for the least massive system, the cumulative distribution indicates that ∼ 50% of events in the Monte Carlo sample have SNR ∼ < 30. This "median" SNR is a suitable reference SNR at which to quote parameter estimation accuracies for the binary systems considered in our studies.
Based on Figures 1 and 2 , we will therefore normalise our results to the following reference SNRs: for the inspiralling BHs with masses µ = 10M ⊙ , 10 2 M ⊙ , 10 3 M ⊙ , 5 × 10 3 M ⊙ , and spin magnitude χ = 0.9, we will use a reference SNR of 30, 150, 400, 1000, respectively. For the more massive system, 5 × 10 3 M ⊙ + 10 6 M ⊙ , Figure 2 suggests that for the combination of spin magnitudes q = 0.9, χ = 0.1, we should use a reference SNR of 1000; whereas for the combination q = 0.1, χ = 0.9, and q = 0.1, χ = 0.1, we should use SNR= 500.
The results shown in Figures 1 and 2 provide information that could be used to renormalise the results presented later in the paper, in Tables II-VI , to a cosmological population of sources at z ∼ < 1.
B. Parameter estimation results
The parameter space we have considered is 11-dimensional. Five of these are intrinsic parameters, namely ln m, ln M, q, χ, p 0 , while the other six are extrinsic or phase parameters. We summarize the physical meaning of the parameters in Table I .
In Tables II, III , IV, V and VI, we summarise the results of Monte Carlo simulations of the parameter estimation errors, over possible values for the extrinsic parameters of the source, but with fixed intrinsic parameters. Each Table  present results for a different binary system. All of the systems have a central black hole with mass M = 10 6 M ⊙ and spin parameter q = 0.9, and an inspiraling BH with spin parameter χ = 0.9, but we make four different choices for the mass of the inspiralling BH, µ = 10M ⊙ , 10
For completeness in the analysis, and to explore the trend with the spin of the small/big body, we consider three additional cases for the most massive inspiraling BH, in which we vary the spin parameters of the components, choosing q = 0.9, χ = 0.1; q = 0.1, χ = 0.9; and q = χ = 0.1. These results are shown in Tables V and VI. The results in Table II can be compared to out previous analysis for EMRIs that ignored the spin of the smaller black hole [18] . We see that i) including the spin of the small CO for EMRIs with mass ratios η ∼ < 10 −5 will not significantly affect parameter determination or detection and, ii) GW observations will not be able to constrain at all the spin parameter of the inspiralling BH for systems with such a small mass ratio. These results are consistent with the arguments presented by Barack & Cutler [19] in the sense that including small body spin effects for EMRIs has a minor effect on the orbital evolution of the system. ln µ mass of inspiralling object ln M mass of central SMBH q magnitude of (specific) spin angular momentum of SMBH χ magnitude of (specific) spin angular momentum of inspiralling object p0 Initial radius of inspiralling object's orbit φ0 Initial phase of inspiralling object's orbit θS source sky colatitude in an ecliptic-based system φS source sky azimuth in an ecliptic-based system θK direction of SMBH spin (colatitude) φK direction of SMBH spin (azimuth) ln D distance to source For systems with mass ratios η ∼ 10 −4 , Table III indicates that it will not be possible to measure the spin of inspiralling BHs in this regime either. However, Table IV indicates that it should be possible to measure the spin of the inspiralling BH for systems with mass ratios η ∼ 10 −3 . At an SNR of 400, GW observations should be able to determine the spin parameter of the inspiralling BH for systems with component masses 10 3 M ⊙ + 10 6 M ⊙ to an accuracy of ∼ 30%.
For inspiralling BHs of mass µ = 5 × 10 3 M ⊙ , the results are quite similar, but the higher expected SNR for such systems should allow us to measure the small object spin to higher precision. For these systems, Table V and Figure 3 indicate that, at a fixed SNR= 1000, LISA measurements will be able to determine the inspiraling BH mass, SMBH mass, SMBH spin parameter, and inspiraling BH spin parameter with fractional errors of ∼ 10 −3 , 10 −3 , 10 −4 , and ∼ 10 −1 . We also expect to determine the location of the source in the sky and the SMBH spin orientation to ∼ 10
steradians. We conclude that the inclusion of small body spin effects could become relevant for binaries with mass ratios η ∼ > 10 −3 . Having found this threshold, we can explore the trend with the spin of the small/big body in this case. Tables V and VI present four different combinations of the spin parameters of the more massive binary's components. For q = χ = 0.9, Table V suggests that GW observations will be able to measure the spin of the inspiraling body to a precision slightly better than ten percent. For q = 0.9, χ = 0.1, this same Table shows that when the inspiraling body is slowly rotating, the accuracy with which we can determine the intrinsic parameters of the system is a factor of ∼ 3 times worse. However, even in this latter case, the small body spin magnitude could be measured to a fractional error of 25% and the accuracy with which the other extrinsic parameters can be determined remains basically unchanged. Table VI shows that when the central SMBH is slowly rotating i) the accuracy with which the intrinsic parameters of the system can be determined is not very sensitive to the spin of the inspiraling body; ii) GW observations will not provide an accurate measurement of the spin of the inspiraling object. These results are to be expected -the influence of spin couplings on the orbital evolution is what allows the spin of the inspiraling object to be measured from the gravitational wave emission. These spin couplings are enhanced when the two objects are more rapidly rotating, and when the inspiraling object is in the strong-field region close to the central massive object. As the innermost stable orbit is closer to the central SMBH when the latter is more rapidly rotating, this further increases the measurability of the spin coupling in that case. We conclude that the inspiraling object's spin will be most measurable when both We show results for the system with µ = 5 × 10 3 M⊙, M = 10 6 M⊙, q = 0.9, χ = 0.9. The panels show, from left to right, the error distributions for, top row: ∆(log 10 (ln µ)), ∆(log 10 (ln M )); and bottom row: ∆(log 10 (q)) and ∆(log 10 (χ)) respectively. Results are quoted at fixed SNR of 1000.
bodies are rapidly rotating, which is supported by the results in Tables V and VI. We see that GW observations in the low-frequency band could provide useful information not only on the spin distribution of SMBHs, but also of intermediate mass BHs that exist in the centres of galaxies, if binaries comprising two rapidly spinning objects are observed with sufficient SNR.
One final thing to note from Tables II-VI is that the precision with which the other intrinsic parameters can be measured decreases as the mass of the inspiraling object increases. This is true even though the reference SNR used for each table is increasing, and would be even more pronounced if the results were renormalised to the same reference SNR for all systems. This trend is due to the fact that the more massive the binary system is, the more rapid the inspiral and the less time the inspiralling object spends close to the central SMBH. For the system µ = 10M ⊙ + 10 6 M ⊙ with q = χ = 0.9, the smaller object spends the last six months of inspiral within the region p ∈ (∼ 6.01M →∼ 2.32M ). In contrast, for the system µ = 5 × 10 3 M ⊙ + 10 6 M ⊙ with q = χ = 0.9, the object is at p ≈ 29.5M six months before plunge and hence spends much less time close to the innermost stable circular orbit (ISCO) of the central BH. Furthermore, the number of cycles completed over the last year of inspiral by the latter system is only ∼ 10% of the number of cycles completed by the former.
VI. MODEL-INDUCED PARAMETER ERRORS
The Fisher Matrix formalism we described in Section IV allowed us to estimate parameter estimation errors that would arise from noise in the detector. We shall now explore errors that would arise from using an approximate waveform model for data analysis. Even in the absence of noise, for a particular true signal, s(t), the kludge waveform model, h(t), that is the best match may have different parameters to the true waveform, which introduces another parameter error. These are the "model" errors. Using the framework developed by Cutler and Vallisneri [21] , and our own analysis on model errors for EMRIs in the context of spinless particles [18] , we will present results on the magnitude of the model errors that could arise in E/IMRIs in which the inspiral component has significant spin.
As discussed by Cutler & Vallisneri [21] , we have no way to know what the "true" signal is. However, we can use their formalism to estimate how important for parameter estimation the inclusion of various terms in the waveform model may be. In this section, we look specifically at what effect ignoring various "conservative" post-Newtonian terms will have on parameter determination. One feature that distinguishes "model" errors from noise-induced errors is that whereas the former are SNR independent, the latter scale as 1/SNR (see (44)). Hence, it might be the case that for the systems with highest SNR, theoretical errors could dominate the total parameter-estimation error. In order to find out whether including conservative corrections is important for detection and parameter estimation, we will build waveform templates that include all, only part, or none of the conservative pieces we derived in Section II. The kludge waveform template that includes all terms at 2PN order, see Eq. (28), will be taken as the "true" waveforms h GR . This model includes all the coefficients d 0 , d 1 ..., etc., of the azimuthal frequency given in Eq. (28) . We then estimate the model errors by searching for h GR using templates, h AP , that include none or only part of these terms. When we refer to a template including conservative corrections at 1.5PN order, we will mean a template in which the angular frequency is given by Eq. (28) including the coefficients d 0 , d 1 , d 1.5 , f 1.5 (note that we found g 1.5 = 0). Similarly a template including conservative corrections at 0PN order, will mean a template in which all the coefficients except the leading 1 inside the curly bracket of Eq. (28) are set to zero. We refer to this as testing the importance of including conservative corrections, as we will only alter the terms entering expression (28) for the frequency, and will not alter the radiative part of the waveform model described by the radial evolution in Eq. (12)- (15) . The reason for treating these two parts of the model differently is that the latter, radiative, part of the evolution can be computed straightforwardly from solution of the Teukolsky equation, while a calculation of the conservative part of the evolution requires knowledge of the local self-force, which is much more difficult to compute and is presently unknown.
At the end of this section, we will also assess the overall importance of including the spin of the small body in the model by comparing a waveform with χ = 0, to one in which χ is kept as a free parameter. This will directly test whether using templates that do not include the small body spin will be adequate for accurate parameter estimation from GW observations. The rule of thumb in both of these analyses will be that if omitting part of the model gives rise to a parameter error that is comparable to or smaller than the noise-induced error, then we can safely ignore that part of the model when constructing search templates.
In order to provide an analysis as self-contained as possible, we shall now present a brief overview of the Cutler & Vallisneri [21] model error formalism that will be used for our subsequent analysis. Consider two manifolds embedded in the vector spaces of data streams. One of them is covered by the true waveforms {h GR (θ i )} and the other one by the approximate waveforms {h AP (θ i )}. Given a signal s = h GR (θ i ) + n, the best fit θ i is determined by the condition
Furthermore, at first order in the error ∆θ
where the Fisher matrix is evaluated using the approximate waveforms
Relation (52) indicates that, at leading order, ∆θ i is the sum of two contributions. The first one is due to noise in the detector, ∆ n θ i , whereas the second one, ∆ th θ i , is the contribution due to the inaccurate waveform model. These are given, respectively, by
If we knew bothθ and the noise realization n, then these equations would allow us to determine θ. However, experimentally we are only able to determine the h AP (θ) that is the best fit waveform for the data stream, s, and we are unsure about the error ∆θ ≡ θ −θ. In addition, we do not knowθ in Eq. (53). At leading order, we can replace,
This relation is both noise and SNR independent. This property, along with the fact that ∆ th θ i is not averaged out if the same event is measured by a large number of nearly identical detectors leads us to consider ∆ th θ i as a systematic error.
Cutler and Vallisneri [21] found that the leading order approximation, Eq. (54), was not very good, unless the waveform is re-written in an amplitude-phase form
The amplitude A and phase Ψ are given by
where A +,× are given by (31) with A + = A × = 2p 2φ2 , F {I,II ; +,×} are given by (32) and (33), and
The first order approximation to this expression
was found to give reliable results when compared to more accurately computed error estimates [21] , so we use this form again here. Equation (59) behaves better than Eq. (54) since the difference between two waveforms, h AP (θ) − h AP (θ), is not very well approximated by the first term in its Taylor expansion. The differences in both the amplitude and phase of the waveform are individually well approximated by the linear terms in the Taylor series [21] . In fact, (54) is reliable only as long as the phase difference between the two waveforms is much less than one radian, i.e. ∆θ j ∂ j Ψ AP (θ) ≪ 1, whereas for (59) we just require ∆θ i ∆θ j ∂ i ∂ j Ψ AP (θ) ≪ 1. This condition is much less restrictive than the former one.
We can now use equation (59) to estimate the magnitude of the parameter errors that arise from inaccuracies in the template waveform. In [18] we introduced a waveform model that included conservative self-force corrections at 2PN for Kerr circular-equatorial EMRIs. The conservative corrections used in that model were derived using the same method employed in Section II, since accurate fully relativistic corrections are not currently available for objects moving in a Kerr background. There is, however, an ongoing program that aims at developing accurate and efficient numerical methods for computing such corrections. As mentioned in Section V, first-order self-force results have been derived for a scalar charge moving on circular and eccentric equatorial orbits in the Kerr spacetime [28, 29] . The extension of this analysis to the gravitational case is now under investigation. The computation of conservative corrections for the case we consider in this paper, namely, spinning BHs moving in the background of a Kerr BH, is beyond the scope of the current self-force program, which is focused on inspiraling objects that are non-spinning.
In the absence of fully perturbative calculations, we can use the kludge model to assess the importance of conservative corrections for detection and parameter estimation. This investigation will indicate whether it is necessary, for source detection and parameter estimation, to know these corrections accurately before we can properly analyse data from a space-based gravitational wave detector. This is an important question considering that these corrections are not yet known.
We will compute the model error that arises when we omit some or all of the "conservative" corrections in the waveform template and hence calculate the ratio R of this model error to the error that will arise from noise in the detector. This ratio will indicate the importance of including the conservative corrections for parameter determination. If R ∼ < 1, then parameters estimated using a model that ignores the conservative corrections should still be reliable, but if R >> 1 then it is clear that we must include the conservative corrections. The ratios of parameter errors to Fisher Matrix errors obtained from the Monte Carlo simulations over extrinsic parameters are summarized in Tables VII, VIII , IX, X, XI, and XII.
We quote results for the same four test systems that we used previously, and consider two different comparisons, namely, we take the "true" waveform to be our kludge waveform with 2PN conservative corrections, and the template to be a kludge waveform with either no conservative corrections ("0PN") or with conservative corrections to 1.5PN order ("1.5PN"), and do pairwise comparisons. The exact meaning of 0PN etc. was described in detail at the start of this section. Tables VII-XI indicate that, as expected, the ratio R of model errors to noise-induced errors becomes smaller as the approximate waveform, h AP , becomes closer to the "true" waveform, h GR . The improvement going from 0PN to 1.5PN is largest for the more massive binaries. From Table VII , we see that for the binary systems 10M ⊙ + 10 6 M ⊙ , the vast majority of sources fulfill the condition that the model errors are smaller than the noise-induced errors, for the particular SNR, 30, at which these results are quoted. We note also that the error ratio for the spin of the inspiralling object appears to be similar to the ratio for the other intrinsic parameters. However, this value is the ratio of two large numbers. As indicated in Section V, the median of its noise-induced error is of the order of ∼ 10 1.6 , whereas its model error is of the order of ∼ 10 1.2 . Hence, although the ratio looks small, this is not an indication that this parameter can be accurately measured by EMRI observations.
Tables VIII-XI indicate that, for the more massive BH binaries, model errors are likely to be larger than the statistical errors. This result was already pointed out by Cutler & Vallisneri [21] in the context of the inspiral of non-spinning massive BH binaries. In their studies, they used a simple PN model with no spin corrections, for sources with a duration of 1 year, which were truncated at the ISCO of non-spinning BHs, i.e., p = 6M . We have now extended that initial calculation by i) building a more accurate waveform model using the equations of motion derived by Saijo et al.
[1] for spinning inspiralling objects; ii) augmenting this model with spin-orbit and spin-spin couplings taken from perturbative and PN calculations to amend the equations of motion; and iii) modelling the inspiral phase using the most accurate fluxes available which include perturbative corrections for the spin of the inspiralling body, spin-spin couplings and higher-order fits to Teukolsky calculations. Additionally, we have used a consistent prescription for the computation of the ISCO at which we truncate the waveforms. Small body spin effects produce fairly negligible changes in the value of ISCO for IMRIs, but we have included these in order to be consistent throughout our analysis.
There are two reasons why the model error to noise-error ratio appears to increase as the mass of the inspiralling body increases. Firstly, we are using a higher reference SNR to quote the noise errors for the more massive systems, since these are intrinsically louder. At higher SNR, the noise-induced error decreases while the model error is fixed. Nonetheless, if we renormalise the results in the tables to a fixed SNR, across all sources, we still see that the error ratio, R, for the 2PN to 0PN comparison, tends to increase as the mass ratio η is increased. This is to be expected, since the corrections that we are omitting in the comparison are proportional to the mass-ratio and therefore should have a greater impact for higher mass-ratio systems.
However, Tables VIII-XI also show that for the 2PN vs 1.5PN comparisons, the error ratio, R, increases, but remains small and if the results were renormalised to a fixed SNR, it would actually decrease slightly as the mass of the inspiraling object was increased. For the 2PN vs 1.5PN comparison with χ = 0.9 and µ = 5 × 10 3 M ⊙ , the error ratio R ∼ < 4 in all cases at a reference SNR of 1000, which is already a manageably small value. At an SNR of 250, the error ratio would be less than 1.
In this same case, the value of R is a factor of ∼ 20/30 larger for the intrinsic/extrinsic parameters for the 2PN vs 0PN comparison relative to the 2PN vs 1.5PN comparison. Altogether, these results suggest that a model which included conservative corrections up to 2PN order might be sufficient for parameter estimation, since the relative importance of the 1.5PN → 2PN change is small, even for the most massive systems. More work is required to confirm this, by comparing the 2PN model to a higher order (3PN or 3.5PN) model, but the results presented here seem promising.
In Table XII we show the model errors that would arise if we did not include the spin of the inspiralling body in the waveform template, but it was included in the "true" waveform. We show results for the system with component masses [5 × 10 3 + 10 6 ]M ⊙ since the spin has the biggest impact in that case. This exercise is important in order to understand how much the parameter estimation we could achieve from a GW observation would be degraded if we did not use spinning templates in our search. This table shows that not including small body spin corrections could significantly degrade the accuracy with which the CO mass, SMBH mass and SMBH spin may be determined, since the model errors associated with these parameters are a factor of ∼ 5, 20, 10, bigger than the noise-induced errors, respectively. We note that the large quoted error associated with the small body spin parameter χ, is merely an indication that we cannot determine that parameter using a waveform template that does not include it in the first place. These results suggest that the small body spin corrections in IMRIs should not be ignored in data analysis, since doing so may significantly degrade our determination of the system parameters.
In summary, this analysis shows that model errors could be a limiting factor in determining the system parameters, but only for IMRIs. Similarly, the small object spin should not be ignored in IMRI waveforms. However, constructing a waveform template that included conservative corrections up to 2PN order could be sufficient to reduce systematic errors to an acceptable level. Such templates should be able to constrain a source to a sufficiently small region of the parameter space that a follow-up using more accurate and computationally expensive waveform templates would be possible, if such templates are available.
VII. CONCLUSIONS
In this paper we have developed a kludge waveform model that includes small body spin corrections in order to explore the ability of a future low-frequency gravitational wave detector, such as LISA, to measure the spin of BHs inspiralling into much more massive Kerr BHs. This model uses the equations of motion derived by Saijo et al.
[1], and includes first-order conservative self-force corrections to compute the evolution of the inspiralling object's orbital frequency. The trajectory of the inspiralling object is computed using prescriptions for the fluxes of energy and angular momentum [17] , augmented with perturbative results including spin-orbit and spin-spin couplings [23] .
This analysis has demonstrated that LISA observations will not be able to measure the spin of stellar mass COs inspiralling into SMBHs. This result is in accord with arguments presented elsewhere [19] . However, including small body spin effects could be relevant for signal detection and parameter estimation for binaries with mass ratio η ∼ > 10 −3 . At a fixed SNR of 1000, a LISA observation of a binary with masses 5 × 10 3 M ⊙ + 10 6 M ⊙ whose components have specific spin parameter q = χ = 0.9, will be able to determine the CO and SMBH masses, the SMBH spin magnitude and the inspiralling BH spin magnitude, χ, to within fractional errors of ∼ 10 −3 , 10 −3 , 10 −4 , ∼ 10%, respectively. We also expect to determine the location of the source in the sky and the SMBH spin orientation to within ∼ 10 −4 steradians. Small body spin effects will be measurable when both components of the binary are rapidly rotating, but these effects will not be measurable or have a significant impact on parameter estimation when the central SMBH is slowly rotating.
We have also studied in detail the importance, for parameter estimation, of including corrections that arise from the "conservative" part of the self-force, using the formalism developed by Cutler & Vallisneri [21] . We have found that, for a source with component masses 5 × 10 3 M ⊙ + 10 6 M ⊙ , and spin magnitudes q = χ = 0.9, the relative error when using a 1.5PN template to detect a 2PN signal is small at fixed SNR, for all the systems we considered. Indeed, for the 2PN vs 1.5PN comparison, the ratio R of the model errors to the noise-induced errors is of order R ∼ < 4 for the intrinsic parameters, even for the "worst case" of a 5 × 10 3 M ⊙ + 10 6 M ⊙ binary detected with SNR of 1000. In contrast, when comparing 0PN to 2PN templates, this error ratio R increases by a factor of ∼ 20/30 for intrinsic/extrinsic parameters. This suggests that including these corrections up to 2PN order might already be sufficient to reduce these systematic errors to an acceptable level. We also investigated the importance of including the spin of the small body in the waveform model. For systems with the most massive inspiraling objects, the model error that arises from omitting the spin could be one to two orders of magnitude larger than the noise-induced error, suggesting that including the spin in waveform templates will be important for such systems.
These results extend an analysis initially carried out by Cutler & Vallisneri [21] . Our studies include various ingredients that were not considered in there analysis. They used a purely post-Newtonian waveform, and compared a consistent 3PN approximate waveform to a "true" 3.5PN waveform. Moreover, their analysis included spin-orbit coupling as a model parameter, but the "true" waveforms were taken to be non-spinning in all cases, and they mostly focussed on near equal-mass systems. In our work, by contrast, we have focussed on more extreme-mass-ratio systems, we have included spin for the "true" waveforms, and our waveform model is based on accurate equations of motion for circular-equatorial spinning BH binary systems, which means it can be more readily applied in the strong-field. Finally, we have only considered the omission of "conservative" corrections when building our approximate templates, as these these are much more difficult to compute than the radiative corrections in the extreme-mass-ratio regime.
The 5 × 10 3 M ⊙ + 10 6 M ⊙ system described here is an intermediate-mass-ratio inspiral. Another type of IMRI, in which a stellar-mass object (∼ 1M ⊙ ) falls into an IMBH (∼ 1000M ⊙ ), could be detected by future ground-based detectors, such as the Einstein Telescope [33] . In [34, 35] , we assessed the capability of the Einstein Telescope to determine the parameters of such systems, when the inspiralling BH was non-spinning. The small-body-spin corrections in the model described here could be used to augment the IMRI model used in [34] to assess the importance and measurability of the small body spin effects in such systems. This should be studied in the future.
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