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のアプローチでは 1000 万戦程度，後者のアプローチでは 1 億戦程度のゲーム記録を生成する強
化学習の実験を行ない，どちらのアプローチも過去の優勝プレイヤに準ずる強さを持つグリーデ





(8×8 TRAX) と呼ばれるサイズに制限が加えられたルールも存在する．AND/OR 木を効率良く探
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九段に勝利し，チェスでは同年に DeepBlue [1]がカスパロフに勝利し，将棋では 2017年に























TRAX は，1980 年にニュージーランド人の David Smith 氏が考案したターン制の二人




ラックス (8  8 TRAX)と呼ばれる盤面の大きさを制限してプレイする遊び方が存在する．
TRAXを題材とした本研究の目的は，これを解くことである．任意の盤面の大きさに対する
TRAXを解くにあたり，本研究ではまず 8 8 TRAXを df-pn探索を用いて解くことを試
みる．






























はモンテカルロ法を適用したプレイヤが優勝を続けている [10, 11, 12]．































例：[~4 4]，[}K K |K]
階段 (連番)
階段 (連番) とは，同じスートで連続した強さのカードが 3 枚以上揃っている役で
7
ある．
例：[~4 ~5 ~6]，[7 8 9 10]
場札が階段であるときには，提出する階段の最弱のカードが場札の階段の最強のカー
ドより強くなくてはならない．例えば，場札が [~4 ~5 ~6]の時，提出出来るのは任

































例 1：[~4 4 Joker](ペア)，[~4 Joker ~6](階段)
例 2：場が [~3 3]に対して [~4 Joker]を出す時，ジョーカーを 4として扱えば縛
りが発生し，そうでなければ発生しない．
例 3：[|3 }3 ~3 3 Joker]















































ニットは複数の入力から総入力 uを計算し，uに対する活性化関数 f を通した値 z を出力す
る．総入力 uは，各入力に重みをかけてバイアスを足し，活性化関数に通した値となる．例
えば，第 1層のユニットを i = 1; : : : ; I,第 2層のユニットを j = 1; : : : ; J とすると，第 2層




wjixi + bj (1)
zj = f(uj) (2)
と表される．2層のネットワークの例を図 1に示す．ここで，xi は入力，wji は重み，bj は
バイアスである．これをベクトルと行列を用いることで，
u =Wx+ b (3)

















0B@ w11 : : : w1I... . . . ...
wJ1 : : : wJI





これを層数 Lのネットワークに一般化すると，第 l + 1層の出力 z(l+1) は，
u(l+1) =W(l+1)z(l) + b(l+1) (5)
z(l+1) = f(u(l+1)) (6)
と表される．ここで，第 1層は入力層で，z(1) = xであり，第 L層は出力層で，y  z(L) と
表記することとする．また，活性化関数は層ごとに異なっていても構わない．
順伝播型ネットワークは与えられた入力 x に対して出力 y を計算する関数であると言え
る．このネットワークは，パラメータ，つまり結合間の重みW(l)(l = 2; : : : ; L)とバイアス
b(l)(l = 2; : : : ; L)を変えることで様々な関数を表現できる．以下ではパラメータをすべてま










1 + exp ( u) (7)
 双曲線正接関数
f(u) = tanh(u) (8)
 正規化線形関数 (ReLU)
f(u) = max(u; 0) (9)
また，入力に応じて有限個のクラスに分類する問題を目的とするネットワークでは，出力
層の活性化関数にソフトマックス関数を用いる．K クラス分類問題に対するネットワークの
出力層 (l = L)の活性化関数をソフトマックス関数にしたとき，出力 yk は













f(x1;d1); : : : ; (xN ;dN )g
















となる．dn を 2値の値を K 個並べたベクトル d = [dn1    dnK ]> で表現することとする．
















dnk log yk(xn;w) (13)
となる．
確率的勾配降下法


















w(t+1) = w(t)   rE (15)
として行われる．ここで，は学習係数または学習率と呼ばれる wの更新量の大きさを定め
る定数である．初期値w(1)を適当に決め，この更新を繰り返し計算することでw(2);w(2) : : :
を得る．
式 (15)の更新式は訓練データすべてを用いて勾配の計算している．つまり，訓練データの























量に前回の重みの修正量のいくばくかを加算する方法で，ミニバッチ t   1に対する重みの
修正量を w(t 1)  w(t)  w(t 1) とすると，ミニバッチ tに対する更新を




















































































































































































































インデックスを (i; j)(i = 0; : : : ;W1 1; j = 0; : : : ;W2 1)と表し，画素 (i; j)の画素値を xij
と書くとする．そして，グレースケール画像よりサイズの小さいH1H2 の画像であるフィ


































K 個の値を持つ．例えば，RGBのカラー画像は K = 3である．ここで，縦横がW1 W2
でチャネル数がK である画像のサイズをW1 W2 K と表すこととする．
畳込み層の計算について説明する．第 l 層の畳込み層は第 l   1 層の K チャネルの画像
z
(l 1)
ijk (k = 0; : : :K   1) を受け取り，M 種類のフィルタ hpqkm(m = 0; : : :M   1) を適用
してM チャネルの画像を出力する．出力画像の mチャネル目の画素 z(l)ijm は，各チャネル
























図 4 K チャネルの画像を入力とし，3チャネルの画像を出力する畳込み層の概要．ただ
し，バイアスは省略している．
サイズW1 W2 K の入力画像上で画素 (i; j)を中心とする H1 H2 矩形領域をとり，
この中に含まれる画素の集合 Pij の要素に対して最大値をとるのが最大プーリングである．





































































































































































































































エージェントと環境は離散的な時間ステップ t = 0; 1; 2; 3; : : : において相互作用を行う．
各時間ステップ tにおいて，エージェントは何らかの環境の状態の表現 st 2 S(S は可能な
状態の集合)を受け取り，行動 at 2 A(st)を選択する (A(st)は状態 st において選択するこ
とのできる行動の集合)．1時間ステップ後にエージェントはその行動の結果として数値化さ
れた報酬 rt+1 2 Rを受け取り，新しい状態 st+1 を観測する．
各時間ステップにおける状態から可能な行動を選択する確率の写像を方策と呼び、t で表
す．t(s; a)はもし st = sならば at = aとなる確率である．
強化学習法の目的は，エージェントがこの方策を変更し，最終的に受け取る報酬の総量
を最大化することである．具体的には，時間ステップ t の後に受け取った報酬の系列を
rt+1; rt+2; rt+3; : : :と表すとすると，期待収益を最大化しようとする．収益 Rt は，最も単純
には，報酬の合計





タスクを扱う場合に有効とされている割引率  は 1として書く．
2.3.1 マルコフ決定過程
時刻 tで取られた行動に対して，環境が時刻 t + 1においてどのように応答するかという
のは，最も一般的な場合では，以前に起こったことに依存する．この場合の環境のダイナミ
クスは，すべての s0; r と，過去の事象すべての可能な値 st; at; rt; : : : ; r1; s0; a0 に対して完
全な確率分布を指定することによってのみ定義される．
Pr fst+1 = s0; rt+1 = rjst; at; rt; : : : ; r1; s0; a0g (41)
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他方で，状態信号がマルコフ性を持つなら，時刻 t + 1における環境の応答は tにおける状
態と行動表現のみに依存し，つまりすべての s0; r; st; at に対して
Pr fst+1 = s0; rt+1 = rjst; atg (42)
のみを指定することで環境のダイナミクスを定義することができる．言い換えると，全ての
s0; rと履歴 st; at; tt;    ; r1; s0; a0 に対し，(42)が (41)に等しいときそしてその時に限り状
態信号がマルコフ性を持ち，マルコフ状態であると言われる．この場合，環境とタスクもマ
ルコフ性を持つと言う．
マルコフ性を満たす強化学習タスクはマルコフ決定過程 (Markov decision process, MDP)
と呼ばれる．本論文では特に，状態と行動の空間が有限な，有限マルコフ決定過程 (有限
MDP)を考える．
特定の有限 MDP は状態と行動の集合と，環境の 1 ステップダイナミクスから定義され
る．任意の状態と行動 s; aが与えられたとき，次に可能な各状態 s0 の確率は，
Pass0 = Prfst+1 = s0jst = s; at = ag (43)
で表され，遷移確率と呼ばれる．現在の任意の状態 sと行動 aが与えられたとき，次の報酬
の期待値は，






方策  のもとで状態 sの価値 V (s)は，状態 sにいて方策  に従ったときの期待収益で
ある．







た後の時刻 tでは rt = 0とする．終端状態の価値は常に 0である．関数 V  を方策  に対
する状態価値関数と呼ぶ．
22
同様に，方策  のもとで状態 sにおいて行動 aを取ることの価値を Q(s; a)で表し，状
態 sで行動 aを取り，その後方策  に従った期待収益として定義する．




st = s; at = a
)
(46)
Q(s; a)を方策  に対する行動価値関数と呼ぶ．








Pass0 [Rass0 + V (s0)] (47)






0 よりも良いか同じであるなら  は 0 よりも良いか同じであると定義される．言い換える
と，すべての s 2 S に対して，V (s)  V 0(s)であるなら，その時に限り   0 である．
他のどの方策よりも良いか，それに等しい方策が常に少なくとも 1つ存在し，これが 1つの
最適方策である．最適方策は 1つ以上存在するかもしれないが，どのの最適方策も  と記
す．最適方策群は，最適価値関数と呼ばれる同じ状態価値観関数を共有する．最適状態価値
関数は，すべての s 2 S に対して





べての s 2 S と a 2 A(s)に対して
Q(s; a) = max

Q(s; a) (49)
と定義される．Q は，状態行動対 (s; a)に対して，状態 sにおいて行動 aを取り，その後
に最適方策に従うことに対する期待収益を与える．よって，V  を用いて Q を


























は，Bellman最適方程式を満足する価値関数 V  または Q を見つけることである．
2.3.4 方策改善・方策改善定理
方策に対して価値関数を計算することでさらに良い方策を得ることを考える．
ここで，決定論的な方策  に対する価値関数 V  が求まったとしたとき，ある状態 sに対
して，ある行動 a 6= (s)を決定論的に選択するように方策を変更すべきかを考える．状態 s




Pass0 [Rass0 + V (s0)]
で表される．この値が元々の  に対する V  より大きい場合，つまり sで一度 aを選択して




すべての s 2 S について
Q(s; 0(s))  V (s) (52)
が成り立つ決定論的な方策 ; 0 があるとき，0 は  と同等かより良い．つまりすべて
の s 2 S について
V 
0























すべての s 2 S; a 2 Aに対して初期化：
Q(s; a) 任意の値
N(s; a) 0(Q(s; a)の分子)
D(s; a) 0(Q(s; a)の分母)
  任意の決定論的方策
永久に繰り返し：
(a) 0 を選択し，それを用いて 1個のエピソードを生成する：
s0; a0; r1; s1; a1; r2;    ; sT 1; aT 1; rT ; sT
(b)   最も最近 a 6= (s )となった時刻
(c) 時刻  あるいはそれ以降にエピソード中に出現した各 s; aの対について：
t t   であるような s; aが最初に発生した時刻
w  QT 1k=t+1 10(sk;ak)
N(s; a) N(s; a) + wRt
D(s; a) D(s; a) + w
Q(s; a) N(s;a)D(s;a)
(d) 各 s 2 S について：
(s) argmaxaQ(s; a) 
ここで，wは 0 を用いたことによる Rt の重みで，; 0 に対する相対生起確率である．状
態列 st;    ; sT の生起確率を， ならば p，0 ならば p0 とすると w = p(s)=p0(s)である．
ここで，




















挙動方策 0 は s 2 S; a 2 A(s)に対して 0(s; a) > 0である方策が用いられる．例えば，
















D  ; (学習データの集合)
すべての s 2 S; a 2 Aに対して初期化：
  任意の決定論的方策
永久に繰り返し：
(a) 0 を選択し，それを用いて 1個のエピソードを生成する：
s0; a0; r1; s1; a1; r2;    ; sT 1; aT 1; rT ; sT
(b)   最も最近 a 6= (s )となった時刻
(c) 時刻  あるいはそれ以降にエピソード中に出現した各 s; aの対について：
t t   であるような s; aが最初に発生した時刻
w  QT 1k=t+1 10(sk;ak)
D  D [ f(s; a;Rt; w)g
もし D の要素数が一定数以上なら
損失関数P(st;at;Rt;w)2D wE(st; at; Rt;)で  を調整
D をある程度削除
(d) 各 s 2 S について：
(s) argmaxaQ(s; a) 
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2.3.8 一般化方策反復





























ンを行う行動を選択している．現在のシミュレーション回数を n，行動 j のシミュレーショ




















BRADLEY-TERRY モデル [16] に基づいた強さを表すパラメータが割り振られている．
BRADLEY-TERRYモデルでは，個人 iのパラメータを i，個人 j のパラメータを j とし
たとき，iが j に勝つ確率を ii+j とする．約 50,000試合のデータから，行動後に所持して
いるカードが所持していないカードに勝ったとみなし，勝敗結果からMMアルゴリズムを用






Gradient Simulation Balancing [17]を用いている．この手法は強化学習に基いており，状
態 sで現在のパラメータ  を用いたモンテカルロ法によって得られた獲得点の平均値を E
とし，より精度の高いモンテカルロ法により求めた獲得点の平均値を V (s)としたとき，E





































約 200,000回の自己対戦により作成されたプログラム (TD-Gammon 0.0)は，バックギャ
モンの知識を利用した当時最強のプログラムと互角の強さであった．この結果は，ニューラ
ルネットワークがゲームにおける特徴を自己対戦から自動的に見つけられる可能性を示し


















ユニット数 500の全結合層が 7層，活性化関数は PReLUが用いられている．また，コミュ
ニティカードが 3枚公開された状態 (op)でのネットワーク (op network)と，4枚公開さ




op networkは 100万，turn networkは 1000万である．出力のターゲットはそのゲーム状















はじめに，KGS Go Serverの対戦データから policy network p と rollout policy p の
教師あり学習を行った．p と p は局面に対する次の手の確率分布を出力する方策関数であ
る．p は 13層の畳込みニューラルネットワーク，p は局面から抽出した 10万パターンの
特徴を用いた線形ソフトマックス関数を用いている．教師データに対する着手確率を高くす
るように p と p の重みの更新を行った．
次に，policy network p の学習に強化学習を適用させた．p のネットワークの重みの初
期値は p である．policy network を用いた自己対戦により訓練データを生成し，勝ちで
あった手の着手確率が高くなるようにネットワークの重みを更新することを繰り返した．
最後に，value network v を強化学習により学習させた．v は，ある局面に対して両プレ
イヤが p に基いて行動したときの期待利得 (勝ち：1，負け：-1) を出力する状態価値関数
であり，14層の畳込みニューラルネットワークを用いている．p 同士の自己対戦から訓練
データを生成し，勝敗結果との二乗誤差が小さくなるように重みの更新を行った．







た．また，2015年 10月にヨーロッパチャンピオン Fan Huiに 5勝 0敗で勝利した．囲碁プ
ログラムがハンディキャップなしで人間のプロに勝利したのはこれが初めてのことであった．
さらにこの論文の出版後，2016 年３月に韓国のプロ棋士イ・セドルに 4 勝 1 敗で勝利，
2017年 5月に中国のプロ棋士カ・ケツに 3勝 0敗で勝利した．
3.2.4 AlphaGo Zero










39層の residual blockから成る residual network [21]を用いている．
3. 用いているネットワークが 1 つである．前バージョンでは盤面の価値を出力する





















AlphaGo Zeroは，3日間の学習でイ・セドルに勝利したときのバージョン (AlphaGo Lee，
イロレーティング：3,739)に対して勝率 100%，40日間の学習で当時最強とされていたバー











囲碁は AlphaGo Zeroと同様に，白・黒の直近 7手分の盤面と手番を入力とし，盤面の価
値と着手確率分布を出力する．チェスは，直近 7手分の各プレイヤの駒の配置と手番に加え，
手数・繰り返し回数・連続してポーンが動かず駒が取られていない手数 (50手ルール)・キャ
スリングを入力とし，各駒に対する移動 (8方向×距離 8マス +ナイト 8方向)に対する確
率分布を出力する．将棋は，直近 7手分の各プレイヤの駒の配置と手番に加え，手数・繰り
*4 Stocksh:Strong open source chess engine https://stockshchess.org/ (last access, 2018)
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返し回数・持ち駒を入力とし，各駒に対する移動 (8方向×距離 8マス +桂馬 2方向)と持
ち駒を打つ位置に対する確率分布を出力する．
結果
チェスでは Stockshに対して 4時間の学習，将棋では elmoに対して 2時間弱の学習，囲
碁ではイ・セドルに勝利したバージョンの AlphaGo(AlphaGo Lee)に 8時間の学習で性能
を上回った．
AlphaZero性能は，最終的に Stockshに対して 100戦中 28勝 72分 0敗,elmoに対して


























































1. 再提出可能であるカード提出 (パスを含む) 0回以上












例えば，[ [|8 }8], [|3] ]という一連のカード提出であれば 1つめの提出が条件 1を満た




































図 5 手札が [ |5 }6 8 2 ~2 ] であるときの行動の例．[ [2 ~2], [8], [5] ] と

























入力層 出力チャネル：151，画像サイズ：縦 1横 15
畳込み層 10 出力チャネル：128，フィルタサイズ：縦 1横 3
パディング：縦 0横 1， 活性化関数：ReLU
畳込み層 出力チャネル：1，フィルタサイズ：縦 1横 3





















スートごとに分けて 4チャネルで表現し，自分の手札にあれば 1，そうでなければ 0
とする．ジョーカーの有無は別のチャネルで表現し，持っていればすべて 1で埋める．
例を図 6に示す．
































5プレイヤの残り手札枚数を 1プレイヤあたり 12チャネル，計 60チャネルで表現す
る．残り手札が i 枚であるとき，iチャネル目を 1で埋める．数値化の順番は上記の
自分の手札と同じく席順で行う．
パスまたはあがり (5チャネル)











同じ値となる．3の強さの位置 (左から 2番目)のみ 1を立てた画像，…，2の強さの








入力層 出力チャネル：161，画像サイズ：縦 64横 15
(畳込み層 2 + maxプーリング層)3 畳込み層
出力チャネル：128，フィルタサイズ：縦 3横 3
パディング：縦 1横 1， 活性化関数：ReLU
maxプーリング層
フィルタサイズ：縦 2横 1，ストライド：縦 2横 1
畳込み層 + maxプーリング層 同上
畳込み層 出力チャネル：1，フィルタサイズ：縦 3横 3












































相手 4 人の持ちうる手札をすべて合わせたカードの集合を 53 ユニットで表現する．
表現方法は自分の手札と同様である．
場のカード*(75ユニット)






場が階段かであるかどうかを 5 ユニットで表現する．3 枚階段なら 1 ユニット目，4















5プレイヤの残り手札枚数を 1プレイヤあたり 12ユニット，計 60ユニットで表現す





























ログはテキストファイルで出力し，10,000 プレイごとに 1 つのファイルにまとめた．1
ファイルのサイズは約 300MB，UNIXの gzipコマンドで圧縮して約 17MBとなった．























た (GlicineNormalでは約 25，Glicine-では約 14)．
学習率と慣性係数は，ネットワークの構成にかかわらずそれぞれ 0.0003，0.9とし，重み





ニューラルネットワークの学習は，ライブラリとして Cae(バージョン 1.0.0) [25]を用い
て行った．GPUは GeForce GTX 980 Tiまたは GeForce GTX 1080を用いた．バッチ処
理速度は，BaseCNN128の GlicineNormalの学習で GeForce GTX 1080を用いた場合，1






  ランダムに初期化 (ニューラルネットワークの重みベクトル)
D  ; (学習データの集合)
  GlicineNormalの方策の方策
0  GlicineNormalの方策または Glicine-の方策
繰り返し：
0 による 5人対戦で生成された 5つのエピソードの内，プレイヤ i(1  i  5)のエ
ピソード si1;    ; siT 1; siT ; Rit について：
  どのプレイヤも  に従っていた終端までの部分列 s ;    ; sT の時刻 
時刻  あるいはそれ以降にエピソード中に出現した各 sij について：
D  D [ f(sij ; Rit)g
100,000プレイごとに
D の要素をそれぞれ 1回だけ用いて SGDで  を調整



























D  ; (学習データの集合)
直近 5,000,000プレイでの k(1  k  5; 000; 000)回目について：
プレイヤ i(1  i  5)に関するエピソード si1;    ; siT 1; siT ; Rit について：
エピソード中に出現した各 sij について：
D  D [ f(sij ; Rt)g
D を用いて SGDで  を調整 (5,000,000反復行う)
P  P [ fg
(b) 繰り返し：
P から重複を許してランダムに 5つ重みベクトル 1; : : : ;5 を選出する











また，プレイした事後状態の価値と実際の獲得点の平均二乗誤差平方根 (root mean sqared
error,RMSE)を，事後状態の残りプレイヤごとに分けて計算し，比較する．すなわち，残り















プレイヤ名 ネットワーク構成 総パラメータ数 学習反復回数 ログを生成したプレイヤ
BaseCNN16 BaseCNN16 14,417 160,000,000 GlicineNormal
BaseCNN32 BaseCNN32 42,577 320,000,000 GlicineNormal
BaseCNN64 BaseCNN64 140,369 860,000,000 GlicineNormal
BaseCNN128 BaseCNN128 501,841 420,000,000 GlicineNormal
BaseCNN128eps BaseCNN128 501,841 440,000,000 Glicine-
FC-NN FC-NN 529,205 850,000,000 GlicineNormal
HistoryCNN HistoryCNN 1,072,562 150,000,000 GlicineNormal
HistoryCNNeps HistoryCNN 1,072,562 190,000,000 Glicine-
Self BaseCNN128 501,841 1,000,000,000 Self
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対戦は，13 種のプレイヤから重複を許さずランダムに 5 つ選出し，1,000 プレイ行うこ





















BaseCNN128 や Self などのグリーディ方策は，Glicine 以外の優勝プレイヤの性能を上












BaseCNN16  64 では，BaseCNN の畳込み層の出力チャネル数を増やすことで期待獲




BaseCNN と FC-NN を比較すると，パラメータ数が同等である BaseCNN128 は FC-
NN よりも圧倒的に性能が上であり，さらに FC-NN の約 1/37 のパラメータ数である



















表 7 1セットの期待獲得点/獲得点に関する RMSE
1セットの 獲得点に関する RMSE
期待獲得点 RMSE3 RMSE4 RMSE5
BaseCNN16 285± 2 0.618± 0.003 0.787± 0.003 0.932± 0.003
BaseCNN32 300± 2 0.614± 0.003 0.775± 0.003 0.923± 0.003
BaseCNN64 310± 2 0.569± 0.003 0.733± 0.003 0.891± 0.003
BaseCNN128 308± 2 0.564± 0.003 0.727± 0.003 0.890± 0.003
BaseCNN128eps 309± 2 0.571± 0.003 0.741± 0.003 0.899± 0.003
FC-NN 282± 2 0.605± 0.003 0.786± 0.003 0.945± 0.003
HistoryCNN 309± 2 0.573± 0.003 0.738± 0.003 0.898± 0.003
HistoryCNNeps 308± 2 0.582± 0.003 0.758± 0.003 0.911± 0.003
Self 326± 2 0.540± 0.003 0.726± 0.003 0.906± 0.003



























表 9 1セットの期待獲得点と獲得点に関する RMSE
1セットの 獲得点に関する RMSE
期待獲得点 参加プレイ数 RMSE3 RMSE4 RMSE5
Self0 134.6± 0.3 249700 1.835± 0.001 1.796± 0.001 1.799± 0.001
Self1 268± 1 250900 0.732± 0.001 0.972± 0.001 1.103± 0.001
Self2 275± 1 246800 0.679± 0.001 0.947± 0.001 1.111± 0.001
Self4 275± 1 245400 0.693± 0.001 0.957± 0.001 1.103± 0.001
Self8 283± 1 250800 0.654± 0.001 0.907± 0.001 1.074± 0.001
Self16 302± 1 249300 0.595± 0.001 0.788± 0.001 0.968± 0.001
Self32 358± 1 251600 0.547± 0.002 0.710± 0.001 0.899± 0.001
Self64 367± 1 249700 0.536± 0.002 0.690± 0.001 0.892± 0.001
Self128 363± 1 255800 0.525± 0.002 0.693± 0.001 0.890± 0.001








2017年 11月 25日に開催された UECda2017の無差別級に出場した結果を報告する．
著者は，CNN128反復回数約 150,000,000(これが大会時点で最も強いものであった)で出
場した．
プレイ数は 5,000で，無差別級の参加者は 3名であったため数合わせのプレイヤを 2つ入
れてプレイが行われた．結果を表 10に示す．
表 10 UECda2017の結果
結果 参加者 クライアント名 得点
1位 大渡 勝己 氏 Blauweregen 20,724
2位 著者 Ganesa 19,454
3位 西野 順二 氏 jn17 17,052
4位 数合わせ gq 8,926












































*5 Ocial TRAX Website: http://www.traxgame.com/ (last access, 2018)
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図 8 不正なタイルの配置
図 9 連鎖が 2回発生し，計 3枚のタイルが 1ターンで配置された例
図 10 3本の白色ラインが 2度の連鎖発生後に 1箇所に集まった例
9.1.2 連鎖ルール


















TRAX にはタイルの枚数に制限がない．一方，88 TRAX ではタイルを配置できるス

















在すれば 1，すべての子節点の値が 0なら 0，それらでなければ不明となる．AND内部節点



















pn(n) = 子ノードの pn(n)の最小値
dn(n) = 子ノードの dn(n)の和
5. nが内部 ANDノード
pn(n) = 子ノードの pn(n)の和

























n: = 子ノードの の最小値, n: = 子ノードのの和
通常の証明数探索で子ノードを選ぶ操作は，この定義では子ノードの  が一番小さい
ノードを選ぶことに相当する．そして，ノード n から子ノードへ潜るときに次のしきい値
pt(c)と dt(c)を持たせる．ただし，根ノードの ptと dtはどちらも∞とする．
pt(c) = dt(n) + c:  Sum(n), dt(c) =min(pt(n); 2 + 1)
ここで，Sum(n)は nの子ノードの の和であり，2 は nの子ノードの中で 2番目に小















TTなしの - 探索 (-)，2つめは TTありの - 探索 (transposition)，3つめは通常の
証明数探索 (basic pn)，4つめは残りの石の数を用いて証明数・反証数の初期値を設定する
ように変更した証明数探索 (stones pn)である．
テスト局面は，Allis が作成した awari プレイヤ Lithidion が Computer Olympiad で別
の awariプレイヤとの対戦で現れた局面 (22試合，1707局面)の内，4つのアルゴリズムの
いずれかが 500,000ノード以内で解くことができた 337局面とした．
平均探索節点数が最も少なかったのは stones pnで，stones pnに対して - の平均探索






Overline(同じ色の石が 6 以上つ連なること) を勝ちと扱う free-style go-moku(6 つ以












以下である局面 (3:9 1013 局面)に対する結果をあらかじめ計算し，それらの局面か
ら後退解析を行う．
前向き探索
前向き探索は，proof tree managerと proof solverを用いて行われる．



















実験では，はじめに 8  8までの TRAXの合法局面数の見積もりを行い，他ゲームと比
較する．次に，df-pn探索の性能の評価と 8 8 TRAXを解くのに要する時間の見積もりを




として 12.1 ではトランスポジションテーブル，12.2 では子節点情報の配列への保存，12.3





























1. 閾値 を 1に設定する
2. 訪問節点数が より小さいエントリを全て空にする
3. TTの空き容量が一定の割合 r を超えていたら GCを終了する
4. そうでなければ  を 1増やし，手順 2へ戻る
本研究では r は 0.3に設定した．
12.2 子節点情報の配列への保存









この内部節点 v を根とした浅い深さ d の AND/OR 木探索により，v の値が判明した場
合，この結果を TTに保存する．ただし，GCで用いられる情報である部分木の訪問回数は
0 として保存する．ここで，この浅い探索で訪問した節点情報は TT に登録しない．浅い
AND/OR木探索が終了しても v の値が判明しない場合，浅い AND/OR木探索によって値
が判明しなかった子節点を用いて df-pn探索を継続する．これにより，TTエントリへの登
録回数を減らし，GCの発生回数が削減される．











R. = 1; R. = 1;
parallel-for (each t of threads) MID(R);
RetrieveProofandDisproofNumbers(R, , , vpn);










result = AndOrSearchThenDiscardDisproven(N, DEPTH , moves);
if(result = proven ){ // proven




if(moves.num = 0){ // disproven




children = GenerateChildren(N, moves );
Mark(N);
while(N. > Min(children) && N. > Sum(children )){
node Cbest = SelectChild(children , N.c, 2);
Cbest. = N. + c - Sum(N);




N. = Min(N); N. = Sum(N);
SaveProofandDisproofNumbers(N, N., N.);
}
node SelectChild(node[] children , int &c,int &2){
c = c = 1;
for(each child C of children ){




2 = c; c = ; c = ;
}
else if( < 2) 2 = ;




int Min(node[] children ){
delta_min = 1;
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for(each node C of children ){
RetrieveProofandDisproofNumbers(C, , , vpn);
 += vpn;




int Sum(node[] children ){
phi_sum = 0;
for(each node C of children ){





node[] GenerateChildren(node N, move[] moves ){
node[] children;
for(each m of moves ){















終端節点の勝敗を判定する．手番プレイヤの勝ちならば，N: = 0; N: =1，手番プ
































の )と 2(子節点の中で 2番目に小さい )を求める．
13 実験
13.1では，nn TRAXのの合法局面数の見積もりを行い，13.2では，以降では，TRAX
puzzles を用いた検証を行う．以降では TRAX に df-pn 探索を適用し，ゲームの結果を求
め，性能の検証を行う．
13.1，13.2，13.3では以下の環境を使用した．












1. n nの盤面の各マスについて，タイルを置かない，もしくは 6種類のタイルのいず
れかを置くという 7通りの選択肢を考える．そして，7通りの内一つを一様ランダム
に選択する．これにより，7nn 通りの配置から無作為に 1つの配置が選択される．
2. 盤面が以下の条件を全て満たすとき z = 1，そうでないとき z = 0として，期待値 z
を求める．
条件 1 島が 2つ以上存在しない
条件 2 島が左上に寄っている







盤面サイズ 33から 55における見積もり結果を表 11に示す．この方法では，盤面のサ
イズが 55以上において条件 4を満たす盤面が出現しなかったため，期待値 z を求めるこ
とが出来なかった．そこで，z を以下のようして近似した．
 条件 1から 3のいずれかを満たさなければ z = 0
 条件 1から 3を全て満たす場合は，タイルが上下左右に隣接している箇所の数を hと
した時，z = (1=2)h
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島が 2つのタイルから成る場合，h = 1である．そして，z = 1=2は同色ラインが繋がる確
率を与える．なぜならば，ある辺のラインの色は 6種類中 3種類のタイルが白，他の 3種類
が赤になるからである．hが 2以上の場合，z = (1=2)h は同色ラインが繋がる確率を正しく
見積もらないが，簡易な近似としてこれを採用する．z を近似した場合の見積もり結果を表
12に示す．
表 11 n n TRAXのタイル配置の総数の見積もり (方法 1)
3  3 4  4 5  5
3.4  103 8.3  105 ―
表 12 n n TRAXのタイル配置の総数の見積もり (方法 2)
3  3 4  4 5  5
3.1  103 8.1  105 9.3  108
6  6 7  7 8  8
2.8  1012 1.6  1015 2.6  1018
他のゲームの局面数を表 13に示す．局面数とは，ルール上許される駒や石の配置と手番プ
レイヤの組み合わせの数のことであり，過去の手順は考慮しない．表 13より，88 TRAX
のルール上許されるタイルの配置の総数は 2:6 1018 と粗く見積もられる．これを 2倍する
と手番プレイヤの組み合わせをやや多めに考慮したことになるであろう．したがって，局面




































d = 0 d = 1 d = 2













*6 Number of legal Go positions http://tromp.github.io/go/legal.html (last access, 2018)
*7 TRAX puzzles http://www.traxgame.com/games puzzles.php (last access, 2018)
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13.3 TTと df-pn探索の性能検証
3 3と 4 4 TRAXで TTと df-pn探索の性能比較を行う．TTを利用しない深さ優先
探索による反復深化，TTを利用する反復深化，df-pn探索 (d = 0)でそれぞれ 3 3と 4 4
TRAXの結果を求める．
n  n TRAX では引き分けが存在するため，結果は勝ち，負け，引き分けの 3 通りにな
る．AND/OR木探索は利得が 3通りある場合を扱うことが出来ないので，先手勝ちもしく
は引き分けの利得を 1，先手負けの利得を 0とした探索と，先手勝ちの利得を 1，先手負け
と引き分けの利得を 0とした探索の両方を行う．
結果を表 14から表 17に示す．TTと df-pn探索は TRAXの探索を大幅に効率化するこ
とが明らかとなった．また，33 TRAXと 44 TRAXは引き分けという結果が得られた．
13.4 浅い AND/OR木探索を併用することによる df-pn探索の効率化検証
浅い AND/OR木探索の深さを変えて 44，55 TRAX を解く．探索結果を表 18から
表 21 に示す．浅い AND/OR 木探索の深さ d が大きいほど df-pn 探索節点数が減少し，d
を 0から 1にした場合には探索時間も減少することが示された．しかし，dを 1から 2にし
た場合には探索時間が増加してしまうことも示された．また，55 TRAX と 66 TRAX
も引き分けという結果が得られた．
13.5 44から 77 TRAXの探索結果
浅い AND/OR 木探索の深さ d = 2 として 44 から 77 TRAX を解く．表 22，表 23
に実行時間と GC発生回数を示す．引き分けの利得を 0とした場合の 77 TRAXのみ GC
が発生し，その回数は 11回であった．また，新しく 77 TRAXは引き分けという結果が得
られた．





表 14 33 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値は 1．
探索時間 (s) 探索節点数 深さ
反復深化 2.2 2,899,038 8
反復深化 (TT利用) 0.0 7,495 8
df-pn (d = 0) 0.0 1,063 -
表 15 33 TRAX，後手勝ちと引き分けの利得を 0とした場合．根節点の値は 0．
探索時間 (s) 探索節点数 深さ
反復深化 2.8 4,561,403 8
反復深化 (TT利用) 0.0 8,765 8
df-pn (d = 0) 0.0 2,548 -
表 16 44 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値は 1．
探索時間 (s) 探索節点数 深さ
反復深化 (TT利用) 35.3 2,775,271 11
df-pn (d = 0) 1.4 69,150 -
表 17 44 TRAX，後手勝ちと引き分けの利得を 0とした場合．根節点の値は 0．
探索時間 (s) 探索節点数 深さ
反復深化 (TT利用) 36.5 2,817,170 11
df-pn (d = 0) 2.3 95,557 -
13.6 リミテッド TRAXを解く試み
リミテッド TRAX を解くことを試みる．2 手先の局面を列挙し，その局面を根節点とし
て df-pn探索を行う．回転・反転・平行移動を考慮すると，1手先の局面数は 2，2手先の局
面数は 8となる．それらを図 15に示す．2手先の局面 Gは明らかに先手 (白)勝ちである．
Df-pn探索プログラムは，局面 C と Eに関しては先手勝ちか引き分けという結果を出力し
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表 18 55 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値は 1．
d 探索時間 (s) 探索節点数 GC発生回数
0 90.6 2,400,757 0
1 41.6 1,258,075 0
2 84.5 385,322 0
表 19 55 TRAX，後手勝ちと引き分けの利得を 0とした場合．根節点の値は 0．
d 探索時間 (s) 探索節点数 GC発生回数
0 150.0 4,086,531 0
1 79.4 2,466,704 0
2 212.7 1,004,546 0
表 20 66 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値は 1．
d 探索時間 (s) 探索節点数 GC発生回数
0 7,249.0 97,333,448 0
1 3,563.6 66,475,706 0
2 8,780.8 26,060,356 0
表 21 66 TRAX，後手勝ちと引き分けの利得を 0とした場合．根節点の値は 0．
d 探索時間 (s) 探索節点数 GC発生回数
0 28,529.5 367,199,042 2
1 14,190.9 242,817,026 2
2 22,059.7 66,786,537 0
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表 22 44から 77 TRAX，先手勝ちと引き分けの利得を 1とした場合．根節点の値はすべて 1．
探索節点数 時間 (s) GC発生回数
4 16,004 0 0
5 337,034 6 0
6 17,186,949 505 0
7 910,806,368 45,237 0
表 23 44から 77 TRAX，先手勝ちと引き分けの利得を 0とした場合．根節点の値はすべて 0．
探索節点数 時間 (s) GC発生回数
4 26,856 0 0
5 797,902 14 0
6 43,343,665 1,197 0
7 7,678,241,792 438,930 11
図 14 44から 77 TRAXを解くのに要した時間
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た．局面 Cに関しては 2時間 (GC 0回)，Eに関しては 14日 (GC 22回)を要した．
図 15 根節点 (白手番)付近の DAG
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14 まとめ
本研究では，8 8 TRAXを解くことを目的とし，合法局面数の見積もりと TRAXにお
ける df-pn探索の性能の評価，そして 8 8 TRAXを解くことを試みた．
8 8 TRAXの合法局面数をモンテカルロ法により粗く見積もった結果，5 1018 程度で
あり，これはチェッカーと同程度であった．また，7 7 までの TRAXに df-pn探索を適用
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BaseCNN16  128の誤差の推移を図 16，BaseCNN128，128eps，HistoryCNN，Histo-
ryCNNeps の誤差の推移を図 17，BaseCNN128，FC-NN の誤差の推移を図 18，Self の誤
差の推移を図 19に示す．






図 16 BaseCNN16  128の誤差の推移
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図 17 BaseCNN128，128eps，HistoryCNN，HistoryCNNepsの誤差の推移
図 18 BaseCNN128，FC-NNの誤差の推移
82
図 19 Selfの誤差の推移
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