Abstract. We establish a new uniqueness theorem for the three dimensional Schwarzschild-de Sitter metrics. For this some new or improved tools are developed. These include a reverse Lojasiewicz inequality, which holds in a neighborhood of the extremal points of any smooth function. We further prove smoothness of the set of maxima of the lapse, whenever this set contains a topological hypersurface. This leads to a new strategy for the classification of well behaved static solutions of Einstein equations with a positive cosmological constant, based on the geometry of the maximum-set of the lapse.
Introduction
A basic and fundamental question in the study of the mathematical aspects of General Relativity is the classification of the static solution to the Einstein equations, starting from the case of vacuum solutions. The first result in this field is the celebrated Israel's Theorem [26] , concerning the uniqueness of the Schwarzschild solution, among the asymptotically flat static solutions to the vacuum Einstein equations. Different proofs and refinements of Israel's result have been proposed by many authors [3, 12, 14, [39] [40] [41] [42] 45] .
A similar analysis has been performed for asymptotically hyperbolic static solutions. Wang [44] and the second author together with Herzlich [16] proved a uniqueness theorem for the Anti de Sitter solution (compare [11] ), whereas Lee and Neves [34] obtained a similar result for the Kottler spacetimes with negative mass aspect (compare [22, Remark 3.4] ).
In contrast with the significant amount of achievements in the case Λ ≤ 0, very little is known when Λ is positive, except in the locally conformally flat case [33] , for perturbations of the model solutions [24] and under pinching assumptions on the curvature [4] . Building on the concept of virtual mass introduced in [9, 10] , we prove the following uniqueness result for the Schwarschild-de Sitter black hole. Theorem 1.1 (Uniqueness of the Schwarzschild-de Sitter Black Hole). Let (M, g) be a compact 3-dimensional totally geodesic spacelike slice bounded by Killing horizons within a (3+1)-dimensional static solution to the vacuum Einstein equations with cosmological constant Λ > 0, and let u ∈ C ∞ (M ) be the corresponding positive lapse function, vanishing on the boundary of M . Assume that the set MAX(u) = {x ∈ M : u(x) = u max } is disconnecting the manifold M into an outer region M + and an inner region M − having the same virtual mass 0 < m < 1/(3 √ 3). Then (M, g) can be isometrically embedded in the Schwarzschildde Sitter black hole with mass parameter m.
For a better understanding of the above statement it is useful to set the stage for the problem. Recall that one can describe an (n+1)-dimensional static solution of the vacuum Einstein equations with a positive cosmological constant, by a triple (M, g, u) , where (M, g) is an n-dimensional Riemannian manifold with boundary, with the lapse function u ≥ 0 vanishing precisely on the boundary of M . The connected components of the zero-level set of u are referred to as horizons, they typically correspond to Killing horizons in the associated spacetime. Depending upon the value assumed by the (normalized) surface gravity |∇u|/u max , each horizon is either of cosmological type (low surface gravity) or of black hole type (high surface gravity). When the set on which u attains its maximum separates M into two components M ± , it was shown in [9, 10] how to assign a virtual mass m ± to each component. The virtual masses are shown there to obey the inequality m + ≥ m − when M + is bounded only by horizons of cosmological type (we then say that M + is an outer region). By definition, for n = 3, the whole range of the virtual mass parameter m is 0 ≤ m ≤ 1/(3 √ 3). The case m = 0 leads to the de Sitter space [10, Theorem 2.3] . The case m = 1/(3 √ 3) leads to the Nariai solution. The known explicit solutions have the property that the virtual masses coincide, i.e., m + = m = m − , for some 0 < m < 1/(3 √ 3). It was shown in [9, Theorem 1.9] that, in three space-dimensions, equality of the masses and connectedness of the part of the horizon bounding M + implies that the sharp area bound (see [9, Theorem 1.4 
])
|∂M + | ≤ 4πr 2 + (m) is saturated and thus (M, g, u) arises from the Schwarzschild-de Sitter spacetime. Theorem 1.1 can be seen as an improvement of this result: indeed, we are able to remove the hypothesis on the connectedness of the cosmological horizon. Perhaps more significantly, a completely new strategy of proof is used.
At the heart of the new strategy is a detailed analysis of the locus MAX(u), established in a fairly large generality and which we believe of independent interest. Our first main result in this context is a reverse Lojasiewicz inequality, Theorem 2.2 below, which provides an estimate on the gradient of a smooth function in terms of its increment near and away from its maximum set. This is an improved version of [9, Proposition 2.3] (see also [8, Section 1.1.5]). The result is used to control potential singularities in the function W which appears in the proof the gradient estimates (5.3) below and in turns plays a key role in the proof of Theorem 1.1. Our next main result is Corollary 3.4, which shows that the top stratum (defined in (3.1) below) of the set of maxima of an analytic function with Laplacian bounded away from zero is a smooth embedded submanifold. This result is crucial for our strategy, as it allows us to invoke the uniqueness part of the Cauchy-Kovalewskaya Theorem to classify the solutions, leading to: Theorem 1.2 (Geometric criterion for isometric embeddings). Let (M, g) be a compact n-dimensional, n ≥ 3, totally geodesic spacelike slice bounded by Killing horizons within a (n + 1)-dimensional static solution to the vacuum Einstein equations with cosmological constant Λ > 0. Let also u ∈ C ∞ (M ) be the corresponding positive lapse function, vanishing on the boundary of M and let us denote by Σ a connected component of the top stratum of MAX(u). If the metric induced on Σ by g is Einstein and Σ is totally umbilic, then (M, g) can be isometrically embedded either in a Birmingham-Kottler spacetime or in a Nariai spacetime.
To appreciate the above statement, recall that Birmingham-Kottler (BK) metrics can be written in the form
with t ∈ R, where m is a constant and g Σ is a Riemannian metric on a manifold Σ such that
Strictly speaking, γ is only well defined away from the zeros of u, but a standard procedure allows one to extend the metric γ across these to obtain a smooth Lorentzian manifold with spatial topology M = R × Σ. The zero-level set of u becomes a collection of Killing horizons in the extended spacetime. It is in fact possible to periodically identify the R factor of M to obtain a spacetime with a finite number of Killing horizons. The resulting spacetime manifolds equipped with the metric γ of (1.1) will be referred to as the BK spacetimes. In our terminology, the Schwarzschild-de Sitter spacetimes are a special case of the BK spacetimes, where the Riemannian manifold (Σ, g Σ ) is taken to be a sphere with the canonical metric. In order for the BK spacetime to give a static solution, one needs the lapse function to be well defined. It is clear from formula (1.1) that this happens only if the quantity 1 − r 2 − 2mr 2−n is nonnegative for some positive values of r. This limits the choice of the parameter m to the interval 0 ≤ m < m max , where m max is a constant depending on n that can be computed explicitly (see (5.1)). For any 0 < m < m max , the BK spacetime is static in the region r − (m) < r < r + (m), where 0 < r − (m) < r + (m) are the two positive roots of 1 − r 2 − 2mr 2−n . The corresponding hypersurfaces {r = r − (m)} and {r = r + (m)} are Killing horizons of the BK spacetime. Recall also that the Nariai spacetime can be defined as the limit as m → m max of the static BK spacetime. An explicit expression for the metric is
where again g Σ is a Riemannian metric on Σ satisfying (1.2). This paper is structured as follows. In Section 2 we will prove the reverse Lojasiewicz inequality (Theorem 2.1). In Section 3 we will analyze the regularity properties of the extremal set of an analytic function with controlled Laplacian. More precisely, in Theorem 3.1 we show how to expand a function in a neighborhood of the set of the maximum (or minimum) points. Building on this, under the hypothesis that the Hessian does not vanish, we show in Theorem 3.3 and Corollary 3.4 that the (n − 1)-dimensional part of the extremal level set is a real analytic hypersurface without boundary. It is worth remarking that the results in Sections 2 and 3 are not exclusive of the static realm, but they hold more generally for large classes of real-valued functions. In fact, other recent applications of these same properties have appeared in [5] , where they have been used to study critical metrics of the volume functional, and in [2] where the classical torsion problem is discussed.
From Section 4 we start focusing exclusively on static solutions. We show that the estimates given by Theorem 3.3 allow to trigger the Cauchy-Kovalevskaya Theorem 4.1, leading to a proof of Theorem 1.2 (see Theorem 4.2). Section 5 is devoted for the most part to the statement and proof of Theorem 5.1, which is a quite general result stating that if an outer region is next to an inner region, then the virtual mass of the outer region is necessarily greater than or equal to the one of the inner region. This theorem is supplemented by a rigidity statement in the case of equality of the virtual masses. In dimension 3, it is possible to combine this rigidity statement with Theorem 1.2, leading to the proof of Theorem 1.1. Finally, in Section 6 we discuss how to exploit the Cauchy-Kovalevskaya scheme proposed in Section 4 in order to produce local static solutions.
Reverse Lojasiewicz Inequality
Let (M, g) denote a smooth n-dimensional Riemannian manifold, possibly with boundary, n ≥ 2. Given a smooth function f : M → R, we will denote by f max the maximum value of f , when achieved, and by MAX(f ) = {x ∈ M : f (x) = f max } the set of the maxima of f , when nonempty. We will assume that MAX(f ) does not meet the boundary of M , if there is one.
We start by recalling the following classical result by Lojasiewicz, concerning the behaviour of an analytic function near a critical point. [31] ). Let (M, g) be a Riemannian manifold and let f : M → R be an analytic function. Then for every point p ∈ M there exists a neighborhood U p ∋ p and real numbers c p > 0 and 1 ≤ θ p < 2 such that for every x ∈ U p it holds
Let us make some comments on this result. First, we observe that the above theorem is only relevant when p is a critical point, as otherwise the proof is trivial. Another observation is that one can always set c p = 1 in (2.1), at the cost of increasing the value of θ p and restricting the neighborhood U p . Nevertheless, the inequality is usually stated as in (2.1), because one often wants to choose the optimal θ p . Let us also notice, in particular, that the above result implies the inequality |∇f |(x) ≥ |f (x) − f (p)| in a neighborhood of any point of our manifold.
The gradient estimate (2.1) has found important applications in the study of gradient flows, as it allows to control the behaviour of the flow near the critical points. The validity of the Lojasiewicz Inequality has been extended to semicontinuous subanalytic functions in [6] , and a generalized version of (2.1) has been developed by Kurdyka [30] for larger classes of functions. An infinitedimensional version of (2.1) has been proved by Simon [43] , who used it to study the asymptotic behaviour of parabolic equations near critical points. A Lojasiewicz-like inequality for noncompact hypersurfaces has been discussed in [18] , where it is exploited as the main technical tool to prove the uniqueness of blow-ups of the mean curvature flow. We refer the reader to [7, 17, 21] and the references therein for a thorough discussion of various versions of the Lojasiewicz-Simon inequality, as well as for its applications.
On the other hand, to the authors' knowledge, the opposite inequality has not been discussed yet. In this section we prove an analogous estimate from above of the gradient near the critical points. Before stating the result, let us make a preliminary observation. Suppose that we are given a Riemannian manifold (M, g) and a function f ∈ C ∞ (M ). Let p ∈ M be a critical point of f . If we restrict f to a curve γ such that γ(0) = p andγ(0) = X, for some unit vector field X ∈ T p M , we have
from which we compute
In particular, under the assumption that ∇ 2 f (X, X) = 0 at p, we have that the left hand side of (2.2) is locally bounded. As a consequence, we immediately obtain that the inequality
holds in a neighborhood of p for some c ∈ R, provided we assume that ∇ 2 f (p)(X, X) = 0 for every X ∈ T p M . The next theorem tells us that a slightly weaker bound is in force at the maximum (or minimum) points of f , without any assumptions on the Hessian. 
Proof. Let us start by defining the function
where c > 0 is a constant that will be chosen conveniently later. We compute
and taking the divergence of the above formula
where in the second equality we have used |∇f | 2 = w + c (f max − f ) θ . We have obtained the following identity
where
Fix now a connected open neighborhood Ω of Σ with smooth boundary ∂Ω. Since Σ is compact, we can suppose that Ω is compact as well. By definition, we have
In particular, increasing the value of c if necessary, we can make F as large as desired. Since ∆f and ∆|∇f | 2 are continuous and thus bounded in Ω, and since 0 < θ < 1, it follows that, for any c big enough, we have
on the whole Ω. For such values of c, the right hand side of (2.3) is nonnegative, that is,
Notice that the coefficient that multiplies w in (2.4) is negative, as f ≤ f max and 0 < θ < 1. Therefore, we can apply the Weak Maximum Principle [23, Corollary 3.2] to w in any open set where w is C 2 -that is, on any open subset of Ω that does not intersect Σ. For this reason, it is convenient to choose a number ε > 0 small enough so that the tubular neighborhood
is contained inside Ω, and consider the set Ω ε = Ω \ B ε (Σ). Up to increasing the value of c if needed, we can suppose
so that w ≤ 0 on ∂Ω. Now we apply the Weak Maximum Principle to the function w on the open set Ω ε , obtaining
Recalling the definition of w, taking the limit as ε → 0, from the continuity of f and |∇f |, it follows that lim
hence we obtain w ≤ 0 on Ω. Translating w in terms of f , we have obtained that the inequality
holds in Ω, which is the neighborhood of Σ that we were looking for.
In particular, we have the following simple refinement:
Under the hypotheses of Theorem 2.2, for any p ∈ Σ and any α < 1, we have
Proof. From Theorem 2.2 it follows that we can choose constants α < θ < 1 and c > 0 such that
and, since we have chosen θ > α, the right hand side goes to zero as we approach p. This proves the claim.
Regularity of the extremal level sets
The well known Lojasiewicz Structure Theorem (established in [36] , see also [29, Theorem 6.3.3] ) states that the set of the critical points Crit(f ) of a real analytic function f is a (possibly disconnected) stratified analytic subvariety whose strata have dimensions between 0 and n − 1. In particular, it follows that the set MAX(f ) ⊆ Crit(f ) of the maxima of f can be decomposed as follows
1) where Σ i is a finite union of i-dimensional real analytic submanifolds, for every i = 0, . . . , n − 1. This means that, given a point p ∈ Σ i , there exists a neighborhood p ∈ Ω ⊂ M and a real analytic diffeomorphism φ : Ω → R n such that
for some i-dimensional linear space L ⊂ R n . In particular, the set Σ n−1 is a real analytic hypersurface and is usually referred to as the top stratum of MAX(f ). In this section we show that we can get much more information about the behaviour of our function f around the maximum points that belong to the top stratum.
) be a real analytic Riemannian manifold, let f : M → R be a real analytic function and let p ∈ MAX(f ) be a point in the top stratum of MAX(f ). Let Ω be a small neighborhood of p such that Σ = Ω ∩ MAX(f ) is contained in the top stratum and Ω \ Σ has two connected components Ω + , Ω − . We define the signed distance to Σ as
Then there is a real analytic chart (r, ϑ) = (r, ϑ 1 , . . . , ϑ n−1 ) with respect to which f admits the following expansion:
where F is a real analytic function. If we also assume that ∆f = −ϕ(f ), then
where G is a real analytic function. Here we have denoted byφ the derivative of ϕ with respect to f , by H, h the mean curvature and second fundamental form of Σ with respect to the normal pointing towards Ω + , and by R, R Σ the scalar curvatures of M and Σ.
Remark 3.2. We have formulated Theorem 3.1 in the context of real analytic geometry because of our intended application to the classification of static solutions of Einstein equations. It is, however, clear from the proof that the conclusions of Theorem 3.1 remain true for smooth functions on smooth Riemannian manifolds, with the following modifications: first, one should assume from the outset that Σ is a smooth hypersurface (in which case the existence of a decomposition as in (3.1) becomes irrelevant); next, the functions r, F and G and the chart (r, ϑ) are smooth but not necessarily analytic.
Proof. Let (x 1 , . . . , x n ) be a chart centered at p, with respect to which the metric g and the function f are real analytic. From the fact that p belongs to the top stratum of MAX(f ), it follows that we can choose an open neighborhood Ω of p in M , where the signed distance r(x) is a well defined real analytic function (see for instance [28] , where this result is discussed in full detail in the Euclidean space, however the proofs extend with small modifications to the Riemannian setting).
More precisely, we have
where φ is a real analytic function. Since r is a signed distance function, we have |∇r| = 1, which implies in particular that one of the partial derivatives of φ has to be different from zero. Without loss of generality, let us suppose ∂φ/∂x 1 = 0 in a small neighborhood Ω of p. As a consequence, we have that the function
satisfies ∂U/∂x 1 = −∂φ/∂x 1 = 0 in Ω. We can then apply the Real Analytic Implicit Function Theorem (see [29, Theorem 2.3 .5]), from which it follows that there exists a real analytic function u :
In other words, the change of coordinates from (r, x 2 , . . . , x n ) to (x 1 , . . . , x n ), which is obtained setting x 1 = u(r, x 2 , . . . , x n ), is real analytic. In particular f is a real analytic function also with respect to the chart (r, ϑ), where we have set ϑ = (ϑ 1 , . . . , ϑ n−1 ) with ϑ i = x i+1 for i = 1, . . . , n − 1. Since Σ coincides with the points where r = 0 inside Ω, we can apply [37, Théorème 3.1] to get
where A = A(r, ϑ) is a nonnegative real analytic function. Furthermore, clearly the function f max − f achieves its minimum value 0 when r = 0, thus
In particular, we can apply [37, Théorème 3.1] again and we find:
where B = B(r, ϑ) is a nonnegative real analytic function. Computing the Laplacian at the points where r = 0, using the fact that the gradient of f vanishes there, we get:
It follows that we can rewrite (3.3) as
This concludes the first part of the proof. We now assume that ∆f = −ϕ(f ) and we use this to gather more information on the real analytic function F . Set Σ ρ = {r = ρ} and observe that all Σ ρ with ρ small enough are smooth, since (r, ϑ) = (r, ϑ 1 , . . . , ϑ n−1 ) is a real analytic chart and |∇r| = 1 = 0. In particular, of course, we have Σ 0 = Σ ∩ Ω. On each Σ ρ , the Laplacian ∆f of f satisfies the following well known formula
where n = ∂/∂r is the g-unit normal to Σ ρ , H is the mean curvature of Σ ρ with respect to n and ∆ ⊤ f is the Laplacian of the restriction of f to Σ ρ with respect to the metric g ⊤ induced by g on Σ ρ . Evaluating (3.5) at ρ = 0, since f = f max and |∇f | = 0 on Σ 0 , we immediately get
in agreement with the expansion (3.4). We now differentiate formula (3.5) twice with respect to r, obtaining
Let us focus first on the terms involving ∆ ⊤ f . Calling g ⊤ the metric induced by g on Σ ρ and Γ ⊤ the Christoffel symbols of g ⊤ , we have
where the indices i, j, k vary between 1 and n − 1. On the other hand, if we assume that ∆f = −ϕ where ϕ is a function of f , then from (3.4) we get
for all i, j = 1, . . . , n − 1. From this, it easily follows
Since we also know that ∂f /∂r = 0 and ∂ 2 f /∂r 2 = ∆f = −ϕ(f max ) on Σ, from the expansions above we deduce
Furthermore, from [25, Lemma 7.6] we get
where in the latter equality we have used the Gauss Codazzi equation. Now that we have computed the third and fourth derivative of f , we can use this information to improve (3.4) and get the desired expansion of f .
Theorem 3.1 has some interesting consequences. Let us start from the simplest one. From expansion (3.2), we can compute the explicit formula for the gradient of f as we approach a point p in the top stratum of MAX(f ) as
Notice in particular that formula (3.6) improves Corollary 2.3 for points in the top stratum of the set of the maxima. Another useful consequence of Theorem 3.1 is the following regularity result on the top stratum of MAX(f ). In order not to overburden notation we will denote by Σ the top stratum Σ n−1 in the decomposition (3.1) of MAX(f ). Proof. Let p ∈ Σ with |∇ 2 f |(p) = 0, and let Ω be a small relatively compact open neighborhood of p in M . From what has been said it follows that we can choose Ω small enough so that
for some k ∈ N, where the Σ i 's are connected real analytic hypersurfaces contained in the top stratum Σ and p ∈ Σ i for all i = 1, . . . , k. From expansion (3.2), it follows that at any point x ∈ Σ i , with respect to an orthonormal basis ν(x), X 1 , . . . , X n−1 , where ν(x) is the unit normal to Σ i , the Hessian of f is represented by a matrix of the form 
Since we are assuming that |∇ 2 f | = 0 and that x is a maximum point for f , it is clear that ∆f (x) < 0. Using the fact that eigenvalues are continuous (see for instance [27, Chapter 2, Theorem 5.1]), it follows that the eigenvalues of the Hessian of f at p are ∆f (p) (which is negative by hypothesis), taken with multiplicity one, and 0, taken with multiplicity n − 1. In particular, using again the continuity of the eigenvalues, restricting our neighborhood Ω if necessary, we can suppose that the minimal eigenvalue of ∇ 2 f is simple on the whole Ω. Since the function Ω ∋ x → ∇ 2 f (x) is real analytic, it is known that the simple eigenvectors are real analytic in Ω, see for instance the discussion in [27, Chapter 2, § 1] or in [32, Section 7] , where a much more general statement in discussed. Therefore the vector ν extends to a real analytic unit-length vector field throughout Ω. In particular, ν is real analytic on Σ ∩ Ω and the tangent space
This proves that the case shown in Figure 1 (a) does not occur. However, to prove that Σ ∩ Ω is a real analytic hypersurface we still need to exclude the possibility that p is a cuspidal point as in Figure 1(b) , or that there are multiple hypersurfaces touching at p as in Figure 1(c) . We now show that such singularities cannot happen, by proving that Σ is uniformly distant from itself along its normal direction. For this we start by considering a point x ∈ Σ ∩ Ω and a unit speed geodesic γ x with γ x (0) = x andγ x (0) orthogonal to Σ. From the above observations on the Hessian of f , it follows that the restriction of f to γ x satisfies the following
where σ x (t) is an error term such that, for small t,
for some ξ t ∈ R with |ξ t | < t. Since f is a smooth function and |γ x | ≡ 1, the derivatives of f • γ x are bounded in Ω by a constant that does not depend on the choice of x ∈ Σ. This means that there exists a constant C such that |σ x (t)| < C |t| 3 for all x ∈ Σ, t ∈ R such that γ x (t) ∈ Ω. We also notice that the Laplacian of f is strictly negative at x, as it follows immediately from the fact that x is a maximum point and the Hessian of f at p does not vanish. Therefore, for every |t| ≤ |∆f (x)|/(2C) it holds
This means that every point of γ(t) with |t| ≤ |∆f (x)|/(2C), t = 0, does not belong to MAX(f ). This must hold for every unit speed geodesic starting from a point of Σ and directed orthogonally to Σ. From this property it follows that the pathologies shown in Figure 1 do not show up at our point p. In fact, if there exist Σ 1 , Σ 2 in the decomposition (3.7) that form a singularity as in Figure 1 (b) or 1(c), this would mean that orthogonal geodesics starting from points of Σ 1 arbitrarily close to p would intersect Σ 2 (which is also contained in MAX(f )) for arbitrarily small values of t. This is
in contradiction with what we just proved, hence such singularities cannot exist. This proves that Σ ∩ Ω is indeed a real analytic hypersurface, possibly with boundary. Let us now show that p ∈ ∂Σ. We have already seen above that we can define an analytic unit length vector field ν on the whole neighborhood Ω, in such a way that ν coincides with the normal vector at each point of Σ ∩ Ω. From [1, Proposizione 3.7.2] it follows that we can find an analytic chart (x 1 , . . . , x n ) centered at p such that ν = ∂/∂x 1 in the whole Ω. Since Σ ∩ Ω is smooth and ν = ∂/∂x 1 is orthogonal to it, it follows that Σ ∩ Ω ⊆ {x 1 = 0}. Since f is analytic and we have shown that f max − f = 0 on an hypersurface contained in {x 1 = 0}, it is immediate to deduce that it is possible to factor out x 1 from the Taylor expansion of f max − f . It follows that f max − f = 0 on the whole {x 1 = 0}, which implies Σ ∩ Ω = {x 1 = 0}. In particular, p necessarily belongs to the interior of Σ.
To conclude that p is contained in the top stratum of MAX(f ), it remains to show that there are no other lower dimensional components of MAX(f ) that pass through p. In other words, it remains to show that, making Ω smaller if necessary, we have Ω ∩ MAX(f ) = Ω ∩ Σ. To this end, we first observe that, since we have already shown that Σ is a regular analytic hypersurface, the proof of Theorem 3.1 can be repeated without modification to show that formula (3.2) holds in a neighborhood of p, where r is the distance from Σ. In particular, the argument used above in this proof tells us that Σ ∩ Ω is uniformly distant from the rest of MAX(f ). It is then clear that we can choose Ω small enough so that Ω ∩ MAX(f ) = Ω ∩ Σ. It follows that Σ ∩ Ω is contained in the top stratum Σ, which implies in particular that p ∈ Σ, as desired. We emphasize that it is important to require the Hessian of f not to vanish on the whole closure of Σ. To illustrate this point, consider f (x, y) = −x 2 y 2 . The function f is clearly analytic on the whole R 2 and satisfies |∇ 2 f | = 0 at all points of the top stratum Σ = ({x = 0} ∪ {y = 0}) \ {(0, 0)} of the set of the maxima. Nevertheless, Σ = {x = 0} ∪ {y = 0} is not smooth, which is due to the fact that the Hessian of f vanishes at the singular point (0, 0) = Σ \ Σ. Another instructive example is provided by the function f (x, y) = −x 2 y 4 . Similar examples are easy to construct on compact manifolds M as well: for instance, the same behavior is shown by the function f (x, y) = − sin 2 (x) sin 2 (y) on the 2-torus
A Geometric criterion for the classification of static solutions
This section is devoted to the proof of Theorem 1.2. Before discussing it, let us recall briefly, following the setup carefully discussed in [9] that a static spacetime with positive cosmological constant arises as a solution of the following problem
with M compact orientable and R ≡ n(n − 1) . (4.1)
We recall from [15, 38] that a static triple (M, g, u) is necessarily real analytic, so that in particular the results discussed in Section 3 apply. As a consequence, since obviously ∆u = −n max M (u) = 0 on MAX(u), we can apply Corollary 3.4 to deduce that the top stratum Σ ⊆ MAX(u) is a closed real analytic hypersurface. Hence, the second fundamental form, mean curvature and induced metric are all well defined on Σ, so that the statement of Theorem 1.2 is perfectly rigorous. In the proof, we will need the following version of the Cauchy-Kovalevskaya Theorem for systems of quasilinear PDEs; we report the complete statement for the ease of reference.
Theorem 4.1 (Cauchy-Kovalevskaya for nonlinear systems, [20] ). Let (x 1 , . . . , x n ) be a real analytic coordinate chart. Consider a PDE system of the form
where I = (I 1 , . . . , I n ) is a multiindex,
Suppose that a j , b I and c are real analytic functions in their entries and that b (k,0,...,0) is an invertible matrix (that is, the hypersurface {x 1 = 0} is noncharacteristic). Then there is a unique real analytic solution to (4.2).
We are now ready to prove Theorem 1.2, which we rewrite here for the reader's convenience.
Theorem 4.2 (Geometric criterion for isometric embeddings)
. Let (M, g) be a compact n-dimensional, n ≥ 3, totally geodesic spacelike slice bounded by Killing horizons within a (n+1)-dimensional static solution to the vacuum Einstein equations with positive cosmological constant Λ > 0 and let Σ be the top stratum of the set of the maxima of the lapse function. Let also u ∈ C ∞ (M ) be the corresponding positive lapse function, vanishing on the boundary of M and let us denote by Σ a connected component of the top stratum of MAX(u). If the metric induced on Σ by g is Einstein and Σ is totally umbilic, then (M, g) can be isometrically embedded either in a Birmingham-Kottler spacetime or in a Nariai spacetime.
Proof. Let us start by noticing that, given any vector field X on T Σ and called ν the normal to Σ, it holds
where the latter equality follows immediately from the general expansion (3.2). We can then apply the Gauss formula to obtain 0 = Ric(ν, X) = (div h)(X) − ∇ X H On the other hand, the umbilicity of Σ implies h = H/(n − 1) g Σ , hence
Since n ≥ 3, this implies that H is constant. Furthermore, again from expansion (3.2), together with the static equations (4.1), we get
Substituting in the Gauss Codazzi equation:
Let us now assume Ric Σ = (n − 2)λg Σ for some constant λ ∈ R. Then R Σ = (n − 1)(n − 2) λ and we get H n − 1 = λ − n n − 2 .
In particular, necessarily λ ≥ n/(n − 2) and
We have already mentioned in Theorem 3.1 that the signed distance function
is an analytic function in a neighborhood Ω of Σ. Since clearly |∇r| ≡ 1 in Ω, with respect to coordinates (r, ϑ) = (r, ϑ 1 , . . . , ϑ n−1 ), with ϑ 1 , . . . , ϑ n−1 coordinates on the hypersurface Σ, we have
where the coefficients g ij are functions of the coordinates (r, ϑ). In particular, with respect to these coordinates, the second fundamental form of a level set of r satisfies
Formula (4.4) tells us that
We have also the following initial conditions
We would like to apply the Cauchy-Kovalevskaya Theorem 4.1 to the function
by showing that f satisfies a PDE as in (4.2) coming from the equations (4.1) and the initial conditions (4.5), (4.6) on Σ = {r = 0}. To this end, let us rewrite problem (4.1) more explicitly in terms of the derivatives of u and the metric g. We recall that, in any coordinate system, the components of the Ricci tensor satisfy
where the lower order terms are polynomial functions of the components of g, the inverse of g and their first derivatives. In particular, with respect to the coordinates (r, ϑ 1 , . . . , ϑ n−1 ), the components R ij of the Ricci tensor satisfy
where µ, η take the values r, 1, . . . , n − 1 whereas a, b take only the values 1, . . . , n − 1. Again the lower order terms are polynomial functions of the components of g, the inverse of g and their first derivatives. Notice that, since g is nonsingular, the inverse of g is well defined everywhere and its components g ij are analytic functions of the components g ij . Therefore, the lower order terms appearing above are analytic functions of g and the first derivatives of g. We can now rewrite problem (4.1) as
ab u = lower order terms ,
where the lower order terms appearing in (4.7) are analytic functions depending of u, g and their first derivatives. In order to apply the Cauchy-Kovalevskaya Theorem 4.1 to problem (4.7) with initial conditions (4.5), (4.6), it only remains to show that the surface Σ is noncharacteristic for the system (4.7). In other words, we have to check that the matrix
is invertible. Since u = max M (u) > 0 on Σ, this is trivially true, hence the Cauchy-Kovalevskaya Theorem can be applied, telling us that there is a unique analytic solution to (4.7). On the other hand, the BK and Nariai spacetimes also solve (4.7). Moreover, it can be checked (see (5.13) and (5.16) below) that, for any λ > n/(n − 2) there is a value 0 < m < m max such that the BK spacetime with mass m satisfies the initial conditions (4.5), (4.6) with respect to the chosen λ, whereas the Nariai solution satisfies the initial conditions (4.5), (4.6) with respect to λ = n/(n−2). It follows that our solution has to coincide with a model solution inside Ω. In other words, there exists 0 < a < u max and an isometric embedding of (M, g, u) ∩ {u > a} inside a BK spacetime or inside the Nariai spacetime. If a = 0, then the matrix (4.8) is invertible on the hypersurface {u = a}, so we could apply the Cauchy-Kovalevskaya Theorem again on {u = a} to extend the isometry. It follows that the isometric embedding can be extended up to the points where u = 0, that is, up to the horizons. Therefore, the whole (M, g, u) can be isometrically embedded in a BK spacetime or in the Nariai solution.
Analysis of the interfaces and Black Hole Uniqueness Theorem
This section is mainly devoted to the proof of Theorem 5.1 below, which will be a crucial ingredient, together with Theorem 4.2, in the proof of Theorem 1.1.
We start with a quick reminder of some definitions that will be helpful in the following discussion. For more details, we refer the reader to [9] . A connected component N of M \ MAX(u) will be called region. The components of ∂M that belong to the region N are called horizons of N . We will distinguish different types of regions depending on the value of the surface gravity at the horizons of N . Namely, a region will be called outer, inner or cylindrical, depending on whether the maximum surface gravity of the horizons is smaller than, greater than or equal to √ n, respectively. Given a region N of a solution (M, g, u) of (4.1), the virtual mass µ(N, g, u) is defined as the mass of the model solution that would be responsible for the maximum of the surface gravities detected at the horizons of N , see [9, Definition 3] . The virtual mass is always a number between 0 and m max , defined as
It has been proven in [10, Theorem 2.3] that the virtual mass is always well defined and it is equal to zero only on the de Sitter spacetime. Finally, given two different regions A and B, if A ∩ B =: Σ = Ø then it follows from Corollary 3.4 that Σ is a real analytic hypersurface with empty boundary. The hypersurface Σ will be called interface.
We are now ready to state the following result. Moreover, if µ(A, g, u) = µ(B, g, u) = m then Σ is an umbilical CMC hypersurface and the metric induced by g on Σ has constant scalar curvature.
(ii) If A is cylindrical, then B is inner or cylindrical and obviously
Moreover, if µ(A, g, u) = µ(B, g, u) = m max (that is, B is cylindrical) then Σ is a totally geodesic hypersurface and the metric induced by g on Σ has constant scalar curvature.
In the proof, we will actually compute explicitly the value of second fundamental form, mean curvature and scalar curvature on Σ in the rigidity case. Once Theorem 5.1 is established, Theorem 1.1 follows at once (see Subsection 5.4), thanks to the geometric criterion established in Theorem 4.2.
5.1. Analytic preliminaries. One of the fundamental ingredients in the proof of Theorem 5.1 is the gradient estimate for the static potential proven in [9, Theorem 1.10]. In Proposition 5.2 we recall that result and we outline the proof, as it represents an important application of the Reverse Lojasiewicz inequality, and more precisely of Corollary 2.3. Our aim is to show that the gradient of the lapse function |∇u| g is pointwise controlled by the corresponding quantity |∇u m | gm on the model solution of the same mass m. To be more precise, one has to use first the Implicit Function Theorem to show that, for any value m ∈ (0, m max ) and for any region N , there exists a so called pseudo-radial function Ψ : N −→ R, satisfying the relationships
Here r − (m) < r + (m) are defined as the radii of the two horizons of the BK spacetime of mass m, whereas r 0 (m) = [(n − 2)m] 1/n represents the radius of MAX(u) in the model solution, and the sign + or − in the boundary condition Ψ ≡ r ± (m) depends on whether N is an outer or inner region, respectively. Then, one has to prove the following fundamental gradient estimate:
be a solution of (4.1), and let N be an outer or inner region with virtual mass m = µ(N, g, u) < m max . Then the following inequality holds
where the function |∇u m | gm on the right hand side has to be understood as the function of one real variable that associates to some t ∈ [r − (m), r + (m)] the constant value assumed by the length of the gradient of u m on the set {|x| = t}.
Proof. The argument leading to (5.3) is quite delicate and relies on the fact that the quantity
satisfies a convenient elliptic partial differential inequality on N , namely
where ∆ (g/Ψ 2 ) and ·|· (g/Ψ 2 ) represent the Laplacian and the scalar product of the conformally related metric Ψ −2 g. 
is equal to zero. To this end, we first notice that one has an explicit formula for the gradient of the static potential of the model solution, namely
Recalling the definition of Ψ, it is easily seen that |∇u m | gm • Ψ goes to zero at the same rate of max M (u) − u as we approach MAX(u). Therefore, there exists a constant C > 0 such that
It follows then from the Reverse Lojasiewicz Inequality (more precisely from Corollary 2.3) that W (p) → 0, as p → MAX(u). In particular, applying the Minimum Principle on the region Ω ε = {|W | ≥ ε} ∩ N , for every sufficiently small ε > 0, one deduces that min Ω ε W ≥ −ε, and in turn the desired gradient estimate.
We will also need some estimate for the lapse function and the pseudo-radial function near the interface of two regions. We first focus on the lapse function:
From the first identity we get v = ±u max . To decide the sign, we recall the definitions of Ψ and r and we notice that they have been chosen in such a way that Ψ < r 0 when r > 0 and Ψ > r 0 when r < 0. Therefore, recalling (5.7), the correct choice is to take a positive v, hence v = u max . Substituting in the second and third identity, we easily compute the corresponding expressions for w and z and we recover formula (5.6), as wished.
Proof of Theorem 5.1-(i).
We first focus on the noncylindrical case. Let (M, g, u) be a solution to problem (4.1) and consider a region with virtual mass m = µ(N, g, u) < m max .
We start by rewriting more explicitly the gradient estimate (5.3), by writing the value of |∇u m | gm •Ψ as a function of the pseudo-radial function:
In particular, we can rewrite (5.3) as
The aim of this subsection is to compare (5.9) with the expansions discussed in Subsection 5.1 in order to deduce some consequences on the geometry of the interface Σ. Specifically, we now prove the following:
Proposition 5.6. Let (M, g, u) be a solution to problem (4.1). Suppose that there are two regions A, B such that Σ := A ∩ B is not empty. Let H be the mean curvature of Σ with respect to the normal pointing inside A. If A is a cylindrical region, then
Proof. The proof of this result is completely analogous to the proof of Proposition 5.5. Since we have normalized u so that its maximum is 1, from (5.5) we obtain the following expansions in terms of the signed distance r:
where H is the mean curvature of Σ with respect to the unit normal ν = ∂/∂r (which is the one pointing inside A). An easy computation now gives
By definition, r is positive in A and negative in B, hence, in order for (5.14) to hold, it must be H ≥ 0, as wished.
Now we proceed to the proof of Theorem 5.1 in the cylindrical case. Since A is cylindrical, from Proposition 5.6 we get H ≥ 0, where H is the mean curvature of Σ with respect to the normal pointing inside A. In particular H is nonnegative everywhere on Σ. If B were outer, then Proposition 5.5 would tell us that the mean curvature of Σ with respect to the opposite normal (the one pointing inside B) is positive and this would be a contradiction. Therefore, B must be inner or cylindrical. If B is cylindrical, applying again Proposition 5.6 to both A and B, we get 0 ≤ H ≤ 0 .
Therefore, H = 0, as wished. Substituting this information inside the expansions for u and |∇u| 2 , we can refine (5.15) and compute that, if H = 0 on Σ, then |∇u| 2 n(1 − u 2 ) = 1 + 1 2 |h| 2 r 2 + o(r 2 ) .
From (5.14) it follows then that |h| = 0, that is:
We also know from (5.3) that Ric(ν, ν) = 0 on Σ. Substituting these pieces of information in the Gauss-Codazzi equation, we get R Σ = R − 2 Ric(ν, ν) + H 2 − |h| 2 = n(n − 1) .
This concludes the proof.
5.4.
Uniqueness of the Schwarzschild-de Sitter Black Hole. We are now ready to prove Theorem 1.1, that we restate here for the reader's convenience:
Theorem 5.7. Let (M, g) be a compact 3-dimensional totally geodesic spacelike slice bounded by Killing horizons within a (3 + 1)-dimensional static solution to the vacuum Einstein equations with positive cosmological constant Λ > 0, and let u ∈ C ∞ (M ) be the corresponding positive lapse function, vanishing on the boundary of M . Assume that the set MAX(u) = {x ∈ M : u(x) = u max } is disconnecting the manifold M into an outer region M + and an inner region M − having the same "virtual mass" 0 < m < 1/(3 √ 3). Then (M, g) can be isometrically embedded in the Schwarzschildde Sitter black hole with mass parameter m.
Proof. Applying Theorem 5.1 with A = M + , B = M − and Σ = M + ∩ M − , we deduce that Σ is totally umbilical and that the metric g Σ induced by g on Σ has constant positive scalar curvature equal to 2r −2 0 (m) . Since Σ is 2-dimensional, it follows that Σ is isometric to a sphere of radius r 0 (m) (in particular, g Σ is Einstein). We can then apply Theorem 1.2 to conclude.
Local solutions
A triple (M, g, u) will be said to satisfy the Riemannian static Einstein equations if the spacetime metric γ Lor := −u 2 dt 2 + g , ∂ t u = 0 = ∂ t g , satisfies the vacuum Einstein equations, possibly with a cosmological constant. In this section we will outline how to construct such real analytic triples (M, g, u), by mimicking the Cauchy problem in general relativity, invoking the Cauchy-Kovalevskaya theorem to justify existence. The construction is a straightforward adaptation of that of Darmois [19] , a summary of the argument can be found in [13] . Thus, we seek to construct a solution of the static Einstein equations of the form
where g ⊤ (r) is an r-dependent family of metrics on a, say compact, real analytic manifold Σ.
The initial data at r = 0 are u(0), g ⊤ (0) and their first r-derivatives at r = 0, all taken to be real-analytic. The Cauchy-Kovalevskaya theorem in Gauss coordinates, as in the Theorem 4.2, provides existence of an interval r ∈ (−r 0 , r 0 ) and a metric γ Lor = dr 2 −u 2 dt 2 + g ⊤ (r) =:ĝ(r)
, on {r ∈ (−r 0 , r 0 ), t ∈ R} × Σ. The metric γ Lor will be t-independent and will satisfy the vacuum Einstein equations with a cosmological constant provided that the initial data fieldŝ g| r=0 := −u(0) 2 dt 2 + g ⊤ (0) and ∂ rĝ | r=0 are chosen to be time-independent and satisfy the usual general relativistic constraint equations. The above provides many new local solutions of the static Einstein equations. Here local refers to the fact, that the solutions might not necessarily extend to boundaries on which u vanishes.
The question then arises, which data on Σ leads to manifolds M which are bounded by Killing horizons; equivalently, manifolds with boundary on which u vanishes. When starting from a critical level set of u, a sufficient condition for this is provided by Theorem 1.2.
