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［摘要］采用一种基于 FLANN － PSO的 SISO非线性动态系统辨识方法，构造了基于 FLANN 的辨识模
型，然后运用 PSO优化算法实现模型权值辨识． 通过对 4 种典型非线性动态系统进行了辨识仿真，结果表
明该方法具有良好的性能和高辨识精度，它将更适合于工程实际需要．
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Abstract: A method of SISO Nonlinear Dynamic System Identification was proposed based on FLANN －
PSO． At first，identification model based on FLANN was constructed，and then its weights were calculated by
PSO optimization algorithm． The simulation result of four models for nonlinear dynamic systems showed that the
method had excellent identification performance and accuracy，and thus it would be more applicable to the engi-
neering practice．




非线性系统辨识一直是研究热点［1 － 2］，很多研究验证了 ANN 对于模型来说是一种有效的软计算技
术［3］． 在 ANN被成功应用于系统辨识中，DNN模型［4］的设计起着关键性的作用，这主要是由于其具
有合适的误差函数的优化特性和对非线性函数良好的逼近特性． 虽然 ANN 神经网络被成功应用于很
多辨识和控制系统［5］，但都是以巨大的运算工作量为代价的． 文献 ［6 － 8］提出基于 RBF ( Radial
Basis Function) 网络的非线性动态系统辨识方法，虽然这种方法可以有效地实现复杂动态过程的辨识
和控制，却有一个实际的难题，就是如何选择有效训练的合适的 RBF 核． 文献 ［9］提出 MLP 辨识
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模型和 BP训练算法来解决非线性动态系统辨识问题，文献 ［10 － 11］将这种方法用于高非线性的
Truck － Backer － Upper系统的辨识和控制中，并获得了满意的实验结果． 文献 ［3］将这些模型与训
练算法结合起来对复杂动态非线性动态系统进行辨识和控制，但是为了获得较好的辨识特性都同时增
加了这些方法的计算量． 为了简化辨识模型和减少运算工作量，本文提出了一种 FLANN ( 函数链接
型人工网络，Functional Link Artificial Neural Networks) 和 PSO ( 粒群优化算法，Particle Swarm Opti-





的模型紧密相关． 随机时不变离散系统辨识方案如图 1 所
示． 设 X为系统输入，Y为系统输出，P表示系统算子，系
统辨识的目的是要找出与实际系统相符的算子P^，也就是要
使得P^在一定程度上逼近 P． 文献 ［12］证明了算子 P可通
过某些特定的输入输出对来定义． 而P^ 可通过 y － ŷ =
P( x) － P̂( x) ＜ ε来确定． 其中，ε为一个很小的期望正
数， · 被定义为关于输出空间归一化运算; P̂( x) = ŷ 和
P( x) = y分别表示辨识模型和装置的输出，e = y － ŷ为装置
输出观测信号与 P̂( x) 所产生输出信号之间的误差． 辨识问
题的目标就是要构造一个合适的模型，使得对于相同输入
P̂( x) ，输出值 ŷ以最大程度接近于装置输出 y，使 e最小．
SISO ( 单输入单输出，Single Input Single Output) 系统有 4 种模型，这 4 种模型可分别通过如下
非线性差分方程来描述［13］:
模型Ⅰ y( k + 1) = ∑
n－1
i = 0
αi y( k － i) + g［x( k) ，x( k － 1) ，…，x( k － m + 1) ］;
模型Ⅱ y( k + 1) = f［y( k) ，y( k － 1) ，…，y( k － n + 1) ］+∑
n－1
i = 0
βi x( k － i) ;
模型Ⅲ y( k + 1) = f［y( k) ，y( k － 1) ，…，y( k － n + 1) ］+ g［x( k) ，x( k － 1) ，…，x( k － m + 1) ］;
模型Ⅳ y( k + 1) = f［y( k) ，y( k － 1) ，…，y( k － n + 1) ，x( k) ，x( k － 1) ，…，x( k － m + 1) ］．
其中，x( k) 和 y( k) 分别表示 SISO装置的输入和输出，m≤n．
2 基于 FLANN － PSO的非线性动态系统辨识
2. 1 基于 FLANN的辨识模型
非线性动态装置自适应辨识模型如图 2 所示．
它在 ( k + 1) 时刻的输出可描述为:
ŷ( k + 1) = g［x( k) ］+ f［y( k) ］， ( 1)
其中的 f和 g分别表示 FLANN结构的前馈和反馈部分，本文用 PSO算法来训练它们的权值．
输入 x( k) 经非线性扩展式为:
φ( k) = ［φ0 ( k) ，φ1 ( k) ，φ2 ( k) ，…，φ2n－1 ( k) ，φ2n ( k) ］
T ． ( 2)
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其中，
φ0 ( k) = 1，
φ1 ( k) = sin( πx( k) ) ，
φ2 ( k) = cos( π( k) ) ，
…
φ2n－1 ( k) = sin( nπx( k) ) ，












由此可看出，扩展后 sin和 cos函数分别有 n 项，第 1 项为单位输入，因此可得到输入向量含有
( 2n + 1) 项．
令式 ( 2) 和式 ( 3) 中在第 k时刻输入向量权值为
W1 ( k) = ［w10 ( k) ，w11 ( k) ，w12 ( k) ，…，w1，2n－1 ( k) ，w1，2n ( k) ］
T， ( 4)
这样，式 ( 1) 中第一部分的输出估计值为 ŷ1 ( k + 1) = φ
T ( k) W1 ( k) ，同样，式 ( 1) 中第二部分的
输出估计值为 ŷ1 ( k + 1) = 
T ( k) W2 ( k) ，其中，
W2 ( k) = ［w20 ( k) ，w21 ( k) ，w22 ( k) ，…，w2，2n－1 ( k) ，w2，2n ( k) ］
T ;
( k) = ［0 ( k) ，1 ( k) ，2 ( k) ，…，2n－1 ( k) ，2n ( k) ］
T ．
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即
0 ( k) = 1，
1 ( k) = sin( πx( k) ) ，
2 ( k) = cos( π( k) ) ，
…
2n－1 ( k) = sin( nπx( k) ) ，











图 2 所示模型的输出估计值为 ŷ( k + 1) = ŷ1 ( k + 1) + ŷ2 ( k + 1) ．
2. 2 基于 PSO优化算法的参数辨识
PSO算法是一种基于群体的演化算法［14］，求解优化问题时，首先在解空间内随机初始化粒子，
每个粒子都有自己的位置和速度，还有一个由被优化函数决定的适应值． 在每一次迭代中，粒子通过
跟踪两个“极值”来更新自己，一个极值为粒子本身所找到最优解，叫做个极值点 ( Pbest) ; 另一个
极值是整个粒子种群目前找到的最优解，叫全局极值点 ( Gbest) ． 设 S 为粒子群个数，Xi = ( xi1，xi2，
…，xip ) ∈ R
p 表示第 i粒子的位置，Vi = ( vi1，vi2，…，vip ) ∈ R
p 表示第 i 粒子的速度，粒子搜索到的
Pbest为 Pi = ( pi1，pi2，…，pip ) ∈ R
p ，整个粒子搜索到的 GPbest为 Pg = ( pg1，pg2，…，pgp ) ∈ R
p ． 在找
到两个最优解后，粒子可根据式 ( 5) 和式 ( 6) 来更新自己的速度和位置．
vij ( t + 1) = χ{ vij ( t) + c1 r1j ( t) ［pij ( t) － xij ( t) ］+ c2 r2j ( t) ［pgj ( t) － xij ( t) ］} ( 5)
xij ( t + 1) = xij ( t) + vij ( t + 1) ( 6)
其中，i = 1，2，…，S ; j = 1，2，…，p ; r1 和 r2 是介于 0 和 1 之间的均匀分布随机数; c1、c2 和 χ的值可
由 χ = 2 / 2 － l － l2 － 4槡 l 且 l = c1 + c2，l ＞ 4 来确定．
当 c1 = c2 = 2. 05，l = c1 + c2 = 4. 1 可获得较好的优化效果，具体的证明可见文献 ［15］．
基于 PSO优化算法的参数辨识实现流程如下:
步骤 1 进行相关参数的初始化，包括粒子个数的选择，粒子 Xi 和 Vi ;
步骤 2 计算 Pbest和 Gbest;
步骤 3 由式 ( 5) 和 ( 6) 更新粒子位置;
步骤 4 评价新位置的适应函数值． 适应函数值可由 eval =∑
K
k = 1
［y( k) － ŷ( k) ］2 /K计算得到，其中，
K为输入样本个数，̂y( k) 和 y( k) 分别表示与每个输入样本相对应的模型估计输出与实际装置输出．
步骤 5 由步骤 4 计算的结果判断是否达到预先设定的精度，如果达到 Gbest 值就是待求的与
FLANN的各项三角函数 sin和 cos连接的权值; 否则，先由步骤 4 的计算结果更新 Pbest和 Gbest，然
后返回步骤 3．
3 仿真实例
为了验证 FLANN － PSO的有效性，作者用了 4 个非线性动态系统辨识的例子加以分析． 令例 1 －
3 中辨识模型的输入为
x( k) = sin 2πk /250 for k≤ 250
0． 8 sin 2πk /250 + 0． 2sin 2πk /25 for k ＞{ 250 ( 7)




σ2TD［y( k) － ŷ( k) ］
2 ( 8)
其中，σ2 为测试期间 TD 装置输出序列的标准方差．
例 1 已知某二阶装置，可用差分方程描述为 y( k + 1) = 0． 3y( k) + 0． 6( y) ( k － 1) + g［x( k) ］，
·131·
集美大学学报 ( 自然科学版) 第 16 卷
其中，线性部分的参数分别为 0. 3 和 0. 6，而未知非线性部分 g(·) 为 g( x( k) ) = 0． 6 sin( πx( k) ) +
0． 3 sin( 3πx( k) ) + 0． 1 sin( 5πx( k) ) ．
为了分析 FLANN － PSO辨识方法的性能，本文还将该方法与 MLP － PSO 辨识方法进行比较，两
种不同辨识方法性能的比较归结于表 1． 而本例辨识结果如图 3 所示．
表 1 不同辨识方法的性能比较
Tab． 1 Comparison of Performances of Different Identification Methods
辨识方法
Identification methods MLP － PSO FLANN － PSO
辨识方法




Number of particles 30 15
NN结构
Structure of NN 1 － 20 － 1 1 － 14 － 1
NMSE /dB － 9． 047 7 － 11． 850 0
迭代次数




Number of particles 40 20
NN结构
Structure of NN 1 － 20 － 1 1 － 14 － 1
NMSE /dB － 4． 455 2 － 9． 114 0
迭代次数




Number of particles 30 15
NN结构
Structure of NN 1 － 20 － 1 1 － 12 － 1
NMSE /dB － 22． 099 3 － 24． 142 7
迭代次数




Number of particles 30 15
NN结构
Structure of NN 1 － 20 － 1 1 － 16 － 1
NMSE /dB － 13． 969 6 － 19． 124 9
迭代次数
Iteration 1 000 15 － 20
说明: NN为神经网络 ( Neural Network) ; FLANN － PSO 迭代次数为训练 FLANN 结构时收敛于 MLP － PSO 迭代
1 000次收敛结果所需的训练次数; NMSE的定义见式 ( 8) ，这里单位为 dB．
Notes: the NN means Neural Network; the iteration of FLANN － PSO that the training iterathons of FLANN is used to covergence to the train-
ing results of MLP － PSO through 1 000 iterations． NMSE can be given by equation ( 8) ，and its unit is dB．
例 2 设某装置可用差分方程描述为 y( k + 1) = f［y( k) ，y( k － 1) ］+ x( k) ，其中，未知非线性函
数 f为 f［y( k) ，y( k － 1) ］ = y( k) y( k － 1) ［y( k) + 0． 5］［y( k － 1) － 1］/ ( 1 + y2 ( k) + y2 ( k － 1) ) ．
同例 1，用两种方法来逼近它，辨识结果如图 4 所示．
例 3 设某装置可用差分方程描述为 y( k + 1) = f( y( k) ) + g( x( k) ) = y( k) ［y( k) + 0． 3］/ ( 1 +
y2 ( k) ) + x( k) ［x( k) + 0． 8］［x( k) － 0． 5］，用于辨识其模型可描述为 ŷ( k + 1) = NN1 ( y( k) ) +
NN2 ( x( k) ) ，其中 NN1 (·) 和 NN2 (·) 表示用两个神经网络 ( FLANN或 MLP) 分别来逼近的非线性
函数 f和 g． 辨识结果如图 5 所示．
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例 4 某实验装置模型可描述
x( k) =
sin( 2πk /25) k = 1，2，…，250，
1 k = 251，252，…，500，
－ 1 k = 501，502，…，750，
0． 3sin( kπ /25) + 0． 1sin( kπ /32) + 0． 6sin( kπ /10) k = 751，752，…，1 000
{
，
y( k + 1) = f［y( k) ，y( k － 1) ，y( k － 2) ，x( k) ，x( k － 1) ］ = ［y( k) y( k － 1) y( k － 2) x( k － 1) ×
( ( y( k － 2) － 1) + 0． 5) + x( k + 1) ］/ ( 1 + y( k － 1) 2 + y( k － 2) 2］．
在这个实验仿真中，有 600 个样本用于系统建模，400 个样本用于测试，辨识结果如图 6 所示．
为了进一步验证基于 FLANN的非线性动态系统辨识的有效性，本文还将各个实例中的 FLANN －
PSO算法中的 NN结构采用与表 1 中 MLP － PSO相同，而粒群个数选择与表 1 中 FLANN － PSO 相同．
经仿真结果表明，各个实例中与 MLP － PSO 相同 NN 结构的 FLANN － PSO 平均收敛迭代次数小于
200 次，而 NMSE分别为 － 13. 653 8 dB、 － 26. 580 0 dB、 － 10. 364 2 dB和 － 21. 001 0 dB．
从表 1 不同辨识方法的比较结果和上面分析过程中可看出，基本 FLANN － PSO 非线性动态系统
辨识具有良好的辨识性能，且辨识精度高． 该方法也可以推广应用于辨识 MIMO非线性动态系统．
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