We introduce the concepts of a novel approach that allows for the quantification of infiltrating non-polluted waters by a combined analysis of time series of pollutant concentrations and discharged wastewater volume. The methodology is based on the use of automated sensors for the recording of the pollutant concentrations. This provides time series in a high temporal resolution that are suitable for a detailed data analysis and discussion on the underlying assumptions. The procedure is demonstrated on two examples from recent measurement campaigns in Switzerland.
INTRODUCTION
Most conventional Infiltration / Inflow studies are based on different types of local water balances, or simply calculate the "parasitic discharge" on the assumption that the night-time minimum of the diurnal wastewater hydrograph equals the extraneous flows. These methods are subject to considerable uncertainties due to the underlying assumptions. A favourable tool would in contrast be a chemical tracer that directly differentiates the origin of water in the sewer (i.e. "real" foul sewage or infiltrating water). Yet, the artificial labelling of drinking water is prohibited (health and legal concerns) and the infiltrating water cannot be labelled either (environmental concerns and practicalities).
As artificial tracers are not feasible for measuring infiltration, specific inherent characteristics of the wastewater flow have to be used as natural indicator of the mixing processes. The presence of infiltration principally causes a dilution of pollutant concentrations in the wastewater. Some former studies therefore aimed to estimate infiltration ratios by combining observed average concentrations of organic matter or nutrients in the wastewater with assumptions about the daily amount of foul sewage generated per inhabitant. In more detailed investigations for instance Verbanck et al. (1989) and Verbanck (1993) proposed the use of specific dissolved components like borates. However, the required accurate knowledge about the average per capita substance loadings and the average per capita foul sewage discharge must generally presumed to be rather unknown. These difficulties can principally be overcome by using the cyclic diurnal variations of the wastewater composition as an intrinsic tracer. Hager et al. (1984) suggested an iterative mathematical procedure to calculate the amount of infiltration based on pollutant concentrations of grab samples and flow measurements, typically taken in a series over a 24 hours period. Some similar approaches that use a graphical analysis of the pollutant concentrations are occasionally used in practice. All these procedures principally require the hypothesis of a constant pollutant concentration in the foul sewage and of a constant amount of infiltration over the day. However, as the amount of information about the diurnal variation of pollutant concentrations that can be gained with grab samples is rather limited, it was yet difficult to test the validity of these underlying assumptions.
In this paper we present a novel concept for the quantification of infiltrating non-polluted waters. The fraction of infiltrating water is determined from a combined analysis of time series of suitable pollutant concentrations and discharged wastewater. The data analysis is based on the use of a mixing model that describes the concentration of pollutants in the wastewater in dependency of the quantity of wastewater flow (Q) and time (t). The employed parameter set contains variables for a time dependent description of the infiltration rate and the pollutant concentration in the foul sewage.
The parameter values can be estimated by fitting a modelled time series of pollutant concentrations to the measured wastewater data.
METHODOLOGY
The chemical hydrograph separation of wastewater discharge requires a suitable natural tracer and an appropriately parameterized mixing model allowing for the identification of the different flow components:
A suitable bulk concentration parameter for this application is as an example the chemical oxygen demand (COD) of the wastewater, as in most cases its concentration in the parasitic water can assumed to be negligibly low. This avoids certain difficulties that would otherwise arise from the need to accurately characterize the mass contribution of tracer substance that is stemming from the infiltration itself. Recently available submersible spectrometer probes allow for a direct measurement of COD-equivalents in the media by the means of light absorbance in the UV-VIS range (Langergraber et al. 2003) . Such use of an appropriate automatic measuring device provides time series in a high temporal resolution, which significantly improves the documentation of the wastewater composition dynamics compared to conventional discontinuous laboratory analysis. This is a basic requirement for our suggested data analysis.
Our brief definition of a mixing model starts from the general assumption that the amount of discharged wastewater is composed of a variable volume of real foul sewage and a certain volume of parasitic infiltration.
wastewater foul sewage infiltration
When observation intervals are broadened, the amount of infiltration usually reveals considerable temporal variations and seasonal trends. In particular, larger rain events cause a rise of the groundwater table and an increased degree of saturation in the vadose zone. Depending on the hydraulic retention capacity of the underground, this provokes a temporarily retarded additional amount of infiltration. The infiltrating water is therefore conceptually divided into a constant baseflow and an exponentially receding interflow component:
where Q 0,interflow is the initial magnitude of interflow at the time t 0,interflow and k rec is the associated recession constant. 
As t 0,interflow and Q 0,interflow are not independently identifiable, one of these two parameters must be set to an appropriate fixed value beforehand. Since the occurrence of a rain event is usually well documented, this can easiest be done for t 0,interflow . The corresponding value of Q 0,interflow can then be estimated by the optimization algorithm. This necessity is simply due to the characteristics of the exponential receding function and does not conflict the applicability of our approach: The estimated Q 0,interflow at a point in time t 0,interflow does not necessarily need to occur in the span of time of the real time series, but might even be positioned to a virtual point outside this range. The only demand on these parameters is to allow for an adequate description of the interflow receding curve according to equation 2 within the investigated span of time.
COD foul-sewage can basically be introduced into the model as a constant value. However, it appeared to be feasible to account for a time dependent variation of the pollutant concentration in the foul sewage. Favourable time dependent terms are in the first instance descriptions of diurnal or weekly periodicities. To further extend the flexibility, an additional dependency of COD foul-sewage on the amount of currently discharged foul sewage Q foul-sewage can also be considered. These extensions lead to the following equations:
For the analysis of the two demonstrated application studies (next chapter) we specified:
In these examples the diurnal variation was sufficiently described by a simple periodic function with a periodicity of one day:
where A is the Amplitude and freq is the frequency of the diurnal variation. freq was fixed to the value 1 day -1 in our examples. phase accounts for the constant phase shift of this periodicity relative to the daily 24 hours cycle. A weekly periodicity was not considered.
To describe the dependency of the foul sewage concentration on Q foul-sewage we chose a conceptual polynomial formulation with constant coefficients a, b and c in the form of
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FIELD MEASUREMENTS
The application of our approach will be discussed based on two exemplary sets of field measurements. Figure 1a shows a cut out from a measurement campaign that was realised in spring 2003 in the influent of the municipal wastewater treatment plant Uster (CH). The plant serves a catchment with mixed infrastructure and approximately 35.000 inhabitants connected. The second campaign was conducted in autumn 2003 in a combined sewer (Figure 1b ). This trunk sewer connects the village Rümlang (CH, approximately 5.600 inhabitants) to the regional treatment plant.
COD-equivalents were measured in 2 minutes intervals with a submersible UV-VIS spectrometer (type spectro::lyser, s::can Messtechnik GmbH, Vienna) by means of light absorption spectra in the 200-750 nm range. In Uster the probe was installed in the influent channel downstream of the screening chamber. In Rümlang it was directly mounted inside the combined sewer pipe. UV-VIS absorbance is only an indirect method for the determination of COD-equivalents. The instrument was therefore 'in-situ' calibrated with a series of grab samples taken for laboratory analyses from the sewage stream passing the sensor. The wastewater flow was recorded with a temporal resolution of 1 minute with standard area-velocity flow meters (Doppler ultrasonic velocity and ultrasonic respectively air bubbler level measurement).
DATA ANALYSES
The flow recordings from Uster had to be preprocessed with a moving average filter in order to remove higher frequency fluctuations overlaying the wastewater discharge curve. These modulations were caused by periodic backwater effects into the incoming sewer due to the treatment plants screening activity. No pre-treatment was required for the COD time series from Uster and both the flow and COD time series from Rümlang.
The mixing model according to equations 1 to 6 was implemented using the simulation and data analysis tool AQUASIM (Reichert 1994 ). The parameter values were then estimated by minimizing the sum of weighted squares of the deviations between the measured COD-equivalents and the calculated model time series COD wastewater,model ( figure 2a and b) . This optimisation was performed with the constrained minimisation algorithm of AQUASIM (Reichert 1998) , that is based on the Standard errors and correlation coefficients have been calculated by means of a finite difference approximation for the derivatives of the parameter estimation with respect to the accumulated residuals. This simplification is supposed to be reasonable for the two demonstrated data sets. However, as the employed mixing model contains distinct nonlinear structures it must be emphasized that such linearization can cause inaccurate error estimates in cases of larger uncertainty ranges of the parameters. The error approximation is yet furthermore possibly affected by the occurrence of serially correlated residuals between measured and modelled data. This is assumed to be implicitly due to the high temporal resolution of the automated in-line measurements, but can lead to a certain underestimation of the standard errors. 
RESULTS AND DISCUSSION
The modelled time series for COD provides a good reproduction of the measured data and can satisfactorily explain the major elements of the wastewater pollutograph. The parameters describing Q infiltration were successfully identifiable from the measured time series Q wastewater and COD wastewater without requiring additional external information. Figure 3a and 3b illustrate the resulting separation of the wastewater discharge into the three flow components parasitic baseflow (constant), parasitic interflow (exponentially receding) and real foul sewage (diurnal variation .5 % percentiles of the resulting cumulative probability density functions derived from 1000 simulation runs. It is remarkable that the separation between total infiltration and foul sewage is apparently more precise than the separation between baseflow and interflow. For exemplification the total volumes of infiltration that were discharged within the span of a week are listed in table 3. The infiltration ratio X infiltration relates the volumes of infiltration to the total amount of wastewater discharge within the considered span of time.
It should be pointed out that the approximated standard errors given in table 1 and the specified confidence intervals given in superimposing the measured time series. However, the validity of our parameter estimates might rather be influenced by possible systematic measurement errors that are affecting the accuracy of the measured data series Q wastewater and COD wastewater . The practical relevance of uncertainties that is stemming from possible systematic errors which are embedded in the measurements of Q wastewater and COD wastewater will also depend on the intended use of the examination outcomes. As an example the over-or underestimation of Q wastewater will of course lead to an over-or underestimation of Q infiltration . However, if the demanded result of the examination is not the absolute value of Q infiltration , but rather the infiltration ratio X infiltration , the larger part of the error will in turn be crossed out. Nevertheless even in this case some part of error contribution will remain, due to the partly nonlinear behaviour of the suggested mixing model.
To conduct a rough check of the robustness of our estimates with respect to possible systematic errors embedded in the measured variables, a brief set of error scenarios was calculated. For both measured variables a hypothetical constant offset error α and a relative error β according to equation 7a and 7b were assumed. The parameter estimation was repeated and the infiltration totals and average infiltration ratios for the time span of a week were recalculated based on the new estimates.
A hypothetical offset error of 45 mg/l for COD wastewater equals 20 % of the average COD concentration measured in Uster and 10 % of the average value in Rümlang respectively. Offset errors for Q wastewater were chosen as 15 % of the minimum value occurring in the time series. Table 4 summarizes the observed effects on the calculated mean values for the final results.
Systematic relative errors embedded in COD wastewater apparently do not affect either ∑ Q infiltration or X infiltration . A relative error on Q wastewater causes a recognisable effect on ∑ Q infiltration only. More critical attention has to be spent to possible systematic offset errors in the concentration and flow measurements, as these can considerably influence all estimates. However, the assumed magnitudes for systematic measurement errors given in table 4 are supposed to reflect a rather pessimistic hypothesis of the achievable measurement quality, especially with regard to the concentration measurements. 
