An effective means for analyzing the impact of novel operating schemes on power systems is time-domain simulation, for example, for investigating optimization-based curtailment of renewables to alleviate voltage violations. Traditionally, interiorpoint methods are used for solving the non-convex AC optimal power flow (OPF) problems arising in this type of simulation. This paper presents an alternative algorithm that better suits the simulation framework, because it can more effectively be warm started, has linear computational and memory complexity in the problem size per iteration and globally converges to Karush-Kuhn-Tucker (KKT) points with a linear rate if they exist. The algorithm exploits a difference-of-convex-functions reformulation of the OPF problem, which can be performed effectively. Numerical results are presented comparing the method to state-of-the-art OPF solver implementations in MATPOWER, leading to significant speedups compared to the latter for smaller systems and comparable performance for larger cases.
Since it is non-trivial to predict the impact of such shifts in operational paradigms on power systems, time-domain simulations provide valuable insight [4] . System-wide simulations over extended periods of time can demonstrate seasonal impacts and yield statistical data. This data provides a more in-depth view than worst-case snapshot studies, which are the current industrial practice. While the latter only provides information on violation severity, the former also gives a sense of how often they occur. However, if the impact of optimization-based approaches is to be simulated over such long periods of time and for different scenarios, a large number of optimization problems need to be solved. In the case of dispatch optimization, sampling times for the control are on the order of 15 minutes. This means that proposed optimization problems can typically be solved fast enough for on-line operation using state-of-the-art software such as MATPOWER [6] . However, in simulations, solving the optimization problems is the most computationally expensive task. Therefore, efficient numerical methods are essential for performing simulations in a practical time frame.
In many cases, the problems proposed in optimization-based operation schemes are related to a class of problems collectively referred to as optimal power flow (OPF) problems. An extensive amount of literature exists on solving such problems and a recent survey is given in [7] , [8] . However, due to the non-convexity and large scale of the problem, it remains an active research topic. In fact, the non-convexity makes the problem computationally intractable to solve to global optimality in general. However, critical points can in most cases be found efficiently if they exist. The most popular approaches to solving AC OPF problems are interior point methods [9] and sequential convex approximation methods [10] [11] [12] . While the former are numerically robust and well-studied, the latter tend to be faster according to [7] . There are two main sequential convex approximation approaches: Sequential linear programming (SLP) and SQP. These schemes approximate the original problem iteratively with convex linear and quadratic programs, respectively. Most implementations of these approaches use conventional power flow computations between their iterations to restore feasibility of the Kirchhoff equations. In general, SLP/SQP methods require extensions to become globally convergent, which reduces their performance [7] . A recently developed alternative approach is to solve a convex semidefinite programming (SDP) relaxation of the problem [13] , [14] . The optimal value of this relaxation is either the globally optimal value of the non-convex problem or in the worst case only a lower bound on the latter.
The reformulation presented in this paper allows for the solution of AC optimal power flow problems using difference of convex functions programming [15] . In comparison with SLP, the method has no issues of unboundedness of the relaxations and is globally convergent without extensions. The presented method operates entirely in the voltage space, satisfying the Kirchhoff equations by design and thereby eliminating the need for conventional power flow computations. In comparison with the SDP relaxation, it converges to critical points at a lower computational cost than the former. Also, the SDP relaxation provides only a lower bound on the objective in the worst case, which does not provide a feasible point. Whether or not the SDP relaxation holds also depends on the set of active constraints, which can be different for different operating points of the same system. In contrast, the proposed method always converges to a critical point if one exists. While local optimality of these points is not guaranteed, experiments show that they represent acceptable solutions. This statement will be quantified in the numerical results section.
In this work, we present the application of our method to a specific example of an optimization-based operation scheme designed to reduce RES curtailments. In this example, the distribution system operator (DSO) is tasked with keeping the system stable and within the allowed operating conditions. Normally, DSOs are state-regulated entities, thus their operation is not for financial gain. One example of such a regulation is the EEG in Germany [16] . The range of actions the DSO can take includes adjusting setpoints of generators and curtailing renewable energy sources. Approaches for finding such points currently used in practice are usually rule-based. Such rules involve a significant amount of tuning and rarely come with mathematical guarantees. Additionally, costs for adjustments can only indirectly be taken into account. With an optimization-based approach, such costs can naturally be handled.
While the rest of the paper is developed with this specific example in mind, the theory applies to a wide range of problems involving similar constraints, including standard economic dispatch. In particular, any AC power flow optimizations can make use of the decomposition technique presented here.
A. Outline
The rest of this paper is structured as follows: Section II introduces some preliminaries. In Section III, we present an efficient reformulation of the optimization problem such that the difference-of-convex-functions method is applicable. Section IV elaborates on how the convex inner problems arising in the proposed algorithm can be solved efficiently. In Section V, numerical results are presented and discussed. Final conclusions are presented in Section VI.
II. PRELIMINARIES
This section outlines both the model of the power system as well as the optimization-based control strategy we propose. Basic notation is introduced, assumptions are clarified and current operational practice is described.
A. Notation
The power grid is modeled as an undirected graph with N vertices and L edges. Let the edge and vertex sets be E and N , respectively. Vertices model buses, while edges model power lines. Each line (say, from bus j to bus l) has admittance y j l ∈ C. Each bus j has an associated voltage v j ∈ C and power infeed s j ∈ C, where Re(s j ) denotes active and Im(s j ) denotes reactive power. Let v, s ∈ C N be the stacked versions of the bus voltages and powers, respectively. The admittance matrix of the grid is given as
where y sh j ∈ C are shunt admittances. The Kirchhoff equations for the system can hence be written in matrix form:
where· describes the (element-wise) complex conjugate. Let e k denote the k-th unit vector with appropriate dimension. Let (·) r := Re(·), (·) q := Im(·) and let g k , b k be the k-th rows of Re(Y ) and Im(Y ), respectively. For symmetric matrices A ∈ C n ×n , let the set J(A) be the set of indices of non-zero columns.
B. Operational Constraints
The constraints representing limits introduced by the system operator are either due to regulations or to avoid damage to the system. Firstly, the voltage magnitude has to be within a fixed interval for each bus j:
These limits are important for distribution grids, since the assumption of low-resistance lines commonly made in transmission grids does not hold. This means there can be significant discrepancies in the voltages between two endpoints of a line. Additionally, one of the main problems faced by DSOs are voltage constraint violations due to local renewable power in-feeds. Finally, the current through each line (j, k) is limited for thermal reasons:
The limits in (3) and (4) together will hereafter be referred to as the operational constraints for the power grid. The DSO action space is modeled as an interval of active and reactive power for each bus j:
For buses at which the DSO cannot intervene, the upper and lower limits in (5) are equal. Let (s 0 , v 0 ) be an operating point of the power grid that represents the state of the distribution grid without any optimization-based intervention. If this point satisfies all operational constraints (3) and (4) , no DSO intervention is required. Otherwise, some limits are violated and the task of the DSO is then to find a point (s, v) that satisfies all operational constraints, but also lies within its action space (5) .
C. DSO Optimization Problem
The penalization for introduced deviations to power setpoints is modeled linearly here, while voltage deviations are interpreted as an effect of changing powers without a direct cost. This is the case for example in Germany [16] . Even though the DSO is not run for profit, its operational cost has to be covered by the power consumers. It is therefore reasonable to perform a social welfare optimization for least cost:
where the 1-norm cost function is proportional to the monetary cost for the power deviations introduced by the DSO. For renewable in-feed curtailment, this situation is commonplace in some European countries, where the operator is typically required by law to pay the nominal price for available power, regardless of whether it is used or curtailed. Since this is the most relevant case here, the assumption is made that all costs are of this structure. However, the general framework presented in this work can be extended to use any convex cost function. Problem (6) will hereafter be referred to as the OPF problem. It is non-convex due to the quadratic Kirchhoff equalities (6b) as well as the lower voltage magnitude bounds (6c).
D. Difference-of-Convex-Functions (DC) Programming
The method used in this work for solving problem (6) is called difference-of-convex-functions (DC 1 ) programming. This section outlines the algorithm and presents some existing related theoretical results. DC programming is a class of algorithms for solving problems of the form
where i ∈ {1, . . . , m} and the g i , h i are convex, subdifferentiable functions. A recent survey of the method and related theory is given in [17] , and [15] presents the basic algorithm, which is also given in Algorithm 1 for completeness. The main idea of the algorithm is to solve a sequence of convex problems obtained by linearizing the concave parts of the constraints and objective: The optimizer x * of (8) is then used as the next point of convexificationx, and the process is repeated until convergence is reached. The feasible set of (8) is a convex inner approximation of that of (7) . This means that (8) is not necessarily feasible, even if the original non-convex problem is. In order to deal with this, a penalty reformulation is used:
where β k ∈ R + is a penalty weight parameter that is updated after each convexification using the rule in Algorithm 1.
It is shown in [15] that this algorithm globally converges to a KKT point of (7) with a linear rate, provided one exists and standard constraint qualifications are satisfied.
III. REFORMULATION OF OPF AS DIFFERENCE-OF-CONVEX-FUNCTIONS PROBLEM
In this section, the DSO OPF problem (6) is reformulated as a quadratically constrained linear problem (QCLP). An efficient way of computing the splits of the non-convex functions into differences of convex functions is presented, resulting in a special structure of the convex sub-problems. The latter will be efficiently solvable thanks to this structure.
A. Reformulation as QCLP
As already shown in [18] , OPF problems with linear cost functions can be recast as non-convex quadratically constrained linear programs. A similar technique will be applied here. First, let s 0 ∈ C N , v 0 ∈ C N be the power and voltage vectors the system is operating at without any DSO intervention. We now introduce the difference in voltages introduced by the DSO as follows:
where Δv ∈ C N is the change from the starting point and v is the resulting voltage vector. This deviation-based formulation was chosen to emphasize that the optimization is performed over changes to a set-point. Note that it would also be possible to apply the approach presented in this paper using v directly.
The resulting change of powers Δs ∈ C N can be computed using the Kirchhoff equations (6b):
Define now Y (k ) as a version of Y with all but the k-th row set to 0. After some reformulation, we can write
The linear parts in (11) are given by
Equations (11) can now be used to express the constraints on powers given in (6d)-(6e) as constraints on Δv. Using (10), the constraints (6c) and (6f) can also be expressed in Δv. Finally, problem (6) can be rewritten entirely in the variable z:
where K := 6N + L. The constraints (14b) are reformulations of the original constraints (6c)-(6f). The structures of the F i are of particular importance in later sections, which is why they are given here. Note that the matrices from (12) are not symmetric, but they can be trivially made symmetric without changing the value of the constraints in (14b). We hence define the symmetric versionŝ
A visualization of the described sparsity patterns is given in Fig. 2 . Since the cost function (14a) is inconvenient due to its non-smoothness, a standard 1-norm reformulation with additional slack variables u ∈ R 2N is performed. Defining (14) can be written as follows: 
B. Application of DC Programming
In order to apply DC programming to solve (16) , both (16a) and (16b) have to be written as a difference of two convex functions as described in (7) . We call this procedure a "DC split". Since (16a) is linear, we can just define g 0 (x) := c T x and h 0 (x) := 0. The constraints (16b) on the other hand can be nonconvex, so they have to be split. For every symmetric indefinite matrix M , there exist infinitely many pairs M + , M − 0 such that
This means that once such M + and M − are determined for all constraints, problem (16) can now be written in the form of (7) and the algorithm from Fig. 1 can directly be applied. The existence of infinitely many splits of the M matrices from (16) raises the question of optimal split selection. The selection that has been effective in experiments is to split the matrices such that the M − i have small eigenvalues. This split strategy leads to the curvature of the concave terms −x T M − i x being smaller and therefore the linearized approximation being closer to the original non-convex term.
C. Analytic Eigenvalue Computations
Since there are a large number of constraints of the type (16b), calculating splits using numerical eigenvalue decompositions would be computationally prohibitive. Due to the structure of the M i , eigenvalues can be computed analytically using the method described in this section. Note first that for the indexes i corresponding to voltage or line constraints, the eigenvalues of M i are trivial to compute due to their simple structure. For the power constraints, we use the following Lemma (previously shown in [19] ):
Lemma 1: The eigenvalues of the matricesĤ r,k andĤ q,k are given by
Proof: See [19, Section 5.3] .
Note that the computation of the eigenvalues above is particularly efficient since the Y (k ) only have as many entries as bus k has neighbors. Since power system graphs are generally very sparse, this yields a significant reduction in computational cost over even an iterative approximation of eigenvalues, let alone a standard exact computation. This decomposition has to be performed only once for a given network topology. The computational effort is negligible compared to the rest of the algorithm.
D. Sparse Splits
At this point, the eigenvalues of all the matrices M i can be computed efficiently. In this section, these eigenvalues will be used to construct M + i and M − i efficiently. We define a sparse, diagonal matrix D i as follows:
This diagonal matrix D i hence has ones only at the row and column indexes at which at least one of M i or m i also has nonzeros. We then define the split
where α is the absolute value of the largest eigenvalue of M i . This sparse split guarantees positive definiteness of the split matrices since it only shifts the non-zero eigenvalues. Experiments showed that this splitting choice both leads to sparse, well-structured inner problems as well as leads to a reasonable number of outer iterations. Adding a regularization I, > 0 to both M + and M − leads to the inner problems becoming numerically easier, but leads to a loss of sparsity of the latter. Other split choices were not explored.
IV. EFFICIENT SOLUTION OF INNER PROBLEMS
The bottleneck of the DC algorithm is the solution of the convex approximation. With the splits (21) applied, the problem to be solved at each DC iteration has the form minimize x∈R 4 N ,t∈R
i ∈ {1, . . . , 10N + L}, t ≥ 0,
wherex k is the current point around which a convex approximation is formed, and
General-purpose sparse convex second-order cone programming codes such as ECOS [20] , GUROBI [21] or MOSEK [22] can be used to solve these problems. However, the structure of the problem suggests that a specialized solver could lead to increased performance: The constraint Hessians M + i are diagonal and sparse, and all nonzero entries have the same values. Exploiting this structure and using some additional reformulation, the dual of (22) can be written as
A detailed derivation of the problem data in (24) is given in the appendix. Problem (24) can be solved efficiently using the projected gradient method [23] , [24] . Due to the sparsity of C and D, the iteration complexity of the method is linear in the number of buses and lines of the grid if the maximum number of neighbors in the grid is assumed to grow slowly with grid size.
V. NUMERICAL RESULTS
In this section, we present numerical results on the performance and behavior of the proposed algorithm. In order to make the results comparable to other work in the field, some of the tests will be conducted on the IEEE benchmark test systems available in MATPOWER [6] , [25] . For the experiments, a standalone implementation of the proposed method was created, which will be referred to as DQ-OPF. The implementation is a single-threaded, library-free ANSI C code. The test computer had a Core i7-4600U dual-core CPU clocked at 2.1 GHz and 8 GB of memory. The operating system used was Debian Linux.
A. Algorithm Behavior
In the first set of results, the convergence behavior of the algorithm is investigated. For these problems, a local optimum Fig. 3 . The DC method applied to the MATPOWER version of the IEEE 30-bus grid, using dual projected gradient as the inner solver. The "t (inner)" line represents the maximum constraint violation of the convex approximation at that iteration, whereas the "t (actual)" represents the maximum constraint violation of the original, non-convex problem. The lower subplot shows the true objective as well as the difference between subsequent iterates.
(s * , v * ) was found with IPOPT [26] . The entries of v * were then perturbed uniformly and the corresponding perturbed powers were computed using the Kirchhoff equations to yield a perturbed operating point (s,ṽ). The perturbation size was chosen to make the maximum power bound violation about 100%. This was done in order to simulate the practical situation of the power grid state being only slightly infeasible with respect to the operational constraints, but respecting the Kirchhoff equations. Note that a point satisfying the Kirchhoff equations can be found for any initial guess of voltages by simple evaluation of (2). While satisfaction of the Kirchoff equations is not a prerequisite for the method to work, the former was found to improve convergence speed. The point (s,ṽ) was used as starting point (s 0 , v 0 ) as defined in Section II-B, and DQ-OPF started from there.
An example solver run is shown in Fig. 3 with a termination criterion of x k − x k −1 2 ≤ 10 −4 . Within a small number of DC iterations, the maximum constraint violation of the non-convex problem drops below 10 −4 per unit, which is well below 1% relative accuracy. Note also that the objective value does not improve significantly past iteration 5. For the problem shown in Fig. 3 , the inner convex problems were solved to high accuracy (10 4 inner iterations). In other sequential convex programming methods, it is often observed that solving the intermediate problems approximately can often be sufficient for convergence [27] . In order to investigate if the proposed method behaves similarly, the gradient solver iterations were limited to 100 in the same problem as above, and the other parameters left unchanged. The resulting run for the same problem is shown in Fig. 4 . While the number of outer iterations required is higher than before for the same accuracy, the overall computations are two orders of magnitude cheaper computationally. There is a trade-off between inner accuracy and outer number of iterations: Limiting the inner accuracy too much can lead to a strongly increased amount of outer iterations, especially for larger grids. It was found that the inner accuracy should be chosen at least as accurate as the termination criteria of the outer loop. Note that the objectives in Figs. 3 and 4 Fig. 4 . Solution of the same problem as in Fig. 3 , but with the accuracy for the inner problem severely limited. The optimal value of the inner problems no longer decreases monotonically, due to the inaccurate inner solutions. converge to slightly different values. This is due to the two solver runs converging to different local optima. In the experiments with the proposed method, it was found that the KKT conditions were satisfied whenever the method was run until convergence, however in general the second-order condition indicated that convergence was to saddle points and occasionally local minima. Convergence to local maxima was never observed.
The specific KKT point converged to depends on the starting point of the method as well as the algorithm parameters. Additionally, if the method is started at a point that is very far away from being feasible (for example, all voltages set to 0), it can converge to a locally infeasible point. Both of these properties are shared by all other local methods for solving non-convex problems the authors are aware of. The latter case of convergence to local infeasibility was only observed for the largest systems in experiments with the aforementioned bad starting points.
B. Performance
In order to compare the implemented method to the state of the art, MATPOWER test cases were used in conjunction with the 1-norm cost function, as described in (6) . The 1-norm cost was implemented using MATPOWER's piecewise affine cost function functionality. Instead of solving the inner problems accurately as shown in Fig. 3 , the inner solver was limited to 100-1000 iterations depending on grid size, yielding the aforementioned calculation time improvements. The DC solver parameters were tuned for one instance of the problem and then reused across all runs. The solver was started at (s 0 , v 0 ). As a reference, we used MATPOWER's IPOPT interface along with the parallel PARDISO [28]- [30] solver for linear systems. This reference solver was selected because Matpower's website listed it as the best performing solver in the package. Table I presents the results averaged over 100 runs with random initial points created as in the previous experiment. In these experiments, IPOPT was warm-started at the same point as DQ-OPF using MATPOWERs warm-start functionality. DQ-OPF is faster in many cases, with the speedups for the smaller grids being substantial. For the larger grids, the run times are comparable to the reference. Further speedups can be expected in the proposed method through parallelization and more efficient code. For the largest grid, MATPOWER ran into memory issues on the computer used. DQ-OPF uses a memory amount linear in the problem size and hence had no such issues. Note also that IPOPT was run with multi-threading enabled (2 threads) and the times shown are wall clock, not CPU time.
Another observation is that the average objective values were consistently smaller with the method used. This means the proposed method found local optima with better objective values. A likely reason for this is the objective function, which represents distance from the starting point (s 0 , v 0 ). The presented method tends to find local optima close to the point at which it was started, whereas IPOPT (and interior-point methods in general) seem to benefit less from warm-start information [31] . This difference in objective values was made both when IPOPT was warm-started as well as when the default settings (no warmstart) were used.
Further experiments showed that the runtime of the proposed method increases roughly linearly in the distance of the starting point to the KKT point it converges to. For the larger systems, the increase in runtime was found to be larger than for the smaller systems. It may therefore be advisable to use an alternative method in cases where no good initial guess for the voltage profile is available. Note that in time simulations an initial guess is always available in the form of the solution of the previous time step.
C. Case Study: Simulation Experiment
In order to demonstrate the effectiveness of warm-starting the presented method, a power system time simulation experiment is presented in this section. The experiment was run with the test grid shown in Fig. 7 . Three different approaches to dealing with voltage violations were tested: 1) Rule-based curtailment: In this control scheme, no optimization is run, instead the renewable in-feeds of the grid are simply curtailed down to a fixed fraction of their rated in-feed. This case reflects current industry practice. 2) IPOPT OPF-based curtailment: In this scheme, problem (6) is solved to local optimality with MATPOWER, using IPOPT/PARDISO as OPF solver. 3) Proposed method OPF-based curtailment: Problem (6) is solved to local optimality, but with the method presented in this paper. The solver is warm-started with the solution from the previous solve when available. The inner problems were solved with the dual gradient method, which was limited to 200 inner iterations. As a simulation environment, Adaptricity DPG.sim [34] was used. At each simulation time step, the operational limits (2), (3) and (4) were checked. If any of them were violated, one of the approaches above was invoked. The resulting power in-feed and voltage profiles for the different approaches are shown in Figs. 5 and 6, respectively. As can be seen in the uppermost subplots of the two figures, the profiles obtained by using the rule-based curtailment controller have strong fluctuations due to the controller intervening non-smoothly when violations are detected. Both the voltage and power profiles are much smoother if the optimization-based intervention solving (6) is performed. Even though only local optima are found both in MATPOWER and the presented method, these smoother profiles were observed in all simulations. Additionally, even though the different numerical approaches often yield different local minima, the difference in cost function values is minor. The distribution of solve times for the simulation is presented in Fig. 8 . As can be seen, the average solve time of the proposed method is only about 14% of the state of the art. This directly results in a speedup of up to factor 7 in the simulations.
Finally, due to the less severe interventions, much less curtailment is required compared to the rule-based controller, resulting in a significant increase of renewable energy integrated. Fig. 7 . Rural MV grid used for the simulation experiment. Taken from [32] , with cycles opened. The system data is available at [33] . Note that while the grid here is radial, this is not a required assumption for the proposed method. The cyan bus in the middle is the slack bus, modeled here as a bus with no power limits. The typical increase in the latter is in the 20-40% in yearly simulations, but the specific value depends strongly on the grid topology and available amount of RES capacity.
VI. CONCLUSION
This paper presented an alternative approach to dealing with over-voltage problems in distribution grids with an OPF-based approach that leads to minimum intervention by the DSO. Along with a formulation of the optimization problem, a novel method to solve it to local optimality was presented. The latter can be warm-started and significantly outperforms current state-ofthe-art interior-point methods for small size test systems. The presented method can easily be extended to other optimization problems involving AC power flow constraints.
APPENDIX

A. Box-Constrained Inner Problem Formulation
The intersection of the constraints in (22) is not efficient to project onto, hence using the projected gradient method will not be efficient. Using two reformulations, the problem will be recast as a minimization of a smooth function subject to box constraints. The first step is a lifting into a higher-dimensional variable space: We introduce variables y i := x 2 i and change the penalty function from an ∞-norm to a 1-norm (another possible penalty function shown in [15] ). The inner problem to be solved then becomes minimize x,y ,t
where
Note that since u 2 i does not appear anywhere, the last 2N columns of B are 0. We now make use of the following lemma to relax the constraints in (25c):
Lemma 2: Consider a version (P) of (25) with the constraints (25c) relaxed to
For every minimizer of (P) with one or more of (27) inactive, a minimizer with equal cost function can be found which has all the constraints (27) active. Proof: The lemma will be shown by construction: Assume a point (x , y , t ) is optimal for (P), but a constraint in (27) is not active. Then the y i corresponding to that constraint can be decreased to make the constraint active without any change to the cost function or constraint satisfaction. The latter is due to all entries of B being non-negative.
Lemma 2 implies that we can simply solve the relaxed version of (25) and then recover an optimal solution for the latter. This is not surprising, since (25) is just a reformulation of a convex problem.
B. Derivation of the Dual Problem
In this section, a detailed derivation of the step from (25) to (24) is given. First, notice that the only non-zeros entries of c in (25) are those corresponding to the slack variables u introduced in (16). Moreover, the constraints corresponding to the cost function reformulation do not need penalties, since they are satisfied by construction. Recalling x := [z T u T ] T , we can rewrite (25) as minimize x,ỹ ,u,t
where t is now a vector andỹ is a vector of the first 2N entries of y (the last 2N entries would represent u 2 i and can be removed from the problem). In (28) , constraints (28b) contain all the actual constraints (originally (14b)), whereas (28c) contains all constraints resulting from the cost function reformulation. The matrices A 1 , A 2 are the rows of the respective constraints in (25b), with the last 2N columns removed because u is now treated separately again. In the 1-norm cost formulation, a trick has been applied: Normally, a cost of |w| for some variable w would be replaced by one slack variable s and then a problem The equivalence is easily shown: One of −w, w is always negative, leading to one of s 1 , s 2 becoming 0, and the cost being equivalent to the more standard formulation. Because this alternative formulation was used, one can treat the t and u in (28) the same and rewrite the latter once more as minimize x,ỹ ,t
where t ∈ R 10N +L and
At this point, let λ, μ and γ be the dual multipliers for the constraints (29b), (29c) and (29d), respectively. The Lagrangian of (29) then becomes L(z,ỹ, t, λ, μ, γ) = 1 T t + λ T (Cz + Dỹ − d − t)
Setting the partial derivatives to 0 yields
Equation (31b) implies that
This relation can also be used to recover the primal variables from a dual solution. The dual problem hence becomes maximize x,y ,t
Upon closer inspection of (32), it can be seen that γ and μ can be eliminated to yield maximize x,y ,t
Finally, since all entries of D are non-negative, constraints (33b) imply (33c), and the latter can therefore be removed, resulting in the formulation (24) presented in the main text.
