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Abstract
This paper deals with the stochastic modeling of a class of heterogeneous population dynamics
in a random environment. These Birth-Death-Swap populations generalize Markov multi-type
Birth-Death processes, by considering swap events (moves between subgroups) in addition to de-
mographic events, and allowing event intensities to be random functional of the population. The
complexity of the problem is significantly reduced by modeling the jumps measure of the popula-
tion, described by a multivariate counting process. In the spirit of Massoulie´ (1998), this process
is defined as the solution of a stochastic differential system with random coefficients, driven by a
multivariate Poisson random measure. The solution is obtained under weaker assumptions than
usual, by thinning of a dominating point process driven by the same Poisson measure.This key
construction rely on a general comparison result of independent interest.
The second part is dedicated to averaging results when swap events are more frequent than de-
mographic events. An important ingredient is the stable convergence which extends naturally the
convergence in distribution in the presence of a random environment. The pathwise construction
by domination yields straightforward tightness results, in particular for the population process
which is considered as a simple variable on Ω×R+. At the limit, the demographic intensity func-
tionals are averaged against random kernels depending on swap events. Finally, we show under a
natural assumption the convergence of the aggregated population to a “true” Birth-Death process
in random environment with density-dependence.
Key-words: heterogeneous population dynamics, random environment, point processes,
SDEs driven by Poisson measures, strong comparison, averaging, aggregation, two timescales,
stable convergence.
Introduction
Multi-type Markov Birth Death processes (MBDP) are popular models in many fields,
useful to describe of a wide range of heterogeneous population dynamics or interacting
particle systems. For instance, human populations show large variations geographical and
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socioeconomic in patterns of survival and fertility among individuals and over time (Elo
(2009), National Research Council (2011), El Karoui et al. (2018), Kaaka¨ı et al. (2019)).
Their evolution is also strongly influenced by the environment (economic growth, advances
in public health, pollution, climate change...).
Standard demographic tools based on linear models, are limited to model these stylized
facts and understand how composition changes affect aggregated demographic indicators.
If the framework of MBDPs can solve some of these difficulties, the Markov assumption
is too limited to model evolving interactions and complex random environment, or com-
position changes. Similar questions appears in the study of heterogeneous ecological or
biological populations where composition changes play an important roles. For instance,
Auger et al. (2000); Pichancourt et al. (2006); Mose et al. (2012) study the deterministic
evolution of communities living and migrating on a fragmented habitat. Let us also cite
Billiard et al. (2016) who study horizontal gene transfer in a stochastic population model,
or Song et al. (2011), Marva´ et al. (2013). Changes in the environment also play a critical
role in these populations evolution.
The aim of this paper is to introduce a class of stochastic heterogeneous population
dynamics, relaxing the limitations of MBDP cited above. Individuals can move randomly
from one subgroup to another, during swap events, allowing for a more realistic description
of the population, and the random environment is taken into account in a very general
way. The event intensities, which are deterministic functions of the population state Zt
in MBDP , are here assumed to be random functionals µγ(ω, t, Zt−), only assumed to be
predictable with respect to a general filtration (Gt). This general class of stochastic popu-
lation dynamics is called a Birth Death Swap (BDS) population, a terminology introduced
by Huber (2012) for (Markov) particle systems.
The distributional viewpoint is not well-suited to the study of BDS, and the pathwise
viewpoint is preferred. In contrast with the existing literature (see e.g. Fournier and
Me´le´ard (2004); Bansaye and Me´le´ard (2015)),the representation of BDS is not centered
on the population itself, but rather on its jumps measure, described as a multivariate
counting process. The study of the BDS population Z = (Zt)t≥0 is thus reduced to the
study of a multivariate counting process N on a larger state space, counting the occurence
of the different types of events. This process is formally defined in the spirit of Massoulie´
(1998), as the solution of an stochastic differential equation (SDE) driven by a Poisson
random measure with non regular and random coefficients. This pathwise construction
has proven to be very effective. Working with counting processes allows us to obtain
strong comparison results from inequalities on their intensity functionals, which are of
independent interest. As a consequence, the existence and uniqueness of non-explosive
solutions, as well as comparison results, are obtained for the BDS system (Z0,N, Z), under
a domination assumption for birth intensity functionals weaker than the usual sublinear
growth assumption.
This viewpoint is also efficient to obtain tightness results and weaken some usual as-
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sumptions in the second part of the paper where the BDS system is studied in the presence
of two timescales, when swap events occur on a faster timescale than demographic events.
This is the case when changes to the social and/or geographical structure, migrations
between different patches or changes of strategies occur at a faster timescale than demo-
graphic events. In this context, the study of the aggregated population Z\ =
∑p
i=1 Z
i is
important, in order to understand macro demographic indicators or for instance to study
the population viability. However the complexity generated by swap events makes it diffi-
cult to understand the population dynamics directly on an aggregated level. Aggregation
methods provide a better understanding of the link between finer-grained dynamics and
the aggregated variables they produce, by reducing the complexity of the aggregated dy-
namics. Examples for Continuous Time Markov Chains can be found in Yin and Zhang
(2004), Yin and Zhang (2012), using asymptotic expansions of the generator. See also
Auger et al. (2012) for deterministic population dynamics. In other works, the population
is studied in the presence of two timescales after being renormalized (see e.g., Me´le´ard and
Tran (2012), Billiard et al. (2016)), which is not the case here.
We prove in Section 3 a general averaging result for the demographic counting process
(the multivariate process counting the different types of demographic events) and the
aggregated population. We show in particular that intensities of demographic events are
averaged against invariant measures of pure swap process with “frozen environment” are
the limit. This result extends, for counting processes, averaging results such as Kurtz
(1992) or Yin and Zhang (2012), which cannot be applied here due to the general random
environment. The main difficulty lies in defining the right probability spaces together
with the right type of convergence, due the general random environment and the non
Markov framework. In order to overcome this difficulty, we strongly rely on the stable
convergence of concerned processes (see e.g., Aldous et al. (1978), Jacod and Me´min (1981)
or Ha¨usler and Luschgy (2015)). This mode of convergence, which extends the convergence
in distribution, is particularly well-suited for identifying limits in the presence of a random
environment. But, if this point of view is well adapted to the study of demographic
counting process, it is not the case for the “explosive” BDS process Z, playing an essential
role in the study of birth and death intensities. An intermediate step is to consider this
processes as random variables Z˜(ω, s) = Zs(ω) on the product space (Ω×R+, dP×e−sds)
equipped with the stable convergence.
These result are applied in Section 4 to obtain the convergence in distribution of the
demographic counting process, under an additional assumption on swap events. As a con-
sequence, the aggregated population processes converges to a “true ” Birth-Death process
in random environment with averaged intensities.
To summarize, the general model and its pathwise representation is presented in Sec-
tion 1. In Section 2, we first prove a general comparison result for solution of SDEs driven
by the same Poisson measure, which is then applied to obtain the existence of the BDS
system by strong domination. The two last sections are dedicated to the averaging results
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in the presence of two timescales. The two timescales BDS system is introduced at the
beginning of Section 3, which contains the main averaging results, after a short recall on
the stable convergence. These results are then applied in Section 4.
1 Birth-Death-Swap systems
We consider an heterogeneous population structured in p subgroups, described by the
number (Zt = (Z
1
t , .., Z
p
t )) of individuals in the different subgroups. Each individual is
characterized by a (potentially large) number of discrete attributes such as the living
area, eating habits, strategy, a given behavior, level of income or smoking status ... A
subgroup is composed of individuals sharing the same characteristics. This can imply a
large number p of subgroups, since the state space of characteristics can grow rapidly when
several characteristics are taken into account, which favors moves between subgroups. We
are concerned with the evolution of the number of individuals in the different subgroups,
in which events occur at stochastic rates depending on the whole population. The different
types of events are births (or arrival), deaths, and moves (migration) between subgroups,
called swaps.
1.1 General Setup
The probability space is denoted by (Ω,G,P).
The state space of the BDS population process (Zt = (Z
1
t , .., Z
p
t )) is Np, equipped with
the canonical basis (ei)i=1..p with ei =
t(0, · · · , 0, 1i, 0) ∈ Np.
Events description A swap event from subgroup i and j modifies a population z into
z′ = z − ei + ej , while a birth in j yields the transformation z → z + ej , and a death in i
yields z → z−ei. Births and deaths may be considered as swap events from/to a fictitious
subgroup labeled by ∞, with e∞ =t(0, · · · , 0), representing individuals “not born yet or
already dead”.
The family of events is indexed by the set J = J s ∪ J dem where:
- J s = {κ = (i, j); 1 ≤ i, j ≤ p, i 6= j} is the set of the p(p− 1) swap event types,
- J dem = {(∞, j); 1 ≤ j ≤ p}∪ {(i,∞); 1 ≤ i ≤ p} is the set of the 2p demographic (birth
and death) events types.
The impact of an event γ = (α, β) ∈ J is described by the Zp-vectors:
φ(α, β) = eβ − eα. (1.1)
We assume that two events cannot occur at the same date.
Space of counting vectors We are interested in counting events occurring in the popula-
tion. The new state space, called space of counting vectors, is thus Np(p+1) vectors indexed
by J , denoted by ν = (νγ)γ∈J . When swap events are distinguished from demographic
events, we write ν = (νs,νdem), where νs = (νκ)κ∈J s and νdem = (νγ)γ∈J dem = (νb,νd).
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The same notation may be used for φ. The operator  is defined by:
(Main relations)

φ ν =
∑
γ∈J
φ(γ)νγ , (φ ν)i =
∑
α∈I
ν(α,i) −
∑
β∈I
ν(i,β),
φ ν = φs  νs + νb − νd.
(1.2)
For any vector x of arbitrary size n, the sum of its coordinates is denoted x\ =
∑n
i=1 x
i.
Events counting process The previous notations are well-adapted to describe the popu-
lation process Z: if an event of type γ ∈ J occurs at time t, Z jumps of ∆Zt = Zt−Zt− =
φ(γ). Then,
Zt − Z0 =
∑
0<s≤t
∆Zs =
∑
0<s≤t
∑
γ∈J
1{∆Zs=φ(γ)} φ(γ) =
∑
γ∈J
φ(γ)
∑
0<s≤t
1{∆Zs=φ(γ)}. (1.3)
This identity highlights the role played by the multivariate counting process N = (Nγ)γ∈J ,
counting the occurrences of the different types of events:
Zt = Z0 +
∑
γ∈J
φ(γ)Nγt , N
γ
t =
∑
0<s≤t
1{∆Zs=φ(γ)}. (1.4)
The process N = (Nγ)γ∈J is called the events counting process. Taking values in the space
of counting vectors, this process is related to Z by the affine relation, Z = Z0 + φN. 1
The evolution of the total size of the population, called the aggregated process, is Z\ =∑p
i=1 Z
i = Z\0 +N
b,\−Nd,\. Note that Z\ only depends on demographic events since swap
events don’t change the size of the population.
1.2 Stochastic events intensities
The representation of the population using a larger multivariate counting process is ad-
vantageous due to the many tools available for the study of such processes. In particular,
the events counting process can be specified by the introduction of its intensity process.
The probability space (Ω,G,P) is now equipped with a general filtration (Gt), with the
usual assumptions of right-continuity and completeness. The predictable σ-field generated
by the (Gt)-adapted, left-continuous, processes is denoted P(G).
(Gt)-intensity process We recall that a (Gt)-adapted counting processN is said to have the
(predictable) (Gt)-intensity (λt) if and only if (λt) is a non-negative, (Gt)-predictable pro-
cess such that for any time t,
∫ t
0 λsds <∞, a.s and (Nt−
∫ t
0 λs ds) is a (Gt)-local martingale
(Bre´maud (1981)). In particular, N is non explosive and informally, E[Nt+dt −Nγt |Gt− ] '
1An equivalent point of view is to consider the jumps measure of the population process, i.e. the random
counting measures on R+ × J
J(dt,dγ) =
∑
s>0
∑
γ′∈J
1{∆Zs=φ(γ′)}δγ′(dγ)δs(dt), with Zt − Z0 =
∫ t
0
∫
J
φ(γ)J(ds, dγ).
5
λtdt.
The intensity reflects any predictable support condition, since for any predictable set ∆,∫ t
0
1∆(s) dNs = 0 ⇐⇒ 1∆(s)λs = 0, ds× dP a.s..
The intensity multivariate counting process N is the vector of its coordinates intensity.
Remark 1.1. The filtration (Gt) plays a critical role. In standard models, the information
considered is usually the minimal filtration FZt = σ(Zs; s ≤ t) generated by the past
history of the population process. Then, the intensities may only be functions of the past
of the population process [Z]t− = (Zs)s<t, i.e. λ
γ
t = µ
γ([Z]t−). The canonical framework
is often extended to the case when (Gt) = (G0 ∨ FZt ). Then, λγt = µγ(ω, t, [Z]t−), with
µ(ω, t, [z]) G0-measurable. However, this assumption is quite restrictive since this means
that the “random” environment is completely known at t = 0.
BDS Events intensity functionals Here, the modeling is not limited to this ”almost
minimal” case, in order to take into account some time-dependent uncertainty in a general
way. This justifies the reference to a larger filtration (Gt) which actually gives more
flexibility in the modelling. The main assumption is that the (Gt)-intensity of the events
counting process N is of form µ(ω, t, Zt−), where µ(ω, t, z) is a predictable multivariate
functional. The intensity is assumed to depend only on Zt− mainly for ease of exposition,
and results of Section 2 can be directly extended to the case when the intensity also
depends on the past of the process.
Definition-Proposition 1.1.
a) A Birth Death Swap (BDS) intensity functional µ(ω, t, z) = (µγ(ω, t, z))γ∈J is a
multivariate (Gt)-predictable non-negative functional depending on z ∈ Np, and satisfying
Support Condition µi,β(., t, z)1{zi=0} ≡ 0, dt⊗ dP a.s, ∀1 ≤ i ≤ p, β ∈ I(i). (1.5)
b) A BDS system is a triplet (Z0,N, Z), such that N is a multivariate counting process
of (Gt)-intensity µ(ω, t, Zt−), and Z = Z0 + φN = Z0 +
∑
γ∈J φ(γ)N
γ. In paticular, Z
is a well-defined BDS of initial population Z0 and events counting process N.
Proof. The assumption (1.5) ensures that the process Z = Z0 +φN defined by the affine
relation is a well defined population, i.e Zi ≥ 0, for each subgroup i. Assumption (1.5) is
equivalent to the following support constraint for N:
Support condition ∀β ∈ I(i),
∫ t
0
1{Zis−=0}dN
i,β
s = 0, P-a.s., (1.6)
This means that no death or swap events can occur in an empty subgroup, which ensures
that Z is indeed an Np valued population process.
The description of BDS populations differs from that of Individual-based models. Here,
the population is observed at an intermediary scale, between the individual and macro-
scopic level. In particular, µγ(t, Zt−) is the intensity corresponding to the occurrence of
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the event of type γ in all the population, not to be confused with the individual rate at
which an event an occur to an individual. For instance, if γ = (i,∞), µ(i,∞)(ω, t, Zt−)dt
can be interpreted as the expected number of deaths in subgroup i occurring in the small
interval ]t, t+ dt], conditionally to Gt− .
Examples a) Linear intensities When µγ depends linearly on the population, a direct in-
terpretation in term of individual rates can be given. For instance, when µ(i,∞)(ω, t, z) =
dit(ω)z
i, all individuals in subgroup i have the random death rate dit. A similar interpre-
tation can be given for linear swap intensity functionals µ(i,j)(ω, t, z) = kijt (ω)z
i. When
the intensity of a birth event (∞, j) is µ(∞,j)(ω, t, z) = bjt (ω)zj , individuals in subgroup j
give birth to an individual of same characteristics at rate bjt . Mutations can be included,
by taking µ(∞,j)(ω, t, z) =
∑p
i=1 b
i
t(ω)mt(ω, i, j)z
i, where mt(i, j) is the random probabil-
ity for a individual born at time t from a parent in subgroup i to be in subgroup j. A
stochastic intensity λt can also be added, in order to model the entry of immigrants at
rate λt.
b) Deterministic intensity functional If (Z0,N, Z) is a BDS process, for any f ∈ Cb(Np),
f(Zt) = f(Z0) +
∑
γ∈J
∫ t
0 (f(Zs− + φ(γ))− f(Zs−))dNγs . Thus:
f(Zt)− f(Z0)−
∑
γ∈J
∫ t
0
(f(Zs + φ(γ))− f(Zs))µγ(ω, s, Zs)ds is a Gt-local martingale.
In particular, when µ is a deterministic function µ(z), Z is a Continuous Time Markov
Chain (CTMC), solution of the classical martingale problem.
Conditions of non-explosion An important question for Markov Birth-Death pro-
cesses is to find conditions on deterministic intensity functions to prevent the explosion
of the process at finite time. A popular assumption is that of sublinear growth for birth
intensity functionals µ(b,j) = µ(∞,j) which are controlled by the size of the population z\:
µ(b,j)(t, z) ≤ K z\, or equivalently that individual birth rates are bounded. This is some-
times known as the Jacobsen condition in the one dimensional case (Jacobsen (1982)).
Another nonexplosion condition in the one-dimensional case is the famous Feller con-
dition for non linear birth intensity functions Kg(z), where
∑
1/g(z) = +∞. The gen-
eralization to the multivariate case (see e.g. Proposition 10.21 in Kallenberg (2006)) is
straightforward when the birth intensity function (gj)j=1..p only depends of the size of the
population z\, the Feller condition being applied to
∑p
j=1 g
j(z\):
∞∑
z=1
1∑p
j=1 g
j(z\)
=∞ (1.7)
In this paper, we show that similar non-explosion assumptions can be made on the pop-
ulation birth intensity functionals. Thanks to the pathwise approach developed in the
following, the sublinear growth assumption is relaxed, and stochastic intensity functionals
are assumed to be dominated by a random functional.
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Assumption 1 (Dominating Assumption). The birth intensity functional verifies:
∀ 1 ≤ j ≤ p, µ(b,j)(t, z) ≤ kt gj(z\) a.s., (1.8)
where (gj)j=1..p are non decreasing functions satisfying the condition (1.7), and (kt) is a
predictable locally bounded process.
Observe that the swap and death intensity functionals µi,β(t, z) are naturally domi-
nated by their maximum over the finite space of populations of size smaller than z\,
µˆ(i,β)(t, z\) = sup
{x\≤z\}
µ(i,β)(t, z), ∀(i, β) ∈ J s ∪ J d. (1.9)
The reader should be careful that how our framework differs from the Markov framework:
two BDS processes with the same (Gt) intensity functional µ may not necessarily have
the same distribution, which means that µ does not characterize the distribution of N.
When (Gt) = (G0 ∨ FZt ), the property is true (Jacod (1975)), but not in the general case.
This excludes the martingale problem point of view to define BDS processes, and leads
us to adopt a stochastic differential equation approach to give a proper definition of BDS
processes.
1.3 Stochastic Differential Equation (SDE) representation of events count-
ing process
Pathwise representations of Spatial (Markov) Birth Death processes have been considered
by several authors (Garcia and Kurtz (2006, 2008); Fournier and Me´le´ard (2004), Bansaye
and Me´le´ard (2015), Bezborodov (2015)), based on the realization of the population pro-
cess as solution of a Stochastic Differential Equation (SDE) driven by a Poisson measure.
Our point of view is slightly different, since the study of the Birth Death Swap population
has been transformed into the study of the events counting process N with (Gt)-intensity
µ(ω, t, Zt−) = µ(ω, t, Z0 + φNt−). This viewpoint is close to the framework considered
in Massoulie´ (1998) for point processes with stochastic intensities.
Thinning of Poisson measures The driving processes are (Gt)-Poisson measures Q on
R+×R+ of Lebesgue intensity measure dt× dθ and whose properties are defined in refer-
ence to the large filtration (Gt). In particular, Qt(]0, λ]) = Q(]0, t]×]0, λ]) is a (Gt)-Poisson
process of intensity λ, and (Qt+h(]0, λ]) − Qt(]0, λ])) is a Poisson process independent of
Gt.
For any predictable set ∆ ∈ P(G)⊗B(R+), the restriction Q∆ of the Poisson measure
to ∆, is the random counting measure of intensity q∆(dt,dθ) = 1∆(t, θ)dtdθ, defined by
Q∆(dt,dθ) = 1∆(t, θ)Q(dt,dθ).
When ∆ = {(t, θ); 0 < θ ≤ λt} with λ a predictable intensity process, the time marginal
of Q∆ is the counting process of (Gt)-intensity
∫
R+ 1{0<θ≤λt}dθ = λt:
Y λt =
∫ t
0
∫
R+
Q∆(dt,dθ) =
∫ t
0
∫
R+
1{0<θ≤λs}Q(ds, dθ) =
∫ t
0
Q(ds, ]0, λs]), (1.10)
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The point process Y λt is obtained by thinning and projection of the Poisson measure Q.
It is well-known that when (λt) is bounded by a constantK, Q(ds, ]0, λs]) = Q(ds, ]0, λs]×]0,K])
and thus the measureQ can be replaced by the Poisson measureQK(ds, dθ) = 1[0,K](θ)Q(ds,dθ),
whose jumps times can be enumerated increasingly.2 In particular, Y λ is strongly domi-
nated by the Poisson process Y K , in the sense that Y K − Y λ is a counting process.
Observe that when the intensity is generated by a predictable functional of the counting
process itself, the thinned process is a solution of an SDE driven by Q. We draw the
reader’s attention to the fact that unlike in some other works this functional is not assumed
to be independent of Q. For instance, the intensity functional can be taken as λ(ω, t, y) =
f(Ut− , y), where U is also a solution of an SDE driven by Q.
Events counting process SDE Let us introduce the multivariate SDE associated with
the BDS events counting process N, with driving (Gt)-multivariate Poisson mesure Q =
(Qγ)γ∈J :
dNt = Q(dt, ]0,µ(t, Z0 + φNt−)]), Zt = Z0 + φNt, (1.11)
where Q(dt, ]0,µ(t, Zt−)]) = (Q
γ(dt, ]0, µγ(t, Zt−)]))γ∈J . If N is a solution of (1.11), then
(Z0,N, Z) is a BDS process of intensity functional µ driven by the Poisson measure Q.
Throughout this paper, a solution is considered well-defined if it is non explosive. The
existence of a solution thus imposes constraints on the coefficients, which are expressed
by domination assumptions for the intensity functional µ. The pathwise viewpoint allows
us to relax the sublinear growth assumption, and to dominate µb by random functionals,
which is well-adapted in the presence of a random environment. The existence of a unique
solution to (1.11) is obtained under Assumption 1 (µ(b,j)(t, z) ≤ kt gj(z\), where (gj)j=1..p
verifies the condition (1.7)).
The idea of the proof is similar to the case when the intensity is bounded by a constant
K: we first introduce a dominating process G, and then obtain the events counting process
N by thinning of G. The dominating intensity functional gb(ω, t, z) = (ktgj(z
\))j=1..p may
be viewed as the intensity functional of a multivariate counting process Gb. Then, the
first equation to be solved is that of Gb with intensity gb(t, Gb,\
t−).
Proposition 1.2. Under the nonexplosion condition (1.7), there exists a unique well-
defined solution to the SDE,
dGbt = Q
b(dt, ]0, gb(t, Z0 +G
b
t−)]). (1.12)
Gb can be extended into a p(p+1) multivariate counting process G by adding the following
new components of (Gt)-intensity µˆ(t, Z\0 +Gb,\t−) (1.9),
dGdt = Q
d(dt, ]0, µˆd(t, Z\0 +G
b,\
t−)], dG
s
t = Q
s(dt, ]0, µˆs(t, Z\0 +G
b,\
t−)] (1.13)
2In general when the intensity of the driving measure is only sigma-finite, such increasing enumeration
is not possible.
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Note that G is not the event counting process of a well-defined BDS population, since the
support condition (1.5) is not satisfied. The construction is provided in the next section.
The next theorem brings together the main results of existence and uniqueness of
the BDS SDE. A strong domination relation between N and G is derived from the the
domination of the birth intensity functional. N is strongly dominated by G, in the sense
that G −N is an increasing process, or equivalently that all jump times of N are jump
times of G.
Theorem 1.3. Let µ be a BDS intensity functional verifying Assumption 1.
(i) There exists a unique events counting process N, solution of Equation (1.11):
dNt = Q(dt, ]0,µ(t, Z0 + φNt−]), Zt = Z0 + φNt,
defining a BDS system (Z0,N, Z) of BDS intensity functional µ and driving measure Q.
(ii) N is strongly dominated by the multivariate counting process G: N ≺ G.
(iii) The aggregated population Z\ =
∑p
i=1 Z
i is dominated by Z\0 + G
b,\.
The proof is reported to the next section, where we first start by showing first a general
pathwise comparison result for multivariate counting processes. The construction of BDS
systems by strong domination is determinant in the rest of the paper, and plays a key role
in tightness and averaging results of Section 3.
2 Pathwise comparison of SDE’s driven by the same Poisson
measure
We first introduce several general results on the strong domination of multivariate counting
processes, and come back to BDS processes at the end of the section with the proof of
Proposition 1.2 and Theorem 1.3.
2.1 Existence and strong domination of SDE solutions with strongly
ordered intensities
The comparison of counting processes with ordered intensity processes has been the sub-
ject of several papers (see e.g. Preston (1975), Bhaskaran (1986), Rolski and Szekli (1991),
Bezborodov (2015)). The pathwise realization of counting processes using Poisson mea-
sures is well-adapted to study this problem, and simplifies proofs significantly. Indeed,
if two counting processes Y λ
i
t =
∫ t
0 Q(ds, ]0, λ
i
s]) obtained by thinning of the same Pois-
son measure Q have ordered intensities λ1t ≤ λ2t , then Y λ
1
t =
∫ t
0 Q(ds, ]0, λ
1
s ∧ λ2s]) =∫ t
0 Q
∆2(ds, ]0, λ1s]) can be obtained by thinning of Q
∆2 instead of Q and thus Y λ
1
is
strongly dominated by Y λ
2
. However, the application to SDEs driven by Poisson measures
is not direct, since the natural order of random intensity functionals does not necessary
imply an order on the intensities processes.
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Nevertheless, under a stronger order on intensity functionals, the same comparison
result for coupled SDEs holds, also yielding the existence and uniqueness result of SDE’s
solutions with strongly dominated intensity functionals. The construction relies on using
the increasing sequence of of the dominating process jump times, in place of the Poisson
measure.
Strong domination In the remainder of this subsection, we are concerned with general
n-multivariate counting processes. The notation¯ is used for multivariate objects.
− A multivariate counting process X¯ is said to be strongly dominated by Y¯ , (X¯ ≺ Y¯ ),3 if
Y¯ − X¯ is a multivariate counting process. Equivalently, this means that all jumps of X¯
are jumps of Y¯ . In particular, the intensity process of X¯ is dominated by the intensity of
Y¯ at each time (if they exist).
− Let α¯ and β¯ be two (stochastic) intensity functionals defined for y¯ ∈ Nn by α¯(t, y¯) =
(αı(t, y¯))ı=1..n and β¯(t, y¯) = (β
ı(t, y¯))ı=1..n. The functionals α¯ and β¯ are said to be strongly
ordered, α¯ ≤s β¯ if
∀t ≥ 0 sup
y¯≤x¯
αı(t, y¯) ≤ βı(t, x¯), ∀ ı = 1..n, a.s. (2.1)
Proposition 2.1. Let Q¯(dt, dθ) = (Qı(dt, dθ))ı=1..n be a multivariate Poisson measure,
and β¯ an intensity functional such that there exists a unique non explosive solution Y¯ β of:
dY¯ βt = Q¯(dt, ]0, β¯(t, Y¯
β
t−)]). (2.2)
Then, for any intensity functional α¯ strongly ordered with β¯ (α¯ ≤s β¯), there exists a unique
solution of the equation
dY¯ αt = Q¯
(
dt, ]0, α¯(t, Y¯ αt−)]
)
. (2.3)
Furthermore, Y¯ α is strongly dominated by Y¯ β.
Proof. Let us start with the one dimensional case (n = 1). The main argument of the
proof relies on replacing the driving Poisson measure Q by the random measure Q∆β =
1∆β (t, θ)Q(dt,dθ), with ∆β = {(t, θ); 0 < θ ≤ β(t, Y βt−)}, whose projection on the first
coordinate is Y β. Since Y β is non-exploding, the increasing sequence (Tj) of its jump
times verifies limTj = +∞, and Q∆β can be characterized by the sequence (Tj ,Θj)j≥1,
where Θj is the mark of Q associated with Tj .
a) Existence: We consider of a slightly different version of Equation (2.3), driven by Q∆β :
dY˜ αt = Q
∆β (dt, ]0, α(t, Y˜ αt−)]) = Q(dt, ]0, α(t, Y˜
α
t−) ∧ β(t, Y βt−)]), (2.4)
Thanks to the increasing enumeration of jump times of Q∆β ,4 the unique solution of (2.4)
can be built recursively as:
Y˜ αt =
∑∞
j=1 1{Tj≤t}1{Θj≤α(Tj ,Y˜ αTj−1 )}
.
3or strongly majorized in the terminology of Jacod and Shiryaev (2003).
4 We recall that there is no ordered enumeration of jump times of the Poisson measure Q.
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Since Y˜ α is obtained by thinning of Q∆β , the multivariate counting process is strongly
dominated by Y β by definition. In particular, Y˜ αt ≤ Y βt for all t ≥ 0. Then, since α ≤s β,
α(t, Y˜ αt ) ≤ β(t, Y βt ), and thus Y˜ α is solution of (2.3), which achieves to prove existence.
c) Uniqueness: It remains to prove that any solution of (2.3) is solution of (2.4). Let
Y α be a solution of (2.3) and Tα1 its first jump time, associated with the mark Θ1 of
Q. By definition of the thinning procedure, Θ1 ≤ α(Tα1 , 0). By assumption, α(Tα1 , 0) ≤
β(Tα1 , 0) and thus T
α
1 is also a jump of Y
β. By iterating this argument, we obtain that
all jump times of Y α are jump times of Y β, or equivalently that Y α ≺ Y β. In particular,
α(t, Y αt−) ≤ β(t, Y βt−) a.s, and thus Y α is also the unique solution of (2.4).
The proof can easily be generalized to the multivariate case, by noting that the vector
measure Q¯ can be seen as a marked measure Q¯(dt,dθ,dı), and Y¯ β and Y¯ α as marked
processes (marks being the components of the vector which jumps).
Let Sβ¯ be the class of processes Y¯ α solution of (2.3), with α¯ ≤s β¯. Then, by the
previous theorem, all processes in Sβ¯ are strongly dominated by the solution Y¯ β of (2.2),
and
Corollary 2.2. Under the assumptions and notations of Proposition 2.1, ∀ Y¯ α ∈ Sβ¯
the sequence (Sβp ) of Y¯ β jump times is a localizing sequence of the (Gt)-local martingale
M¯αt = Y¯
α
t −
∫ t
0 α¯(s, Y¯
α
s )ds.
Proof. Let |y| = supı=1..n |y|ı, and Y¯ α ∈ Sβ. Since all jump times of Y¯ α are jump times
of Y¯ β, |Y¯ α
t∧Sβp
| ≤ p, for all t, p ∈ R+ × N. This yields
E[ sup
0≤s≤t
|M¯α
t∧Sβp |] ≤ 2E[|Y
α
t∧Sβp |] ≤ 2p.
Thus, M¯α·∧Sβp
is a martingale, and since Sβp →∞, (Sβp ) is a localizing sequence of M¯α.
Converse problem The next result is in some sense a converse to Proposition 2.1: given
two multivariate counting processes X¯ ≺ Y¯ , X¯ can be written as the solution of a thinning
equation driven by a marked measure on R+ × [0, 1] with same jump times as Y . Several
similar results appear in the literature. For instance, Massoulie´ (1998) (see also Jacod
(1979); El Karoui and Lepeltier (1977)) proves an analogous result when there is no dom-
ination assumption (the driving measure is a Poisson measure). Theorem 2 of Rolski and
Szekli (1991) is a result close to Proposition 2.3, although from a distributional viewpoint,
which yields a rather long proof. These complementary results will be useful in Section 4.
Only the one dimensional case is presented here for conciseness, as proofs are the same in
the multivariate case.
We consider two counting processes X ≺ Y , with respective (Gt)-predictable intensities
(λXt ) and (λ
Y
t ) (where λ
Y is positive), and the thinning ratio:
φt =
λXt
λYt
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Since, X ≺ Y , φt ≤ 1, a.s. We assume that there are two independent sequences (Un) and
(Vn) of i.i.d random variables uniform on [0, 1], independent of G∞.5
The main idea is to select jump times (Tn)n≥1 of Y with probabilities (φTn)n≥1, in
order to obtain jump times (TXn )n≥1 of X. Since X ≺ Y , Xc = Y − X is a counting
process, whose jump times are denoted by (TX
c
n )n≥1. To each jump time TXn (resp TX
c
n )
is attached the random variable Un (resp Vn), defining the random counting measures on
R+ × [0, 1]:
QX(dt,du) =
∑
n≥0
δTXn (dt)δUn(du), Q
Xc(dt,du) =
∑
n≥0
δTXcn (dt)δVn(du).
The image ofQX (respQX
c
) under the random transformation (t, u) 7→ (t, φtu) (resp(t, u) 7→
(t, φt + (1− φt)u)) are denoted by,
Q̂X(f) =
∫
R+×[0,1]
f(s, uφs)Q
X(ds, du), Q̂X
c
(f) =
∫
R+×[0,1]
f(s, φs+(1−φs)u)QXc(ds, du),
Let QˆY = Q̂X + Q̂X
c
. Then, the marginal in time of QˆY is Y , but now, the mark
associated U˜n to its nth jump Tn is in the set {UnφTXn }n∈N if X jumps at Tn or in
{φTXcn + (1− φTXcn )Vn}n∈N if it is Xc that jumps in Tn.
T1 = T
X
1
1
T2 = T
Xc
1 T3 = T
Xc
2 T4 = T
X
2 T5 = T
Xc
3
U1 T1
 T2 + (1   T2 )V1
 T3 + (1   T3 )V2
U2 T4
 T5 + (1   T5 )V3
ϕt
Figure 1: Representation of QˆY . Circles (resp. crosses) are marks attached to jumps of X (resp.
Xc).
Proposition 2.3. (i) Using the previous notations, X is the solution of the following
thinning equation driven by QY :
dXt = Qˆ
Y (dt, ]0, φt]) = Qˆ
Y (dt, ]0,
λXt
λYt
]). (2.5)
(ii) Let FU,Vt = σ(U1, ..., UXt , V1, ..., VXct ) be the σ-algebra keeping track of the marks
attached to the jump times before t. Then, QˆY has the (Gt ∨ FU,Vt )-intensity λYs ds⊗ du.
5The probability space can always be extended to satisfy this assumption.
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In particular, (U˜n)n is a sequence of i.i.d uniform random variables on [0, 1], such that for
all n ≥ 1, U˜n ⊥⊥ Tn,GT−n .
Proof. (i) By construction, 1{(s,u); u≤φs}Qˆ
Y (ds, du) = QˆX(ds, du), whose marginal in time
is X.
(ii) QX has the (Gt ∨ FU,Vt )-intensity measure λXt dt ⊗ du. Thus, for any non-negative
predictable functional H(ω, t, u),
E[Q̂X(H)] = E[
∫ ∞
0
∫ 1
0
H(s, uφs)Q
X(ds, du)] = E[
∫ ∞
0
∫ 1
0
H(s, uφs)λ
X
s dsdu]
= E[
∫ ∞
0
∫ φs
0
H(s, v)λYs dv ds], since φs =
λXs
λYs
.
The same reasoning yields E[QˆX
c
(H)] = E[
∫∞
0
∫ 1
φs
H(s, v)λYs dv ds]. Summing the two
expressions yield that E[QˆY (H)] = E[
∫∞
0
∫ 1
0 H(s, u)λ
Y
s ds du], and thus Qˆ
Y has the (Gt ∨
FU,Vt )-intensity λYs ds⊗ du (Bre´maud (1981)).
Finally, Let n ≥ 1, h, t ≥ 0 and Z a GT−n measurable random variable. There exists a
predictable process X such that XTn = Z. Then, by observing that
1{U˜n≤h}1{Tn≤t}Z =
∫
R+×[0,h]
Xs1]Tn−1,Tn∧t](s)Qˆ
Y (ds, du),
we obtain that
E[1{U˜n≤h}1{Tn≤t}Z] = E[
∫ Tn∧t
Tn−1∧t
∫ h
0
Xsλ
Y
s dsdu]
= hE[
∫ Tn∧t
Tn−1∧t
XsdYs] = hE[XTn1Tn≤t].
SinceXTn = Z, this achieves to prove that U˜n is a uniform variable independent of GT−n . By
noting that P(U˜1 ≤ h1, ...U˜n ≤ hn) = E[
∏n
i=1 Qˆ
Y (]Ti−1, Ti] × [0, hi])], we obtain similarly
that U˜1, U˜2, ... are i.i.d.
Corollary 2.4 shows that a sufficient condition for two processes with the same intensity
functional to have the same distribution (when seen as random variables taking values in
the space of counting paths) is to be strongly dominated by the same process.
Let Y¯ be a multivariate counting process, and (λ¯(ω, s, x¯))s≥0 an intensity functional
depending on x¯ ∈ Nn, both defined on the given probability space (Ω, (Gt),P). We consider
two multivariate counting processes X¯i, i = 1, 2, defined on extensions ((Ω× Ω1, (G¯t),Ri)
of (Ω, (Gt),P), assumed to have the same (G¯t) intensity functional λ¯. Observing that λ¯
(resp. Y¯ ) can be naturally extended to (Ω×Ω1, (G¯t)) by setting λ¯((ω, ω1), ·, ·) = λ(ω, ·, ·),
this means that (X¯it −
∫ t
0 λ¯(s, X¯
i
s−)ds) is a ((G¯t),Ri) local martingale. Then,
Corollary 2.4. If X¯i i = 1, 2 are both strongly dominated by Y , then they have the same
distribution.
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Proof. As before, we prove the one dimensional case for simplicity of notations. For each
i = 1, 2, By Proposition 2.3 Xi is solution of Equation (2.5) with λXt = λ(t,X
1
t−). The
driving measure can be written as Qi =
∑
n≥0 δTnδU˜ in , where (U˜
i
n) is a sequence of i.i.d
uniform random variables. As a consequence, Xi can be defined by iterating the following
steps:
- If U˜ i1 ≤
λ(T1, 0)
λYT1
, then T1 is selected as the first jump time of X, and the procedure is
iterated by testing if U˜ i2 ≤
λ(T2, X
i
T−2
)
λYT2
=
λ(T2, 1)
λYT2
.
- Otherwise, T1 is not selected as a jump time of X and the procedure is iterated with T2
by testing if U˜ i2 ≤
λ(T2, 0)
λYT2
.
By Proposition 2.3 and by hypothesis, the distribution of ((U˜ in,
λ(Tn, ·)
λYTn
)n does not depend
on i, and thus X1 and X2 have the same distribution.
2.2 Application to Birth Death Swap SDE
Let us now come to the proof of Proposition 1.2 and Theorem 1.3. Most notations of
Section 1 are used without recall. The SDEs (1.11), (1.12) associated with the BDS
events counting process and the dominating process G are:dNt = Q(dt, ]0,µ(t, Z0 + φNt)]),dGbt = Qb(dt, ]0, gb(t, Z\0 +Gb,\t−)]).
Strong domination of event intensities functional By Proposition 2.1, the existence
and uniqueness result of the events counting process N, as well as the strong domination,
is reduced to showing the strong domination of the BDS intensity functional by that of
G.
First, µ can be written as a functional on the space of counting vectors ν, as λ(t,ν) =
µ(t, Z0 + φ ν). Under Assumption 1, the birth intensity functionals are strongly domi-
nated by those of Gb, since for all j = 1..p and counting vectors ν1 ≤ ν2 ∈ Np(p+1):
λ(b,j)(t,ν1) ≤ ktgj((Z0 + φ ν1)\) = ktgj(Z\0 + νb,\1 − νd,\1 ) ≤ ktgj(Z\0 + νb,\2 ).
By definition of µˆi,β , we have also λ(i,β)(t,ν1) = µ
(i,β)(t, Z0 +φν1) ≤ µˆ(i,β)(t, Z\0 + νb,\2 )
for swap and death intensity functional.
Thus, it remains to prove the existence of G to apply 2.1 to obtain Theorem 1.3.
Proof of Proposition 1.2. The first step is to show the existence of the ”birth part” Gb
of the dominating process G, solution of Equation (1.2). Its intensity functional is
gb(t, Z\0 + ν
b) = (ktgj(Z
\
0 + ν
b,\))j=1..p, where (kt) is bounded by a sequence (Kp) along a
nondecreasing sequence of stopping times (τp) going to ∞, and (gj) verifies the multivari-
ate Feller condition (1.7).
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- By Proposition 2.1, it is sufficient to show the result with kt ≡ Kp to deduce the existence
and uniqueness of the solution associated with kpt = kt ∧Kp, coinciding with Gb on [0, τp[.
The proposition is then proved by letting p → ∞. For simplicity, we take Kp = 1 and
Z\0 = n.
- A process with intensity function gb(νb) = (gj(ν
b,\))j is a classical multitype Markov
birth process, whose intensity only depends on the global size of the population. The
nonexplosion of these processes is well-known under (1.7). It remains to realize such a
process as the solution of an SDE driven by Qb, which can be done by pasting of stopped
Poisson process.
We start by introducing the Poisson process Q0t = Q
b
t(]0,g
b(n)]) and set Gbt− = 0
on {t ; Q0t− = 0}. The second step is to define Q1t = Qb(]0,gb(n + 1)]), and set
dGb = 1{Q0
t−=0}
dQ0t + 1{Q0
t−>0}
dQ1t , on {Q0t− = 0} ∪ ({Q0t− > 0} ∩ {Q1t− = 0}). By
iterating this procedure, we build a unique solution to (1.2).
Finally can define G = (Gb,Gd,Gs) by adding the components Gd and Gs defined by
(1.13).
3 Averaging result in presence of two timescales
The study of the aggregated population Z\ =
∑p
i=1 Z
i is important in order to understand
specific features of the population from a macro viewpoint (aggregated demographic rates,
viability...). However Z\ is not a “true” Birth Death process, since its birth (resp. death)
intensity functionals µb,\ =
∑p
j=1 µ
b,j (resp. µd,\) depends on the whole structure of the
population Z, whose composition is not constant between two demographic events, due
to swap events. The presence of a random environment also adds complexity. The aggre-
gated dynamics can be approximated by a reduced system in the presence of a separation
of timescales, when swap events happen on a short timescale in comparison with the demo-
graphic timescale. Then, swap events have an averaging effect on demographic intensities,
allowing for the demographic event counting process and the aggregated population to be
approximated by simpler dynamics. The pathwise representation of the population using
the events counting process is particularly well-suited to the study of the two timescales
BDS.
3.1 Two timescales BDS system
We consider a BDS intensity functional (µdem,µs), as defined in Definition 1.1, verifying
the domination Assumption 1, and a driving multivariate Poisson measure Q = (Qγ)γ∈J .
The two timescales BDS system (Z0,N
, Z) is a BDS system of modified intensity
functional µ = (µdem, 1µ
s) depending on a small parameter . Obviously, µ also verifies
Assumption 1. Demographic events happen with low intensities in comparison with swap
events intensities. The process Ns, counting swap events has the intensity functional
1
µ
s(t, z) and the process explodes when → 0. Conversely, the intensity functional of the
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demographic counting process Ndem, does not depend on , but its intensity depends on
Z.
t
0 T
d
1 T
d
2 T
d
3
Figure 2: Example of distribution of swap events and demographic events
The BDS system (Z0,N
, Z) is formally defined as the unique well-defined solution of
a BDS multivariate SDE (Theorem 1.3). Notations introduced in Section 1.2 allow us to
distinguish swap events from demographic events:
Zt = Z0 + φ
s Ns,t + Nb,t −Nd,t , Ndem,t = (Nb,t ,Nd,t )
dNs,t = Q
s(dt, ]0,
1

µs(t, Zt−)]), dN
dem,
t = Q
dem(dt, ]0,µdem(t, Zt−)]). (3.1)
Since the demographic intensity functional is not modified, the dominating process Gdem =
(Gb,Gd) defined in Proposition 1.2 is still a dominating process for Ndem,. Thus, the
demographic counting processes (Ndem,)>0 are “uniformly in ” strongly dominated by
Gdem.
The aim of this section is the study of the convergence of the demographic counting
processes Ndem, when swap events become instantaneous with respect to demographic
events ( → 0).The aggregated population Z,\ = ∑pi=1 Z,i can also be written as a
function Z,\ = Z\0 +N
b,,\−Nd,,\6 of Ndem,, and thus all limit results for the aggregated
population can be derived from the study of (Ndem,).
Thanks to the role played by the dominating process Gdem, tightness properties on
the space of counting paths are straightforward, without need of additional integrability
conditions. This section is thus mainly dedicated to identifying properties of limits of
(Ndem,). The main difficulty stems from the general random environment setting. Event
intensities are random functionals of the population, without any regularity assumption
in (ω, t), and do not characterize the demographic processes’ distribution. Thus, we need
to extend averaging results (see e.g Kurtz (1992), Yin and Zhang (2012)) that could be
applied in a more restricted setting (for instance when the BDS is a Markov process).
The stable convergence, which is a simple extension on an enlarged space of the usual
convergence in distribution, allows for the randomness of the initial structure to be taken
into account, and is thus particularly adapted to our framework.
For ease of reading, we start by giving a short overview of this mode of convergence.
As before, the variable ω is often omitted when there is no ambiguity, for ease of reading.
6where we recall that Nb,,\ = 〈Nb,,1〉 (resp. Nd,,\ = 〈Nd,,1〉) is the process counting the total
number of birth (resp. death).
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3.2 Overview on the stable convergence and space of rules
Originated by Alfred Re´nyi, the notion of stable convergence, is used in many limit the-
orems in random environment, or also for counting processes (see e.g. Brown (1981) or
Jacod (1987)). References may be found in Jacod and Me´min (1981), Aldous et al. (1978)
or in a more recent detailed presentation in the book Ha¨usler and Luschgy (2015).
Enlarged space and space of rules A natural extension preserving the initial probabilis-
tic structure (Ω,G,P) is the enlarged product space (Ω¯, G¯) = (Ω × X ,G ⊗ B(X )), where
the identity application on X is denoted by Id(ω, χ) = χ.
Admissible probability measures on (Ω¯, G¯), called rules, are probability measures
whose marginal on (Ω,G) is the given probability measure P. The set of rules on (Ω¯, G¯)
is denoted by R(P,X ). Since X is a Polish space, any rule R ∈ R(P,X ) can be disinte-
grated into a transition probability kernel Γ(ω,dχ) from (Ω,G) to (X ,B(X )), R(dω,dχ) =
P(dω)Γ(ω,dχ), with
R[H(Id)] =
∫
Ω×X
R(dω,dχ)H(ω, χ) =
∫
Ω
P(dω)
(∫
X
H(ω, χ)Γ(ω,dχ)
)
= E[Γ(H)].
(3.2)
An example is the rule RY (dω,dχ) = P(dω)δY (ω)(dχ) associated with an X -valued G-
random variable Y (ω). For this rule, ΓY (ω,dχ) = δY (ω)(dχ) and
RY [H(Id)] =
∫
Ω
P(dω)H(ω, Y (ω)) = E[H(Y )], (3.3)
for any G¯-r.v. H(ω, χ). In particular, the RY -probability distribution of the canonical
variable Id is the probability distribution µY of Y under P. Thus, the marginal of RY on
X is RYX = µY , and the rule can be seen as a coupling between P and the distibution of Y .
Stable convergence The different modes of convergence of probability measures are usu-
ally characterized by their family of tests functions. For example, the convergence in
distribution is described by bounded continuous functions on X , here denoted by Cbc(X ),
(Cb(X ) for bounded functions). The stable convergence is an extension of the convergence
in distribution to the space of rules. The class of test functions is extended to the fam-
ily Cbmc(Ω × X ), of bounded functionals H(ω, χ), continuous in χ for any ω, but only
measurable in ω.
Definition 3.1 (Stable convergence, first viewpoint). A sequence of G-random variables
(Yn) converges stably to a rule R = PΓ ∈ R(P,X ) iff
∀H ∈ Cbmc(Ω×X ), E[H(Yn)]→n E[Γ(H)]. (3.4)
Thus, the stable convergence of (Yn) can be considered as the convergence of random
functionals of these variables, towards a limit defined on the initial probability space as a
random kernel.
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A second viewpoint is to define the stable limit as a random variable defined on the
enlarged space (Ω¯, G¯,R) endowed with the limit rule R. The variables Yn are naturally
extended to (Ω¯, G¯,R), by setting Yn(ω, χ) = Yn(ω).
Definition 3.2 (Stable convergence, second viewpoint). A sequence of G-random variables
(Yn) converges stably to R iff,
∀H ∈ Cbc(Ω×X ), R[H(Yn)] = E[H(Yn)]→ R[H(Id)], (3.5)
since R[H(Id)] = E[Γ(H)] by (3.2).
According to the chosen viewpoint, we will alternatively say that (Y n) converges stably
to the rule R, to the random kernel Γ, or to Id in (Ω¯, G¯,R).
Let us give two extensions, useful in the following:
(i) The boundedness requirement can by replaced by the uniform integrability of (H(·, Y n)).
(ii) The continuity of H(ω, ·) can be relaxed if there exists a subspace A of Ω¯ with
Rn(A) → 1 and R(A) = 1, and such that P-a.s., the restrictions of H(ω, ·) to Aω are
continuous, Γ(ω, ·)-a.s.
Relative compactness The following property makes the link between tightness proper-
ties and relative compactness properties for the stable convergence:
Lemma 3.3 (Jacod and Me´min (1981)). Let (Yn) be a sequence of random variables, with
distribution (µn). Then,
(RYn) is stably relatively compact in R(P,X ) iff (µn) is tight in X . In particular, if (µn)
converges weakly to µ, then (Yn) converges stably along a subsequence to a rule R such
that µ = RX .
For simplicity, we also say “(Yn) or (Γ
Yn) is stably relatively compact in R(P,X )” and
use the abuse of language “(Y n) is tight in X”.
3.3 Stable limits of Ndem,
We now come back to the study of the the demographic counting processes (Ndem,) for
the two timescales BDS (3.1). The Skorohod space of ca`dla`g functions from R+ to N2p is
denoted by D(R+,N2p).
Definition 3.4 (State Space of the demographic counting processes).
(i) We denote by A2p the closed subspace of D(R+,N2p), composed of N2p-valued functions
whose components only have unit jumps and no common jumps.
(ii) Elements A2p are denoted by [α], with [α]t = α(· ∧ t) the function stopped at time t.
(iii) The canonical filtration is denoted by (FAt ) = (σ(α(s) ; s ≤ t, [α] ∈ A2p)).
Stables limits of (Ndem,) are defined according to the second viewpoint (Definition
3.2). The demographic processes (Ndem,) are considered as X = A2p-valued random
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variables, and the enlarged space is
(Ω¯, (G¯t)) = (Ω×A2p, (Gt ⊗FAt )), with N¯dem(ω, [α]) = [α]. (3.6)
Then, for Rdem ∈ R(P,A2p), (Ndem,) converges stably to N¯dem on (Ω¯, (G¯t),Rdem) to if
∀H ∈ Cbmc(Ω×A2p), Rdem[H(Ndem,)] = E[H(Ndem,)] −→
→0
Rdem[H(N¯dem)].
The strong domination yields straightforward tightness properties. In addition, the prop-
erty is preserved at the limit:
Proposition 3.5. (i) The family of demographic counting processes (Ndem,) is stably
relatively compact in R(P,A2p).
(ii) Let Rdem ∈ R(P,A2p) be a stable limit of (Ndem,). Then, N¯dem is Rdem-a.s. strongly
dominated by Gdem: N¯dem ≺ Gdem.
(iii) If (Ndem,) converges stably to N¯
dem
on (Ω¯, G¯,Rdem), then the aggregated population
processes (Z,\) converges stably toward the process defined by
X¯t = Z
\
0 + N¯
b,\
t − N¯d,\t , ∀t ≥ 0. (3.7)
Remark 3.1. As a consequence of (ii) all jumps times of N¯dem are jump times of Gdem
and thus N¯dem has a (G¯t)-intensity, which is bounded by the intensity of Gdem.
Remark 3.2. It is important to note that (iii) expresses a converge at the “macro” level
only. X¯ is a limit population, obtained when seeing the aggregated populations Z,\ as
functions of Ndem,. However, X¯ is not the aggregation of an underlying heterogeneous
population.
Proof. (i) By Lemma 3.3, it is sufficient to show that (Ndem,) is tight in A2p.
Let  > 0. Since Ndem, ≺ Gdem, Gdem−Ndem, is a multivariate counting process. Thus,
for any stopping times S ≤ T ,
0 ≤ GdemS −Ndem,S ≤ GdemT −Ndem,T , and thus 0 ≤ Ndem,T −Ndem,S ≤ GdemT −GdemS .
This yields directly that (Ndem,) is tight by verifying the Aldous tightness criterion.
(ii) If (Ndem,) converges stably along a subsequence to N¯dem on (Ω¯, (G¯t),Rdem), then
(Gdem −Ndem,) also converges stably (along the same subsequence) to Gdem − N¯dem on
(Ω¯, (G¯t),Rdem). Thus, Gdem− N¯dem is a multivariate counting process, i.e. N¯dem ≺ Gdem.
(iii) is an application of the stable convergence to F (Ndem,) = Z\0 + N
b,,\ − Nd,,\ =
Z,\.
In order to establish additional properties for stable limits of (Ndem,), we may study
the limit of their compensators (At =
∫ t
0 µ
dem(ω, s, Zs)ds). However, Z
 = Z0+φ
sNs,+
Nb,−Nd, depends on the process Ns, counting swap events. Thus, due to the explosion
of the number of swap events, the family of population processes (Z)>0 is not tight in
D(R+,Np). The idea is to see Z as an Np-valued random variable on Ω×R+ rather than
a dynamic process, on a probability space well-suited to the study of the compensators.
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3.4 Joint stable limits of Ndem, and the population variables Z˜
Population variables Z˜ Let us first introduce the population variables, defined on
Ω× R+.
Definition-Proposition 3.6 (Population variables). (i) For  > 0, the population vari-
able Z˜ is the Np-valued variable defined on Ω˜ = Ω× R+ by:
Z˜(ω, s) = Zs(ω), ∀ (ω, s) ∈ Ω˜. (3.8)
(i) Ω˜ is equipped with the optional σ-field O (generated by adapted ca`dla`g processes),
and the probability measure P˜ = P ⊗ λe, with λe(ds) = e−sds. For any bounded variable
U˜(ω, s) = Us(ω),
E˜(U˜) = E[
∫ ∞
0
Usλ
e(ds)] = E[
∫ ∞
0
Use
−sds].
(iii) The family of Np-valued random variables (Z˜) defined on (Ω˜,O, P˜) is stably relatively
compact.
Proof. The stable relative compactness is once again a consequence of the construction
by strong domination. Indeed, ∀ > 0 Z˜,\(ω, s) ≤ Z\0(ω) + G˜b,\(ω, s) = Z\0(ω) + Gb,\s (ω),
which yields the tightness, and thus the relative compactness of the family of Np-random
variables.
Informally, the stable convergence of Z˜ on Ω×R+ corresponds to the convergence of
integrals of type E[
∫ τ
0 λ(s, Z

s)ds]. However, we need a little bit more in order to carry
out the study of the compensators: the joint stable convergence of (Ndem,) and (Z˜), this
first requires to define Ndem, and Z˜ on the same probability space.
Extension of (Ndem,) to Ω˜ This technical step is done naturally by extending the pro-
cesses (Ndem,) into a family of new adapted processes, defined on (Ω˜,O) by:
N˜
dem,
(ω, s) = [Ndem,]s(ω) = (N
dem,
u∧s )u(ω), ∀(ω, s) ∈ Ω˜. (3.9)
By Lemma A.2, the stable convergence of (N˜
dem,
) to a rule R˜dem is equivalent to the
stable convergence of (Ndem,) to Rdem as defined in the previous subsection, with
R˜dem(h˜) = Rdem[
∫ ∞
0
hs([N¯
dem
]s)λ
e(ds)], ∀ h˜ ∈ Cbm(Ω˜×A2p). (3.10)
Stopping the trajectory at time s ensures that N˜
dem,
is O-measurable. Thus, at the limit
all processes considered are (G¯t = Gt ⊗FAt )-adapted.
Joint stable limits We now turn to stable limits of the family of A2p × Np variables
((N˜
dem,
, Z˜)), defined on (Ω˜,O, P˜). Stable limit R˜ ∈ R(P˜,A2p×Np) can be disintegrated
with respect to the stable limit of N˜
dem,
, that is the marginal R˜dem on Ω˜×A2p, into
R˜(dω,ds, d[α], dz) = R˜dem(dω,ds, d[α])Γ˜(ω, s,dz),
where Γ˜ := (Γs)s≥0 is a random probability kernel from Ω˜ × A2p to Np. Combined with
(3.10), this yields the following decomposition:
21
Lemma 3.7. Let g˜(ω, s, [α], z) := (gs(ω, [α]; z)) ∈ Cbm(Ω˜ × A2p × Np). Stable limits
R˜ ∈ R(P˜,A2p × Np) of ((N˜dem,, Z˜)) admit the following decomposition:
R˜(g˜) = Rdem[
∫ ∞
0
∫
Np
gs([N¯
dem]s, z)Γs([N¯
dem]s,dz)λ
e(ds)],
where Rdem is a stable limit of (Ndem,) and (Γs) is the random kernel defined above, which
can be interpreted as the stable limit of (Z˜), “conditionally to N˜
dem,
”.
Based on this decomposition, such a couple (Rdem,Γ) is called stable limit of ((Ndem,, Z˜))
Proof. Using the disintegration introduced above, R˜(g˜) = R˜dem
( ∫
Np g˜(·, z)Γ˜(·,dz)
)
.
Applying Lemma A.2 with h˜(ω˜, [α]) =
∫
Np g˜(ω˜, [α], z)Γ˜(ω˜, [α], dz) yields the result.
By taking g˜(ω, s, [α], s) = h(ω, [α]u)µ
dem(ω, s, z)1[u∧τ,t∧τ ](ω, s)es, we recover:
E˜[g˜([N˜
dem,
], Z˜)] = E[h([Ndem,]u)
∫ t∧τ
u∧τ
µdem(s, Zs)ds] = E[h([N
dem,]u)
(
At∧τ −Au∧τ
)
]
if ((Ndem,, Z˜)) converges stably to (Rdem,Γ), we obtain by applying informally the con-
vergence to g˜:
E[h([Ndem,]u)
∫ t∧τ
u∧τ
µdem(s, Zs)ds]→ Rdem[h([N¯dem]u)
∫ t∧τ
u∧τ
∫
Np
µdem(s, z)Γs([N¯
dem
]s,dz)ds].
(3.11)
Remark 3.3. It is usual when studying limits of counting processes to study the limit in
distribution of the compensators. For instance, in the spirit of Kurtz (1992), we would
have studied limits of the random occupation measure Λ(dz,ds) = δZs(dz)ds, and then
express At =
∫ t
0 µ
dem(ω, s, Zs)ds = Λ
(1[0,t]µ
dem). However, this approach is not well
suited to our framework since µdem is a random functional, without any regularity in
(ω, t).
The stable convergence applied on the space (Ω˜,O, P˜) rather yields the convergence of
“conditional expectations” of the compensators. Note also that here, it is straightforward
that compensators’ limits are absolutely continuous with respect to the Lebesgue measure,
which is not trivial when considering the convergence of the occupation measures (see e.g.
Lemma 1.4 in Kurtz (1992)).
3.5 Averaging results
We close this section with a general averaging result, showing that at the limit, the inten-
sity of the demographic processes (Ndem,) is the demographic intensity functional µdem,
averaged against a stable limit Γ of (Z˜). In particular, the aggregated averaged birth and
death intensitie only depend on the past demographic events. We also obtain specific sup-
port properties for the kernel Γ. These results can be applied to obtain weak convergence
results for the demographic counting processes, as detailed in Section 4.
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Theorem 3.8. Let (Rdem,Γ) be a stable limit of (Ndem,, Z˜).
(i) The stable limit N¯
dem
of (Ndem,) defined on (Ω¯, (G¯t),Rdem) is strongly dominated by
Gdem, and has the (G¯t)- averaged intensity
Γs([N¯
dem
]s,µ
dem) =
∫
N2p
µdem(s, z)Γs([N¯
dem
]s, dz). (3.12)
(ii) As a consequence, the stable limit X¯ = Z\0 + N¯
b,\ − N¯d,\ of (Z,\) has the (G¯t) birth
(resp. death) intensity:
Γt([N¯
dem
]t− , µ
b,\) =
p∑
i=1
Γt([N¯
dem
]t− , µ
b,i), (3.13)
(resp. Γt([N¯
dem
]t− , µ
d,\) =
∑p
i=1 Γt([N¯
dem
]t− , µ
d,i)).
No regularity in (ω, t) are needed, and usual uniform integrability assumptions on
the compensators are also not necessary here. The latter assumption is replaced by the
fact that the sequence (Sp) of jump times of G
dem is a localizing sequence for all local
martingales (Ndem, −A) (Corollary 2.2).
Another advantage of this approach is that all results can be extended directly to the
case when event intensities are path-dependent functionals of the demographic counting
processes (and thus of the aggregated population).
Proof of Theorem 3.8. Let (Rdem,Γ) be a stable limit of (Ndem,, Z˜). Then, there
exists a subsequence k → 0 along which ((Ndem,k , Z˜k)) converges stably to (Rdem,Γ).
For 0 ≤ u < t and hu ∈ Cbmc(Ω × A2p), an Gu ⊗ FAu -measurable function (hu(ω, [α]) =
hu(ω, [α]u)). The martingale property on (N
dem,k
·∧Sp −A
k
·∧Sp) gives for all p ≥ 0:
E[hu(N
dem,k)(Ndem,kt∧Sp −N
dem,k
u∧Sp )] = E[hu(N
dem,k)
∫ t∧Sp
u∧Sp
µdem(s, Zks )ds]. (3.14)
Step 1 Let H(ω, α) = hu(α)(α(t ∧ Sp(ω)) − α(u ∧ Sp(ω))). The left hand side of (3.14)
is equal to E[H(Ndem,)]. H(ω, ·) is not bounded. However, for all  > 0, |H(Ndem,)| ≤
‖hu‖∞(Gdemt∧Sp −Gdemu∧Sp) which is in L1(Ω,G,P), and thus (H(Ndem,)) is uniformly inte-
grable.
By Lemma A.1, the continuity assumption can be replaced by the fact that H(ω, ·) is
continuous on the space of paths [α] ≺ Gdem(ω):
A = {(ω, α) ∈ Ω×A2p; α ≺ Gdem(ω) and ∆α(t) = ∆α(u) = 0}.
Since Ndem, ≺ Gdem and N¯dem ≺ Gdem (Proposition 3.5), R(A) = E[1A(Ndem,)] =
Rdem(A) = 1. Thus, the stable convergence of (Ndem,k) to Rdem can be applied to H.
Step 2 Now, let g˜(ω, s, α, z) = 1]u∧Sp,t∧Sp](ω, s)e
shu(ω, [α]u)µ
dem(ω, s, z). The right hand
side of (3.14) is equal to E˜[g˜(N˜
dem,k
, Z˜k)].
23
Let λˆ
dem
(s,Gb,\) be the intensity process of Gdem, defined in Proposition 1.2. By the
strong domination and Assumption 1, µdem(s, Zs) ≤ λˆ
dem
(s,Gb,\s ), and thus
|E˜[1]u∧Sp,t∧Sp]eshu([N˜
dem,
]u)λˆ
dem
(·, Gb,\s )]| ≤ ‖hu‖∞E[
∫ t∧Sp
u∧Sp
λˆ
dem
(s,Gb,\s )ds] ≤ p‖hu‖∞.
Hence, the sequence (g˜(N˜
dem,k
, Z˜k)) is uniformly integrable, and the joint stable con-
vergence 3.11 can be applied to g˜.
By taking the stable limits in both sides of Equation (3.14), we obtain that:
Rdem[hu(N¯
dem
)(N¯
dem
t∧Sp−N¯
dem
u∧Sp)] = R
dem[hu(N¯
dem
)
∫ t∧Sp
u∧Sp
∫
N2p
µdem(s, z)Γ(s, [N¯
dem
]s, dz)ds],
for all Gu ⊗FAu -measurable hu, which achieves the proof.
Properties of the kernels Γ First, the relation Z,\ =
∑p
i=1 Z
i = Z\0 + N
b,\, − Nd,\,
between the aggregated population and Ndem,, is translated into a support property for Γ.
We recall that the space of populations of size n is denoted by Un = {z ∈ Np ;
∑p
i=1 z
i = n}.
Corollary 3.9. Let (Rdem,Γ) be a stable limit of (Ndem,, Z˜), and X¯ = Z\0 +N
b,\ −Nd,\
the limit aggregated process. The support of Γ(ω, s, ·) is included in UX¯s, i.e.
Γs([N¯
dem
]s,UX¯s) = 1 Rdem ⊗ ds a.s., (3.15)
Proof. Let F = {(ω, s, α, z); z\ = Z\0(ω) + αb,\(s)− αd,\(s)}, We have ∀  > 0:
E˜[1F (·, N˜dem,, Z˜)] = E[
∫∞
0 1{Z,\s =Z\0+Nb,\,s −Nd,\,s }λ
e(ds)] = 1.
By the extension of the portemanteau theorem to the stable convergence (Jacod and
Me´min (1981)), we obtain that Rdem[
∫∞
0 Γ(·, s, [N¯
dem
]s,UZ¯\s)λ
e(ds)] = 1.
The second property expresses that limit kernels must cancel the effect of fast swap events.
The martingale problem verified by the two timescales BDS population supports the in-
tuition.
For a BDS intensity functional µ = (µγ)γ∈J , a random operator (Lswt )t≥0 (resp.
(Ldemt )t≥0) can be associated with swap events (resp. demographic events),
Lswt f(z) =
p∑
i,j=1
i 6=j
(
f(z + φ(i, j))− f(z))µ(i,j)(t, z), ∀t ≥ 0, z ∈ Np, (3.16)
(reps. Ldemt f(z) =
∑p
j=1
(
f(z+ ej)− f(z)
)
µ(b,i)(t, z) +
∑p
i=1
(
f(z−ei)− f(z)
)
µ(d,i)(t, z)).
For any bounded function f on Np,
f(Zt )− f(Z0)−
∫ t
0
Ldems f(Z

s)ds−
1

∫ t
0
Lsws f(Z

s)ds is a (Gt)-local martingale.
Thus, the swap part explodes when → 0. At the limit (Lsws f) is averaged against a stable
limit (Γs) of Z˜
, and intuitively, this means that Γ must satisfy Γs([N¯
dem]s, L
sw
s f) = 0.
An interpretation of this property in terms of invariant measures for pure Swap processes
is detailed in the next Section.
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Proposition 3.10. Let (Rdem,Γ) be a stable limit of (Ndem,, Z˜), and X¯ = Z\0+N¯
b,\−N¯d,\
the limit aggregated process. Then, for all bounded functions f on Np,
Γs([N¯
dem]s, L
sw
s f) =
∑
z∈UX¯s
Lsws f(z)Γs([N¯
dem]s, dz) = 0, R
dem ⊗ ds a.s. (3.17)
Proof. Let f ∈ Cb(Np), 0 ≤ u < t and hu ∈ Cbmc(Ω×A2p) a Gu⊗FAu -measurable functional.
E[hu(N
dem,)
(
f(Zt∧Sp)− f(Zu∧Sp)
)
] = E[hu(N
dem,)
∫ t∧Sp
u∧Sp
Ldems f(Z

s)ds+ hu(N
dem,)
1

∫ t∧Sp
u∧Sp
Lsws f(Z

s)ds].
By multiplying the equation by  and letting → 0 along the appropriate subsequence we
obtain by using the same uniform integrablity argument as in the proof of Theorem 3.8:
Rdem[hu(N¯
dem
)
∫ t∧Sp
u∧Sp
Γs([N¯
dem
]s, L
sw
s f)ds] = 0.
The foregoing yields that
∫ t
0 Γs([N¯
dem
]s, L
sw
s f)ds is a (G¯t)-local martingale with finite
variations, and is thus the null process, so that:
Γs([N¯
dem
]s, L
sw
s f) = 0, ∀f ∈ Cb(Np) Rdem ⊗ ds a.s.
4 Convergence in distribution of the demographic processes
in random environment
In the foregoing, we have showed that stable limits N¯
dem
of the demographic count-
ing processes (Ndem,) are strongly dominated by Gdem and have an intensity of form
Γt([N¯
dem
]t,µ
dem), where the averaging kernel (Γs) verifies the support constraints (3.15)
and the averaging constraint (3.17).
These results can be applied to identify limit distributions of (Ndem,), since all limits
for the convergence in distribution can be realized as stable limits N¯
dem
, and thus inherit
the properties cited above. To conclude this paper, we give such an application, under
an additional assumption yielding the uniqueness of the averaging kernels Γ. As a con-
sequence, the aggregated “macro” population processes converge in distribution toward
a Birth-Death process in random environment. We close this section with a toy model,
showing the emergence of density dependence for mortality rates in the presence of fast
swap events.
4.1 Main result
We first come back to the interpretation of Proposition 3.10 in terms of invariant measures
for pure Swap processes.
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Markov Pure Swap process with “frozen environment” Pure Swap processes are pop-
ulation processes in which only swap events occur. For instance, when swap intensity
functionals µ(i,j) are deterministic functions µi,j : z ∈ Np → µ(i,j)(z), a pure Swap process
S of intensity functions(µ(i,j)) is a Continuous Time Markov Chain (CMTC), of generator
L = Lsw. Since swap events don’t change the size of the population if S0 ∈ Un, then
S remains in the space Un of populations of size n at all time. In this particular case,
Proposition 3.10 means that Γs([N¯
dem
]s, ·), whose support is UX¯s , is an invariant measure
of the Markov Swap S starting with an initial population of size X¯s = Z
\
0 +N
b,\
s −Nd,\s .
In the general case, (Lsws ) is a random time-dependent operator. However, for a fixed
(ω, s), L = Lsws (ω) can be seen as the generator of fictitious Markov pure Swap, where
the random environment has been frozen at time s, with intensity functions g(i,j)(z) =
µ(i,j)(ω, s, z) only depending on the state of the population z (since (ω, s) are fixed).
Thus, Proposition 3.10 can be interpreted as Γs([N¯
dem
]s, ·) being an invariant measure of
the Swap CTMC of generator L, starting with an initial population of size X¯s, this being
true a.s. for all fixed (ω, s).
Main assumption and convergence result We now assume that all states of the finite
space Un are attainable by the Swap CTMC of generator L = Lsws (ω), so that each
fictitious Markov Swap process has a unique invariant measure on each finite space Un.
This assumption is essentially a structure property for the model, depending only on the
swap intensity functional µsw.
Assumption 2. For each population size n, there exists a unique predictable probability
kernel pis(ω, n,dz) on (Ω,G,P) with support in Un, such that for all f : Un 7→ R,
pis(n,L
sw
s f) = 0, P⊗ ds a.s. (4.1)
Assumption 2 yields that Γs([N¯
dem
]s, ·) = pis(X¯\s, ·), for any joint stable limit (Rdem,Γ).
In particular, under Assumption 2 limit kernels Γs only depend on [N¯
dem
]s through the
aggregated population X¯s. This assumption is a sufficient assumption for the demographic
processes to converge in distribution.
Theorem 4.1 (Convergence in distribution of the demographic processes).
(i) Under Assumption 2, (Ndem,) converges in distribution in A2p.
The limit distribution can be realized on the initial probability space (Ω, (Gt),P), as the
distribution of the 2p-multivariate counting process N dem = (N b,N d), solution of:
dN demt = Qdem(dt, ]0, pit(Xt− ,µdem)]), Xt = Z\0 +N b,\t −N d,\t . (4.2)
(ii) The aggregated population processes (Z,\) converge in distribution to the Birth-Death
process in random environment X , with random (Gt)-birth and death intensities functionals
defined by
pit(n, µ
b,\) =
∫
Un
µb,\(t, z)pit(n, dz) and pit(n, µ
d,\) =
∫
Un
µd,\(t, z)pit(n, dz),∀n ≥ 0.
(4.3)
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Remark 4.1. (i) The aggregated population converges toward an “autonomous” Birth-
Death process in random environment. In particular, swap events generates a non-linear
dependence of aggregated birth and death intensities on the population size, which are
averaged against invariant measures pit(n, ·). These averaging measures also depend non-
trivially on the random environment.
(ii) In practice, it might be difficult to keep track of swap events, and thus to have a
precise estimate of the number of individual in each subgroup. The approximation of the
demographic counting process by N dem is useful since it allows demographic rates to be
approximated by functional depending only on the global size of the population.
The proof of Theorem 4.1 relies on two ingredients. The first one is Corollary 3.9 and
Theorem 3.10, which allow us to show that under Assumption 2, all stable limits for the
demographic processes have the same intensity functional. The second ingredient is the
Corollary 2.4, which allows us to conclude since all stable limits have the same intensity
functional and are are strongly dominated by Gdem (Proposition 3.5), and thus have the
same distribution.
Proof of Theorem 4.1. Let’s prove that all stable limits Rdem of (Ndem,) have the same
marginal on A2p, or in other words, that N¯dem = (N¯ b, N¯d) has the same distribution
under all limit rules Rdem. Let Rdem be such a rule, and X¯ = Z\0 + N¯
b,\ − N¯d,\ the limit
aggregated process.
By Theorem 3.8, there exits a random kernel Γ such that N¯
dem
has the (G¯t) intensity
Γt([N¯
dem
]t,µ
dem). By Corollary 3.9 and Proposition 3.10, there exists B ∈ O ⊗ FA∞ with
R˜dem(B) = 1, such that
∀ (ω, s, [α]) ∈ B, Γs([N¯dem]s,UX¯s) = 1 and Γs([N¯dem]s, Lsws f) = 0, ∀ f ∈ Cb(Np).
By Assumption 4.1, there also exists A ∈ O with P˜(A) = R˜dem(A) = 1, such that ∀ (ω, s) ∈
A and n ≥ 0, pis(ω, n,dz) is the unique measure verifying
pis(n,Un) = 1, and pis(n,Lsws f) = 0, ∀ f ∈ Cb(Np).
Thus, by setting n = X¯s([α]),
Γs = pis(X¯s, ·) ∀ (ω, s, [α]) ∈ B ∩A.
Hence, N¯
dem
have the G¯t intensity functional (pit(·,µdem)) and is strongly dominated by
Gdem (Proposition 3.5, (ii)). By a direct application of Corollary 2.4, this means that
N¯
dem
has the same distribution under all limit rules Rdem and thus (Ndem,) converges in
distribution.
To conclude the proof, it remains to show that the solution N dem of
dN demt = Q(dt, ]0, pit(Xt− ,µdem)]), Xt = Z\0 +N b,\t −N d,\t
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is well-defined and strongly dominated by Gdem. The intensity λˆ
dem
(t, Gb,\) of Gdem
only depends on Gdem through Gb,\, and by the domination Assumption 1, µdem(t, z) ≤
λdem(t, n), for all z ∈ Um with m ≤ n. As a consequence, for all m ≤ n,
pit(m,µ
dem) =
∫
Um
µdem(t, z)pit(m,dz) ≤ λˆdem(t, n).
Thus, the intensity functional of N is strongly dominated by λˆdem and by application of
Proposition 2.1, N dem is well-defined and strongly dominated by Gdem.
4.2 A toy model
We now give a toy example, inspired from Auger and Poggiale (1996), modeling the impact
of spatial heterogeneity on a population living in a fragmented habitat.
Model The population’s habitat is assumed to be divided on several patches, either favor-
able (type 1) or unfavorable (type 2). Thus, the population is structured in two subgroups
describing the number of individuals in each type of habitat. The evolution of individuals
is influenced by the type of patch in which they are located, as well as the random envi-
ronment (weather, availability of resources, human action...), which is also correlated to
the evolution of the population.
Each individual in subgroup i can die at a stochastic individual rate dit. The favorable
subgroup 1 has a lower death rate: d1t ≤ d2t a.s. Birth intensity functionals are also
assumed to be linear (each individual gives birth at rate bt which is the same in both
subgroup), with immigration at the stochastic rate λt.
µ(d,i)(ω, t, z) = dit(ω)z
i, µ(b,i)(ω, t, z) = bt(ω)z
i + λt(ω), i = 1, 2 (4.4)
When the population size increases individuals swap more often to the unfavorable habitat
(type 2), at a rate proportional to the population size z\ = z1 +z2, while, individuals swap
from subgroup 2 to subgroup 1 at a “constant” stochastic rate, so that:
µ(1,2)(ω, t, z) = (k12t (ω)z
\)z1, µ(2,1)(ω, t, z) = k21t (ω)z
2, (4.5)
Lswt f(z) = (k
12
t z
\)z1(f(z + e2 − e1)− f(z)) + k21t z2(f(z + e1 − e2)− f(z)).
When the habitat fragmentation is important, individuals migrates frequently between
the different patches,which can for instance impact the population viability ( see e.g.
Pichancourt et al. (2006)). This situation is described by the two timescales BDS:
Zi,t = N
(b,i),
t −N (d,i),t +N (j,i),t −N (i,j),t , i = 1, 2 j 6= i. (4.6)
dN
(d,i),
t = Q
d,i(dt, ]0, ditZ
i,
t− ]), dN
(b,i),
t = Q
b,i(dt, ]0, btZ
i,
t− + λt]),
dN (i,j), = Q(i,j)(dt, ]0,
1

µ(i,j)(t, Zt−)]).
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Averaging kernel The pure swap CTMC of generator L = Lsws (the environment is
frozen at s) can be reinterpreted as follow: all individuals in the swap population evolve
as “independent CTMC” on the state space {1, 2} = {(1, 0), (0, 1)}, with transition rates
depending on the total number of individuals n. The invariant measure for such an
individual is:
p1s(n) =
1
αsn+ 1
p2s(n) =
αsn
αsn+ 1
, with αs =
k12s
k21s
.
The stationary measure pis(n, ·) on Un of the Swap CTMC with frozen environment is
characterized by the distribution pi1s(n, ·) of the number of individuals in subgroup 1 (since
z2 = n−z1). By the foregoing, pi1s(n, ·) is a binomial distribution with parameter (n, p1s(n)).
Convergence of the demographic counting process By Theorem 4.1 the process Ndem,
counting birth and death events in each subpopulation converges to the process N dem =
(N b,N d) solution of
dN d,it = Qd,i(dt, ]0, ditXt−pit(Xt−)]), dN b,it = Qb,i(dt, ]0, (bt + λt)Xt−pit(Xt−)]),
where (Xt = Z\0+
∑2
i=1N b,it −N d,it ) is a Birth-Death process in random environment which
approximate the dynamic of the aggregated population. In particular, its death intensity
functional is :
pit(n, µ
d,\) =
(
d1t p
1
t (n) + d
2
t p
2
t (n)
)
n =
d1t
1 + αtn
(
1 + αtwtn)n, with wt =
d2t
d1t
. (4.7)
4.3 Comments and perspectives
The previous example shows that density dependence can emerge due to frequent swap
or migration events. The evolution of the aggregated population is better understood
by studying the aggregated process X . The aggregated mortality rates depends on the
population size: when the population is small, the aggregated mortality rate is close to
the death rate of the favorable subgroup 1. If the population size increase, for instance if
the entry rate λ increases, the aggregate mortality will increases, resulting in a decrease
of the number of individuals in the population and thus of the aggregated mortality rate.
Thus, swap events can induce a regulation of the population size, whose equilibrium also
depends on the random environment.
More generally, aggregation results of this paper give a way to generate new Birth
Death models, with averaged stochastic intensities, reflecting the heterogeneity of the
underlying population and taking into account the environment. This is particularly
relevant for human populations for which all standard mortality rates models are linear,
which seems quite unrealistic in light of the observed complexity in human populations.
However, in order to be well-suited to human populations, the results should be extended
to the framework of age-structured populations in further work.
Sometimes, the only observed processes are the aggregated population or the demo-
graphic counting process Ndem. Then, the problem can be seen as inverse problem. If
29
the demographic process is modeled by an multivariate counting process such as in (4.2),
with intensities which are a mixture of subgroup-specific intensities, the converse problem
would be to find a BDS population “compatible” with the given aggregated structured,
for instance by minimizing a given distance between the two populations.
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A Proofs
Lemma A.1. Let [x] ∈ A2p and let (txp)p≥1 its increasing sequence of jump times, with
txp → +∞. Let Ax = {[α] ∈ A2p; [α] ≺ [x]}. Then, Ax is closed, and ∀ p ≥ 1, pitxp : [α] ∈
Ax → α(txp) ∈ N2p is a continuous function on Ax.
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Proof. Let [α] ∈ Ax and p ≥ 1. we recall that [α]→ α(t) is a continuous function on A2p
(embedded with the Skorohod topology) iff t is not a jump time of α. Hence, if txp is not
a jump time of [α], pitxp is continuous in [α].
When ∆α(txp) 6= 0, then ∆α(txp) = ∆x(txp) since [α] ≺ [x]. By observing that txp is the
first jump time of α(·)−α(· ∧ txp), we can only consider the case p = 1, with t1x is the first
jump time of [α], so that α(tx1) = x(t
x
1).
Let ([αn]) be a sequence in A
x converging to α, with Tn1 the first jump time of αn.
Since [αn] → [α], Tn1 →n tx1 . For all n ≥ 0, [αn] ≺ [x] , and hence the sequence (T 1n) is
a subset of the discrete space {txp ; p ≥ 0}. Thus, (T 1n) is necessarily constant equal to tx1
above a given rank N , and for n ≥ N , tx1 is also the first jump time of [αn]. This yields
that ∀n ≥ N , pitx1 (αn) = αn(tx1) = x(tx1) = α(tx1). Therefore pitx1 is continuous in [α].
Lemma A.2. (N˜
dem,
) converges stably to R˜dem iff (Ndem,) converges stably to a rule
Rdem such that for all O ⊗FA∞-measurable function h˜(:= (hs)s),
R˜dem(h˜) = Rdem[
∫ ∞
0
hs([N¯
dem
]s)λ
e(ds)]. (A.1)
Proof. Let us first assume that (Ndem,) converges stably to a rule Rdem in R(P,A2p).
Let h˜ ∈ Cbmc(Ω˜ × A2p), and H(ω, [α]) =
∫∞
0 h˜(ω, s, [α]s)λ
e(ds), so that E˜[h˜([N˜
dem,
])] =
E[H([Ndem,])].
By letting  → 0, we obtain that (N˜dem,) converges stably in R(P⊗ λe,A2p) to the rule
R˜dem defined by (A.1).
Reciprocally, assume that (N˜
dem,
) converges stably to a rule R˜dem ∈ R(P⊗ λe,A2p).
For t ≥ 0, let Ht be a Gt ⊗ FAt -measurable function in Cbmc(Ω×A2p), and h˜t(ω, s, [α]) =
et1[t,∞[(s)H(ω, [α]t). Then, ∀ > 0
E˜[h˜t([N˜
dem,
])] = E[et
∫ ∞
t
H([Ndem,]t∧s)λe(ds)] = E[H([Ndem,]t)].
ht(ω˜, ·) is continuous on Bt = {[α]; ∆α(t) = 0}, and thus, we can apply the stable con-
vergence and obtain that E[Ht(·, [Ndem,])] converges for any Gt⊗FAt -measurable function
Ht ∈ Cbmc(Ω × A2p). Thus, by Proposition 3.12 in Ha¨usler and Luschgy (2015) (Ndem,)
converges stably in R(P,A2p).
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