Abstract. In this paper, we study the Cauchy problem of a higher-order µ-CamassaHolm equation. By employing the Green's function of (µ − ∂ . Then we prove the existence of global strong solutions and weak solutions. Moreover, we show that the data-to-solution map is Hölder continuous in H s (S), s ≥ 4, equipped with the H r (S)-topology for 0 ≤ r < s. Finally, the equation is shown to admit single peakon solutions which have continuous second derivatives and jump discontinuities in the third derivatives.
Introduction
In this paper, we discuss the Cauchy problem of the following equation where u(t, x) is a time-dependent but spatially periodic function on the unit-circle S = R/Z and µ(u) = S udx denotes its mean. (1.1) was proposed by Escher et al. [20, 21] as an Euler equation on diffeomorphism group Diff ∞ (S) with respect to certain metric, in which m is defined to be m = (µ + (−∂ 2 x ) r/2 )u, and it is a µ-version of the following higher-order Camassa-Holm equation with k = 2:
(1.5) later)
which describes the propagation of weakly nonlinear orientation waves in a massive nematic liquid crystal with external magnetic filed and self-interaction [33] . Moreover, (1.3) is also an Euler equation on Diff ∞ (S) and it gives rise to the geodesic flow on Diff ∞ (S) with the right-invariant metric at the identity defined by the inner product [33] f, g µ = µ(f )µ(g) + S f ′ (x)g ′ (x)dx .
In [33, 35] , the authors showed that (1.3) is bi-Hamiltonian and admits both cusped and smooth travelling wave solutions which are natural candidates for solitons. The orbit stability of periodic peakons was studied in [5] .
Equation ( which was introduced to model the unidirectional propagation of shallow water waves over a flat bottom [4] . (1.4) is another expressional form of the geodesic flow both on the diffeomorphism group of the circle [14] and on the Bott-Virasoro group [34] . It has a bi-Hamiltonian structure [22] and is completely integrable [4, 10] . Moreover, (1.4) has been extended to an entire integrable hierarchy including both negative and positive flows and shown to admit algebro-geometric solutions on a symplectic submanifold [43] . When m = −∂ which was derived in [29] as a model for propagation of orientation waves in a massive nematic liquid crystal director field. It also has a bi-Hamiltonian structure [1, 29, 41] and is completely integrable as a special member in the negative flows of Harry-Dym hierarchy [42] . Alternatively, (1.5) can be regarded as the high-frequency or short-wave limit (x, t) → (ǫx, ǫt), for ǫ → 0, of (1.4) [16] . In recent years, the Cauchy problem of (1.4) and (1.5), in particular its well-posedness, blow-up behavior and global existence, have been well-studied both on the real line and on the circle, e.g., [2, 3, 9, 11-13, 17, 27, 28, 30, 36, 50, 51] .
The present paper is devoted to studying the existence of global strong solutions of (1.1) in H s (S), s > We first give the Green's function of the operator (µ − ∂ 2 x ) −2 , which plays a key role in writing the explicit formula of the inverse function (µ − ∂ 2 x ) −2 w and constructing the peaked solutions, and local well-posedness of (1.1). Then we show the global existence of strong solutions to (1.1). Next, for any T 0 > 0 and s ≥ 4, we prove that the data-to-solution map is Hölder continuous in H s (S), equipped with the H r (S)-topology for 0 ≤ r < s. Motivated by the recent work [8] , we establish the existence of global weak solution in H 2 (S) without using an Oleȋnik-type estimate (see [6, 50] ), which is not easy to be verified in numerical experiment. Inspired by the forms of periodic peakons for the µ-Camassa-Holm equation and its modified forms [35, 44, 45] , we show that (1.1) admits the peaked periodic-one traveling-wave solutions. From the results obtained in this paper, one can see that the higher-order µ-Camassa-Holm equation has significant difference from the µ-Camassa-Holm equation, e.g., it does not admit finite time blowup solutions.
The rest of the paper is organized as follows. In Section 2, the Green's function of the operator
, the explicit formula of the inverse function (µ − ∂ 2 x ) −2 w and local well-posedness for
, are provided. In Section 3, we show the global existence of strong solutions. The Hölder continuity of the data-to-solution map is established in Section 4. In Section 5, we prove the global existence of weak solutions. The existence of single peakon solutions is revealed in Section 6.
Preliminaries
In this section, we will give the Green's function of the operator Λ and establish the local well-posedness for (1.1).
Green's Function
To write the inverse v = Λ −4 µ w explicitly and construct the peaked solutions, we need to investigate the Green's function of the operator Λ −4 µ . We denote the Fourier transform of f by f . For a periodic function g on the circle S = R/Z, we have
If g is the Green's function of the operator Λ
From Dirichlet's criterion, we know that the series
converge for any x ∈ [0, 1) ≃ S, and uniformly converge in any closed interval [α, β] ⊂ (0, 1). We may assume that
then F (x) is three-times continuously differentiable on [α, β] ⊂ (0, 1) and
On the other hand, we know
then there exists a constant a such that
Using the fact
12 (see Page 194 in [24] ), we get a = F ′′ (
. Thus, some constant b exists such that
we can easily deduce that b = F ′ ( 1 2 ) = 0. So there exists a constant c such that
. It is easy to check that F (x) is two-times continuously differentiable on [0, 1) ≃ S, and so is g(x) = 1 + 2F (x). Thus, the Green's function g(x) is given by
and is extended periodically to the real line. In other words,
Note that µ(g) = 1. The graph of g can be seen in Figure 1 .
µ w is given explicitly by 
where the pseudodifferential operator
We can check that Λ
Local Well-posedness
The initial-value problem associated to (1.1) can be rewritten in the following form:
On the other hand, integrating both sides of (2.4) over S with respect to x, we obtain
Then it follows that µ(u) = µ(u 0 ) := µ 0 .
Thus, (2.5) can be rewritten as
Applying the Kato's theorem in [31] , one may follow the similar argument as in [37] to obtain the following local well-posedness result for (2.6).
, there exist a maximal T = T (u 0 ) > 0, and a unique solution u to (2.6) such that
Moreover, the solution depends continuously on the initial data, and T is independent of s.
, and let T be the maximal existence time of the solution u to (2.6) with the initial data u 0 . Then we have
Moreover, we have
, and S u x dx = 0, Corollary 2.1 and (2.7) implies that
It then follows that
Note that
By Corollary 2.1, we have
which implies that
Hence, we get
This completes the proof of the lemma. ✷
Global Existence of Strong Solution
In this section, we present the global existence of strong solution to (2.6). Firstly, we will give some useful lemmas.
where c r is a positive constant depending only on r.
where
r/2 and c r is a positive constant depending only on r.
Lemma 3.3. (see [19, 48] 
, then there exists a constant c > 0 such that for any g ∈ L 2 (S) we have
in which for each ε ∈ (0, 1], the operator J ε is the Friedrichs mollifier defined by
) and j(x) is a nonnegative, even, smooth bump function supported in the inter-
Now we give the following theorem, which is a sufficient condition of global existence of solution to (2.6).
, and let T be the maximal existence time of the solution u to (2.6) with the initial data u 0 . If there exists K > 0 such that
Proof. Note that the product uu x only has the regularity of H s−1 (S) when u ∈ H s (S). To deal with this problem, we will consider the following modified equation
where J ε is defined in (3.1).
Applying the operator
, then multiplying the resulting equation by Λ s J ε u and integrating with respect to x ∈ S, we obtain
In what follows next we use the fact that Λ s and J ε commute and that J ε satisfies the properties
Let us estimate the first term of the right hand side of (3.3).
where we have used Lemma 3.2 with r = s and Lemma 3.3.
Here and in what follows, we use " " to denote inequality up to a positive constant. Furthermore, we estimate the second term of the right hand side of (3.3) in the following way
where we have used Lemma 3.1 with r = s − 3 and (2.3).
, and S u xx dx = 0, Corollary 2.1 implies that
Combining (3.4) and (3.5) and using Lemma 2.2, we have
Letting ε → 0, we get
where c is a constant depending on s and u 0 . An application of Gronwall's inequality and the assumption of the theorem yield
which completes the proof of the theorem. ✷
. Then the corresponding strong solution u of the initial value u 0 exists globally in time.
Proof. Let us first assume that u 0 ∈ H s (S), s ≥ 5. Let u be the corresponding solution of (2.6) on [0, T ) × S, which is guaranteed by Theorem 2.1. Multiplying (1.1) by m and integrating over S with respect to x yield 1 2
Note that in Lemma 2.2 we have
By Gronwall's inequality, we have
Since u ∈ H 5 (S) ⊂ C 4 (S) and S u xxx dx = 0, Corollary 2.1 implies that
Theorem 3.1 ensures that the solution u does not blow up in finite time, that is, T = ∞.
For initial data u 0 ∈ H s (S), 
with initial data u n 0 , n ≥ 1. From the above analysis, we know T n = ∞. Since by Theorem 2.1 the maximal time continuously depends on u 0 H s (S) and u
as n → ∞. Thus, we obtain T = ∞. This completes the proof of Theorem 3.2. ✷
Hölder continuity
In this section, we will first give an estimate of the solution size in time interval [0, T 0 ] for any fixed T 0 > 0, and then we show that the solution map for (2.6) is Hölder continuous in H s (S), s ≥ 4, equipped with the H r (S)-topology for 0 ≤ r < s in periodic case.
Lemma 4.1. Let u be the solution of (2.6) with initial data u 0 ∈ H s (S), s ≥ 4. Then, for any
where c = c(s, T 0 , u 0 ) is a constant depending on s, T 0 and u 0 H 4 (S) .
Proof. By using the local well-posedness theorem and a density argument, we can show (3.7) still holds for initial data u 0 ∈ H s (S), s ≥ 4, that is,
Then, similar to the proof of Theorem 3.2, we can show that
Note that in (3.6) we have
It follows that
where c = c(s, T 0 , u 0 ) is a constant depending on s, T 0 and u 0 H 4 (S) . ✷ Now, we prove that the solution map for (2.6) is Hölder continuous. Firstly, we recall the following lemma. 
Lemma 4.3. (see [27] ) If r > 1 2 , then there exists a constant c r > 0 depending only on r such that and l ≥ j − r with j ∈ Z + , then there exists a constant c r,l,j > 0 depending on r, l and j such that
Proof. The proof can be done by adapting analogous methods as in [26] , in which they only considered the case j = 1. For the reader's convenience, we provide the arguments with obvious modifications. Similar as the proof of Lemma 3 on R in [26] , we can obtain
in which we have applied the Cauchy-Schwartz inequality in n, a change of variables, and changed the order of summation. To get the desired result, it is sufficient to show that there exists a constant c r,l,j > 0 such that
In fact, we can check the inequality under the conditions l > 1 2 and l ≥ j − r, the main difference with proof of Lemma 5 in [26] is replacing the discussions on for all u(0), w(0) ∈ B(0, h) and u(t), w(t) the solutions corresponding to the initial data u(0), w(0), respectively. The constant c depends on s, r, T 0 and h.
Applying Λ r to both sides of (4.1), then multiplying both sides by Λ r v and integrating over S with respect to x, we get
(i) We first consider the case 0 ≤ r ≤ s − 1, where s ≥ 4. To achieve it, we need to estimate E 1 and E 2 .
Estimate E 1 . By using Lemma 4.2 and the Sobolev embedding theorem H r (S) ֒→ L ∞ (S) for r > 1 2 , we have
Estimate E 2 . It is easy to show that
Using (2.3), we have
where we have used the following inequality
On the other hand, integrating by parts, we have
For F 1 , by (2.3),
If r > 5 2 , we have
by using Lemma 4.3 and the fact r ≤ s − 1. For 0 < r ≤ 
Thus, we have
For F 2 , by (2.3),
If r > 3 2 , we have
by using Lemma 4.3 and the fact r ≤ s − 1. For 0 < r ≤ 3 2 , applying Lemma 4.4 with j = 2 to the term u xx v x H r−2 (S) , we have
Similar as the estimate of F 2 , we can deduce
Using the solution size estimate in Lemma 4.1, we get
where C is a constant depending on s, r, T 0 and h.
(ii) Now we consider the case s − 1 < r < s, where s ≥ 4. Interpolating between H s−1 (S) and
Since for H s−1 (S) norm we can apply inequality (4.2), we have
Also, using the solution size estimate in Lemma 4.1, we get
Combining (4.3), (4.4) and (4.5) gives
This completes the proof of Theorem 4.1. ✷
Global Existence of Weak Solution
In this section, we establish the existence of global weak solution in H 2 (S). Firstly, the Cauchy problem (2.6) can be rewritten as follows
Now we introduce the definition of a weak solution to the Cauchy problem (5.1).
Definition 5.1. We call u : R + ×S → R an admissible global weak solution of the Cauchy problem
(ii) u(t, x) satisfies (5.1) in the sense of distributions and takes on the initial data pointwise.
The main result of this section is as follows.
has an admissible global weak solution in the sense of Definition 5.1.
Viscous Approximate Solutions
In this subsection, we construct the approximation solution sequence u ε = u ε (t, x). Hence, we consider the viscous problem of (5.1) as follows
where u ε,0 (x) = (j ε * u 0 )(x) and j ε is defined in (3.1). By Lemma 3.3, we have
w(x)dx. Differentiating the first equation of (5.3) three times with respect to x, one obtains
Lemma 5.1. Let ε > 0 and u ε,0 ∈ H s (S), s ≥ 5. Then there exists a unique u ε ∈ C(R + ; H s (S)) to (5.3). Moreover, for each t ≥ 0 and ε > 0, it holds that 6) and for each ε > 0,
Proof. First, following the standard argument for a nonlinear parabolic equation, one can obtain the local well-posedness result that, for u ε,0 ∈ H s (S), s ≥ 4, there exists a positive constant T 0 such that (5.3) has a unique solution
We denote the life span of the solution u ε (t, x) by T . Multiplying (5.5) by ∂ x u ε and integrating over S, we obtain
Then (5.6) holds for all 0 ≤ t < T .
Similar to the proof of Theorem 3.1, we can show that if ∂ and (5.6), we obtain that
This in turn implies that
Due to Corollary 2.1, we only need to derive an a priori estimate on ∂ 4 x u ε L 2 (S) . In view of (5.5), we get
x u ε L 2 (S) by Corollary 2.1, we have T = ∞, which completes the proof of the lemma. ✷
Precompactness
In this subsection, we are ready to obtain the necessary compactness of the viscous approximation solutions u ε (t, x).
For convenience, we denote P ε = P 1,ε + P 2,ε , where P 1,ε , P 2,ε are defined by
Moreover,
Lemma 5.2. Assume u 0 ∈ H 2 (S). For each t ≥ 0 and ε > 0, the following inequalities hold
Here and in what follows, we use C 0 to denote a generic positive constant, independent of ε, which may change from line to line.
Proof. For σ = 1 or ∞, by (2.2), we have
and
can be obtained similarly. Since P ε = P 1,ε + P 2,ε , we can easily deduce the estimate of
On the other hand, by Lemma 5.1, we have
which completes the proof. ✷
Next we turn to estimates of time derivatives.
Lemma 5.3. Assume u 0 ∈ H 2 (S). For each T, t > 0 and 0 < ε < 1, the following inequalities hold
Proof. By the first equation of (5.3) and Lemmas 5.1-5.2, we have
Differentiating the first equation of (5.3) with respect to x, one obtains
Thus,
Moreover, by the definition of P 1,ε and (2.1), we know
Differentiating the first equation of (5.3) with respect to x two times, we have
and then
(5.9)
From Lemmas 5.1-5.2, (5.8) and (5.9), we get 
Proof. Denote q ε := ∂ 2 x u ε , then q ε satisfies
Multiplying the above equation by pq ε |q ε | p−2 , we have
By Lemmas 5.1-5.2, we know
The Gronwall inequality implies the desired result. ✷
There exist a positive sequence
Proof. Due to Lemmas 5.1 and 5.3, we have that
In particular, {u ε } ε is uniformly bounded in H 1 ([0, T ] × S) and then we have u ε k ⇀ u weakly in
and Corollary 4 in [46] , we know
Due to Lemma 5.2, we obtain that
In particular, {P ε } ε is uniformly bounded in L σ ([0, T ] × S) with 1 < σ < ∞ and then we have 
, we know that
Existence of solutions
From Lemmas 5.1 and 5.4, we can deduce that there exist two functions q ∈ L ρ loc (R + × S) and
for every 1 < ρ < p and 1 < r < p 2 . Moreover,
In view of (5.11), we conclude that for any η ∈ C 1 (R) with η ′ bounded, Lipschitz continuous on R, η(0) = 0 and any 1 < ρ < p, we have
Here and in what follows, we use overbars to denote weak limits in spaces to be understood from the context.
Lemma 5.6. The following inequality holds in the sense of distributions
Proof. The proof is divided into the following three steps.
Step 1. Taking ξ ∈ C 2 (R) convex and multiplying (5.10) by ξ ′ (q ε k ), we have
(5.13)
In particular, we can use the entropy q → (q + ) 2 /2 and get
Letting k → ∞, we have
Step 2. Using (5.10), Lemma 5.5 and (5.11), letting ε → 0, we have
, where j δ is the Friedrichs mollifier defined in (3.1). According to Lemma II.1 in [18] , it follows from (5.15) that q δ solves 16) where the error τ δ tends to zero in L 1 loc (R + × S). Multiplying (5.16) by η ′ (q δ ), we have
Using the boundedness of η and η ′ and sending δ → 0 in (5.17), we obtain
In particular, we can use the entropy η
, where R > 0, χ E is the characteristic function in set E and
and then get
Step 3. Subtracting (5.19) from (5.14), we get
Integrating (5.20) over (0, t) × S, we get
we have, as R → ∞,
and for any R ≥ 1
By applying the Dominate Convergence Theorem in (5.21), we know
Similar to the arguments in [6, 50] , there holds
Since the functions ξ 2 + and ξ 2 − are convex in ξ, we have
which completes the proof. ✷ By using the entropy η
, where η R (ξ) is defined in the proof of Lemma 5.6, we can obtain the following lemma.
Lemma 5.7. For any t > 0 and any R > 0,
Proof. Letting k → ∞ in (5.18), we have
Subtracting (5.18) from (5.24) and using the entropy η − R (ξ), we have
Similar to the arguments in [6, 50] , for each R > 0 we have
Integrating (5.25) over (0, t) × S, we get (5.23). ✷ Lemma 5.8. There holds q 2 = q 2 , a.e. on R + × S.
Proof. Adding (5.12) and (5.23) yields Since ∂ x u is uniformly bounded, using (5.22) and Gronwall's inequality, we conclude that 0 ≤ S q 2 − q 2 dx ≤ 0 for any t > 0, which completes the proof. ✷ Proof of Theorem 5.1. Let u(t, x) be the limit of the viscous approximation solutions u ε (t, x) as ε → 0. It then follows from Lemmas 5.1 and 5.5 that u(t, x) ∈ C(R + ; C 1 (S)) ∩ L ∞ (R + ; H 2 (S)) and (5.2) holds.
Let µ t,x (λ) be the Young measure associated with {q ε } = {∂ 2 x u ε }, see more details in Lemma 4.2 of [50] . According to Lemma 5.8, we have µ t,x (λ) = δ q(t,x) (λ) a.e. (t, x) ∈ R + × S, then Proof. Motivated by the forms of periodic peakons for the µ-Camassa-Holm equation [35] and modified µ-Camassa-Holm equations [44, 45] , we assume that the periodic peakon of (1.1) is given by u c (t, x) = a − According to the definition of weak solutions, u c (t, x) satisfies the following equation To evaluate I j , j = 1, 2, 3, 4, we need to consider two cases: (i) x > ct and x ≤ ct. 
