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Abstract
We obtain a single-letter characterization that is both necessary and sufficient for
sequences generated i.i.d. from a collection P of distributions over a countably infinite
alphabet to be (average-case) strongly compressible. Contrary to the worst case formula-
tion of universal compression, finite single letter (average case) redundancy of P does not
automatically imply that the expected redundancy of describing length-n strings sampled
i.i.d. from P grows sublinearly with n. Instead, we prove that universal compression of
length-n i.i.d. sequences from P is characterized by how well the tails of distributions in
P can be universally described, and we formalize the later as the tail-redundancy of P .
1 Introduction
Sequential encoding schemes can essentially compress the sequence X1, . . . ,Xn of natural
numbers down to the minimum number of bits required, ≈ H(Xn) bits on an average where
H denotes the underlying entropy, assuming the generative law p is known. However, it is often
unreasonable to posit knowledge of the underlying probability law p. Universal compression [1]
formalizes a more realistic setup where p is unknown, instead compressing data with just the
knowledge that the underlying unknown p belongs to a known collection P of probability laws
that models the problem, e.g., i.i.d. or Markov distributions. Specifically, we would use a
single universal probability law q for the collection P that, hopefully, simultaneously encodes
as well as the underlying unknown p as closely as possible.
There are several different approaches to characterize the performance of such universal
encoders. Broadly speaking, if P is a collection of distributions over a countable support X ,
the most stringent metric is the worst-case formulation that tries to find a universal probability
law q over X minimizing
sup
p∈P
sup
x∈X
log
p(x)
q(x)
.
The average-case formulations try to find a law q minimizing
sup
p∈P
∑
x∈X
p(x) log
p(x)
q(x)
.
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Starting from [1], the case where X is either a finite set of size k, or length-n sequences
drawn from a finite set k, and P is a collection of i.i.d. or Markov sources have been studied
extensively. A cursory set of these papers include [2–4] for compression of i.i.d. sequences of
sequences drawn from k−sized alphabets, [5, 6] for context tree sources, as well as extensive
work involving renewal processes [7,8], finite state sources [9], etc. In this paper, however, we
will mainly be concerned with the case where the support is countably infinite.
Consider a collection of all measures over infinite sequences of natural numbers obtained
by i.i.d. sampling from a distribution in P over N. This paper characterizes when universal
compression of length-n strings generated by i.i.d. sampling incurs sublinear in n redundancy
with a single letter characterization (related to universal compression of a single symbol from
distributions in P). Our focus will remain on the average-case formulations for encoding
length-n strings. This is the first single letter characterization that is both necessary and
sufficient for strong compressibility in the average case to the extent we are aware of.
Worst case redundancy Recent work in [10] has shown that if the single letter worst-
case redundancy of P is finite, then length-n i.i.d. sequences from P can be compressed
with worst-case redundancy that is sublinear in n. Since the average case redundancy of any
scheme is upper bounded by its worst case redundancy, it follows then that is a universal
measure q over infinite length strings of natural numbers such that
lim
n→∞ supp∈P
1
n
Ep log
p(Xn)
q(Xn)
→ 0. (1)
However, what happens when the worst case redundancy of a class P is not finite? Since
the underlying support of distributions in P is countably infinite, it is easy to construct
collections P whose single letter average-case redundancy is finite, i.e.,
inf
q
sup
p∈P
∑
x∈N
p(x) log
p(x)
q(x)
<∞ (2)
even when the single letter worst-case redundancy is not. Suppose, we only knew that the
single letter average-case redundancy of P is finite, namely that (2) holds. We note that in
general, the guarantee (1) need not hold (see Example 2 in this paper).
In finite alphabet regime length−n redundancy and worst case redundancy have a same
behavior. They grow in a same order with length of the sequence. However, for infinite
alphabet it is possible to construct classes with finite length−n redundancy and infinite regret.
In Example we constrcuct a collection of distributions where worst case redundancy is infinite
but average case redundancy is finite. Other examples can be found in [11] and [12].
Example 1. Let pk(x), x ∈ X = N− {1} = {2, 3, 4, . . . },
pk(x) =


1− 1log k x = 2,
1
k log k k ≤ x < 2k,
0 other wise.
✷
and P = {p2, p3, . . . }. Then the worst-case redundancy is
log
∑
x∈X
sup
pk∈P
pk(x) ≥ log
∑
k
1
k log k
,
2
and since
∑
k
1
k log k diverges, the worst case redundancy is infinite. To see finiteness of average
case redundancy, let q(x) = 1/a
x log2(x)
where a =
∑
x
1
x log2(x)
. Then
D(pk||q) = (1− 1
log k
) log 2a(1 − 1
log k
)
+
1
k log k
log
1
k log k
1
ak log2 k
+
1
k log k
log
1
k log k
1
a(k+1) log2(k+1)
+ · · ·+ 1
k log k
log
1
k log k
1
a2k log2 2k
≤ (1− 1
log k
) log 2a(1 − 1
log k
) +
1
k log k
log
1
k log k
1
a2k log2 k2
+ · · · + 1
k log k
log
1
k log k
1
a2k log2 k2
= (1− 1
log k
) log 2a(1 − 1
log k
) +
1
log k
log
1
k log k
1
a2k log2 k2
= (1− 1
log k
) log 2a(1 − 1
log k
) +
log 8a log k
log k
≤ 1 + log 16a2.
✷
Weak universal compression However, Kieffer’s seminal work [13] assures us that when (2)
holds, then for all p ∈ P
lim
n→∞
1
n
Ep log
p(Xn)
q(Xn)
→ 0,
a weaker guarantee than (1). This is usually referred to as the weak compression guarantee.
In fact, the above weak compression guarantee holds even under a weaker condition than (2)—
namely that there is a distribution q over N such that for all p ∈ P
∑
x∈N
p(x) log
p(x)
q(x)
<∞.
Bayes Redundancy A well known lower bound on average case redundancy relates it to
Bayes redundancy of any given prior. This result can be obtained from general minimax
theorem. Here we provide the version from [14].
Lemma 1. Let M(xn) show the set of all probability measure on Xn. Denotes elements of
Pn as pθ, θ ∈ Θ. Then Redundancy is lower bounded by Bayes redundancy of any given prior
π on Θ. i.e.
R(Pn) ≥ inf
q∈M(xn)
EπD(pθ||q)
✷
Lemma 2 (Minimax Theorem [14]). Let M(xn) show the set of all probability measure
on Xn. Denotes elements of Pn as pθ∈Θ. Then Redundancy is lower bounded by Bayes
redundancy of any given prior.
R(Pn) = sup
π∈M(Θ)
inf
q∈M(xn)
EπD(pθ||q) = sup
pθ∈Pn
inf
q∈M(xn)
D(pθ||q)
✷
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Adaptive Coding Consider different collections of distribution each of them is universally
compressible. Can we find a single encoder for all collections? This is the question of adaptive
coding which was answered in [15] [16]. The idea of adaptive coding is very close to hierarchal
universal compression [17]. Since it is not possible to compress a general class of distributions
over countable alphabet. In [15], authors consider an envelope class and proposes an auto
censoring code and show that it is adaptive for an envelope class. In [16] authors investigate
a heavy tail envelope class and obtain a lower bound on the redundancy of this class.
Rest of the paper is organized as follows. Section 2 lays out formal notations and definitions
for strong and weak compression and redundancy along with the summary of previous results.
Section 3 connects result of the paper to metric entropy and provides a few examples on that.
Section 4 states the condition that is both necessary and sufficient for the strong compression
guarantee to hold in Theorem 17.
2 Definitions and Background
The following development of universal compression is essentially standard. However, for
formal simplicity in definitions we define redundancy and its asymptotics by means of measures
over infinite sequences rather than sequences of distributions over various lengths.
Let P be a collection of distributions over N and Pn be the set of distributions over length-
n sequences obtained by i.i.d. sampling from P. Note that any finite length sequence or any
collection of finite length sequences corresponds to a subset of infinite length sequences. The
collection of such subsets corresponding to finite length sequences and collections of finite
length sequences forms a semi-algebra [18]. Therefore, for all p, the distributions obtained on
finite length sequences by i.i.d. sampling can be extended to a measure over infinite length
sequences. Let P∞ be the collection of all such measures over infinite length sequences of N
obtained by i.i.d. sampling from a distribution in P. In a slight abuse of notation to simplify
exposition where possible, we use the same symbol p to indicate the distribution in P, Pn, or
the measure in P∞.
Let q be a measure over infinite sequences of naturals, and define for any p ∈ P∞, the
redundancy 1
Rn(p, q) =
∑
Xn∈Nn
p(Xn) log
p(Xn)
q(Xn)
def
= D(pXn ||qXn), (3)
where D() above denotes the KL divergence between the length n distributions induced by
i.i.d. sampling from p to the length n distribution induced by the measure q. Define
Rn = Rn(P∞) = inf
q
sup
p∈P∞
Rn(p, q).
A collection P∞ is weakly compressible if there exists a measure q over infinite sequences of
naturals such that for all p ∈ P∞
lim
n→∞
1
n
Rn(p, q) = 0.
1All the logarithms are in base 2, unless otherwise specified.
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A collection P∞ is strongly compressible if there exists a measure q such that
lim
n→∞ supp∈Pn
1
n
Rn(p, q) = 0.
One can consider weak vs strong compressibility as pointwise convergence in contrast to
uniform convergence. While weak compressibility needs (3) to go to zero for each p as n→∞,
strong compressibility needs the uniform convergence of Rn(p, q) toward to zero as n→∞. In
fact, we can use Egorov’s theorem to connect weak compressibility and strong compressibility
using Lemma 3.
Lemma 3 (Egorov’s Theorem). Let {fn(θ)}, θ ∈ Θ be a sequence of measurable func-
tions on measurable space (Θ,Σ, µ) where µ is a finite measure and f(θ) be a measurable
functions on this space. If {fn(θ)} converges to f(θ) pointwise, then for every ǫ > 0, there
is a subset B ⊂ Θ such that µ(B) < ǫ and {fn(θ)} converges to f(θ) uniformly on Bc = Θ−B.
✷
2.1 Tightness
A collection P of distributions on N is defined to be tight if for all γ > 0,
sup
p∈P
F−1p (1− γ) <∞,
where Fp denotes the cummulative distribution function, and F
−1
p (x) is the x
′th percentile.
Since the support of p is countable here, a few non-standard modifications are required.
None of these modifications will influence results in this paper but for completeness sake, the
modifications are described in [19].
Lemma 4. Let P be a class of distributions on N with finite single letter redundancy, namely
R1 <∞. Then P is tight.
Proof
Proof Since P has bounded single letter redundancy fix a distribution q over N such that
sup
p∈P
D(p||q) <∞.
We define R
def
= supp∈P D(p||q) where D(p||q) is Kullback-Leibler distance between p and q.
We will first show that for all p ∈ P and any m > 0,
p(
∣∣∣∣log p(X)q(X)
∣∣∣∣ > m) ≤ (R + (2 log e)/e)/m. (4)
To see (4), let S be the set of all x ∈ N such that p(x) < q(x). A well-known convexity
argument shows that the partial contribution to KL divergence from S,
∑
x∈S
p(x) log
p(x)
q(x)
≥ p(S) log p(S)
q(S)
≥ − log e
e
,
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and hence∑
x∈Z+
p(x)
∣∣∣∣log p(x)q(x)
∣∣∣∣ = ∑
x∈Z+
p(x) log
p(x)
q(x)
− 2
∑
x∈S
p(x) log
p(x)
q(x)
≤ R+ 2log e
e
.
Then (4) follows by a simple application of Markov’s inequality.
We will now use (4) to complete the proof of the lemma. Specifically we will show that
for all γ > 0,
sup
p∈P
F−1p (1− γ) < 2F−1q (1− γ/2m
∗+2)
where m∗ is the smallest integer such that (R + (2 log e)/e)/m∗ < γ/2. Equivalently, for all
γ > 0 and p ∈ P, we show that
p{x ∈ N : x > 2F−1q (1− γ/2m
∗+2)} ≤ γ.
We prove the above by partitioning q′s tail—numbers x ≥ 2F−1q (1−γ/2m
∗+2) into two parts.
(i) the set W1 = {x ∈ N : x > 2F−1q (1− γ/2m+2) and log p(x)q(x) > m∗}. Clearly
W1 ⊆ {y ∈ N :
∣∣∣∣log p(y)q(y)
∣∣∣∣ > m∗},
and thus
p(W1) ≤ p{y ∈ N :
∣∣∣∣log p(y)q(y)
∣∣∣∣ > m∗} ≤ γ2
where the right inequalitty follows from (4).
(ii) the set W2 = {x ∈ N : x > 2F−1q (1− γ/2m
∗+2) and log p(x)q(x) ≤ m∗}. Clearly
W2 ⊆ {y ∈ N : y > 2F−1q (1− γ/2m
∗+2)}
and therefore
q(W2) ≤ q{y ∈ N : y > 2F−1q (1− γ/2m
∗+2)} ≤ γ
2m∗+1
.
By definition, all x ∈W2 satisfy log p(x)q(x) ≤ m∗ or that p(x) ≤ q(x)2m
∗
. Hence we have
p(W2) ≤ q(W2)2m∗ ≤ γ2
m∗
2m∗+1
=
γ
2
.
The lemma follows. ✷
The converse is not necessarily true. Tight collections need not have finite single letter
redundancy as the following example demonstrates.
Construction Consider the following collection I of distributions over Z+. First partition
the set of positive integers into the sets Ti, i ∈ N, where
Ti = {2i, . . . ,2i+1 − 1}.
Note that |Ti| = 2i. Now, I is the collection of all possible distributions that can be formed as
follows—for all i ∈ Z+, pick exactly one element of Ti and assign probability 1/((i+1)(i+2))
to the element of Ti chosen
2. Note that the set I is uncountably infinite. ✷
2Choosing the support as above implicitly assumes the axiom of choice
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Corollary 5. The set I of distributions is tight.
Proof For all p ∈ I , ∑
x≥2k
x∈Z+
p(x) =
1
k + 1
,
namely, all tails are uniformly bounded over the collection I . Put another way, for all δ > 0
and all distributions p ∈ I ,
F−1p (1− δ) ≤ 2
1
δ . ✷
On the other hand,
Proposition 1. The collection I does not have finite redundancy.
Proof Suppose q is any distribution over Z+. We will show that ∃p ∈ I such that
∑
x∈Z+
p(x) log
p(x)
q(x)
is not finite. Since the entropy of every p ∈ I is finite, we just have to show that for any
distribution q over Z+, there ∃p ∈ I such that∑
x∈Z+
p(x) log
1
q(x)
is not finite.
Consider any distribution q over Z+. Observe that for all i, |Ti| = 2i. It follows that for
all i there is xi ∈ Ti such that
q(xi) ≤ 1
2i
.
But by construction, I contains a distribution p∗ that has for its support {xi : i ∈ Z+} iden-
tified above. Furthermore p∗ assigns
p∗(xi) =
1
(i+ 1)(i + 2)
∀ i ∈ Z+.
The KL divergence from p∗ to q is not finite and the Lemma follows since q is arbitrary. ✷
2.2 Weak Compression Over Infinite Alphabets
Although arbitrary collections of stationary ergodic distributions over finite alphabets are
weakly compressible, Kieffer [13] showed the collection of i.i.d. distributions over N is not
even weakly compressible. Indeed, here the finiteness of single letter redundancy characterizes
weak compressibility. Any collection of stationary ergodic measures over infinite sequences is
weakly compressible iff R1 <∞.
R1 being finite, however, is not sufficient for strong compression guarantees to hold even
when while dealing with i.i.d. sampling. We reproduce the following Example 2 from [20] to
illustrate the pitfalls with strong compression, and to motivate the notion of tail redundancy
that will be central to our main result. Proposition 2 shows that the collection in the Example
below has finite single letter redundancy, but Proposition 3 shows that its length n redundancy
does not diminish to zero as n→∞.
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Example 2. Partition the set N into Ti = {2i, . . . ,2i+1 − 1}, i ∈ N. Recall that Ti has 2i
elements. For all 0 < ǫ ≤ 1, let nǫ = ⌊1ǫ ⌋. Let 1 ≤ j ≤ 2nǫ and let pǫ,j be a distribution on N
that assigns probability 1 − ǫ to the number 1 (or equivalently, to the set T0), and ǫ to the
jth smallest element of Tnǫ , namely the number 2
nǫ + j − 1. B (mnemonic for binary, since
every distribution has at support of size 2) is the collection of distributions pǫ,j for all ǫ > 0
and 1 ≤ j ≤ 2nǫ . B∞ is the set of measures over infinite sequences of numbers corresponding
to i.i.d. sampling from B. ✷
We first verify that the single letter redundancy of B is finite.
Proposition 2. Let q be a distribution that assigns q(Ti) =
1
(i+1)(i+2) and for all j ∈ Ti,
q(j|Ti) = 1|Ti| .
Then
sup
p∈B
∑
x∈N
p(x) log
p(x)
q(x)
≤ 2. ✷
However, the redundancy of compressing length-n sequences from B∞ scales linearly with
n.
Proposition 3. For all n ∈ N,
inf
q
sup
p∈B∞
Ep log
p(Xn)
q(Xn)
≥ n
(
1− 1
n
)n
.
Proof Let the set {1n} denote a set containing a length-n sequence of only ones. For all n,
define 2n pairwise disjoint sets Si of N
n, 1 ≤ i ≤ 2n, where
Si = {1, 2n + i− 1}n − {1n}
is the set of all length-n strings containing at most two numbers (1 and 2n + i − 1) and at
least one occurrence of 2n + i − 1. Clearly, for distinct i and j between 1 and 2n, Si and Sj
are disjoint. Furthermore, the measure p 1
n
,i ∈ B∞ assigns Si the probability
p 1
n
,i(Si) = 1−
(
1− 1
n
)n
> 1− 1
e
.
From Lemma 3 in [20], it follows that length-n redundancy of B∞ is lower bounded by(
1− 1
e
)
log 2n = n
(
1− 1
e
)
. ✷
The collection of monotone distributions with finite entropy is known to be weakly com-
pressible. We now use Lemma 4 to verify that it is not strongly compressible.
Example 3. Let M be the collection of monotone distributions over N with finite entropy.
Let M∞ be the set of all i.i.d. processes obtained from distributions in M. For all p ∈ M
and all numbers n, we have
p(n) ≤ 1
n
.
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So ∑
n≥1
p(n) log n ≤
∑
n≥1
p(n) log
1
p(n)
≤ ∞,
and from Kieffer’s condition M∞ is weakly compressible.
However, it is easy to verify thatM is not tight. To see this, consider the collection U of all
uniform distributions over finite supports of form {m,m+1, . . . ,M} for all positive integers m
and M with m ≤M . Let U∞ be the set of all i.i.d. processes with one dimensional marginal
from U . Consider distributions of form p′ = (1 − ǫ)p + ǫq where q ∈ U ∩M is a monotone
uniform distribution and ǫ > 0. The ℓ1 distance between p and q is ≤ 2ǫ. For all M > 0 and
δ ≤ ǫ, we can pick q ∈ U over a sufficiently large support such that F−1p′ (1 − δ) > M , so M
is not tight.
Since M is not tight, from Lemma 4 its single letter redundancy is not finite. Hence the
length-n redundancy cannot be finite for any n and M∞ is not strongly compressible. ✷
3 Metric Entropy
A prior work on connecting single letter distance to length−n redundancy is [11] where authors
find lower and upper bound on redundancy using Hellinger distance.
Definition 1 (Hellinger Distance). Let p1 and p2 be two distributions in P. The Hellinger
distance h is defined as
h(p1, p2) =
∑
x∈N
(√
p1(x)−
√
p2(x)
)2
.
✷
Lemma 6 (A lower bound on redundancy [15] [11]). Let π be any prior on Pn then
R(Pn) ≥ Ep1∼π
[
− logEp2∼πe−n
h(p1,p2)
2
]
,
where p1 and p2 drawn independently according to π.
Proof See [11]. ✷
3.1 Totally Boundedness
To study the connection of length−n redundancy to single letter redundancy, Haussler and
Opper [11] characterize collections with finite single letter redundancy but infinite length−n
redundancy using totally boundedness of a collection.
Definition 2 (Totally Bounded Set [11]). Let (S, ρ) be any complete separable metric space.
A partition Π of set S is a collection of disjoint Borel subsets of S such that their union is S.
Then diameter of a subset A ⊂ S is d(A) = supx,y∈A ρ(x, y) and diameter of partition Π is
supremum of diameters of the sets in the partition. For ǫ > 0, let Dǫ(S, ρ) be the cardinality
of the smallest finite partition of S of diameter at most ǫ. We say S is totally bounded if
Dǫ(S, ρ) <∞ for all ǫ > 0. ✷
Note that if we use Hellinger distance h as a metric, (P, h) is a metric space.
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Lemma 7 ( [11]). If length−n redundancy is finite it can grow at most linearly in n. If
(P, h) is not totally bounded and single letter redundancy is finite then lim infn→∞ 1nR(Pn)
is bounded away from zero and lim supn→∞
1
nR(Pn) <∞.
Proof See [11, part 5, Theorem 4]. ✷
Construction Let U be a countable collection of distributions pk, k ≥ 1 where
pk(x) =
{
1− 1k2 x = 0,
1
k22k2
1 ≤ x ≤ 2k2 . ✷
Proposition 4. (U , h) is totally bounded.
Proof To show that (U , h) is totally bounded we need to show that for any ǫ > 0 there
exists a partition on U with diameter ǫ and finite cardinality. For any given ǫ > 0 let
m =
√
3
ǫ +1. We construct Partition Π so that it packs p1 through pm in m singletons and all
other distributions in the collection in a single set. Therefore the cardinality of the partition
is m+ 1 <∞. Now we show that the diameter of each set in Π is less than ǫ.
For singleton the diameter is zero. For a single set containing all distributions in the
collection we can bound the diameter as below. Let i < j then
h(pi, pj) =
∑
x
(√
pi(x)−
√
pj(x)
)2
=
(√
1− 1
i2
−
√
1− 1
j2
)2
+ 2i
2
(√
1
i22i2
−
√
1
j22j2
)2
+ (2j
2 − 2i2) 1
j22j2
≤ j
2 − i2
j2i2
+ 2i
2
(√
1
i22i2
−
√
1
j22j2
)2
+ (2j
2 − 2i2) 1
j22j2
≤ 1
i2
+
1
i2
+
1
j2
≤ 3
i2
≤ 3
m2
< ǫ
Where the last step is using the fact that i > m.
✷
3.2 Sub-additivity
The idea that finite single letter regret implies finite length−n regret is benefited from sub-
additivity of it. Here we propose definition of sub-additivity to make the paper self standing
and show that if tail redundancy is zero then the average case redundancy is sub-additive.
Definition 3 (sub-additive). A sequence an is sub-additive if for all m and n in N it satisfies
an+m ≤ an + am.
✷
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Lemma 8 (subadditivity of average case redundancy). [12] R(Pn) and Rˆ(Pn) both are
either infinite or sub-additive. ✷
We can use Fekete’s Lemma to conclude that if redundancy (regret) is finite then it
converges to single letter redundancy (regret).
Lemma 9 (Fekete’s Lemma). If function R(Pn) is sub-additive then R(Pn)n → R(P) as
n→∞. ✷
4 Tail Redundancy
We will develop a series of tools that will help us better understand how the per-symbol
redundancy behaves in a wide range of large alphabet cases. In particular, for i.i.d. sources,
we completely characterize the asymptotic per-symbol redundancy in terms of single letter
marginals. Fundamental to our analysis is the understanding of how much complexity lurks
in the tails of distributions.
To this end, we define what we call the tail redundancy. We assert the basic definition
below, but simplify several nuances around it in Section 4.1, eventually settling on a opera-
tionally workable characterization.
Definition 4. For a collection P of distributions, define for all m ≥ 1
Tm(P) def= inf
q
sup
p∈P
∑
x≥m
p(x) log
p(x)
q(x)
,
where the infimum is over all distributions q over N. We define the tail redundancy is defined
as
T (P) def= lim sup
m→∞
Tm(P).
The above quantity, Tm(P) can be negative, and is not a true redundancy as is conventionally
understood. However,
T˜m(P) def= inf
q
sup
p∈P

∑
x≥m
p(x) log
p(x)
q(x)
+ p(x ≥ m) log 1
p(x ≥ m)


is always non-negative, and can be phrased in terms of a conventional redundancy. To see
this, let p′ be the distribution over numbers x ≥ m obtained from p as p′(x) = p(x)/p(x ≥ m),
and note that
T˜m(P) = inf
q
sup
p∈P
p(Sm)D
(
p′(x)||q(x)) . ✷
4.1 Operational characterization of tail redundancy
We refine the above definitions in several ways. First we prove that
T (P) = lim
m→∞Tm(P) = limm→∞ infqm supp∈P
∑
x>m
p(x) log
p(x)
qm(x)
. (5)
Next, we show that the limit and inf above can be interchanged, and in addition, that a min-
imizer exists—namely there is always a distribution over N that achieves the tail redundancy.
This will let us operationally characterize the notions in the definitions above.
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Lemma 10. T˜m(P) is non-increasing in m.
Proof Let q be any distribution over naturals and Sm = {x ≥ m}. We show that
sup
p∈P

∑
x≥m
p(x) log
p(x)
q(x)
+ p(Sm) log
1
p(Sm)

 ≥ T˜m+1(P),
thus proving the lemma.
To proceed, note that without loss of generality we can assume
∑
x≥m qm(x) = 1. Let
q′m(x) =
qm(x)∑
x≥m+1 qm(x)
. We have
sup
p∈P
(∑
x≥m
p(x) log
p(x)
q(x)
+ p(Sm) log
1
p(Sm)
)
= sup
p∈P
(
p(m) log
p(m)
qm(m)
+
∑
x≥m+1
p(x) log
p(x)
qm(x)
+ p(Sm) log
1
p(Sm)
)
= sup
p∈P

p(m) log p(m)
qm(m)
+ (p(Sm)− p(m)) log 1
1− qm(m) +
∑
x≥m+1
p(x) log
p(x)
q′(x)
+p(Sm) log
1
p(Sm)
)
= sup
p∈P
(
p(Sm)
(
p(m)
p(Sm)
log
p(m)/p(Sm)
qm(m)
+ (1− p(m)
p(Sm)
) log
(1− p(m)p(Sm))
1− qm(m)
)
+ p(m) log p(Sm)
+ (p(Sm)− p(m)) log p(Sm)
p(Sm)− p(m) +
∑
x≥m+1
p(x) log
p(x)
q′(x)
+ p(Sm) log
1
p(Sm)
)
= sup
p
[
p(Sm)D
(
p(m)
p(Sm)
||qm(m)
)
+ (p(Sm)− p(m)) log 1
p(Sm)− p(m) +
∑
x≥m+1
p(x) log
p(x)
q′(x)
]
= sup
p
[
p(Sm)D
(
p(m)
p(Sm)
||qm(m)
)
+
∑
x≥m+1
p(x) log
p(x)
q′(x)
+ p(Sm+1) log
1
p(Sm+1)
]
≥ T˜m+1(P).
✷
Corollary 11. For all classes P, limm→∞ T˜m exists. ✷
Lemma 12. The limit limm→∞ Tm(P) exists and hence T (P) = limm→∞ Tm(P).
Proof If a collection P is not tight then for all m
Tm(P) =∞. (6)
To see this, suppose Tm(P) < ∞ for some m. Then there exists a distribution qm and some
M <∞ such that
sup
p∈P
∑
x≥m
p(x) log
p(x)
qm(x)
=M.
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Consider the distribution q1 that assigns probability 1/(m−1) for all numbers from 1 through
m− 1. Then the distribution q = (q1 + qm)/2 satisfies
sup
p∈P
∑
x∈N
p(x) log
p(x)
q(x)
=M + logm+ 1,
a contradiction of Lemma 4. We conclude then that Tm(P) = ∞ for all m, and the limit
vacuously exists.
Therefore, we suppose in the rest of the proof that P is tight. Observe that
Tm(P) ≤ T˜m(P).
Let Sm = {x ≥ m} as before and let q be any distribution over N. Then
sup
p∈P
∑
x≥m
p(x) log
p(x)
q(x)
= sup
p∈P
(∑
x>m
p(x) log
p(x)
q(x)
+ p(Sm) log
p(Sm)
p(Sm)
)
≥ sup
p∈P
(∑
x>m
p(x) log
p(x)
q(x)
+ p(Sm) log
1
p(Sm)
+ inf
pˆ∈P
pˆ(Sm) log pˆ(Sm)
)
≥ inf
q′
sup
p∈P
(∑
x>m
p(x) log
p(x)
q′(x)
+ p(Sm) log
1
p(Sm)
)
+ inf
pˆ∈P
pˆ(Sm) log pˆ(Sm)
= T˜m(P) + inf
pˆ∈P
pˆ(Sm) log pˆ(Sm)
Since P is tight, inf pˆ∈P pˆ(Sm) log pˆ(Sm) goes to zero as m→∞. From Corollary 11, we know
that the sequence {T˜m(P)} has a limit. Therefore, the sequence Tm(P) also has a limit and
in particular we conclude
T˜ = lim
m→∞ Tm(P). ✷
Therefore, taking into account the above lemma, we can rephrase the definition of tail
redundancy as in (5),
T (P) def= lim
m→∞ infqm
sup
p∈P
∑
x≥m
p(x) log
p(x)
qm(x)
We now show that
T (P) = min
q
lim
m→∞ supp∈P
∑
x≥m
p(x) log
p(x)
q(x)
.
Note that the limit above need not exist for every q. We take the above equation to mean the
minimization over all q such that the limit exists. If no such q exists, the term on the right is
considered to be vacuously infinite.
Lemma 13. For a collection P of distributions over N with tail redundancy T (P), there is
a distribution q∗ over N that satisfies
lim
m→∞ supp∈P
∑
x>m
p(x) log
p(x)
q∗(x)
= T (P)
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Proof If P is not tight, the lemma is vacuously true and any q is a “minimizer”.
Therefore, we suppose in the rest of the proof that P is tight. From Lemma 4, we can
pick a finite number mr such that
sup
p∈P
p(x > mr) ≤ 1
2r
,
and let qr be any distribution that satisfies
sup
p∈P
∑
x>mr
p(x) log
p(x)
qr(x)
≤ arg inf
q
sup
p∈P
∑
x>mr
p(x) log
p(x)
q(x)
+
1
r
.
We then have
lim
r→∞ supp∈P
∑
x>mr
p(x) log
p(x)
qr(x)
= T (P).
Take
q∗(x) =
∑
r≥1
qr(x)
r(r + 1)
.
Now we also have for r ≥ 4 and any mr < m < mr+1 that
sup
p∈P
∑
x≥mr
p(x) log
p(x)
q∗(x)
≥ sup
p∈P

p(mr ≤ x < m) log p(mr ≤ x < m)
q∗(mr ≤ x < m) +
∑
x≥m
p(x) log
p(x)
q∗(x)


≥ sup
p∈P

p(mr ≤ x < m) log p(mr ≤ x < m) + ∑
x≥m
p(x) log
p(x)
q∗(x)


≥ − r
2r
+ sup
p∈P
∑
x≥m
p(x) log
p(x)
q∗(x)
.
as well as
sup
p∈P
∑
x≥m
p(x) log
p(x)
q∗(x)
≥ sup
p∈P

p(m ≤ x < mr+1) log p(m ≤ x < mr+1)
q∗(m ≤ x < mr+1) +
∑
x≥mr+1
p(x) log
p(x)
q∗(x)


≥ sup
p∈P

p(m ≤ x < mr+1) log p(m ≤ x < mr+1) + ∑
x≥mr+1
p(x) log
p(x)
q∗(x)


≥ −r + 1
2r+1
+ sup
p∈P
∑
x≥mr+1
p(x) log
p(x)
q∗(x)
.
Therefore,
lim sup
m→∞
sup
p∈P
∑
x>m
p(x) log
p(x)
q∗(x)
≤ lim
r→∞
[
sup
p∈P
∑
x>mr
p(x) log
p(x)
qr(x)
+
r
2r
+
log r(r + 1)
2r
]
= T (P).
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Similarly,
lim inf
m→∞ supp∈P
∑
x>m
p(x) log
p(x)
q∗(x)
≥ lim
r→∞
[
sup
p∈P
∑
x>mr
p(x) log
p(x)
q∗(x)
− r
2r
]
≥ lim
r→∞
[
inf
q
sup
p∈P
∑
x>mr
p(x) log
p(x)
q(x)
− r
2r
]
≥ lim
r→∞
[
sup
p∈P
∑
x>mr
p(x) log
p(x)
qr(x)
− 1
r
− r
2r
]
= T (P),
and the lemma follows. ✷
Henceforth, we will describe any distribution q that achieves the minimizer in the lemma
above as “q achieves the tail redundancy for P”.
4.2 Properties of the tail redundancy
We examine two properties of tail redundancy in this subsection. Note that the tail re-
dundancy is the limit of Tm(P) as m → ∞, but that Tm(P) need not always be negative.
Therefore, we first assert that the limit, the tail redundancy, is always non-negative. The
second concerns the behavior of tail redundancy across finite unions of classes. This property,
while interesting inherently, also helps us cleanly characterize the per-symbol redundancy of
i.i.d. sources in Section 5.
Lemma 14. For all P, T (P) ≥ 0.
Proof Again, if P is not tight, the lemma is trivially true from (6). Consider therefore the
case where P is tight. Fix m ∈ N, and let Sm = {x : x ≥ m}. Then,
inf
qm
sup
p∈P
∑
x≥m
p(x) log
p(x)
q(x)
≥ sup
p∈P
{
p(Sm) log p(Sm)
}
Furthermore, supp p(Sm) log p(Sm) → 0 as m → ∞ because supp p(Sm) → 0 as m → ∞. To
see this, note that if supp p(Sm) ≤ 1e , then
sup
p
p(Sm) log p(Sm) ≥
(
sup
p′
p′(Sm)
)
log
(
sup
p′
p′(Sm)
)
.
The lemma follows. ✷
Lemma 15. Let T (P1),T (P2), . . . ,T (Pk) be tail redundancy of collections P1,P2, . . . ,Pk
respectively. Then
T (∪ki=1Pi) = max
1≤j≤k
T (Pj).
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Proof We first observe T (∪ki=1Pi) ≥ max1≤j≤k T (Pj), since for all q, and all 1 ≤ j ≤ k, we
have
sup
p∈∪iPi
∑
x≥m
p(x) log
p(x)
q(x)
≥ sup
p∈Pj
∑
x≥m
p(x) log
p(x)
q(x)
≥ inf
q′
sup
p∈Pj
∑
x≥m
p(x) log
p(x)
q′(x)
= Tm(Pj)
To show that T (∪ki=1Pj) ≤ maxj T (Pj), let q1, q2, . . . , qk be distributions that achieve the tail
redundancies T (P1),T (P2), . . . ,T (Pk), respectively and let qˆ(x) =
∑k
i=1 qi(x)
k for all x ∈ X .
Furthermore, for all distributions q over naturals and collections of distributions P, let
Tm(P, q) = sup
p∈P
∑
x≥m
p(x) log
p(x)
q(x)
.
Clearly, we have
T (∪ki=1Pi) = limm→∞ infq Tm(∪
k
i=1Pi, q).
We will attempt to understand the behaviour of the sequence Tm(∪ki=1Pi, qˆ) first. Observe
that
Tm(∪ki=1Pi, qˆ) = max
1≤j≤k
sup
p∈Pj
∑
x≥m
p(x) log
p(x)
qˆ(x)
= max
1≤j≤k
Tm(Pj , qˆ). (7)
The limit limm→∞ Tm(Pj , qˆ) exists and is equal to T (Pj). This follows because
Tm(Pj , qˆ)
(a)
≤ sup
p∈Pj

∑
x≥m
p(x) log
p(x)
q1(x)
+
∑
x≥m
p(x) log k


≤ sup
p∈Pj

∑
x≥m
p(x) log
p(x)
q1(x)

+ sup
p∈Pj
∑
x≥m
p(x) log k,
where (a) follows because for all x, q(x) ≥ q1(x)/k. Let δm = supp∈Pj p(x). Note that since
Pj is tight, we have limm→∞ δm = 0. Thus
inf
q
sup
p∈Pj
∑
x≥m
p(x) log
p(x)
q(x)
≤ Tm(Pj , qˆ) ≤ sup
p∈Pj

∑
x≥m
p(x) log
p(x)
q1(x)

+ δm log k
and both the lower and upper bound on Tm(Pj , q) are sequences whose limit exists, and both
limits are T (Pj). We conclude then, that for all 1 ≤ j ≤ k,
lim
m→∞ Tm(Pj , qˆ) = T (Pj). (8)
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From (7), (8) and Lemma 18, we have that the sequence Tm(∪ki=1Pi, qˆ) also has a limit
and that
lim
m→∞Tm(∪
k
i=1Pi, qˆ) = max
1≤j≤k
T (Pj).
Putting it all together, we have
T (∪ki=1Pi) = limm→∞ infq Tm(∪
k
i=1Pi, q) ≤ limm→∞Tm(∪
k
i=1Pi, qˆ) = max
1≤j≤k
T (Pj).
The lemma follows. ✷
5 Main result
In [20] we showed that if a collection of distributions has finite single letter redundancy, then
a couple of technical conditions, one of which was similar to but not the same as the the tail
redundancy condition being 0, then the collection was strongly compressible. At the same
time, we also had noted that the technical conditions therein were not necessary. The main
result of this paper is that zero tail redundancy is both necessary and sufficient for strong
compressibility.
Lemma 16. Consider collection P. if single letter redundancy R1(P) =∞ then T (P) =∞.
Proof Assume on the contrary that T (P) is finite, then for any m,
inf
q
sup
p
∑
x≥m
p(x) log
p(x)
q(x)
=M <∞.
Let qm be the encoder that achieves M , i.e.
sup
p
∑
x≥m
p(x) log
p(x)
qm(x)
=M.
Consider q0 = (
1
m , . . . ,
1
m ), a uniform distribution over {1, 2, 3, . . . ,m}, and let q(x) =
q0(x)+qm(x)
2 . Then for all p ∈ P,
R1 =
∞∑
x=1
p(x) log
p(x)
q(x)
≤ log 2m+M + 1 <∞,
which is a contradiction. ✷
Theorem 17. Let P be a collection of distributions over N and P∞ be the collection of all
measures over infinite sequences that can be obtained by i.i.d. sampling from a distribution
in P. Then
lim
n→∞
1
n
Rn(P∞) = T (P).
✷
A couple of quick examples first.
Example 4. Proposition 3 proved that B∞ is not strongly compressible, and we note that
T (B) > 0. ✷
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Example 5. Let h > 0. Let Mh be the collection of uniform distributions over N such that
Ep
(
log
1
p(X)
)2
< h.
Let M∞h be the set of all i.i.d. distributions with one dimensional marginals from Mh. Then
it is easy to verify that T (Mh) = 0 and that M∞h is strongly compressible. Specifically,
we can construct a measure q∗ over infinite sequences of naturals whose per-symbol length-n
redundancy against sources in M∞h is upper bounded by (see [21])
2h3/2√
log n
+ π
√
2
3n
so M∞h is strongly compressible. ✷
6 Proof of Theorem 17
If P is not tight then using Lemma 4, R1 = ∞ and using Lemma 16, the tail redundancy
T (P) is infinite. Also, R1 =∞ results in 1mRm(P∞) =∞, so if P is not tight, 1mRm(P∞) =
T (P) = ∞. If P is tight we first show that 1mRm(P∞) ≥ T (P) and then we show that
1
mRm(P∞) ≤ T (P).
6.1 Direct part
If P is tight, then for any c > 0, we can find a finite number mn such that ∀p ∈ P,
p(x ≥ mn) < c
n
.
Let τpn
def
= p(x ≥ mn) be the tail probability past mn under p. For each sequence xn, let the
auxiliary sequence yn be defined by
yi =
{
xi if xi ≤ mn
−1 if xi ≥ mn.
Let Y = {−1, 1, 2, . . . ,mn}, then yn ∈ Yn. We show that there exists a distribution q over N
such that
sup
p∈P
∑
x≥mn
p(x) log
p(x)
q(x)
<
Rn
n
.
In particular, let rXn be the distribution over length-n strings of natural numbers that achieves
redundancy Rn against Pn. Now
r(xn) = r(xn, yn) = r(xn|yn)r(yn),
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and
sup
p∈Pn
D(pXn ||rXn)
= sup
p∈Pn
∑
Xn
p(Xn) log
p(Xn)
r(Xn)
= sup
p∈Pn
( ∑
yn∈Yn
p(yn)
∑
Xn
p(Xn|yn) log p(X
n|yn)
r(Xn|yn)
+
∑
yn∈Yn
p(yn)
∑
Xn
p(Xn|yn) log p(y
n)
r(yn)
)
(a)
≥ sup
p∈Pn
∑
yn∈G
p(yn)
∑
Xn
p(Xn|yn) log p(X
n|yn)
r(Xn|yn)
Where (a) is using the fact that KL divergence is greater than or equal to 0 and G = {yn :
only one element of yn is − 1}. Note that for a given yn ∈ G, it is easy to see that p(x|x ≥
mn) = p(X
n|yn). Also, we can characterize a single letter encoder r(yn(x) from r(Xn|yn).
Therefore,
sup
p∈Pn
∑
yn∈G
p(yn)
∑
Xn
p(Xn|yn) log p(X
n|yn)
r(Xn|yn)
≥ sup
p∈P
∑
yn∈G
p(yn)
∑
x≥mn
p(x|x ≥ mn) log p(x|x ≥ mn)
r(x|yn)
= sup
p∈P
∑
yn∈G
p(yn)
τpn
∑
x>mn
p(x) log
p(x)/τpn
ryn(x)
.
For all p ∈ P, let
y¯∗(p) = arg min
yn∈G
∑
x≥mn
p(x) log
p(x)
ryn(x)
Then,
sup
p
∑
yn∈G
p(yn)
τpn
∑
x>mn
p(x) log
p(x)/τpn
ryn(x)
≥ sup
p
p(G)
τpn
∑
x≥mn
p(x) log
p(x)/τpn
ry¯∗(p)(x)
From the fact that ∀p ∈ P, p(G) = n(1− τpn)n−1τpn, we therefore have
sup
p
D(pXn ||rXn) ≥ sup
p
p(G)
τpn
∑
x≥mn
p(x) log
p(x)/τnp
ry¯∗(p)(x)
≥ sup
p
p(G)
τpn
( ∑
x≥mn
p(x) log
p(x)
ry¯∗(p)(x)
+ τpn log
1
τpn
)
≥ sup
p
n(1− c
n
)n
( ∑
x≥mn
p(x) log
p(x)
ry¯∗(p)(x)
+ τpn log
1
τpn
)
. (9)
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Let Pyn = {p ∈ P : y¯∗(p) = yn}. Then P = ∪ynPyn . Note that ∪ynPyn is a finite union,
therefore there exists y¯ such that T (Py¯) = T (P). Then
sup
p∈P

 ∑
x≥mn
p(x) log
p(x)
ry∗(p)(x)
+ τpn log
1
τpn

 = max
yn
sup
p∈Pyn

 ∑
x≥mn
p(x) log
p(x)
ry(x)
+ τpn log
1
τpn


≥ max
yn

inf
q
sup
p∈Pyn

 ∑
x≥mn
p(x) log
p(x)
ryn(x)
+ τpn log
1
τpn




≥ max
yn
T˜mn(Pyn)
(∗)
≥ max
yn
T (Pyn)
= T (P) (10)
where (∗) follows since T˜m monotonically decreases to the limit T . Putting (9) and (10)
together, we obtain
sup
p∈P
D(p(Xn ||rXn) ≥ n(1− c
n
)nT (P).
Since the inequality holds for all c > 0, we can keep c small enough , so that
sup
p∈P
1
n
D(p(Xn ||rXn) ≥ T (P).
6.2 Converse part
We now show that if T (P) = 0, then P∞ is strongly compressible, namely Rn/n → 0 as
n→∞. To see this we first construct an encoder (for any finite length sequence of naturals)
for each m ≥ 1, and combine them all to demonstrate that Rn/n→ 0
For m ∈ N, define the following distribution over N,
wm = argmin
q
sup
p∈P
∑
x≥m
p(x) log
p(x)
q(x)
,
and let
R∗m = infq supp∈P
∑
x≥m p(x) log
p(x)
q(x)∑
x′≥m p(x′)
.
To encode length-n sequences, let rn be an optimal universal encoder for finitem-ary alphabet,
length-n sequences. Let the redundancy of rn against (m+ 1)−ary i.i.d. sequences of length
n be Sm. It is known that Sm ∼ m2 log n [1–3]. As before, we construct an auxillary sequence
yn from xn where
yi =
{
xi if xi ≤ m
−1 if xi ≥ m.
Note that without loss of generality we can assume
∑
x≥wm(x) = 1 (otherwise we can con-
struct another encoder from that with smaller redundancy). Then, construct qm by first
encoding the auxiliary sequence yn
qm(y
n) = r(yn),
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followed by describing xi for each yi where yi = −1 independently,
qm(x
n|yn) =
∏
i=1:n
qm(xi|yi),
where to describe xi when yi = −1 we use the distribution wm
qm(xi|yi) =


wm(xi) if yi = −1
1 if yi 6= −1, xi = yi
0 if yi 6= −1, xi 6= yi
Then,
1
n
∑
xn∈Nn
p(xn) log
p(xn)
qm(xn)
=
1
n
∑
yn∈Nm
p(yn) log
p(yn)
qm(yn)
+
1
n
∑
xn∈Nn
p(xn) log
p(xn|yn)
qm(xn|yn)
≤ Sm
n
+
1
n
∑
yn∈Nm
p(yn)
∑
xn∈Nn
p(xn|yn) log p(x
n|yn)
qm(xn|yn) (11)
Let τp = p(x ≥ m), then for a fixed yn,
p(xn|yn) =
∏
i:yi=−1
p(xi)
τp
and we can rewrite the second term in equation (11) as
1
n
∑
yn∈Nm
p(yn)
∑
xn∈Nn
p(xn|yn) log p(x
n|yn)
qm(xn|yn) =
1
n
∑
yn∈Nm
p(yn)
∑
xn∈Nn
∏
j:yj=−1
p(xj)
τp
log
∏
i:yi=−1
p(xi)/τp
wm(xi)
(12)
Let k be the number of −1 in yn, then for a fixed yn
∑
xn
∏
j:yj=−1
p(xj)
τp
log
∏
i:yi=−1
p(xi)/τp
wm(xi)
≤

k∑
x≥m
p(x)
τp
log
p(x)
wm(x)
+ k log
1
τp

 (13)
Note that in the last equation, the first summation is only over those xn that are induced by
the fixed yn. Furthermore, since for a fixed yn, k is the number of −1 in yn, we can conclude
that
E(#yi = −1) =
∑
yn∈Nm
p(yn)k (14)
Combining equation (11) to (14), we have
1
n
∑
xn∈Nn
p(xn) log
p(xn)
qm(xn)
≤ Sm
n
+
1
n
E(#yi = −1)

∑
x≥m
p(x)
τp
log
p(x)
wm(x)
+ log
1
p(x ≥ m)


=
Sm
n
+
∑
x≥m
p(x) log
p(x)
wm(x)
+ p(x ≥ m) log 1
p(x ≥ m)
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The last equality follows since E(#yi = −1) = np(x ≥ m). Therefore
lim
n→∞ supp∈Pn
1
n
∑
xn∈Nn
p(xn) log
p(xn)
qm(xn)
≤ lim
n→∞

Sm
n
+ sup
p∈P
∑
x≥m
p(x) log
p(x)/p(x′ ≥ m)
wm(x)

 .
The limit above on the right is 0 as long as we take m to be an increasing function of n as
long as Sm/n→ 0, for example, m =
√
n. Equivalently, for each m ≥ 1 one can combine [22]
the distributions implied by qm on length-n sequences into a measure qm on infinite sequences
with an additional redundancy penalty of 2 log n for length-n sequences. These measures qm
can in turn be combined into a universal measure q that matches the redundancy of any qm
with an additional penalty of 2 logm—in particular matching the measure q√n with additional
penalty log n. Therefore, there is a measure q such that
lim
n→∞
1
n
sup
p
Rn(p, q) = lim
n→∞
Sm
n
+ T (P) + lim
n→∞
3 log n
n
= 0,
implying that P∞ is strongly compressible.
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A Appendix I
Lemma 18. Let {a(j)i }, 1 ≤ j ≤ k be k different sequences with limits a(j) respectively. For
all i, let
aˆi = max a
(j)
i .
Then the sequence {aˆi} has a limit and the limit equals max a(j).
23
Proof Wolog, let the sequences be such that the limits are a(1) ≥ a(2) ≥ . . . ≥ a(k).
Consider any 0 < ǫ < a
(1)−a(2)
2 . Then for all 1 ≤ j ≤ k, there exist Nj such that for all
n ≥ Nj, |a(j)i − a(j)| ≤ ǫ. Let N = maxNj . We now have that for all i ≥ N ,
aˆi = max a
(j)
i = a
(1)
i ,
and therefore, the sequence {aˆi} has a limit, and is equal to a(1) = max1≤j≤k limi→∞ a(j)i . ✷
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