ABSTRACT. Peakons are special weak solutions of a class of nonlinear partial differential equations modelling non-linear phenomena such as the breakdown of regularity and the onset of shocks. We show that the natural concept of weak solutions in the case of the modified Camassa-Holm equation studied in this paper is dictated by the distributional compatibility of its Lax pair and, as a result, it differs from the one proposed and used in the literature based on the concept of weak solutions used for equations of the Burgers type. Subsequently, we give a complete construction of peakon solutions satisfying the modified Camassa-Holm equation in the sense of distributions; our approach is based on solving certain inverse boundary value problem the solution of which hinges on a combination of classical techniques of analysis involving Stieltjes' continued fractions and multi-point Padé approximations. We propose sufficient conditions needed to ensure the global existence of peakon solutions and analyze the large time asymptotic behaviour whose special features include a formation of pairs of peakons which share asymptotic speeds, as well as Toda-like sorting property.
INTRODUCTION
The nonlinear partial differential equation
is an intriguing modification of the Camassa-Holm equation (CH) [6] : 2) for the shallow water waves. Originally, equation (1.1) appeared in the papers of Fokas [20] , Fuchssteiner [21] , Olver and Rosenau [51] and was, later, rediscovered by Qiao [52, 53] .
We note that the derivation of this equation in [51] followed from the general method of tri-Hamiltonian duality applied to the bi-Hamiltonian representation of the modified Korteweg-de Vries equation (see also [33] for a recent generalization of this idea). Since the CH equation can be obtained from the Kortewegde Vries equation by the same tri-Hamiltonian duality, it is therefore natural to refer to equation (1.1) as the modified CH equation (mCH), in full agreement with other authors [27, 38] , even though the name FORQ to denote (1.1) is sometimes used as well (e.g. [29] , [28] ).
We are interested in the class of non-smooth solutions of (1.1) given by the peakon ansatz [6, 27, 54] , that is, we assume u = n j =1 m j (t )e − x−x j (t ) , (1.3) where all coefficients m j (t ) are taken to be positive, and hence
is a positive discrete measure. The relevance of this ansatz proved to be supported by the fact that these special solutions seem to capture main attributes of solutions of this class of equations: the breakdown of regularity which can be interpreted as collisions of peakons, and the nature of long time asymptotics which can be loosely described as peakons becoming free particles in the asymptotic region [3] . For the CH equation peakons do not exhibit any asymptotic cooperative behaviour, while for other equations, for example for the Geng-Xue equation [24] or the Novikov equation [50] , one observes pairing or even more elaborate patterns of clustering of peakons in the asymptotic region [34, 35] . At the same time, for still not entirely clear reasons, the peakon dynamics has an ever growing number of connections with classical analysis. This was observed for the first time in the CH case [2] where the dynamics of peakons was shown to be related, in fact, solved, in terms of the classical theory of Stieltjes continued fractions -the connection that goes through the fundamental theory of the inhomogeneous string of M.G. Krein [15] -eventually leading to sharp estimates on the patterns of the breakdown of regularity [3, 45, 47] .
Although it does not seem possible in a short introduction to give justice to the enormous literature on the CH equation we would like to mention a few works related to the issues raised in the present paper. Thus [11] discusses the concept of weak solutions for the CH equation that set the stage for numerous studies of related equations as well as it gave the first general results regarding the wave breaking for CH. In [13] the authors discuss the issue of stability of CH peakons, while the stability of multipeakons is discussed in [16, 17] . There is also a considerable literature on the use of peakons in designing numerical schemes (see e.g. [31] ) and the issue of continuing solutions past the breakdown of regularity (collisions of peakons) [30] .
Meanwhile the literature on the peakon ansatz has grown considerably since its discovery in [6] . In the following years the peakon ansatz was successfully applied to another, well studied by now, equation, namely the Degasperis-Procesi equation [14] m t + um x + 3u x m = 0, m = u − u xx , (1.4) which despite its superficial similarity to the CH equation (1.2) has in addition shock solutions [9, 10, 40] , while its peakon sector leads to new questions regarding Nikishin systems [49] studied in approximation theory [4, 41] . For potential applicability to water wave theory the reader is invited to consult [12] ; for a discussion of weak solutions see [18] ; [37, 39] present important results regarding stability, and finally [58, 59] deal with collisions of peakons and the onset of shocks in the form of shockpeakons [40] .
Another feature of peakon sectors of Lax integrable peakon equations is the omnipresence of total positivity [22, 36] . In its simplest form, namely speaking of matrices, a totally positive matrix is a matrix whose minors, of all sizes, are positive. This concept is then generalized to kernels of linear integral equations. Total positivity appears in all peakon problems known to us, although admittedly we cannot yet explain from first principles the underlying reasons for the presence of such a strong form of positivity; however we remark that peakons are in a nutshell disguised oscillatory systems in the sense of Gantmacher and Krein [22] .
What is germane to this paper is that the peakon problem at hand is coming from studying a distibutional Lax pair which forces us to view (1.1) as a distribution equation, requiring in particular that we define the product u In broad terms we can say that our general interest in (1.1) is to understand how integrability manifests itself in the non-smooth sector of solutions, in particular how it determines the properties of, initially, ill-defined operations, which acquire well-defined meaning thanks to the condition of Lax integrability.
We note that the system given by (1.6) is not the same as the one proposed in [27] ; the difference being precisely in the definition of the singular product u 2 x m. We clarify the details of the difference in the remark below. (these equations also appear as a special case in [54] ); we note that these equations differ from (1.6) by the constant term . For identical m j this term can be absorbed by redefining x j but in general this cannot be done without violating the invariance of |x i − x k |. It is not difficult to verify that, following the definition of weak solutions adopted in [27] , the singular product u (x j ). This is markedly different than what the Lax integrability implies for the multiplier, namely u 2 x (x j ). Indeed, in our case, as we shall prove in Appendix A, (1.6) can be derived from the compatibility condition of a distribution Lax pair, which in turn leads to explicit solutions of these equations by the inverse spectral method, following a successful solution to the appropriate inverse problem. Finally, in view of the comments above our solution is also a solution to the special case of the peakon problem in [27] for which all the masses m j are assumed equal.
For other work related to (1.1) done recently the reader is invited to consult [5, 38, 55] .
Remark 1.2.
Another important feature that sets apart our definition of peakons is that the Sobolev H 1 norm of u defined by (1.3) for peakons satisfying equations (1.6) is preserved. In other words
Even though this point is fully explained in the followup shorter paper [7] , we nevertheless compute ||u||
in Corollary 6.11 in terms of spectral variables, obtaining trace-like identity akin to the one known from the CH theory [46] . We stress that the time preservation of the H 1 norm is of considerable importance if one recalls that one of the Hamiltonians defining the theory of (1.1) is H 1 = ||u|| 2 H 1 (see, for example, [33] ).
In the present paper, we shall formulate and apply an inverse spectral method to solve the peakon ODEs (1.6) and hence (1.1) under the following assumptions:
(1) all m k are positive, (2) the initial positions are assumed to be ordered as x 1 (0) < x 2 (0) < · · · < x n (0). In the remainder of this introduction we outline the content of individual sections, highlighting the main results. Thus in Section 2 we reformulate the Lax pair in a way suitable for further analysis; in particular, for the peakon ansatz we obtain a difference equation and we solve explicitly the affiliated initial value problem. This section uses in an essential way the result from Appendix A about the admissible ways of defining the distributional Lax pair.
In Section 3 we give a full characterization of the spectrum of the boundary value problem from Section 2. We prove that the spectrum is positive and simple, and in this sense the mCH peakons confirm the "experimental" fact that all known integrable peakon equations have a substantial amount of positivity built in. The spectral data, which involves not only the eigenvalues but also some positive constants known in scattering theory as the norming constants, are elegantly encoded in the Weyl function W (z) of the boundary value problem and the main theorem, namely Theorem 3.1, which states that W (z) is a shifted Stieltjes transform is proven in its entirety therein.
In Section 4 we solve the inverse boundary value problem which in a nutshell amounts to reconstructing the measures g , h appearing in the original formulation of the boundary value problem (2.3) from the spectral data encoded in the Weyl function W (z). We subsequently give two constructions of the inverse map: one is based on recurrence relations and Stieltjes' method of continued fractions, the other method is explicit and it involves certain Cauchy-Jacobi interpolation problem which is shown in Theorem 4.20 to admit an explicit solution in terms of Cauchy-Stieltjes-Vandermonde matrices introduced in Definition 4.16.
In Sections 5 and 6 we analyze the actual peakon solutions u constructed out of the peakon ansatz (1.3) and the determintal solution of the inverse problem studied in Section 4. This material is covered in two sections because there are some subtle differences in the character of solutions depending on whether the total number of peakons, n, is even or odd. In either case we present and prove sufficient conditions for the global existence of peakon solutions. This is done in Theorems 5.6 and 6.7. We also give large time asymptotic formulas for peakons, showing that in both cases the peakons form asymptotic pairs.
THE LAX FORMALISM: THE BOUNDARY VALUE PROBLEM
The Lax pair for (1.1) reads [52] :
Performing the gauge transformation Φ = diag( 
where g j = m j e −x j , h j = m j e x j , z = λ 2 . For future use note that g j h j = m 2 j .
We will be interested in solving (2.2) subject to boundary conditions Φ 1 (−∞) = 0, Φ 2 (+∞) = 0. To make the boundary value problem
well posed we need to define the multiplication of the measures h and g by Φ. Guided by the results of Appendix A we require that Φ be left continuous and we define the terms Φ a δ x j = Φ a (x j )δ x j , a = 1, 2. This choice makes the Lax pair well defined as a distributional Lax pair and, as it is shown in the Appendix A, the compatibility condition of the x and t components of the Lax pair indeed implies (1.5).
The solution Φ is a piecewise constant function which, for convenience, we can normalize by setting Φ 2 (−∞) = 1. The distributional boundary value problem (2.3) is in our special case of the discrete measure m equivalent to a finite difference equation. 
An easy proof by induction leads to the following corollary. Remark 2.3. Note that the difference form of the boundary value problem admits a simple matrix presentation, namely a 2 × 2 matrix encoding of (2.4)
We point out that the transition matrix T k is different from the difference equation for the inhomogeneous string boundary value problem
, thus an element of the group SL 2 (C).
We can obtain more precise information about polynomials p k , q k by studying directly the solutions to the initial value problem 6) with the same rule regarding the multiplication of discrete measures g , h by piecewise smooth, leftcontinuous, functions f as specified above. With this proviso expressions like
uniquely define piecewise constant functions which we choose to be left continuous. The same applies to iterated integrals over the regions {ξ 1 < ξ 2 < . . . ξ k < x}. For example
is well defined. With this notation in place we obtain the following characterization of Φ 1 (x) and Φ 2 (x).
Lemma 2.4. Let us set
2 (x) = 1
If the points of the support of the discrete measure g (and h) are ordered
Proof. First we observe that solving equation (2.6) is equivalent to solving the system of integral equations:
with in turn implies
Elementary iterations yield the final result in the integral form. Finally, once the ordering conditions is in place, the evaluation of integrals as sums follows.
We will now introduce a multi-index notation, later used to facilitate writing explicit formulas for peakon solutions, but also helpful in capturing the properties of solutions to (2.4). A similar notation turned out to be very helpful in stating and proving the Canada Day Theorem in [25] (see also [32] ).
The formulas in Lemma 2.4 involve a choice of j -element index sets I and J from the set [k] = {1, 2, . . . , k}. We will use the notation [k] j for the set of all j -element subsets of [k], listed in increasing order; for example I ∈ [k] j means that I = {i 1 , i 2 , . . . , i j } for some increasing sequence i 1 < i 2 < · · · < i j ≤ k. Furthermore, given the multi-index I we will abbreviate g I = g i 1 g i 2 . . . g i j etc.
j . Then I , J are said to be interlacing if
in the latter case. We abbreviate this condition as I < J in either case, and, furthermore, use the same notation, that is I < J , for I ∈
Remark 2.6. We point out that the multi-indices I , J satisfying I < J are called in [25] strictly interlacing.
, then the difference form of the initial value problem (2.6) reads:
whose unique solution (restoring the dependence on z in q k and p k ) is given by:
Our next goal is to study the spectrum of the boundary value problem (2.3).
Definition 2.8.
A complex number z is an eigenvalue of the boundary value problem (2.3) if there exists a solution {q k , p k } to (2.9) for which p n (z) = 0. The set of all eigenvalues is the spectrum of the boundary value problem (2.3).
The relevance of the spectrum of (2.3) is captured in the following lemma which follows from examining the t part of the Lax pair (2.1) in the region x > x n . Lemma 2.9. Let {q k , p k } satisfy the system of difference equations (2.9). Theṅ Since Corollary 2.7 gives an explicit form of p n (z) we can easily identify the constants of motion implied by isospectrality of the boundary value problem (2.3).
Lemma 2.10. The quantities
form a set of n 2 constants of motion for the system (1.6).
Example 2.11. Let us consider the case n = 4. Then the constants of motion, written in the original variables (m j , x j ), with positions x j satisfying x 1 < x 2 < x 3 < x 4 , are
FORWARD MAP: SPECTRUM AND SPECTRAL DATA
We will characterize the spectrum of the boundary value problem (2.3), or equivalently, (2.4) by associating it with the Weyl function
The remainder of this section is devoted to the proof of the following theorem characterizing our boundary value problem in terms of W (z). 
where c > 0 when n is odd and c = 0 when n even.
The next corollary describes the properties of the spectrum. (1) The spectrum of the boundary value problem (2.2) is positive and simple.
, where all residues satisfy b j > 0 and c ≥ 0.
The strategy of the proof of Theorem 3.1 is to show that W has a continued fraction expansion of Stieltjes's type, the term explained below. We start by reformulating the recurrence relation (2.9). 
Proof. The first line follows readily by rewriting the first line of (2.9) as
then using the second equation of (2.9) to eliminate p k−1 − p k , on the way employing the relation m 2 k = g k h k , and finally rewriting the result using the definition of w 2k and w 2k−1 . The condition w 1 = 0 corresponds to the boundary condition at index k = 1, recalling that
The second line follows from the second formula in (2.9). Before we state the second lemma we briefly review some old results of T. Stieltjes, appropriately adapted to our setup. More specifically, the following description of rational functions follows from general results proved by T. Stieltjes in his famous memoir [57] . 
where all a j > 0 and, conversely, any rational function with this type of continued fraction expansion has the integral representation (3.4).
We will refer to the integral representation (3.4) as the shifted Stieltjes transform of a measure d v(x). Now we are ready to state the second lemma. finite, discrete and supported on R + . We now solve (3.3b) for w 2k+1 obtaining:
, then use the induction hypothesis, which implies that w 2k has the form (3.5), resulting in the continued fraction expansion:
If c > 0 then w 2k+1 has already the required form. If, on the other hand, c = 0 the first term in the continued fraction expansion is −(g k+1 + a 1 )z and since a 1 > 0 the coefficient is positive. Thus w 2k+1 satisfies the conditions of Stieltjes's Theorem 3.5 and, as a result, w 2k+1 is the Stieltjes transform with zero shift of a finite, discrete measure, say d µ 2k+1 (x) supported on R + . In either case
if c = 0. Let us now examine equation (3.3a), shifting k → k + 1. First, we have
and, upon using the integral representation for w 2k+1 we obtain:
If the shift c in the formula for w 2k is positive
, as remarked earlier, and the shift in the formula for w 2k+2 is 0. When
and then the shift is positive since Now, with all the preparation, the proof of Theorem 3.1 follows readily from Lemma 3.6 by observing that
This concludes the spectral characterization of the boundary value problem (2.3), or equivalently (2.4).
INVERSE PROBLEM
4.1. A solution by recursion. The inverse problem associated with the boundary value problem (2.3) can be stated: given positive constants m j , 1 ≤ j ≤ n, and a rational function W (z) with integral representation (3.6), we seek to invert the map S : {x 1 , x 2 , . . .
To solve the inverse problem we proceed in two stages: first we reconstruct the positive coefficients g j , h j
then we use the relation
In this section we concentrate on the first stage.
The reconstruction of h j , g j amounts to solving recurrence relations (3.3a) and (3.3b) following the steps below:
(1) starting with
and solve
for w 2n−1 and w 2n−2 ; (2) restart the procedure from w 2n−2 shifting n → n − 1.
We remark that the procedure encodes solving (3.3a), (3.3b) backwards. However, for the procedure to make sense, w 2n−2 needs to be of the form (3.6). Let us therefore turn to analyzing w 2n−2 . First, from the recurrence relation we easily get
, while solving for w 2n−1 yields
Thus by Stieltjes's theorem 3.5
for some a j > 0. Next, we write
. . . and observe that for w 2n−2 to have the spectral representation (3.6) g n − a 1 must be negative or 0. However,
hence g n − a 1 ≤ 0, which proves the existence of the spectral representation (3.6) for w 2n−2 for some measure d µ 2n−2 supported on a finite number of points in R + .
Similar to the content of Lemma 3.6 we have the following dichotomy: if c 2n = 0, which by the same Lemma happens if n is even, the support of w 2n−2 has one less point in the spectrum of the corresponding measure compensated by the appearance of non-zero c 2n−2 . If, on the other hand, n is odd, in which case c 2n > 0, then c 2n−2 = 0 and the number of points in the support of d µ (2n−2) does not differ from that of
. In either case, by iterating, one reaches w 2 which is a positive constant equal by definition to h 1 and the iteration stops. We conclude the discussion of the solution to the inverse problem of recovering {g j , h j } by recursion with the following theorem. 
4.2.
A solution by interpolation; basic ideas. The iteration proposed above requires 2n − 2 steps to reach w 2 , each step leading to a new input rational function w j . The formulas for h j get increasingly more complicated and a natural question presents itself: can one compute h j using directly the spectral data c 2n and d µ (2n) ? The answer is affirmative and this section outlines the main steps of the construction leaving the detailed formulas for the following sections in which we present a complete solution to the peakon problem (1.6).
First we give a brief summary of main ideas behind the solution by interpolation. Let us rewrite (2.5) in terms of the Weyl function W = w 2n as
Clearly, the transpose of the matrix of cofactors of each
, which allows one to express equation (4.1) as
and that the roots of p n (z) are all positive, implies
Theorem 4.2. Let the matrix of products of C s in equation
(4.2) be denoted by a k (z) b k (z) c k (z) d k (z) def =Ŝ k (z).
Then the polynomials a k
solve the following interpolation problem:
Proof. The approximation statements follow directly from (4.2), while the degrees follow, by induction, from the definition of C j and the formula forŜ k . [26, 48, 56] , studied as part of a general multi-point Padé approximation theory [1] .
Remark 4.3. The interpolation (4.3) is an example of a Cauchy-Jacobi interpolation problem
Before we solve the interpolation problem it is helpful to understand how information about the measures g and h is encoded in the coefficients a j (z), b j (z), c j (z), d j (z). To this end we define another initial value problem, following the general philosophy of scattering theory, this time specifying initial conditions at x = +∞.
and seeking, in contrast to (2.6), the right-continuous solutions, interpreting the products
Subsequently we define the (right) boundary value problem:
seeking right continuous solutions.
Remark 4.4.
We refer to (4.5) as the (right) boundary value problem, even though it is formally the same boundary value problem as (2.3) but we stress that the rules of defining the singular operation of multiplication of a measure by piecewise-smooth functions has changed, hence, we don't know a priori if the boundary value problems are indeed the same. We will establish below that they are.
Then the difference form of the (right) boundary value problem (4.5) reads:
The accompanying initial value problem is chosen for the remainder of the discussion to have initial conditionsq 0 = 1,p 0 = 0. Furthermore, the notation j = n + 1 − j (reflection of the interval [1, n] , or counting from the right end n ) is in force from this point onward.
Lemma 4.6. The difference form of the (right) boundary value problem (4.6) can be written in matrix form
and C j (z), the transpose of the cofactor matrix of T j (z) appearing in (4.2), satisfies
and its productŜ k (z), also defined in Theorem 4.2, is the transition matrix for the right boundary value problem, namely,Ŝ
Lemma 4.7. Consider the initial value problem given by equation (4.4) and let us set
2 (x) = 0, (4.8a)
where, for k = 1, 0 j =1 is defined to be 1 and the integration is carried out with respect to η 0 only.
Furthermore, if the points of the support of g (and h) are ordered x
, with the help of (4.9), we obtain the solution to difference equations (4.6) to initial conditionsq 0 = 1,p 0 = 0. The procedure can be repeated for the case of initial conditionsQ 0 = 0,P 0 = 1, yielding a complementary solution to (4.6). We will skip the intermediate steps since they are very similar to the computations leading up to Lemma 4.7. To state the final result we remark that the map
let us denote by
Theorem 4.8. Consider the right boundary value problem (4.6) with its transition matrix
Corollary 4.9. LetŜ k be the transition matrix for the right boundary value problem as specified above.
(1) The entries ofŜ k solve the interpolation problems To prove the second claim with consider first the case of odd k. Then, by the formulas in Theorem 4.8 we get:q
whose ratio gives the desired formula for g k , recalling thatq 0 = 1 to cover the case of k = 1. The argument for even k is similar except that one uses the formulas for the second column ofŜ k .
Finally, to prove the last claim, we observe that the map i → n + 1 − i is a bijection of the set [n]. Upon comparing Corollary 2.7 with the formula forq n given above we see thatq n (z) = p n (z), hence the two boundary value problems are equivalent. 
where c > 0 when n is odd and c = 0 when n even, as well as positive, distinct, constants m 1 , m 2 , . . . , m n , find positive constants
and the unique solution of the initial value problem:
Remark 4.11. The restriction that the constants m j be distinct has been made to facilitate the argument and will be eventually relaxed by taking appropriate limits of the generic case (see Theorem 4.22).
The key observation leading to the solution of this inverse problem is the realization that the interpolation problem (4.11)(the same as (4.3)) has a unique solution. 
14)
where
Likewise, the solution to the second interpolation problem (4.11c), (4.11d) iŝ
Proof. Setq
Then the first interpolation problem reads:
whose solution, by virtue of Cramer's rule, can be written in the form of equation (4.14) , provided that D k = 0. Likewise, the solution to the second interpolation problem can be easily deduced by writinĝ
substituting into the interpolation problem (4.11c) and, again, using Cramer's rule, with the same proviso that E k = 0. Thus it remains to prove that D k and E k are not 0 under our assumption of distinct masses m j .
To this end we derive below explicit formulas for the determinants D k and E k from which we conclude that none of the determinants can be 0 in view of the non-degeneracy assumption on the masses m j (see Corollary 4.19).
Evaluation of determinants.
In this subsection, we will derive explicit formulas for determinants appearing in the solution to the interpolation problems (see Theorem 4.12). We begin by introducing some additional notation to facilitate the presentation of formulas, reminding the reader that the multi-index notation was introduced earlier in the part leading up to the definition 2.5. The following notation is in place: we denote
Then for two ordered multi-index sets I , J we define
along with the convention
for any pair of indices, a
Cauchy-Vandermonde matrix [19, 23, 43, 44] is a matrix of the form 
Two special cases are: for l = 0 the matrix defined by (4.18) is a classical Vandermonde matrix and for l = k it is a classical Cauchy matrix, and for both these special cases there exist classical formulas expressing their determinants. Luckily, there exists also a compact formula for the determinant of the (generic) Cauchy-Vandermonde matrix [23, 43, 44] :
As a side note we would like to mention that the Cauchy-Vandermonde matrix (4.18) appears naturally as the coefficient matrix of a rational interpolation problem of Lagrange type: given k pairs of interpolation data (e 1 , t 1 ), · · · , (e k , t k ), where e 1 , · · · , e k are different real numbers, find a function
with s i to be determined, such that f (e i ) = t i , i = 1, · · · , k.
The interpolation problems (4.3) can be viewed as slight variations on the theme of rational interpolations problem of Largrange type and to effect the explicit solution of these problems one is led to a generalization of the Cauchy-Vandermonde matrix. 20) with
Proof. By multilinearity of the determinant we can factor all coefficients a j from the first l rows. Hence it is sufficient to work with a = [1, 1, · · · , 1]. Let us drop the reference to a for the remainder of the proof and simply write 
Let us now consider the l -th column of the matrix; we may write it as
Since, thanks to the assumption p + l − 1 ≤ k − l , the first terms above are linear combinations of columns l + 1 through k we obtain 
, which after implementing similar operations for the remaining first l − 1 columns leads to: d) ), from which, after restoring a general a which contributes the factor a [1,l ] , the result follows.
In the final step of generalizing Cauchy-Vandermonde matrices we introduce a family of matrices of this type attached to a Stieltjes transform of a positive measure.
Definition 4.16. Given a (strictly) positive vector e ∈ R
k , a non-negative number c, an index l such that y+x .
In the next theorem we establish explicit formulas for the determinant of the CSV matrix. This theorem is essential for our solution of the interpolation problems (4.3). 
Proof. Let us first consider the case c = 0. Using multilinearity of the determinant we obtain detC SV 
Then by Theorem 4.15
Let us now consider the action of the group of permutations on l letters, denoted S l , on individual terms of the integrand. The product measure is invariant under the action and so are (x 1 x 2 · · · x l ) p and Γ [1,n] , [1,l ] (e; x).
where in the last step we used ∆ [1,l ] (σ.x) = sgn(σ)∆ [1,l ] (x). Since now the integrand is invariant under the action of S l we integrate over x 1 < x 2 < · · · < x l , multiply by l !, and restrict integration to R + in view of the condition on the support of ν, obtaining the final formula for this case.
The next case is 0 ≤ c but p + l − 1 < k − l . In this case every column j , 1 ≤ j ≤ l is a sum: Finally, the last case p + l − 1 = k − l can handled in a similar fashion, except that now in the l th column we have a term which does not appear in the original Cauchy part: 
It suffices now to split the determinant into two, then move the term involving c to the Vandermonde part, effectively lowering l to l − 1 for this term and then apply the same method as in the proof of the c = 0 case.
Our goal in the remainder of this section is to connect the determinantal formalism we have developed to the interpolation problem (4.3) (see Theorem 4.12) . To this end we set (see (4.13) and Theorem 4.12):
and observe that W (z j ) =μ c (e j ) by (4.13). 
Proof. This is a straightforward computation requiring only to factor (−1) j from any column containing
and, in the case of E k , we also need to factor (z 1 z 2 · · · z k ) and reshuffle the columns to bring the matrix to the CSV form.
Now, it suffices to use theorem 4.17 to conclude that both D k and E k are nonzero, provided that all e j are distinct ( which is the same as our nondegeracy conditions on the masses m j ).
Corollary 4.19. The determinants D k and E k appearing in the solution to the interpolation problem stated in Theorem 4.12 are non zero for any
We finish this subsection by giving a complete solution to the inverse problem in terms of determinants of CSV matrices. To lessen the burden of keeping track of signs resulting from manipulations of matrix columns needed to bring matrices to the CSV form we opt for the display using the absolute value of determinants to quickly and compactly present the formulas. Thus, till further notice, we will denote , c) , (4.26) with the proviso that the arguments e, µ, c are fixed. With this notation in place the formulas of Theorem 4.18 take the form:
from which one obtains determinantal formulas for the coefficients of the polynomialsq k ,p k ,Q k ,P k leading via equations (4.12a), (4.12b) to a complete solution of the inverse problem 4.10. 
Proof. The formulas follow from equations (4.12a) and (4.12b), as well as Theorem 4.12. The question of signs involved in the identification of the CSV determinants is addressed by taking the absolute values in all formulas needed to produce positive outcomes g k . The formulas for h k follow from the relation
Finally, recalling that the original peakon problem (1.6) was formulated in the x space, using the relation h j = m j e x j (see equation (2.2)), we arrive at the inverse formulae relating the spectral data and the positions of peakons given by x j . 
Finally, we can relax the condition that the masses be distinct, observing that the Vandermonde determinants ∆ [1,r ] (e), r = k, k − 1, cancel out in all expressions of the type
as can be seen from the determinantal expressions given in Theorem 4.17 (see (4.24) and (4.25)). 
MULTIPEAKONS FOR n = 2K
Even though the only difference between even and odd n is that c = 0 when n is even (see Theorem 3.1), and c > 0 otherwise, we nevertheless present these two cases separately in an attempt to underscore subtle differences in the asymptotic behaviour of peakons for these two cases.
5.1. Closed formulae for n = 2K . If we assume that x 1 (0) < x 2 (0) < · · · < x 2K (0) then this condition will hold at least in a small interval containing t = 0. Thus by Theorem 4.21 we have the following result. where x k are given by equations (4.30a) and (4.30b), with the peakon spectral measure
Proof. We only need to discuss the time evolution of the spectral measure. To this end we recall that the Weyl function W (z) defined in (3.1) undergoes the time evolution dictated by (2.11); a simple computation givesẆ
The remaining statement regarding the multipeakon solutions follows from our solution of the inverse problem and the fact that to formulate the time evolution we used the distributionally compatible Lax pair (see Apendix A).
Even though one could easily give examples of peakon solutions based directly on Theorem 5.1 it is helpful to examine the explicit formulas for the evaluation of CSV determinants presented in Theorem 4.17 (see equation (4.26) for notation), adjusted to the case of even n.
and let the peakon spectral measure be given by (5.2). Then
Proof. Equation ( 
,
Example 5.4 (4-peakon solution; K=2).
. Example 5.5 (a general formula for the last position x 2K = x 1 ).
ζ i .
5.2.
Global existence for n = 2K . As time varies, the initial order x 1 (0) < x 2 (0) < · · · < x 2K (0) might cease to hold. In this subsection, we formulate a sufficient condition needed to ensure that the peakon flow exists globally in time.
Theorem 5.6. Given arbitrary spectral data
suppose the masses m k satisfy
Then the positions obtained from inverse formulas (4.30a), (4.30b) are ordered x 1 < x 2 < · · · < x 2K and the multipeakon solutions (6.1) exist for arbitrary t ∈ R.
Proof. The solutions described in Theorem 4.21 are valid peakon solutions as long as
holds. We write these conditions as:
and use equations (4.30a), (4.30b) to obtain equivalent conditions
Note that equation (5.3) implies easily that the inequality
holds uniformly in t (we recall that the coefficients b j depend on t ). Thus if we impose
then equations (5.7a) hold automatically.
Now we turn to the second inequality, namely (5.8b), which is needed whenever K ≥ 2. It is convenient to consider a slightly more general expression, namely,
for which after using (5.3) we obtain the inequality
which, upon substituting into (5.10), proves the bound
.
(5.14)
Hence, setting l = k+1 2 , if one takes
, then (5.8b) and thus (5.7b) will hold. Finally, rewriting the last condition as:
we obtain the second sufficient condition (5.6b).
As an example illustrating the global existence of our multipeakon solutions let us consider the case K = 2 (i.e. n = 4). 
+ O (e −α k t ), for some positive α k and odd k, (5.16a)
for some positive α k and even k, (5.16b)
for some positive α k and odd k.
Likewise, as t → −∞, using the notation of Theorem 5.2, the asymptotic position of the k-th peakon is given by
for some positive β k and odd k,
for some positive β k and even k, Proof. The proof is by a straightforward computation using the formulas for positions (4.30a), (4.30b), as well as asymptotic evaluations of determinants (5.4) and (5.5).
Remark 5.9. In the closing remark for this section we note that multipeakons of the mCH exhibit Todalike sorting properties of asymptotic speeds, a common occurrence among known to us peakon systems. However, it is apparent that the multipeakons of the mCH show also features known to occur in multicomponent cases, for example in the Geng-Xue equation [42] , a two-component modified Camassa-Holm equation [8] , but also in the Novikov equation [34, 35] , for which one observes an asymptotic pairing of peakons, undoubtedly forced by a shortage of eigenvalues whose total number is K , versus 2K positions in need of asymptotic speeds. This feature does not show up in the CH equation.
MULTIPEAKONS FOR
The main source of difference with the even case is of course the presence of the positive shift c which impacts the evaluations of the CSV determinants as illustrated by Theorem 4.17, in particular formula (4.25) . We will present the material in this section in a way parallel to the previous section on the even case.
6.1. Closed formulae for n = 2K + 1. Again, we assume that x 1 (0) < x 2 (0) < · · · < x 2K +1 (0) then this condition will hold at least in a small interval containing t = 0. Thus Theorem 4.21 gives us the following local existence result. 
where x k are given by equations (4.30a) and (4.30b), with the peakon spectral measure
Proof. The time evolution of the spectral measure is the same as for the even case. To see this as well as that c is a constant we recall that the Weyl function W (z) is defined in (3.1), regardless of whether n is even or odd, thus W (z) undergoes the time evolution obtained earlier in the proof of Theorem 5.1, namely,
The rest of the proof is the same as for the even case.
We examine now the explicit formulas for the evaluation of CSV determinants presented in Theorem 4.17 (see equation (4.26) for notation), with due care to two facts: n = 2K + 1 and c > 0. The proof follows the same steps as in Theorem 5.2 and we omit it. 
Theorem 6.2. Let n
with the proviso that the first term inside the bracket is set to zero if l = K + 1, which only happens
where, as before,
For the future use, namely in the forthcoming proof of Theorem 6.7, we will formulate an elementary corollary aimed at comparing formulae with c > and c = 0. For the duration of this corollary we explicitly display the dependence on c. 
with the convention that the first term in (6.6b) is set to zero if
Proof. It suffices to compare formulas (6.3a) and (6.3b) with (5. Finally, by use of the formulas (4.30a), (4.30b), Theorems 6.1 and 6.2, in particular the formulas (6.3a) and (6.3b), we get exact formulae for (local) 1,3-peakon solutions with initial positions satisfying x 1 (0) < x 2 (0) < · · · < x 2K +1 (0). Example 6.4 (1-peakon solution; K = 0 (trivial, does not require inverse spectral machinery)).
We note that by shifting this example covers the 1-peakon solution discussed in Theorem 6.1 in [27] . More generally, by shifting we cover all peakon solutions discussed therein for which masses are taken to be identical (see Remark 1.1 in the Introduction).
Example 6.5 (3-peakon solution; K = 1).
+ c ,
+ c .
Example 6.6 (a general formula for the last position x 1 = x 2K +1 ). Recalling thatμ c denotes the shifted Stieltjes transform of the spectral measure µ (introduced in definition 4.16) and using (4.30a) we obtain:
6.2. Global existence for n = 2K + 1. This section presents the main results regarding the global existence of peakon solutions when n = 2K + 1.
Theorem 6.7. Given arbitrary spectral data
+∞, for k = 1,
Then the positions obtained from inverse formulas (4.30a), (4.30b) are ordered x 1 < x 2 < · · · < x 2K +1 and the multipeakon solutions (6.1) exist for arbitrary t ∈ R.
Proof. The solutions described in Theorem 4.21 are valid peakon solutions as long as x 1 < x 2 < · · · < x 2K +1 holds. We write these conditions as:
8a)
for all odd k,
displaying the dependence on c in anticipation of the use of Corollary 6.3. Note that equations (6.6a) and (6.6b) suggest writing
with the proviso that B 2 = 0 for k = 1. Examining the ratios
we observe that they satisfy (uniform in t ) bounds
by equations (5.9) and (5.14), respectively, with the convention that β = ∞ for the special case k = 1. Thus
holds uniformly in t and if we impose
then equations (6.8a) will hold automatically.
Now we turn to the second inequality, namely (6.9b). Again, using Corollary 6.3 we obtain 10) where, this time,
and,
implies (6.9b) and, consequently, (6.8b), thereby completing the proof. Proof. The proof is by a straightforward, but tedious, computation using the formulas for positions (4.30a), (4.30b), as well as asymptotic evaluations of determinants presented in Theorem 6.2.
Remark 6.10. The Toda-like sorting property can also be observed in this case by examining more closely the asymptotic formulae but the pairing mechanism is subtly different. We point out that the constant c is a surrogate of an additional eigenvalue ζ K +1 = ∞, which results in the formal asymptotic speed 0. Thus for large positive times the first particle counting from the left comes to a halt, while the remaining 2K peakons form pairs, sharing the remaining K eigenvalues. By contrast, for large, negative times, the first particle counting from the right comes to a halt, while the remaining peakons form pairs. This, somewhat intricate, breaking of symmetry is responsible for noticeable asymmetry in the indexing of positions seen when one compares asymptotic formulas for n = 2K with n = 2K + 1. Furthermore we consider local regularizations, depending only on the right and left hand limits at the points of singular support. In summary we consider regularizations of the form: 5) which lead, under the invariance assumption, to the condition:
valid for every R ∈ GL(2, R) and resulting in the intertwining conditions αR = Rα, βR = Rβ, ∀R ∈ GL(2, R). Proof. The proof proceeds in a similar way to Theorem B.1 in [32] (also see [8] ). We highlight the critical steps of the proof. First, we observe that since we are interested only in the behaviour of Lax pairs around the singular points x k we can localize our computations to be carried out only locally on some open neighbourhoods of these points. Moreover, these computations look identical, regardless of the index k. In other words, without loss of generality we can assume u(x) = m 1 e −|x−x 1 | for the sake of the computation, thus using n = 1, and then in the final step of the proof pass to a general n. With this simplification in mind, Likewise, we can express the right hand side of (A.9) by using (A.1), (A.8) and A.2. Again, after some straightforward computations we obtain: 11) which finally gives us the compatibility condition we have set out to obtain:
(A.12)
We now summarize the content of (A.12), broken down according to powers of λ, omitting conditions identically satisfied, 
