Abstract. This 
it is possible for a solid to unwittingly interfere with a second solid.
A comparative study of the well-known interference algorithms can be found in Pratt and Geisow [1] . A computational method to check for interference of edges and surfaces of two defined solids was presented by Boyse [2] . Pasarello [3] describes a method using barycentric coordinates and Uchiki et al. [4] uses the space occupancy method. Detecting interference using a characterization of an empty space to describe entities was used by Udupa [5] , while Wong and Fu [6] used a hierarchical orthogonal space to plan an interference-free path. Cameron [7] presented three techniques that can be used when solids are described using the method of constructive solid geometry (CSG). Cameron reports a considerable increase in computational speed over that of classical methods. Other researchers in the field have addressed the real-time interference checking problem by modeling objects as a series of vectors [8] , or by modeling solids using convex volumes (spheres) as in Mitsi and Bouzakis [9] . Another method of detecting interference has been approached by minimizing distances between solids in space [10] , while Meyer [11] establishes interference by calculating distances between boxes. Gilbert et al. [12] present a procedure for calculating distances between convex sets in R m, so that interference can be detected. More recently, Zghal et al. [13] have defined a performance criterion to maximize the shortest distance between two objects. A method using set membership classification was used by Tilove [14] to determine the intersection between two surfaces.
In this paper, a numerical algorithm is presented that determines interference between two moving solids by obtaining static frames of the simulation. The surfaces enveloping each solid are then examined for intersection with the surfaces enveloping the other solid. The intersection algorithm is based upon computing the circulation along boundary curves.
Surface Parametrization
Solid modeling techniques are used by many CAD systems to model engineering structures and machines (cf. Akin [15] , Requicha [16, 17] for a review of solid modeling techniques). A solid modeler typically stores information such as geometry, shape, weight, and material into a database. Complicated solids are modeled using Boolean operators on primitive solids. The method for detecting interference presented in this paper relies upon knowledge of surfaces enveloping the resulting solid. For a solid body A, defined by joining and/or intersecting primitive solids, it is necessary to envelop the resulting solid with a number of parametric surfaces Axi(u, v): U R 2 ~ R 3, AX i = {AXl AX2...}, which is a differentiable map AXi from an open set U R 2 into R 3. That is, the vectors OAxi/Ou and OAxi/Ov are linearly independent. This parametrized surface may be bound by either inequality constraints of the form Vl _< v _< v2 and Ul _< u _< u2, or by a bounding closed curve c.
In previous work [18] , a simplified method for determining interference between surfaces was presented. That work required the categorization of surfaces into different types of entities. The work presented here is a generalization of the previous work with the addition of a method of determining entities.
In the discussion that follows, it is noted that the bounding curves ci of those surfaces need be neither convex nor simply connected. The same definition is carried out through the development of the theory for determining interference between pairs of solids.
Negative Entities
In order to model complex mechanical parts, it is necessary to establish a method of representing discontinuities of a surface. A positive entity is defined as a parametrized surface x(u, v): U R 3 ~ S bound by a curve cl (Fig. l(a) ). A negative entity is defined as a discontinuity on the surface S (a subset of S having the same parametrization x) bound by a curve e2, which lies entirely inside the boundary curve cl. Figure 1 (b) depicts a solid enveloped by seven entities. Note that negative entity 4, a region of a circle wrapped around a cylindrical surface, is on the surface of positive entity 2. Note also that the surface of the hole is positive entity 5.
The theory of interference detection presented in the following sections relies upon having a complete representation of entities enveloping solids. The following section presents a method for determining the boundaries of entities enveloping the resulting solid.
Enveloping Solids with Surfaces
To determine surface parametrization created by performing Boolean operations on solids, it is necessary to find the intersection curve between surfaces enveloping the resulting solid. The intersection curves (or disjoint branches of the curve) separate a surface into different entities. Some of the entities are inside the solid while other entities are on the boundary of the resulting solid. Figure 2 illustrates a solid resulting from joining two solids. The intersection curve in Fig.  2 separates solid B into two entities. Entity 2 envelops the resulting solid while entity 1 is internal.
The problem of calculating the intersection curve between two surfaces is one of the most important computational tasks in several engineering applications such as geometric modeling, CAD/CAM, computer animation and robotics. Many methods for computing the intersection curves between general /negative /r ~" 
with constrained parameters as
vl _< v _< v2 (3) and the second surface is parametrized as x2(s, t)
with constrained parameters as S l < S < S 2 (5)
where (u, v) and (s, t) are the independent parametric coordinates. To impose the inequality constraints in numerical form, it is convenient to parametrize the above constraints by introducing new generalized coordinates Ai such that the inequality constraint of the form qmin < qi <-qmaX (7) can be parametrized [19] as qi = ai + bi sin Ai (8) where and ai = (qmax + qmin)/2
b, = (qp~ax _ qmid)/2 (10) are the mid-point and half-range of the inequality constraint. In this paper, the computation scheme of the branches of the intersection curve is divided into two phases: (1) finding the starting point and (2) tracing along the curve. The case where a singularity (so-called bifurcation) occurs is also discussed. Tracing a multiple of curves is also addressed by switching the solution using computed tangents.
Finding a Starting Point
For the case of interference of surfaces that results in disjoint branches, it is a nontrivial task to find an initial point on the intersection curve. The technique presented here involves starting from an initial guess ql. The intersection problem may be considered as solving the system of seven non-linear equations with eight variables where the constraint function H(q) is
where the inequality constraints of Eqs (4), (5), (7) and (8) were parametrized per Eq. (8) . The Jacobian of the constraint function H(q), where
for a certain initial point ql is the 3 x 3 matrix
To satisfy the constraint equation, an algorithm similar to a Newton-Raphson iteration method is employed, as follows:
If the constraint sub-Jacobian matrix is square then Eqs (11) and (13) comprise the conventional Newton-Raphson iteration method, with its wellknown quadratic convergence properties [20] . The constraint equation (11) has more rows than columns and the constraint sub-Jacobian Hq has more columns than rows, thus Eq. (13) has multiple solutions. One solution to this type of problem is to find the solution Aq with minimum norm [19, 21] , i.e. to solve the minimization problem min 89 (14)
Using the Lagrange multiplier approach that appends a multiplier vector times the equations to be satisfied to the function that is to be minimized, define
As a necessary condition for a solution of the minimization problem of Eq. (13), the gradient of the function in Eq. (16) is set to zero, yielding
or, Aq :-n~A (18) Substituting this result into the linearized constraint equations of Eq. (13) yields
If the sub-Jacobian Hq has full row rank, then the coefficient matrix on the left of Eq. (19) is nonsingular. In fact, it is positive definite. Therefore,
Substituting this result into Eq. (18) yields the result
where the coefficient matrix of (-H) is the so-called Moore-Penrose pseudo-inverse of the sub-Jacobian. Starting with an initial guess ql, the update of generalized coordinates are calculated through Aq = Hq(-H) (22) where H i is the pseudo-inverse of the Jacobian q~q, defined by Eq. (21) as * T T -1 aq = Hq (aqaq) (23) Using this procedure, the starting point q* on the intersecting curve can be found within a few iterations without adding any new constraint equations. Although this method can quickly converge the initial guess into a starting point, only one starting point will be found, and only the corresponding intersection curve can be traced. If disjoint branches of the curve exist, further study of branching from the bifurcation point is necessary.
Tracing along the Curve
Once the starting point is found, the subsequent points on the intersection curve can be traced along the tangent direction. Supppose the parametric coordinates of the starting point q* are (u ~ v ~ and (s ~ t ~ with the corresponding A ~ A ~ A3 ~ and A ~ The tangent vector t(Hq(q)) to the set defined by H(q) = 0 is uniquely The geometric interpretation of the step marching procedure [20] is shown in Fig. 3 where c is the step size. The unique tangent vector can be computed at each point along the solution of equation (11) and equation (24) as a basis for proceeding stepwise along the solution curve. Combining Eqs (11) and (26) yields a system of eight equations in eight variables, such that the Newton-Raphson iteration method can be used to calculate the new point x. By setting the new point as the current point, the tracing is continued until one of two cases occurs: (1) the boundary is reached, or (2) returned to the starting point.
Singularity~Bifurcation
Often at times, the curves of intersection (or disjoint branches of the curve) intersect at a point called the bifurcation point. This may occur for a multiple of reasons the most general of which is common tangents. In order to have a complete representation of all intersection curves, it is necessary to detect a bifurcation point along a solution curve (other methods can be found in Keller [22] ). In addition, it is required to numerically switch from the curve onto a bifurcating branch. This section will consider singular bifurcation points. Treatment of higher order bifurcations can be found in Golubitsky et al. [23] .
Allgower and Georg [20] have shown that for a simple bifurcation point q~ of the equation In the preceding tracing process, when the trace crosses over the singular point, the determinant of the Jacobian matrix changes signs. In this case, the new tangent of the computed point is inspected to determine whether it orients in opposite direction (within a tolerance) with the previous tangent. If this occurs, the new stepsize must change signs, as shown in Fig. 4(a) , such that the tracing continues without retracing. Figure 4 (b) depicts another situation where the determinant changes signs but the computed tangent will not point in the opposite direction.
Other methods that can be used to detect bifurcation points are presented by Lukacs [24] who proposes an efficient method to detect a first order singularity using eigenvalues. This method can also distinguish whether the tangent point is isolated, an intersection of two branches, passed by only one branch, or is a higher-order singularity. 
2.2,4. Numerical Example
To illustrate the determination o f surfaces enveloping a solid using the method outlined above, consider the two surfaces depicted in 
Interference Detection
In the preceding section, it was demonstrated that one can envelop a complex solid with parametric entities. In order to detect collision between two solids, the entities (positive and negative) enveloping the two solids are used to detect interference. The procedure to detect interference between parametric surfaces was presented by Abdel-Malek [18] . In this paper, the interference detection method is generalized. The method relies upon determining intersection points between boundaries of one entity with the surface of another entity and vice versa. The curve segment joining these points is then studied for existence inside the boundaries of positive and negative entities by computing the circulation around the bounding curves.
Boundary curves of each entity are checked for interference with the surface of the other entity. The procedure is repeated for each pair of entities associated with each solid. This will result in intersection points on the intersection curve. Curve segments joining these points are then studied for existence inside positive and negative entities. For example, consider the two solids depicted in Fig. 10 . Each of the solids is enveloped by a number of entities. The cylindrical entity on each surface has a negative entity associated with it.
To better illustrate the methodology, consider two solids depicted in Fig. ll(a) , enveloped by planar entities. For two of the surfaces in question, solid 1 has positive entity 1 and negative entity 2, while solid 2 has positive entity 3 and negative entity 4. Entities 1 and 2 are on the surface of the plane ~t, and entities 3 and 4 are on the plane f~2. Figure 4 depicts the four entities in more detail. The intersection of the polygonal boundary cl (t) of entity 1 with the surface x2(u, v), will result in intersection points P2 and P8. The intersection of the polygonal boundary e2(t) of entity 2 with the surface x2(u, v) results in intersection points P4 and P6-Similarly, the intersection of the polygonal boundary c3(t) with the surface xl(u,v) results in intersection points Pl and P7. Finally, the intersection of the polygonal boundary e4(t) with the surface x I (u, v) results in intersection points P3 and Ps.
Thus, the intersection curve is fully defined, i.e. all boundary points of intersection are computed. A necessary condition for the two solids in Fig. 1 l(b) to collide is that a line segment joining two consecutive points of intersection coexists inside boundaries of positive entities, but outside boundaries of negative entities. Since all points of intersection are computed, it is possible to represent each line segment on the line of intersection by a single point s = (P/+I + pi)/2, for i = 1,..., 7. To study the existence of a point inside a boundary c, let ~(s) be the indicator [18] s which determines its existence inside the boundary c(t) of a positive entity, such that
Inside boundary e(t)
0 Outside boundary e(t)
where dO is the change in angle swept by a vector subtended from the point s to the boundary c(t), as is the gradient of a single valued scalar function q5 in that region F = V~, and the circulation of F around e(t) is zero, i.e. PROOV: To prove that the change of angle for a point inside the closed curve c is equal to 27r, Cauchy's residue theorem is used [25] . If the point s is inside the region bound by the closed curve c, a singularity occurs for the function F at the point s. The residue theorem states that if a singularity exists, then 
Integrating Eq. (51),
i.e. for a point inside a closed region, the change of angle experienced is 27r. In stating Eq. (42), constraints have not been made on the complexity of the curve. The bounding curve need not be simple nor convex as illustrated (without proof) in Fig. 13 . In the nonsimple case, the ray encounters n loops. The indicator has value one only in the loop that is surrounding the point s. Figure  13 (a) depicts two loops, thus, the indicator will determine that the point s is inside the curve e. In the case of a nonconvex curve, the value of the swept angle will increase from 01 to 02, then decrease again to 03 as depicted in Fig. 13(b) . The total change in angle will still be 2~r for a point inside and zero for a point outside.
To determine whether interference occurs between a pair of type II entities, it is necessary to establish whether the point s exists inside all positive and negative entities associated with the two surfaces. Let indicating interference of the two solids.
The problem of interference checking of solids is reduced to one of determining whether a segment of a curve (represented by a point s) is inside entity boundaries. To solve this problem, Boyse [2] suggests casting a ray from the point s to infinity in the plane. The ray intersects the boundaries of the so-called face plane (Fig. 15(a) depicts a face having a discontinuity). If the ray intersects the edges an odd number of times then the point s is inside the face boundaries ( Fig. 15(b) ). If the ray intersects the edges an even number of times then the point is outside. This method has many deficiencies and is difficult to implement on a computer. It necessitates breaking the area into simpler polygonal surfaces and thus eliminating discontinuities on the surface (the so-called bridgin 9 method). Another deficiency arises when the ray coincides with an edge, thus having an infinite number of intersections.
If the boundary is composed of a multiple of curves (e.g. lines and arcs), then the region is segmented into a number of entities. Consider two solids, solid A is enveloped by surfaces parametrized as AXi(U, V) and each surface having a boundary curve Aej(w). 
The solution set of A is ordered such that the points repositioned. Interference between the two solids will occur if and only if the middle point on the curve joining each two consecutive points of the solution set satisfies Eq. (57).
Conclusions
A method to detect interference between two solids is presented. To use this method, it is necessary to obtain parametric representations of the surfaces enveloping the solid. It has been shown that to determine these surfaces, it is necessary to determine the intersection curves between the surfaces. It was also shown that in many cases, intersection curves meet at a specific point called the bifurcation point. To numerically compute all branches of the intersection curves, tangents have to be computed in the space of the parametric variables. A continuation method is then used to trace each curve. The surfaces computed are then used to detect interference between a pair of solid bodies during a simulation or animation. The numerical algorithm is valid for complex solids due to the ability of representing solids with holes. Mechanical parts are represented with a high degree of fidelity. The algorithm, however, is computationally intensive.
