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1 Introduction
La Méthode des Eléments de Frontière accélérée par Méthode Multipôle Rapide (fast multipole boundary
element method, FMBEM) et sa variante multi-niveaux (ML-FMBEM) sont des outils puissants en calcul de pro-
pagation d’ondes faisant intervenir des modèles de grande taille N [1], notamment pour des domaines non bornés
grâce à la prise en compte implicite des conditions de rayonnement. Cette étude concerne une extension de la
ML-FMBEM, sous sa forme récemment développée pour l’élastodynamique 3D dans le domaine fréquentiel [2],
à la visco-élastodynamique. L’adaptation de la ML-FMBEM aux matériaux amortissants permet de reproduire la
décroissance de l’amplitude des ondes due à la dissipation intrinsèque du milieu de propagation, et de décrire l’am-
plitude limitée et le décalage de phase typiques des systèmes excités près de la résonance [3]. L’application visée
étant l’étude de la propagation des ondes dans les sols (propagation des ondes sismiques ou de vibrations induites
par le trafic ferroviaire), on se restreint à des niveaux d’amortissement faibles.
L’article est organisé comme suit. La section 2 rappelle la loi de comportement des milieux visco-élastiques
linéaires isotropes pour des sollicitations harmoniques, puis définit le nombre d’onde complexe et son approxi-
mation dans le cas des milieux peu amortissants. La section 3 présente ensuite la formulation en nombre d’onde
complexe pour la méthode FMBEM multi-niveaux. La section 4 détaille alors les parties de la formulation qui
sont particulièrement touchées par l’introduction des paramètres complexes, comme l’évaluation numérique du
développement du noyau de Helmholtz. On met en évidence les erreurs d’évaluation de ce noyau que l’on commet
lorsque l’on utilise les réglages numériques classiques, i.e. ceux utilisés pour la formulation en nombre d’onde
réel. L’étude menée pour pouvoir évaluer précisément cette expansion est présentée en section 5. On montre que
la série définissant la fonction de transfert doit être tronquée à un ordre plus élevé et on propose une relation pour
ajuster le paramètre de troncature selon le niveau d’amortissement.
2 Comportement des milieux visco-élastiques en dynamique stationnaire
Conditions de validité. Compte tenu des applications visées par ce travail, le domaine de propagation est consti-
tué par le demi-espace du sol. Si le niveau de déformations induites dans le milieu par une sollicitation cyclique
et harmonique dans le temps n’atteint pas le seuil dit de déformations linéaires cycliques, le comportement du sol
peut être décrit du point de vue phénoménologique par la théorie de la visco-élasticité. Le seuil de déformations
linéaires cycliques dépend du type du sol, et il est de l’ordre de 10−5 pour les sables et de 10−4 pour des argiles
normalement consolidées, NC, avec un indice de plasticité IP = 50. L’hypothèse de comportement visco-élastique
est bien corroborée pa l’expérience [4, 5].
Loi de comportement visco-élastique linéaire isotrope. Celle-ci s’écrit
σi j(x, t) =
∫ t
−∞
Ci jkl(t− τ) ε˙kl(x,τ)dτ (1)
Ci jkl étant le tenseur de relaxation. Pour des milieux homogènes et isotropes, ce tenseur peut se réécrire en fonction
de deux coefficients de Lamé indépendants comme
Ci jkl(t) =
[
λ(t)δi jδkl +µ(t)(δikδ jl +δilδ jk)
]
H(t) (2)
(H étant la fonction échelon). Si on considère la déformation comme une fonction harmonique du temps on a :
εi j(x,τ) = εi j(x)e
−iωτ, ε˙kl(x,τ) =−iωεi j(x)e−iωτ,
et l’équation (1) peut être réécrite sous la forme [6] (en notant η = t− τ)
σi j(x, t) =
[
iω
∫ ∞
−∞
λ(η)H(η)eiωηdη
]
εkk(x)δi je
−iωt +2
[
iω
∫ ∞
−∞
µ(η)H(η)eiωηdη
]
εi j(x)e
−iωt ,
1
où la limite inférieure de l’intégrale ci-dessus a pu être prise à −∞ au lieu de 0 compte tenu de (2). Les termes
entre crochets représentent ainsi les transformées de Fourier de λ(t)H(t) et µ(t)H(t). Omettant l’exponentielle
harmonique dans le temps, on peut réécrire (1) comme suit :
σi j(x) = λ(ω)εkk(x)δi j +2µ(ω)εi j(x)
La formulation pour un problème visco-élastique linéaire en régime harmonique est ainsi formellement ana-
logue à celle élastique linéaire, à cela près que les coefficients de Lamé, la vitesse de propagation des ondes de
pression P ou de cisaillement S et les nombres d’onde sont complexes et fonctions de la fréquence de sollicitation
dans la formulation visco-élastique. Comme on se place dans le domaine fréquentiel, la dépendance de l’amortis-
sement du matériau par rapport à la fréquence n’intervient pas. Une analyse dans le domaine temporel nécessiterait
le choix d’un modèle rhéologique adéquat pour le sol qui prenne en compte cette dépendance.
Définition des paramètres complexes. Le nombre d’onde complexe est défini par
(k⋆(ω))2 =
ρω2
M(ω)
(3)
où M(ω) est le module complexe et |M(ω)|=
√
M2r (ω)+M
2
i (ω). Le nombre d’onde complexe peut être mis sous
la forme k⋆(ω) = k(ω)+ iα(ω), avec k(ω) (nombre d’onde réel) et α(ω) (atténuation, mesurant la décroissance
spatiale de l’amplitude des ondes) donnés en fonction du module complexe par
k(ω) = ω
√
ρ(|M|+Mr)
2|M|2 , α(ω) = ω
√
ρ(|M|−Mr)
2|M|2 .
Dans le cas de milieux faiblement dissipatifs (i.e. β(ω)≪ 1), α(ω) peut être approché par α˜ = k(ω)β(ω), β(ω)
étant l’amortissement [5]. Cette hypothèse étant vérifie dans le cadre de ce travail, on considère dans la suite
l’approximation :
k⋆(ω) = k(ω)+ iα˜(ω) = k(ω)(1+ iβ(ω))
Dans un milieu visco-élastique, les constantes de Lamé complexes s’écrivent [6] :
µ⋆ = µ(1−2iβµ), λ⋆ = λ(1−2iβλ)
On en déduit (après substitution, factorisation et troncature de la série de MacLaurin au premier terme) que
k⋆S = ω
√
ρ
µ⋆
= ω
√
ρ
µ(1−2iβµ) = kS(1+ iβµ)+o(βµ),
avec kS =
√
µ/ρ. Ici, on a fait la distinction entre βµ et βλ, c’est-à-dire entre amortissement lié aux ondes de
cisaillement ou aux ondes de pression. Dans la pratique les deux sont souvent confondus. Le nombre d’onde k⋆P, le
coefficient de Poisson ν et la vitesse des ondes S et P sont donnés (avec γ⋆2 = (1−2ν⋆)/(2(1−ν⋆)) par :
k⋆P = k
⋆
Sγ
⋆, ν⋆ = λ⋆ /(2λ⋆+2µ⋆), c⋆S =
√
µ⋆/ρ et c⋆P = c
⋆
S/γ
⋆.
3 Formulation en nombre d’onde complexe pour la ML-FMBEM
Soit Ω ⊂ R3 une région occupée par un solide tridimensionnel isotrope, homogène et à comportement visco-
élastique. On considère une distribution de tractions tD imposée sur une partie de la frontière ∂Ω avec une dépen-
dance harmonique du type e−iωt , ω étant la pulsation. Dans la suite, on expose brièvement la partie de formulation
de la FMBEM multi-niveaux affectée par l’extension à la visco-élastodynamique. Pour une explication détaillée
de la méthode complète et du formalisme utilisé dans ce travail on renvoie à [2].
La méthode FM-BEM multi-niveaux en visco-élastodynamique. La méthode des Eléments de Frontière par
collocation (CBEM) amène à la résolution d’un système du type
(K u)(x) = f (x) (4)
où l’opérateur linéaire K et le second membre f sont, pour un problème de Neumann, définis par
(K u)(x) = cik(x)ui(x)+(P.V.)
∫
∂Ω
ui(y)T
k
i (x,y;ω)dSy , f (x) =
∫
∂Ω
tDi (y)U
k
i (x,y;ω)dSy (x ∈ ∂Ω),
où Uki (x,y;ω) et T
k
i (x,y;ω) représentent la i-ème composante du déplacement et du vecteur contrainte associés à
la solution fondamentale visco-élastodynamique générée en un point y ∈R3 par une source ponctuelle appliqué au
point x ∈ R3 dans la direction k, données par
Uki (x,y;ω) =
1
k⋆2S µ
⋆
(
(δqsδik−δqkδis) ∂
∂xq
∂
∂ys
G(|y−x|;k⋆S)+
∂
∂xi
∂
∂yk
G(|y−x|;k⋆P)
)
, (5a)
2
T ki (x,y;ω) = Ci jhl
∂
∂yl
Ukh (x,y;ω)n j(y), (5b)
où les composantes du tenseur du quatrième ordre Ci jhl valent :
Ci jhl = µ
⋆
[
2ν⋆
1−2ν⋆ δi jδhl +δihδ jl +δ jhδil
]
Les solutions fondamentales (5b) sont des combinaisons linéaires de dérivées de la fonction de Green pour l’équa-
tion de Helmholtz G(|r|;k⋆) (r = y− x étant le vecteur position). La méthode multipôle rapide multi-niveaux se
base sur un développement multipôle de G(|r|;k⋆). Dans ce travail on a utilisé la formulation diagonale, qui dé-
coule de l’application du théorème d’addition de Gegenbauer au noyau de Helmholtz et une décomposition du
vecteur position r= y−x= (y−y0)+ r0+(x0−x) = r0+ r′, avec r′ < r (Figure 1) et s’écrit :
G(|r|;k⋆) = e
ik⋆|r|
4pi|r| = e
−βk|r| eik|r|
4pi|r| = limL→+∞
∫
sˆ∈S
eik
⋆ sˆ.(y−y0)GL(sˆ; |r0|;k⋆)eik⋆ sˆ.(x0−x)dsˆ= lim
L→+∞
GL(|r|;k⋆), (6)
S =
{
sˆ ∈ R3/‖sˆ‖= 1} étant la sphère unité et GL(sˆ;r0;K) la fonction de transfert :
GL(sˆ;r0;k
⋆) =
ik⋆
16pi2
L
∑
ℓ=1
(2ℓ+1)iℓh
(1)
ℓ (k
⋆|r0|)Pℓ(cos(sˆ,r0)) (7)
où h
(1)
ℓ (z) sont les fonctions de Hankel sphériques de première espèce et Pℓ les polynômes de Legendre. En pra-
tique, la décomposition (6) est exploitée sous sa forme tronquée à L fini donnant une valeur approchée GL(|r|;k⋆)
de G(|r|;k⋆), et le choix de L est crucial pour la précision et l’efficacité de tout l’algorithme multipôle.
FIGURE 1 – Décomposition du vecteur position r= r0+ r
′.
La ML-FMBEM est basée sur la subdivision récursive d’un cube englobant le domaine Ω (niveau ℓ0) en
2× 2× 2 = 8 cellules cubiques (niveaux ℓ1, ℓ2 . . .). Le procédé de subdivision s’arrête lorsque la taille linéaire d
des cellules les plus petites devient inférieure à une valeur seuil dmin = αλS correspondant à une certaine fraction
α de la longueur d’onde de cisaillement. Le niveau ℓ¯ le plus profond de la subdivision, tel que d(ℓ¯+1) ≤ dmin ≤ d(ℓ¯),
est dit niveau feuille. La valeur de cette limite inférieure est liée à la divergence des fonction de Hankel pour des
tailles de cellules trop petites. La valeur du paramètre d’arrêt α doit être évaluée au moyen de tests numériques. En
élastodynamique il a été trouvé expérimentalement que α = 0.3 est une valeur correcte [2]. Dans cette structure
hiérarchique, x0 et y0 sont situés aux centres de cellules cubiques.
L’étude de (6) pour L→ ∞ montre que la convergence pour L→ ∞ est assurée quand y,y0 et x,x0 proviennent
de cellules non adjacentes (ne se touchant pas, même par un coin) [7]. L’algorithme multipôle rapide utilise donc
la représentation (6) pour évaluer l’influence des points y proches d’un pôle local y0 sur les points de collocation
x proches d’un pôle x0 (y0 et x0 étant les centres de cellules non adjacentes). L’accélération permise par la ML-
FMBEM repose sur (i) la réduction du volume total d’intégrations sur ∂Ω résultant de la séparation de variables
dans la décomposition (6), et (ii) le partitionnement optimal des tâches permis par la subdivision récursive.
Le paramètre de troncature L dépend de la taille des cellules à chaque niveau. Plusieurs formules semi-
empiriques ont été proposées dans la littérature, voir par exemple [7, 8]. En élastodynamique, on utilise
L = L0(kD) = kD+C Log10(kD+pi) (8)
(avec D =
√
3d), où la constante C a été trouvée empiriquement C = 7.5 [2]. L’importance du choix de L réside
dans son influence sur la convergence de (6) ainsi que sur le temps de calcul (l’intégration numérique sur la sphère
unité sˆ nécessitant O(L2) points) et la mémoire.
4 Evaluation de la fonction de transfert à nombre d’onde complexe
Dans la littérature peu de travaux abordent le sujet de l’algorithme multipôle pour l’équation de Helmholtz à
nombre d’onde complexe (voir l’état de l’art présenté dans [9]). Même si la forme diagonale classique (6) reste
valable, l’introduction du nombre d’onde complexe affecte le comportement de l’approximation du noyau de Helm-
holtz. La perte de précision due à l’évaluation numérique des fonctions h
(1)
ℓ (k
⋆|r0|) est partiellement compensée
par la présence de la fonction exponentielle e−βk|r|. Par contre, la valeur de L permettant de maintenir un niveau
de précision constant sur G(|r|,k⋆) est une fonction croissante de β. Le comportement numérique des fonctions
de Hankel sphériques avec argument complexe est étudié dans [10, 11]. La formule de récurrence directe à trois
termes proposée dans [12] est stable et peut être utilisée dans l’évaluation des h
(1)
ℓ pour ℓ croissant.
3
Limitations de la relation du paramètre de troncature dans le cas à nombre d’onde réel. L’erreur induite par
le choix de L fini dans la représentation (6) et le remplacement de l’intégration sur S par une quadrature numérique
(à O(L2) points) dépend de r′ (position des points x,y relativement aux pôles x0,y0), de k⋆d (taille des cellules),
de r0 (distance entre cellules) et de l’intégration S . La combinaison la plus défavorable, conduisant à l’approxi-
mation du noyau de Helmholtz la moins précise, correspond au cas où x0,y0 sont les centres de cellules feuilles
non-adjacentes les plus proches possibles (figure 2). Pour une configuration donnée de points, l’augmentation de
l’amortissement β conduit à une perte de précision dans l’évaluation de G, comme le montrent les figures 2 repré-
sentant l’erreur relative εrel = |GL−Gan|/|Gan| d’évaluation de la solution fondamentale en fonction de |k⋆d| et L
pour des valeurs croissantes de β. La valeur de L définie par (8) n’est pas optimale pour les nombres d’onde com-
plexes et doit être ajustée en fonction de β. Afin d’étudier l’erreur introduite dans l’approximation GL(k
⋆, |r0+r′|)
de G(k⋆, |r|) par le choix (6) de L, on introduit l’erreur relative définie par
ε2r (β) =
(
∑
|k⋆d|
∑
|r′|
|G−GL|2
)/(
∑
|k⋆d|
∑
|r′|
|G|2
)
(9)
Ici, les cellules feuilles sont les plus proches non adjacentes (r0 = 2d). Pour obtenir une répartition réaliste des
points à l’intérieur de chaque cellule, on a considéré d’une part un nuage de points r uniformément répartis, d’autre
part un nuage à distribution gaussienne, tous deux de moyenne k⋆d. La précision sur G diminue progressivement
dans les deux cas quand β augmente (Fig. 4, courbes en trait plein), la précision étant meilleure dans le cas gaussien.
Dans la suite on propose une adaptation de la formule (8) pour déterminer L permettant la prise en compte de la
dépendance en β et réalisant une précision constante pour G dans la plage 0≤ β≤ 0.1 jugée pertinente ici.
Proposition d’une nouvelle relation pour le paramètre de troncature. On propose une relation inspirée du
cas des nombres d’onde réels :
L = L(k⋆D;β,C1,C2) = k
⋆D+(7.5+C1β) Log10(k
⋆D+pi)+C2β. (10)
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           r’= 0.8 D
           β =10.0%
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Case: r0=2d
           r’= 0.8 D
           β =30.0%
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FIGURE 2 – Carte des isovaleurs de l’erreur relative εrel = |GL−Gan|/|Gan| entre deux points fixés (r′ = 0.8D)
positionnés dans deux cellules les plus proches non-adjacentes : influence de l’amortissement β.
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Cette relation dépend de deux constantes C1 et C2, et redonne (8) quand β = 0. L’erreur relative (9) peut alors être
redéfinie comme
εr(C1,C2) =
√√√√∑β ∑|k⋆d|∑|r′| ∣∣G−GL∣∣2
∑β ∑|k⋆d|∑|r′| |G|2
(11)
Pour identifier les valeurs des constantes C1,C2 on a mené des tests purement empiriques. La figure 3 montre
les isolignes de εr(C1,C2) pour 0≤C1,C2 ≤ 50 (en bleu) et la valeur L(k⋆D;β,C1,C2). Elle indique que plusieurs
combinaisons deC1,C2 peuvent donner la même erreur relative, et aussi qu’à erreur donnée il apparaît plus efficace
en termes de L de considérer que C1 = 0 dans la relation (10). La figure 4 montre le comportement de εr(C1,C2)
pour deux choix du couple (C1,C2). Vu que le choix (C1,C2) = (60,0) permet sur toute la plage d’amortissement
une erreur sur G inférieure ou égale (par rapport à la distribution choisi pour r′) à celle produite par L = L0(k⋆D),
on a choisi de supprimer la constante C2 et d’ajuster L selon la relation
L = L(k⋆D;β,C) = k⋆D+(7.5+Cβ) Log10(k
⋆D+pi) (12)
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FIGURE 3 – Isolignes de l’erreur relative pour différentes combinaisons deC1 etC2 (bleue) et du nombre moyenne
des termes correspondant L (rouge).
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FIGURE 4 – Erreur relative dans l’approximation du noyau G pour deux distributions de nuages de points r′ et une
distance entre cellules fixée à r0 = 2(k
⋆d) : influence des constantes C1,C2.
5
5 Validation de la formulation ML-FMBEM complète
Pour valider l’ajustement (12) en fonction de β, on considère deux exemples académiques pour lesquels la
solution exacte est connue. Le premier problème consiste en une cavité sphérique contenue dans un milieu infini
isotrope visco-élastique linéaire, soumise à une pression interne constante harmonique. Le deuxième problème
considère la diffraction d’un champ d’ondes planes P incidentes par la même cavité, dont la paroi interne est
maintenant libre. Les propriétés du matériau sont fixées (module de cisaillement µ = 2, densité ρ = 2, coefficient
de Poisson ν = 0.25 et γ = kP/kS = 0.58), et différentes fréquences adimensionnelles ηP = kPR/2pi (R étant la
taille de la cellule de niveau ℓ(0)) sont considérées. Les maillages (tableau 1) sont ajustés pour présenter une
densité constante de 10 points par longueur d’onde S (cavité sous pression) ou 13 points par longueur d’onde S
(problème de diffraction).
Maillage sphere3 sphere4 sphere5
Noeuds 2 562 10 242 40 962
DDLs 7 686 30 726 122 886
TABLE 1 – Taille des maillages utilisés pour les tests de validation.
La figure 5 montre les résultats obtenus (erreur relative de solution, temps de calcul par itération, nombre
d’itérations) pour les deux exemples traités, avec L déterminé par (8). Dans ce cas la précision reste la même sur
toute la plage d’amortissement. Ce résultat ne surprend pas, en raison du fait que quand β augmente l’importance
des contributions lointaines diminue progressivement dans l’évaluation des fonction de Green sur chaque point
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FIGURE 5 – Limitations de la relation (8) : cavité sous pression (haut) et diffraction d’une onde incidente P verticale
par une cavité sphérique (bas).
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FIGURE 6 – Influence de différentes combinaisons de (C1,C2), avec α = 0.3 : cavité sous pression (haut, ηP = 3)
et diffraction d’une onde incidente P verticale par une cavité sphérique (bas,ηP = 4).
de collocation. Par conséquent, la perte de précision dans l’approximation du noyau, soulignée et corrigée en
section 4, est compensée par cet effet au niveau de l’algorithme complet multi-niveaux, et ne se fait donc pas sentir
dans les résultats de la Fig. 5.
On considère ensuite plusieurs combinaisons pour les constantes C1,C2 dans (10). On observe (Fig. 6) que les
combinaisons (C1,C2) = (50,50) et (C1,C2) = (120,0) produisent la même erreur relative de solution, la première
étant plus chère en termes de nombre d’opérations et de mémoire. Le cas (C1,C2) = (150,0) correspond par ailleurs
à un nombre de termes trop élevé dans (7), entraînant une dégradation de l’erreur relative de solution. La relation
(12) s’est avérée satisfaisante sur un ensemble de tests plus large menés sur la formulation ML-FMBEM complète.
La figure 7 montre par exemple le déplacement total suite à la diffraction d’un train d’ondes P incidentes, le long
de quatre directions radiales d’observation différentes spécifiées par l’angle θ avec la direction d’incidence.
En conclusion, en visco-élastodynamique on propose d’utiliser la relation :
L = k∗D+(7.5+60β) Log10(k∗D+pi) (13)
La subdivision récursive de l’octree s’arrête lorsque la taille des cellules situées au niveau inférieur passe le
seuil dmin = αλS, où α est le le paramètre d’arrêt. En élastodynamique il a été trouvé expérimentalement α = 0.3
[2]. Avec α = 0.15 (ajout d’un niveau à l’arbre), on perd généralement un ordre de grandeur en précision (erreur
globale relative par rapport à la solution analytique du problème). L’amélioration de la précision dans l’approxi-
mation de la fonction de Green avec la nouvelle relation conduit à des résultats plus précis avec l’augmentation
de β, ce qui permet parfois d’ajouter un niveau à l’arbre tout en gardant l’erreur εr(β > 0) inférieur ou égal à
εr(β = 0). Cependant, on n’a pas réussi à obtenir un critère satisfaisant d’ajustement de α en fonction de β, donc
cette possibilité reste pour l’instant à évaluer au cas par cas par rapport au problème traité.
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FIGURE 7 – Diffraction par une cavité sphériques. DDL=122 886, ηP = kPR/pi = 4 et β = 0.1.
6 Conclusion
Cette étude concerne une extension de la ML-FMBEM, sous sa forme récemment développée pour l’élastody-
namique 3D dans le domaine fréquentiel [2], à la visco-élastodynamique. Dans celle-ci, les coefficients de Lamé, la
vitesse de propagation des ondes de pression P, de cisaillement S et les nombres d’onde sont complexes. On a mis
en évidence les erreurs d’évaluation du développement multipôle commises lorsque l’on utilise les réglages numé-
riques classiques, i.e. ceux utilisés pour la formulation en nombre d’onde réel. Enfin, on a proposé et validé une
relation pour le choix du paramètre de troncature du noyau de Helmholtz dépendant du niveau d’amortissement.
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