In this paper we present a systematic study of a stochastic PDE with multiplicative noise modeling the motion of viscous and inviscid grade-two fluids on a bounded domain O of R 2 . We aim to identify the minimal conditions on the boundary smoothness of the domain for the well-posedness and time regularity of the solution. In particular, we found out that the existence of a H 1 pOq weak martingale solution holds for any bounded Lipschitz domain O. When O is a convex polygon the solution u lives in the Sobolev space W 2,r pOq for some r ą 2 and rotpu´α∆uq is continuous in L 2 pOq with respect to the time variable. Moreover, pathwise uniqueness of solution holds. The existence result is new for the stochastic inviscid model and improves previous results for the viscous one. The time continuity result is new, even for the deterministic case when the domain O is a convex polygon.
Introduction

General introduction
In general, the constitutive law for a homogeneous incompressible fluid satisfies T "´p1`TpE puqq, where T is the Cauchy stress tensor, u is the velocity of the fluid, and p is the undetermined pressure due to the incompressibility condition, 1 is the identity tensor. The argument tensor E puq of the symmetric-valued functionT is defined through
where the T superscript denotes the matrix transpose. If the extra tensorT is a linear function of E puq then we have a Newtonian fluid and the system of Partial Differential Equation obtained for the fluid dynamic is the Navier-Stokes equations. When the extra-tensorT is a nonlinear function of E puq, then we have a non-Newtonian fluid. In the monograph [1] Noll and Truesdell introduced the theory of fluids of differential type to which belong a grade-two or second grade fluid. The stress tensor of this particular non-Newtonian fluid is given bŷ
Here ν is the kinematic viscosity, A 1 and A 2 are the first two Rivlin-Ericksen tensors defined by A 1 " 2E puq and A 2 "
where D{Dt denotes the material derivative. The constants α 1 and α 2 represent the normal stress moduli. For the grade-two fluid to be compatible with the theory of thermodynamic, it was shown in [2] that α 1`α2 " 0 and α 1 ě 0, (1.2) must hold. On the basis of the analysis done in Sections 4, 6, 7, 8 , and 9 of [2] , this condition ensures the unique existence and boundedness of the flow of grade-two fluids. We also refer to [3] and [4] for more recent work concerning these conditions. Throughout this work we assume that α 1 " α ą 0 and ν ě 0. Taking these conditions into account and assuming that the fluid is homogeneous with density ρ " 1, the system of Partial Differential Equations (PDEs) describing the motion of an incompressible grade-two fluid excited by an external force f takes the form # B Bt pu´α∆uq´ν∆u`rotpu´α∆uqˆu`∇p " f, div u " 0, (1.3) wherep " p´αpu¨∆u`1 4
is the modified pressure and div u " 0 is considered due to the incompressibility constraint. The system (1.3) is frequently used to describe fluid models in petroleum industry, polymer technology and suspensions of liquid crystals. It was also used in [5] to study the connection of Turbulence Theory to Non-Newtonian fluids, especially fluids of differential type. When ν " 0, the system (1.3) reduces to what is know the Lagrangian averaged Euler equations (LAEs) which appeared for the first time in the context of averaged fluid models in [6] and [7] . The derivation of LAEs used averaging and asymptotic methods in the variational formulation. The LAEs are also closely related to the following equation u t´uxxt`2 κu x´3 uu x " 2u x u xx`ux u xxx , where u x , u xy , etc, denote partial derivatives with respect to the variable x, x and then y, etc. This equation was proposed by Camassa and Holm in [8] to describe a special model of shallow water. As in the case of the grade-two fluid this new model of shallow water also reduces to LAEs when κ " 0 and in this case it was shown in [9] that it is the geodesic spray of the weak Riemannian metric on the diffeomorphism group of the line or the circle. The works [10] and [11] also contain interesting discussions concerning the grade-two fluids and the LAEs.
Our basic model and results
In this paper we are interested in a stochastic version of the system (1.3). More precisely, we assume that a finite time horizon r0, Ts, and an initial value u 0 are given. The motion of a grade-two fluid filling a bounded Lipschitz domain O of R 2 with initial condition u 0 driven by a multiplicative random forcing Gpuq dW dt is governed by the following system of stochastic PDEs dpu´α∆uq`p´ν∆u`rotpu´α∆uqˆu`∇pqdt " GpuqdW in Oˆr0, Ts, (1.4a) div u " 0 on Oˆr0, Ts, (1.4b) u " 0 in BOˆr0, Ts, (1.4c)
where u " pu 1 , u 2 q andp represent the random velocity, the modified pressure, respectively. The stochastic process tWptq; t P r0, Tsu is a Wiener process taking values in a given separable Hilbert 2 space H . Hereafter we understand that in R 2 the rotational of a vector u " pu p1q , u p2is a scalar function defined by In order to describe the main results of the paper, let us denote by V the subspace of the Sobolev space H 1 pOq consisting of divergence free functions that vanish on the boundary of O, and by W a subspace of V consisting of functions v P V such rotpv´α∆vq P L 2 pOq. Roughly speaking, the main results in this paper can be summarized in the following theorem.
Theorem.
(a) Let O be a bounded Lipschitz domain of R 2 , Q : H Ñ H is a trace class operator and G : V Ñ L pH , Hq is globally Lipschitz with respect to the L 2 -norm. Then, for any α ą 0, ν ě 0, u 0 P W the problem (1.4) has at least a weak martingale solution which consists of a complete filtered probability system pΩ, F , F, Pq, a H -valued Q-Wiener process W and a F-adapted stochastic process u such that the integral version of (1.4) holds almost surely for any t P p0, Tq in the weak sense.
(b) If, in addition to the above conditions, O is a convex polygon, then there exists a real number r 0 ą 2 such that for any r P p2, r 0 q,
Furthermore, u P L p pΩ; Cpr0, Ts; Wqq and any two processes u 1 and u 2 satisfying (1.4) with the same Wiener process W and starting with the same initial datum u 0 coincide with probability 1.
This theorem improves the existing results, which will be reviewed in the next paragraph, in several respects. First, to the best of our knowledge the existence of weak martingale solution for the Lagrangian Averaged Euler equations (LAEs) driven by multiplicative noise is established for the first time in this paper. Second, while previous results concerning the existence of weak martingale solution of grade-two fluids driven by state-dependent external random perturbation was proved under the assumption the bounded domain O is simply connected and its boundary is of class C 3 , in the present work we only require that O is a Lipschitz domain. Third, even in the deterministic case, it is not known whether the solution u is strongly continuous in W when the domain is a convex polygon. Thus, in the present paper we are able to settle this standing open problem for the stochastic system (1.4) under minimal assumption on O. Although, we proved the time continuity for the stochastic and Lipschitz domain cases, our result is also valid for the deterministic and smooth domain cases. The proofs of all the above results are non-trivial, but the arguments are elementary in that they only need the fine properties of Sobolev spaces, regularity of solutions to elliptic problems on non-smooth domain, some estimates and convergence results from the theory of (semi)martingale. Before proceeding to the literature review, we should note that while it is difficult to give a particular practical motivation for considering the grade-two fluids on Lipschitz domain, it seems natural, as pointed out in [12] , to consider fluid flow in Lipschitz domain as most of partial differential equations which arise in practice are in non-smooth domains with simple geometry. An example of practical motivation we can mention is a fluid past a polygonal obstacle contained in a bounded domain. This produces the vortex shedding phenomenon which finds its application in electrical transmission lines, chimneys, towers, antennae, bridge decks of bluff cross-section. We refer, for instance, to [13] for a detailed and well explained exposition of the vortex shedding phenomenon.
Literature review
Before we proceed to the outline of the proofs of our results we give a sketchy account of existing mathematical literature related to the grade-two models and the LAEs. Since the beginning of the 80s, the equations for the viscous and non-viscous grade-two fluids have been the object of intensive mathematical studies, but by far the best method for proving the existence of weak solution is due to Cioranescu and Ouazar and can be found in Ouazar's thesis and in [14] and [15] . The method of Cioranescu and Ouazar consists of the blending of compactness method and Galerkin approximation based on a special basis formed by the eigenfunctions of the operator rot rotpv´α∆vq. By using the very method Cioranescu and Girault [16] , Bernard [17] proved the global existence of a unique weak solution of three-dimensional grade-two fluids. This result is obtained under some restrictions on the data. In 2002, the author of [18] shows that the NSE can be approximated by the grade-two fluids. More precisely, the author of [18] showed that there exists a subsequence of weak solutions of gradetwo fluids which converges weakly in some topology to the weak solution of the NSE. Amongst the important results obtained so far are the existence of global attractor, the regularity of the global attractor and finite-dimensional behavior for the grade-two fluid equations which were proved in [19] and [20] . Most of these results were established under the conditions that the boundary of O is sufficiently smooth, of class C 3 for example. Unfortunately, for a technical reason that we shall explain at the end of the results review, the method of Cioranescu and Ouazar is not applicable for the grade-two fluids flowing in a Lipschitz domain. Girault and Scott [21] came out with the idea of splitting the equations for the grade-two fluids into a steady Stokes-like and a transport systems to establish the existence of weak solution. This decomposition approach along with a time discretization based on backward Euler scheme was used by Girault and Saadouni in [22] to prove the existence of weak solution of the time-dependent problem in any arbitrary Lipschitz domain. The solution of either the steady or the time-dependent problem is unique as long as O is a convex polygon. In contrast to the mathematical literature devoted to the study of grade-two models, there are only few mathematical results for the LAEs. Cioranescu-Ouazar's methods was used in [23] to prove simultaneously the existence and uniqueness of solution to the LAEs and the grade-two fluids with Navier-slip boundary conditions. The convergence of the solution of grade-two fluid to the solution of LAEs is studied in [24] . Several local existence and global existence criterion in Besov and Triebel-Lizorkin spaces for the three dimensional LAEs can be found in [25] , [26] , [27] and [28] . The convergence of the grade two fluids or Lagrangian Averaged Euler to the Euler system has been also the subject of intense investigation and has generated several interesting and important result, see, for instance, [29] , [30] , [31] , [32] and references therein. Of course, there are other results related to the mathematical theory of the deterministic LAEs and the grade-two fluids, and for a detailed of past and recent results related to the deterministic grade-two fluid and the LAEs we refer to [33] and [34] . Despite all these results, the continuity of the solution in W was left as an open question when O is a Lipschitz domain.
As far as the stochastic versions of the LAEs and grade-two fluids are concerned, there are only few works related to the problem (1.4). By using Cioranescu-Ouazar's method the global existence of both martingale and strong (in the stochastic calculus sense) solutions were proved in [35] and [36] . When the noise is additive, then the convergence of the solution of (1.4) to the weak martingale solution of the two dimensional stochastic Navier-Stokes equations was established in [37] . Existence of a global weak martingale solution for the grade-two fluids driven by external forcing of Lévy noise type is shown in [38] . Two important results related to the problem (1.4) have been recently posted on Arxiv, see [39] and [40] . The large deviation estimates for the solution to (1.4) was established in [39] by the weak convergence method of Budhiraja and Dupuis [41] . By Odasso's exponential mixing criterion [42] it was shown in [40] that the problem (1.4) has a unique invariant measure which is exponentially mixing. When the viscous term´ν∆u is replaced with the stronger regularizing terḿ ν∆pu´α∆uq, then the problem (1.4) becomes the Lagrangian-Navier-Stokes-α (LANS-α) which were derived in [43] to describe mathematical model capturing the phenomenon of turbulence at a low computational resolution. In contrast to the system for grade-two fluids, the LANS-α is a parabolic semilinear system and is much easier to solve than the former model. The stochastic LANS-4 α has been extensively studied and has generated several important results, see ,for instance, [44] , [45] and references therein. Note also that the Lagrangian Averaged Euler equations is different to the inviscid Leray-α models in which the nonlinear term is u¨∇pu´α∆uq, see, amongst other, [46] . In contrast to the Lagrangian Averaged Euler equations the Leray-α Euler equation, either in two or three dimensional cases, admits a global weak solution. The uniqueness of solution of the Leray-α Euler equations is an open problem for the deterministic case, however when adding a special multiplicative noise it was proved in the interesting paper [47] that the solution of the stochastic Euler-α is unique in law.
To end this literature review, we note that the results in [38] , [37] , [36] , [35] , [40] and [39] are valid only when the bounded domain O is simply-connected and its boundary is of class C 3 . This regularity of the boundary ensures that the eigenfunctions of rot rotpv´α∆vq exist and form a subset of H 4 pOq. In fact, in the initial proof of Cioranescu and Ouazar it is shown that the eigenfunctions satisfy a steady biharmonic-like system with a H 2 pOq-valued external force, and well-known regularity result for elliptic problem in smooth domain yields the desired regularity of the eigenfunctions. This smoothness of the eigenfunctions plays an essential role for the derivation of a priori estimates for rotpu m´α ∆u m q in L 2 pOq where u m is the Galerkin solution of (1.4). Since, even with a H 2 pOq-valued external forcing, we cannot expect a H 4 pOq-regularity of the eigenfunctions of rot rotpv´α∆vq when the domain O is only Lipschitz, the method of Cioranescu-Ouazar is no longer applicable to the case of non-smooth domain.
Sketch of the approaches and proofs of the main results
Now, we continue the present introduction with the sketch of the approaches used to derive our main results. We will start with an outline of the proof of the existence of weak martingale solution. Albeit, the existence of solution is a basic question in (stochastic) Partial Differential equations, these turn to be rather challenging for the system (1.4). The structure of the problem is one of the main source of difficulties. In fact, (1.4) is fully nonlinear and behaves as an hyperbolic problem in that while the linear term is only the Laplacian its nonlinear term involves a third-order derivative. Besides this fact, as we have explained above the celebrated method of Cioranescu and Ouazar, thus the approach in [36] and [36] , is no longer applicable to our framework. For this reason, we will follow closely the approach used in [22] to establish the existence of a weak martingale solution which, roughly speaking, is consisting of a complete filtered space pΩ, F , F, Pq on which is defined a pair pu, Wq such that W is a H -valued Wiener process and with probability 1 u belongs to Cpr0, Ts; Vq X L 8 p0, T; Wq and satisfies (1.4). The method in [22] consists in splitting (1.4) into a linearized system of stochastic Stokes-like and transport systems and using a time discretization to construct approximating solution of the latter systems. The idea of the decomposition can be briefly described as follows. We set z " rotpu´α∆uq, where u is a solution to (1.4), and apply the rot operator to (1.4a) in the sense of distribution to obtain that z solves
This short discussion motivates us to introduce the following coupled SPDEs with multiplicative noise
Even though, the relation z " rotpu´α∆uq was discarded, we will, as in the deterministic case, see later on that the two problems (1.4) and (1.5) are equivalent. Thus, in order to prove the existence 5 of weak martingale solution of (1.4) it is sufficient to establish an existence result for the auxiliary stochastic problem (1.5) . For this purpose, we will use a combination of time discretization and compactness method. The semi-discrete discretization is based on backward Euler scheme and the resulting equations are basically a coupling of a steady Stokes-like and transport equations. At each time step, the numerical algorithm is shown to have a a unique adapted solution, and the sequence formed by these solutions are unconditionally stable. We exploit this stability result to show the tightness of the laws family of the interpolants of the discrete solutions. This laws tightness combined with the Prokhorov and Skorokhod theorems enables us to construct a new complete filtered probability along with a sequence of processes pu n , z n , W n q converging in laws and almost surely to a limiting process pu, z, Wq which, upon to passage to the limit in the equation for the interpolants, is shown to solve (1.4) . Note that the solution pu, zq of (1.5) belongs to Cpr0, Ts; HˆW´1
, 4 3 pOqq X L 8 p0, T; VˆL 2 pOqq with probability 1. We also note that while the papers [48] , [49] , [50] , [51] and [52] motivated us to use time discretization, our problem does not fit their framework.
Regarding to the other results, the uniqueness mainly relies on the space regularity solution. The former results require that the solution u belongs at least to W 1,8 pOq a regularity that cannot be produced by the estimate in H 1 pOq of solution of (1.5a) alone. In order to get a regularity in W 1,8 pOq, we need that the solution u belongs at least to W 2,r pOq, a result that will be obtained by exploiting that z :" rotpu´α∆uq P L 2 pOq. In fact, since z P L 2 pOq is already the rot of u´α∆u and O is a simply-connected domain, one can construct a vector stream-function z P H 1 pOq, which depends continuously in z, such that u " pId`αAq´1z, where A is basically the Stokes operator. The latter identity along with the regularity of the solution of elliptic problems on non-smooth domain implies that there exists a number r 0 ą 2 depending only on the inner angle of O such that u P W 2,r pOq for any r P r2, r 0 q. Thanks to this spatial regularity the uniqueness follows easily from a careful estimate of the nonlinear term, the application of Itô formula and a trick due to Schmalfuß [53] .
The idea of the continuity proof of u in W is quite simple. In fact, since pu, zq, where z :" rotpuά ∆uq, is a solution of (1.5), then z P Cpr0, Ts; W´1 , 4 3 pOqq X L 8 p0, T; L 2 pOqq with probability 1, hence it is weakly continuous in L 2 pOq. Since the process u belongs to Cpr0, Ts; Vq already, in order to prove the strong continuity in W it suffices to show that the L 2 pOq-norm |zp¨q| : r0, Ts Ñ r0, 8q is continuous. This amounts to show that the process z satisfies an energy equality in L 2 pOq. For the deterministic grade-two fluids, this idea appears for the first time in [19] and other proof methods appeared in [20] and [34] . In all these literature, the domain O was assumed to be either simplyconnected and of class C 3 or a two-dimensional torus. In contrast to [19] which used a Galerkin approximation, we will use a spatial regularization argument based on some ideas from [54] and [55] . Observe also that this regularization by convolution was used in [56] and references therein to derive that any L 8 -weak solution of a fairly general stochastic transport equations is a renormalized solution. The first step of the proof is to regularize the process z in the space variable by convolution with a special family of mollifiers indexed by a number k P N and derive the stochastic equation satisfied by the sequence of the regularized processes z k , k P N. The second and final step is the derivation of the energy equation for |z k p¨q| 2 from which we will get the energy equation for |zp¨q| 2 upon passing to the limit. In order to be able to pass to the limit in good topology we need the space regularity stated in the above theorem, in particular we need that u P L 2 pΩ, L 2 p0, T; W 1, 8 pOqqq. The steps we outlined above are crucial, since a crude application of Itô formula to |zp¨q| 2 or }up¨q} 2 W is doomed to fail. The main reason is that neither the process u nor z satisfies the general criteria for the application of the Itô formula or for continuity in W and L 2 pOq, see [57, 
Structure of the paper
Let us now close this introduction with the layout of the paper. In Section 2 we introduce several notations and all the assumptions we need in this paper. Amongst the main results that we stated in the next section is the existence of a weak martingale of (1.5); the proof of this results is postponed to Section 4. Thanks to this and the equivalence of (1.4) and (1.5), the existence of weak martingale solution to (1.4) is proved in Section 2. Section 3 is a prelude to the proof of existence of weak martingale solution to the auxiliary problem (1.5). There we introduce and analyze the algorithm used to construct a sequence of discrete random variables which, in turn, will be used to construct the continuous approximating solutions (interpolants) to (1.5). Several key estimates, which will be used to prove the tightness of the interpolants, are also established in section 3. We prove the space regularity and uniqueness results alluded in the description of our main results in Section 5. The continuity in W of the solution is proved in the last section.
Notations, hypotheses and the main results
Notations
We introduce necessary definitions of functional spaces frequently used in this work. Let O be a bounded Lipschitz domain of R 2 . We denote by L p pOq and W m,p pOq, p P r1, 8s, m P N, the well-known Lebesgue and Sobolev spaces. In particular, W 1,p 0 pOq is the Sobolev spaces of functions vanishing (in the sense of trace) on the boundary BO of O. We simply write H m pOq when p " 2. We refer to the monograph [59] for more detailed information about Sobolev spaces.
In what follows we denote by X the space of R 2 -valued functions such that each component belongs to X. We introduce the spaces
where rC 8 c pOqs 2 :" C 8 c pO, R 2 q denotes the spaces of all infinitely differentiable functions with compact support in O. We denote by p¨,¨q and |¨| the inner product and the norm induced by the inner product and the norm in L 2 pOq on H, respectively. The inner product and the norm induced by that of H 1 0 pOq on V are denoted respectively by pp¨,¨qq and ||¨||. Let Π : L 2 pOq Ñ H be the HelmholtzLeray projection, and A "´Π∆ be the Stokes operator with the domain DpAq " H 2 pOq 2 X H. It is well-known that A is a self-adjoint positive operator with compact inverse, see for instance [60, Chapter 1, Section 2.6]. Hence, it has an orthonormal sequence of eigenvectors te j ; j P Nu with corresponding eigenvalues 0 ă λ 1 ă λ 2 ă ....
Observe that in the space V, the norm ¨ is equivalent to the norm generated by the following scalar product ppu, wqq α " pu, wq`αppu, wqq, for any u w P V, andα ą 0. (2.1)
More precisely, we have
where λ 1 is the least of the eigenvalues of the Stokes operator A. From now on, we will equip V with the norm u α generated by the inner product defined in (2.1).
We also introduce the following space
which is a Hilbert space equipped with the norm generated by the following scalar product ppu, vqq W "ppu, vqq α`p rotpu´α∆uq, rotpv´α∆vqq, @u, v P W.
Note that for v P V, α rot ∆v P L 2 pOq is understood in its weak sense.
For any Banach space B we denote its dual by B˚and by xf, vy the action of any element f of Bo n an element v P B. By identifying H with its dual space H˚via the Riesz representation, we have the Gelfand-Lions triple
where each space is dense in the next one and the inclusions are continuous. It follows from the above identification that we can write ppv, wqq α " xv, wy, (2.3)
for any v P H, w P V. For a fixed v P H 1 pOq, we set
which defines a Hilbert space when endowed with the graph norm
As in the definition of W, for f P L 2 pOq and v P H 1 pOq v¨∇ f P L 2 pOq is understood in the weak sense. Now, we will fix the assumption on the noise entering the system. Let U :" pΩ, F , F, Pq be a complete filtered probability space where the filtration F " tF t ; t P r0, Tsu satisfies the usual condition. Let tβ j ; j P Nu be a sequence of mutually independent and identically distributed standard Brownian motions on U . Let H be a separable Hilbert space and L 1 pH q be the space of all trace class operators on H . Let Q P L 1 pH q be a symmetric, nonnegative operator and th j ; j P Nu be an orthonormal basis of H consisting of eigenvectors of Q. Let tq j ; j P Nu be the eigenvalues of Q and W the process defined by
It is well-known, see [61, Theorem 4.5] , that the above series converges in L 2 pΩ; Cpr0, Ts; Hand it defines a H -valued Wiener process with covariance operator Q. Furthermore, for any positive integer ą 0 there exists a constant C ą 0 such that
for any t, s ě 0 with t ‰ 0. Let K be a separable Banach space, L pH , Kq be the space of all bounded linear K-valued operators defined on H , M 2 T pKq :" M 2 pΩˆr0, Ts; Kq be the space of all equivalence classes of Fprogressively measurable processes Ψ : Ωˆr0, Ts Ñ K satisfying
If Q P L 1 pH q is a symmetric, nonnegative and trace class operator then Q 1 2 P L 2 pH q and for any Ψ P L pH , Kq we have Ψ˝Q Mptq "
is a K-valued martingale. Moreover, we have the following Itô isometry 5) and the Burkholder-Davis-Gundy inequality
The standing hypotheses and main results
Now, we impose the following set of conditions on the nonlinear term Gp¨q and the Wiener process W.
(N) Let H be a separable Hilbert space. We assume that we are given a nonnegative and symmetric covariance operator Q P L 1 pH q.
(G) We assume that we are given a nonlinear function G from V into L pH , Vq such that there exists a constant C 1 ą 0 for which the following hold
Remark 2.1.
(a) Note that the above assumption implies that there exists a constant C 2 ą 0 such that
for any u, v P V.
(b) There exists also a number
(c) Owing to item (b) of the present remark, if u P M 2 T pVq, then rot Gpuq belongs to M 2 T pL pH , L 2 pOand the stochastic integral ş t 0 rot GpupsqqdWpsq is a well defined L 2 pOq-valued martingale.
To alleviate notation we introduce the concept of stochastic basis.
Definition 2.2.
A stochastic basis U :" pΩ, F , P, F, Wq consists of (a) a complete filtered probability space pΩ, F , F, Pq such that the filtration F " tF t ; t P r0, Tsu satisfies the usual condition.
We now formulate several definitions. for any t P p0, Ts and v P V.
In the next proposition we will show that the systems (1.5) and (1.4) are equivalent, but for now let us proceed to the definition of weak martingale to the former system. We shall prove the following proposition which will play an important role in our analysis.
Proposition 2.5. If pU , uq, where U is a stochastic basis, is a weak martingale solution of (1.4) then pU , u, zq, with z " rotpu´α∆uq, is a weak martingale solution to (1.5). Conversely, if pU , u, zq is a weak martingale solution to (1.5), then pU , uq is a weak martingale solution to (1.4) and z " rotpu´α∆uq.
Proof. It is not difficult to show that if pU , uq is a solution to (1.4) in the sense of Definition 2.3, then z " rotpu´α∆uq solves (1.5a) on the same stochastic basis U (see also the discussion in the introduction). That is, pU , u, rotpu´α∆uqq is a weak martingale solution to (1.5) . This proves the first part of the proposition. Now, assume that we have found a weak martingale solution pU , u, zq to (1.5). Then taking the rot of (1.4a) (in the sense of distribution) we obtain that
wherez :" rotpu´α∆uq. Setting y "z´z and subtracting the last identity and (1.4b) yields
This means that y solves the following random ordinary differential equations in the Hilbert H´2pOq
The above ODEs admits a unique solution ϕ with ϕp¨q " e´ν α Idp¨q y 0 P Cpr0, Ts; H´2q, a.s. ,
where te´ν α Idt ; t P r0, Tsu is the semigroup generated by the identity operator Id on H´2pOq. Since y 0 " 0, we have y " 0 and z " rotpu´α∆uq P Cpr0, Ts; H´2pOqq, a.s. , from which we easily conclude the proof of the second part.
Theorem 2.6. Let O be a bounded Lipschitz domain of R 2 and assume that Q P L 1 pH q and G satisfy (N) and (G), respectively. Then, for any α ą 0, ν ě 0, u 0 P W the problem (1.5) has a solution in the sense of Definition 2.4.
Proof. The proof of this theorem will be given in Section 4.
Theorem 2.7.
Let O be a bounded Lipschitz domain of R 2 and assume that Q P L 1 pH q and G satisfy (N) and (G), respectively. Then, for any α ą 0, ν ě 0, u 0 P W the problem (1.4) has at least a weak martingale solution.
Proof. The proof of this theorem follows from Proposition 2.5 and Theorem 2.6 given above.
Before proceeding further we make the following remark.
Remark 2.8. In the framework of this paper we are not given a priori a probability space, thus we are not allowed to take stochastic or random initial data. In fact the filtered probability space along with the Wiener process is a part of our solution. However, it is possible to take the initial data as a probability distribution µ 0 on W. In this case we have to modify the definition of our solution by requiring that the initial value up0q of the solution process u has a probability distribution equal to µ 0 . Some steps of the proofs also need to be modified, but this is too complicated to be described in this remark. We instead refer, for instance, to [52] for the possible modifications (either in the concept of solution or proofs steps) that need to be carried out.
Now we turn our attention to the space and time regularities of the solution. We first prove the space regularity by using tools from the theory of deterministic elliptic differential equations on non-smooth domain. We then use this space regularity result to prove the time smoothness and the uniqueness of solution. The space-time regularity is stated in the following theorem. Theorem 2.9. In addition to the assumptions of Theorem 2.7, suppose that O is a convex polygon. Let pu, U q be a weak martingale solution of (1.4) given by Theorem 2.7.
(a) Then, there exist a real number r 0 ą 2 such that for any r P p2, r 0 q,
Proof. The proof of item (a) of this theorem is given in Subsection 5.1. That of item (b) will be carried out in Subsection 6.2.
As mentioned above we use the result from the last theorem to prove the pathwise uniqueness of solution to (1.4). Theorem 2.10. In addition to the assumptions of Theorem 2.7, suppose that O is a convex polygon. Then, for any α ą 0, ν ě 0, u 0 P W the weak martingale solution to problem (1.4) is pathwise unique, i.e., any two processes u 1 and u 2 satisfying (1.4) on the same stochastic basis U " pΩ, F , F, P, Wq and starting with the same initial datum u 0 are equal with probability 1.
Proof. The proof of this theorem will be carried out in Subsection 5.2.
Description of the algorithm and Energy estimates
This section 3 serves as a prelude to the proof of existence of weak martingale solution to the auxiliary problem (1.5). As we mentioned earlier in the introduction we will use a time discretization and compactness method to establish Theorem 2.6. Thus, in this section we introduce and analyze the algorithm used to construct a sequence of discrete random variables which, in turn, will be used to construct the continuous approximating solutions (interpolants) to (1.5). Several key estimates, which will be used to prove the tightness of the interpolants, are also established.
Description of the algorithm
We set N 0 :" N Y t0u and for any real numbers a and b with a ď b we put a, b :" ra, bs X N 0 . We fix an integer n ě 0, set k " T{n as the time step, and Π n :" t0 " t 0 ă t 1 ă¨¨¨ă t n " Tu is a partition of r0, Ts where the grid points are t " k, k P 0, n . We first consider the system (1.5) on a fixed stochastic basis U :" pΩ, F, F, P, ηq, i.e, we study (1.5) with the Wiener noise W replaced by η on pΩ, F, F, Pq. We assume that η is H -valued Wiener process with covariance Q satisfying Assumption (N). For any i P 0, n´1 , we define a H -valued Gaussian random variable ∆ i η by
With all these in mind, the time-discrete problem associated to (1.5) is given in the following algorithm.
Algorithm 1
Let n P N, u 0 :" u 0 P W, z 0 " rotpu 0´α ∆u 0 q and a H -valued Wiener process η with covariance Q satisfying (N) be given. Then, construct two sequences tu ; P 1, n u Ă V and tz ; P 1, n u Ă L 2 pOq such that for each P 0, n´1 and for all v P V,
whereGp¨q :" rot Gp¨q.
The formula (3.1) and (3.2) are respectively the weak formulation of a time-discrete version of a generalized Stokes equation and a transport equation. We will show that for each P 1, n Algorithm (1) admits a unique weak solution pu , z q P VˆL 2 pOq. To this end, we will first state and prove the following two lemmata.
Lemma 3.1.
(a) Let ψ P L 2 pOq, and γ ą 0 and δ ě 0 be two real numbers. Then, for any f P V˚, there exists a unique u P V such that for all v P V, pu, vq`γppu, vqq`δpψˆu, vq " xf, vy.
(3.3)
(b) Moreover, the map
where u is the weak unique solution of (3.3) with right hand side f " Gpwqβ, is continuous.
Proof. The identity (3.3) is the weak formulation of a generalized Stokes problem with Dirichlet boundary condition. The existence of a weak solution of its version with a tangential boundary condition was established in [21, Proposition 2.2] and the argument therein can be easily adapted to our framework, thus we omit the proof of the part (a) of the lemma. Now let w 1 , w 2 P V, ψ 1 , ψ 2 P L 2 pOq, β 1 , β 2 P H , and set w " w 1´w2 , β " β 1´β2 , ψ " ψ 1´ψ2 .
We also put
The function u satisfies
where apu, vq :" pu, vq`γppu, vqq and cpψ, u, vq :" δpψˆu, vq, are bilinear and trilinear forms defined on VˆV and L 2 pOqˆVˆV, respectively. By taking v " u in the above equation, using the Hölder and Poincaré inequalities, the Sobolev embedding V Ă L 4 pOq, and the Assumption (G) in the resulting equation we infer that there exists a constant θ ą 0, such that }u}
Owing to the Cauchy inequality with " 1 2θ , there exists C ą 0 such that 1 2 }u}
from which we readily conclude the continuity of the map S and the proof of part (b) .
Before proceeding further we state the following remark.
Remark 3.2. It follows from the Hölder inequality and the Sobolev embedding
(a) Let λ ą 0, u P V and f P L 2 pOq. Then, the transport equation
has a unique solution z P L u such that |z| ď | f |.
Moreover, the following Green's formula hold pu¨∇z, yq "´pu¨∇y, zq, (3.6)
for any z, y P L u . 13
where z is the unique solution of (3.5) with right hand side f " ψ`rot Gpvqβ has a closed graph.
Proof. We refer to [21, Theorem 2.5] for the proof of part (a) . Let tpz , u , f q; P Nu Ă L 2ˆVˆL2 be a sequence such that for each ě 1 z denotes the unique solution of (3.5) with u and f replaced by u and f , respectively. If tv , β , ψ ; P Nu Ă VˆHˆL 2 pOq is a sequence converging to pv, β, ψq in VˆHˆL 2 pOq, then it is not difficult to check that as Ñ 8
Thus, in order to prove part (b) , it is sufficient to show that if the sequence tpz , u , f q; P Nu converge in L 2ˆVˆL2 to pz, u, f q then z is a solution to (3.5) . To this end, we first notice that for each we have λpz ´z, φq`λpz, φq´pu ¨∇φ, z ´zq´pu ¨∇φ, zq´p f , φq " 0, for any φ P W 1,4 0 pOq. Letting Ñ 8 in the above identity implies that λpz, φq´pu¨∇φ, zq´p f , φq " 0,
i.e., we have proved that z is a solution of (3.5) . This completes the proof of the lemma. Proposition 3.4. Let n P N, u 0 :" u 0 P W, z 0 " rotpu 0´α ∆u 0 q and a H -valued Wiener process η with covariance Q satisfying (N) be given. Then, with probability one we can find two sequences tu ; P 1, n u Ă V and tz ; P 1, n u Ă L 2 pOq such that for each P 0, n´1 and for all v P V and φ P W 1,4 0 pOq, u and z satisfies (3.1) and (3.2), respectively. Moreover, if all spaces are equipped with their respective Borel σ-algebra, then for each P 1, n u and z are F t -measurable.
Proof. We prove the proposition by induction and we start with the proof of the existence of solution.
In what follows, we consider a sequence of events tΩ ; P 0, n u Ă Ω defined by Ω " tω; }ηpω, t q} H ă 8u.
Since η is a H -valued Wiener process, we have PpΩ q " 1 and Pp Ş n "1 Ω q " 1. Throughout this proof, the arguments below will hold on Ω n " Ş n "1 Ω . Since u 0 P W, z 0 P L 2 pOq and Gpu 0 q∆ 0 η P H are given, then using Lemma 3.1 we can find u 1 P V such that (3.1) holds for any v P V. Having found u 1 P V we invoke Lemma 3.3 to infer the existence of z 1 satisfying (3.3). Now, assuming that u P V and z P L 2 pOq are given, we can argue as above to infer the existence of u `1 P V and z `1 P L 2 pOq. This completes the proof of the existence.
Observe that for any P 0, n´1 , u `1 " S pu , ∆ , z q and z `1 " T pu `1 , u , ∆ η, z q. Thus, arguing by induction and using the continuity of S and the closedness of the graph of T one can show easily that for each P 1, n u and z are F t -measurable. This completes the proof of our proposition.
Energy estimates
In this subsection we will derive several energy estimates for the solution of the Algorithm 1. These estimates are of the essence in the remaining part of the proof of our main result. Before we embark on the statements and proofs of these results let us recall identities and inequalities that are relevant for our analysis. First recall that for any Hilbert space K we have
We also need the following inequalities: for any p P N, there exists a constant C p ą 0 such that
for any non-negative numbers a i , i P 1, 3 .
In what follows we will use the following lemma, which is taken from [33] and known as the (discrete) Gronwall lemma, without further notice.
Lemma 3.5. Let ta n ; n P N 0 u, tb n ; n P N 0 u and tc n ; n P N 0 u be three sequences of non-negative real numbers such that tc n ; n P Nu is monotonic increasing, a 0`b0 ď c 0 , and there exists a real number κ ą 0 such that a n`bn ď c n`κ n´1 ÿ j"0 a n , for any n P N. Then, for any n P N 0 a n`bn ď c n e nκ .
We also need the following lemma.
Lemma 3.6. Let P N, R P tG,Gu, and x be a F t -measurable L 2 -valued random variable. Then, for any integer r ě 1, and real number q ě 0, there exists a constants C ą 0 such that
provided that the term in the right-hand side is finite. With the above conditions, we also have
Proof. From the F t -measurability of x , the tower property of the conditional mathematical expectation, the independence of the increments of the Wiener process η, the inequality (2.4) we derive the following chain of equalities/inequalities
From the last line and Remark (2.1) we easily derive the sought estimate in Lemma 3.6. Thanks to the F t -measurability of x and u the second part of the lemma easily follows from the fact that ∆ η is a Gaussian random variable with zero mean. Now, we proceed to one of the main topics of this section. Proposition 3.7. Let u 0 P W and η be an H -valued Wiener process with covariance satisfying Assumption (N). Then, for any α ą 0, T ą 0 and p P 1, 3 there exists a constant C ą 0 such that for any fixed n P N and ν ě 0
Proof. Since the proofs of (3.11) and (3.12) are very similar, we will only give the proof of (3.12). We will closely follow [48, Proof of Lemma 3.1(iii)]. In order to prove (3.12) for p " 1 we fix P 0, n . Given z i P L 2 pOq and u i`1 P V, we infer from Lemma 3.3(a) that the random variable z i`1 solving Algorithm 1 satisfies z i`1 P L u i`1 for any i P 0, n´1 . Thus for any i P 0, and φ P L u i`1 , we have
where, here and throughout, we setGp¨q " rot Gp¨q. Thus, every term in the identity (3.13) makes sense when taking φ " 2z i`1 . By doing so and invoking (3.6) and (3.7) we derive that
(3.14)
By using the Cauchy-Young inequality and summing from i " 0 to i " ´1, it is not difficult to show that
After taking the mathematical expectation, using the second part of Lemma (3.6) to get rid of the last term and taking the max over P 0, n in the last estimate we derive that 16) from which along with the application of Assumption (G) and Remark 2.1, the fact that | rot¨| and }¨} α are equivalent on V, the estimate (3.11) and finally the discrete Gronwall lemma we infer that there exists a constant C ą 0 depending only on T, Tr Q and α such that
which altogether with (3.16) implies that
Now dropping out all but |z | 2 positive terms in the LHS of (3.15), taking the maximum over P 0, n and the mathematical expectation yields Note that by using the equivalence of the norms |rotp¨q| and ¨ α on V, Lemma 3.6 and the estimates (3.11) and (3.17) the sum of the first four terms of the above inequality can be bounded fromabove by Cp1` u 0 2 α`| z 0 | 2 q. Thus, we derive by considering the last term as a stochastic integral with piecewise constant integrand, applying the Burkholder-Davis-Gundy inequality, the Cauchy inequality and applying Lemma 3.6 and the estimate (3.7) that
where we denoted by I the RHS of (3.19). Now, absorbing the term
from which along with (3.18) follows (3.12) for p " 1.
To treat the case p " 2 we first multiply (3.14) by 2|z i`1 | 2 , then apply (3.7) to obtain 20) where the summands J m,i are defined as follows
using well-known and elementary inequalities such as the Cauchy-Schwarz and Cauchy inequalities we can show that they satisfy
After plugging these inequalities in (3.20) , absorbing some terms in LHS, and summing from i " 0 to i " ´1 we deduce that
Now, by taking the mathematical expectation, using Lemma (3.6) to get rid of the last term in the above inequality and to estimate the terms containingGpu i q, and taking the maximum over P 0, n we infer that
which, after applying (3.11) and the discrete Gronwall inequality, implies
As in the case p " 1, after dropping all, except the first term, positive terms in the LHS of (3.21), taking the maximum over P 0, n and the mathematical expectation, and utilizing Lemma 3.6 to estimate the term containing |Gpu i q∆ i η| we obtain
Here we used (3.11) and (3.23) to derive the last line. The last term in the last line is estimated by means of the Burkholder-Davis-Gundy inequality after considering the sum as a stochastic integral with piecewise constant integrand: 27) where the Cauchy inequality, Lemma 3.6 and the estimates (3.11) and (3.23) was used to obtain the second and third line of the above chain of inequalities. With these last two chains of estimates we derive that E max 28) which ends the proof of (3.12) for the case p " 2.
As above, the beginning of the proof for the case p " 3 consists in establishing an identity for |z i`1 | 8 . For this aim we infer from multiplying (3.20) by 2|z i`1 | 4 , then applying (3.7) that
(3.29)
With this identity at hand we can use similar arguments as in the proof of the case p " 2 to first derive a uniform estimate for max P 0,n E|z | 8 , and then a uniform estimate for E max P 0,n |z | 8 which with (3.18) yields (3.12). We omit the detail and remaining part of the proof since the calculations, although long and tedious, are quite similar to the case p " 2.
We also need the following results.
Proposition 3.8. There exists a constant C ą 0 such that for any P 0, n´1 , we have Proof. As in the statement of the proposition, the proof will be divided in two parts.
(i) To start with the proof of (3.30) we recall that for any v P V, u i`1 satisfies
By taking v " u j` ´u j in the above identity, then raising to the power 2 the resulting equation and summing from j " 0 to j " n´ , and using (3.8) we obtain
Thus, in order to prove (3.30) we will successively estimate the terms in the right hand side of (3.33).
From the Cauchy-Schwarz, the inequality (2.2), the Hölder inequalities along with the Cauchy-Young inequality with ε ą 0 we obtain
To estimate the second term involving the cross-product of z i and u i`1 , we use the Hölder inequality, the Sobolev embedding V Ă L 4 pOq, and the Cauchy inequality with ε ą 0, and we obtain
The following chain of inequalities can be checked using the Cauchy-Schwarz and the Hölder inequalities along with Remark 2.1(a), (2.4) and the Cauchy-Young inequality with ε ą 0:
From the last line we readily derive that
Summing up, we can derive from the estimates (3.33), (3.35), (3.37) and (3.38) that
(3.39)
Substituting ε " 1 8T in the above inequality and plugging (3.11) and (3.12) in the resulting equations yields (3.30).
(ii) Now, we proceed to the proof of (3.31). Summing (3.13) from i " j to i " j` ´1 implies that for any φ P W 1,4 0 pOq
where, as in the proof of (3.12), we have setGp¨q " rot Gp¨q. From this identity and (3.8) we readily infer that
where X :" W 1,4 0 pOq. We easily infer from the Cauchy-Schwarz inequality, the Hölder inequality for counting measure and the Sobolev embedding W
A successive applications of Hölder's inequality yields
For the stochastic perturbation we have 
Construction of the approximating solution and tightness
In this subsection we will study the compactness of some interpolants of the sequences tu ; P 0, n u and tz ; P 0, n u. More precisely, associated to tu ; P 0, n u we define the piecewise affine, globally continuous u n : r0, Ts Ñ V by
k pt´t q¸1 rt ,t `1 s ptq, t P r0, Ts.
We also introduceǔ n ptq "
Analogously, we define
k pt´t q¸1 rt ,t `1 s ptq, t P r0, Ts,
where z 0 :" z 0 " rotpu 0´α ∆u 0 q. Observe that u n ,û n , y n andŷ n are not F-adapted, butǔ n ,y n are. We formulate several estimates for u n ,û n , y n andŷ n in the following proposition. Proof. The present proposition is a corollary of Proposition 3.7 Proposition 3.10. In this proposition we extend the functions u n and y n , n P N, by zero outside r0, Ts. Then, for any α ą 0 there exists a constant C ą 0 such that for any ν ě 0 and δ ą 0, The following convergences will also play a central role in the remaining part of our paper.
Proposition 3.11. We have
Proof. The convergences (3.49) and (3.50) can be proved in the same fashion and we only prove the first one. Also, notice that the arguments of the proof for the convergences of the two terms in (3.49) are very similar. Hence, to fix the idea we will only establish
To this end, we use the definition of u n andû n to derive that
From the last line and (3.11) we infer that
which, upon passing to the limit, implies (3.51).
We close this subsection by showing that u n and y n is in fact a solution of the integral form of the system (1.5) up to some small error terms. We mainly prove the following proposition. Proposition 3.12. Let n P N, t P r0, Ts, n " mint P 0, n ; t P rt , t `1 su and τ n " n k. For each n P N, the functions u n and y n satisfies ppu n ptq, vqq α`ż t 0 rppû n psq, vqq`py n psqˆû n psq, vqsds " for any t P r0, Ts, v P V and φ P W 1,4 0 pOq. Here, we have putGp¨q :" rot Gp¨q and
Gpǔ n psqqdWpsq ż t 0 1 r0,ks psq r∆û n psq`y n psqˆû n psqs ds, E n p¨q :"´ż t 0 1 r0,ks psqr ν α protû n psq´ŷ n psqq´û n psq¨∇ŷ n psqsds
Proof. The proof of this proposition is quite easy and in following the spirit of [52] Gpǔ n prqqdWprq, v¸.
Substituting the last identity into (3.54) yields (3.52). The proof of (3.53) is very similar to the argument above, thus we omit it.
Now we proceed to the tightness of the functions we defined above. To this end we define additional functional spaces which are very important for our study. Let Y be a Banach space, γ P p0, 1q and p P r1, 8q. The Nikolskii space N γ,p T :" N γ,p p0, T; Yq is the space of functions f P L p p0, T; Yq such that
The fractional Sobolev space W γ,p T :" W γ,p p0, T; Yq is the space of functions f P L p p0, T; Yq such that Proof. Note that one has, uniformly in f from the unit ball of N γ,p p0, T; Υ 2 q,
Thus, the conclusion of the lemma follows from this observation and the applicability of [64, Section 6, Theorem 3].
We also recall the following result which is taken from [65, Theorem 2.2].
Lemma 3.14. Let Y 1 , Y 2 be two Banach spaces satisfying the assumptions of Lemma 3.13, and γ P p0, 1q, p ą 1 such that γp ą 1. Then, the embedding W γ,p p0, T; Y 1 q Ă Cpr0, Ts; Y 2 q is compact.
Now, we can proceed to the heart of the subject in this subsection. For this aim, for a Polish space K we denote by MpKq the space of probability measures on pK, BpKqq where BpKq is the Borel σ-algebra of K. We also set
3 pOqq, W T :" Cpr0, Ts; H q.
Finally, we define a sequence of H -valued Wiener processes tη n ; n P Nu defined by η n " η, @n P N.
The family of laws of tη n ; n P Nu on W T is denoted by tγ n ; n P Nu. The following result is of the essence for the existence result in Proposition 2.6. Proposition 3.15. Let us denote by tµ n ; n P Nu (reps. tρ n ; n P Nu) the family of laws of tu n ; n P Nu (resp. ty n ; n P Nu) on U T (resp. on Z T ). Then, the family tpµ n , ρ n , γ n q; n P Nu is tight on U TˆZtˆWT .
Proof. Because a cartesian product of finite compact sets is compact, it is sufficient to consider the tightness of each component of pµ n , ρ n , γ n q. Hence, we firstly prove that the family tµ n ; n P Nu is tight on U T . From (3.45) and (3.47) and the Sobolev embedding V Ă L 4 pOq we infer that the family tu n ; n P Nu forms an uniformly bounded subset of N 1 2 ,4 p0, T; L 4 pOqq X L 8 p0, T; Vq. Thanks to (3.55), the family tu n ; n P Nu also forms an uniformly bounded subset of W β,4 p0, T; L 4 pOqq for any β P p 1 4 , 1 2 q. Due to these remarks and the compact embeddings V Ă L 4 pOq, the desired tightness of the family tµ n ; n P Nu on U T follows from Lemma 3.14.
Secondly, thanks to (3.46), (3.48) and the compact embedding L 2 pOq Ă W´1
, 4 3 pOq, we can use the same argument as above to establish the tightness of tρ n ; n P Nu on Z T .
Finally, endowed with the uniform convergence, Cpr0, Ts; H q is a Polish space, then it follows from [66, Theorem 6.8] that the space of probability measure on Cpr0, Ts; H q endowed with the Prohorov's metric is a separable and complete metric space. By construction the family of probability laws tγ n ; n P Nu is reduced to one element which is the law of η and belongs to MpCpr0, Ts; H qq. Therefore, invoking [67, Chapter II, Theorem 3.2] we easily deduce that the family tγ n ; n P Nu is tight on MpCp0, T; H qq. Remark 3.16. Due to the continuous embeddings U TˆZTˆWT ĂŨ TˆZTˆWT and U TˆZTŴ T Ă L 2 p0, T; V˚qˆZ TˆWT , the family tpµ n , ρ n , γ n q; n P Nu is also tight onŨ TˆZTˆWT and on L 2 p0, T; V˚qˆZ TˆWT . One can also use Lemma 3.13 to prove these claims.
Passage to the Limit and the Proof of Theorem 2.6
This section contains the proof of the existence of a weak martingale solution to the problem (1.5). By Proposition 3.15 and the Prokhorov Theorem in the version given in [66, Chapter 1, Theorem 3.1], we can find a subsequence of n, still denoted by n, such that the family of laws tpµ n , ρ n , γ n q; n P Nu weakly converge to a probability measure pµ, ρ, γq on U TˆZTˆWT . Thanks to Remark 3.16, [66, Chapter 1, Theorem 3.1], (3.49) and (3.50), we also infer that the family of laws of tpû n ,ŷ n q; n P Nu and tpǔ n ,y n q; n P Nu, denoted respectively by tpμ n ,ρ n q; n P Nu and tpμ n ,ρ n q; n P Nu, converge to pµ, ρq onŨ TˆZT . Proposition 4.1. (i) There exist a new probability space pΩ, F , Pq on which one can find a sequence of U TẐ TˆWT -valued random variables (r.v.) tpu n , z n , W n q; n P Nu such that its family of laws on U TˆZTˆWT is equal to tpµ n , ρ n , γ n q; n P Nu. On pΩ, F , Pq one can also find a U TˆZTˆWT -valued r.v. pu, z, Wq such that pu n , z n , W n q Ñ pu, z, Wq in U TˆZTˆWT P a.s.. (ii) There exists two sequences ofŨ TˆZT -valued r.v. tpû n ,ẑ n q; n P Nu, tpǔ n ,ž n q; n P Nu, and twõ U TˆZT -valued r.v. pû,ẑq, pǔ,žq defined on pΩ, F , Pq such that we have the following equalities of laws and convergences
pû n ,ẑ n q Ñpû,ẑq inŨ TˆZT P a.s., (4.4) pǔ n ,ž n q Ñpǔ,žq inŨ TˆZT P a.s.. P´pu n , y n q P Cpr0, Ts; VˆL 2 pOqq, @n P N¯" 1,
we can and will assume that tpu n , z n q; n P Nu Ă Cpr0, Ts; VˆL 2 pOqq and that its family of laws on Cpr0, Ts; VˆL 2 pOqq is equal to that of tpu n , y n q; n P Nu. Analogously, the same assumption will be imposed for the sequences tpû n ,ẑ n q; n P Nu and tpǔ n ,ž n q; n P Nu.
The above remark and proposition will be used to derive the following estimates. 
Furthermore, for any p P 1, 3 there exists constant C ą 0 such that 
Proof. The estimates and convergences (4.6)-(4.9) follows from the equality of laws stated in Remark 4.2 and the estimate (3.45). Thanks to (4.6) and (4.7), the estimates (4.10) and (4.11) can be proved by arguing exactly as in [69, Proof of (4.12), page 20].
We will also exploit the results in Proposition 4.1 and Remark 4.2 to derive the following two important propositions. In the first one, we will show that the limit process W defines a H -valued Wiener process with covariance Q. In the second one, we will prove that for each n P N the stochastic processes pu n , z n q, pû n ,ẑ n q and pǔ n ,ž n q satisfy a system of equations very similar to the original problem (1.5) up to small errors which converge to zero when the time step k approaches zero. Proposition 4.4. The stochastic process tWptq; t P r0, Tsu is a H -valued Wiener process on pΩ, F , Pq with covariance Q. Furthermore, if 0 ď s ă t ď T then the increments Wptq´Wpsq are independent of the σ-algebra generated by puprq, zprq, Wprqq for r P r0, ss.
Proof. We closely follow [69, Lemma 5.2] and [70, Proposition 3.11] . By Proposition 4.1 the family of laws of tpǔ n ,ž n , W n q; n P Nu are equal to those of tpǔ n ,y n , ηq; n P Nu onŨ TˆZTˆWT and, by construction, η is a H -valued Wiener process with covariance Q. Hence it is easy to check that tW n ; n P Nu is a sequence of Wiener processes taking values in H . Moreover, for any s, t P r0, Ts such that 0 ď s ă t ď T, the increments W n ptq´W n psq are independent of the σ-algebra generated by pǔ n prq,ž n prq, W n prqq, for r P r0, ss. Now, by arguing exactly as in [70, Proposition 3 .11] we can show that W satisfies the Lévy characterization of the finite dimensional distribution of a H -valued Wiener process with covariance Q; that is, for any partition Π N " t0 " s 0 ă s 1 ă¨¨¨ă s N " Tu of r0, Ts and h P H , we have
where here i denotes the complex number satisfying i 2 "´1.
Next we prove that the increments Wptq´Wpsq, 0 ď s ă t ď T, are independent of the σ-algebra generated by puprq, zprq, Wprqq for any r P r0, ss. To this end, let us consider tΦ ; " 1, . . . , Nu Ă C b pL 4 pOqˆW´1 , 4 3 pOqq and tΨ ; " 1, . . . , Nu Ă C b pH q, where C b pBq " tΦ : B Ñ R, Φ is continuous and boundedu, for any Banach space B. Let also 0 ď r 1 ă¨¨¨ă r N ď s ă t ď T, Ψ P C b pH q. For each n P N, there holds
Thanks to (4.1), (4.5), the Lebesgue Dominated Convergence Theorem and Remark 4.7, the same identity is true with pu, z, Wq in place of pǔ n ,ž n , W n q.
To rigorously deal with all the stochastic integrals below we define the following filtrations: let N be the set of null sets of F and for any t ě 0 and n P N, leť F n t :" σˆσˆpǔ n psq,ž n psq, W n psqq; s ď t˙Y N˙, be the completion of the natural filtration generated by pǔ n ,ž n , W n q and pu, z, Wq, respectively. Note that from the proof of Proposition 4.4 we see that W (resp. W n ) is a H -valued Wiener process adapted to the filtration F :" tF t : t P r0, Tsu (resp.F n :" tF n t : t P r0, Tsu). The H-valued stochastic processeš u n and u are adapted with respect to F andF n as well. Thus, they are also predictable in H because their sample paths are left-continuous in H. Hence, the existence of the following stochastic integrals is justified:M n p¨q :"
ż0
Gpǔ n psqqdWpsq,
Np¨q :" ż0 rot GpupsqqdWpsq.
For fixed n P N, let also M n , M P L 2 pΩˆr0, Ts; V˚q and N n , N P L 2 pΩˆr0, Ts; W´1 , 4 3 pOqq be four stochastic processes defined by pM n ptq, vq :" ppu n ptq, vqq α´p pu 0 , vqq α`ż t 0 rνppû n psq, vqq`pž n psqˆû n psq, vqs ds,
rνppupsq, vqq`pzpsqˆupsq, vqs ds,
for any t P r0, Ts, v P V and φ P W 1,4 0 pOq. In the next two lemma we will show that on pΩ, F , Pq the stochastic processes pu n , z n q, pû n ,ẑ n q and pǔ n ,ž n q satisfies the integral and weak form of (1.5) up to small error terms E n andẼ n . Proposition 4.5. The following identities holds P-a.s xM n ptq, vy´pE n ptq, vq " pM n ptq, vq (4.12) xN n ptq, φy´pẼ n ptq, φq " pÑ n ptq, φq, (4.13)
for any t P r0, Ts, v P V and φ P W 1,4 0 pOq. Here we putGp¨q :" rot Gp¨q and E n p¨q :"
Gpǔ n psqqdWpsq ż0 1 r0,ks psq r´ν∆û n psq`ž n psqˆû n psqs ds, E n p¨q :"´ż0 1 r0,ks psq " ν α protû n psq´ẑ n psqq´û n psq¨∇ẑ n psq ı ds
Proof. The proof of the proposition follows the exact same lines as the proof of [35, Theorem 4.9], thus we omit it.
We will justify in the next lemma the alluded term small error terms by showing that E n andẼ n become very small when performing a time grid refinement, that is, when n takes large values. Proof. We will only prove the lemma for ν " 0 because the treatment of the case ν ą 0 differs to the former case up to the study of linear terms which are easy to deal with. First, notice that thanks to (4.6) and (4.7) it is a straightforward task to check that Thanks to (4.16), we easily infer that
Now we proceed to the derivation of some estimates for the stochastic integrals. Making use of the Fubini theorem, the Itô isometry we obtain
Since, by definition, amongst the subdivision intervals of r0, Ts, rτ n , τ n`1 s is the first interval containing t, we infer, from Assumption (G) and the estimate (4.6), that
Analogously,
Summing up, we have shown that
from which we easily derive (4.14). Because of the similarity of the estimates (4.16), (4.17) and the terms in the definition of E n andẼ n , the convergence (4.15) can be proved exactly by the same argument given above. Thus, we omit the proof of (4.15).
To complete the proof of the existence of solution we need to pass to the limit in the other terms of (4.12) and (4.13) . To this end, we will derive several convergences which are consequences of the facts stated in Proposition 4.3. By (4.6) and (4.7) we can find a subsequence of n, still denoted by n, such that for any p P r1, 8s we have the following weak convergences pu n , z n q, pû n ,ẑ n q, pǔ n ,ž n q á pu, zq, pû,ẑq, pǔ,žq in L 2p pΩˆr0, Ts; VˆL 2 pOqq. (4.18)
Due to (4.10) and (4.11) it is easy to see that the norm of pu n , z n q is uniformly integrable in L 4 pΩ, U TẐ T XZ T q. In the same way, we can show that where λ denotes the Lebesgue measure on r0, Ts.
For the nonlinear terms, we can find a subsequence of n, still denoted by n, such thať In fact, as a result of (4.16) and (4.17), the sequences tž nˆûn ; n P Nu and tû nˆẑn ; n P Nu are bounded in L 2 pΩˆr0, Ts; V˚q and L 2 pΩˆr0, Ts; W´1 Thus, we need to identify Γ (resp. Θ) with zˆu (resp. u¨∇z). To this end, let D Ă L 8 pΩˆr0, Ts; Vq be a dense subset of L 2 pΩˆr0, Ts; Vq. For any Φ P D, we have
pž n ptqˆû n ptq´zptqˆuptq, Φptqqdtˇˇˇˇď CI n`C II n where I n :"˜E sup tPr0,Ts
and, for the sake of simplicity, we have set L 4 :" L 4 pOq. Thanks to (4.7) and the strong convergence (4.21), from a successive application of the Cauchy-Schwarz and Hölder inequalities we infer that II n " 0.
Summing up, we have shown that for any Φ P D
By [71, Proposition 21 .23], we readily infer that Γ " zˆu which also concludes the proof of (4.25) from the last identity. Since the procedure for identifications of Θ with u¨∇z is very similar to the argument above, we omit the proof of (4.26).
With the convergences in (4.18), Proposition (6.9) we see that Due to the convergences (4.14), (4.15), (4.27) and (4.28) , in order to complete the proof of the existence of solution we need to identify M and N respectively with the stochastic integralsMp¨q, andÑp¨q in appropriate topologies. These identification will be the object of the sequence of lemmata below. Proof. Firstly, we will show thatM n converges strongly in L 2 pΩˆr0, Ts; Hq toM. For this aim, we observe that because of the Itô isometry, the Assumption (G) and the estimate (4.6), the family of maps r0, Ts Q t Þ Ñ Eˇˇş t 0 Gpu n psqqdW n psqˇˇ2 P L 2 p0, Tq is uniformly integrable in L 2 p0, Tq. Hence it is sufficient to show thatM n ptq converges strongly in L 2 pΩ; Hq toMptq for any t P r0, Ts which will follow from (4.8), (4.21) and [58, Part I, Theorem 3.3] . Indeed, we can write
Gpu n psqqdW n psq´ż t 0 GpupsqqdWpsqˇˇˇˇ2 , and because of the Itô's isometry, Assumption (G) and (4.8) we see that the first term of the right hand side of the above inequality converges to zero as n Ñ 8. To show that the second term converges to zero as n Ñ 8, it is sufficient to use [58, Part I, Theorem 3.3] which is permissible because of the following two reasons:
(i) by the Lipschitz continuity of G in L pH , Hq w.r.t to the H´norm and (4.21), we see that Gpu n q converges to Gpuq in L 2 pΩ, Cp0, T; L pH , Hqqq.
(ii) Since the Wiener process W n with covariance Q converges in Cpr0, Ts; H q to W with probability 1 and }W n } 2 Cpr0,Ts;H q is uniformly integrable, a fact which follows from (2.4), we see that W n converges to W in L 2 pΩ, Cpr0, Ts; H qq.
Secondly, let Φ P X :" L 2 pΩˆr0, Ts; Vq, Υ :" L 2 pΩˆr0, Ts; Hq, and x¨,¨y be the duality pairing of X and its dual X˚. SinceM n ,M P Υ for all n P N, it readily follows from the identification (2.3) that
which along with the strong convergence of tM n ; n P Nu toM in Υ we infer that for any Φ P L 2 pΩˆr0, Ts; Vq lim
This completes the proof of (4.29). Finally, the convergence (4.30) easily follows from the strong convergence of tM n ; n P Nu toM in L 2 pΩˆr0, Ts; Hq and the boundedness of the linear map rot : L 2 pOq Ñ W´1 Proof. It follows from (4.29) thatM n weakly converges toM in L 2 pΩ, L 2 p0, T, V˚qq, and from Proposition 4.5 we derive that M n´En "M n in L 2 pΩ, L 2 p0, T, V˚qq. Hence we derive from (4.14), (4.27) and the uniqueness of the weak limit that M "M in L 2 pΩ, L 2 p0, T; V˚qq. This fact implies that P-a.s. Mptq "Mptq for almost all t P r0, Ts. Since M andMptq are V˚-valued continuous functions which agree for almost all t P r0, Ts, they must be equal for all t P r0, Ts. This ends the first part of the proposition. Thanks to (4.14), (4.27) and (4.30) the previous argument can be carried out to establish the second identity of the proposition. Now we are ready to give the proof of the existence of weak martingale solution formulate in Theorem2.6.
Proof of Theorem 2.6. Let N be the set of null sets of F . Let F " tF t : t P r0, Tsu, where the σ-algebra F s is defined by F t :" σˆσ´pupsq, zpsq, Wpsqq; s ď t¯Y N˙.
We will check that pU , u, zq, where U :" pΩ, F , F, P, Wq, is a weak martingale solution to the problem (1.5). To establish this claim we need to check the items (a)-(c) of Definition 2.4.
It follows from Proposition 4.28 that the stochastic process W, defined on pΩ, F , F, Pq, is a Hvalued Wiener process with covariance Q. By construction the filtration F satisfies the usual condition. Therefore, U :" pΩ, F , F, P, Wq is a stochastic basis. This proves the item (a) of Definition 2.4. From the construction of the filtration F it is clear that pu, zq is F-adapted. Because of (4.11) and (4.22), we have z P L p pΩ, Cpr0, Ts; W´1 , 4 3 pOq X L 8 p0, T; L 2 pOqq, p P r2, 16s.
We also observe from (4.10) and (4.21) that u P L p pΩ, Cpr0, Ts; Hq X L 8 p0, T; Vqq, p P r2, 16s.
Hence in order to prove Definition 2.4(b) we need to show the continuity of u in V. To this end, observe that by using the Lax-Milgram lemma as in the proof of Lemma 3.1, we can find a linear isomorphism A : V Ñ V˚such that for all v, w P V, ppv, wqq " xAv, wy.
From ( With this observation and by denoting the identity map on V by Id, we can rewrite the first identity in Lemma 4.9, i.e., M "M, in the following form 32) for any t P r0, Ts. For the sake of simplicity, we will set A :" pId`αAq´1˝A,
With this in mind, we derive from (4.32) that 33) for all t P r0, Ts. As a result of (4.16) and (4.10) we see that Au`Cpz, uq P L 2 pΩˆr0, Ts; V˚q which implies that A upsq`C pzpsq, upsqq P L 2 pΩˆr0, Ts; Vq. We also have that G puq P M 2 T pL pK, Vqq, thus the stochastic integral defines a martingale which is continuous in V. From these observations we readily infer that there exists Ω˚P F such that PpΩ˚q " 1 and for each ω P Ω˚the function upω,¨q : r0, Ts Ñ V is continuous. Thus, with (4.10) we readily see that u P L p pΩ, Cpr0, Ts; Vqq. Hence, we have finished the proof Definition 2.4(b). The last item, i.e., Definition 2.4(c), readily follows from the identities in Lemma 4.9. Thus, the proof of Theorem 2.6 is completed.
Proofs of Theorems 2.9(a) and 2.10: space regularity and uniqueness of solution
This section, which is divided in 2 subsections, is devoted to the proof of the space-regularity and the uniqueness of solution stated in Theorems 2.9 and 2.10.
Space regularity of the solution: proof of Theorem 2.9(a)
The smoothness in spatial variable that we stated in Theorem 2.9 and prove in this subsection plays a crucial role in the remaining part of the paper. Its proof is quite elementary and relies only on the theory of deterministic elliptic differential equations on non-smooth domains.
Proof of Theorem 2.9(a). Let pu, U q be a weak martingale solution of (1.4). From Definition (2.3) we have z " rotpu´α∆uq in L 2 pOq almost all pω, tq P Ωˆr0, Ts. The calculation in what follows hold for almost all pω, tq P Ωˆr0, Ts a term that, for the sake of simplicity, we will omit for the remaining part of this proof. Since div z " 0, extending z by zero outside O and using the Fourier transform as in [72, This completes the proof of the Theorem 2.9(a).
Proof of the uniqueness of solution
In this subsection we will prove the uniqueness stated in Theorem 2.10. To achieve this goal we first establish few preparatory results which are mainly some estimates on the nonlinear term rotpu´α∆uqˆu. To this aim, we introduce the well known trilinear form b used in the study of the Navier-Stokes equation by setting bpu, v, wq "
for any u P L r 1 pOq, v P W 1,r 2 pOq, w P L r 3 pOq with r i , i P 1, 3 satisfying
In the above formula u piq is the i-th component of the vector u " pu p1q , u p2q q.
We recall the following formula which was established in [21 In the following lemma we state an important property satisfied by the bilinear map Cp¨,¨q defined in (4.31).
Lemma 5.1. Let r 0 be the positive number from Theorem 2.9(a). Then, there exists a constant κ ą 0 such that for any ν ě 0 and u, v P W we have |xCprotpu´α∆uq, vq, uy| ď κ}u} α | rotpv´α∆vq|.
Proof. Throughout this proof all the constants are independent of ν ě 0. Let r P p2, r 0 q and s " Thus, from the definition of Cp¨,¨q, see 4.31, (5.4) and all the estimates above, we infer that there exists a constant κ ą 0 such that |xCprotpu´α∆uq, vq, uy| " |protpu´α∆uqˆv, uq| ď κ}u} α | rotpv´α∆vq|, for any ν ě 0, u, v P W. This completes the proof of the lemma.
We are now ready to give the promised proof of Theorem 2.10.
Proof. We recall that any solution u of the problem (1.4) with the initial condition u 0 P W satisfies, P a.s.
GpupsqqdWpsq, for any t P r0, Ts. Thus, if u and v are two solutions to (1.4) on the same stochastic basis U and respectively starting with the initial conditions u 0 , v 0 P W, then the difference u " v´u satisfies P a.s.
rνA upsq`C pzpsq, upsqq`C protpupsq´α∆upsqq, upsqs ds " up0q`ż t 0 rGpvpsqq´Gpupsqqs dWpsq, for any t P r0, Ts. In the above formula, we put z " rotpu´α∆uq, up0q " v 0´u0 . By the application of Itô formula, see [62, Theorem 26.5] , to }uptq} 2 α and the identity pppId`αAq´1f, vqq " xf, vy for any f P V˚, we obtain
We should notice that in the proof of the last identity we also used the equality xCprotpu´α∆uq, uq, uy " protpu´α∆uqˆu, uq " 0, which is valid because u, u P W for almost all pω, tq P Ωˆr0, Ts. Now, let κ ą 0 be the constant in Lemma 5.1, θ and ϑ be two stochastic processes defined by θptq " 2κ| rotpvptq´α∆vptqq| and ϑptq " e´ş t 0 θpsqds , t P r0, Ts.
Applying the Itô formula to ϑptq}uptq} 2 α and using the inequality in Lemma 5.1 yields
By invoking Assumption (G), taking the mathematical expectation and noticing that the term with the stochastic integral is a martingale with zero mean, we obtain This estimate along with the Gronwall lemma implies
2 α e C Tr pQqT , from which we readily conclude the proof of Theorem 2.10.
Proof of the time regularity stated in Theorem 2.9(b)
This section is devoted to the proof of the time-continuity in the Hilbert space W of the solution to (1.4) . This aim will be achieved in observing that z :" u´α∆u is weakly continuous in L 2 pOq and showing that the norm of z " u´α∆u in L 2 pOq is continuous. This part of the paper will be divided into two subsections.
Regularization technique and convergences of (semi)martingale
The continuity of |zp¨q| 2 will follow from an energy equation for the norm of z in L 2 pOq. Due to the lack of regularity of z, the derivation of this energy inequality is non-trivial and require the use of a regularization technique. Hence, we start recalling the following property of Lipschitz-continuous domain. Following the idea in [54] , we will construct a special mollifier which does not use values outside O. To this end, we consider a standard mollifier r with support in Bp0; δ r q, i.e, r P rC 8 c pR 2 qs 2 , 0 ď r ď 1 in R 2 and ż R 2 r pxqdx " ż Bp0;δ r q r pxqdx " 1.
Furthermore, for any index 1 ď r ď m we set O r " s O X O r and for any ε P p0, 1s we put ε,r pxq "
For a function f P L p p0, T; L q pOqq (its extension by zero outside O is still denoted by f ) we define its convolution with ε,r by f˚ ε,r px, tq :" ż Bp0;δ r q f px´εpy´y r q, tq r pyqdy, a.e. in O rˆr 0, Ts.
We see from this last formula and (6.1) that the convolution with ε,r regularizes f without using its extension outside O r . We proceed now to the statement and proof of the following proposition which can be viewed as a generalization of the results in [54, Proposition 2. Proof. There are several way to prove this lemma, but the easiest and shortest way is to use some results from [73] . Proof of (6.2). It is proved in [73, Lemma 1.2] that there exists a constant C ą 0 independent of f and v such that for any index 1 ď r ď m, εp0, 1s, we have }v¨∇p f˚ ε,r q´pv¨∇ f q˚ ε,r } L s pO r q ď C} f } L p pOq }v} W 1,q pOq . (6.4) From this estimate we easily conclude the proof of (6.2). Proof of (6.3). From [73, Corollary 1.1] we derive that for almost all t P r0, Ts lim εÑ0 }rv¨∇p f˚ ε,r qsp¨, tq´rpv¨∇ f q˚ ε,r sp¨, tq} L s pO r q " 0, (6.5) which along with (6.2) and the Lebesgue Dominated Convergence Theorem yields (6.3).Now we will regularize the stochastic process z " rotpu´α∆uq, where u is the weak martingale solution to (1.4) . For this purpose, let us still denote by z the extension of z by zero outside O, let tψ r ; 1 ď r ď mu be a partition of unity in s O, subordinated to the finite covering tO r 1 ď r ď mu, and set z r " zψ r . For any integer k ě 1 we set z k " In what follows, we extend u outside O via an extension operator that is linear and continuous (bounded) as a map W 1,r pOq Ñ W 1,r pR 2 q so that the extended function, still denoted by u, belongs to L 2 p0, T; W 1,r pR 2 qq. We have the following result.
Proposition 6.3. There exists an integer k 0 such that for all f P L γ p0, T; L s pOqq, γ P r1, 8q and s P r1, 8s, extended by zero outside O, for all k ě k 0 and for all 1 ď r ď m, the support of the function p f ψ r q˚ 1 k ,r is contained in O r . Moreover, from which altogether with (6.9) and the Lebesgue Dominated Convergence Theorem we easily conclude the proof of (6.7) and the proposition. 38
The desired result follows easily by passing to the limit in the last line of the above estimate.
The actual proof of Theorem 2.9(b)
In this subsection we will give the promised proof of the time regularity of the weak martingale solution to problem (1.4). To this aim, let u be the weak martingale solution of (1.4), z " rotpu´α∆uq and tz k ; k P Nu be the sequence defined by (6.6). For each k P N, we set pu¨∇ψ r qzs˚ 1 k ,r´p u¨∇ψ r qz¯.
We also put The following proposition plays an important role in the proof of the time-continuity in W of u.
After all these preparatory results we are now ready to give the promised proof of Theorem 2.9(b).
Proof of Theorem 2.9(b). First, define Ω 5 " Ş 4 j"1 Ω j where Ω 4 is given by Proposition 6.9, Ω 0 and Ω 1 are defined in the proof of Proposition 6.9, and Ω 2 " tω P Ω; z : r0, Ts Ñ L 2 is weakly continuousu, Ω 3 " tω P Ω; (6.30) holds u.
Owing to Theorem 2.9(a) we have PpΩ SettingGp¨q :" rot Gp¨q, taking the last two convergences and those in Proposition 6.9 into account and passing to the limit in (6.32) imply for any ω P Ω 5 and for any t P r0, Ts. The last identity implies that |zp¨q| 2 is continuous on Ω 5 . This fact along with the weak continuity of z : r0, Ts Ñ L 2 implies that z is continuous in L 2 on Ω 5 . Now, recalling that from Theorem 2.7 we can find a subset Ω 6 with PpΩ 6 q " 1 such that up¨q : r0, Ts Ñ V is continuous on Ω 6 . Hence, once can readily show that on Ω 1 " Ω 5 X Ω 6 , which clearly satisfies PpΩ 1 q " 1, the function u is continuous in W. Since u P L p pΩ, L 8 p0, T; Wqq and is continuous in W, we infer that u P L p pΩ; Cpr0, Ts; Wqq. This completes the proof of Theorem 2.9(b).
