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ВВЕДЕНИЕ 
Сборник посвящен проблемам топологии и функционального 
анализа. 
В сборник включены работы, посвященные исследованию 
структуры топологических пространств и их отображения, ис­
следованию специальных классов топологических пространств 
и пространств непрерывных функций, построению бикомпактифи­
каций, исследованию 6 ­пространств, а также нечетких струк­
тур топологического типа на пространствах вероятностных 
мер. Изучаются, также структуры топологического типа на ал­
гебраических объектах. 
Ряд работ сборника посвящен разработке теории сплайн­ин­
терполяции и теории марковских процессов. 
Основной объем сборника составляют работы, выполнен­
ные сотрудниками математических­ кафедр ЛГУ и представляющие 
собой результаты плановой научной работы, проводимой на ка­
федре математического анализа ЛГУ. В сборник включен также 
ряд работ, выполненных специалистами других вузов по этой 
твчатике и при тесном сотрудничестве о каредрой математи­
ческого аналива ЛГУ. 
Большинство результатов, включенных в сборник ста­
тей докладывалась на 46­й и 47­й научных конференциях ЛГУ, 
а также на семинарах при кафедре математического анализа 
ЛГУ. 
Сборник предназначен для научных работников, преподава­
телей, аспирантов и студентов старших курсов, работающих в 
области топологии и функционального аналива, а также в 
смежных областях. 
Топологические пространства и их отображения. Рига, 1969. 
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МЕТОД ДВОЙСТВЕННОСТИ ПРИ ИЗУЧЕНИИ НЕКОТОРЫХ 
КЛАССОВ ТОПОЛОГИЧЕСКИХ ПРОСТРАНСТВ 
Л.В.Апарина 
Волгогрчдский государственный университет 
В работе с единой точки зрения описаны пространства 
счетного и точечно­счетного типа, линделефовы и ващеотивн­
но­компактные. При этом получен ряд нозых характериааций 
этих классов пространств. 
В рамках предложенной конструкции можно получить опи­
сания других классов пространств, если их определение свя­
зано с выбором некоторого семейства бикомпактных подмно­
жеств в X или в £>Х\Х , гдео £ Х ­ стоун чеховская ком­
пактификация пространства X . Бее пространства предпола­
гаются тихоновскими. 
Сначала приведем простые леммы. 
Лемма I . Пусть Т ­ бикомпакт в тихоноиеком простран­
стве У , ф ­ множество типа Ре в У , не пересекаю­
щееся с Т . Тогда существует Тункция $ е С ( У ) такая, что 
$ ( ^ Ь 0 ^ у б Т , ^ ( ^ > Ь ( Р и Т непусты). 
Доказательство. Пусть Р » и Рп I где все Рп з а м ~ 
кнуты в У . Для каждого Р п построим функцию СГУ) 
так, что * П ^ И ^ е Т , * п ф - £ Г • *Г 
( [ 1 ] , стр. 42). Тогда £ = Е ,£п " требуемая функция. 
п=1 
В дальнейшем будем писать $ ( Т ) * 0 вместо &с^ р>0 
е Т . Аналогичный смысл ^ ( Р ) > 0 . 
Следствие. Пусть С ­ множестве типа бб* в тихонов­
ском пространстве У , содержащее непустой бикомпакт Т . 
Тогда а^ест 'угт функция * € С(У) такая, что $ (Т ) «0 I 
^ У ч Б ^ О , 045 4 1 . 
Лемма 2. Пусть IFjJI ­ некоторое семейство замкнутых 
подмножеств бикомпакта Sj , такое, что П F¿, содержит­
ся в некотором множестве G типа 6(у в 5Ъ , Тогда сущест­
вует не более чем счетное подсемейство I F ^ n e X такое, 
что П P _ c G . neK п 
«О 
Доказательство. Пусть G • П Б п , где все 6 П от­
крыты в 5Ъ . По условию П Р А с 6 , тогда &\6 с &чП ? А и 
= UCft\P< i (') . Так K O K & 4 G счетно­бикомпактно и 
его открытое пс;фытие, то существует не более чем счетное 
подпокрытие № s P n 3 n e ^ ( К конечно или счетно). 
Тогда 5!>\G<= U, ( Л\Р П > или Г) Р п с 6 . 
Теорема 1. Пусть & ­ бикомпакт, А ­ его незамкну­
тое подмножество, А ' а & \ А . ­ некоторое семейство 
замкнутых подмножеств иэ íb , содержащихся в А' . 
Следующие условия равносильны: 
1. Всякое T e j í , содержится в некотором множестве 6 
типа & ^  в Л так, что Т с G e Й Л А » А . 
2. Иа любого семейства IP^ Í замкнутых подмножеств 5Ь 
с П Р*, , содержащиыся в некотором Т £ V, , можно выделить 
не более чем счетное подсемейство 1 Р Л ^ л е к такое, что 
П , . р л с 5Ь\А = А' ( К конечно или счетно). 
3. Каково бы ни было T e j o , из всякого открытого 
покрытия 121 Л } множества 5Ъ\Т (21^, открыты в й ) 
можно выделить не более чем счетное семейство, покрываю­
щее А . 
4. Для любого T e j t . T ^ ^ существует Гункция дбС(й>) 
такая.что g (T ) =0 , о/А)>0, Oío^l.. 
о. Для любого Т е Jt существует бикомпакт Q. счет­
ного характера в А такой, что T c Q =^ А ­5!>\Л­
Доказательство. 1 =•»* 2. Пусть IFjJ] семейство зам­
кнутых множе.ст в в Sb и существует Т 6 такое, что 
П с Т • В силу условия 1 существует G типа G^ в Л 
такое, что T ^ S с = А' . Тогда f l F A . В силу 
леммы 2 существует не более чем счетное подсемейство 
{Fn^nsK такое.что (1 P n e f i , и значит, 2 выпол­нил 
нено. 
2<= »3 . Очевидно. 
2 = * 4 . Пусть T « J l , Т i <(> . Известно, что всевозможные 
нульмножества непрерывных функций образуют базу замкнутых 
множеств тихоновского пространства [ 1 ] . ПустьТ » 0 Z ( J A " ) , 
где Í J A í ­ некоторое семейство функций из С ( А ) , ZX^J ) * 
­ Ц е Л : ^*1у ) »ц . } • В С И Л У условия 2 существует не 
более чем счетное подсемейство { J A I ^ W ( К . ~ К О Н Е Ч _ 
но или счетно) такое, что ^ft^Z (J A ) с Jb\A" А . Так как 
­ типа 9g в & , то ^ ' J ^ R ^ Í < * . ^ " Т 0 Х 9 т и ~ 
па G^ в íb . Таким образом, " f * e G c Л \ А . В силу 
следствия леммы 1 существует функция geCCSb) такая, 
что р,CT} = 0 , g ( f t\G }>0 , 04 g « i . Так как 
A\G = А , то д(А> > 0 . 
4 — » 5 . Пусть T e j í » , Т + ф . В силу 4 существует функ­
ция gsCCft) такая,что o t T ) " 0 , дСА^О, 0 « I . 
Тогда Т е 2(С|}<^ & ч А . При этом бикомпакт типа 
Gy в бикомпакте й , спедовательно, Z (cp ­ бикомпакт счет­
ного характера в Й . Таким образом, можно положить 
0 . " 2 ( д ) . Случай Т ­ ф тривиалон. 
5 1. Для Т & Jt в силу условия существует бикомпакт 1 
счетного характера в А такой, что T e Q c f t \ A « A . Так 
как ib ­ бикомпакт, то & типа G^ в й . Доказатель­
ство завершено. 
С помощью теоремы 1 получаем различные описания про­
странств счетного и гочечно­счетного типа, линделефовых и 
вещественно­компактных. 
X называется пространством счетного (соответственно 
точечно­счетного) типа, если каждое бикомпактное (соответ­
ственно одноточечное) иночество в X содержится в некото­
ром бикомпакте счетного характера. 
Пусть X ­ тихоновское пространство (небикомпакт­
ное) . Положим й » , А ' Х , Х = $ Х \ Х , ^ ­
семейство всех бикомпактных подмножеств в >^Х ЧХ 
Тогда выполнение условия 3 теоремы 1 означает, что X 
линделефово. Теорема I дает различные описания линделефова 
тихоновского пространства. Условие 1 теоремы 1 установле­
но в [23, условие 5 в [ 3 ] (для линделефовых пространств). 
Если в качестве^ принять совокупность всех одното­
чечных подмножеств в ГзХ\Х , то условие 4 (или 1) озна­
чает, что X вещественно­компактно 141. Условие 5 дос­
тавляет новое описание этих пространств. 
Пусть X ­ тихоновское, не локально бикомпактное 
пространство. Положим 5Ь=^Х , А * $ Х ч Х , А " X , ^ ­
семейство всех бикомпактных подмножеств в X • Тогда вы­
полнение условия 5 теоремы 1 означает, что X ­ простран­
ство счетного типа и, таким образом, получаем различные 
описания их. Если *е принять за ^ совокупность всех од­
ноточечных подмножеств в X » т о теорема 1 доставляет 
различные описания пространств точечно­счетного типа. 
Свойство 1 отмечено в [ 5 ] , остальные,видимо, не отмечались. 
Например, свойство 4 для пространств точечно­счетного ти­
па: тихоновское не локально­бикомпактное пространство X 
является пространством точечно­счетного типа, тогда и 
только тогда, когда для любого х е Х существует функция 
о,е С(£Х) такая, что о,(х)=0, ^(^>Х\Х)>0, 0 4 ^ 4 1. 
Определение. Если X С У , Т '* топологическое про­
странство, то назовем периферией X в У множество 
Р е ^ Х ­ Х ч Х ­ У ^ Х и У О С ) . 
Теорема 2. Пусть Ф ­ бикомпакт, X неоткрытое под­
множество Ф , ­ некоторое семейство бикомпактов в 
Р е г $ Х , & * $ \ Х ф , 
Следующие условия равносильны: 
1. Для любого Т * е ^ * существует множество Б типа 
Б х­ в 5Ь такое, что Т * с Б с "Рег^Х. 
2. Из любого семейства ­ замкнутых множеств в 
с ¿ f ^ i содержащимся в некотором Т * c J t * , можно 
выделить не более чем счетное подсемзйство 1г\»1»*К 
такое, что П^РцС.Рег 'фХ. 
3. Для любого T*ej¿* существует такая функция 
оеССФ) , что 3<T*J­0, § (Ф\Х)>0 , 0 * g * k . 
4. Для любого T * é Jl* существует бикомпакт Q, счет­
ного характера в & такой,что Т * с И с Р № ф Х . 
Доказательство. Так как X не открыто, то IPer^X ^Р; 
множество Jb= Ф\Хх ­ бикомпакт. Обозначим » 
А­Ф\Х, W ­&\А­ Ф\Х S 4 * \ X ) « X \ 3 A S X ­ " Р е г 4 Х . 
Тогда А и А не пусты (ибо X не замкнуто в $ ) ; 
Jo* ­ некоторое семейство бикомпактов в А . Остается 
применить теорему 1. 
Покажем теперь, что в теореме 1 существенно рассмат­
ривать лишь бикомпакты в Р е г ^ Л . 
Теорема 3.'Пусть Y ~ тихоновское пространство, 
А ­ его незамкнутое подмножество, A = Y ^ A , JO ­ не­
которое семейство замкнутых подмножеств Y . содержащих­
ся в А' , ^ • И ^ ^ П Р е в у А г О ^ ^ ^ Т П Р е р у Д ' : Т б > 3 " 
* l T n A . y ! T « j o l . 
Следующие условия равносильны: 
1. Для любого T e j o существует G типа G$ в Y 
такое, что Т с G < Y \ A С А . 
2. Для любого Т е Jt^ существует G типа Gj в Y 
такое,что T c G c Y \ A = A . 
3. Для любого Т * e j l " существует & типа Gy в Y 
такое, что T * C G C Y \ A = А ­
4. Для любого T * e j o * существует Gj типа Gy в А у 
такое, что Т * с Gjt с А у N А . 
Доказательство. Так как А не замкнуто, тоРегуА ' з ' » 
если Т ­ бикомпакт в А* , то Т * ­ Т П Р е р у А ' " Т П А у * 
бикомпакт в А у ^ А = Р е г у А . 
Докажем, что 3 =—> 4 ( 1 — ^ 2 "—»3 очевидно). 
Пусть Т * 6 ^ * . По условию существует Б типа Су в 
У такое, что Т*<=8 с У \ А .Тогда Т * е 6(\£у «• 
с (У\А)ПАу " Ау \ А .При этом БА ­ Б и Ау 
множество типа Б$ в Ау . 
4 — * • 1. Пусть Т « ц, , Т * ­ Т П А у ­ , тогда 
Т \ Т * с у \ А у = А у . В силу 4 существует В4 типа 6б" 
в Ау такое,что Т * с Б А с А у \ А ; . ПустьБ^БпАу, 
где Б типа Б<у в У . Так как Б ^ А у Ч А с А ' и 
бЧб^­БчАуСА' , то Б <= А* • Тогда 
Т = Т * и ( Т \ Т " ) < = б и А , у «А* , причем Б\)А'у ти­
па Б^ в У • 
Иэ теорем 1, 2, 3 получаем в качестве следствий но­
вые характериэации не локально бикомпактных пространств 
счетного и точечно­счетного типа. 
Теорема 4. Пуоть X не локально бикомпактное тихо­
новское пространство, ^ ­ З г А ^ Х . Следующие условия 
равносильны. 
1. X счетного типа. 
2. Каждый бикомпакт Т с X содержится в некотором 
множестве Э типа £$ в ^»Х так.что Т с Б с Х . 
3. Каждый бикомпакт Т * еРегрхХ содержится в 
некотором множестве Б типа 6$ в $0£ так, что Т*с&сХ 
4. Каждый бикомпакт Т* с РСРруХ содержится в не­
котором множестве 6^  типа Бу в £Х\Хух'5&чХ т а и » 
что Т * = Б 1 ' = Р е г > х Х . 
5. Каждый бикомпакт Т с "Рет^Х содержится Б не­
котором бикомпакте 0. счетного характера в так, что 
6. Каждый бикомпакт Т * е Р е г ^ Х содержится в не­
котором бикомпакте 0,А счетного характера в £Х \Х «д» т а к » 
ч т о Т * « = а 1 с Т е р > х Х . ? 
доказательство. X не локально бикомпактно, олрдова­
и 
тельно, X не открыто в >^Х , тогда Рер^Х *Х\Зп1^Х" 
= ? Х \ Х ^ х \ С у Х \ Х ^ 0 . 
Равносильность 1 и 2 вытеказт из теоремы I (принять 
£> = £Х , А=Х , А­^Х^Х , ¿4, ­ семействе вс#х 
бикомпактов в X ) . 
, 2 « = * 3 4==>4 в силу теоремл о (принять У * ^ Х , 
А ­ Х , А ^ Х ч Х , ­ семейство всех бикомпак­
тов в X , ¿1* ­ семейство всех бикомпактов в РвР^уХ"). 
4«== »б в силу теоремы 2 ( Ф=$>Х . $>=5>Х\Х^дс, 
^ь* ­ семейство всех бикомпактов в РСу^Х ) . 
3*==* 5 в силу теоремы 1 ( $Ъ = £Х , А * Х , ¿1 ­
семейство всех бикомпактов в " РЪ^Х^Х )• 
Аналогичная характеризация получается для пространств 
точечно­счетного типа (вместо произвольных бикомпактов в 
X и Рег^Х берем соответственно одноточечные подмно­ • 
жества в X или Рер^Х) . 
В частности, имеем: не локатьно бикомпактное тихонов­
ское пространство X тогда и только тогда точечно­счетно­
го типа, когда любое аеРег^Х. содержится в некотором 
бикомпакте 0, счетного характера в £ Х так,что х е й с Х . 
Заметим, что следствием теоремы 4 является известная 
теорема: тихоновское пространство X счетного типа тогда 
и только тогда, когда ^»Х\Х лчнделефово 1б] . 
Действительно, в силу условия 5 теоремы 4 X счетно­
го типа тогда и только тогда, оо?да каждый бикомпакт 
Т с Рер^^Х содержится в некотором множестве типа 
Б$ в ЗХ\Х ? Х так, что Т*с.{, 1<=?ер р ХХ . Но 
Р е г ^ Х ' ^ у ч Х О ^ х ^ Х чХ) , а '|>Х\Хух ­ бикомпактное 
расширение $>И^Х , Следовательно, X счетного типа 
тогда и только тогда, когда ^»Х \Х нормально вложено в 
свое бикомпактное расширение £Ч\Х^х , а это равносиль­
но линделефовести £ХчХ 12) . 
Поступила 30 июня 1987 года. 
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• ОБ ИНТЕРПОЛЯЦИИ И СГЛАЖИВАНИИ ИКТЕГРАЛЬНЫХ 
СРЕДНИХ ПАРАБОЛИЧЕСКИМИ СПЛАЙНАМИ 
С.В.Асмусе 
ЛГУ им. П.Стучки 
Зафиксируем на отрезке [ а ,Ь ] разбиение &« 11<,,^1,.»Д»Л|>: 
Х » ^ < 1 1 < . . . < ^ М 1 = Ы . Пусть^ для * : 1а,ь] — и з в е с т н ы 
интегральные средние: « ¿ ­ ^ 5 а ф й Д ­ ^ Ч , . , \,= 1 п,*1 . 
Задачу интерполяции функции по «^ ,1 «Ца+1, решают так на­
зываемые сплайны для локальных средних (см., например [ 1 ] , 
с. 213, [ 2 ] , с. 36), т .е . элементы пространства 
д л я х е Х • Ч ^ 
В [31 дана оценка ошибки интерполяции функций класса 
Н[(ци параболическими (случай о^ п 1 ) сплайнами для ло­
кальных средних. В настоящей работе эта оценка существенно 
уточняется для разбиения с постоянным шагом (теорема 1 ) . 
Рассматривается также эадача сглаживания. При этом общая 
теория ошибки приближения, развитая в [ 3 ] для сплайн­ин­
терполяции, распространяется на случай сглаживания (пред­
ложение 1, теорема 3 ) . С ее пооощыо получены оценки по­
грешности сглаживания функций класса Н\а,М параболически­
ми сплайнами для локальных средних (теоремы 5, 6 ) . Предло­
жены также способы вычисления интерполяционного и сглажива­
ющего сплайнов, соответствующих произвольному вектору ин­
тегральных средних (теоремы 2 и 4 ) . 
В статье много ссылок на работу автора 13] . Мы будем 
пользоваться принятыми в ней обозначениями. 
В дальнейшем рассматривается случай разбиения с по­
стоянным шагом ь^ = ^., 1*1,п,*1 . 
Теорема 1,. Для ошибки И * интерполяции функции 
Ж€ MHieiUjbl П Р И помощи параболических сплайнов 
для локальных оредних имеет место оценка 
Sup ТЛОЛ 
где 
( вдесьб*^ ­ симюл Нронекера), 
Доказательство теоремы использует следствие 5.1 из 13], 
согласно которому в каждой точке t e l t^ .p t^ l , nl . t i+ l , 
sup кахХ^1«-^мк,(А*№ +ь>)+сГа)) ( 3 ) 
и % к 
sup 1 « 1 * у 4 а и м ^ ( А \ ш * ъ ^ * > й ^ ( 4 ) 
., « «ИН^сцЫ 
где для p € W , * « ] 
£ь>$х\^Щ^, (5) 
(вдесь S;, j»l,b.+l сплайн канонического базиса пространства 
SCT,A), £ ^ s k » ^ ~ единичная функция Хевисайда: 
при lUO­«Q условимся считать U­QCmfl) 
равным нулю). 
Собственно доказательству предпошлем анализ поведения 
пплайнов 5с и £;,, 1"1л+Г . Предварительно отметим, что 
сплайны из Э С Т Д " ) в случае 0^=1 имеют вид 
^ = Я 0 ­ ^ ^ ^ ­ Ч ч 1 ­ ^ ­ г « . 1 } ^ е 1 а ^ ) (6) 
где коэффициенты "Х^ ,, I ­ 1,л+1 , удовлетворяют условию 
с ч ­ о (7) 
(113, с. 214). Хорошо иввестна и следующая характеризация: 
для того чтобы функция 5 иаН1са,У,1 была параболическим 
сплайном для локальных средних необходимо и достаточно, 
чтобы выполнялись условия: 
51ц,- ~ П 0 Л И Н 0 М В Т 0 Р 0 И степени, 1 = 1,и*1; (8) 
йЧаИЩ­О (10) 
(там же). 
При оценке ошибки важну* уавь будет играть последо­
вательность ( " Ч^о : 
и 4 =5, 3^:, 5у|, ч^ьЦ, ­^ . Сразу заметим простые 
ее свойства. 
1. Ч ^ й Г С , 1*0. (12) 
Это проверяется методом математической индукции: 
неравенство ч^4<в"15 влечетл^ ­Ц­^г ­^Н­ ­ г^^^В , 1>1 . 
2. 
Неравенство• ^ц7^ = *~ > г 1 ­ 1 эквивалентно г Ц ­ 1 й «­0 , 
которое всегда выполняется в силу (12) . 
Введем также в рассмотрение функцию 
« а С ^ Ы ^ ­ З ^ " ^ 1 , t e lO . l l (здесь 1 ­ параметр, 
который мы будем задавать при помощи элементов последова­
тельности Ч ц \ ь д ) • 
Доказательство. Пусть для S выполняется (13) . Снача­
ла рассмотрим случай stti,)«0 . Определим вспомогательную 
функцию X, , полагая sCtyXt­t^, t e t u , W l . Так как 
аеН'ссцЫ H A S Ï A * , то в силу экстремального ^свойства 
интерполяционного сплайна ( Ш , с. 204)5 s'0Q*dLt « dfc, 
откуда согласно определению X следует J iC'Q dt 4 ^ at ttidik =0 » 
— — a a 
а вначит, S(b=0 для tfeCQ^t,]. Это доказывает импли­
кацию 
s ( t ;>0 —* б«&«0, t « t a , U l . ( 17) 
Теперь предположим, что S(tp+0 при некотором 
^ €ll , î . , . . . , i . l • Учитывая ( 8 ) , представим сплайн S на от­
резке в виде sCtVlj^b^Ct­t^+C^U­t^,*4 . Воспользо­
вавшись интерполяционным условием (As^j­0 • получим уравне­
ние ^ ­ • ^ Ь ч ' З С ^ «= 0 , откуда C j ' ­ ^ f a j ­ £ ^ ) 
Заметим, что Oj « s ( t ^ , bpàv t^ и обозначим d^» " g^^ * • 
В дальнейшем существенно используется следующая 
Лемма 1. Сплайн 2 , удовлетворяющий при некотором 
1­е Ц 5&,..., условию 
СА»\*0, ^ * 1 , (13) 
на отрезке 1 ^ , ^ ] , в " 1>1 » представим в виде 
(14) 
Аналогично, для сплайна И такого, что при некотором 
САт,) ч=0, к>Ц (15) 
имеет место представление 
^ % ^ § ^ ^ Н ^ ^ ^ м * ^ . ( 1 6 ) 
Тогда 
(19) 
(20) 
По этой формуле находим 
Очевидно, S^-i") и s'^j-i^ не могут одновременно равняться 
нулю, а значит, sUj-D^O (так кал ситуация dttļ.j)^О 
противоречит ( 1 7 ) ) . 
Этим установлено, что в предположении s t t i^On при 
j4 l s ^ l ļ tO . А следовательно, (18) ­ (20) верно при 
\4,[j • Из (19) и (20) получим рекурентное соотношение 
3 
d j . t ­ п ц|| — ' ¿ 4 1 , которое влечет & ļ J ^ » | 4 V ибо 
ввиду (10) d 0 = 0 • Остается учесть, что в силу (19) 
Представление (16) может быть получено по этой же 
схеме. 
Замечание. Нетрудно усмотреть, что все сплайны, удов­
летворяющие условию (13) (условию (15)) на интервале [й,^;,] 
(соответственно Н^. 4 > ь] ) совпадают с точностью до посто­
янного множителя. 
Следствие 1. 
^ ИЛ 1­1 
***** k l t } " Н Л * 1 . i « 
Доказательство. Применяя лемму 1 к сплайнам g v и l­g­k 
( (Аор к г О П Р И 5 (A (b^ t ) w «0 при k.4i, ) , l­ ĪJā , по­
лучаем t • . 
' ^ ^ ' i - U - o ^ ^ n C H - t ^ ^ r ^ t e ^ - ^ ļ , ( а ) 
LVU ZINATN'SKA 
B I B L I O T Ē K A 
Диф[>ереьцируя (21 ) , находим ^ J j ^ ­ i ^ i & l ^ î i , ' * 4 , * * i ? с дру­
гой стороны, дифференцирование (22) влечет 
= ~'Hïr^ ' î , " l ­ l ' п Р и Р а в н и в а я правые части двух последних 
ооотношений, получаем Ci,)* " j T ~ ^ • О* 0 * " » * И 8 ( 21 ) , 
(22) следует требуемое. к 
Так как сплайн тождественно равен 1 (как сплайн, 
интерполирующий.единичный вектор), то и при'с­;ц,+ 1 пред­
ставление будет верно. Чтобы в етом убедиться, достаточна 
формально подставить t «h­f l в доказываемое соотношение. 
Следствие 2. 
­ 5 5 Й Й ^ ^ + 5 Т , и 1 ^ м ( 2 5 ) 
Доказательство. В применении к S k,Vr£J* . лемма 1 
означает, что 
(26) 
1 % д а т ^ ^ ^ м ^ у , с е з , < г?) 
I 
Найдем $кф да­ШЧ^Л;,!. в силу (8) ^ « а ^ ^ и Ч ^ 
+ Ск­1(1­Ф1­|)',1 < < « и ^ ; ( т а к мы получим (24), в что^н 
доказать (25), следует 8[ ИЗ разложить по степеням К 
Из интерполяционного условия ( А ъ ^ * ! следует 
В дальнейшем для Зи 1=1, а+1 , наряду с представлением 
(23) ­ (26) мы будем пользоваться и таким, которое полу­
Ясно, что й»ч" МЦ­А Ь\._4=Ц.(­Ь^ ­ Дифференцируя (27 ) , по­
лучаем 
Тогда 
8с ч.гЧг" ­эНч^ТГ * (30) 
Чтобы найти в , ^ . ^ , воспользуемся соотношением 
. . (31) 
полученным дифференцированием (28) . Выразив а­^О и 5 , ^ ^ 
из (30): ^ « ф ^ ^ ^ { 1 М Й ^ 
приходим к уравнению ^• 1 (Чч^ 4 ^1 ­1^ 1 и . 1 4 ­ ! )гм1ч^­г .5 1 ^^(54 . ' г^^. 
откуда М Ь Д О "Г ? . \ и * 1 ' 1 • ! • < 3 2 ) 
Тогда 
»./4.4,С »• + * И ­ 5 Ц­Ь ­ (33) 
Для завершения доказательства осталось (32) и (33) подста­
вить в (27 ) , (28) и ( 30 ) . 
Исследование сплайна $1 (сплайна ) отличается лишь 
тем, что для вывода соотношения (29) (соответственно (31)) 
мы не можем воспользоваться (27) ( ( 2 8 ) ) , но оно и в этом 
случае будет иметь место, ибо *о=0 , а ^,(*о)=0 (5>,д1^ь*1Н) 
в силу (10 ) . 
Замечание. С помощью (11) нетрудно установить, что" 
Ч * . ­ . в Уна 
чается из него заменой соответствующих множителей при по­
мощи (34) ­ (35 ) . 
Теорема 2. Сплайн S , интерполирующий вектор ин­
тегральных средних йь,...,*ии>еТ01+|", представим на от­
резке i t ļ . t ilļĻ-l,1« , в виде w ļ 
где 
­г, _ ­i ^n,­t-a-l'2i , 
Этот факт немедленно­ вытекает из следствия 2, если 
П.+1 
учесть, что S = SHR;S; (лемма 3 в [ 3 ] ) . 
и А г 
Замечание. Теорема 2 дает способ вычисления интерпо­
ляционного сплайна для произвольного вектора Ь , эффектив­
ный в том случае, когда нас интересует поведение S на от­
дельном интервале t i ^ t ; , } , l= l ,h,t l . Поскольку коэффициен­
ты Ац,Ъ;,,Су не зависят ни от й , ни от разбиения Д и, 
еледовател­ но, могут быть подсчитаны заранее, то вычисли­
тельные затраты (без учета этих предварительных вычислений) 
составляют 2м/ арифметических операций. 
Лемма 2. 
С целью ее доказательства введем в рассмотрение па­
раболические В ­сплайны (по поводу В ­сплайнов см., на­
пример, [ 4 ] , с. 18) : 
к. 0 при всех остальных t , 
1= 0,п,+?| 
(здесь Ъ­^)'Ь_4,'Ь1с+1,>^1\,+ъ ~ Дополнительные узлы:^= О.­»дК, 
^б1­?г,­А, + ) • Хорошо известно, что эти сплайны обра­
зуют базис пространства параболических сплайнов 
дефекта 1 (последние могут быть охарактеризованы при по­
мощи (8) ­ ( 9 ) ) . А так как 3 (ТА )С$г » ( ^к ) , то каждый 
сплайн § е З ( Т , А ) линейно выражается через Ъ ­сплайны. Од­
нако В 0 ) В 1 ,Ъ к . + А ,В Л , + г ,ф5 ( !Г ) Й, ибо они не удовлетворяют 
условию (10 ) . Поэтому оказывается удобным перейти к не­
сколько "подправленным" Ь­сплайнам ­ назовем их Ъ ­сплай­
нами : 
в>^Во+в^, ъ ^ ^ и г я в ^ Л с в ^ в ^ о?) 
(множитель ?ъ введен с целью исключить зависимость В ­сплай­
нов от К; ) . Элементарно проверяется, что для 3 А и Вци 
условие (10) выполняется, а значит, В ь б 8 (Т ,А)> ь=1,ач1 . 
Более того, Ь ­сплайны образуют базис пространства ЗСГ,А) '• 
их линейная независимость вытекает ив линейной независи­
мости В ­сплайнов, а количество совпадает с АилоЧТ^А) 
Этот базис обладает также тем достоинством Ь ­сплайнов, 
которое обеспечило им их исключительную роль в решении вы­
числительных задач сплайн­интерполяции ­ Ъ ­сплайны имеют 
носители минимальной длины. ^ 
Коэффициенты ^ , | = 1,1и1, в разложении § * . Й ^ В ^ , 
сплайна б , интерполирующего вектор *, = С%»,%в)...,Ьц+0 ин­
тегральных средних, можно найти из системы уравнений 
Щ с>: (АВ.­): " 5 Ь , . Матрицу этой системы 
м» А К, ( 3 6 ) 
п 6 О 0 0 0 ... 1 Н 1. о 
\ о о о о ... О 1 Ц 1 
\0 0 0 0 ... 0 0 1 5/ 
находил., учитывая, что 
(*£» ЬЙЙ^ЙМШ^ 
(33) 
Доказательство леммы 2 теперь сводится к проверке 
равенствВ А»£ 5^+^58,.Ъ'^­г З ^ ^ ^ ^ ^ Д ^ ^ ^ ^ Ц ? ^ . 
Согласно (38) сплайн З ь , 1»Е7*ь > интерполирует вектор 
+ 3^1 + £ • А поскольку для каждого вектора ин­
тегральных средних интерполяционный сплайн определяется од­
нозначно, то В;, совпадает с ^ 5^+­|­8^+1 , интер­
полирующим тот же вектор. По этой же причине совпадают 
сплайны Ъ А и и ^ « . + 1 , интерполяционные 
для векторов ^6д + ^  и £ й п . + ^ е п , + 1 соответственно. 
Замечание. Лемму 2 можно доказать и не прибегая к 
Ь ­сплайнам (вывести ив следствия 2 ) . Но приведенное до­
казательство очень просто и наглядно. К тому же сказанное о 
В ­сплайнах представляет и самостоятельный интерес как 
с точки зрения практического решения задачи интерполяции, 
так и в применении к сглаживающим сплайнам (см. лемму 6 ) . 
"Следствие 3. 
¿=1 в 
,Т<«1­11^ а 1,л. (40) 
/5 1 О 0 . . . 0 0 0 0 
1 Ц 1 0 . . . 0 0 0 0 
0 1 Ц 1 •• ­о о о о 
Д о к а з а т е л ь с т в . П у с т ь t >"Ь к , 1=£|л+Т. Так как по 
с л е д с т в и ю 2 при 1,1.­1 ^ п , £дЩ = ­ ^ п . Ъ : н ( £ ) , т о лемма 2 
в л е ч е т | Ц ( З Д ? £ Ц ^ и ^ ^ Ш ^ ^ « З ^ У , 
] = г^л . потому М Ш И | ^ г С ) ^ ^ 1 % # ^ ^ 
^ Ш ­ М э ^ М , ч т о и д о к а з ы в а е т (39) . (40) до­
к а з ы в а е т с я а н а л о г и ч н о . 
Лемма 3. Функции А ^ . Ъ ^ * , ^ , \,=1,*»Т, участвующие в 
( 3 ) , выражаются ч е р е з 1 ,^ ^ 0, а •А. , следующим о б р а з о м : 
А Г а > С к ^ г г ^ 1 (41) 
ь г ^ а " С 1 ^ ­ . ( 4 2 ) 
СКиТ*'^) ' ' * € [ Ч _ 4 , ­ и 1 , (43) 
где 
о 
+ &г^А а 9(т:­г»(­1')'),сСб10>Ц>г),:1е1олШ 1 
зсч,+ г>1(.1­г,)АСС;Ч>Сг+г)^1 " ' ^ 
(здесь *С*(»)а з с г + Ь ) ^ * ^ + Ы + И ' ) - ноль функции 4(.;ч) ) . 
Доказательство. Рассмотрим А*£, 1«1,п.+1. Сразу заметим, 
что в точке ^«"Ь^.д+г'С­г^^^ (41) верно, так как по след­
ствию 1 ^ С**)=0,^= 1,1­1 . Пусть теперь ­Ьй^ .^Зчи* ! 
С"гласно тому же следствию 
Значит, Ь\яр. и следовательно, 
На основании следствий 1 и 2 получаем а . 
Ы 1­1 » ч т о дает н а м возможность продолжить преобразования 
отается учесть, что согласно (26) и (35) О1 
Доказательство (43) проводится сходным образом, а для 
доказательства (42) надо установить, что 
^ ^ ^ П С ^ ^ Т Г ' Ь ~ ( ^ Ч ч л « * « ) . Мы получим 
первое из этих равенств (второе доказывается аналогично). 
С этой целью установим, что З ' ч ф ^ ^ ^ ^ ъ ^ С ^ п Ч ^ О при 
<Се[0,П . Воспользовавшись равенством З ^ ^ ­ ^ . ^ и след­
ств­ем 1, получаем 
Тогда Й ^ У ^ ^ Д ^ ^ ^ . ' " > 
откуда •т^»пиА.1$(.'С 1\^(1)] . Поскольку Т ^ з , 
ТО *Кг,­*|*1.О>0 « * ( » ^5 ­ г ь ) <0 , а следовательно, 
5>(*1>>0 . Остается заметить, что ^(4>^СЪ»)>0 . 1 
Дяя завершения доказательства остается подставить в фор­
мулу, определяющую К ^ З ц ^ ' З ^ * • Ц ^ ^ ^ Ф ) » выражения 
для и §1(4) (см. следствия 1 и 2) и выполнить не­
сложные преобразования, которые мы опускаем. 
Доказательство теоремы 1. Введем в рассмотрение фун­
кции ц.(t)= ^ , ­Jtt)» 9 ( v i ) f c > J » Л ) ­
чДеЩВ). Отметим, что j<! (t)>o, Лч )<0 3 ­|t­4t ,4>0, Ц­СЦгУО. 
Тогда по лемме 3' & = 3 J , \ . ц ^ « 1 } П 
Оценим (U5) сверху 
Прежде, чем продолжить ^оценку, преобразуем полученное выра­
жение на основании следствия 2 с учетом (35) и следствия 3 
Итак, ^ « ( ^ ­ J t ^ ) ! ^ ­ ^ ­ ^ ­ ^ ) , Й и к ­ | 
Аналогично получаем оценку Ц> 3) снизу 
откуда j f > b ^ ­ o t w f ^ ^ a O f ( K ^ Ä U r f * ) , S*Un­l , 
По этой же схеме можно установить, что Щг(5*1* 
удовлетворяет системе неравенств, полученных для frj+m,­
Непосредственно ив определения следует, что fä* 8 ^ 0 . 
Осталось оценить и 6Г : т а к к а к ^Г* С 5 t ^ i » 1 * ^ ' 
то aß­56<jij>, ? " i ^ , Теперь поскольку 
то 
Доказательство завершено. 
Результату (3) - (5) в [3] предшествовало исследование 
ошибки сплайн-интерполяции с точки врек ш общей теории 
сплайнов в гильбертовых пространствах. По той же схеме мы 
рассмотрим сглаживающие сплайны. 
Пусть Х,У, 2 - вещественные гильбертовы пространства, 
SCT,A) ­ пространство сплайнов, определяемое линейными 
непрерывными операторами Т:Х —-Y , А : Х — » Z такими, 
что $ , ( T ) = Y , Sl(A)=Z . Напомним, что сглаживающим 
сплайном пространства SCT,AI , соответствующим числу Ф>0 
и элементу й € 2 называется сплайн SeSCT.A) , доставта­
ющий минимум функционалу Р : Fu = HTul*+ о IA ТЬИ*" , 
UfeX (см., например, Ш , с. 220). Потребуем, чтобы 
W(T>tf(A) было замкнуто и Х(Т)ПК(п>Ю5 . Тогда 
для каждого элемента E,€Z и числа 9>0 существует един­
ственный сглаживающий сплайн (там же, с. 222). 
Зафиксируем параметр сглаживания О>0 и определим 
оператор сглаживания Sy ^ Х —* S(T,A) , переводящий 
элемент 1бХ в сглаживающий сплайн, соответствующий 
A t t ^ Z , и оператор ошибки сглаживания U j ^ l ­ S ? , где 
I ­ единичный оператор в X . 
Предложение 1. Пусть р ­ проектор пространства X 
на Ш , Т » T | Ä ( K F V A 9 ^ A * V T * A , V A , W r 
Тогда & ? = й ? Т , где ^ ­C I ­X j М Т " l 
Доказательство аналогичного предложения в случае 
сплайн­интерполяции (предложение 1 в [31) опиралось на 
тот факт, что N(t l )= SOT,А) . Для вадачи сглаживания 
равенство JfCU.9) = S CT,А) в общем случае не выполняет­
ся, т .е . построенный для сплайна из SCTjA") сглаживающий 
сплайн может не совпадать с исходным (по лемме 6 Sc^v'Bi » 
Ul^wl , но BiT-St, i'T^M. ­ ср. (23) ­ (26) с (36) ­ ( 37 ) ) . 
Но для элементов ядра K(Y) такое совпадение можно гаран­
тировать: каждый xti fCT) является сплайном и он доставля­
ет минимум функционалу F , ибо Fx =0 . Итак, ÄdVXCUo'), 
а следовательно, 3UP)cSC(u.y) • Тогда 
Щ = & у С1­Р)= ЩТ'1 Т ( I ­P>U 9 f 1 т-а­з^т 4 *! . 
Известно, что сглаживающий для ве 2 . сплайн удовлет­
воряет условию ^A^VTs+As^a ( [ 11 , с . 221). 
Отсюда SyeÄ'yA (оператор обратим в с иду сущест­
вования и единственности сглаживающего сплайна два жадного 
элемента пространства 2 ) . Доказательство завершено. 
Замечание. Постановка задачи сглаживания допускает 
то же обобщение, что и в случае интерполяции (см. 131). 
Лемма 4. Если Е­Ц" 1 , то сплайны в ! ) 8 * » — ) ^ » 
где в\ ­ сглаживающий сплайн, соответствующий вектору 
в 1 ( е 1 , ь 1 1 ­ ­ ) е т . ­ стандартный бавис в Ц т ) , 1»Г^т, , 
образуют базис пространства 3(Т,А) . При этом сплайн 
А"рЗ' ,£] в, в? сглаживает вектор й*(Л1 ) 'й 1 1,... )гл)ь1Р. . 
Доказательство элементарно .1 поэтому опускается. 
Теперь вывод интегрального представления погрешнос­
ти сглаживания сплайнами пространства 8(Т,А) в случае, 
когда Т ­ оператор дифференцирования, почти дословно 
повторяет доказательство аналогичного результата для 8а­
дачи интерполяции (теорема 1 в 131). Ограничимся формули­
ровкой результата. 
Теорема 3. Пусть Х=Н Ч , са>] (^И\У­­Н 0 1а ) Ы,г=1Г 1 Тт­»^ 
ля х с Х , а оператор А =Х—*2 удовлетворяет всем ра­
нее высказвчным условиям, и линейно продолжен на Н га,Ы 
при некотором чеЦ.г,...,^1 . Если 
где ( \ цХЙ» ^  [ ^ Н ц М АС, г в1а,Ы, 
то ' * 
(здесь ^ 1 а,х) «и^) 1" 18и­ 'й ) Ъ'ит .Ы 'У 
Оценка (3) ­ (5) остается верна и ее доказательство • 
(см. предложение 5 и следствие 5.1 в [33) полностью со­
храняется, если вместо оператора И, рассмотреть , а 
сплайны Б1, э » , . . . , ^ канонического базиса заменить на 
8? 8^,..., з^ в, соответственно. Обозначим так полученные 
формулы через (3^) ­ ( 5 у ) , не переписывая их повторно. 
Как известно, параболический сплайн, сглаживающий 
вектор локальных средних й«(*1,В»,...,г Л 4,^Т, м­ это функция 
вида (6) с коэффициентами "Ц, ь«0,ъ+1 , удовлетворяющими 
(7) и условиям сглаживания 
^ + ­ И в « > < 1 х " * 1 , ( 4 4 ) 
( И З , с. 231). Так как Ч и= вЧ^­з 'аОЛЧ*** , ч В си­
лу равенства Б ' С О ¿ 1 Л:, I » 1,л+1 , устанавливаемого 
дифференцированием^ ( 6 ) ) , то (44) можно записать в виде 
* ' ( * ^ ­ ^ • { ЫШ­­* ; , 1=йй . (45) 
У Ч * 
Поскольку (б) ­ (7) эквивалентно (8) ­ (10) , то сплайн, 
сглаживающий вектор ^ , однозначно определяется при помощи 
/8) ­ (10) и (45 ) . 
В случае 9^­£ оценка ошибки сглаживания функций 
класса нЧа,Ы (теорема 5) проводится по той же схеме, 
что и в случае интерполяции (теорема 1 ) . Роль последова­
тельности (гО^о и функции <£ здесь играют ( Ч ^ о : ^ °^ , 
V * аи^^ян?., д л я 1 * 1 ' г д е ^ " " ь^Г" 
,­ЗШ10­,.­1, г!., <­Ча Щ ­ ' 1 > 0 , - и функция 
^ № } Ч ) ­ ! + « + , К ( 1 + ^ 1 ) Д 4*10,11 . Доказательства сфор­
мулированных далее лемм 5 ­ 7 , теорем 4 ­ 5 и следствий 
4 ­ 6 отличаются от соответствующих доказательств лемм 
1 ­ 3 , теорем 1 ­ 2 и следствий 1 ­ 3 лишь тем, что вмасто 
интерполяционных условий используются условия сглаживания 
(45 ) , а вместо экстремального свойства интерполяционного 
сплайна ­ определение сглаживающего. Поэтому за исключени­
ем доказательства леммы 5, которое приводится в качестве 
иллюстрации, они опущены. 
Лемма 5. Сплайн Б , сглаживающий вектор 
В*Ю|—,°>31н»—, И*"' , представим на отрезке И ^ ^ ] , 
а 4=1 * а . •',.­1 ^ , * * * 
откуда в силу определения функции х 
а * ^ V . * **4 *Ь 
Равенство 5 8'(£)\Л»0 доказывает импликацию а 
8(11)»0 • * ы.с)=0)1€1а>^1 , а тем самым и (46) при выска­
занном предположении. 
Далее считаем 3 ( 4 ^ 0 . Допуотим, что з1^т0 при не­
котором ^е11,й,...,«Л . В силу (8) представим 
+ь^ Й­1+Уг,Чг1р* <;€гк^,^1 . Воспользовавшись условием сгла­
ж и в а н и я ­ ^ у ^ + ^ ­ ^ Л ­ О , п о л у ч и м ­ ^ а ^ И с / * ° , 
откуда С^^Чол­^Ь^) Так как 0|с$0^, и ^ « е Ч ^ , то 
1 4 1 8 а р 1 ^ " . Иа (46) находи? 
в Ч ^ л ­ ^ г ^ а ^ - г ю Б с ^ ) . (50) 
Легко видеть, что sttj.il И ¿\tj­i) не могут одновременно 
|=Ц" , в виде 
з ^ ^ ^ п и ^ а ^ ^ й с ^ ^ ^ ; - ^ . (46) 
Если 8»(Й1,...)Зм,0,...,б)бТ\*'*1 , то имеет место представ­
ление 
^ Щ | Ш § Й ^ ^ ^ (47) 
д*цп.+1. 
Доказательство. Установим (46) ((47) доказывается 
аналогично). Предположим, что зСЭД­О , и рассмотрим вспо­
могательную функцию х^бфвЛЧО, Ъ€1й,Ь] . Так как 
Х е Н 1о,Ы , то по определению сглаживающего сплайна 
ь V, \> & 
Теорема 4. Сплайн в , сглаживающий вектор локальных 
средних 2=18 ! ,^ , . . . , ^ на отреэке [кы,Ь ь], *1«1,п.+ 1 , пред­
ставим в виде 
где ^ 1­й., 
равняться нулю, а значит Э ^ . ^ О .< Импликация 
5 4 ° йС^ : ^ О , ^Ц, , в предположении з ^ 4 0 гарантирует 
Б&р+О, '^ ТД . Из (49) ­ (50) получаем рекурентное со­
отношение ¿ ^ ­ 2 , а(1+ТчУС^4 " ' ! .которое взид, ^ 
равенства ¿¡,=0 доказывает, что о,^ ^ , д=о|Г . Остается 
заметить, что в силу (49) 8*$У$в^^(^+1(г,*%г,(1+'$У= 
­ %»Н<$* «мо -ш^^о^шй­.. . » »^>^Жви*йЙ1 
р 1,«.. 
Следствие 4. 
•ч + ч + к <.« к­1 . _ — . . 4— 
1 ¿«1+1,11+1, 1=1,4+1. 
Следствие 5. 
Лемма б. 
Следствие б. 
М 1 9 
Л е м м а дикции А Г , " В Г , С", участвующие в ( 3 ? ) , 
выражаются чероа %. , •,. о, а\ I, следующим образом 
г д в г ^ - ч - . ^ З с ^ у - ю £ 
Б > " 1 ^ тага * \ — Д Т Г Г * " ' ? ь 
(здесь ^ ^ - ^ ^ - ( ч + ^ г а ^ З - ноль функции ) . 
а в случае Hj)'b 
^ J . ' V ­ ^ b * ^ . ^ 1 w h ^ w i m , (кади, m h w m h u m ) ­ ц » 
Рассмотрим теперь случай ц,п=6. 
Демма 8. 5 ^ ­ 2 * , 
Доказательство. Так как задача сглаживания любого и 
вектора интегральных средних имеет единственное решение,. 
то достаточно убедиться, что при сглаживает 6^, 
т . е . ^ д н , 
( 6^ ­ символ Кронекера). Последнее равенство действитель­" ­. 
но имеет место в силу (39) и того факта, что 
О , при всех остальных I и 
Теорема 5. для ошибки сглаживания функции 
а, 6 M H L E a > b l п р и " 0 М ° Ч И параболических сплайнов 
для локальных средних имеет место оценка 
где в случае ho* 6 
Доказательство. Принимая во внимание (Зб)­(37) и лемму 
8, получаем $­*(*4­0, | с 1 1 , 1 , Ц ­ 1 . Ц 1*11, 
в й м ) , ¡ »1 ­1*1, 
­ 1 . \* и*. 
Тогда по (5^) с учетом той же леммы находим 
Теорема б. В каждой точке 4*Й££У*£0, 1­1|мТ, имеют 
меото оценки 
где 
Г1­ «с* с I­ ­ с 1­*с Д 1­1, 
( здесь следует считать ЪдСй'Ё^фвО ) . Теперь для дока­
зательства равенств А*(б+ Ъ[($+ С*(•.)^[ ( А ^ ­ ) , ре. 1^,­3. 
осталось подставить в полученные соотношения выражения для 
Е ­ сплайнов и выполнить несложные преобразования. 
Следствие 7. 
Доказательство заключается в исследовании на максимум 
функций 5 > ~ , Р*. 
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КРИТЕРИЙ ФЕЛЛЕРОВОСТИ ОПЕРАТОРОВ МАРКОВСКОГО ПРОЦЕССА 
К.И.Беляков 
РПИ 
Пусть X ­ метрическое пространство, Sb ­ борелев­
ская 6*­ алгебра его подмножеств. 
ЗСХ,5Ь ) с, CCXV банаховы пространства вещественных 
ограниченных функций на X с равномерной нормой, соответ­
ственно &­измеримых и непрерывных. 
Ьа(Х,5Ъ) , СО­СХ,&) ­ банаховы пространства вещес­
твенных ограниченных мер на ОС,&) с нормой, равной пол­
ной вариации, соответственно конечно аддитивных и счетно­
аддитивных. 
1*Ьа< (X, &) , гсаСХ, 5V) ­ банаховы пространства ­
подпространства регулярных мер соответственно в Ьа1Х,ЯЙ 
ч с а ( Х , й ) . 
Однородные марковские процессы с дискретным временем 
(МП) на фазовом пространстве ( X j A ) задаются переходной 
функцией (вероятностью) р (х ,Е) I удовлетворяющей обычным 
условиям. Переходная функция МП определяет пару операторов: 
А : с а ( Х Й ) — са(Х,Жй, A j i lK ) ­ i p(* .B) j i (d^. 
Оператор А может быть продолжен с сохранением его 
аналитического вида на пространство конечно аддитивных мер 
[ 1 ] . Для него сохраним то же обозначение 
A:btt(X,Sj)— btttX.ft), Ajl ( lu-£p(^ft j l (dA). 
Напомним, что феллеровоким называется МП, для которо­
г о Т : С(Х)—»cixy 
Для сильно феллеровского МП 
т­.всх.в)—иху 
Эквивалентное определение сильно феллеровзкого МП: 
V E e & р(­,Е)бС(ХУ 
Для произвольной меры ы,­ь обозначим 
Вывод формулируемого ниже критерия феллеровости осно­
вывается на следующих леммах, могущих представлять само­
стоятельный интерес. 
Лемма 1. На метрическом компакте X задан МП. Пусть 
Jtt.J1», " инвариантные конечно аддитивные меры ( J 4 т ^ ц » 
« М , ^ > 0 ; l j » b l = l ) такие, что H^fa, Еа е &, 
выполняется EiflĒ^ ļ ф. 
Т 0 Г Д Й А ­ П Ф-
Доказательство. Предположим, что А * 0 4 Тогда для 
любого х е Х существуют Е ц ^ 6 ^ » Е^­^ «­^ь и открытая 
окрестность Оу^ точки X такие, что 
Множества 0 t x ) образуют открыло покрытие X . Поскольку 
X ­ компакт, мы можем выбрать конечную систему множеств 
O^'Ofjt^ i '••'.•••.к , которые покроют все X . При этом 
каждому х б Istļ, . . . . х^З соответствуют свои EiL^¿1*1 , 
Ej^e^j, такие, что 
( i i L n f t A ) " 0 i ­ t f , i ­ i , . . . . k . 
Тогда стандартным методом проверяется, что 
ф * .и и в а mS n o j Э t п Ё и ш . и A I . 
Учитывая, что [ j j 0*Ļ] *Х , имеем 
С другой стороны очевидно, что для любых конечных наборов 
. n E i t l A и .ПЕ^е^ , . 
ьН j - i * * " 5 — " и — 
Следовательно, по ус.юзию ( ПK^MUR iļi) rf-
Лемма доказана. 
Лемма 2. Пусть в условиях Леммы 1 и J*­^  сингу­
лярны. Тогда существуют В 4 € ^ А и такие, что 
pCEi ) и p(­. Ej,) разрывны в каждой точке множества А , 
определенного в Лемме 1. 
Доказательство. По построению множества А любая 
точка х0 « А принадлежит замыканию любых Е4*ф4, Е^*^. 
Для любых сингулярных конечно аддитивных мер и 
можно выбрать Е 4 с£г± и Е^^Уц такие, что Е^ПЕ^3^. 
Пусть р(­ ,Е 4 ) непрерывна в точке Х 0 . Это означает, 
что для любого ь > 0 существует 2Цх„ ) ­ окрестность 
Х 0 такая, что для любого хейЬСж0) 
|р(х,Е 4 ) ­р (Хо ,Е.М<Ь. 
С другой стороны, так как ^ц. инвариантна, то 
О ­ ^ С Х ч Е ^ ­ А ^ ч а ч В 4 )П р С х Д ч Е ^ С а л У 
Л р С х Д ч Е ^ а х ) * Е ' 1 € ^ 1 . 
Отсюда видно, что существует хотя бы один х из Е5 иИСх^) 
такой, что р(*Д\Е 4 1<Ь. 
В самом деле, пусть зто не так. То еоть для любого х 
из Е^пиСх,,) р(х,Х\Е 4 )>«­
тогда из того, что 
следует, что ^ ( В ^ П У ­ щ ^ " ! ) • Значит существует Е ^ . у 4 
такое, что В 4 • Е 4 \ , то есть Х 0 4 Е" . ч т о П Р ° ­
­иворечит выбору х 0 • 
Итак, существует хеЕ^ПУ­ц^ такой, что 
р(х,Б1>>1­е.. 
Тогда 
р(Хв. В 4 )>1­Аь, 
и так как Ь произвольно, имеем р ( х 0 , Е 4 ) « 1 . 
Аналогично можно показать, что рСхв, Е л ) = 1 . Это 
противоречит тому, что Е 4 ПЕг, ху$ . Лемма доказана. 
Очевидно, что такой 1П не будет сильно феллеровским. 
Если инвариантные меры и ^ счетно аддитивны, то 
они имеют носители. В этом частном случае утверждение Лем­
мы 2 приобретает более простой вид. 
Следствие. На компакте X задан МП. Пусть существуют 
инвариантные сингулярные счетно аддитивные меры ^ , ^ 
(^ц»0 , «J4.II " 0 й носители этих мер К4 и Е}, соответ­
ственно таковы, что БА ПЁЬ + ^. 
Тогда р(­, Е1) и р(­,Кл) раврнвнн в каждой точке мно­
жества Е­! ПЁ», • 
Предположим, что в условиях Леммы 2 выполняется: 
А | Ь а С Х 5 Л ) — гЬцЛХ .й ) . 
Поскольку X ­ компакт, то гЬа ( Х , 8 ) ) " ка (Х ,& ) , тог­
да £1 и счетно аддитивны и автоматически выполняются 
условия следствия. В 12] была анонсирована 
» Теорема 1. МП, заданный на метрическом пространстве, 
является сильно феллеровским тогда и только тогда, когда 
он феллеровский и А : ЬаОС.Й)­»1*Ьа(Х,*>) . 
После всего вышесказанного нетрудно заметить, что 
верна 
Теорема 2. Пусть на компакте X задан МП такой, что 
А­­ЬаОС,8й—рЬаСХ.Й), 
и при этом существуют сингулярные инвариантные м е р ы ^ * , ^ 
такие, что для носителей этих ^ер Е1 и соответствен­
но выполняется Ё 1ПЁ Ь + ^­
» Тогда данный МП не является феллеровонмм. 
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О НЕКОТОРЫХ СВОЙСТВАХ ИДЕАЛОВ КОЛЕЦ НЕПРЕРЫВНЫХ ФУНКЦИЙ 
Е.М.Вечтомов 
Кировокий государственный педагогический институт 
им. В.И.Ленина 
Введение 
В работе исследуются свойства идеалов типа разложи­
мости в кольцах непрерывных функций. Предварительные ре­
зультаты, касающиеся разложимости и связи топологических 
пространств и первичных спектров соответствующих колец 
функций изложены в §1. §2 содержит основные результаты 
статьи ­ теоремы 1­3. Их следствия и пример УР­идеала, 
не являющегося АУР­идеалом, приведены в заключительном 
$3. Большинство результатов работы анонсировано в Ш . 
Дадим необходимые определения и обозначения. Кольца 
предполагаются ассоциативными. Под идеалом понимается 
двусторонний идеал. Пусть К ­ отделимое топологическое 
кольцо, X ­ произвольное топологическое пространство. 
Рассматривается кольцо О С ( Х , К ) всех К ­значных 
непрерывных функций на пространстве X с поточечно оп­
ределенными операциями. Нуль­множеством и конуль­мно­
жеством множества А е С назовем множества 
ДА=1хеХ |^(х )=0 для всех у б А З и со..п=Х\ДА 
соответственно. В частности, если £ б С , то ЧЗД^ЫтЗ 
и СОУ^ гХ ­ 7Лф ­ это нуль­множество и конуль­множество 
функции у . Если Д & X , то определим идеал 
М л ­ 1 * « С ) й й в С . В частности, 
М х = 1^*С^Сх) =0^ для Х € Х . Идеал А кольца С на­
зывается В­идеалом, если с ,£(о)') и у 6 А влекут 
^ б А для любых ^ ,^бС . Идеал Р кольца называется 
перввчным, если 314"Р влечет 3£"Р или для 
любых идеалов 3 и I этого кольца. Пространство 9 * 9 ( 0 
воех первичных а ­идеалов кольца С с топологией Стоу­
на­Зарисского называется первичным спектром кольца С 
Открытыми (замкнутыми) множествами в Ф являются в точ­
ности множества Р « ) * 1 Т > е 9 | 3 ^Т>1 1 й Н ) « 1 р е 9 | 1 е Т Й 
для произвольных идеалов 3 в С . Замыкание ^ мно­
жества ^ определяется как '1"Р* 9|"Р 2 П 
где • Главные замкнутые (открытые) множества 
образуют замкнутую (открытую)базу пространства 9 . От­
делимое пространство X называется ^.­регулярным, если 
для любых его замкнутого множества А и точки X ^Д 
существует такая функция у б С , что а 6 2 ( { 0 и 
$Ы)ф0 , т . е . нуль­множества функций из С образуют 
замкнутую базу в X . Правый идеал кольца называется 
разложимым, если он является прямой суммой двух ненулевых 
правых идеалов этого кольца. Правый идеал А кольца С 
называется универсально разложимым (УР­идеалом), если для 
любого открытого разбиения {А^.Д^] конуль­множества 
СОвА имеет место разложение А • (АйМ^ФСКПИд^ • На­
конец, правый идеал А кольца назовем алгебраически уни­
версально разложимым (АУР­идеалом), если для любых эле­
ментов и д этого кольца А и у§ "0 влекут 
§1. Общие замечания о кольцах непрерывных функций 
Для каждого Х € Х положим чЧх)ж И » . Мы хотим, 
чтобы ^ отображало пространство X в первичный спектр 
53 . Это значит, что *,­идеалы , Х € Х . должны 
быть первичными. Следовательно, первичным должно быть и 
кольцо К , поскольку Мх служит ядром гомоморфизма 
1Г: С — » К , = $(*•) для у € С , индуцирующего 
изоморфизм колец С/М*. и К 12, лемма 1.1.7]. Это же 
означает, что для первичного кольца К все идеалы И х 
первичны. Напомним, что кольцо называется первичным (по­
лупервичным) , если его нулевой идеал 0 является первич­
ным (пересечением первичных идеалов этого кольиа). Коль­
цо С полупервично, ибо П Н х ' О . Отметим, что для 
ж « Х 
известных топологических тел К. максимальные идеалы ко­
лец С являются первичными е­идеалами, т . е . элемен­
тами 9 . 
Рассмотрим отображение ^: X — » 5 * . Легко видеть, 
что ^ непрерывно и чЧХ) плотно в 5> . Действительно, 
для любой у е С/ , в силу 
имеем: ^ [ « ( ^ П ^ Э Д ! > 2 ( 4 ) я * } ( Х ) « К ( ) ) равносиль­
но у »0 , т . е . й (} ) "Ф . Ясно также, что ^ ­ гомео­
морфизм в ? тогда и только тогда, когда X является 
К­регулярным пространством. 
Лемма 1. Ш х \ X» г . ф ] для любой убС 
Доказательство. В самом деле, 
I М х | * € 2 ф 1 ­ № « « • , ! > а в Г ^ * М Т в в » 1 ? а П ^ } ­
­1­р«Ф) ;г€р1­г ( ,у ибо * « М г ( Г 
С каждым пространством X свяжем отделимое простран­
ство XX с тем же кольцом непрерывных функций, что и 
У X • Для точек х ,^еХ положим Х " ^ , если они не 
разделяются С , т . е . у ( х ) « у(ц} для любой у^С 
Тогда ~ ­ эквивалентность на X , * : Х — * Х/~ 
на оническое отображение и < Х = Х/~ ­ соответстзующее 
фактор­множество. Функции ив С фактически определены и 
на'СХ и разделяют его точки. На "СХ определяется слабей­
шая топология, относительно которой все функции из С не­
прерывны на XX • Как и в 13, п. 3 .9 ] , Я! непрерывно и 
индуцирует ивомор{1иэм колец С(ХХ,К] и С . Отождес­
твим *сХ»чЧХ] как множества. Тогда для любой 
у * Н « Х , К ) 1 Н в \ х « 2 ф ) ­ 2 Ц ) и 2 ( 0 ­ 1 ( 0 по 
лемме 1, ибо х * М » Для х * Х 
Лемма 2. Для К эквивалентны следующие условия: 
1) *Х к­регулярно для любого пространства X ; 
2) %Х ­ подпространство в 9 для любого простран­
ства X ; 
3) пространство К к­регулярно. 
Доказательство. Эквивалентность 1) и 2) доказана 
выше. 
1 ) — » 3 ) . Тождественное отображение *С­­К—«"СК. не­
прерывно. Поскольку на К и на * К непрерывны одни и те 
же К.­значные функции, то «*С(ХК,К') . Следовательно, 
К=*К как пространства и, стало быть, К К ­регу­
лтрно вместе с *К 
3) — • 1 ) . Пусть В ­ замкнутое множество в <Х и 
Х « * Х \ В . Существуют конечное число замкнутых мно­
жеств В 4 , Э г ъ в­К и конечное число функций 
$•»>••> е С1тХ,Ю , таких, что 
В £ и * 1 1 ( В О 
В силу ^­регулярности К для каждого \,»1,....1г найдет­
ся функция о^еСЛК.Ю , такая, что В;, «­ £(§­Лфу1(*У 
Положим Ь,; «*^ 0 Н Д Л Я **•••••» ^ • Тогда В е .^Х.СК.ЛФх. 
Пусть. (К,;,) ­ наимоны:и.! идеал кольца С(/сХ,К, , содер­
жащий К.^  . Поскольку ^ , } » <Нх для 1"1,...,п» , то в силу 
первичности идеала М», , CK.iV...4h.r0 Ф Мх • Возьмем про­
а извольную $бОчУ ...'С.К».)\Мх • Для зтой функции имеем 
В 5 2 ф и уСх)40 . Лемма доказана. 
Лемма 3. Пуоть К ­ кольцо без долитолой нуля и не­
нулевые множества А,*3,1 ­ С таковы, что А 1 3 + 1 , 
0 < И Щ и 31­0 . Тогда М ­ М Ш , А Ш 1 ­ Х 
3 = А П М й 1 и 1 ­ А и Н ь ь , где М А ­ ^ А А и 
А^ 'ДТЧА образуют открытое разбиение юеА 
Доказательство проведено в [ 4 , лемма 11]. 
Лемма 4. Если топологическое тело К .юсвязно или 
^­регулярно и А * 3 © 1 для ненулевых правых идеалов 
А,"3,1 кольца С , то 31 » 0 и, следовательно, выпол­
нчотся заключение леммы 3. 
Доказательство. Предположим от противного, что 
СуО^ф+О для некоторых у е 3. , 3 * 1 к х * Х . В силу 
отделимости пространства К существует такое замкнутое 
множество 3 в X , что х 4 В и 2.(}д|,*»Ъв , где В° 
обозначает внутренность множества Ъ . Уели К несвязно, 
то В можно считать открыто­замкнутым. Если же К К ­ р е ­
гулйрно, то по ломмо 2 пространство * Х ^­регулярно и 
его берем в качестве X . В каждом из двух случаев най­
дется такая функция К е С , что Цх) + 0 "и Z (уд) Ь ZtW)*. 
Следовательно, 2(у ) sZCkV и 2(оЛ S 2(.К)° . Откуда, 
как и упр. ГД.1 13], получаем К.е уС f\qC, £ ЗП1. 
Противоречие с ЗП1*0 , так как 3 © 1 
$2. Разложимые идеалы и УР­идеалы 
Если A s C , то определим идеал А = П"Р= (ШЗ ) . 
Теорема 1рПусть К ­ отделимое топологическое пер­
вичное кольцо и ненулевые идеалы ^ н 1 кольца С та­
ковы, что 3 1 г 0 . Тогда идеал 3+1 разложим и 
= 5 © Т. 
Доказательство. Поскольку кольца С ' и СЛтХ,К) 
изоморфны и в оилу отождествления т:Х = ч|1Х) , считаем: 
Х » х Х £ Ф . Так как Й (3+1> 2 ( 3 ) П Ш ) , то 5 + 1 £3+1. 
В полупервичном С ( 1)9 = 0 ) 31=0 равносильно 
8 { 3 ) 1 Ш 1 ) = $ .Далое 
8 ( 5 ) = Г Р е 9 | ? э ПШ\ = 2(3)= 2 (4) 
9, аналогично^ ^Й (^ ) =?Д1 ) « . Откуда, в силу полупервич­
кости С и З П 1 ­ 0 , т . е . 5 © 1 . Пусть 
теперь у б З ' м . Тогда 9С} )£ 9(3+1) = 9(3)1) 9 U ) , при­
чем, ?ЧЗ) и 9 (1) не пересекаются. Множества 9(3)0Х 
и 9(Г)ПХ индуцируют открытое разбиение со*у в X 
Рпределим Ji€ С , положив 
A I j на С0*уП9(1), 
I 0 вне COS J 0 9(3 ) . 
Пусть J =y ­y i . Тогда со*ух s9 ( .3) , с о г у ь е 9 а ) и 
j iCj^­O . Покажем, что у 4 € 3 . Для этого йозьмем про­
извольный р е 9 , содержащий 3 , и докажем, что $ t « P . 
По лемме 1.1.7 [ 2 ] & €"р или у», « Р . Если у * Р , то 
и ft**? . Поэтому допустим, что j» ф"Р . Тогда 
? е 9 0 } ) £ 9 ( 3 ) U 9 ( I ) , но Р4 9СЗ) . Следовательно, 
Р е Ф ф . На основании определения J 4 
^Заметим, что в теореме 1 в качестве 9 можно взять 
пространство всех первичных идеалов кольца С , а в ряде 
случаев ­ и максимальный спектр кольца С . Это касается 
и теоремы 3. 
/ 
Е(ГН18(у1>2 сВа?! и " Щ 1 У тогу,и2.(уО«Т9«9. 
Следовательно, 9(3 )йй ($ , ) и > , т . е . у ^ Р . Та­
ким образом, у! € 3 '-}\ Аналогично, у^ « 1 . Тем самым до­
казано включение 3 + 1 с З © 1 , чем и завершается до­
казательство теоремы 1. 
Пусть {Д^Д, , } ­ открытое разбиение ко нуль­множес­
тва СОВ А множества А =С . Для каждой функции 
у^Мдд положим 
^ , Г О на 
I у на 
и $ ( > Л = у ­ т 1 0 . Функция ^ непрерывна на замкнутых мно­
жествах Л1 )2Су') и 1\г,иЕ1у) , значит^ она непрерывна 
и на их объединении X . Функции • , $ таковы, что 
С Л ^ П Ш ^ ­ * и у ^ ­ О . 
Предложение 1. Правый идеал А кольца С разложим 
(является УР­идеалом) тогда и только тогда, когда для не­
которого (для любого) открытого»разбиения {ЬьДьЗ его 
конуль­множества имеем: у ( 0 б А для каждой функции у «А . 
Доказательство. Достаточность очевидна. Необходи­
мость. Пусть А­ЧААМд НС^ПМ*,) и у * А . Тогда 
? е $ Ч * $ ь , где г }1*А0М к , и 1ь 6 А (\г1ь ь . Поэтому 
У1,«0 на А 4\)ЬА и у\ = у на А*,ЧАА . Следова­
тельно, у с^=$ч€.А. 
Заметим, что в предложении 1 и теореме 2 можно счи­
тать К произвольным топологическим кольцом. 
Теорема 2. Если правый идеал А кольца Ь имеет вид 
А " А ­ г 1 ^ , то А ­ УР­идеал. 
Доказательство. Пусть да&> открытое разбиение 1&1,А^ 
конуль­множества СО* А правого идеала А вида А=А­М[^ 
кольца С . Ьоэьмем *• 6 А .По предложению 1 достаточ­на » ТУ но показать, что у 4А . По условию у « Е З & р ^ для 
некоторых у£,..., у ^ * А и 3»»• • • '9« . 6^АК * Р а с с м о т Р и м 
Тункцию К.» 53 5­1-3^  €.А . Если , то все 
И) 
0^(х)»0 . Откуда = . Если же * £ А » , , то все . 
3 *№ ) *дЛх ) . Поэтому К » у на в, ь . Итак, $ 1 0 = к ь А . 
Пусть теперь К содержит 140 , Разбиение hb) 
в пространстве X называется к­отделимым, еоли сущест­
вует такая функция §€С , что g ( A i ) ­W l и g U ^ H l l . 
Предложение 2. Если конуль­множество правого идеала 
А кольца С обладает K­отделимым открытым разбиением 
I Ä t ) А й 1 , то А разложим и А=САПМ й 1)©(АпН^У 
Доказательство. Выберем по условию такую функцию 
CjeC , что uj 4 Z ( j ) и gCA^' lU . Если j « A , то 
#0бАПМ д и j ­Q -gHAnrtb, , , откуда 
j - f g ^CL - j e C A n M ^ + l A O M ^ V 
Предложение 8. Пусть К ­ отделимое топологическое 
кольцо с единицей 1 4 0 и без делителей нуля и yfeC . 
Универсальная разложимость главного правого идеала уС 
кольца С эквивалентна тому, что любое открытое разбиение 
1 Al, AjI конуль­множества сой у К­отделимо. 
Доказательство. Достаточность вытекает из предложе­
ния 2. Обратно, пусть дано открытое разбиение I Ai, uj,) 
подпространства а» у , а правый идеал является 
УР­идеалом. По предложению 1 у 1 0 « , т .е . j ( ' = jCj 
для некоторой функции g e t . Поскольку К не имеет де­
лителей нуля, то 3*0 на &t и 3=1 на &}, , т . е . 
функция g к­отделяет А 4 и A 
Предложение 4. Пусть К ­ отделимое топологическое 
целостное кольцо ( т . е . коммутативное, без делителей нуля и 
O v i f O ) или топологическое тело, которое несвязно или 
к­регулярно. Разложимость главного правого идеала j­C 
кольца Ь равносильна к­отделимости некоторого откры­
того разбиения lAi,Aj,^ конуль­множества coty 
Доказательство. Если правый идеал кольца C=l(X,K) 
разложим, то в силу лемм 3 и 4 его конуль­множество несвяз­
но, т .е . обладает открытым двухэлементным разбиением. Оста­
ется воспользоваться доказательством предложения 3. 
Теорема 3. Пусть К ­ отделимое топологическое коль­
цо без делителей нуля и с I f 0 , X ­ произвольное то­
пологическое пространство. Тогда эквипалентны следующие 
утверждения: 
1) все правые (главные правые) идеалы кольца С явля­
ются АУР­идеалами; 
2) все правые (главные правые) идеалы в в суть 
УР­идеалы; 
3) к­отделимы непересекающиеся конуль­множества лю­
бых двух ненулевых функций из С ; 
4) ФфПЗЧа^ф влечет Щ П^Щ" ф для любых 
Доказательство. Поскольку По предложению 1 всякий 
АУР­идеал является УР­идеалом, то 1) —Щ 2 ) . 
2 ) — - 3 ) . Пусть ненулевые функции ftg^C таковы, 
что согу и сойд не пересекаются, т .е . ^§=0 . Тогда 
открытое разбиение lœ f t j , tosç j î конуль­множества главно­
го правого идеала (j' + Çjlt , являющегося по условию 
УР­идеалом, k­отделимо по предложению 3. 
3 ) — » 4 ) . Пусть ненулевые функции i , ^ 6 ^ таковы, 
что 9CJ) niPCcp не пересекаются. Это значит, что 
jge П9=0 , т .е . уд«0 . Но тогда CftïyftO»g=oS 
и по условию найдется такая К. «С , что kCtotJ l^oi и 
h.(coao')«Ц) , т . е . ук."0 и oW­tj . Откуда j tk »О 
и ûtd­Ц­О . Если? * 9(0 , т.в, у*7 , то по 
лемме 1.1.7 123 К, è T , T.e.TeäCWJ . Следователь­
но, P(0sB(k) . Аналогично, 9(0^й Вtl-К) . Мно­
жества ИСК.) и ВЦ-К--) замкнуты в Ф и не пересекаются. 
4 ) — * 1 ) . Пусть Л ­ произвольный правый идеал коль­
ца С и функции J, g € С таковы, что y * g « . h и •pj'O ^ 
Тогда 9(0П§Чд>= ф , как в выше. По условию 9(y)nP(g)=£. 
Возьмем такие идеалы "3 и I кольца С , чтобы 
<Ry) = R(3) и 9 ( $ ­ О Д . Поскольку 2 ( 3 *1> 
•fc(3)»S(T)­0 , то 3 + 1 ­ t * , т . е . h. + е - 1 для 
некоторых К.*3 и a e l . Далее, 9(§3>5Ч0119(3)=^. 
Откуда у 3-0 . Аналогично, g l - 0 . В частности, ук-0 
и g6-0 . Следовательно, j » y(k,+ ^)»je-<y*g)e«tA. 
Стмэтим, что имеется целый ряд других условий, экви­
валентных утверждениям теоремы 3 (см., например, [ 5 , тео­
рема 4 ] ) . 
$3. Примечания 
В следствиях 1­4 предполагается, что К ­ топологи­
ческое целостное кольцо,К ­ регулярное топологическое те­
ло или несвязное топологическое тело, а в следствиях Ь и 
7 К ­ проиввольное топологическое кольцо. 
Следствие 1. Кснуль­множество любого разложимого пра­
вого идеала кольца С несвязно. Значит, УР­идеал в С 
разложим тогда и только тогда, когда его конуль­множество 
несвявно. 
Следствие 2. Семейство правых идеалов кольца С об­
разует прямую сумму тогда и только тогда, когда их ко­
нуль­множества попарно не пересекаются. 
Следствие 3. к­регулярное пространство X удовлет­
воряет условию Суслина тогда и только тогда, когда кольцо 
С не содержит несчетных прямых сумм своих ненулевых пра­
вых идеалов. 
Следствия 1­3 вытекают из лемм 3 и 4. 
Следствие 4. Если X связно и у ь С такова, что 
2(0° * 0 , то главный правый идеал уС кольца С не 
разложим. 
Вытекает из предложения 4. 
Следствие 5. Любой нефиксированный ( ДА * Ф ) или 
идемпотенткый ( А* • А ) правый идеал А кольца С явля­
ется УР­идеалом. 
• Вытекает из теоремы 2. 
Следствие 6. Пусть К ­ локально компактное тело. 
Тогда каждое из утверждений 1) ­ 4) теоремы 3 эквивалентно 
тому, что X является КР­пространством [ б , теорема 1 
и замечание П . 
Следствие 7. Любой правый АУР­идеал кольца С есть 
УР­идеал. 
Вытекает из предложения 1. 
3 заключение приведем пример чыпуклого неразложимого 
УР­идеала, не являющегося АУР­идеалом, в кольце С]0,11 
всех непрерывных действительнозначных функций на полуин­
тервале ] 0 , П 
Пример. Для кагдого натурального числа п, определим 
функцию ^еС(0,1 1 по формуле 
= l * ­ 1 / ^ « , если » A « ^ 1 Ä * a . 
Рассмотрим счетно­порожценный нефиксированный идеал 
A*tyi,...,$4i"^ кольца Г,СО, 11 , являющийся объединением 
возрастающей цепочки идеалов {fa) . Но следствиям 1 и 
5 А ­ неразложимый УР­идеал. Нетрудно показать, что 
идеалы (£п) , а вместе с ними и А . выпуклы (о выпук­
лых идеалах в COQ см. [ 3 , глава 51 ) . Докажем, что А 
не является АУР­вдеалом. Предположим от противного, что 
А ­ АУР­идеал, Положим ļ « j 4 , HC$»Uļ$(x)<.0l и 
Ptj)=t*-l^*)>01 . Для открытого разбиения 1Ж$,?($1 
СОК j * возьмем соответствующие функции и ^ . Тогда 
• $ t 0 * J ° * * А в силу предложения 1. Поэтому l$l=5ļ,Cļ 
для некоторых натурального к, и функции о,еС(0,П . По­
скольку ļ*^isj[\f на (0, s/fc^ļj и принимают здесь значе­
ния разных знаков и Z t } k l ­ l ļm> ik- l j , то функ­
ция Cļ разрывна. Получено противоречие. 
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ЗАДАЧА О ТРЕХ ОРТОГОНАЛЬНЫХ ПРОЕКЦИЯХ УГЛА 
М.А.Гольдиан 
ЛГУ им. П.Стучки 
В статье рассматривается задача об отыскании в про­
странстве Т?5 плоского угла, три ортогональные проекции 
которого на координатные плоскости х ^ х » , , ! , ^ и ХдОа^  име­
ют наперед заданные значения. Эта гадача сводится к реше­
нию системы трех уравнений относительно координат направ­
ляющих векторов сторон иокомого угла. 
Введем несколько обозначений, необходимых для анали­
тической формулировки поставленной задачи. Пусть а*{и 1,а !. )и 33 
и ­ какие­либо два вектора. Положим и.^"1и.1,а|1,01) 
йц­1114,0,11,3}, Ъм­ЧО.Цц.Ыд} и Зд.­Ц.е^О], *ц"1О1,0,в­,1, 
^ 5 ­ Ю , ^ , . Вектор Ну (?^) ­ это проекция вектора ЙЬ 
(соответственно,$) на координатную плоскость х^Ох^ . Па­
р« векторов йу, определяет угол, если оба они ненуле­
вое. Для того чтобы все шесть векторов Щ ^ ^ у ( < Ц ) ~ 
"(1,2), 0,5)5(8,0)) были ненулевыми необходимо и достаточно, 
чтобы выполнялось следующее условие: 
каждый из векторов и., 6 имеет не ( ^ 
более одной равной нулю координаты. 
Пользуясь введенными ооозначениями, сформулируем рас­
сматриваемую задачу следующим образом. Пусть заданы три 
числа с, а,сА Ъ,С^ 5бИи{* вЗ ; требуется найти два вектора 
и н V , удовлетворяющие условию ( 1 ) , для которых 
^ ^ " С ^ ! где ^ ­ угол между векторами 1Ц и 3 ^ . Так 
как Е О А ^ ­ ^ ^ ф н Т ф " 1 ! ? ! ^ " 1 , « ^ " ^ ­ ^ М ^ ^ Г 1 , 
то для отыскания (Ь и Т имеем следующую систему уравнений: 
^ ­ и ^ К ^ * * ­ ^ ( А ^ ) ­ ( 1 Д и , 3 ) , « , 5 ) ) , (2 ) 
подчиненную условию ( 1 ) . ; 
Заметим, что в случае, когда с у ж в в ^ч'ТГ^' с о о т " 
ветствупцее уравнение системы (2) Превращается в уравнение 
Задача ( 2 ) ­ ( 1 ) не всегда разрешима, например, если 
с и * С а й » « > в ( т . е . если ^ № ­ ^ 5 » • * ~ ) . Действитель­
но, будь она при этих данных разрешима, мы имели бы для . 
некоторых векторов И и ? , удовлетворяющих условию ( 1 ) , 
равенства ицд*и^ИЗ ( 1,^« 1 ^ из которых следует, 
что 11^= и ь * ь ­ * 0 • Отсюда легко заключить, что 
две координаты хотя бы одного вектора, И или ~& , равны 
нулю. Но вто противоречит условию ( 1 ) . 
Система ( 2 ) , в уравнения которой входят абсолютные 
значения величин ­ , может быть заменена восемью 
оистемами вида 
при условиях С^и­Л * . в ' ^ ) > ­0 ' ( 8 1 ) 
Поскольку все эти восемь систем однотипны, остановимся на 
рассмотрении одной из них, а именно на системе 
при уоловиях ( 3 ' ) . Она соответствует выбору в (3) энаков 
­ . +» 
Легко видеть, что если ( о ^ и ^ и ^ , * ! , * ! , , ^ ­ некоторое 
решение задачи ( 4 ) ­ ( 3 ' ) ­ ( 1 ) ( т . е . решение системы ( 4 ) , 
удовлетворяющее условиям (3 ) и ( 1 ) ) , то ее решением будет 
также ии^^ли^.у^у^,»»^, где<с и £ ­ какие­либо поло­
жительные числа. Это позволяет вместо задачи ( 4 ) ­ ( 3 ' ) ­ ( 1 ) 
рассмотреть двенадцать более простых задач, каждая относи­
тельно лишь некоторых четырех из шести неизвестных. Напри­
мер, положив в (4 ) и (З1 ) и* «11 , получим четыре 
такие задачи относительно неизвестных и. , , * , ,^ , »^ • Осталь­
ные восемь задач получатся, если поступить таким же обра­
зом с другими парами неизвестных Си*,*»,) и 1и. 3,* л} . Оста­
новимся на рассмотрении задачи, в которую превращается 
( 4 ) ­ ( 3 ' ) ­ ( ! ) при и*. <ГХ . 1 : 
Для упрощения дальнейших записей введен следующие 
обозначения: к"Сц ] , т ­ С ц ^ Х » и* I ^ = » Ч Е *Л • 
В этих обозначениях наша задача приобретает вид: 
Система (5) является неопределенной (в ней три урав­
нения и четыре неизвестных). Если потребовать, чтобы ис­
комые вектора й М 1 д , ^ и $"11, находились в ведан­
ной плоскости А С эс^» О (числа берутся 
о точность» до отличного от нуля множителя), то получим 
еще два уравнения: &Х + С ь^=0 и &^ + Сг£»0 . В резуль­
тате будем иметь систему уравнений 
Г А. ­| ­к ( 1+Х$) , 
М ­ я ^ ­ т и *+«.!£), ( б ) 
£ • А а + • О, 
. Щ й$ • ­0. о 
ста система может оказаться несовместной (если числа 
С не подчинить определенной связи с заданными к , 1 , т ) , 
^ С целью сокращения дальнейших выкладок введем следую­
щие обозначения: 
Р » ^ к 1 ­ А к т ­ С 1 т , " (7 ) 
0,» ^ к Ч ­ й к т + Ц т , (8) 
5 1 * # к 1 * 5 Ь к т ­ С 1 т , (9) 
^ х { ­ / Р + Л " й ­ ^ Я . (10) 
Теорема 1. Если к Д ^ т в Ц ч Ю ) , то для разрешимое­
ти системы (6) необходимо и достаточно, чтобы выполнялись 
следующ.''.е три требования: 
^АС^О, (11) 
Р ^ О , (12) 
^ ­ ^ Л Ч ^ ^ ­ Р й У (13) 
Доказательство. Необходимость. Пусть система (6) раз­
решима. Тогда требование (11) выполнено, ибо, как легко 
видеть, £«0 =* кг1­0, &­0 = * к ­ т ­ 0 , С«0 =­> 1­т­О, 
а согласно условию теоремы к1т^0 . 
Перейдем к доказательству ( 12 ) . Ша двух пооледних 
уравнений системы (б) получаем: Т * * ­ » ! " ^ ~ 
откуда следует, ч т о ^ » ­ ^ * + " х ! г * " ^ " М ' 
* с*| М • Подставив эти выражения для цч , у,^-"\.<ц 
и + £>Ч во второе и третье уравнения системы (б) и 
введя обозначение ^ ­ л | , прийдем к следующему виду 
первых трех уравнений системы ( б ) : 
Г к } ­ % ­ $ — V, 
]л*1Ы5Л1­Л1)\+С>5М.*4МЭ|­­/1­СЧ, (14) 
Ч &\С 8 , )т}+ (^5Ьт­^С)л.+(^Ат^С)^=­/т. 
Это линейная система уравнений относительно ^ "X, | . Для 
ее определителя Д получаем выражение 
Д ­ Я ^ А С ? . (15) 
Если предположить, что А ­ 0 , то ввиду разрешимос­
ти системы (14) должны обращаться в нуль определители 
Ад, Дх'Д{ (смысл последних обозначений не нуждается в 
пояснении/. Вычисления дают следующие выражения для Д^, 
д^­^ЛСО.,. (16) 
Д | =С(ах^^»Ск1тУ (18) 
Из равенств Д ­ ­О следует, что Р ­ч "0 , от­
5 Ц + ЙД.$Кь1т 
(19) 
(20) 
(22) 
В силу требований (11) и (12} формулы (19)­(22) име­
ют смысл. Покажем, что так заданная четверка г , 
является решением системы (6), т.е . удовлетворяет каждому е 
ее уравнению. Нуждаются в проверке лишь первые три урав­
нения (для четвертого и пятого уравнения ­ его факт ; й 
виальный). Пользуясь (19)­(22), (7)­(10) и (13), получаем: 
4( / . I 1 ­ < ? р * а М " а Ч ) • • V • 
Остается сопоставить" найденные выраженич для л ­ ^ и , 
куда вытекает противоречивое равенство С1т»0 . Этим до­
казано, что Д + О и, значит, Р «¿0 (требование (12)). 
Установим теперь, что выполняется (13). Так как 
} = ­^ ­> •\=­4^ ­и ­^1­ , то имеем равенство * , Д Л > Д д д * 
т.е. Д ­ Д ^ ­ Д ^ Д * .Отсюда, принимая во внимание (15)­(18), 
получаем: ­Ц А * * Г Р й ­ 3 & « ­ М ^ Ь * к Ч \ г й 
т.е . &Н&кХ№-Ш © 
Достаточность. Зададим величины Ъ , ^ , ^ ? ^ следующими 
формулами: 
а5Ь я­2ь5Ъ+ с =0, (25) 
где 
а = Ц 1 + § (26) 
Ь ­ к Ц . ^ ^ т а с Т О -1)1, (27) 
(23) 
Подсчеты показывают, что 
Ь ­йс » к + к I + к т + 1 т • к I т , (29) 
оледонательно, уравнение (25) имеет вещественные корни 
а 1 при а ^ О (30) 
•& = £ь при а = 0 . (31) 
Теорема 2. Система (6) разрешима при любых 
к Д . т е Ц \ 101 . 
Доказательство. Согласно теореме 1 нужно установить, 
что для каждой тройки к Д . т б И ­ Л О ) существуют числа 
е Ц , для которых выполняются условия ( 11 ) ­ (18 ) . 
Положим С = 1 и попытаемся найти з И такие Л, Л , что­
бы имело место равенство <3}^< = 0 (не забывая при этом об 
условиях ( 11 ) ­ (13 ) ) . В силу (13) будем иметь ^ х . « 0 , если 
подчиним §г, & условию 
к Ч * т * ­ ? ( Ь 0 . (23) 
Так как ?0.г (^Ш ­ ЛЦгч^-С" пт* (см. (7) и ( 8 ) ) , то 
(23) приобретает вид: ^ т ^ С к Ч ^ ­ Ц к ^ Л к ш ^ ­ О , откуда 
следует, что 
Л ­ ЗЬ ­ Г ? •?­|П?.Т'. (24) 
Подставив (24) в равенство "31^ ­0 , т . е . в равенотво 
­ ^ Р + Л^О. ­ Я = 0 (см. ( 1 0 ) ) , будем иметь 
(Заметим, что Ь ^ О , как это видно из формулы ( 2 7 ) ) . 
По найденным значениям Sb вычисляем (формула ( 24 ) ) . Так 
как с f 0 (см. формулу ( 2 6 ) ) , то любое ие значений Sb , 
вычисленных по формулам (30) и ( 31 ) , отлично от нуля, а фор­
мула (24) показывает, что хотя бы одно из определяемых ею 
значений §( также отлично от нуля. Взяв именно такое §? , 
получаем ^5Ь f 0 (условие ( 11 ) ) . Остается проверить, что 
выполняется условие (12) : Р ^ 0 . Формулао(24) дает 
# k t -Sbkrn = ? l m ' l l ' S r , откуда следует, что $«d,­5bkm­lm= 
» ­ Ы ! * 4 1 ? + Т И О , T.E .P- j lO (ом. ( ? ) ) . 
Зтим доказательство теоремы 2 завершается. 
Замечание 1. Рассмотрим систему уравнений, получающуюся 
из системы (6) заменой в ней Ш на - ГП : 
1\ ­ ^ « к ( 1 + Х ^ , 
Так как величины а, Ь,С, вычисленные по формулам (26 ) ­ (28 ) , 
одинаковы для m и ­ т (при одних и тех же к и L ) , то 
будет одним и тем же для систем (6 ) и (б 1 ) уравнение ( 2 5 ) . 
Сохранит поэтому свои значения (при переходе от системы (6) 
к системе ( б 1 ) ) величина , вычисленная по формулам ( 30 ) , 
(31 ) . Что касается воличины §t , то она при таком переходе 
поменяет знак (см. формулу ( 24 ) ) . 
Тоорема 3. Для любых k,l,m€ И л 10} найдемся хотя бы 
одна такая пара векторов ( Л и * , что "ttj "fjj,­k, t o ^ ^ ­ t , 
Доказательство. Воспользуемся теоремой 2 о разрешимости 
системы (б) при любых k , l , m € R \ l O } , а также теоремой 1, 
в которой даны (ормулы ( IV ) ­ (22) для вычисления искомых 
величин fc>vjj:H4$­i Полагая ь этих формулах ^ ^ " О и С»1 , 
получаем: ' 
J (32) 
г kirn 
у.—$г-&Х, (34) 
7­­^ + 5Ьл. . (35) 
Здесь & _ какой­либо корень уравнения ( 25 ) , а $ ­ соот­
ветствующая этому корню величина, вычисленная по формуле 
(24) , которая дает для ^ два значения: 
В зависимости от того, какая из двух формул, (36) или 
(37) , попользуется в дальнейших рассмотрениях, будем раз­
личать два случая. 
Случай 1. Коэффициенты Оь,Ь,С уравнения (25), соответ­
ствующие формуле (36 ) , обозначим через й 1 ) Ь 1 , С 1 . Для их 
вычисления имеем формулы: 
Ч 1 ­ и 1 + ^ ­ А ­ ^ ) ^ П ? Ч 1 ] , (38) 
Ь ^ к Ц + ^ Т О С ^ . ! ) ] , (39) 
СЧ = 1 ( ^ ^ ) 1 1 + ^ ( ^ 1 ) 1 . (40) 
Искомые величины Л , ^ ^ , ! } обозначим в втом случае 
через ^­1) ^ 1 ,^1 • Вычислять их следует по формулам: 
Ч » . Л ' . (41) 
= ­__•>, (42) 
* к 1 + ^ Г к> 
( 4 3 ) 
<21*­& + Я>г Л, (44) 
которые (непосредственно) получаются из формул (32) ­ (35) 
при учете равенства : = < ^ 1 к1­ЛКт­1т­ ­ йп ( М к ^ ! ' ) 
( см . конец доказательства теоремы 2 ) . 
Л*ел в виду нашу задачу (6) ­ ( 5 ' ) ­ ( 1 ) , необходимо 
потребовать, чтобы выполнялись неравенства Л ­1 ­^1>0 , 
о_1­^<,1>0 и 9.1>0 . Так как в силу (41) и (42> 
5 1.4к*7. 3 
Далее, из (43) и (44) получаем: г^­ Щ ­ г, & \ t , следо­
вательно, ­ j l i>0 . если А >0 . Из формул (41) ­ (44) . 
следует, что ,Jk |i­><i »£l*­'M<Jli+»u')­fc^iM , значит 
J W f i ­ ^ i l i > 0 I если ^ i > 0 . Поскольку условие (1) эдесь 
выполняется ( * . i ,^ i^0 ) , то \ L } 1 i > найденные по 
формулам (41 )— ( 44 ) , дают решение задачи (б) ­ ( 5 1 ) . ­ ( 1 ) , 
если k>0 , . S » 0 ищу} . ы­»ЙЭТ 
Исходя из формул (38) ­ (40) и из формулы 5э« = 
(см. (30)) легко показать, что $Ъ>0 при к >0 , если: 
1) t >0 . СЦ>0 (в этом случае положительны оба значения 
0^ ) ; 2 ) l > 0 , CLi^O (в этом случае положи­
тельно лишь одно з н а ч е н и е ^ i ­ O i C i ) . З ) £ < п , u i > Q 
(в этом случае положительно лишь одно значение ^ — — ) . 
Если OLi­0 , то имеется лишь одно положительное значение 
$д= ^ При 1 > 0 . 
В случае, когда 1<0 , 0 . 1*0 , соответствующие значе­
н а 5Ь отрицательны. 
Аналогичные рассуждения проводятся при использовании 
формулы ( 37 ) . 
Случай 2. Коэффициенты а, Ь, С уравнения (25 ) , соот­
ветствуйте формуле (37 ) , обозначим через &« , , Ь Л ,С } , ' Для 
их вычисления имеем формулы: 
a f c ­ U i t ^ + C l ­ L F ) ^ ] , (45) 
b b ­ k [ l + ^ V k M ' ( ' ( k M , ­ 0 3 , (46) 
C 3 ' l ( l ­ « n ? T r ) t l + ^ C k 4 l ' ) ] . (47) 
Искомые величины X, ^ , J t , ^ обозначим в этом случае 
через X h , fajiftilfc* Вычислять их следует по формулам: 
7 1 . = ­ ­ = = ^ ­ > (43) 
* *кЧГ ­ 1 
(50) 
(51) 
При получении этих формул учитывается равенство " Р ^ ^ к ! ­
­ Л к т ­ 1т ­ 1л1СЦк*4­1 ­ О . Следуя тем же выкладкам, которые 
проводились в случае 1, можно заключить, что числа "Л.^ , 
, найденные по формулам (48) ­ ( 51 ) , дают решение 
задачи (6) ­ ( 5 1 ) ­ (11 ) , если к < 0 , й > 0 и ^ > 0 . 
Легко показать, что й > 0 при к<0 , если: 1) Е>0, О­^О 
(в этом случае положительны оба значения ; 
2) 1>0 , >0 (в этом олучае положительно лишь одно зна­
чение | ^ Щ| ; 3) 1<0 , СЦсО (в этом случае поло­т ь 
жительно лишь одно значение Если сЦ,= 0 , 
^ с " 
то имеется лишь одно положительное значение » ' при 
1 > 0 . В случае, когда 1<0 , 0^>0 , соответствующие зна­
чения £> отрицательны. 
Соберем отличные при разборе обоих случаев выводы о 
знаке Л и представим их в виде двух таблиц. 
Таблица .1. 
Ь О 
1>0, 
сч>0 
1>0. 
а 4<0 
1>0 . 
сц­О 
И О , И О . 
сц<0 
И О , 
сч­0 
2, 1 1 0 0 
Таблица 2. 
К < 0 
1>0, 
сц>0 
1>0, 
а»<0 
1>0, 
сц­О 
1*0, 
а ь >0 
И О . И О , 
СЦ­О 
1 1 0 1 0 
Ци^ ры в нижнее строке таблииы означают количество положитель­
ных значений 5Ь при условиях, указанных в верхней строке. 
№ пидошли к завершающей части доказательства теоремы 3. 
Если к>0 , то вычисляем по формуле (33) число . 
Пусть I и сц таковы, что они содержатся в одном из первых 
четырех столбцов таблицы 1, так что им соответствует поло­
жительный корень А (один или два ­ это видно из таблицы). 
Вычисляем й> , пользуясь формулой (30) (если сЦ'гО) или 
(31) (если СЦ­О ) , в которых под а, Ь,С надо понимать 
0.1,131,0! . Так как а 4 уже вычислено, то вычисляем и С1 
по формулам (39) и (40 ) . По найденному в (если их два, 
то берем любое и^ них) вычисляем , пользуюсь [гармулой 
(36 ) . Если ^ положительно, то для решения задачи (6) ­
( 5 1 ) ­ (1) остается вычислить \ А , ^ 1 , ^ 1 , 9л по формулам 
(41) ­ (44 ) . Если же А оказалось отрицательным, то в силу 
замечания 1, сделанного после доказательства теоремы 2, 
следует в формулах (43) и (44) заменить^ на ­ & , т . е . 
положить ^ ^ ^ ­ А А ! , о .1"$1 + &Л4 . Этим будет получено 
решение задачи ( 6 ' ) ­ ( Ь 1 ) ­ ( 1 ) . 
Таким же образом следует поступить, если к<0 и I, 
таковы, что им соответствует положительное 5Ъ , т . е . I, ц,^  
содержатся в одном из первых трех столбцов таблицы 2 или 
в пятом столбце этой таблицы. 
В случае, когда I и а* содержатся в пятом или шестом 
столбце таблицы 1 (так что им соответствует отрицательное 
й ) , нужно все три числа к,1, т заменить противоположны­
ми: ­К , ­ I , ­ т • Так мы перейдем к случаю 2, причем, 
ввиду того, что ­1>0 , пара ­1,0,* окажется в одном из 
первых трех столбцов таблицы 2. Дальше нужно п:,<:тупать так, 
как изложено выше: найти о^Ь^Сц и т.д. В полученном ре­
зультате, представляющем собой два вектора, следует в ка­
ком­либо одном из них поменять псе три координаты на про­
тивоположные по знаку. Этим будет решена наша задача при 
К>0 . Подобным же образом поступаем, если к<|) и 1,0.^  оказы­
ваются в четвертом или шестой столбце таблицы 2. 
Теорема 3 доказана. 
Замечаний 2.11реобразун в системе (6) три первых его 
уравнения, мы исключили из них ^ и ^ , пользуясь четвер­
тым и пятим уравнениями еистемь ( 6 ) . При этом получилась 
система (14) относительно А, ^ н , можно было бы 
поступить иначе: из четвертого и пятого уравнений систе­
мы (6) 'аыразить л. и ^ через ^ и 1^  и получить вместо 
системы (14) аналогичную систему, только относительно^, 
^ и ^ . Продолжая этот путь исследования задачи (6) ­
(5 1 ) ­ ( 1 ) , мы опять доказали бы ее разрешимость, но рвт­
шение оказалось бы не тем, что получено при первом под­
ходе, подробно изложенном в статье. 
В заключение отметим, что здесь не изложены случаи, 
когда среди чисел кД .т имеются 0 или « ° в разных со ­
четаниях ( к Д . т е " ! * ! ) ! * 0 ] ) . Их рассмотрение не вызывает 
большего труда, чем в случае к Д ^ е Т ^ Ш , а при неко­
торых вариантах, например, когда к "1 "0 , а ш б ^ Ш * 0 ! , 
решение тривиально. 
Заметим еще, что некоторые частные случаи решенной 
в данной статье задачи, рассмотрены О.А.Вигранд [11. 
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ЭКВИВАРИАНТНЫЕ БИКОМПАКТНЫЕ РАСШИРЕНИЯ 
И ФУНКЦИОНАЛЬНА НАПРАВЛЕННОСТИ 
В.Г.Евстигнеев 
Московский институт управления ш Орджоникидзе 
• • ••' *> 
Основные свойства эквивариантных бикомпактных расши­
рений установлены в работе С.А.Антоняна и Ю.М.Смирнова 
методом вложений в тихоновские произведения L11. Известно, 
что бикомпактные расширения можно отроить методом направ­
ленностей [ 2 ] . В данной работе автор показывает, что этим 
методом можно строить также эквивариантные бикомпактные 
расширения и дает их новую характеризацию посредством на­
правленностей. Отсюда вытекает новое доказательство теоре­
мы 1С.М.Смирнова, характеризуемой эквивариантные бикомпак­
тные расширения. 
Теорема. Если на пространстве X непрерывно действу­
ет группа Б и бикомпактное расширение ЬХ порождается 
алгеброй функций А С С ( Х ) , то ЬХ эквиварианч'.:э тог­
да и только тогда, когда выполняются условия: 
(1) Эквивалентные функциональные направленности 1асА} 
и lxj>) в X посредством любого g е Б переводятся так­
же в эквивалентные функциональные направленности IjJ*,,} 
и 1д*^Л в х . 
(2) Если направленность lo^l с Б сходится к едини­
це е € 6 , то для любой функции fe h направленность 
*­$Э«.~0 сходится к нулю /по норме яцэ в С(Х) / 
т . е . b i e$ t J 4 . ­ f 11­0. 
Теорема iu. М.Смирнова. При тех же предположениях би­
компактное расширение ЬХ эквиьариантно тогда и только 
тогда, когда выполняются условия: 
(1) Алгебра А' инвариантна относительно Б , т . е . 
е А для любых f £ h и о, б Б . 
(2) любая (ункиин J 6 Л являвтся Б -равномерной, 
i . e . ДЛЯ киадого Ь>0 существует окрестность 8 еди­
ницы е е& такая, что ( у д х ­ у х К Ь для любых 
ХбХ • и § 4 8 
При доказательстве теоремы будем считать, что точ­
ками ЬХ являются /функциональные/ направленности в 
X , по которым существуют пределы для всех функций из 
А . Две такие направленности эквивалентны, если взя­
тые по ним пределы для всех функций из А совпадают. 
Эквивалентные направленности отождествляются и, тем са­
мым, точки X отождествляются с направленностями, кото­
рые к ним сходятся. Топология ЬХ задается условием, 
что направленность 1^1 С Ь Х сходится к точке 
тогда и только тогда, когда ^г££& 3 1 ^ $ ** ,^ г ^ 5 * ^ ) 
где у*»1х* ,б1| ^^а-} ^ 2 ] . Отметим, что между ал­
гебрами функций и бикомпактными расширениями X можно 
установить взаимно однозначное соответствие, полагая 
А=1у|Х :уеССЬХ)1 /теорема И.М.Гельфанда­Г.Е.Шилова/. 
По определению, алгебра функций содержит все константы 
на X , замкнута относительно операций сложения и умно­
жения, разделяет точки от замкнутых множеств в X и 
вамкнута в топологии равномерной сходимости на X 121. 
Предполагается, что на X непрерывно действует 
группа Б , т . е . задано непрерывное отображение 
Ь * Х — * X со свойствами ех = х , Ыох) = Н.д1х) , где 
х е Х , к.о^бБ и й ­ единица & . Эквивариантность 
бикомпактного расширения ЬХ=>Х означает, что задан­
ное отображение можно продолжить по непрерывности до 
отображения Б * Ь Х — * ЬХ с сохранением указанных 
свойств [ З ] . 
Докажем, что сформулированные в теореме условия яв­
ляются достаточными. Для этого покажем, что из (1) выте­
киет инвариантность А относительно & . Пусть $ € А 
и | е 6 . функцию у§ продолжим по непрерывности на 
ЬХ , полагая $ЬлуСох^, ц^  1 х ^ ' ЬХ. 
Проверим, что это продолжение непрерывно. Пусть Ь л ц ^ Ч , » 
где ¡ ^ ' 1 x ^ 1 , д «и^5 4 ЬХ . Из семейства направлен­
ностей { . х^Ъ , образуем диагональную направлен­
ность 1хА ) 1,1А )1 /где у е П 1 А , I А А , т ь ^ К М *"* <Ч > ­Ч 
­Clftfcb . Остается проверить, что из ссст­
ношений 1»ЛЗ*,*§> 1 ^ ^ . * ^ вытекает равенство 
^т. Ьл.^^х^«1ип.^дХ|р . Для этого обозначим $^*^бА. 
Тогда предыдущее равенство перепишется в виде 
1^ !^< {2~ 1 0| 4 Х А £« Ьип,^*^ . Учитывая соотношение 
$Ст.С|"'= Ь , находим, что рассматриваемый случай сводится 
к доказанному. 
Доказательство необходимости. Из эквивариантности 
ЬХ следует, что отображение ^ ­ » ^ > ^ Ь Х явля­
ется гомеоморфизмом при любом [иксироаанном деБ 
Отсюда, очеьидно, вытекает первое условие теоремы. Прове­
рим, что выполняется и второе условие, .^пуская против­
ное, найдем функцию $ 6 А и направленность 1<^сЬ 
такие, что Ьдпо^­й , но I) $ § А ­ 5 » х -+* 0 . Поэтому 
и Y ( U ) > ^ i U ) для любого <L /. Из соотношения Um^ A»i¿ 
вытекает, что направленности I x j , ^ ^ } и Ix^J эквива­
лентны. По условию теоремы, тогда эквивалентны и направ­
ленности и I ļ J * ^ • Следовательно, 
^ , * 1 8 х - . ^ ' 1 2 ! 1 t p , * t J x * , j ) = l í l Í i ^ « получаем: 
^ i ' ä ^ * ) * J '^ ' í • Остается доказать, ч9о непрерывно 
отображение ( J ļ , — » t c l x ^ , 1х$1еьХ, jfcb Для этого 
покажем сначала, что из соотношений ton. Um.^ ­ ^ 
вытекает равенство Um. ^ ^ ¿ » 6 ^ ­ «¿ . Так как 
lļ=lXj,l , предыдущее равенство означает, что 
Т$€А 3 lūn. tm. J g j » * ^ = lint i¡ Xj, . Обозначим l inv,jXļŗ«t. 
Из семейства направленностей 1 х Л ) ^ > f>€ l j , образуем 
диагональную направленность l x A ) ^ w ) . Так как l im ,^ -^ , 
то lim. tim, 7 Xj.pi= lint+t, л . j v^t . Следовательно, 
Ч и / ^ Ч А в ^ Ц х ^ ^ - С К f. ļ цз условия (2) находим 
IJo^x^^^­CI<Ь(. . В этом неравенстве при фиксирован­
ном А переходим к пределу по $> и находим Ч л . ) ^ : 
существуют поднаправленность Ц ^ С Ц А^ и направлен­
ность 1£у,1 с Х такие, что Ку^­$)ху,1> Ь >0 . В силу 
бикомпактности ЬХ можно считать, что 1 х ь ) сходится 
к некоторой точке ^ е Ь Х .Следовательно, Фино^хь* 
=е^ = д и существуют пределы игпуО^х^у" , , 1ип,уХ^» у^. 
Получили противоречие. 
Доказанная теорема равносильна теореме Ю.М.Смирнова. 
Действительно, первое условие теоремы эквивалентно усло­
вию инвариантности кольца А относительно Б . В одну 
сторону это было проверено при доказательстве достаточ­
ности, в другую очевидно. Второе условие, очевидно, экви­
валентно, 6 ­ равномерности любой функции у £ К 
Учитывая теорему И.М.Гельфанда­Г.Е.Шилова, находим, 
что между всеми эквивариантными бикомпактными расширени­
ями и алгебрами функций на X указанного вида существует 
взаимно однозначное соответствие. 
Автор пользуется случаем и выражает благодарность 
Ю.М.Смирнову ва его лекции по группам преобразований, 
которые пробудили интерес автора к этому предмету. 
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ПРЕДСТАВЛЕНИЕ ГЕЛЬМНДОВСКОИ КСМПАКТдаИКАЦИИ ПРОСТРАНСТВОМ 
УЛЬТРАШПЬТРОЗ И ИНВАРИАНТНЫЕ МЕРИ ЦЕПЕЙ МАРКОВА 
А.й.Яданск, Р.Т.Санданчап 
РПИ 
В методе расширения любого марковского процесса до 
феллеровского процесса используется так называемая геяьфан­
довская компактификация 1­Х исходного фазового поостран­
ства .X [ 1 ] . 
В работе предлагается описание гельфандовской компак­
тификации измеримого пространства как пространства ультра­
фильтров с некоторой топологией. Показывается, что ме:зду 
замкнутыми множествами уХ и фильтрами в X существует 
естественное взаимно­однозначное соответствие. Одна иа 
первых работ, по существу использующая такой подход, при­
надлежит П.С.Александрову [ 2 ] . Для построения традицион­
ных комиактификаций, отличающихся от гольфацдопской, аппа­
рат ультра+ильтров используется например, в [ 3 ] . 
Предлагается явная формула для вычисления переходной 
функции марковского оператора на комиактификаций. На осно­
ве отой формулы выводится критерий существования инвари­
антной чисто конечно­аддитивной меры. 
§1 . ­Б­фкльтры и $­ультрафильтры в X • 
Пусть X ­ произвольное множество. Множество всех 
* подмножесть обозначим 5ЧХ) • 
Пуоть Б 6 5ЧХ) ­ некоторое семейство подмнэжоочв 
X • Для произвольных П/£Р(Х) и А­£9(Х) наедем обо­
значения Д Л Л еДеДуецИХ МНО/гООТГ­ В § 5 
ЗС8 ( ^ ^ 1 ­ В й $ \ Ъ э М , 
Последнее множество ­ множество всех конечных пере­
сечений множеств из ^ 
Эти множества обладают следующими очевидными свойст­
вами: 
Свойства 1.1. 
в) Я 9 От* сзСа (ДО) & (Щ| 
Определение 1.1. Множество 9 й б будем наэывать 
0 ­фильтром, если выполнено условие 
§ фильтр ¥ будем наэывать собственным З­филь­
тром если * ­ центрировано, в противном случав ¥ будем 
называть несобственным 8­фильтром. Вели 8 ­ центриро­
вано, то все фильтры в Э ­ собственные, если й ­ не­
центрировано, то существует единственный несобственный 
фильтр ­ $ 
Множество всех 8­фильтров обозначим . 
В случае Б - 9(Х) определение собственного 6 -
­фильтра совпадает с классическим определением фильтра. 
При & ф 5\Х) "3 ­фильтр ? в общем случае не являет­
ся фильтром, так как должен содержать множества только 
из 8 . 
3 множестве Ре существует естественный частичный 
порядок по тесаетико множественному включению. 
Нетрудно показать, что пересечение произвольного се ­
мэйстиа 5 ­фильтров являг чся 5 ­фильтром. 
0к произвольных £ & 9 ( Х ) и. А.€ 9(.Х) воедем 
обозначения для следукща:: мно.кеств: 
Очевидно; что §­фильтр 5(ф) ­минимальный $­фильтр, 
содержащий £д ($•) , т .е . Наименьший элемент в Р&^ О 
Это ю перно для УСА) . 
Теорема \. • Пусть ^ 6 8 , тегда 
1) 5(^£ 8Ш 4С$1>, 
2) ?г($) ­ соСотвешши 4»* ­ центрировано. 
Доказательство. 1; Пусть Ь • ЗС§ ПиСуИ . Если 
3- - 3 ­|ильтри 5 а З С & ^ ) , то«5э ЗС&СТТ^^Йэ 
Покажем теперь, что 6 - в ­фильтр. 
£ 9 с т г $ . с ад £ * Й ( $ и * и * « ? -
Для до! жительства услония ( Р ) использовались 
свойства 1.1. 
Из условия минимальности ?С$) имеем: 
= # э ("%(*))• 
2) Если ­ нентр.юсьано, ТГ^  Су) ­ тоже центрирова­
но и СТТ$ С^)=Т ­ и^­при.хлано, т . е . ­ соб­
ственный 3 ­фильтр. 
Если ­ нйц­чтрироиано, то ТГ^  С^ 3 ф . Тогда 
ЗСд СП^ СЭД = 5 и £­фильтр ^ ( ^ = 5 ­ неиоостьенный. 
Теорема дюкаааьа. 
Определение Ьу2 . Максимальный собстн­.оныл § ­фильтр 
. Л ^ Р д с'удем нязыьать 3 ­ультоафлльтг.ом в X . Мно­
жество |«ех 3 ­ультрафильтров сЗэаначим Н § . 
Теорема 1.2. 
1) Пусть ? ­ никоторый собственный S ­фильтр в 
X • Тогда существует S­ультрафильтр 31 , содержащий 
5 . 
2) Пусть Л - S ­ультрафильтр, А/Ь,С«$ , AC\D S<£, 
A U 3 = t . Если С* 31 , то либо А б * , ВЫЯ, , ли­
бо 3 € * , А * Л . 
Доказательство. 
1) Рассмотрим Fg ( 3 ) . Пусть «>б1 ­ линей­
ная цепь в Ре (.5) . S ­тильтр 3гц, = U ­ максималь­
ный в цепи. Следовательно, по лемме Цорна существует мак­
симальный элемент 3t в Fg (? ) 
2) Либо 311) . либо 3101Ъ1 ­ центрировано. 
Пусть верно первое. Тогда S(3tUlA\) ­ нособс.венный 
фильтр, содвржсщий 3t • Таким образом, А £ 31 
Теорема доказана. 
Следствие. Пусть S ­ алгебра подмножеств в X 
Тогда, если 1L - 2­ультрафильтр, то для любого А * * 2 , 
либо А t 31 , либо Х \ A fe3L . 
Для произвольных £ S S и A ^ S введем обозначения 
для следующих $ ­ультпафильтроз: 
Заметим, что по теореме i .2 множестве H t y ) пусто 
тогда и только тогда, когда ^ ­ нецечтрировано. . 
Теорема 1.3. 
1) Пусть $&S , тогда Нф*Н<#'$|. 
2) Пусть ? i , S t « F , . , % f it, . Тогда Н С З Д + Н ' З Д 
3) Пусть %%*S$, * 4 * Ч • Тогда ИОД а В О Д 
Доказательство. 
1) Вложение H(jf)2H<$<yjj ­ очевидно. Пусть 
J U H ( $ . Тогда 3 U F ( $ ) и, так как - как-
меньший элемент в Р(£) , to V( j r }$% . Тогда 
3l«H<J0 . Поэтому HWftHtS4f) . Следовательно, 
2) Пусть **t ф Sfj, , тогда существует А в S , такой 
что ^iUtA^ ­ нецентрировано, a ^ U l u i ­ центриро­
вано. Пусть fteHQftUlM) . тогда з и Н С * ^ и 
3) Пусть S a s S j , . Если З и Ж ^ , т о Х г ^ г ^ , 
поэтому Леш?!.) . Отсюда следует, что H(.4j^sHl>i). 
Теорема доказана. 
Таким обоазом, мы видим, что между множествами 
и множествами HCS^sHg существует взаимно­
однозначное антимонотонное в смысле упорядочения по 
включению соотоетствие. 
Пусть £ ­ алгебра подмножеств в X , содержащая 
все одноточечные подмножества. 
Сформулируем очевидные свойства 2­фильтров и 
S­ультрафильтров: 
1) SCX) = 1X1 ­ паменьшил элемент в FE . 
2) 5(0) = 2 ­ наибольший элемент в FE 
' 3) F A ( X ^ F S ., F E 1 ^ 4 2 5 . 
­ 4 ) H a ( x > H s , H 2 ( ^ = # . 
5) H U * ! ) ­ * x ­ l B « S | B » x l . 
§2. F­топология на H ( X ) 
Пусть X ­ произвольное множество, S ­ некоторая 
алгебра подмножостн X , оодержацан все одноточечные 
множества. . 
Введем на множество Е ­ультрафильтров IX) то­
пологию t p , которую будем называть Р ­топологией. 
Полученное топологическое пространство, как будет показа­
но ниже, изоморфно гельфандоьской ксмиактификации 
пространства X 
В дальнейшем индекс X при Н и F будем спускать. 
Определение: ¿.1- Множостно Е назовем отк[>ытым в то­
пологии tjf тогда' а только тогда, когда ого дополнение 
Т^НОВ)^? • « л ю т и ч мно*.'ством нидч НС?) для неко­
торого фильтра § € р С Х ) 
Иными.словами,• множества вида HlS) и только они 
являются зямкпуты/и н топологии 
Покажем, что' Оп;:еДейениэ I корректно:, и множества 
; ; . . • • ' . « • 71 : 1 
в *Ср действительно образуют топологию. 
Теорема 2.1 . Для множеств вида НЙ) , где'З'бРШ, 
выполняются следующие соотношения: 
а) П Н(5^*Н(ЗгЧ О З^Й, I ­ произвольное множество. 
Доказательство. 
a) Выпишем цепочку эквивалентных условий: 
«*+ & а и ^ • » А е Н (. и $ Л « * « Ж « ( и ¿ 1 *б1 <*•*! 
Последняя эквивалентность следует из теоремы 1.3. 
Следо ват ельно, ^ Н Н $ (^0 ^  3|Л 
b) Очевгдно, достаточно показать, что Н ©|)иН(.5»> 
•Н<!М$г) ' П У С Т Ь * 6 Нб0иН<.?0 • Предположим, что 
1 « Н » 0 .Тогда Я . №. того, ч т о ^ а ^ П ^ , 
имеем Ла.^П?» . Аналогично, если ЗиНС?},) . Поэтому 
Включение т З Д и Н О Д & Ш ^ н З Д доказано. 
Докажем включение Н&ПЗД^НОДиги?^) от про­
тивного. Пусть * < Н ^ 1 Й 1 » ) , но и*ФНИ|,\ 
Существуют множества А ^ ^ З » , и А.ф Ц, Ъ^31. 
Т 1да С«АиВ*31 . Но так как С6^1 и 1 )1^ , то 
С£?1П$г, . В этом случае СбЯ­ . Полученное противо­
речие показывает, что ЗЦЗДЗД&ШЗДиШД 
Так как оба включения доказаны, то 
Теорема доказана. 
Теорема 2.2. Топология * ^ определением 2.1 задана 
корректно. 
Доказательство. Докажем, что пустое множество и все 
пространство замкнуты, произвольное пересечение и конечное 
объединение замкнутых множеств замкнуто. 
Первая часть утверждения очевидна, так кчк1КЕ) = <^ , 
Пусть ИИ^,^, 4 6 1 ­ произвольное семейство 
замкнутых множеств в НС.Х) . 9ц . . . ,5* , ­ конечное с е ­
мейотво замкнутых множеств. По теореме 2.1, имеем 
п н « а « к а к и ад\ 0 н в ь > Н ( П ЧД. 
Следовательно, произвольное пересечение и конечное 
объединение замкнутых множеств замкнуто. 
Теорема доказана. 
Следующая теорема описывает свойства Р ­топологии. 
Теорема 2.3. Топологическое пространство КСХ) в 
топологии является нормальным экстремально­несвязным 
пространством. 
Доказательство. 
a) компактность. 
Докажем, что если пересечение произвольного семейс­
тва замкнутых множеств пусто, то из этого семейства можно 
выбрать конечное подсемейство, пересечение которого пусто. 
П у с т ь . ^ Н О Д ­ ф . Т о г д а ^ Н ^ « Н Щ 4 У ^ . 
Последнее равенство показывает, что^и^^ц, ­ нецентри­
рованное семейство множеств. Существуют множества 
*1*^и­­­> Л к ^ д * . , такие что Л А\, • $ . Поэто­
МУ ~ нецентриронапо. 
Тогда П НС? А Л«Н1 . 8 5 А : V 
1«! с «. = 1 к 
b) экстремальная несвязность. 
Сначала докажем, что множества вида Н(К\ Аб 'Е , 
И ?олько они являются открыто­замкнутыми и *Ср . 
• Пусть 3 = Х \ А . Так как Л.ЛЪ=ф и ЛИВ=Х, 
имеем Н ( Д 1 П Ш ^ * ф , гК*ОигКВ) = НЧХУ 
Так как дополнение к замкнутому мнодастну Н(&) тоже 
замкнуто, то Н1А) ­ открыто­замкнуто. 
Пусть теперь ЩЗД ­ откркТо­з..мкнуто, тс эсть 
­ существует НЧЭД , такой что Н (ШI??,) = 0 и 
НС5^иНС?^=1ЮП • Следовательно, < * 1 ^ | , = Ш , 
^lU^fc - нецентрировано. Существуют A ļ , *^ i и 
Afc^St, , такие что AiftAj, = <£, Ki.UAl.­X. 
Пусть €§ i , тогда $iUAt,=X. 
В А П Ai = САь П А,)iKBiflAO­Uj . l )ЪйЪ А и * « A >.*А i• 
„Отсюда следует, что Bi. а A i , откуда l » i ­** 
Таким образом, любое открыто­замкнутое множество есть 
множество вида Н(А>, А 6 S . 
Докажем, что эти множества образуют базу топологии. 
Для этого покажем, ч.о любое замкнутое множество содер­
жится в открыто­замкнутом. Пусть НСГ) ­ любое замкну­
тое множество. Пусть А * 5 . Тогда любой 2. ­ультра­
фильтр Я, , принадлежащий Н<.5) , содержит А , поэ­
тому H(Sf)£ Ш А ) 
с) нормальность. 
Для доказательства нормальности компакта достаточно 
доказать его хаусдорфовость. 
Пусть 3ti, ftti «"Н(X) > A j + A j , . Из максимальности 
2 ­ультрафильтра получаем, что &»,".' и 3tj, ^ 3t^ .. 
Существует, А А € fltt и А 4 4 Aj, , А ^ е Л ь и A t 4 & i > 
Т о г д а Х \ А 1 - * * и X\A),fc*U . ПустьВ^АгчАц, 
B | , « A f c 4 A i . Тогда ^ s A i n A j ^ А ^ О С Х ^ А ^ б . * i . Анало­
гично, Ь 4 6 А*, . Таким образом Л ^ Н С В Л А ц б Ж Ъ О 
и HUV>0H(BO* i ­
• . Любые две точки разделяются открытыми окрестностями. 
Теорема доказана. 
В работе 143 было показано, что гельфандовская ком­
пактификация произвольного измеримого проатранства 
X изоморфна множеству двузначных конечно­аддитивных мер 
nv(X,2.) в ­топологии, тс есть в *­рлабой тополо­
гии в пространстве конечно­аддитивных мер, порожденной не­
которым пространством функций ЗЬ(Х,2.) , как предсопря­
женгам пространством. £>(X,Z.") ­ пространство вещест­
венных Функций iia X , являющихся равномерным пределом 
линейных комбинаций характеристических функций множеств 
из 21 . 
Теорема 2.4. Пространство ZL ­ультрафильтров НОС) . 
в F­топологии изоморфно пространству двузначных 
конечно­аддитивных мер в ^ ­топологии. 
Доказательство. Рассмотрим отображение 
K:HOCy.nuOc,r),­ •• ' 
такое что М(Ш= 4 h Р Х Л И 
' Ю , если A jfc К'. 
Непосредственной проверкой определений можно пока­
зать, что М(ЗС) ­ двузначная конечно­аддитивная мера. 
Отображение М ­ взаимно­однозначно, что следует ив оп­
ределения Z. ­ультрафильтра и двузначной конечно­адди­
тивной меры на Z . 
Пусть EfeZ. ­ некоторое множество. Рассмотрим ха­
рактеристическую функцию этого множества Х е , как непре­
рывный функционал на nwQC,Z) . 
Так как множество значений этого функционала "0«(0 } 1^, 
прообразы точек \0\ и \\^ ­ открыто­замкнуты. 
х; ' ay. {уи пь(х ,z ) i _fitE)­11 
Рассмотрим прооо'раз.этито множества при отображении М. 
Это множество ­ открыто­замкнуто в Н(Х) . Так как 
множестве характеристических функций { X g ^ E t Z , всю­
ду плотно в b lX^Z " ) , кноиест.на вида Х~е ( 0 обра­
зуют базу топологии 'из открето­за.ü;hvtux u h o * . j o t h тополо­
гии . Отображение М у'танн вливает н­.лямно­однознач­
ное соответствие мокду базой топологии ^ в в пг(Х.,Х} 
и базой топологии t F .в НОС) '. "СЛ'­­до1>­т >лы1и, как то­
пологически.: проотрчнитьа," они и з п » о р | н ы . 
Следствие. :.1р'«стр­шст»!0 Н ( Х ) в ч о а о л о г и и Хр яв­
ляется о д н о й из р ъ а л н з а и и д к с ч п ч к т и ф и к ­ ш и и i ' o ü b j и н д а у-Х 
произвольного и з м е р и м о г о п п о с т р ч и с т ь ч ( X , Z ) . 
Отображение Г\,:Х-»*^х. ГД° XfcX. , 
^ х Г ^ Х ^ э х . ^ , является вложением X. в Н ( Х ) . 
Образ любой точки X из X. является открытым множеством 
r U f c t V ^ l ^ x ^ • 0 т с ю Д а видно, что любое подмножество 
^ при отображении h, переходит в открытое множество в 
HOC. v 
"Если Л ­ топологическое пространство, и алгебра 
21 совпадает с 6 ­алгеброй борелевских множеств •%()(), 
то вложение hy , кроме дискретного случая, всегда раз­
рывно. 
Изоморфизм между алгеброй 21 и алгеброй в °ех откры­
то­замкнутых множеств в НОО осуществляется отображе­
нием r i A ^ H C A ) , где A f c X , H ( A ^ t : F . 
Отображения Ь и Ц соответствуют отображениям Ь 
и t в работе С 4 ] . 
§3. Продолжение функций и мер на ИСК) . 
Любая функция из Е>(Х,^ 1) может быть продолжена 
до непрерывной функции на гельфандоЕ>ч;коЙ компактификацки. 
Используя реализацию гельфандонекой компактификации в 
Н(Х) , дадим непосредственную конструкцию продолжения 
функций. 
Сначала определим продолжение характеристических 
функций X E ,EeZ . . 
Определение 3.1. Пусть X­g:X­*R ­ характеристи­
чна кая функция множества Е из . Определим 'функцию 
следующим ооразом: 
функция Х Е чвляотся характеристической функцией 
множества Щ £ ) я Н 0 0 „ • Так как множество ЖЕ) ­
открыто­замкнуто, функция "Х­в ­ непрерывна в топологии 
Пусть теперь jCX.)=21a tXE tCX.) . 
Определим функцию ^ : H W ~ » R следующим обрином: 
Очевидно, функция j - непрерывна в топологии ^ Р , 
Перейдем к общему случаю. Пусть ,ļjfc Ъ (Х ,Х. ) , 
lini/ i^, , где tinv ­ р а в н о м 1 лшй предел функций, 
линейные комбинации характеристических функций. 
Положим lint & . 
' Ч.­»ое> 1 
Функция *$* является равномерным пределом непрерывных 
функций и, следовательно, сама является непрерывной. 
Теорема 3 . 1 . Значение функции ^ на 2. ­ у льтра ­
фильтре % можно вычислить по формуле: 
А ^ * р. 
доказательство. Так как функция J непрерывна в точ­
ке ļļt , то справедлива следующая формула: 
i f e b J ^ Ī C ' B J ' г д е • ­множество 
всех открытых окрестностей Ж . Так как открыто­замкнутые 
множества Н.СА") , AfcZ­, образуют базу топологии, фор­
мула упрощается: V$CJtft" П ^( . rKAI l ) i так как j ( 'чйс­
тьо М А ) , A t ^ C ­ Сама окрестностей % из открыто­
­замкнутых множеств. ~ 
Рассми^оим m h o v . ; c t u o yvHtAjfy • Так как множество 
всюду плотно во Mi io t . i 'CTue Н ( А ) & Ц ( ) 0 • и функция 
­ непрер­.ипа на Н С Х ) . и м е е м : - f ( Ā y $ А ~ У 
Последнее рапонетьо следует из того , ' что U 
Слодо!Гчт(.льно, цолуча;.м формулу: * 
Теорема лчказг'чч. 
Примечание. ,'.*•! i / с и я я н •iriT­jpyv н е о , у r o d гь в обозна­
чениях, будем зацйсанатм Т(Ч# •^» Л 
A t * ' 
хотч с левой c w p o i i H ь ы р а 'чил-л и о л р а л у / i и я р т i i число, а с 
правой ­ Ц(н>щсШ) чисел. 
Раоо'ио i пил. r e i ; » . p b в о п р о с о п р о ••<.'• .ч">­ • глл к о . ' ­ ч н о ­ а ц д и ­
Очевидно, что $<» , определенный таким образом, яь­
ляется непрерывным линейным Функционалом на С\Н(Х)"). 
Следовательно, его можно отождествить о {регулярной счот­
но­аддитишюй мерой на компакте Н(Х) . 
Рассмотрим значение этой меры на некоторых множествах. 
Теорема 3.2. 
Дока^мтольст во. 
2) ИС?") ­ замкнутое мноч*стьо в НОО . Пусть 
С ­ открытое множество, Еа НС?) . Тогда Н0ОЕ­
= гКУ0 и Н Ю М О Д ' ^ • Значит, ­ „«цен­
трировано. Существует А^Ф , такой что ^А^ОЗч. 
нецентрировано. Тогда Н{?)ЫОД и Ц(АМ1т№«0, 
т . е . НСАНЕ. 
Из теш, иго цкя любого открытого множества ЕагК?), 
существует откр1;то­;1амкпутое Н(А) , такое что 
и регулярности меры {I имеем: ] Ц Н С ^ ) - и | [ Ц Н С А ^ - и ^ ^ ^ . 
Теорема доказана. 
тивной меры ^ ш X до счетно­аддитиннон регулярной 
меры |1 на г1(Х?) . 
Пусть у. ­ конечно­аддитивная мера на X . Мору ^ 
можно отождестиить с непрерывным линейным функционалом ^ 
на пространстве функций £>(Х>Х.). . Пространство Е>(Х,Х) 
изоморфно п[»ст|инству непрерывных функций С^НСЭД) на 
компакте НОО 
Опроделенио .3.2. Определим функционал ^1 на СШОО) 
следующим образом: 
§4. Продолжение переходной 'функции марковского про­
цесса на гельфакдо векую компактификацию. Критерий сущест­
вования чисто конечно­адди1«гной меры. 
Рассмотрим однородный марко.волий процесс с дискрет­
ным временем, заданнЕй на СХ,Т­") с переходной функцией 
p(.X,E) • Переходная 'функция определяет пару интеграль­
ных марковских операторов, дояствуэщих ь соответствующих 
пространствах мер и функций. Переходная функция удовлет­
воряет условиям: 
УкеХ р^оесаСХ^)­ VEeZ Р(.,Е­)бЪСХ,Г), 
где CttC/jX.') ­ множество счетно­аддитивных мер на X • 
В работе С 1 ] строится расширение марковского процес­
са (МП) до изоморфного ему феллеронского Ml! на гельфан­
довской компактификации. При этом переходная функция 
рСХ,Е) продолжается до соответствующей переходной функ­
ции Oŗ.(X,E) изоморфного Ш, Здесь мы рассмотрим анало­
гичное продолжение ь рамках рассматриваемой конструкции 
ультрафильтров. 
Пусть р(Ж.,Е) ­ переходная функция марковского опе­
ратора. Сначала продолжим р(Х>Е.) как функцию. IlvoTb 
UeHCX). 
По теореме ИЛ имеем: 
Затом продолжим р(1С,Е) как меру и рассмотрим ее 
значение на наткнутом мнглмстьн НС?) • 
w " > - & if**-
Этот ] 'ь:зу;.ьГ1Г sii&hch, I.L'.mi <i tx>% 
Используя щицухкхо 1.р«'.д.ог.*.:п:1н переходной функции, 
докажем ш.е.чумщий критерии ­уцесамаакия пьзар..антн'и чис­
то кож.чно­ад/итиино!'. меры. T­vīp­'V. яьлнвтея усиленном и 
О браще Н и ем те opt­л i :. 1.'?. 11" 1 • 
Тео1"':<л 4.1. Чусть к& (Х,Т) з'. чан 'Л! с переходной 
Функцией рСХ,Е) . А1 имеот /шлричнтнуо чисто коньчпо­
­аддитйвпуг миру Л Q тогда и только тогда, когда 
выполнено уо/.эг ie: ' 
ĶCStjE^» irti, при * ­бЕй, . 
Доказательство. Необходимость. Пусть JA ­чисто конеч­
но­аддитиннвя инвариантная мора. Тогда су;цестпует последо­
вательность множеств о » 
Пусть £^­»0 , €.1,>° 7 произвольная последовательность. 
E , ­ M L L ) H(E t V - l ; . . . „ E 
Аналогично можно построить множества K b ,E b ) . . . 
Построенная последовательность удовлетворяет (JLC) • 
Достаточность. Пусть !Г= т^Е^ - Z . ­фильтр , % 
21 ­ультрафильтр. Тогда 
Отсюда получаем, что р^Ч^ЦСФУН i. • Следовательно, 
Пусть Цпи <*­п, ­ банахов предел последовательности. 
Unu fc£/ltt,E,0­L, 
для любого пи . мера JlAE) = p*Cd2,E) ­ инвариантна для 
любого Z. ­ультрафильтра "Jt 
Ов 
Из то г о , что JttEntVi- > н о ^ ^ = 0 получаем, 
что мера ļl чисто конечно­адчатлипа. 
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ПРИЧИННАЯ СТРУКТУРА ЛЕВОИШАРИЛНТНЫХ ЛОРЕНЦЕВЫХ 
МЕТРИК НА ОДНОЙ ЧЕТЫРЕХМЕРНОЙ ГРУППЕ ЛИ 
М.П.Красильников 
Новосибирский государственный университет 
В работе изучается причинная структура геодезически 
неполных левоинвариантных лоренцевых метрик на четырехмерной 
группе Ли И , алгебра Ли L которой задается следующими 
.коммутационными соотношениями: 
L обычным образом отождествляется с касательным 
пространством к М в единице. Задавая в i лоренцеву метри­
ку G и разнося ее по М левыми сдвигами, мы превращаем 
М в однородное лоренцево пространство с метрикой ^ 
(лоренцеву группу Ли). Матрица 6 допускает упрощение до 
некоторого канонического вида автоморфизмами алгебры L • 
В основу классификации метрик положено расположение идеа­
лов V¿«íe¿} , V^Ui.Bjl , Vi'íej.e^.e^ по отношению к све­
товому конусу. Канонический вид метрик на данной алгебре 
приводится в Г П . Для удобства формулировки основного ре­
зультата приведем принятую в t i ] классификацию метрик: 
Таблица 1. » 
пространство 
ид ваш 1 2а 26 2в 3 4а 46 Ьа 56 6 
V i II В В В В В В 11 И И 
\ 11 U В В II И и И И п 
v 5 II !1 lí й П п и и II п 
В таблице, 1 указано обозначение пространств и распо­
ложенно идеалов. II означает, что соответствующий идеал 
пространотненноподобен, В ­ времениподобен, И ­ изотропен 
Причинная структура изучается в терминах четырех условий 
со следующей иерархией: однородная глобальная гиперболич­
ность * равномерная устойчивая причинность = * причин­
ность « = * хронологичность. Последние два условия обще­
приняты, а первые введены Л.вичевым A .B . [21 и означают 
следующее: 
Экспоненциальная лоренцева группа Ли М называется 
однородно глобально гиперболичной, если лоренцево много­
образие М глобально гиперболично и существует проходя­
щая через Ц поверхность Коши, содержащая коммутант груп­
пы М . 
Однородное лоренцево многообразие М называется рав­
номерно устойчиво причинным, если для некоторой метрики 
g с конусом будущего К.+ , содержащим К ( за исключе­
нием нуля) внутри себя , лоренцево многообразие М хроно­
логично. 
При изучении причинной структуры мы опираемся на с л е ­
дующие теоремы, сформулированные в [ 2 ] . 
Теорема 1. J_+ совпадает с полугруппой S , порож­
денной всеми направленными в будущое однопараметрически­
ми временными полугруппами. 
Теорема 2. Пусть L ­ алгебра Ли акспоненциальной 
группы Ли М . Если [|_.,1_ЛПК+ " [Q] , то пространством 
является равномерно устойчиво причинным. 
Теорема 3. Пусть Ц коммутативной идоал коразмернос­
ти 1 алгебры L • Коли N касается конуса К + . то в М 
выполняется условие причинности. 
Перейдем к доказательству основного ренуль.ата. 
Теорема. Пространство 3 хронологично; пространства 
46 и 5а причинны, но не равномерно устойчино причинны; 
пространства i , Jda, 4а, Ьб , б равномерно устойчиво при­
чинны. 
Доказательство. Для пространства I достаточно заме­
тить, что CU.LJ'VJ , а V3 ­ пространстьенноподобен, 
следовательно [L.LIOK4 ­ Ш . Тогда но теореме 2 
пространство является равномнрни устойчино причинным. 
В случае Za. метрика имеет вид: G* iutfjü.p.-l,fjX 
Выберем конус будущего следующим образом: 
Групповая операция в данной группе может быть за­
дана формулами: 
I V х * (1 ) 
а уравнения геодезических, проходящих через \ , имеют 
вид: 
1 * 
Х1\ З.х„ 
и» 
а5е 
(2) 
Из выбора мотрики и выбора ориентации следует, что любое 
ввено исходящего из 4 в будущее причинного геонути со­
ответствует начальному касательному вектору Ъ. с О.$>0 . 
Отсюда и из (1) и (2) следует, что все точки 1 такого 
геопути имеют з£э>0 . Таким образом 3 +сО,­1:сбМ:а: 3>0} 
Тогда 3 П'З'сч.ПОГ , т . е . пространство 2а причинно. 
Конус К + можот быть расширен без нарушения типа М , т . е . 
пространство 2а является равномерно устойчиво причинным. 
В случае" 4а метрика имеет вид: 
'1 0 0 0 ' 
Б ­ о г>0. 0 0 1 0 
0 1 0 0 
\1) 0 0 <), 
Выберем конус будущего следующим образом: 
Из уравнений геодезических: 
и вида групповой операции (1) следует, что если исходящий 
из Ц причинный геопуть имеет хотя бы одно звено с 
( с ц > 0 ) , то з^>0 . Еслио*,бК +и СЦ^О , то а«> .ез , где 
\ < 0 . Для такого вектора система (3) имеет решение г(£)­
­ ( 0 , 0 ,х1 ; ,0 ) . Обозначим через 6 направленный в будущее 
луч Ц 0 Д х , 0 ) Д 4 0 1 . Пусть Ц.= 5 и и е М ­ ­ х 4 > 0 ) .Это 
полугруппа. Нами доказано, что 3 ей , . Тогда 
т . е . в случае 4а выполняется условие причинности. Расширяя 
К* так, чтобы все световые вектора стали времениподобными, 
мы получим метрику случая 2а. Пространство 2а равномерно 
устойчиво причинно, следовательно метрика 4а также равно­
мерно устойчиво причинна. 
Аналогичным образом доказывается выполнение условия 
причинности для случая 46. Расширение К* приводит к случаю 
26. Пространство 26 является полностью искаженным, вначит 
в случае 46 не выполняется условие равномерной устойчивой 
причинности. 
В'случае 3 уравнение для временной координаты геоде­
вических имеет сложный вид, поэтому рассуждения аналогич­
ные приведенным выше не проходят. Для выяснения причинной 
структуры пространства 3 воспользуемся теоремой 1. Для 
этого нам понадобится уравнение однопараметрических под­
групп: 
х _ ( < ^ ( ^ 1 > о ^ Ь с е Ч й . ^ . ^ . (4) 
Метрика в данном случае такая: 6 "бшдЦ,р |\ )о^\ р<0, 
о^>0 . Выберем конус будущего следующим образом: 
Из вида метрики и выбора ориентации следует, что любое 
звено исходящего из И в будущее временного грунпопути со­
ответствует начальному касательному вектору 3. с О.1>0 . 
(Группонуть ­ это такая составленная из кривых ^1 
ломаная Y , что Л ­ исходтщие иа 1 в будущее отревки 
временных однопараметрических полугрупп, а каждый |£ полу­
чен из Г; соотнетствукщим левым >;днигом). Из ( и и (4) 
следует, что кавдая точках такого группопути имеет Хц>0. 
В силу 'Георемы 1 I ­ S + , тогда I +cQ.=tx6M:x f c>0i . Отсю­
да следует, что пространство 3 хронологично. 
Для случаев 5а, 56, б достаточно заметить, чтог1­Ч 5 
изотропен (см. таблицу 1) , тогда по теореме 3 соответству­
ющие пространства причинны. Далее обычным образом расширя­
ем конус будущего. В случае 5а это приводит к метрике 26, 
в случае 56 ­ к 2а, в случае 6 ­ к 3. Пространство 2а рав­
номерно устойчиво причинно, а 3 ­ хронологично, значит 
пространства 56 и б равномерно устойчиво причинны. Про­
странство 26 полностью искажено, значит в случае 5а усло­
вие равномерной устойчивой причинности не выполняется. 
Теорема доказана. 
Замечание. Причинная структура геодезически полных 
пространств (случаи 26 и 2в) изучена автором ранее. Со­
ответствующая работа сдана в печать. В той же работе при­
водятся: уравнение однопараметрических подгрупп; формулы 
групповой операции; уравнения геодезических проходящих 
черев единицу группы. 
В заключение автор считает своим приятным долгом вы­
разить свою благодарность Левичеву A.B. аа постановку за­
дачи и обсуждение полученных результатов. 
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НЕПОДВИЖНЫЕ ТОЧКИ В ОТБЛЕСКАХ ПРОСТРАНСТВ 
И ОТОБРАЖЕНИЙ Х ) 
А.Х.Лиепиньш 
ЛГУ им. П.Стучки 
а 
В отблесках очертания мысленных структур, слов и, 
быть может, даже чисел становятся нечеткими, приобретая, 
что несомненно и крайне существенно, цвет морской волны. 
Понятие оператора замыкания рождается в отблесках 
топологических пространств, выпуклых оболочек, нежных и 
таинственных математических конструкций, манящих своей 
рааноликостью. Напомним, что отображение 8 : Р Х ~ * Р Х , 
где X ­ непустое множество и Р Х ­ множество всех под­
множеств множества X , называется оператором замыкания 
на X , если для любых А , В е Р Х оно удовлетворяет 
условиям: 
1) А с В - » 8 ( А К З ( В У , 
2) А с ЭСА); 
3) 3(3 (А» ­8СА) . 
Э ­ компактность множества X определяется таким 
же образом, как в случае топологического оператора замыка­
ния. 
Отблеск множества К всех вещественных чисел ­ мно­
жество РИ всех нечетких вещественных чисел [ 11 , подоб­
ич тревожному стуку первого трамвая на рассвете пронзи­
л­льной тишины утра в метрическом пространстве, прерывает 
размеренное дыхание многих известных теорем о неподвижных 
точках. Однако в теореме отблеска [ 2 ] , световой нитью 
обобщения связанной О [ 3 ] , существенно лишь то, что г^ К 
можно частично упорядочить, продолжая упорядочение мно­
жества К . 
Теорема отблеска. Пусть X ­ непустое множество, 
3 ­ оператор замыкания на X , У- X —*Х и СрХ ­* У 
к^ Статьи без литературного редактирсвания 
B7 
где Y непустое множество с определенным на нем час­
тичным упорядочением 4 . 
Предположим, что: 
1) X - S ­компактно; 
2) ^($(х))4 (Щх) для любого Х€Х ; , 
3) для любого Х б Х ( j l * ) ) существуют 
i ^R feg ( l j n ( .X ) l n»0, l ,2. , . . ­3) , удовлетворя­
ющие условиям: 
б) множество A­:=lafeX|o(a)<Wu\i­ S­вамкнуто, 
т . е . S ( A } ­ A ^ 
Тогда J имеет неподвижную точку. 
Доказательство. Пользуясь S ­компактностью множества 
X (условие 1 ) , построим согласно аксиоме Цорна минималь­
ное непустое, S­замкнутое, инвариантное относительно $ 
множество М.С-Х . Пусть хеМ и 1$п0$|г>­0,1,&,...}­: ЬЧх) . 
Если X Ф £(х) , то согласно условию 3 существуют 
у, Й б S(6(x)) , для которых имеет место а) и б ) . При 
втом в силу условия 2 множество Atj инвариантно относи­
тельно у . 
Рассмотрим множество М 0 ; = М и г \ . Оно непусто, 
ибо Ц«=М0 . Как пересечение двух S ­вамкнутых, инва­
риантных относительно J множеств Mq инвариантно отно­
сительно £ и S­вамкнуто. В силу минимальности мно­
жествам , заключаем, что M q " M , т . е . М С А • Сле­
довательно, ^UKOjt^) , что невовможно. Таким обра­
вом, у(х)-х . 
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УДК 017.98 
ЗЕРКАЛА ДЛЯ ЛОВЛИ НЕПОДВИЖНЫХ ТОЧЕК 
Д.Я.Забаровска 
А.Х.Лиепиньш. 
ЛГУ им. П. О тучки 
Пусть Y ­ метрическое пространсты» * состоянием 
d , X c Y и j - X - ' Y . 
Определение 1. Назовем А ^ Х веркалом, если: 
1) 3 ( А ) с Х ; 
2) V - x e X такого, что ^ С х ) ^ X , З а е А : 
d(x,$(5ü)-uXx,a.y dL(.a,i(x)V 
Напомним, что отображение J называется строго нерас­
тягивающим, если d C S W j l l u ^ d U j ^ для любых x,^fcX: 
Хт^Ц. 
Теорема 1. Предположим, что X компактно и £• стро­
го нерастягиваюцее отображение. 
Тогда из существования зеркала вытекает существование 
и единственность неподвижной точки отображения $ . 
Доказательство. Пусть S(x)== d t x , д л я любого 
» 6 Х • Согласно теореме Вейерштрасса существует такое 
т « Х . Ч Т 0 Для любого х е Х : s(x)>s(m). 
Пусть А с Х ­ зеркало. Предположим, что ^ Х . 
Тогда найдется такое а € А , что dCm.jtm))­
При этом: ^ С а ) « Х • Следовательно, ^ ( a ) f j{m) 
a 0 / m и s ( a ) - d ( a ^ ( a ) ) 4 d C a , 5 ( r ^ ) + d ( i H , 5 t u ) y 
< d(a,jCm))+ dlm, a) - d(m, jtmj)» s(,m). 
Это невозможно: $ (m)6X. 
Но тогда s(40 10) sd(^(m >),J(^(m '!iJ)<d(rn >A'(m^« 
­ S(ni) , в с л и АДгп)^ m . Следовательно, J ( m ) « m 
Единственность неподвижной точки отображения £ оче­
видна. " 
Пространство.Y называется выпуклый, если для любых 
X , i ^ € Y существует такое R С Y ( * т * > 
К , что u ( x , ^ - d ( * , a ) + d U , £ ) . 
Черта В у Х обозначим границу множества X » Y » 
Следствие. Предположим, что Y выпукло й полно, X 
компактно, $> ­ строго нврастягивающее « ^ ( В у Х ^ с Х . 
Тогда f¡ имеет единственную неподвижную точку. 
доказательство. Согласно аамечанию в t i ] , Ъ у Х ' ­
еерк&ло. 
В дальнейшем используются Две небольшие модификации 
лемм иа [2 ] И следующие свойства множества 6 отображе­
ний 2>. Y — Y * 
(1) для каждого & >0 существует такое geG , что 
для любого i ¿ e Y ; cKg(.ij,),i¿)<t. 
(2) отображение go if имеет неподвижную точку для лю­
бого g e & 
Лемма 1. Пусть X компактно, у : X — * Y непрерывно 
и существует множество G , обладающее свойствами (1) и 
( 2 ) . Тогда J имеет неподвижную точку. 
Доказательство. Как при доказательстве теоремы 1, 
рассмотрим отображение S и такое m е X , что s(m)<> s(x) 
для любого х е X . 
Пусть &>0 . В силу (1) И j Q O c Y существует такое 
geG i что для любого х е Х • ^(р/}(а$»5ФЙ<Ь. 
В силу (2) существует такое * * Х » что Q($U))*%. 
Таким образом, sCm^sCR^ i U . i r U ' i ­dLto l í » ) ) ,^ 4 ^­
Заключаем, что s(m)­Q , т . е . J^ni)"hi. 
Пусть Z ­ линейное пространотво над полем К ве­
щественных или комплексных чисел, dL ­ расстояние на 2 , 
Y<=Z. 
Подмножество Y называется ввеадно­выпуалым, если 
существует такое с € Y (центр звезды Y ) » что 
1 Ц +­( i ­Oc jt fe lO­, i t l Для любого y * Y . 
Расстояние d впредь будем предполагать инвариантным 
относительно переносов. 
Лемма 2, Пусть Y ­ звезда. 
Предположим, что ь топологии, порождаемой на Z рас­
стоянием d , Z ­ линейное топологическе§ пространство, 
a Y ­ ограничено. 
Для каждого t 610; 1С и y e Y определим 
g^(yy.= tu­t­( l­t )c , где с ­ центр звезды Y . 
Тогда при любом <£.e]D­il множество 
G ! = i C | l : Y , - , Y | t f c ] J , i n удовлетворяет ( 1 ) . 
Доказательство. Пусть <t€]0jl [ и Ь>0 . Вслед­
ствие ограниченности множества Y существует такое 
t « ] i , l [ , что < 1 - % с г Щ $ ^ » « й | а и ; 0 > < $ 1 
для любого Y . Такиь образом, для : ."aro у e Y : 
<dUH%(»+dl0,ü-tV0< fe+1 =t. 
Напомним, что: 
1) расстояние dL называется строго монотонным, если 
dCta,0)<dU,0) для любых RfeZ ( * f 0 ) и 
2) отображение $ называется нераетягивающим, если 
cU$(a$,Jr(y'Si«' d(x,4¡) для любых х,и,бХ.. 
Через I V X обозначим внутренность множества X 
в Y . • 
Теорема 2. Пусть d строго монотонно, Y полно, 
ввездно­выпукло и выпукло .метрически), X компактно, к 
нерастягиваюцее отображение и ^ ( B y X ' i c I y X 
Кроме того, пусть в типологии, порождаемой на 2 
расстоянием dL , Z ­ линэйное топологическое простран­
ство, a Y ­ ограничено. 0 
Тогда £ имеет неподзижную точку. 
Доказательство. Определим для всех t ^ l O j l t ото­
бражения g t как в лемме 2. 
Пусть при любом <íi€]C; l [ существует такое 
, что ( 2 к 0 } Х В у Х ) ф X . Тогда для любого 
n e N найдутся такие t „ <; ] 1" ; i. L и « п ^ В у Х , 
что ( 9 ^°$Хх п ) 4 X . Можно считать, что последователь­
ность ( X n \ i « N вследствие компактности множества X схо­
дится. Обозначим"íirn Хп через X . При этом Х б В у Х 
и одновременно^ J ( * ) e n % j J ^ h ° &Х*п) 4 1 " Y X, 
Поступила 17 мая 1988 года. 
что противоречит условию теоремы. Таким образом, сущест­
вует такое «се ]0­ i t , что ( о ^ Х В у Х ^ Х 
для любого t е 1С. 
Пусть t e 1 e t , ­ l [ , л,и е X : x f ^ • Если 
$ U ) ­ f r ( u ) , то с1 ( (о^ о^(х )Д2 к о^и)>0 < ( Ц * , $ . 
Если же + • то также: Л С С р ^ Х х М ^ Х ^ У 
­ сЦЩ*) * U­tX, ty(u)Kl­t)c> d(.t <.К*И^»> 0)< 
Таким образом отображение ^ t 0 ? " строго нерастягиваю­
щее. Согласно следствию теоремы 1 оно имеет неподвижную 
точку. Следовательно, множество G ! = lo, t |te"J^[П 
обладает свойством ( 2 ) , а в силу леммы 2 ­ также свойством 
( 1 ) . Поэтому в силу леммы 1 получаем утверждение данной 
теоремы. 
Теорема 2 обобщает соответствующий результат ив [33. 
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УДК 519.4 
МНОГООБРАЗИЕ ПРЕДСТАВЛЕНИЙ АЛГЕБРАИЧЕСКИХ АЛ­
ГЕБР ЛИ 
Р.С.Лилянский 
ЛГУ им. П.Стучкв 
В работе рассматриваются представления алгебр Ли 
относительно векторных пространств над полем нулевой ха­
рактеристики. 
Пусть $ ­ некоторый клаос таких пар. Следуя [ 1 ] , 
определим следующие операторы на классах пар. 
& : ( У , ь } €5х " , если (У,Ь) есть подпара некото­
рой пары ив <£ . 
О, : (У,Ц)€(|Е , если ГДЬ) есть эпкморфный образ 
некоторой пары из £ . 
С : ОЦ^.^УЕ , если есть полное прямое 
произведение пар из £ . 
V : С У . Ц е У * , если С У . и ^ « * , где Ц ­ ядро 
пары (У,Ю . 
Класс пар является многообразием пар, если он замкнут 
относительно втих операторов, т .е . 1£,Ц,1,'\П5."Х ( 1 ) . 
Пусть I ­ многообразие представлений алгебр Ли (лие­
вых пар) над полем К • 8 многообразие алгебр Ли над 
тем же полем и >{(*)€ К 1 х ] . Определим класс лиевых пар 
Я * 9 по правилу: (V, ь.) € X * 8 , если 
и «уСх)­0 ­ тождество пары ОГ.ь) и (V, 9 * 0 ^ 6 х 
( 8*(Ь) ­ вербальная подалгебра алгебры Ь по многообра­
зшо 8 ) . Непосредственно проверяется, что £ * 9 
многообразие лиевских пар. 
Многообразие представлений алгебраических алгебр Ли ­
это такое многообпазие, для каждой лиевой пары которого дейст­
вующая алгебра состоит из алгебраических элементов. Задача 
данной работы охарактеризовать многообразие представлений 
алгебраических алгебр Ли. Основное утверждение сводит иву­
э з 
чение алгебраических многообраеий лиевских пар к рассмот­
рению локально стабильных многообразий и многообразий, по­
рожденных конечномерными алгебрами, допускающими точное 
неприводимое представление в 8 . 
Лемма 1. Если $ ­ многообразие алгебраических пред­
ставлений лиевских пар, то существует многочлен ^(х)€К1х} 
такой, что ^е^СауО ­ тождество для любой пары(У",Ц)£ & . 
Доказательство. Пусть ( а ( ^ * г > ­ свободная 
циклическая пара данного многообразия. Так как I ­ алгеб­
раическое многообразие, то для элемента Р-«=Р имеется ми­
нимальный полином ^(г) , аннулирующий I . Возьмём произ­
вольную пару СУ.^б 5 . Так как любой элемент из Ь ­
алгебраический, то для лъбЬ 3 ^(х^бКЛХ! 
аннулирующий этот т . . Покажем, что 4л . ( х ) Делится на ^(х) . 
Для этого достаточно покавать, что тубУ, ^ ( т ) ) *0 
Рассмотрим отображение £ — - т . , Уу"—• V , где , 
пгеЬ, у е У , ллгси­СЮ/уу . Так как ( и ^ / ^ Р ) -
свободная пара многообразия , данное отображение можно 
продолжить до гомоморфизма: (и-^^Ад/,Р)­*СУ",Ь). Пусть 
« № $ ­ ¿ 5 * 1 « ' ' . Тогда Cw•fa^-C¿*l^.¿^ ,•^¿«^ltvвпi^i-
­ у о .{(га) . Так как У7о <^(1)-0 , то У о ^ т ) = 0 
для ^ у е У . Значит, ­^„^ Сх) делится на «{"(х) . Таким 
образом доказано, что>{(х) аннулирует любой элемент ив 
действующей алгебры Ли Ь , т . е . Цо ^ х ) =0 ­ тождество 
пары (У, и) . 
Предложение 1. Если (V, 10 ­ конечнопорожденная пара 
из многообразия алгебраическ­.х представлений алгебр Ли, то 
V и алгебра и ­ конечномерны над полем К • 
Доказательство. Напомним, что пара IV,^) ­ конечно­
порождена, если существуют такие конечные множествах и 
V | Х С У и У с Ь , что Ь порождается множеством У , 
а V ­ минимальное Ь­инвариантное подпространство со­
держащее X . Так как Ц состоит из алгебраических линей­
ных преобразований ограниченной степени (это следует из 
леммы 1) , то каждый ялемент вида шЦ, 1 е Ь является 
алгебраическим ограниченной степени ( L 2 ] ) . Однако, известно 
[ 2 ] , что алгебра Ли над полем нулевой характеристики, при­
соединенное представление которой алгебраично ограниченной 
степени, локально конечномерна. Так как алгебра L, порож­
дается конечным числом образующих, то, следовательно, она 
конечномерна. Пусть в 4 , 6 ; , . . . , вщ, ­ базис L . Пока­\ 
хеы, что A ( L ) ­ ассоциативная оболочка алгебры L , дейс­
твующей в векторном пространстве V ­ является конечномер­
ной. 
Действительно, A (L>* ^* / Я . Если <{1х) ­ аннулирую­
щий многочлен многообразия £ и d££jļ(x)«nx, то элементы 
е^бАСи) выражаются черев линейные комбинации элементов 
e U еС з • • • i е 1 • Иввестно [41, что множество стандартных 
одночленов е^ 1, В^ ** •»•••> В^Г i *Ч >0 образуют базис 
ŽLCL) и, следовательно, в* 4 , в ^ * п р и Q « v f c * a 
образуют базис ACL) . Следовательно, ACU) ­ конечномер­
на. '"^ ';V-;if • 
Пусть nlt и.», , u»^ ­ базис АСЬ) и 
*1 » * * , . • •• » * 1 6 X . Тогда проотранотво V пары CV.L) 
совпадает с линейной оболочкой * t « u.^, 1*1,2.,...,1, 
¿ » 1 , ^ , . . . , А ; т . е . V ­ < « { , • u»j> . Значит, V ­ ко­
нечномерное пространство. 
Лемма 2. Если £ ­ многообразие представлений алгеб­
раических алгебр Ли, то лиевское многообразие В , порож­
денное всеми конечномерными алгебрами, допускающими точные 
представления в классе £ , локально конечномерно. 
Доказательство. Обоаначим через 8 0 множество алгебр 
с указанным в условии свойством. Тогда 6=vcu ,60-Q.SC8o , 
гд$ С ­ оператор взятия полного прямого произведения ал­
гебр, S ­ оператор взятия подалгебр, Q. ­ оператор взятия 
гомоморфных образов. Поскольку подалгебры и гомоморфные 
образы локально конечномерных алгебр снова локально конечномер­
ны, для доказательства леммы достаточно проверить, что Сбо 
есть класс локально конечномерных алгебр. Пусть Lō., * . « 1 -
множество алгебр ив во .tV^., ­ соотв • «ствующие точные 
пары из X , Ц * П L i ­ полное прямое произведение 
алгебр L A , S ­ конечно порожденная подалгебра иэ L . 
Надо показать, что алгебра Я ­ конечномерна. , 
Рассмотрим для каждого А £ I пару (A^L^­CV^ ,L i . j . 
Возьмем в А а элемент а^, такой, что CL^oti. +0 
для V ' ^ e L j j ^ . Обозначим череа (A^L.) полное пря­
мое произведение пар ( . А ^ Д ^ ) • • СА.Ц^СЗЗА*. ' Д ^ - О 
и пусть си ­ элемент из А компонентами которого являются 
выделенные ранее элементы . Для всех l e L а ° 5 . ^ 0 
U i 0) . Поэтому конечно порожденная подпара I H , S ) 
ив (A.L) , у которой Н есть минимальное X ­допустимое 
подпространство из А , содержащее элемент а , является 
точной. Но тогда, согласно предложению 1, алгебра Н ­
конечномерна (ведь по построению пара (.Н,5П)«= £ ­ мно­
гообразию представлений алгебраических алгебр Ли). 
Лемма 3. Класс £<, всех локально стабильных пар ив 
произвольного многообразия представлений алгебраических 
алгебр Ли £ есть многообразие пар. 
Доказательство. Замкнутость класса Ш0 относительно 
операторов S , Q , V очевидна. Проверим замкнутость 460 
относительно оператора С . Пусть C M ^ U A ) , i t 1 ­ мно­
жество локально стабильных пар иг многообразия ЗЬ и пусть 
tV,L) есть полное прямое произведение пар ( V ^ . U i ) # 
Покажем, что CV,L ) также локально стабильна. Возьмем 
конечнопорожденную подпару ( H , S ) пары ( V , L ) . Покажем, 
что ­ стабильная пара. Для этого рассмотрим гомо­
морфизм, проектирующий (V,L) на (V^.U^j . Он индуцирует 
гомоморфизм (Н,53) на ( V ^ L ^ ) . Пусть ( Н А , 2 А ) ­ ядро это­
го гомоморфизма. Тогда пара ( H / h ^ E / S ^ ) иаоморфна па­
ре tYtjL,/) . Следовательно, пара l H . t o 4 , S / s J и, значит, 
пара ( Н / Н . , Е ) стабильны. Ясно, что П Н А ' 0 . Так 
как пара ­ конечнопорожденная пара из многообразия 
представлений алгебраичеоких алгебр, то Н и Z) ­ конеч­
номерна (предложение 1 ) . Значит, существует конечное под­
иножество J c J ч т о (1 Н« « 0 . 
Далее, для каждого А б I . пара (Н/Н^, 51) финитно ста­
бильна, и пусть п.^  ­ длина стабильного ряда в Н/Н^ . 
Обозначим череа п» п л » . Тогда Е.Н,И,а] ^ Н А для 
Т«С€ I , и.эначит, [ Н , 2 , п Л <= П Н А ° 0 , т .е . пара 
(НДТ) ­ финитно стабильна. 
Основная теорема. Многообразие лиевских пар Зь тог­
да и только тогда является многообразием алгебраических 
представлений алгебр Ли над К ( спаг К. = 0 ) , если оно 
принадлежит многообразию ЭБ0 5 в , где £„ ­ локально 
стабильное многообразие лиевских пар, 6 ­ локально конеч­
номерное многообразие алгебр Ли, ^(х ) ­ некоторый много­
член из К С х ] . 
Доказательство. Пусть £ ­ многообразие алгебраичес­
ких представлений алгебр Ли над К , £<> ­ класс всех ло ­
кально стабильных пар из многообразия £ , по лемме 3 яв­
ляющийся многообразием, 8 ­ локально конечномерное мно­
гообразие алгебр Ли, определенное в лемме 2. Покажем, что 
£ с £ а * 6 • Возьмем конечнопорожденную пару ( У , и ) е £ 
В силу алгебраичности многообразия £ эта пара конечномер­
на, т . е . V и Ь ­ конечномерны над К • Возьмем в V 
конечный Ь­композиционный ряд: О * У „ С У 1 с . . • с с 
с У ^ с . ^ с у ^ « у • Обозначим через ^ ядро пары 
& /Уи £ •••>«< • Т о г да $ > и ® -
точная неприводимая пара из £ . Так как ­ конечно­
мерная алгебра, то вербальная подалгебра 8*(.1.) алгебры 
Ь по многообразию 8 принадлежит V , ь » 1, \ . . . , а , а 
значит и алгебре ^ » П. у ь , % действует нулевым обра­
эом в каждом факторе взятого Ь ­композиционного ряда, зна­
чит пара ( V , В *Щ) ­ финитно стабильна, т .е . принадлежит 
1д . По определению это означает, что ОДфС £ < Д 8 
Так как 1Ц $ 8 есть многообразие и так как правиль­
ная конечно порожденная пара из £ принадлежит £ 0 * 8 , 
то и все многообразие 4 принадлежит 4 0 » 8 
Обратное утверждение, т . е . 2, > 8 является много­
образиеу алгебраических представлений алгебр Ли, следует 
иа определения операции $ . Отметим в заключение, что 
подобные результаты в случае поля характеристики р , по­ви­
димому, неверны. Неизвестно также справедливо ли основное 
утверждение работы в случае рассмотрения многообразия 
представления алгебраических групп. Однако для локально 
ограниченных многообразий групповых пар результаты данной 
работы остаются справедливыми 13]. 
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ЭКСПОНЕНЦИАЛШОЕ УБЫВАНИЕ МАРКОВСКИХ ЭВОЛЮЦИОННЫХ 
СЕМЕЙСТВ НА ПОЛУ КОМПАКТЕ 
С.Л.РогоЛь, Е.Ф.Царьков 
РПИ й 
Пусть { jjtt)*ytt Jtj),t€'R + >c l )€fi4i ­ однородный фел­
леровский стохастически непрерывный консервативный необры­
вающийоя марковский процесс на поостранстве ( Й . ^ Р ) , 
Принимающий значения из метрического фазового простран­
ства CV,ZUy) с переходной функцией "Р0Ь,иГ), te"R + J 
и е У . Г ^ Е у LI 1. 
Рассмотрим ди{ференциальное уравнение вffi 
(О 
где l A (u ) , ­ непрерывная матричная функция, при­
нимающая значения из M^tH) • 
Обозначим ЪпЛУ) пространство бэровских тъ­мерных 
вектор­4ункций с нормой |<Ц* аир IiHuM , C „ tV ) 
° 
подпространство непрерывных ограниченных элементов прос­
транства Вц,(.У) . Случай, когда У ­ компакт, а марков­
ский процесс u(t ) феллеровский, то есть такой, что соот­
ветствующая ему сжимающая полугруппа линейных' операторов 
в В 1У) 
оставляет инвариантным подпространство С^СУ) , рассмот­
рен в [ 2 ] . В [ 2 ] описаны алгоритмы нахождения К­момент­
ных показателей Ляпунова для уравнений вида ( 1 ) , а также 
метод исследования этих уравнений на устойчивость в сред­
нем квадратичном. Целью данной работы является получение 
аналогичных результатов для случая, когда У ­ полуком­
пакт. 
Говорят, что функция * б С а ( .У ) "имеет предел I) 
на бесконечности" и пишут ^ ^ ^ ' ^ " О > 9 С Л И Д л я любо­
го &>0 найдется компакт К Ь С ^ А такой, что Icüj^Kb 
для всех ^ е ^ \ К 6 . Обозначим СцДЪО ­ подпростран­
ство таких элементов из Са(."У) 
В дополнение к феллеровости марковского процесса 
ij(t) будем требовать также, чтобы соответствунцая ему 
сжимающая полугруппа 1\ , определенная в ( 2 ) , оставляла 
инвариантным и подпространство CjC^í) 
При всех t e T R + , y e ' i ' и о­еЪ^ОА) определим 
операторы т 
гдэ Х^ ) ­ матричное решение уравнения (1) по начальным 
условиям Х(0)в1 (матрицант), a EuÍ'J ­ операция ма­
тематического ожидания при условии, что 4 ^ 0 ) = ^ 
Теорема. Семейство операторов l S t , т , £ И + ) образует 
полугруппу на В а С!# ) , оставляющую инвариантным C^Cf ) . 
Сужения этих операторов на C t v(.V) образуют полугруппу 
класса (.Со) с генератором & , задаваемым равенством 
( i o ) t y ) ; A % ) e t y W & * X $ , (4) 
где й ­ С ­инфинитеэимальный оператор марковского про­
цесса t i ] , применяемый к вектору <Ku^ покоорди­
натно. 
Доказательство. Доказательство полугруппового свойс­
тва семейства tS^] аналогично доказательству этого 
свойства, когда ­ компакт, приведенному в [ 2 ] . 
В силу ранномерной по ^6 Ъ? ограниченности 
для X ( t ) имеет место оценка íX(.t)\l4 e K t ,' где к ­
некоторая постоянная, и справедливо неравенство 
при каждом t >й . Обовиачим ÜO­^tt^VJ . 
В силу налагаемых lía ^(t) ограничений функция 
o = l w ( u \ u­í."^) являитоя элементом С а <Л0) . Отсюда 
следует инвариантность подпространства относи­
тельно операторов , 
Так как XCti) 0­í.4jCtJi) для каадого t *0 ограничено 
равномерно no , то для всех х.еТ*"' 
Ьт. s^l» T E í UCt)«K > u j CtW­stFU4^\=0 
(здесь использовалась стохастическая непрерывность про­
цесса l ^ C t ) , » ^ ) ] ) . Таким образом, доказана принадлеж­
ность сужения полугруппы t S t i на С а(."^) классу (С,^ 
Ив [1] известно, что для того чтобы_линейный опера­
тор 4» был шфи'итезимальным оператором некоторой непре­
рывной в банаховом пространстве Ъ сжимающей полугруппы 
8^ , необходимо и достаточно, чтобы выполнялись следую­
щие условия: 
(A) область определения оператора á< всюду плотна в Ъ 
(в сильной топологии); 
(Б) уравнение ¿ j . ­ % j ­ * g имеет решение £fc<ñC¿.') 
для всех ^ е Ъ и всякого "X. >0 ; 
(B) ИТс$» для любых J е ^ С А ) п > 0 . 
В силу того, что А замкнут И ] , а умножение на непре­
рывную ограниченную равномерно по cj матрицу M<¿) эле­
ментов СцСУ) является линейным непрерывным оператором, 
условие (А) выполнено. При всех действительных 
Х > з о { ^ Ш ф 1 « а и любом EjfcC^Oí) уравнение 
А ^ ­ 7 ^ " 2 имеет решение, потому что спектр оператора 
А расположен в полуплоскости I x e C :"ReX ¿Oi [ l l . 
То, что (В) выполняется при 4 > c l , а не при X >0 не" 
существенно, так как вместо полугруппы l S t } можно рас­
сматривать полугруппу t e . " 0 * St5 • Аналогичное аамеча­
К«е. можно сделать относительно условия (В ) . Таким обра­
зам, <£ является генератором непрерывной полугруппы й г 
на Ъл  0 # ) . ' 
При каждом * е э К А } и всех "tttO, равномер­
но по ч£ У 
Следовательно, производящие бператорм полугрупп &t И 
в совпадают на плотном в С л СУ) множестве 9U &) , 
а тогда при всех t *0 сужение S t на совпадает 
о в . Теорема докавана. 
Обооначим "Р^С^Б") вероятностную меру наУ*Т*., 
заданную парой случайных величин (.иф, жШ) и опреде­
лим на множеотвах Г 6 1 ] ^ векторно­значную меру 
1 С Г ) ­ и ? ^ Г , и х ) . (б) . 
для случая, когда V ­ полукомпакт, приведенные в [ 2 ] 
леммы и следствия переформулируются в следующем виде. 
Лемма 1. При воех ХбТК' ь , с е ^ С У ) и ^ Т * + 
выполняется равенство 
где ^ ( П ­ ­ Р ^ Ю ) 6 Г ) . 
Слодствие 1. Семейство векторно­вначных мер (6) за­
дается при помощи непрерывной в ­слабой топологии 
пространства Г^СУ) полугруппы со слабым производящим 
оператором .£* , который задается равенством 
и&у хА^«нф & ^  ^ ^ Ж ч ) * и х * ^ )сам)<Кч}.(8) 
Следствие 2 . Для первого момента М^С^ решения зада­
чи Коши £Ю) = х уравнения (1) при начальном распределении 
марковского процесса фДП*ТН^0)^П можно записать: 
и ^ у ^ в ы ^ ­ и в ^ ^ » с») 
где ^ ( ^ ­ а И о 
Следствие 3. Матрица вторых моментов М^М. решения 
еадачи Коши х(0)-х. уравнения (1) при начальном распре­
делении марковского процесса ^ЛГ) Ж Ъ Ч ч Ц е Г ) вадаетоя 
равенством 
11^)6 Е1*«а« ? « Ц . ^СЧГ Ф 0 ^ ) , (10) 
где ф 0 (^ ) « зса?$, ( .йу } , а полугруппа I V * , 
линейных непрерывных операторов на С* СЛ—«М^СР)) («^­сла­
бо непрерывна и задается своим и)­слабым проивводящим 
оператором . Оператор <£^ определяется ооотношв­
нием 
при условии, что «­6QCä^ cCC3l—•M.n,(1Rl 
Аналогично можно определить полугруппы, задающие мо­
менты МцОЬ) более высоких порядков. 
Определение. Тривиальное решение (1) называется экс­
поненциально устойчивым в среднем квадратичном, если для 
всех , ste 'R" ' , "t ^ 0 существуют .такие положи­
тельные числа К и J* , что щ 
Следствие 4. Тривиальное решение (1) экспоненциально 
устойчиво в среднем квадратичном тогда и только тогда, 
когда для спектра б («£),) оператора справедливо вклю­
чение c r « ^ C I F T E T * o i . 
Назовем , 
Л. « К V M M * ( W " 
верхним k­моментным показателем Ляпунова для ( 1 ) . Яоно, 
что "средний" верхний показатель Ляпунова l к =• 1 ) опреде­
ляется равенством 
Л 4 » 1 м 1 . ± - M S * l 
а "среднеквадратичный" ( k » & ) ­ равенством 
Используя положительность [И] операторов V t , можно пока­
зать, что Л » = sup"Refc. ö 
Описанный в [¿3 вариант метода теории возмущений (в 
случае А(у) = А 0 + ь А 4 ( ^ , где fe6(.­Ue ,Ь„ ) , Ь 0 ­ доста­
точно малое положительное число) для анализа спектра про­
изводящих операторов соотиетотнуицих полугрупп применим и 
для ситуации, когда "У ­ полукомпакт. 
Оператор i , определенный в ( 4 ) , представляется В 
виде d'i."*(ti} , где линейный непрерывный оператор 
£ 1 •  СцСУ)­*Сц.О*) определяется равенством 
*А^(и ) « » (^ , а оператор 1°--Ян.1() ~*ЬК(Ч) ­ равен­
ством (i '»)^) = ACe«(^«' Щ$Щ 
Лемма 2. Пусть спектр оператора А допускает пред­
ставление tf(A)»№}u^tA) , причем нуль является прос­
той точкой спектра, a ffiÄ^lxet •'Re'JK­J <01 . Если 
хсбСАо^ЧвСА') , то \ t 6 l ¿ ° ) и отвечающее этому соб­
ственному значению корневое подпространство опера­ . 
тора WS в является корневым подпространством про­
должения оператора а? в tOfl­* 1 К ) , отвечающим тому же 
собственному значению. 
Лемма 3. В условиях леммы 2 существует положительное 
число to такое, что при всех (. t (­{.„, Ь 0 ) пространство 
CÜ7­*C , V ) разлагается в прямую сумму инвариантных отно­
сительно IS t . t e 'R^ ' i подпространств 
СОГ — . < C f c ) « W Ä C b ) © W K ( « ) . 112) 
Проектор Р^/.Ь) в "WK разлагается в ряд Маклорена по & , 
причем P 4(0)CVy-*C , , ')-'W x ; где из леммы 2. 
В подпространстве (Ь) = U *W».U.) пространства 
Cliff—»1ГЛ) всегда можно выделить действительный базис, и 
затем, взяв его оболочку, перейти к действительному конеч­
номерному пространству W C b ) , соответствующему всей соб­
ственным значениям матрицы А^ . Это подпространство 
действительно и инвариантно относительно полугруппы 
l S t ) t € H t l . Отсюда 
Следствие 5. Если выполнены условия леммы 2 и 
бСАоМвЧАЛ» ф , то существуют &о >0 и разложение 
6 » Л У ) = 7/(0©"Wit t такие, что при всех i 
инвариантно относительно I S ^ . t t H + l и проектор "РСь^ > в 
W(b) с C(v(.y) разлагается в ряд Маклорена no i . 
Поскольку W I O ) * ! ^ , то следствие 5 позволяет при 
всех х е Е , &e(.­b 0 |&,) первый момент решения (1) пред­
ставить в форме M 4 ( l ) = m.(t)» MCt) , где l A t t i , t f c H 4 l 
допускает оценку 
a l i » W , t t * t í удовлетворяет обыкновенному дифференци­
альному уравнению в И,* : 
J j " A ( * V * > (13) 
А 1 ^ Е 1 4 . А к С ^ 
то описанная выше методика также пригодна. Следует только 
внести очевидные утешения в формулы для вычисления мат­
риц А ^ • Например, при к ­ & : 
причем А'^'А^Ькь*Ь Аа*- — . Опишем алгоритм отыскания 
матриц А^ . При достаточно малом ¿0 базис 
1^(4), Д (^ , . . . , ^Сч)^ : г ? ' ' (ч 1 ) в 7/СЬ) задается равенством 
Р ^ * Р (Ь )1 и поэтому его можно представить в виде ряда 
Р Ь(ч)= 1+Ьг\(у)+£г^(ч>.... Поскольку при всех Ь^С­Ьо^о) 4 
пространство ^(5») инвариантно относительно <£(&) 
то при всех (­£,<,, 6о) должно выполняться равенство 
Отсюда получаем А 0 = А о и уравнения 
АоР 6^­Р»^'. + А ^ С а ^ А ^ Р ^ ^ - А Т ^ С ч ) (15) 
и т.д. При проверке условия нормальной разрешимости можно 
пользоваться базисом Р*=1р(ац­) в подпространстве 
Р*(0)С* СУ) , где р ^ ч ) ­ единственная инвариантная 
мера оператора А* • Отсюда находим 
А ^ Л ^ р С ^ , 
а затем Р ^ у ) из уравнения (14 ) . Анализ (15) дает 
и тогда можно найти Р {Л^) из (15) и т.д. Этот алгоритм 
близок к результатам работы [ 3 ] . Он позволяет у[>авноние 
с марковскими коэффициентами (1) в некотором смысле при­
вести к уравнению с постоянными коэффициентами^ 
^ = ( £ & к А к и . (16) 
Е.;ли матрица в правой части ( I ) может быть представлена в 
форме равномерно сходящегося ряда 
к 
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Из приведенных выше построений следует, что для уравне­
ний, Слизких к стационарным, можно записать: 
Л А 4 К * I Н^СЬ))­^^IпьСй1*«ир№«>..Хб АС«№. ( 1 8 ) 
Аналогично можно выписать верхний показатель Ляпунова 
для вторых моментов. 
Пример.Рассмотрим уравнение 
*+С1+ьсо5^Йх «0 , (19; 
где 1у (^ ,1б1Я + ] ­ марковский процесс на прямой 
V" (­*•>+**») С ­инфинитезимальный оператор которого за­
дается равенством 
Оператор ¿¿8, , определенный в (11) в нашем случае явля­
ется дифференциальным оператором о периодическими коэффи­
циентами. Поэтому, как и в случав ^*Ю,?лП 121, 
Топологические пространства и их отображения. Рига, 1989 
(2) 
УДК 517.934 
МЕТОД ВАЖЕВСКОГО И ДВУХТОЧЕЧНАЯ КРАЕВАЯ 
ЗАДАЧА ДЛЯ ДИФФЕРЕНЦИАЛЬНОЙ СИСТЕМЫ ЧЕТ­
ВЕРТОГО ПОРЯДКА 
Ф.Ж.Садырбаев а 
ЛГУ им. П.Стучки « 
1. Рассматривается краевая задача 
я ' - х е Т * 1 , (1) 
где функции $:г^ 1­*Б' ' однократно дифференцируемы в про­
странстве!?9 . Краевым задачам вида ( 1 ) , (2) посвящена об­
ширная литература в случае одного уравнения ­ скалярной 
задачи (см. [1 ] и приведенную там библиографию). Значитель­
но хуже неучены краевые задачи для систем высших порядков. 
Основной вопрос, возникающий при исследовании краевых 
вадач ­ это вопрос о существовании решения. Для доказатель­
ства разрешимости используются различные методы, в основ­
ном топологического характера. Метод Важевского использо­
вался при доказательстве разрешимости краевых задач в 
скалярном случае в [ 2 ] , гл. 3. 0 
Цель настоящей статьи ­ рассмотрение вопроса о приме­
нимости метода Важевского к доказательству теорем сущест­
вования в случае задачи ( 1 ) , ( 2 ) . 
2. Основные определения и факты, относящиеся к методу 
Важевского, приводятся по книге [ 2 ] , гл. 3. 
Рассмотрим дифференциальную систему 
х ' - ^ х ) , *Оо ) -Хв, (3) 
где ^ € С ^ . Б * 1 ) «. 61 ­ открытое множество в рЛ*1 . 
Пусть & 0 ­_открытое в & множество с границей ЗЙ,0 и 
вамыканием £1 0 •. 
Определение 1. Точка ( t 0 , *o )é Sift о£1„ называется 
точкой выхода иэ Л 0 относительно системы ( 3 ) , если для 
любого решения * системы (3) существует £.>0 такое, что 
(Л,*а)) é SL, при V 6 i t <• i o 
Точка_выхода называется точкой строгого выхода, если 
( t ,* ( t j )^Sl 0 n p H t o < t ¿ t Q + b для малых Ь>0 . 
Будем обозначать множество точек выхода (строгого 
выхода) символом S ( S ) . 
Определение 2. Пусть А с Ъ ­ некоторое множество 
топологического пространства. Пусть ^ В ­ * А ­ непре­
рывное отображение, при котором f ( ^ ) " ^ Для любого 
46 А . 
Тогда ^ называется ретракцией В на А . Если сущ­
ествует ретракция В на А , А называется ретрактом В . 
Теорема 1 (Важевского). Пусть у,£1,о1 0 ­ описанные 
выше функции и множества и выполняются условия: 
1) Через любую точку SL проходит единственное реше­
ние системы ( 3 ) . 
2) Все точки выхода иэ й 0 являются точками строгого 
выхода. 
3) Множество S c & 0 l ) S таково, что Я OS явля­
ется ретрактом £¡ , но не является ретрактом в . 
Тогда существует по крайней мере одна точка (t^at^e 
6 2 П£10 такая, что соответствующее решение системы 
( 3 ) остаотся в & 0 на своем максимальном интервале сущест­
вования вправо от t 0 . 
3. Пуить функция 5 :!<;*—• "R* удовлетворяет услови­
ям однозначной разрешимости задачи Коши, например, имеет 
непрерывные частные производные по всем своим, переменным. 
Пусть Й ­ R £ n i t>0 ] \2 l . Множество SI является 
относительно открытым в 5­мерном полупространстве t >0 . 
Пусть множество SL0 имеет вид Sl 0 ­ и « ТД1 , где со 
ограниченное открытое множество в [0,U*"R* > сечение 
которого плоскостью х ­ t непусто при каждом t t (0 ,O 
Обозначим символом S ( 8* ) множество точек выхода (то­
чек стогого выхода) из 5£д относительно системы ( 1 ) . 
Теорема 2. Пусть, кроме перечисленных выше условий, 
Б ­ Б* , 8,«=£10Пи ­ 0 ] и множество й 0П$ являет­
ся ретрактом Э , но не является ретрактом 8 0 . 
Тогда существует решение задачи ( 1 ) , ( 2 ) , график ко­
торого принадлежит сЗ 
Доказательство. Все условия теоремы Важевокого отно­
сительно системы (1) и множеств & , £ь0 , Й 0 выполнены. 
Следовательно, существует решение системы (1) с начальны­
ми данными в 8„ , остающееся в Й.0 на (Максимальном интер­
вале существования. Под решением здесь понимается 4­мер­
ный вектор к Ш ­ С х ^ Х л Л Х х ^ С Й . ^ С ^ . 
Прэдположим, что данное решение не удовлетворяет вто­
рому ив краевых условий ( 2 ) . Тогда либо •Ьтод < I , либо 
1 » н о »1 • л 
Первое возможно лишь в случае, когда ^ + х^ —> ° ° 
при Ф^  —» "Ьюа* • Это означало бы, что величина х^+х^ 
также становится неограниченной при Ь — ^ о д л , так как 
5 Ч " 4 Л Х 1 « Х Л * « . " ^ > * ч > х 0 остаются ограниченными при 
ограниченных (г^, х*) . Но график решения (х^Хц,) остает­
ся в о при 0 < Ъ < 1 | , , а л 
Невозможен также второй случай, поскольку аналогично 
предыдущему устанавливается, что производные х^, ко­
нечны в 1*1 и, следовательно, решение можно продолжить 
в 51 , что противоречит максимальности интервала сущест­
вования решения. 
Остается единственная возможность к(1)€Й£ 
Доказательство завершено. о 
4. Приведем пример применения результатов и методики 
предыдущего параграфа. 
с Теорема 3. Пусть функции «^убО^СГДПДО таковы, 
что 
1) АИуЧ, 1 - 1 А М В Д ; 
где Ч . Х ^ е и ­ Ц ^ ' О и Ч , - « Ч ^ и Л ^ Ш » 
3) й,­1*Чо)­л­1, ^ ­ { х Ч О ­ Ы , 
причем 
Тогда существует решение задачи ( 1 ) , ( 2 ) , удовлет­
воряющее условию Ct, x.Ct))€cj ^К* [0 ,П. 
Доказательство. Прежде воего отметин, что каоание из­
нутри графика решения (t,fc(jt$) поверхностей ограничивающих 
область щ невозможно. Пусть например, я ^ Ц " ^ ^ , 
где 6 ­ малое число. Поскольку х^СЬУдв.хСЪ^у^Х^^х^й­я, 
имеет место касание Xj(t) к j^Ct) изнутри плоской области 
t * < » ļ i , что невозможно для скалярных уравнений вто­
рого порядка, обладающих свойством однозначной разреши­
мости задачи Коши [ 4 ] . Здесь использованы условия 2) тео­ , 
ремы. 
Наряду с фактом ограниченности * ' , xļ, при ограни­
ченных х ь л Л ' это означает, что S ­ S* . 
Множество точек выхода S состоит из следующих со­
ставляющих: 
UkUl, х­х, е Ч А 
H U U I , х ­ у , х'>у'3, 
t t ­ i , x 6 3ntei, Й Ъ Й ч в ь ft 
Положим £1 ­ l ( t , х , u ) : t > 0 } \ ^ i ) ' S i o ­ , 
R onS"{t=0, r­«c(0), x ' ­ A ] U t t ­ 0 , t­y (0) , « , ' »A i . 
В силу условий 3 множество 8 0f)S является рвтрактом 
8 , но не является ретрактом множества й 0 , поскольку 
невозможно непрерывное отображение прямоугольника на 
его границу. 
Следовательно, существует решение, остающееся в Suj 
на максимальном интервале существования. Учитывая, что 
производные з\ , х^ не могут бесконечно возрастать при 
ограниченных x t ,x^ , заключаем, что существует решение 
х с x t » B , что и требовалось доказать. 
5. В более общих ситуациях множество со может зада­
ваться с помощью скалярной функции t : tQ,13»»Tt**—»В , 
имеющей непрерывные частные производные до второго поряд­
ка включительно , 
о)­ЦЬ, г, у)я.< 01. 
Для функций у , не зависящих от производных , осо­
бое значение приобретаэт описание "боковых" точек выхода, 
т . е . точек выхода, лежащих на поверхности Ъа , удовлет­
воряющей уравнению 1­0 . Легко видеть, что множество 
таких точек должно удовлетворять соотношениям "ьЦ,х,^­0, 
"Цт,,х,эд)>0 , где 1^ ,х , у ) ­ полная формальная 
проивводная первого порядка функции 1 в Аилу системы ( 1 ) . 
При этом все точьи выхода из & 0 должны быть9точками стро­
гого выхода. Это будет иметь место, если выполняется сле­
дующий геометрический факт: касание границы множества со 
траекториями системы (.1) может происходить только изнутри 
области со 
Это является обобщением соответствующего свойства 
плоских областей, образованных так называемыми нижней и 
верхней функциями, хорошо известными в теории скалярных 
краевых задач ( С И ) . 
Указанный геометрический факт имеет место для области 
«а и системы ( 1 ) , если из г & с Х в ^ ­ О , 1 ч , ^ ) » 0 
следует г"(^о.*о ,^)>0 , где I1, I" ­ полные формаль­
ные производные функции <ь в силу системы (1) соответствен­
но первого и второго порядков. 
Функции ъ , обладающие указанным свойством, являются 
естественным обобщением на случай п > 1 понятий нижней и 
верхней функций для скалярной задачи. На этот факт впер­
вые обратил внимание Х.Кноблох [ 3 ] . 0 
6. В заключение рассмотрим скалярную задачу 
л ' - ^ х ^ г е С О Л З , (4) 
* а. х а ^ х ' а ^ , ( ч . * и * > Л » е ^ , < 5 ) 
где у€С/Ш*,-Ю . 
Теорема 4. Пусть выполняются условия: 
1) существуют нижняя и верхняя функции 
А ' > , № , * , * ! ) , уЧ^Ьу -^ ' ) ; 
2) 8 А >3«, ­ связные замкнутые множества в &)х1<. 
такие, что 
ш 
S * n U , x - y , x4$ ! J f ф, S f t u U , x - ¿ , x>£3 t % 
w­Ut , x V O<Ul , ¿ i z c f i . 
Тогда существует решение задачи ( 4 ) , ( 5 ) . 
Доказательство. Пусть £t"KtjX.ijJít^Ol^Sa, 
В данном случае в силу результатов из [ 4 ] и независимости 
функции $ от х' множество точек выхода из Sl0 совпадает 
со множеством точек строгого выхода S . Множество S состо­
ит из 
t t ­1 , i ^ x ^ i i j K R l v S f c . 
Легко видеть, что ыножеотво S ПSA является ретрактом S , 
но не является ретрактом 8^ , так как состоит более чем ив 
одной компоненты. 
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ТШОЛОГИЧЕСКАЯ ХАРАКТЕРИСТИКА дККЕРЕНЦИРУЕШХ 
0Т0БРА2ЕНИЙ НОРМИРОВАННЫХ ПРОСТРАНСТВ 
В.М.Ульянов 
Московский химико­технологичео£ институт 
. " л 
Пусть К ­ недискретнов нормированное поле, £ А и 
Еа,­ нормированные линейные пространства над полем ^ , 
Ц С Е ^ Е ^ ­ множество непрерывных линейных операторов 
А ^ ^ ^ В ^ с топологией сходимости по норме 
(для упрощения записи будем ис­
пользовать одни и те же символы для обозначения всех нуле­
вых и всех единичных элементов, а также всех норм). По оп­
ределению базу топологии пространства ЬдСЕ^ОД образуют 
Ь­шары Щ#1,САг,>1А«и4(&1>Ь1):(1А-А.Ч<Л где А 06ЦСЕ 1;Е^ <) 
и &>>0 . Для натурального и>1 по индукции определяем 
Предположим, что существует такое число С>1 , 
что для каждого ненулевого вектора 1€.Е4 можно найти такой 
линейный функционал ^ ь Ь ^ Е ^ К ) > ч т 0 
из теоремы Хана­Банаха ( [ 2 ] , глава \Д , 5 1, 1]ункт 3) сле­
дует, например, что для полей действительных и комплексных 
чисел "К и (Г ' ' "7 веять С = I ) . 
Для мнолц,­.иа X £ Е 4 обозначим X множество предельных " 
точек множествах в Е 4 , 1 х ' ^ — * Е 4 - тождественное вло­
жение. Для произвольного отображения * : Х — » " У в тополо­
гическое пространство У и точек х 0 £ Х * и и,вй1Г будем пи­
сать ' т * * ^ , если для каждой окрестности У.и^с'У 
существует такая окрестность И,Хо<; Е4 , что 4(ХПи«,\1х,)Н 
Как обычно, отображение Х : Х — ^ Е ^ . Х ^ Е ^ называется 
дифференцируемым в точке х , *ХПХ^ (в смысле Рреше), если 
существуют такие линейный оператор Ах„ е1«1^1 ­,В0 (вообще 
говоря, Tie единственный) и отображение «С: X — , что 
для всеххеХ выполняется $ х в * & х , С * ­ х о ) + А.х. и 
Lnt i j a ­ x j = ^ • Оператор А « 0 называется также производ­
ной отображения $ в точке х , . Если отображение $ диффе­
ренцируемо во всех точках множества M 1 s X n X d ' , то мож­
но определить отображение : М | т~* L idS^E^ , положив 
i ^ x ^ A x для всех x&Mj . Это отображение jfi будем на­
вивать (первой) производной отображения £ на множестве 
Mi (вообще говоря, отображение Jr l t t не единственно). 
для натурального л>1 отображение J'­X—'E^.XsRi, 
называется п. раз дифференцируемым на множествеМц^ХАХ* 
если существуют такие множества Mi ,М^ , . .Нц , ­ ! и отобра­
жения 
­ производная J на множестве Hi , МцС ЗиЛу Мц_| 
и ^ ­ производная на множестве Мц для всех k*t,V.,h.. 
При этом называется Л­ой производной отображения J 
на множестве Ми, . 
Отображение J iX"~*R j ,X £ Bi , будем называть беско­
нечно дифференцируемым на множестве М ^ * Х Л Х 4 , если для 
всех натуральных л существуют такие множества М ^ а М . * 
и отображения j ' * 1 : М * — + L J B f . S ^ , что М ^ Х П Х * , j t w ­
производная fc на множестве M i , M^sdnt^Hh.­i и J t > J ­
производная у на множестве М * для всех \>1 (заметим, 
что это условие, по всей видимости, сильнее, чем условие 
существования п­ой производной отображения j» на некото­
ром множестве •MuSXflX1'' > удовлетворяющем условию 
M«„S3ict Мц, . Для всех натуральных ц, ; оба условия эк­
вивалентны, если Н.­Я производная^^ отображения £ един­
ственна на указанном множестве Мц, для всех К ) . 
Для линейного оператора A c L i t R i j B ^ положим 
P A=i(K Jy)«Ei<B|­.A* = yJ (график оператора А ) . Для мно­
жества fctSL^KijB^Y положим tM.U)= U PA\U0,0)1 . Заме­
тим, что (0,^).^ tf­(u) ни для какого 
Лемма 1. Если множество U , S L j ( 8 ц о т к р ы т о , то 
множество <KU) открыто в топологии произведения Sj* Ej,. 
Доказательство. Пусть (х^ч^вФОД . По определе­
нию <Ни) существует такой линейный оператор йо^И , что 
А 0 * о а "¿8 • Пусть >0 ­ такое число, что иЦ ( Ао^ I I , 
Выберем числа и так, чтобы выполнялись неравенства 
О«П < С ^ Д * ^ ' и 0<^<|•П«ой­о­1­иА.^ р;) (2) 
(число С берется иэ неравенства ( 1 ) ) . Тле как 
4 IIКоII , обязательно ^ « " Ь я ^ Р а Покажем, что 
любой вектор (.Ж,^ б1?1 к Е& , удовлетворяиций условиям 
1!*­.ХоИ<$1 и П^­уЛ<6" ь , ( 3 ) 
содержится в ЧК&) , из чего и следует открытость чЛ­У­) . 
А для этого достаточно найти линейный оператор Аб.и1^(Д 0\ 
удовлетворяющий условию А * = ^  (естественно, А зависит 
от х и у ) . 
Заметим прежде всего, что ив неравенств (3) следует, 
что 
11x11»у 1,11­ Нх­х,1|>ВХ.Й­51>0. (4) 
Определим линейный оператор В : Е1 —* Е а , положив для 
%еВ 4 З ^ И л в И ^ ­ А , * ) , где линейный функционал 
взят из ( 1 ) . Тогда •Вх=1^я*)­(.^­А,х>1­1^­К,х^^­А,х, 
1ВкЫ1^я1 -|11­А,х1«11 я1­Ш­11|­&.хН ^ ^ Ц Т * " * " , 
откуда следует, что 
нв1к С ­ " Ч : А ° Х " • • (5) 1*1 
Так как в силу неравенств (3) 
Ц­ А, XII=К ч,­ ^  ­ А0(х-х311 <• »(¿­^ 011+у АоИх­Х, II ^ II А п^­с?! 
из неравенств ( 5 ) , (4) и (2) получаем 
Л " 11X11 * I I X . l l -¿4 " * 
Из последнего неравенства следует, что оператор 
А = А 0 + Э является,искомым, так как йд­АвИ=1Ы1 <Ь , 
то есть, Д е (А,") , и А х = А,х +Ъх =А 0 х + ^ ­ А 0 х > у . 
Лемма доказана. 
Для открытого множества tl £ U^B^R^ и точки 
tXo,4<Л ; E i * h положим $ ( . «О ^ (.«.цНа» 
Пусть Z tCE l iEj i ,)=Ei«Ej,x LiCEjt­j Ej^ » а ^ У тополо­
гии Zj.CEijEfc) зададим множествами вида 
где U i 6 E i « (в топологии произведения) и 
У.Й & LiCEi, Ец") ­ открытые множества, ( X o ^ f c ^ i ­
Для натурального к.>1 определим Z^CStjEj,^ 
с топологией подпространства. Для сокращения записи точ­
ки множества Zn,(E|\Sj,) будем записывать в виде 
В определении 2 Л (E ijEj1') существенно заметить, что 
поэтому для (.x.^.^^u'^,...,^10)*^2ц(Е1,Е^ имеем 
XeEi.i^eEi и ^ f i U k (EijRO для всех п.. 
Для натурального п, определим отображения 
Р «^ : Z^CEi­.EO—EixE^, * f c :Z b CKi iKO — 
и (для натурального га<п­ ) р а Л : ZnCE^Rj,)—»Zr*(КцБ*) 
paвенствами ta,^i^10,..., ^"°) =t<r,4,1» 
для всех l * . 4 . y l U , . . . , ^ « ) e Z a C g l i R f c \ 
Лемма Z. Для всех натуральных п. , h, , m, < п., ото­
бражения р , р и 9fm. р непрерывны. 
• Гв.,0 ' xn.,m, ln.,m, 1 1 
Доказательство. Непрерывность р 1 | 0 следует непосред­
ственно из определения топологии Я^К^В.^. 
Для натурального п<>1 непрерывность p f c a . t следует 
из того, что при этом отображении полный прообраз базис­
ного открытого множества Zn.^S^Ej, ) является базисным 
открытым множеством Z h , ( E i j Ej,") . 
Так как при натуральных т, , и, , и < л , имеем 
2ь,*."Р*н,*?**,»л-?к,*.1 • непрерывность сле­
дует из непрерывности р ц н к для всех натуральных к 
Аналогично для натурального к.>1 отображение р п о 
непрерывно, так как р =i>. р г. 
Непрерывность отображения яТщрц^, при натуральных 
m , гь , m.¿n, , следует из того, что в силу определения 
^иДК^Е^ отображение Ф,,, р Л > Л _ можно представить также 
в виде суперпозиции отображений 
причем, непрерывность первого доказывается аналогично 
непрерывности отображения (с заменой В* на 
В ^ Ц С В л ­ L I V ­ J ^Eiií») , а второе является проекци­
ей произведения на сомножитель и потому тоже непрерывно. 
Лемма доказана. 
Заметим, что отобракение 4¡n. для всех натуральных ft 
является разрывным во всех точках. 
Для упрощения обозначений положим Z^E^E^Ej*E j , 
о топологией произведении, и пусть p t ¡ 20CEi,Efc1 —» Ej и 
íir 0­p f t: Z0(EiiEft1 — » Ег, ­ проекции произведения на со­
множители. Кроме того, будем считать, что и М»=Х. 
Пусть S­lZmCR^Eí).. p N l f c : »*,rt ­ целые, 0*т.<*Ь 
обратный спектр ( Ш , Пр»бавление к главе первой, § I ) , 
hL>0 ­ целое, ­ проекции предела спектра в его элементы; 
эти проекции, как известно, непрерывны. 
Теорема I . Отображение } : Х —» Ец , где X s Ei , яв­
ляется дифференцируемым ка множестве М ^ е Х П Х 4 тогда и 
только тогда, когда существует отображение $ l :X —»Z»(Ei­,E|), 
удовлетворяющее следующие условиям: l ) p t p ^ 0 T 4 "" LX "> 
2) Pt,p t 0j­ 1 "J" » 3) отоСражение j ­ 1 непрерывно на множес­
тве M¿ . При этом отображение 4­ l ü» f i iVüi является про­
и8водной отображения £ ta множестве М( . 
и- Доказательство. Неосходимость. Предположим, что ото­
бражение $ дифференцируемо в точке X, feXOX1* . Покажем, 
что отображение f1 можно определить в точке *« так, чтобы 
оно было непрерывно в b t o i í точке независимо от значений в 
других точках множества У. 
Так как $. ди.(ференщруемо в точке х 0 , существуют 
такие линейный оператор /i х 0 е >E¡.) и отоСражение 
А.­.Х —* Ej. . .что для всол х е Х выполняется равенство 
f X ­ J K o = A X o ( 3 t ­ X ^ + 4 x и • заметим, 
что из этого следует непрерывность $ в точке Х„ . Опре­
делим отображение ^ 4=Х—*Zi.(.EijE¿i , положив 
$ 4 х 0 = (х 0 Л*<»Ах,Л и Ь1Х<*,Ь*,кх) , где Азеби^вгДО 
для XfcX\5.X0J выбирается произвольно. Докажем, что опре­
деленное таким образом отображение непрерывно в точ­
ке Х„ . 
Пусть ^ ( . x . j jXe ) ^ 1 ) * ' ' ^ " бааисная окрестность точки 
(,Хо,$Хо,Ах в) . Выберем число 4>0 так, чтобы было 
Ui^tAj C o ' ) s . Выберем число 6">0 так, чтобы для 
всех х е Х , удовлетворяющих условию 04ÍX­x « í<ó " , вы­
полнялись следующие условия: a) (x ,$x)&Ui (это воз­
можно в силу непрерывности 5* в точке Хо ) ; 
б) iig.^ft 4 ­|— ( С берется из ( 1 ) ) . 
Чтобы доказать, что для всех x t X , удовлетворяю­
щих условию 0<l lx­x o l l<5 ' , выполняется 
( *> i *>A* ' K 'U } t i e ^j e ^<. lL i ) Ut) (из чего следует непрерыв­
ность в точке ас« ) , достаточно найти линейный оператор 
Ай.1Ць(А ж < , ) , удовлетворяющий условию Atx ­XoVJX ' S 1 » ­
Для итого определим оператор В е U» CKi­^ B j . ^ равенством 
В * ­ 1 « ? х . К о » У * х Для всех * б Si , где ^х-Жо В Ъ я ^ ° и а 
( i ) . Тогда uB*Mi f _ _M­ im<H­ . x >m­utu с „ ' ! г 1 ^ ^ х ' ' 
откуда в силу условия б) следует, что И&1К < Ь . 
Н X'Xoli 
Поэтому оператор А " А х „ * В является искомым, так как 
И A ­ Aj 0 U " УВВ< Ь и, следовательно, А 6 UL¿ С Ах, ) , и 
А (Х ­х . ) « A j ^ U ­ X g H K x ­ t ^ ­ A » . С ^ ^ Х ­ Х ^ ­ А Х * 
=А 1 о (х­х , , ' )+±х = 5х­^Хо. 
Очевидно также, что условия 1) и 2) выполнены. 
Достаточность. Пусть отображение непрерывно в не­
которой точке х 0 е Х п Х 4 . Докажем, что отображение 4­
дифференцируемо в точках» . Пусть J.l*o ^(.«0,^1«, Ах.1 (та­
кой вид £1 Х О следует из условий 1) и 2 ) ) . Определим 
отображение « L : X — » Е» , положив ¿ x ­ i » ­ S * 9 ­ A 1 ­ , l « ­ T e ' ) 
для всех х с X . 
Пусть &>0 . Найдем такое 5 >0 , чтобы для всех 
x t X , удовлетворяющих условию 0< Hat­toll*6* , выпол­
lUxll , с 
нялось условие ц^ ,^ > и а ч е г о ° У д е т следовать, что 
° ' - Г л - нч. * . а ° и 1 следовательно, отображение * дифре­
Х ­ » Х о Н Х ­ Х » ! 
ренцируемо в точке Х« . 
Так как отображение J 1 непрерывное? точке 2« , су­
ществует такое 5 >0 , что для всех Х€Х *­» удовлетворя­
ющих условию 0< ИХ-хвЦ<<У , имеем ^Xfe 
« « Я , ^ * ^ , Щ А * , » , т . е . < x , J x ) * * « . , « 1 
поэтому существует такой оператор А < = < А хЛ , что 
A lx ­ x , ) « j x ­ Jx e . Тогда J.x­ l ix­Sxi­Aof . f .s­xi­
» А<.х­Х0­А(/х­ХоЫК­к х,Хх­*<>) , и поэтому 
Ц ж ^ t < HA­AgJl < & , что и требовалось доказать. 
Теорема 2. для натурального к>1 отображение 
5;Х—»Е& , где XsEi , является п. раз ди|ферендиру­
емым на множество M n ^ X D X 4 тогда и только тогда, 
когда существует отображение $ *Х—• ZB.(.Es JE0 , удо­
влетворяющее следующим условиям: D р А р Л 0 у Л * ' ^х » 
2) p t p n » 3) отоОра«ение непрерывно на мно­
жестве ' М к ; 4) отображение г р^ ^  j f c непрерывно на 
некотором множестве Мц^&ХПХ 1 1 ,' удо влет вор ищем усло­
вию Н,.^ 3n.t x • MP" этом отображение j ­ 1 1 4 ^ * W t t * 
является Л.­ой производной отображения j ­ на Чножестье 
,;окил1тельстыо слодует из теоремы I и определения 
аространствп K^lRi­, • 
дыням, что в jилу леммы 2 для всех целых rrv, п., 
0$m.<n , иа существования л­ой производной, i 4 ото­
бр!.й;ния $ на иночестве H f c S X n X < i следует непрерывность 
^ ^ Р ч и У / м * w ^ « зюо * а в - Mi » ( И л & х л х й п р и 
Теорема J . О т о С р а ж е н и е $ : Х - * - » Е ь f где X i E » , 
б е с к о н е ч н о ди| ||ер'!н;!иру«мо н а м н о # е . : т ь е 1 1 о о 4 Х Г \ Х * 
югда и т о л ь к о тогда, Koi ­ .ua с, •.чист ну от о г и о р а ж е н и е / 
j " " : X ­ » Z . 0 ( E l ) E e ' ) , удовлетворяющее следующим усло­
виям: U p , p . . i 0 y ­ V x ; 3) отобра­
жение £*Ч j « непрерывно на некотором множестве 
W k , s x n X d , удовлетворяющем условию M«,s 3|Л Х Н П ) 
для всех натуральных п. . При этом отображение непрет 
рывно на множестве М « . 
Доказательство следует из теоремы 2 и предложения 5 
из § 1 Прибавления к главе первой книги 111. 
Следствие 1. Для натурального к, отображение 
м Л _ . » l4«.tEf>t*l , где tW SXRX^XsE i , является 
гъ­ой производной некоторого отображения J: X — » Ej, 
на множестве Mh, тогда и только тогда, когда сущзстпует 
отображение $К'~Х.—* 2 f t , (E l ;E?, ' i f удовлетворяющее сле­
дующим условиям: l ) p t p . 0 j N = l x > 2 J ' f * l f # * J 
3) отображение £ * непрерывно на множестве М*. ; 4) если 
Л>1 , то отображение j . * " 1 = р^ Л_4 у*1 непрерывно на некото­
ром множестве Х н Х 4 ', удовлетворяющем условию 
M^S dicty Мц­t . При этом искомое отображение опре­
деляется равенством р^  р л у4* . ц^ЛгЙ 
Каждому отображению P:'Bt*B{,xU1(B t­,EiV..<UK.,vEi )B^­>^ 
соответствует дифференциальное включение 
ц^еРСт.^и 1 0 , . . . , u l R ­ f i ) . Положим 
d случае необходимости различные дополнительные огра­
ничение типа начальных или граничных условий можно вклю­
чать в определение Z ^ ' E ^ E ^ 
Следствие 2. Отображение $:Х—* Ej, , где X б|ц> 
является решением дифференциального вклкмения . 
«J lM6 Pvi.u.u10,.. >tt* r* ) на *й жпстве М„.^ХР.Х тогда и 
только тогда, когда существует отображение 
• X — ' Н ^ (.Е^Е^) , удовлетворяющее следующим условиям: 
3) отображение >~ непрерывно на множестве ; 4) если 
ю 1 , то отображение 4 л ' " 1 * р , , . ,\ „ гг » „ ч * * непрерывно 
на некотором кножнстве M V | Х П Х * , удовлетворяющем ус­
ловию Ми, S rJid^ Н л . 4 . 
Следствие­3. Ддч дифференциального включения 
^ € P(«,^,^ c f i , . . . , t^11"^) существует отображение 
J­.X —* Ег, , где X £ Ег, , являющееся решением на 
множестве •Иц.сХнХ'*­ . тогда и только тогда, когда 
существует отображение ¡J^­.X—» Т к CEi­, ЕО > удовлет­
воряющее условиям 1 ) , 3) и 4) следствия 4. При этом ис­
комое отображение определяется равенством 
Теорема 2 опубликована в заметке 133. 
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МОМЕНТЫ 1ЕРВ0ГО ДОСТИЖЕНИЯ НЕКОТОРОГО УРОВНЯ СУММОЙ 
СЛУЧАЙНЫХ ВЕЛИЧИН 
А.К.Хурума 
Кыаылский ШИ 
В работе [ 1 ] найдено распределение момента первого 
достижения некоторого уровня суммой независимых равномерно 
распределенных на ]0,1L случайных величин и вычислены ее 
математическое ожидание и дисперсия. В настоящей заметке 
дается общая формула вычисления моментов любого порядка, 
приводятся простые выражения для третьего и четвертого мо­
ментов. Выводится также в явном виде совместная функция 
распределены момента первого достижения суммой заданного 
уровня и величины ее перескока за этот уровень. 
Рассмотрим X ļ . , X R , . . . - последовательность невав;­
симых равномерно распределенных на ]0 ,11 случайных вели­
чин. „ 
Обозначим S n ' Z Z X i , . 
Определим N( (L ) как момент первого достижения уров­
ня 0, , где CL ­ некоторая положительная константа, т . е . 
Ж а > г г и л 1 п > 1 . 8 п > а } . 
Заметим, что Ж в ) > [ с х ] + 1 , г,г~> [Qj ] ­ целая часть чис­
ла а . 
Утверждение 1>. Пусть к > 1 , тогда 
и 10] я i īvi . 1+ГО к к 
Доказательство. Пусть G s t a ļ (« , ) - производящая 
функция для случайной величины Ж о ) , т . е . бщ^Ой^Е**^. 
Положим й-&* t e " R . Т гда 
С ж а ) ^ ­ Е е * № ) ­ | 0 " ^ ш ^ к ( ' г ; к * Е Ч 5 ^ ) -
В правой части этого равенства 6^;йг(в ) также раз­
ложим в ряд по степеням % . 
Из Ц ] известно, что производящая функция 
имеет вид 
Рассмотрим 
. .1=0 £1 
Отсюда для к>1 получаем, что 
Для ьычисления моментов третьего и четвертого поряд­
ков можно, продифференцировав производящую (функцию в точке 
получнть рекуррентные соотношения для моментов Н(й} 
Из этого выражения после вычислений соответствующих про­
изводных видно, что 
¿»0 л­
Е(ЯЙ»?Ч5<Й*Бо.*Й1|1­Ъ :>> где \?&М<Ш& 
Теперь рассмотрим совместное распределение и 
величины перескока. 
Пусть 5 ­ величина перескока суммы Sn за уровень 
и » \ Ш ч • i n­L 
Утверждение 2. Р1Жа>п,^>а1­й^Ес -1Ус^ 1 <а­^ ­
Доказательство. Рассмотрим ТЧЖо5=п, o%fci a 
=PiSn»a+ft\ (a-í)<§пч4оЛ•<mCo), 
где m C a ^ W a ^ S n ­ ^ i x b ^ & í ­ ^ C ^ a ­ i r 1 " 
( см. в L i ] ) . . * = 0 
Пусть лежит в интервале } a ­L , tx l . Ее плот­
ность приводится в [2 , с. 27 ] в следующем виде 
где х + =­|г (х+1x0 • Верхним пределом суммирования яв­
ляется [ x l , т.к. x ­¿ »0 , т . е . ^ * х или ¿ é t x l . 
Однако S n = S n . 4 * Хп , где Х п и S „ ­ i ­ независи­
мы и Х п равномерно распределена на IQ^lt , ее плот­
ность ­ ^ Cu,)» 1, 0 < a < L. 
Тогда P t S n > a + i U a ­ l ) < S n . <­cü*mCa)­
где < A a ­ í ( x J a ) : cL - l ¿ x < a , 0 < u < i , x í u , > a * f c i . 
Следовательно, P t N U ^ n , 5>s i= t i!!.,<x)(i­(a+a­sö)dLxe 
a­i* ft ' J 
^ £ tXl a, 
•U ­a ­ «J « • 5*gr g t­irCAh. t i * ­ f ! ' d x . 5 x ¿¿üod*. 
Непосредственные вычисления интегралов и последующие 
несложные преобразования приводят к следующему выражению 
совместного распределения 
"РШсК Ь В 1 ^ ё ( ­ 1 У с ^ / А ­
* о u»i­i ыд­t 
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НЕЧЕТКИЕ ТОПОЛОГИИ НА ПРОСТРАНСТВАХ ВЕРОЯТНОСТНЫХ МЕР 
А.П.Шостак 
ЛГУ им.П.Стучки 
У каждого, кто работает в области нечеткой топологии, 
возникает необходимость ответить, по крайней мере для се­
бя, на следующие два тесно связанных друг с другом фунда­
ментальных вопроса: 
1. Какими функторами из категории Тор топологичес­
ких пространств в категорию Р Т нечетких топологических 
пространств устанавливаются наиболее важные, существенные 
взаимосвязи между обеими категориями? 
2. Что счедует считать "адекватными'' (в том или ином 
смысле) аналогами объектов (всех, или, по крайней мере, 
наиболее важных) категории Тор в категории РТ ? 
Непосредственно ив определений ясно, что каждое обыч­
ное топологическое пространство может естественным образом 
трактоваться и как чанговское нечеткое топологическое про­
странство (0.2) и тем самым категория Тор оказывается 
(полной) подкатегорией категории РТ чанговских нечет­
ких топологических пространств, а следовательно (0.2) и 
(полной) подкатегорией категории РТ ; функтор, осущест­
вляющий это "тривиальное" вложение Тор в Р Т обозна­
чим & 
Несмотря на всю свою простоту и "прозрачность", этот 
функтор, однако, далоко не всегда является наиболее пред­
почтительным. Более того, для некоторых авторов он даже 
оказывается а ргюгЬ неприемлемым. Так, например, Р.Ло­
вон, работающий п подкатегории ЬСРТ ламинированных 
чанговских ноче!ких топологических пространств ( 0 . 3 ) , не 
может трактовать чопологическое пространство (ХД) как 
объект категории ЬСРТ и вменяет пространство (X/?) 
его ламинированной нечеткой копией С^Л? ) , где через 
Л 5" мы обозначаем совокупность всех полунепрерывных 
снизу отображений ^ пространства (X Î ) в отрезок 
I е [ 0 , 1 ] вещественной прямой "R . Тем самым возникает 
важный функтор из категории Тор в .гатегорию L.CFT 
[ 1 7 ] , [ 1 8 ] (а следовательно, и в категорию FT ) , для ко­
торого мы также будем использовать обозначение À 
Ясно, что образами топологических пространств отно­
сительно функторов е и Л являются чанговские нечеткие 
топологические пространства. С другой стороны, в работах 
[ 5 ] , [ 3 1 ] , [ 35 ] рассматривались некоторые рункторы Ф из 
Тор в FT , сопоставляющие топологическому пространству 
( Х , Ю нечеткое топологическое пространство ( X , $ ï ) , 
в котором ФТ является уже существенно нечеткой ( т . е . 
нечанговской) топологией. 
Отметим два существенных момента, присущих каждому 
из упомянутых выше подходов (функторов) . Во­первых, во всех 
этих случаях происходит изменение только топологической 
структуры, в то время как " базовое " множество X у объек­
та и его образа одно и то же. Во­вторых, все эти преобра­
зования сохраняют морризмы неизменными ( и , как следствие 
это го , образом Тор оказывается полная подкатегория в 
FT ) • Не следует, однако, рассматривать эти две об M 
для всех вышеупомянутых функторов особенности как обяза­
тельные, предопределенные условия, которым должен удовлет­
ворять кажпй функтор, устанавливающий те или иные естест ­
венные взаимосвязи и соответствия между Тор к категория­
ми нечетких топологических гцюетранств FT , CFT и 
LCFT • Кще в 1У71 году 1.Хаттон [ 1Ь] построил так назы­
ваемый нечеткий интервал S4 I ) , взяв за основу множество 
2 , образованное всеми НЬВОЗГФСТПЮЩИМИ (не ;бязатолыю 
непрерывными) отображениями а ; "R —» 1 такими, ч т о г Ш * 1 
при t < 0 и *(t)=0 n p n t > l л lw долив его некоторой 
чанговской нечеткой топологией б" . нечеткий интервал 
541) обладает рядим няткых (нечетких) топологических 
свойств, аналогичных соответствующим топологическим свойо­
* 'Здесь № допускаем некоторую неточность. Строгое опреде­
ление см. в llbf, а также в 5" Д&жюи работы. 
теам обычного отрезка I (так, например, для 5 ( 1 ) имеет 
место "нечеткая лемма Урысона" и "нечеткая теорема Титце­
­Урысона"), в то время как нечеткие аналоги отрезка I 
из числа рассмотренных в предыдущих абзацах ( т . е . на ос­
нове множества I ) такого рода свойствами не обладают ­
говоря образно, они слишком "бедны", чтобы отразить дан­
ное топологическое свойство во воем многообразии его не­
четких проявлений. В­последствии, по аналогии с нечетким 
интервалом была определена т.н. нечеткая прямая 
[141, обладающая наряду в важными топологическими свойст­
вами ( [ 14 ] , [26 ] , [27] и др.) и рядом интересных алгеб­
раических свойств [ 23 ] . 
Дальнейшее развитие конструкция Б.Хаттона получила в 
трех направлениях. В [ б ] , [291, [30) для каждого линей­
но­упорядоченного пространства X построено нечеткое то­
пологическое пространство ? ( Х ) , которое в известном смыо 
ле может рассматриваться как нечеткий аналог пространства 
X . Отметим, что эта конструкция S имеет характер 
функтора из категории orcL линейно­упорядоченных прост­
ранств в категорию СРТ и в случае, когда Х = 1 и Х ' И 
приводит, соответственно, к нечеткому интервалу 5(1) и 
нечеткой прямой 5 (R ) . Идея второго направления, принад­
лежащего Р.Ловену, состоит в возможности замены убывающих 
функций í- R— »1 , участвующих в определении 5(1) , 
естественным образом определяемыми ими вероятностными ме­
рами. Реализуя эту идею, Р.Ловен каждому сепарабольному 
пространству X сопоставляет некоторое нечеткое топологи 
ческое пространство ЙЦХ) ,' элементами которого служат ве 
роятностные меры на исходном пространстве X . Наконец, 
в [ 2 0 ] , обобщая конструкцию Б.Хаттона, автор каждому связ 
ному топологическому пространству сопоставляет нечеткое 
топологическое пространство йС(Х) ! элементами ЗССХ) слу­
жат специальные классы монотонных отображений VX—»1 
таких, что «шр пСх) ­ 4 и LnJ «0 
Основной целью данной работы является описание и изу 
чение одной (функториальной) конструкции JU , позволяю­
щей, в частности, каждому топологическому пространству X 
и каждому семейству | полунепрерывных снизу отображений кв 
X в I сопоставить нечеткое тополопическое пространство 
(ШХ) , т^ ) , где ЛСХ") ­ совокупность всех вероятностных 
(борелевских) мер на исходном пространстве X . (В дейст­
вительности, в работе конструкция ц описывается и изуча­
ется в значительно более общей ситуации ­ когда исходное 
пространство X ­ произвольное нечеткое. Здесь, во введе­
нии, мы ограничиваемся, однако, случаем, когда X ­ топо­
логическое пространство, и делаем это, в основном, по сле­
дующим двум причинам. Во­первых, именно, этот случай, явля­
ется, по нашему мнению, наиболее важным и интересным (см., 
в частности, вопросы 1 и 2, сформулированные в начале рабо­
ты). Во­вторых, ограничиваясь случаем, когда исходное прост­
ранство X ­ топологическое, мы можем существенно у.:ростить 
формулировки, не искажая при этом основной идеи конструкции). 
В случае, когда X ­сепарабельное метрическое прост­
ранство, наша конструкция (JUX),t^) аналогично конструкции 
Р.Локена {19}; (кстати, прототипами ряда утверждений, дока­
зываемых в данной работе, в Т.ч. (1.3), (1.10), ( 4 . 5 ) , и по­
служили установленные ранее Р.Ловеном для метрических сепа­
рабельных пространств ФАКТЫ [ 19]. Если же X ­ линейно упо­
рядоченное пространство и { ­ стандартная предбаза его то­
пологии, то, как будет показано в S6, конструкция (ИЩ*^) 
оказывается каноническим образом гомооморфна конструкции 
£(Х) [ б ] , [29], 130}. 
Изложим вкратце основные результаты работы, ограничива­
ясь, как уже было сказано, случаем, когда исходное простран­
ство X ­ топологическое. 
Первый Параграф содержит описание конструкции H,J . 
Здесь изучаются основные свойства этой констругчии, в том 
числе и свойства функториалыю1Чз характера (1.3), ( 1 . 4 ) . 
Найдены условия на | , при которых исходное пространство 
X грмеоморфно подпространству Q всех дираковских ( т . е . 
вырожденных) мер нечеткого топологического пространства 
(Я0О,Ч{) (1.7). Отметим также теорему (1 .10) , характери­
зующую "степень близости" гладкой моры р к множеству Q 
пространстве (А(Х),1.) 
Во втором параграфе рассматриваются некоторые специ­
альные (обычные) топологии на множестве & ( Х ) . Эти топо­
логии определенным образом связаны с интересующими нас 
нечеткими топологиями на Ж Х У ( 2 .7 ) , ( 2 . 8 ) , (2.9) и не­
редко оказываются полезными при изучении последних. 
В третьем параграфе рассматриваются два важных под­' 
пространства в (ЖХ\Т^ ­ пространство Р(Х) всех вероят­
ностных мер с конечными носителями и пространство К ( Х ) 
всех двузначных мер, и некоторые их подмножества. Показано, 
что РОО и некоторые его подпространства плотны в (К(Х\*С^ 
( 3 . 6 ) ; на основе этих результатов доказано, что функтор ^ 
не повышает плотности пространства ( 3 . 7 ) . Отметим также 
теорему (3 .15) , в которой характеризуется замыкание КСХ) 
в пространстве ( Л ( Х ) , * ^ . 
Параграф 4 посвящен исследованию поведения свойств 
типа компактности при действии функтора ^ . Здесь показа­
но, в частности,'что счетная компактность исходного прост­
ранства X равносильна компактности пространства 
ОКХуСдц^ ; в свою очередь для (ЯОО.'Сду) свойства ком­
пактности и счетной компактности эквивалентны ( 4 .8 ) . 
Свойства типа отделимости для (ЯОСД*^) исследуются 
в §5. Наиболее интересный вывод из полученных в втом на­
правлении результатов состоит по нашему мнению в том, что 
отделимость пространства (ЗКХХ*С|) очень чувствительна к 
выбору уровня. Так, например, при £>0 пространство 
(Л(Х)/С{) (ОД^ ­хаусдорфово для любого совершенно 
нормального пространства X ( 5 . 3 ) , но заведомо перестает 
быть даже (р, ^ ­ Т0­пространством как только (5.7) 
или » 0 ( 5 . 6 ) . 
В последнем, крестом параграфе рассматривается случай, 
когда исходное пространство X линейно­упорядочено, а ^ ­
его стандартная предбаза. Основной результат здесь ­ теоре­
ма ( 6 .3 ) , устанавливающая связь между конструкциями 5 (Х ) 
и )<^(Х) . Из этой теоремы, в частности, следует, что если 
вес пространства X счетен, то конструкции ^?(Х) и ^ ( Х ) 
канонически изоморфны. Предварительно мы приводим альтер­
нативное описание конструкции £ (Х } ( 6 . 1 ) . 
JO. Предварительные сведения: нечеткие топологические 
пространства. 
В этом параграфе мы приводим минимум определений и 
фактов из общей теории нечетких топологических пространств', 
необходимый для чтения основного текста работы. Подробнее 
о нечетких топологических пространствах см. в Г61 ­ [ i i i , 
[ 3 i ] ­ [ 34 ] . 
(0.1) Нечеткая топология. Нечеткой топологией на мно­
жестве X называется отображение 3*: I х — » I , удовлетво­
ряющее следующим условиям: 
(1) VlttW)>TOL)f\TCV) для любых a,V*I ; 
(2) TCVļU ļ ]>^T (U i ,V для каждого семейства 
IUL­. I€31 * I х i 
(3) S40) «SU) «L 
Пара (Х,?1 называется нечетким топологическим простран­
ством. (При этом слово "топологическое" нередко будет 
опускаться). 
"Пусть OC.'SJC') | Ф ^ у ) ­ пара нечетких пространств. 
Отображение £: X — » У называется непрерывным, если 
^ ( j ^CVS^SyCV ) для каждого V « I Y . 
Категорию нечетких топологических пространств и г т р е ­
рывных отображений между ними обозначаем FT . 
(0.2) Чанговская нечеткая топология. Нечеткую тополо­
гию Ohl*—* 1 будем называть чантовзкой, а соответству­
ющее нечеткое пространство ­ чанговским, если S 4 I X ) C Ä « 
­ЮД1. 
Ясно, что каждое нечеткое топологическое пространство 
в смысле определения Чанга 1141 ( т . е . пара ( Х ,Т ) , гдо 
Т с I х удовлетноряет аксиомам (1) U..V* HÄVeT; 
(2 )Uļ ,€T ПеЧ ­* .V l u i . *T; (о) O . l a l [ н е е с т е с ­
твенным образом интерпретируется как чанговское (в смысле 
(0 .2 ) ) нвчоткоо топологическое пространство и наоборот. 
При этом отображение $• между двумя чан"­ чскими простран­
ствами непрерывно в смысле Чанга 1141 тогда и только тог­
да, когда оно непрерывно в смысл*; ( 0 . 1 ) . Катеп риы чангов­
ских нечетких пространств и непрерывных ОтЧЯагвжевий между 
ними будем обозначать CFT (такое Обозначение удобное 
для наших целей, чем стандартное применяемое в гтой ситуа­
ции обозначение Fu% ) . 
Отождествляя обычное подмножество А множества Z с 
его характеристической функцией , получаем возможность 
трактовать обычное топологическое пространство ОСД) как 
такое чанговское нечеткое пространство (ХД"> , чанговская 
топология 5: 1 Х — * й в котором удовлетворяет дополни­
тельному условию 
( т . о . открытыми могу? быть только обычные подмножества мно­
жества X ) . 
(0.3) Ламинированная нечеткая топология. Нечеткую то­
пологию на X будем называть ламинированной, а соответ­
ствующее нечеткое пространство ( Х Д ) ­ ламинированным, если . 
( 3 ' ) S(c') « 1 для каждой константы с ­ Х ­ » 1 
В случае чанговоких пространств ламинированные пространства 
были впервые выделены Р.Ловеном [17], [18] . (Более того, 
Р.Ловен включает акоиому (З 1 ) в само определение нечеткого 
топологического пространства [17] , [ 18 ] ) . Ламинированные 
нечеткие пространства (как чанговские, так и общие) облада­
ют рядом важных свойотв, на наиболее существенные из кото­
рых первым (в случав чаиговских нечетких пространств) обра­
тил внимание Р.Ловон(Ц7], [18] и др.) 
(0.4) Чанговские топологии ­уровня. Пусть ( Х Д ) ­
нечеткое пространство и А «СО, 11 . Положим 
V i * l « I x ! ^ U 5 > * J . Ясно, что ^ является чангов­
ской топологией на X . По отношению к исходной нечеткой 
топологии 3" мы будем называть 3* чанговской топологией 
л. ­уровня. Положим д£­121*1* : 'CU c)»i.l , где tt C»l­UL. 
Ясно, что 3^* ­ эТ*о совокупность всех замкнутых нечетких 
множеств в чанговском пространстве ( Х , ^ ) '• 
(0.5) l o ta ­функтор и ультра­свойства нечетких Тополо­
гических пространств. Пуоть ( Х Д ) ­ чанговское простран­
стве; следуя Р.Ловену {173, [181 через \.Ч обозначаем са­
мую слабую (обычную) топологию на X , относительно кото­
рой все нечеткие множества И с Т полунепрерывны снизу 
как отображения в J • . В результате получаем функтор 
V. CFT —• Тор [17 ] , Г18]. В [35] посредством формулы 
с8Х&)=^(С(Л£,ХУ.)Л..О этот функтор был распространен до 
функтора I. •. Р Т — • Р Т ; там же рассматривались свойс­
тва этого функтора. 
Ясно, что для каадой нечеткой топологии 5* на мно­
жестве X и для каждого * € ( 0 , 1 1 (СЧ' )л является обыч­
ной топологией на множестве X 
Следуя традиции ( см. , напр., [221, [23] ) , будем го­
ворить, что чанговское нечеткое пространство ( Х Д ) явля­
ется ультра­ 51 ­пространством, где 9 ­" некоторое тополо­
гическое свойство, если топологическое пространство ( Х , ( Д ) 
обладает свойством !Р . Нечеткое пространство СХ.'З) бу­
дем называть «О ­ультра­ 5* ­пространством, где А 6 ( 0 , 1 1 , • 
если топологическое пространство (Х.С^Х*.') обладает свой­
ством Р (например, А­ультракомпактное нечеткое прост­
ранство, л, ­ультра совершенно нормальное нечеткое прост­
ранство и д р . ) . 
(0.6) Предбаза. Пусть (Х,5" ) ­ нечеткое пространство. 
Семейство ^ = Ц^. ••ЬбСОДЦ , гдо ^_ <= I х , называется 
предбазой нечеткой топологии 7 , если для каждого А € (0,11 
семейство ^ является предбазой чанговской топологии 5*, 
( т . е . 51 ­ наименьшая чапговская топология на X , содер­
жащая ^ А ) . Легко заметить, что ^ является предбаяой не­
четкой топологии Т тегда, и только тогдаг, когда для .­саждо­
го ¿ 6 ( 0 , 1 1 и произвольных И с З ^ , х . « Х и 4 > 0 най­
дутся У 1 } . . . Л « и такие, что Л"У,,*& и Л "^(х^ШхУ­Ь 
* V » ! '(,«1 
Семейство } «Ц*. € СО, 11) назовем ­ дабой предбазой 
нечеткой топологии У , если для каждого хьЧО, 1] и про­
извольных , х « Х , Ь>0 чХ.*.*, найдутся 
VI . . . -А « « V такие, что Л 7 : « 1 1 и Л У\,1х)>и(х)-ь 
Явно, что каждая предбаза | нечеткой топологии Д 
заведомо чвляется и ее слабой предбазой. В случае чаигов­
ских топологий, очевидно, верно и обратное, т . е . для чак­
говских топологий понятия предбаэы и слабой предбааы совпа­
дают. 
51. Конструкция и основные свойства нечетких топологий 
на пространствах аероятноотных мер. 
Пусть (ХД) ­ нечеткое топологическое пространство и 
Л € ( 0 Д 1 . Обозначим через борелевскую б­алгебру, 
порожденную топологией С ^ ) ^ (О .о ) , и пусть ­ множес­
тво 'всех вероятностных мер на (£­аддитивное отобра­
жение — » 1 называется вероятностной (борелевской) 
мерой, если рОО* I (см., например, Ш , [ 2 1 и др.)). 
Ясно, что 5Ь А = ­5^' пои 0<Х 4<*. ^ 1. . Положим 3 ^ = 0 5 ^ 
и пусть <ЭД» ­ множество всех вероятностных мер на б ­ал­
гебре $> . 
В теории меры большую роль играет понятие т.н. регу­
лярной меры ( [ 2 1 , [ 3 1 и др . ) . В нашей ситуации меру р 
естественно назвать ч,­регулярной, если для каждого Ь>0 
и каждого ЕеДц, найдутся&б0.5) А ь Р ^ ^ ) * , такие, что 
рсЕ с 2Ъ и рСУЛЕ) . Меру р ь Л будем называть ре­
гулярной, ее. и она регулярна для каждого АЬСОД] . Сово­
купность всех регулярных (А,­регулярных) мер обозначим 8. 
(соотв. ) . &эруре<М, назовем ».­нормальной, если Д"я 
каждого 4>Э и каждого И€(ьЗ)*. найдется ЬбСлЛ)*, такое, 
что Б с Ц, и рСУЛ1э)<Ь , где Ь ­ замыкание множества 
6 в топологии С\Л) Л . Меру р £ назовем нормальной, 
если она л­нормальна для пеех А 6 ( 0 Д 1 . Совокупность 
всех нормальных ( А­нормальных) мер обозначим^ (соотв. 
) . Легко заметить, что, если топология (^)д, нормаль­
н­, то каждая X ­регулярная мера является х­нормальной, 
т . е . 5ц. с ­ Если же топологля ((,5)^  совершенно нормаль­
на, то по аналогии с доказательством теоремы 1.1 из [ 2 1 
легко убедиться, ч^о А^. = х^ , а следовательно, и Я * » ^ 
(В необходимых случаях наряду с обозначениями $> , 
Л , Я и т.п. мы будем использоьать также, соответствен­
но, обозначения & ( Х ) , Л ( Х ) , 3 .011 и т . п . ) . 
(1.1) Конструкция ( Я Ш , * ^ ) • Пусть (X,?) ­ нечет­
кое пространство и ^«Ц А ­<с е ( 0 , 0 1 . , где ^ А ­ неко­
торое семейство полунепрерывных сниву отображений прост­
ранства ( Х Д 1 # ) А ) В I И при этом, если ¿1 4Х , то 
^ с ^ . Для каждого * е ( О Д ] и каждого М б Ц ра­
вонотвом ^СрУ * 2^Ь(Ц> , где р е Л , определим нечет­
кое множество б ^ е Т . ^ . (Интеграл, в котором не указыва­
ется область интегрирования,­предполагается распростра­
ненным на все пространство X ) • Обозначим через т *^ 
чанговскую топологию на & 0 П , порожденную предбазой 
I ё!^: И»*г . Ясно, что при а.'¿4« имеет место включе­
ние •£* с ­С!* и потому к семейству {%* :<ье(0,Ш 
чанговских топологий применимо предложение (1.1) из [ 35 ] , 
согласно которому отображение ^ 1 Л — » 1 , заданное ра­
венством «^ (К ) * Х^СК^ЧЕЖх), где 8 * 1 Л , является не­
четкой топологией на Л. . Получаемая таким образом не­
четкая топология Т!^  и соответствующее ей нечеткое прост­
ранство вероятностных мер О * » ' ^ и являются основным 
объектом исследования в данной работе. 
(1.2) Основные частные случаи. Рассмотрим следующие 
три частных случая, которые будут в дальнейшем играть роль 
основных: 
(1.2.1) Пусть ( Х Д ) ­ нечеткое пространство и 
{ » 1 3 1 * £ « ( 0 , Ш . В этом случае мы будем отождествлять 
систему | с нечеткой топологией 5* и обозначать соответ­
ствующее нечеткое пространство вероптпостных мер(ЖХ\ <£, г) 
или просто (Л ,* ) ; это пространство будем называть 
нечетко­вероятностной модификацией пространства ( Х Д ) . 
(1.2.2) Пусть СХ,9Г) ­ нечеткое пространство и 
^ =1А(».3'и : Аб (0,111 • Ясно, что этот случай легко может 
быть сведен к предыдущему, если исходное пространство 
(ХД) заменить « 1 (Х.ЛдЛ) и заметить, что (Л|Л) А И 
•Л((.7)4. • Соответствующее нечеткое пространство вероят­
ностных мер будем обозначать ( Ж Х ) , * ^ ) или просто 
Ш , и А ) • Лоно, что (Яуйд) является ламинированным 
пространством; мы будем называть ого­ ламинй|)онанной_нече_т­
ко­веронТностной_модигикаииеи пространства ( Х Д ) 
(1.2.3) Пусть ( ХД ) ­ чангонскос (в частности, обыч­
ное) топологическое просграпетно и $ « 1 ^ : * б ( 0 ) 1 1 1 , 
где $ ¿ . " ^ 1 для всех А,.*.' 6 (0,1] . В :угом случае ли 
будем отождествлять систему ^ с ее представителем ^ и 
гонорить о вёбй системе ( ка;с о семейство полунепрерывных 
снизу отбора^енк* пространства ( Х , 1 Д ) ь 1 ; соотвотству­
ющее пространство вероятностных мер обозначаем, естествен­но (ясх},*}) . 
Подчеркнем, что нечеткое пространство яв­
ляется ченговским только в следующих двух тривиальных слу­
чаях ­ когда 1X14 1 и когда ( с (0 ,11 
(1.3) Теорема. Пусть (хУ*1 , (У, "3*1 ­ нечеткие 
пространства и отображение « } : ( Х , 3 Х ) — « ( У , ? ^ ) непрерыв­
но. Тогда отображение $ : ( Ж Х ) , г х 1 * (ЯСО,%*} , опреде­
ляемое равенством $(.рМБ)=р($"1 (Е)) , где реАОС) и 
Е€$ЛУ1 , также является непрерывным. 
Доказательство. Покажем прежде всего, что для каждой 
измеримой (относительно & ) функции 1161^" и для каж­
дого р € Л ( Х 1 имеет место равенство 
Если г и з д о , то Лихг(р)­^р>ш>рХ,"Ча^­
*3 "^ЧгЬ)(1р . Случай, когда и, 6 ТУ ­ простая (измеримая) 
функция, легко сводится к предыдущему. Пусть, наконец, 
21-в 1^ ­ произвольная измеримая функция. Аппроксимируем 
ее равномерно сходящейся возрастающей последовательностью 
простых измеримых функций 11*. !"У—»• 1 . Тогда, как не­
трудно заметить, $'Чи«,)!Х—• I ­ возрастающая последо­
вательность отображений, равномерно сходящаяся к . 
Воспользовавшись теоремой Лебога о предельном переходе 
[ 4 ] , отсюда получаем } иД$(р1­Н1ип &0^<р^^|^№*А$\1>1" 
•1^^"Ч11^)4р »5 |^^Чи^(1р - Ц­Ч«)йо , что и докаэы­
ь.ют [пнонотпо ( * ) . 
Пусть теперь « . < (0,11 и а . * ^ . Тогда для каж­
дого £ € А ( Х ) имеет место равенство $"'0Уц)(рТ* 5*^  $ (р) » 
»Ju.dj.tp;: . С другой стороны Су^^р)»1уЧ*Ч1р , от­
куда, согласно равенству ( * ) , имеем $"Чой1" ^ * ' (и ) для 
каждого и. € 7^ . 
Из непрерывности отображения $ следует, что 
{ . " ' (У ­ ) *^ г а значит 5$-1 ( а ч е п:£ . Так как 
15^ ••«. е 3^1 является предбазой для Ч£ , отсюда сле­
цует, что отображение £ : (Ч1Х),1х')­*1Л(.;Ь )'ф непрерыв­
но. Но тогда, а силу {Зо, предложение ( 1 .4 )1 , отображение 
$­ЧА1.Х1/1*) — » ( Л ^ 1 7 ) такжо непрерывно. 
Поскольку, согласно [35, предложения (4.2), ( 3 .4 ) ] , 
непрерывность отображения £ : ( Х Д Х ) — Ч У Д 7 ) обеспечива­
ет непрерывность отображения (Х ,Л1Д х ) ­~ " * СУА! .^ ) , из 
теоремы (1.3) вытекает следующая 
(1.3') Теорема. Пусть СХ,9"Х), (У,9" У) ­ нечеткие 
пространства и отображение £ = ( Х Д Х ) — * ( У ] 9 " У ) непрерыв­
но. Тогда и отображение | \ ( К С Х ) , ^ ) — » ( Я С У ) , ^ ^ ) 
является непрерывным. 
(1.4) Замечание. Из теоремы (1.3) йгадует, что не­
четко­вероятностную модификацию нечеткого пространства 
можно рассматривать как функтор у.1- РТ — » Р Г , перево­
дящий каждое нечеткое пространство ( Х , 7 ) в соответству­
ющее пространство вероятностных мер ( Л ( Х ) , 1 0 и сопо­
ставляющий каждому непрерывному отображению ( Х Д Х ) —* 
­ ^ С Д У ) непрерывное отображение Ш Х \ * Х )­*(&(.?)/!{)[). 
Аналогично, теорема (1.3 ) означает, что ламинированная 
нечетко­вероятностная модификация также может рассматри­
ваться как функтор ^ д : Р Т — » 1 Р Т , переводящий каждое 
нечеткое пространство (Х,3") в пространство ( Ж х ^ л ) 
и сопоставляющий каждому непрерывному отображению 
3 : ( Х Д Х ) ­ * С У , ^ ) непрерывное отображение 
$ ч я щ ­ ф — ( л е д Д ) . 
Пусть ( Х , Ю ­ нечеткое пространство, У ­ его бо— 
релевское подмножество, т . е . У & ЗЪСХ) , и 5" у _ нечет­
кая топология на У , индуцированная нечеткой топологией 
У . Рассмотрим соответствующие пространства вероятност­
ных мер Ш Х \ * ) и (•ШУ),ч;' у) . С другой стороны, обо­
значим черев сЯ ( X ) подмножество пространства <К(Х) , 
образованное всеми р б Л ­ ( Х ) такими, что р ( У ) » 1 и пусть 
Ч ­ нечеткая топология на Л У ( Х ) , индуцированная не­
четкой топологией "С . Следующая теорема устанавливает, 
что пространства (ЯУ(Х),т:) и (Ж.У ) , Т у ) гомеоморфны: 
(1.5) Теорема. Отображение (ЖУ ) , т ; у ) ­ » ( .НУСХ) , * ) , 
определяемое равенством ^(р )СЕ)­р (Е П^) , где р б /МУЗ 
и Е £ 5Ъ(Х) , явл)Г)ТСя гомеоморфизмом. 
Доказательство. Ясно, что отображение ^ является 
биекцией. Пусть а, * (0, 1) и 21 £ ? х ; тогда ¡1 ЛУ £ 5 ^ 
о & ^ Х и 5^ "^цУ^^У ' с м ­ обозначения в (1.1) ) . 
Далее, легко понять, что для каждого реДЛУ ) имеют место 
равенств^ (о'&Хр} ­о*а,(<{Чр)1« $и.сЬ?Ср) и б^Ср ) * 
= |с&лУ)а\р= КЫАУ)а\р , а следовательно, " Г ^ а 1 * ^ ­
Поскольку и­еЗ^­) служит предбааой чанговской не­
четкой топологии I * , а I •И,ь'32) - предбазой чан­
говской нечеткой топологии *Су , отсюда вытекает, что 
отображение : (Д­СУ),х у ) —* С Л^ОО/С4*) для каждого 
•«.^ СО, 13 является гомеоморфизмом, а следовательно, в си­
лу [35 , предложения ( 1 .4 ) , ( 1 . 4 1 ) ! , и отображение 
^ : ( Л ( . У ) , Г У ) ­ * ( Л У ( ^ ) 
является гомеоморригмом. 
Из теоремы (1.5) (или по аналогии с ее доказатель­
ством) легко убедиться в справедливости следующего утверж­
дения ^ 
( 1 .5 ' ) Теорема. Отображение ^ . (АОО.Хд ) — *СЯ (Х )Д Л ) 
является гомеоморфизмом. 
Для каждого х е X рассмотрим меру р х е Я , вырож­
денную в точке * ( т . е . р х СВ)= I , где Е £ £ > , тогда и 
только тогда, когда * е Е ; в противном случае р^СЕ)" 0 ) . 
Заметим, что из х ^ * » вообще говоря, не следует, что 
р» ! } рх к ; необходимым и достаточным условием того, что­
бы из * 1 ф х а следовало рх А ^  рх^ является наличие нечет­
кого множества ЛеОЧ^ :£>0} ••= Т 0 такого, что 
14*^4 гЦх ь) . Пусть 3| ! =1р^:хеХ1 ­ совокупность 
всех вырожденных мер, 
Исследуем свойства отображения к ! X — » Ж Х ) , опре­
деляемого равенством К(х) = р ^ . Основной здесь является 
приведенная ниже теорема ( 1 . 7 ) . Однако предварительно мы 
отметим следующий используемый в доказательстве теоремы 
(1.7) и в дальнейшем простой (и, по­видимому, хорошо из­
вестный) факт: 
(1.6) Для каждой ивмеримой функции Ц £ I имеет место 
равенство $ИЛ1рЛ« ИЛ*). 
(Действительно, если гцх)­а и Ь>0 , то,положив 
Е 4 'И." 1 (а­ь,а+Ь), очевидно, имеема - ь » р (К ь Ха - ь ) * ^и ( Ц > » ^ 
< рСС^На+ь) • а + С , что,ввиду произвольности Ь >0 , 
и доказывает нужное равенство). 
(1.7) Теорема. Пусть нечеткое пространство (Х.Т) 
таково, что для любых ^ ^ « Х найдется нечеткое мноаес­
тво &б5о , для которого ^ а,С1{,) . Тогда, если ^  
есть предбааа нечеткой топологии 5* , то отображение 
К,: (ХДГ)—^С­Н­СХ^яС )^ является гомеоморфным вложением. 
Обратно, если К. ­ гомеоморфное вложение, то | являет­
ся слабой предбазой нечеткой топологии 5* . 
Доказательство. Заметим прежде всего, что, в силу 
( 1 .6 ) , для каждого , где А е (0,11 , и каждого 
имеет место равенство К," СЗ^Кх^^ц(р) (х) = ^ Ш1р г = 
» И ( х ) , а следовательно, к."Ч5ц)"и. . С другой стороны, 
поскольку из условия ясно, что И. инъективно, то 
Щ С р ^ ­ г К х У ^ б ^ С р ^ и К.(.21)(р)=0 при р<£& , а зна­
ч и т Л ( а ) = 6а, Ли . 
Предположим, что ^ ­ предбаза нечеткой топологии 
9" , и покажем, что К: СХД)—»{ЖХ\'С|) гомеоморфное 
вложение. Поскольку, очевидно, П и 
П 5"^  , для этого достаточно установить, что * *.'<*. ** 
К,:(Х,51) —*(Я.(Х),%^ ) является гомеоморфным вложением 
для каждого л с (0, 1] 
Непрерывность отображения ЬДХД^ —»(ЯОО.т:!') 
следует из того, что К Т Ч Б Ц ^ ­ Ю для каждого !1е ^ , 
а семейство 16*^: и.е ^ \ является предбазой чангов­
ской нечеткой топологии . для доказательства откры­
тости отображения К. рассмотрим У е 3^ , х * Х > и пусть 
У ( х ) » а и Ь>0 . использовавшись тем, что | А ­ пред­
база для , выберем 1Ц , . . ^у.^ & « А так.^чтобы 
ЛИ.: ' V и а­Ь4Ли|,1х) . Но тогда, как легко заме­
1­1 ^ ^ ь 
тить, ( Л 5 а . )Л514Ь.СУ) и а Ч * и 5 Н ; > Р « ) гДКрО , что 
и означает открытость нечеткого множества НЛУ) в под­
пространстве 9 чангоьского пространства ( Д Ш , т £ ) 
Обратно, предположим, что I»: (ХД) —* (Х(Х),'С^) яв­
ляется гомеомор[ным вложением. Пусть У * 3^ , х.еХ и 
У ( х ) » а > 0 . Тогда| кЛУНрх') = 6 у ( р х ) * У 1 х ) и, поскольку 
иУ )€ ( г| ) А Л < а « (П х ^ Л ' З , то для каждого <!» най­
дутся , и* '« такие, д*о; (.*;1ц)А^|*К|Л)| 
и а ­Ь « (Л §и,/Крх)Л;Й(рх) . Из этих неравенств легко 
следует, что Л 4 У и 0.­Ь4 Л» И Ь С* ) , а значит, 1=1 «,«1 
^ ­ слабая аредбаза нечеткой топологии ЯГ . 
(1.8) Замечание. Итак, если мы желаем, чтобы нечет­
кое пространство вероятностных мер ( Ж Х ^ ч ^ содержа­
ло (с точностью до естественного вложения) исходное про­
странство I X Д ) , необходимо требовать, чтобы, во­пер­
вых, точки пространства X различались семейством ? 0 , 
и, во­вторых, чтобы система £ была предбазой (или, по 
крайней мере, слабой предбазой) нечеткой топологии 'ъ . 
При этом, как нетрудно заметить, даже в простейших слу­
чаях возможны неравенства Л § ^ 1 о"/^ и + З^ц^ , 
а следовательно, нечеткая топология <^ будет существен­
но завиоить от выбора предбааы | . Поскольку наиболее 
естественной (по крайней мере, в случае произвольного 
пространства (ХД) ) предбазой является вся (нечеткая) 
топология ? , именно этот случай мы рассматриваем, как 
один из основных (см. ( 1 . 2 . 1 ) ) . 
Множество ^ всех вырожденных мер, в пространстве 
(ЖХ)/Е^) обладает рядом интересных, спецерически не­
четких свойств, из которых важнейшие иа известных нам от­
ражены в утверждениях (1 .10) , Ц л О ' ) и (1 .12 ) , ( 1 . 1 2 ' ) . 
Предварительно мы докажем следующую полезную лемму, ха­
рактеризующую замыкание множества Ч и его подмно­
жеств в пространстве (ЖХ ),1^ ) , 
(1.Э) Лемма. Пусть (ХД) ­ нечеткое пространство, 
точки которого различаются семейством 7 0 , А ^ Х > 
^ А ; = * Р * ' и р^ЯДХ) . Тогда 
Действительно, непосредственно из определений ясно, 
что § ^ ( ^ » ^ 1 1 ­ ^ 5 ^ : 1 ­ Л Д . > < а А * » 
(1.10) Теорема. Пусть ( Х Д ) ­ нечеткое ^­ультра­
­X­пространство. Тогда для каждой л. ­нормальной глад­
кой^ меры р имеет место равенство 
где írt*1, ­ замыкание множества §\ в чангювском простран­
стве ( я о о л и г ) • * 
Доказательство. Пусть семейство lC¿<*.»•,?•,...,««.« C ^J[ 
удовлетворяет условию V C f l • Положим Х ь ­ С ^ ( l ) • 
Тогда ] c¡,dp > SXi. dp >• f»up lpC*V ¡ t t X j , а следовательно и 
Vjc^dp* 6uplplx )<xcXK В силу леммы (1.9) отсюда полу­
чаем а * ( р ) * wp i р ы х « X V 
Для доказательства обратного включения положим А 
X я 11*1'X « X I . Заметим, что, очевидно, 1р"'(0,11(Ш4 tf,, 
и рассмотрим в отдельности каждый ив трех случаев, которые 
могут здесь представиться. 
1. 1р­Ч0,1НШ»И. . Представим вто пересечение в 
виде p'^Ojllf lX­ 1<4,...,IU,...1 i ГД« Х ц . « Х , 
причем p(at)> р(<ц1» ... . Обозначим JH« p (a t ) и, за­
фиксировав 1>Q , выберем щ « Ki так, чтобы С р(а^<­k:. 
rom.1 
Поскольку мери р «и­нормальна, для каждого а^, , где 
h." l , . . . ,m. , найдется 0 N * ( i í U такое, что 
p(5* L )Wр(ап.>Ь* 5»+Ь . Ясно, что мера р не имеет ато­
мов на множестве У ­ X M X j , . . . , Х к > . . . S , а следователь­
но, согласно теореме Сакса (сМ. ( 1 .12 ) ) , это множество мо­
жем представить в Виде конечного дизъюнктного обьединения 
^ " ^ У ^ i где все У^ ­ борелевские, и р О ^ * ^ 
I 
1^ Мера р.­ £> —* I , называется гладкой, если lúa p(Z.^*0 
для каждого направленного семейства {% •  { * П с ^ § Г 
такого, что DZ­. . (ор. [.­, с.4Н) , 
• 141 
Воспользовавшись еще раз А­нормальностью меры р и 
тем, чти О Л ^ ­ Т\ ­топология, для каждого ^=1,...,к 
выберем м н о ж е с т в а 2 ^ « ( 1 ^ ) 4 . так, чтобы В ^ в И ^ , 
У ^ ^ , и ! , . . . ^ ^ ­ ^ , рС^\У^<­^г» и р С ^ \ 2 ^ < ^ 1 
Из последних двух неравенств легко заключить, что 
Установим еще одно нужное для дальнейшего неравенство: 
(«)1р1У4и...иУк>­р(21и...и2кМ<^. 
В самом деле, из условий "\У; эУ ; , э Е : , 
легко устанавливаем, что р (2^02 .^4 рО^Ц^Г^* &о* и, далее, 
| Р1У4 и У ^ ь р ( 2 4 и 1 ^ ­родирс^урл^ириквг­) ? 1*5. 
Предположим, что крСУди...1)2Г;.)­р^ |.и— Ч^М^а'З и пока­
жем, что 1рСУ 1 и.. .иУ^ 11­р1г 10 . . .иги1И*^5 . В самом деле, 
п оложив ­ .. и Ч/{,, Уь ­^и. •. и ¥ С , 1= 1$... и Ъ\,, 
имеем §ка9Ь , ф и » 9 * и | ' р ^ О ' Р 1 ^ * V* • 
Р^ч>Г^«.*0 ^ Рассуждая как и выше, 
отсюда получаем р(2\ Пг­ 1 4^* р ^ и ^ ^ М ^ о * • а з н а ч и т 1 
1рСУ1 и у ^ ­ р ^ и а ^ и р и г о ­ р ^ р и г и О ­ р Л и ^ * 
Отсюда по индукции заключаем, что |рСУ10...иУк]­
Для завершения доказательства в первом случав положим 
А = (.и 2 ^ ) 0 ( 1 1 5 " ) в Ъ­Х\(5 г.Л«КЧ7 0 0 .Тогда, 
очевидно, А11В = X и, следовательно 5 и $ л и а з и 
ЯГ^ЭЙ! и Э£ . В силу леммы (1.9) и неравенства (ж) 
имеем § * С (р") 4 1$, 1 Й^йрИ 1 ^ 11£ (Лр)— 
а_в силу (и*) ­ * к 
" йр (а^=р (У ) . л Ё р ^ ­ р У к % < г Ш ­ р ( Ь ^ ^ * ­
Отсюда вытекает, что « "ЧрГ* ( р « 6) V Ь , а' следовательно, 
ввиду произвольности &>0 , § 4 Ч р Н $> 
2. 0<1р­ 1 (0 ,1 ]ПХ1<^. . Пусть р- 1 (0 )иПХ«1а 1,...,а л 1. 
Полонив р(а.ц)*0 при п. > т. и рассуждая как и в первом 
случае, но с очевидными упрощениями, легко устанавливаем 
неравенство Я ^ С р ! * £ 
3. р*1 (0,11 ПХ ** ^  . Зафиксируем некоторое $> >0 
и, рассуждая, как и в доказательстве первого случая, пред­
ставим X в виде конечного дизъюнктного объединения 
и 
Х « У = .и ^ , где все "У^  борелевс^кие и р(У^)*^ 
Далее, пусть и 2­ определены так жег ...*л и в дока­
зательстве первого случая. Положим А " и Е­ , 
В^Х^.и^И^ . Тогда, рассуждая, как и в доказательстве 
1­го случая, но с очевидными упрощениями, устанавливаем, 
что $ * Ь ( р У « ^ ( р ) У 1 ) * , Ч р ) < ­ £ _ , откуда, ввиду произвольнос­
ти £ > 0 , получаем, что Э ^Ср^О . 
Аналогичный результат справедлив и для замыкания 
Л * * множества 5) в пространстве ( А С Х ) , * ^ ) : 
(1.10*) Теорема. Пусть IX ,5) ­ нечеткое А ­ у л ь ­
тра­ ­пространство. Тогда для каждой л.­нормальной 
гладкой меры р имеет место равенство 
« ^ ( р ) * *ир1р1х! » х * Х У ­
Доказательство. Поскольку А ь 5 > 5 , то, очевид­
но, §1*^4 в*"1 . С другой стороны, воспользовавшись лем­
мой ( 1 . 9 ) , как и в доказательстве теоремы (1.10) легко 
устанавливаем неравенство а * А ( р ) > 4ир1р1х) :хеХ) . 
Из этих двух неравенств и теоремы (1.10) сразу ьытекает 
доказываемое утверждение. 
Из теоремы (1.10) и (1.10 1 ) немедленно вытекает сле­
дующая 
(1..10 1) Теорема. Пусть (Х,5) ­ нечеткое а.­ультра­
нормальное­ Т 4 ­пространство и с.У*5*К5 . Тогда для 
каждой «V, ­нормальной гладкой меры р имеет место равенство 
зГЧр)«4ир 1 р 1 * 1 : х е Х ] . 
(1.11) Следствие, ьсли ( ХД ) ­ нормальное Т 4 ­ т о ­
пологическое пространство, го й(р)= *ир1 р1х1­х*Х) для 
каждой регулярной' гладкий меры р. 
Следующее утверждение немедленно вытекает иа извест­
ной леммы Сакса 14, с.3351. 
(1.12) Лемма. Пусть (У,9*) ­ топологическое ^­прост­
ранство и р ­ мера, не имеющая атомов ( т . е . р(1ц11 г0 
для каждо­" точки а е Х ) . Тогда для каждого ь >0 су­
ществует дизъюнктное разложение У « Л ^ У | , , где все У(, -
борелевские и р (У ; , ) <Ь для всех I » » , . . . , » » . 
(1.13) Предложение. Пусть ОС,Я) ­ нечеткое прост­
ранство, •».€ (0,1] и V* С0,11 . Тогда 
(1) осли аЧк с Ш*?Ли} для каждого Ы . б 1 х - , то 
(2) если 34К си) «34Щ для каждого и е " 1 х , то 
доказательство. В силу лемм (1.9г и ( 1 .9 * ) имоем 
следующую цепочку, (п которой и следует доказываемое ут­
верждение: к5»*(р)-Ь1л4 1$^В ; о\р :Ъ ; . * *Д N ^ - 1 5 « 
^ НкВО^р |Ш е ^ , .V Ъ^11>и*&1 ^ С ­ ^ 
.0 с ­ к 1 ­ и Ч 1 . ^ ^ о р : с : е 5 * V С ^ И ­ й а ) * » . »1 ь • .«I ' « * * \»1 * 
(Неравенство в этой цепочке обеспечивается тем, что со­
гласно условию (1 ) , если Ь ; € ^ , то и С$,­кЪ с *»9£. 
Если же выполнено условие (2 ) , то верно и обратное, и, 
следовательно, неравенство в этой цепочке может быть заме­
нено на равенство. Предпоследнее равенство в цепочке обес­
печивается тем, что, в силу условия (1) Я * (к " ) «1 , а 
значит Я*("с1-5**(СЛкЛ для каждого с е I х 
Поскольку для каждого нечеткого пространства (Х,3) 
и гаждого а ,€ I х , справедливо, как нетрудно заметить, 
равенство (Л1Т)(и)«(Л1Т)(к с а) , из предложения (1.12) 
вытекает 
(1 .13 1 ) Предложение. Пусть (Х,Я) ­ нечеткое прост­
ранство, А 6 ( 0 , П и КеЮ, 11 . Тогда 
Отметим также следующее простое утверждение, в спра­
ведливости которого легко убедиться непосредственно: 
(1.14) Предложение. Пусть !*Х,3") ­ нечеткое прост­
о 
ранство, р,с> е ЖХ], А 6(0,11 и к Ы О . Ц . Тогда 
§2. Т Ч А А ­ТОПОЛОГИЯ И ее связь с нечеткой топологией 
на пространстве вероятностных мер, о 
В данном параграфе мы рассматриваем две конструкции, 
позволяющие на пространстве Ж Х ) вероятностных мер не­
четкого пространства ( Х Д ) ввести некоторые обычные то­
пологии (важнейшая из них для нас ­ Т . Н . И А А ­топология), 
которые весьма тесно связаны с описанными в предыдущем па­
раграфе нечеткими топологиями 1^ . Изучение этих тополо­
гий зачастую оказывается проще, чем непосредственное изу­
чение интересующих нас нечетких топологий, и при этом не­
редко позволяет сделать определенные выводы о свойствах 
последних. Отметим также сразу, что в случае, когда исход­
ное пространство ( Х Д ) ­ обычное топологическое, рас­
сматриваемые в этом параграфе топологии в известном смысле 
аналогичны (а в случае совершенно нормального пространства 
равны) так называемой слабой топологии на пространства ве­
роятностных мер, играющей большую роль в абстрактной тео­
рии меры, а также в некоторых вопросах теории вероятностей 
(см., напр., [ 1 ] , 12], [ 3 ] , [13], [211 и д р . ) . ­1 
Пусть ( ХД ) ­ нечеткое топологическое пространство 
и И с ]Х ­ некоторое семейство отображений, измеримых 
о­.оюсительно б ­алгебры А . (од^сь, как и в дальнейшем, 
мы продолжаем использовать обозначения, введенные в преды­
дущем параграфе.) 
(2.1) Определение, для каждого ре ДДХ) , каждого 
Н€ в и каждого Ь>0 положим ЗСЧр.идУ­ЦеК­уийор 
>Ыр-и1, Х"(^илУ­Ц£К^и:1^<1иа^»Ы . Топологию на ЖХ) , 
порожденную предбазой НСЧр^и., Ь): ре $1,11^ 8, Ь >0)3 будем 
называть "к 8­топологией и обозначать Ж 4 ) . Топологи*1 
на МХ) , порожденную предСааой Ш*(р11Ц(.)1К'Чр)У.,*»У 
будем называть й '6­топологией и обозначать 8Сф 
Нетрудно заметить, что базой 8 4 ­топологии служит 
семейство всевозможных множеств вида У(р^и.{,,...,и.1ь'|(>)= 
где И 1 | . . . ) ! 1 л б 6 , р € Л и Ь>0 . 
(2.2) Замечание. Нетрудно понять, что направленность 
мер ( •р * ) л сходится в пространстве (Я,ЗС%« к мере 
рб А в том и только в том случае, когда для каждого 
Ц,е Нк числовая направленность ( ^врО.я . сходится к 
$11,с1р . Сходимость направленности 1рд)л в пространс­
тве (Я,51(&)) к мере р б Я равносильна сходимости к 
числовой направленности Ц а о р О ъ в топологии 
6-UQtlV.aen.UlI) (ср. Ш , [ 3 , стр. 561 ) . 
(2.3) Конструкции "Й А<,-, ЙАу/КСл.- и ЙС^­топологий. 
Пусть (Х ,7) ­ нечеткое пространство, А г жАС\Л)</-
семейство всех полунепрерывных снизу отображений топологи­
ческого пространства (ХДс^ХО в I и С ^ я Щ , ? ^ ­ се­
мейство всех непрерывных отображений пространства (Х,ЦЛ)±) 
в I . Основной интерес для нас будут представлять тополо­
гии Т К А Л . 8 С А А ) , В1ч±> и 8(1^> на Я^СХ ) , 
а также следующим образом порождаемые ими топологии на 
Я1Х) . 
Рассмотрим отображение Я — » Я* . , где А в (0,11 
сопоставляющее каждой мере р е Я ее ограничение р' на 
6­алгебру . (Отображение дГА не является, вообще 
говоря, ни сюрьектиышм, ни инъективным; при этом сюръек­
тивность отображения "ЯА оэнь­.ает, что каждая вероятност­
ная мера р': 5ЬА. " I имеет б ­аддитивное продолжение 
р': ; условие инъективности отображения ЧГ^, оз­
начает, что некая мера р': $> 4 ­ * I не имеет двух различ­
ных продолжений на Л . ) Отображение Я^,-К —• ( Я ^ Д Н А ^ . 
порождает на Я инициальную топологию, для которой мы ис­
пользуем то же обозначение Т Ц А ^ • Аналогично, для ини­
циальных топологий, порождаемых отображениями Ч Г А :А " ~ * ( Я Л > 8СА 4 ' » 1 
ЧГА •• Я — ( Я А , Ж С А ) ) и чГА : Я — ( 
также будем использовать обозначения Б(Л^, ТЦС А ) и 
SCCj} соответственно. (Полагаем, что это не должно вызвать 
недоразумения, поскольку из контекста всегда будет ясно 
(а нередко и безразлично) о каком именно пространстве идет 
речь.) 
Отметим, что в случае, когда ( Х Д ) ­ обычное тополо­
гическое пространство, топология S ( 0 , очевидно, инду­
цирует на подпространстве B l ( X ) всех бэр^овских мер т.н. 
слабую топологию [ 1 ] , 12], [ 3 ] . В частности, «если топологи­
ческое пространство совершенно нормально, то SCC) совпа­
дает на Ж Х ) = <Bl(X) со слабой топологией. 
( 2 . 4 ) Предложение. для каждого нечеткого пространства 
(X,*J) и каждого А * (0,11 справедливы равенства 
•R(Cc?) A )='R(Aj.) И SUt5) j . ) = S ( A A » . 
доказательство. Поскольку ( > . 3 ) А с Л ^ , включения 
IHCi fh. ) C R ( Л А ) и S ( U S \ ) c S ( \ x ) очевидны. Для дока­
зательства включения "R ( Л А ) с."К((*.7)А) достаточно устано­
вить, что для произвольных р ^ Л ^ ( Х ) , Я ^ Л А и (;>0 
найдутся l t ^ € ( i . 3 ) 4 , где 1 « 0 , К ­ 1 , такие, что 
Зафиксировав U. € Д 4 и &>0 , выберем k ^ N так, чтобы 
1 / к < 4 Д и положим ttb«V*(l/k,i1 , где 1­0,1,..., 
Тогда, как легко заметить, 
k l kl 
и, аналогично, Ь:* ^ С JUida < J « ­da*4 Ö №иЦ = :*1 
для произвольной меры Cj,€j<j_(X) . 
О k­l 
Теперь, если ^ « . П ^ К (,p,VUc , то Su,t Aq, > jU.i,dp­% для 
всех 1= 0 , 1 , k ­ l , а значит, ь > а ­ » / ь . В силу 
очевидного неравенства а ' ­Л 4 ­jj < 4 Д , отсюда получаем 
5и.сЦ,>Ь>а­1/». > а ' ­ 4 » Ы . р ­ е . ' г ­ е ­ ч,€5С*(р,м.,ь) 
и, значит И ( C L T U ) а : . 1 ( Л А ) , 
Ооьер'иенно аналогично, если о^*П К" ( p , t l t , 1 Д) , то 
\4г;<Ц <• ittidp+ Чь при l ­ o , L , и, следователь­
но, JUclo, 4 Й < а ' +6/»<a+«i«Su<Jf+& т . е . с^бЯЧр,и, О . 
Ив полученных соотношений легко ваключаем, что 
(2.5) Предложение. Для каждого нечеткого пространства 
IX, "? ) имеет место включение 1UAj,)e.S(Cj.) . При этом, 
если пространство ( Х Д ) А­ультранормально, то на под­
пространстве ­нормальных вероятностных мер топологии 
TļiAj.) и 3 ( С А ) совпадают. 
доказательство. Рассмотрим элемент ^(р , $ , 0 стан­
дартной предбаэы топологии SCC*) , где р € Āj , (X ) , J­tC* 
и ļ > Q . Выберем к 6 N так, чтобы Vk < 6/з > и положим 
H l * i " * C l A , I 3 , где I » l , . . . , k . Тогда V k S ^ H i . U 
k • tc • < i * d p < V i + ^ ^ { ( Я р . и а н а л о г и ч н о » У к С ^CHiH 'Jjdj^* 
< 6/з+ 1/кЙо | , (г10 для каждого а е К х С Х ) • Отсюда легко 
следует, что $$d.q / < Jidf+ft как только <}€.0 X ^р,Н­ с, ь/з). 
Аналогично, положив Gļ *C ļ " l Wk, 13 , где g = i­ ­ i­» 
получаем, что при cļ,€ 0 X + (p,<n, s/s) имеет место неравенс­
тво S2 «^ļ. * J •• & "вм самым, 5£<Ц> )fdp­t> . От­
It н 
свда легко заметить, что ( П # (р,Н:,*А)11(.П X (р,{ч,Ь/*.))с 
c V ( p , £ , Ь ) » а следовательно, TU А * ) с S(С* } . 
Пусть теперь p € j f 4 ( X ) i рассмотрим стандартную ок­
рестность J f + ( p , 1L, ь) етой меры в ļUU4\)»"RCA,t ) . Выбе­
рем | в С А так, чтобы G с tt , p(tt\6)< , и , 
воспользовавшись нормальностью пространства ( X , ( c 3 \ ļ 
выберемте С* так, чтобы 6 с } ' А ({Ш и № с J"4l (rt ) . 
Тогда, если ^ e V ( p , f , V * , ) , то 4(Й)>S$<ty> \j­dp ­ Ь/ь> 
>p(G)­6/fc>pClL.)­b ' , т . е . » е * Ч р , и , ь > . & следователь­
но V ( p , J , »/t><= Х М р . а . ь ) , что и доказывает совпадение 
топологий "R ( Л * 1 и . S (С*.) . на подпространстве л. ­нор­
мальных мер. 
Если пространство (Х ,9 ) х ­ультра совершенно нор­
мально, то, воспользовавшись свойством непрерывности меры, 
легко установить, что Л ^ Л Х ) » ^ , ^ ) • Поэтому из преды­
дущего предложения вытекает такое 
(2.6) Следствие. Если пространство ( Х Д ) А ­ у л ь ­
тра совершенно нормально, то ТКЛ^) = БСС^). 
В следующей теореме устанавливается взаимосвязь меж­
ду нечеткими топологиями на множестве ^ ( Х ) и конструк­
циями, описанными в ( 2 . 3 ) . Напомним, что именно из­за этой 
взаимосвязи и возможности благодаря ней извлечь информацию 
об интересующих нас нечетких топологиях, мы и раосыатривали 
здесь конструкцию ТЦЛА)­топологии и другие аналогичные 
конструкции. 
(2.7) Теорема. Пусть СХ ,5) ­ нечеткое пространство, 
И с т * и х е ( 0 , 1 1 . Тогда Т Щ * ) - , где 
5 
Доказательство. Пусть р е Ж Х ) и и 6 ^ 4 . . Тогда, 
как легко заметить, Х * ( р , & , * • ) * 5^ С $иЛр­Ь,11 . Поскольку 
5 у , « Х * , отсюда следует,что ^ * ^ р , К * , а зна­
чит, "К ( ^ ) с 1 .^ . 1 
Для доказательства обратного включения достаточно, 
очевидно, проверить, что все отображения 
6^ 1 (ЖХ ) ,Ш| А ) )—* 1 , где 1 1 6 ^ , являются полу­
непрерывными снизу. Пусть а е I ; выбрав р б ^ 1 ( 0 , 1 ] , 
ваметим, что при 6 *$иар - а имеет место равенство 
(С­Д] гЛС +(р,11,1) €ВЛ$<1 ­ но это и означает полуне­
прерывность отображения 6 \ . 
(2.8) Следствие. Для каждого нечеткого пространства 
1 X 9 ) имеют место равенства 1Я ( Лх ) • се?* и 
Отсюда и из предложения (2.4) немедленно вытекает 
(2.Э) Сдидотвие. для каждого нечеткого прост(>анстьа 
( Х Д ) справедливы равенства И К с ? ) . ) » 1 Л * и 
В случае, ког^л исходное пространство ­ топологичес­
кое, предыдущему предложению «ожем придать такую форму: 
(2.9 ) СлмДствие. ,,ля каждого топологического прост­
ранотьа ( Х . 7 ) имеют ш оти рноонитпа ТЧ(.7)»1Т и 
J3. Некоторые специальные подмножества пространства 
вероятностных мер. 
Меры с конечным носителем. Пусть, как и обычно, (Х,Ч)-
нечеткое пространство, ¿ « ( 0 , 1 1 . Рассмотрим, прежде 
всего, подмножество PCX) пространства ЖХ) , обраво- ' 
ванное всеми теми мерами, носитель которых конечен. (5&J 
говорим, что носитель меры рбЖХ) конечен, если сущест­
вует такое конечное множество А ^ Х , что р(Е)*1 как 
только А с Б и В €&(Х) . Некоторое (незначительное) 
отличие данного определения от общепринятого (см., напр., 
12], [3D вызвано тем, что мы не накладываем на рассматри­
ваемые пространства никаких условий отделимости и поэтому 
конечные множества не обязаны принадлежать б ­алгебре ft ) . 
(3.1) Предложение, ( ср . [2 , стр.326], [ З , стр.611). 
Множество PCX) плотно в пространстве (K(X),S(Aj.)) 
(а слодовательно, и в пространствах ^(X),S(Cj,)\ 
(Л.(Х)Л1(Л А» ( Ж Х ) , * ^ . ) . 
Доказательство. Согласно (2.4) достаточно проверить 
плотность множества Р(Х) в топологии S (U4\ ) • Рассмот­
рим мору реН(Х) и ее окрестность вида .И V(p,W.L,*), 
к 
где &; . e ( i S\ . Положим F ­ ^ l M l . ­ , ^ U101 и пусть 
Г ' с Г состоит из всех таких | * * Г , все координаты кото­
рых различны. Определим для каждого j < » ( { . 4 , . . . , 1 Ц ) * Г 'N IO ) 
множество Ej* (u.i 4n...niLi l |)\UlUi..L^l 4 ) l.. 1i^l kJ и пусть 
E0 = X\plL­ w . (другими словами, £». образовано всеми 
Наконец, орэрмулируем следующее утверждение, вытека­
ющее немедленно из утверждений ( 2 .9 ' ) и ( 2 . 6 ) : 
(2 .9* ) Следствие. Если ( Х , ? ) ­ совершенно нормаль­
ное топологическое пространство, то топологии I * и и * л 
совпадают со слабой топологией на пространстве вероятност­
ных мер ЖХ) 
теми точками х « Х » которые не принадлежат ни одному 
Hi, ; Ei состоит из тех точек, которые принадлежат Ui, 
и не принадлежат tt^ , при 1 * ^ . ; fcttj^A состоит ив 
тех точек, которые принадлежат 21^ и и не принад­
лежат при j ' f Ч > 4 и * «Л . ) Ясно, что U ^Еу=Х 
и E j i f l E ^ " ^ при j­ i i Jfj, . Выберем из каждого непусто­
• го Б*, по точке* » ­ и определим меруJ>0 ; 5 b _ » 1 ра­
венством р , ( Е > £ 1 р ( К ^ х * * В У ,­еслн Шх,ф. •  =Н 
и р,(Ю а0 в противном случае. Ясно, что определенное 
таким образом отображение р 0 действительно является мерой 
с конечным носителем, т . е . р „бР (Х ) и при этом 
РдСП V(p,lt i , ,0 . так как значения р, и р равны на 
каждом Ui . Но это и доказывает плотность множества Р(Х) 
в топологии S((l.3)i) 
(3.2) Предложение. Множество PQ.CX) , образованное 
всеми вероятностными мерами, носители которых конечны и 
которые принимают только рациональные значения, плотно в 
пространстве (Jt{X),S(A i ' » (а следовательно, и в прост­
ранствах (JUX),S(U>, Ш Щ Ш А * » и Ш В Д ( С * » ) . 
Доказательство совершенно аналогично доказательству 
предложения ( 3 .1 ) ; единственное отличие состоит в том, что 
мера р„ определяется равенством p„ (K ) eS lp e (E 4 > ) : s f t €E l , 
где для каждого ^бГ* значение р„<Е£) выбирается рацио­
нальным и удовлетворяющим неравенству Ip(E^)­p0(Ej.)l<6. 
Для л ­ультра­ ­пространств предыдущес'­'утверждение 
может быть усилено следующим образом: 
(3.3) Предложение. Пусть (Х,Т) ­ нечеткое * ­ у л ь ­
тра­ Т 4 ­пространство и В с Х ­ его <£­ультраплотное 
подмножество. Тогда множество FQB(X) . образованное 
мерами, носители которых лежат в В , а значения рацио­
нальны, плотно в пространстве (JUXl.SCAifl (а следо­
вательно, и в пространствах (JUX>,SIC|.», О М О . Т К Л А Й 
и (Jl(X\TKC*»). . • 
Доказательство. В силу утверждений (3.2) и (2.4) 
достаточно проверить плотность множества F0.BIX') в 
подпространстве PQ(X) • За{иксируем меру p t f Q ( X ) 
и пусть А * 10­1,...,0^5 ­ ее носитель. Рассмотрим некото­
ч 
рую окрестность вида . ПЛГСр.гц,,*) , где а;.&(|Л\ ; 
при этом беэ ограничения общности можем считать, что 
Я; ПА для каждого 1 * 1 , ...,и» . Поскольку 
йн,ПВт ф , можем выбрать для каждого I точку <­ьб<Ц,АВ 
причем так, чтобы *о ^ ^ при 1ф^ . Положим р ь ^ ­ р Ю ; ! 
и определим меру р„ •. В — » 1 равенством р 0(Ь) = 
" 2 1 ^ 1 * ^ : » ^ * в 1 , если Е Г.1жА,..., х » ! * ф , и р , (ВИ 
в противном случае. Для завершения доказательства остает­
ся только заметить, что р„6 (.?! VС,Ы)ПГй"ВСХ\ 
(3.4) Следствие, (ср. [2 стр. 329] ) Пусть 0С,9) _ 
топологическое Т4­пространство и Ь с ­ Х •­­ его плотное 
подмножество. Тогда РйВ(Х) плотно в пространстве 
СЩ.Х),8(АА)У :/ , а следовательно, и в пространствах 
( л о о ^ с с * ) ) , ( д а ) , к а д и ш х у т и с , » . 
Для вывода ив предложения$(3.3) основных результатов 
данного раздела ­ утверждений (3.6) и ( 3 .7 ) , докажем 
предварительно следующую простую лемму: 
(3.5) Лемма. Каждое ультраплотное подмножество А«ОС 
чанговского нечеткого пространства IX,5") является 
плотным в этом пространстве. 
Доказательство. Обозначив через А ­ вамыкание множества А 
в (Х,**) , а через X ­ его вамыкание в СХ,ь5*> , имеем 
следующую цепочку неравенств, из которой сразу вытекает до­
казываемое утверждение: А»Л1В ­'2>А,ВбЗ"*3" 
М В " * Ш ' В » Л , В * * * 5 » 1С: СэА , С б С д Д п Д . 
(3.6) Теорема. Пусть (Х,^) ­ нечеткое «С ­уль­
тра­ Т| ­пространство и В « Х ­ его «с­ультраплотное под­
множество. Тогда Р°*В(Х) плотно в пространстве (ШХ)/ь£) 
(а следовательно и в каждом пространстве вида УКХ),*^) 
(см. Ц . 1 ) ) . 5 
Доказательство. Согласно предложению (2.8) (Л^ »Т ( А ^ 
а следовательно, в силу (3.3) РЧВ(Х ) плотно в простран­
стве (ЖХУЛ'Сд) . Ссылкой на лемму (3.5) завершаем 
доказательство. 
Назовем плотностью чанговского пространства ГХД) 
кардинал 4 (Х ) »пил1Ш1:ВеХ ,Ъ г Х1 и приведем следующее 
очевидное следствие из теоремы ( 3 . 6 ) : 
(3.7) Следствие. Если ( Х Д ) ­ нечеткое а.­уль­
тра­ Т 4 ­пространство, то 
( 3 .7 1 ) Следствие. Если ОС,?) ­ нечеткое А ­ у л ь ­
тра­ Т 4 ­пространство, то для каждой системы * (см. 
( 1 .1 ) ) справедливо неравенство аЧХ,051 А '| » ЛОКХ),*?). 
(3.8) Замечание. В неравенствах утверждений (3.7) и 
( 3 .7 1 ) первый член нельзя заменить на оЛХ,%,) ­ для каж­
дого кардинала к нетрудно построить чанговское простран­
етвоСХД) такое, что сКХДЫ , но тШ1(Х),т:А)« к. 
С другой стороны, мы не знаем, существует ли нечеткое 
пространство (Х,3") для которого неравенство в (3.7) 
является строгим. 
двузначные меры. Пусть к(Х) ­ подмножество мно­
жества Ж Х } , образованное всеми двузначными мерами. 
(Вероятностная мера р :§>—»1 называется двузначной, 
•08В для каждого Б € & либо р(Е ) «0 , либо ?(Е) = 1 . ) 
Докажем прежде всего два утверждения о подпространс­
тв* к Ш топологического пространства (ЖХ^БМ^Й. 
(Аналогичные утверждения о подпространстве к (Х ) П[ост­
ранотва вероятностных (беровских) мер, наделенном слабой 
топологией, хорошо известны, см., напр., 13 , стр. 61] ) . 
(3»9> Предложение. Множество 5КХ) плотно в прос­
т р ь ю т м (к (Х\8 (Л4>) (а следовательно, и в пространс­
т в » * ( к * Х 1 № М Ь < З Д В < Л * Я и 1к<Х,1иСдШ. 
^аюиатеаьетво. Пусть р в к ( Х ) . Превратим семейс­
тво имепета Р*4|* : 1 " е Х , £ « Л , р ^ ) » » ! в направленное, 
положи» $\ > { Ь тогда и только тогда, когда ГД с у» . 
Зыбере» по тени» * | € £ и рассмотрим меру Р^.:= рас^. , 
вырождещуе • тот?» х^, » Покажем, что получившаяся та­
ким образ*» «атравленность ( Р 4 ­ ) { ­ б Г сходится к р в 
тополога* 21А^) . Согласно (2.2) и (2 .4) для этого 
достаточно установить, что для каждого 21«(ьЛП^, числовая 
направленность р^ЛУ­) сходится к ? Ы . Но в этом лег­
ко убедиться непосредственно, рассмотрев два возможных 
случая: Если р(1ь)= 1 , то и * Г и, следовательно, для 
каждого > Ы* имеем х^.€ и. , а значит р^ >Сы,1) = I . Если 
же р(&)=0 , то р(Х\*ч=1 и Х\(Х€=Г , а следователь­
но для каждого ^>Х\У­ имеем Х^ф И. , а значит, р^Си^О. 
(3.10) Предложение. Множество К(Х) замкнуто в 
пространстве < Я Ш , 5 (Л ,Д 
действительно, если р 4 К(Х) , то 0<р(У.)< 1 для 
некоторого й б ^ Л ^ . Но тогда, выбрав Ь * ««АлЛрМ^Д­рНЭД, 
получим У(р,и,Ь)ПК<Х)-0. 
Из предложения (3 .9 ) , леммы (3.5) и предложения (2.8) 
немедленно вытекает 
(3.11) Теорема. Множество ЗКХ) плотно в пространс­
тве (к (Х) ,1 !д ) (а слодователоно и в каждом пространстве 
вида (к(Х,«с£». 
Воспользовавшись теоремой ( 1 . 7 ) , ив предыдущей теоре­
мы легко получаем такое 
(3.12) Следствие. Если ^ л ­ предбава нечеткой топо­
логии $ц , то лСкСХ^ф* (ЦХДьУ 
В частности, < Ц к ( Х ) , « ф * а < Х > А А У 
Поскольку для топологического пространства ( Х Д ) , 
как нетрудно заметить, й(ХД)»11ГХ,ЛЗЗ » отсюда вы­
текает 
(3.12 1 ) Следствие. Если (Х^ЗО ­ топологическое про­
странство и * ­ предбаэа токологии 5* , то 
« и к с х у е А н а « 5 ) . 
Согласно предложению (3 .10) , множество К(Х) вам­
кнуто в топологии 8 ( Л А ) . Значительно тоньше нам пред­
ставляется доказываемая ниже теорема (3 .15) , характеризую­
щая замыкание этого множества в нечеткой топологии. Пред­
варительно, однако нам удобно с каждой мерой р связать 
некоторое множество Бр : 
Пусть р «ЖХ) , а е ( 0 ,13 и Бр г 1Ъ ; если 
из")* и у(ио>1­^ ъ=1,..., п., то гцо....п.и*^  <т)); 
. 
положим Xp »4upbp . Легко убедиться в справедливости 
следующего простого факта: 
(3.13) Предложение. Для каждой меры р и каждого 
4,6(0,13 
( а ) 0 б Б р ; ( ; ( а 
( в ) если i < t и t e Ьр , то i e b p ; 
( C ) t f € 6 f . 
(3.14) Лемма. Пусть ( Х Д ) ­чанговское нечеткое 
пространство, р б Ж Х ) , Т > 0 и К ­ замыкание мно­
жества К = К ( Х ] в (JUX} , *?^ ) . Тогда неравенство 
K ( p ^ > t имеетсместо в том и только в том случае, когда 
существует направленность ( р ^ ^ г с К такая, что для 
каждого V e t T , удовлетворяющего неравенству p (V )+ t> l 
найдется J o ^ T такое, что p»,(V)»­l для всех Jf>Js*o. 
Доказательство, приводимое ниже, состоит, по­существу, 
в последовательной "расшифровке" соответствующих определе­
ний. 
Пусть 2 Р ­ нечеткая точка с носителем peJlOQ_ 
и значением ­te(0,13 124] , [25] . Согласно [24] 5.^  = К 
( ­е . R ( p ) » t ) в том и только в том случае, когда су­
ществует направленность (S j^p^af , лежащая [243 в К , 
которая Q. ­сходится [ 2 4 ] к zip .Поскольку К ­ обыч­
ное множество, направленность Г zp^Ver л е х и т в & 
тогда и только тогда, когда р^ , «Х для всех j ­ е Г , 
т . е . , можем считать, что • 1 для всех ^ « Г . Условие 
Q, ­сходимости направленности z^pPj­tr к нечеткой точке 
2р означает, что эта направленность Û ­ринальна [243 с 
каждым таким открытым множеством 0 , с которым 2^ 
квазисовпадает Г24] . При этом беа ограничения общности мо­
жем считать, что 0 выбрано из предбаэн, т . е . 0 » S y 
для некоторого V * ьЗ" . Тем самым условие квазисовпаде­
ния 2р и в может быть переписано в виде 5 y ( p ' ) + t > l 
или p ( V ) + t > 1 . Далее, поскольку "tj.*i для всех ^*Г, 
условие Q ­финаяьности направленности (£рд.^*=_Г 0 мно­
жеством О эквивалентно тому, что: существует 4 'о 6 ^ та­
кое, что S'y(pj­)=Pj.(V)>0 , или, что эквивалентно, 
р ( V ) = l » ллч всех £ > j­ъ J это и ваверлает доказа­
тельство леммы. 
(3.15) Теорема. Пусть (Х .З*) ­ нечеткое пространс­
тво, и ре А ( Х ) . Тогда К * с ( р ) ^ р , где К * ь ­ за­
мыкание множества К в пространстве ( J l (X ) , t t i j - ) 
Доказательство. Покажем сначала, что R^Cp ) > i p . 
Рассмотрим семейство множеств £1­tab б С p t t t . ) > i ­ t^ } 
и положим Г­ lU . i n . . . n t t h 21^ea,,nell]. Упорядочим семейство 
множеств Г по включению, положив > тогда и только 
тогда, когда £ч с , и для каждого j ­ e Г рассмотрим 
некоторую двузначную меру р^, такую, что Pj . ( jO = i (это 
возможно, т.к. фф ) . 3 результате получаем направлен­
ность (pj.'ij.eP , причем для каждого VeCtSDj. такого, 
что p(V) + t p > l и для каждого > V (ясно, что V € Г 1 ) 
имеет место равенство р .^ (V )= i , что, согласно лемме 
(3.14) и доказывает неравенство К * и ( р ) i t p 
Обратно, предположим, что K ^ l p ^ o t p . Тогда, 
согласно лемме, существует направленность (р^д . *Г в К 
такая, что для каждого V«(« .Sf ) A t удовлетворяющего усло­
вию p(V)+ 4 >1 , найдется Jt> такое, что р^ ( V ) « i для 
всех J­>^o . С другой стороны, поскольку 4 > t p , най­
дутся Ui, . . . , е (<­9)4 такие, что р (&(,)> 1-4 , для 
каждого 1*1,...,** , но при этом И.4п... flUh, * 0 . Выбе­
рем ^t, , l * ! , . . . , л. , так, чтобы р ^  С * i при 
$.>£i и пусть ^„ таково, что ^ . > ^ 1 ) . . . , tf. > . Ясно, 
что p^CU'J-1 для всех 1x1,.«, к как только f > 
Но это противоречит условию U^n... ПЯ.», -ф , согласно 
которому ILi с (X\Uft)U...l/(X\tlu) , а значит, 
p ^ & i H p j , ( X \ & » K . + Pj. (х\а,йЬ*о. 
Аналогичный результат справедлив и для пространства 
(3.15 ) Теорема. Пусть ( Х Д ) ­ нечеткое пространс­
тво и р б Л Д Х ) . То"да" K * A ( p ) " t p , где К * А ­ за­
мыкание множества К в пространстве ( Л ( Х ) , Х д ) . 
Утверждение теоремы (3.15 1 ) легко следует из теоремы 
(3.15) и доказываемой ниже леммы: 
(3.16) Лемма. Пусть (X, Т ) ­ топологическое прост­
ранство и Р б ( Л Т ) * таково, что \ F d p ­ l для каждой 
меры реКОО . Тогда существует множество СеТ* та­
кое, что С^Р и при этом р(С)=1 для каждой меры 
р б К С Х У 
Доказательство. Поскольку отображение Р полунепре­
рывно сверху, то для каждого &>0 Р6вР"'П­Ь, 1]€Т* и при 
этом р ( Р 4 ) а 1 для каждого ре К (поскольку $Рпр = 1 
для каждого р еК ) . Отсюда, воспользовавшись непре­
рывностью меры р , заключаем, что р(С)*1 , где 
С » Г) Р* и при этом, очевидно, С*Р Ь>о 
Из теорем (3.15) и (3 .15 ' ) непосредственно вытекает 
(3.17) Следствие. Пусть (Х ,3 ) ­ нечеткое прост­
ранство, такое, что 13Ч?*Ль5Г . Тогда г\*1р)*£^, 
где К* вамыкание множества К в пространстве 1Х,%^ . 
§4. Свойства типа компактности пространства вероят­
ностных мер. 
В этом параграфе мы исследуем связь свойств типа 
компактности исходного нечеткого пространства и его не­
четко­вероятностных модификаций. Приведем сначала следую­
щее вспомогательное утверждение, доказательство которого 
легко свести к результатам иа классической теории меры: 
(4.1) Предложение. Если нечеткое пространство (X,?) 
л­ультранормально и л. ­ультра счетно компактно, то про­
странство ( Х ^ Х Х З и ^ Й компактно. 
Доказательство. Пусть Цц^ - 6 ­алгебра бэровских 
множеств топологического пространства (X, (1^ )1) и пусть 
9>1А (X) ­ множество всех вероятностных бэровских мер 
р; • Тогда, поскольку вСС^ ) на совпада­
ет со слабой топологией (2.3) и (Х,(|Я)*') ­ счетно ком­
пактно, можем воспользоваться теоремой [ 3 , с. 78] и 
заключить, что (№. А(Х),5(С д ()') компактно. 
Рассмотрим отображение ^••А А 00—»©1 А (Х) , сопо­
ставляющее каждой мере р«/ц А (Х ) ее ограничение Ср">= Р'д^ . 
на б* ­алгебру бэровских мер множеств, оаметим, что это 
отображение сюръективно. Действительно, поскольку тополо­
гия (|Я),£ нормальна и счетно компактна, из теоремы 
Я.Марека [211 легко следует, что каждая мера р£1^ (Х ) 
имеет продолжение до меры ^еД^СХ) , а следовательно, 
^ (р ) = р • Далее, поскольку пространство ( Я ^ Х ) ^ ^ " ) 
компактно, а отображение ц!­. ( Я а ( Х ) Д ( С ^ ^ ( & А ( Х \ 3 ( С , Д 
очевидно, непрерывно и при этом прообраз каждой точки 
р € & 1 А ( Х ) антидискретен, то , как нетрудно заметить, 
пространство (Д Л (Х1 , БСС^)) также является компактным. 
Как и на протяжении всей работы, основной интерес 
для нас здесь представляют свойства пространства ЛЛХ), 
а не свойства пространств А , А ( Х ) вероятностных мер, за ­
данных на "частичных" б* ­алгебрах Д ^ ( Х ) . Для того , 
чтобы перенести предыдущий результат на пространство 
нам потребуется следующее понятие: 
(4.2) Определение• Нечеткое пространство ( Х ,7 ) на­
зовем «6 ­экстальным, если каждая вероятностная мера 
р:5^—* I имеет продолжение до вероятностной меры 
р : А — * I . Нечеткое пространство, ­екстальное для 
всех «се (0,1] называем экстальным. 
Ясно, что каждое чанговское нечеткое пространство 
является экстальным. Легко привести также примеры ексталь­
ных нечанговских нечетких пространств. 
Легко заметить, что, если пространство (Х.З") 
х­экстально, то отображение Ч Г ^ А Ш — * < Н А ( Х ) , опреде­
ленное в ( 2 .3 ) , является сгоръективным. С другой стороны, 
поскольку в силу (4.1) пространство («г^ОД^СС*») компак­
тно, а отображение $у,:(1ЦХ1,&(1аЙ­­*(Я.А(Х),8(С*^ непре­
рывно, и прообраз каждой меры Л А (X) антидискретен 
в Х ( Х ) (ср. доказательство ( 4 . 1 ) ) , отсюда непосред­
ственно следует 
(4.3) Предложение. Если нечеткое пространство (Х,Ю 
<*­экстально, с*, ­ультранормально и X­ультра счетно ком­
пактно, то пространство (ЛОЛ,5(Сц,)) компактно, а сле­
довательно (см. ( 2 . 5 ) ) , и пространство (ДХХ^ТНЛ^ 
компактно. 
отсюда и из предложения (2.7) заключаем, что прост­
ранство (Д , (Х } ,1^ ) ультракомпактно. Воспользовавшись 
теоремой Р.Ловена [ 17 ] , приходим к следующему результату: 
(4.4) Теорема. Если нечеткое пространство (X,*?) 
х­экстально, .с­ультранормально и J. ­ультра счетно ком­
пактно, то нечеткое пространство ( Ж Х ) , TJ^  ) компакт­
но (а следоват­льно, и кахдое пространство ( Ж Х \ Т ^ ) 
(см. (1 .1) ) компактно). 
Воспользовавшись понятием спектра компактности [ 3 2 ] , 
[93 и спектра счетной компактности [331, [Ю1, [ЗбЗ , 
этому результату можем придать следующий вид: 
( 4 .4 1 ) Теоро/а. Если нечеткое пространство (Х,^0 
Х­экстально, ci­ультранормально, то 
СС1Х,(<ЯЭ*)с с ( Л ( Х ) , ^ ) с с Ш Х ) , Т р . 
(4.5) Следствие. Если топологическое пространство 
I X Д ) нормально и счетно компактно, то нечеткое прост­
ранство (ЖХ\ *£д ) компактно (а следовательно, и каж­
дое нечеткое пространство (ЖХ),П^) компактно). 
(4.5' ) Следствие. Еоли топологическое пространство 
СХ,5) нормально, то 
С С ( Х Д ) с С (ЖХ) , V с С ( Ж Х \ * . ) . 
Перейдем теперь к рассмотрению обратной задачи: в 
какой степени свойства типа компактности, имеющие место 
для пространства вероятностных мер, обеспечивают наличие 
аналогичных свойств для исходного пространства. Здесь нам 
удобно будет основываться на уже упоминавшихся понятиях 
спектра компактности и спектра счетной компактности не­
четкого пространства наеденных и изучавшихся в [ 9 ] , [10 ] , 
[32] , [ 33 ] , [36] . 
(4.6) Теорема, для каждого нечеткого пространства 
(ХД) и каждого ¿ 6 ( 0 , 1 ] имеет место включение 
СС ( Ж Х ^ ч ^ с ссехдл 
При доказательство втой теоремы мы воспользуемся 
следующей леммой, в справедливости которой легко убедить­
ся на основе С10, предложение 4 ] или 1331, [36] : 
(4.7) Лемма. Пусть ( Х , 7 ) ­ нечеткое пространство, 
J.fi (0,1] . Тогда С Ь ( Х ^ ) в том и только в том случав, 
когда для каждого t- t Тк-не N1 с такого, что 
(и) бор Д F t(x)*jS •» & для некоторого в>0 и каждолГое N , 
имеет место неравенство зир^Р^С* . ) * ^ . 
При этом бев ограничения общности можем считать, что се­
мейство ? убывающее, т .е . Р ^ Р ^ * . . . 
Приступая и доказательству теоремы, зафиксируем 
£ в СС (Л (Х)Л*) и пусть З Ч Р ^ * ­ е N3<=­ЗХ таково, что 
Р1* . Предположим, что найдется 5. >0 такое, 
что *ир .Л Р и * > 6 + Ь Для в с е х а ь К . ПустьК.:Х—»АО0 
определено так же как в ( 1 .7 ) ; рассмотрим последователь­
ность saмjшyтыx в ( Ж Х ) , 1 ' Л ) нечетких множеств 
КДРТ) > К,(Р а)>... . Очевидно, что для каждого ь '<4 и 
каждого п. е N найдется точка ас* б Х такая, что 
Р|,(.!СО>рс+Ь' для всех 1 = 1,..., ~ , а следовательно, 
как нетрудно заметить, 4ир .Л к,(Р;, )Ы*ш> Л Цгд| (0> 
к ( Р ь У р * ^ А Р с ^ О » } » 4*> •'. • Ввиду произвольности 
4 '<ь отсюда вытекает, что 4 ^ / ^ К­(РчМр)*р*+Ь , а сле­
довательно, в силу ( 4 . 7 ) , ]^(РцМр)»р С . Зариксиро­
вав а < ^ ° , выберем р„ е & так, чтобы Т К С Р ^ ^ Х * ­
Далее, поскольку, очевидно, Р Л и 5Г > к,(?„) 
для всех п.« N , то к (РО(^*и^ Ц ­ Д 5*ц(р): а ; 
1 ­ Л 6-и ^ Щ ! ^ 1 $ й & « £ : * * ^ 
и, значит, 5р^ар0>а для всех п ( Н . Согласно теореме 
Лебега (см., напр., [ 4 , стр. 168] ) получаем $(ЛР^о^о^й, 
а следовательно, «ир ( Л И , откуда, ввиду про­
извольности выбора И « £ ° , получаем ыхр (ЛР„У*)>р е . 
Воспользовавшись вновь леммой ( 4 . 7 ) , заключаем, что 
£ € С С ( Х , ^ . 
Поскольку, очевидно, ( ** )* э %^ и, в частности, 
1^ ^ *С* , из теоремы ( 4 . 6 ) немедленно вытекает 
( 4 . б 1 ) Теорема. Для каждого нечеткого пространства 
(Х ,9 ) и каждого А£(0,1] имеет место включение 
с с А ( я т , х ) с с с А ( х л ) . 
йв теорем ( 4 . 4 ) и ( 4 . 6 ) и'очевидного включения 
( ь 5 ) А с Д д получаем, что для каждого А' ­экстального 
А ­ультранормального пространства ОС,^") имеет место 
цепочка С С С Я ( Х ) , < ) с СС(ЖХ) , т& )^ СГДХ.СЛХь)* 
сССДСЮДд) ; С (ЖМ.ХдЧсССЖХ^сСЬСХДОЬУ 
С другой стороны, если ( ^ ^ с З ^ , то, в силу ра­
венства СС(.Х, 1 Л ) А ) ч Щ Х ^ и м е е м Ш Х Д , > Ш Х / Я ^ ) . 
Тем самым мы приходим к следующему результату: 
(4.8) Теорема. Для каждого 4. ­экстального А ­уль­
транормального пространства ( ХД ) имеет место цепочка 
равенств: ШЖХ)/Г .£ ) = 
=сс(жх),<7)»кмх)4*$1« сссжх),г^)­­щх,(1Я)А). 
Если же при этом ( (Л )^ , то в эту цепочку дополни­
тельно могут быть включены также равенства: 
ССЛСХ).*^ С К Ш ) , « е * ) . ССЯОО.'ф. 
Напомним, что чанговское нечеткое пространство (Х,5") 
является компактным [17] (счетно компактным) в том и толь­
ко в том случае, когда С(Х/3) = 10,1] , (соответственно, 
когда Ш Х , ? ) =10, П ) ( 19}, [ 10 ] , [ 32 ] , [ 33 ) ) , а следо­
вательно, из теоремы (4.8) немедленно вытекает 
( 4 .8 1 ) Теорема. Для каждого А ­экстального А ­уль­
транормального пространства эквивалентны условия (а) ­ ( в ) . 
Если же при этом ((ДО^с 5^ , то все условия (а) ­ (ж) 
эквивалентны: 
(а ) пространство (Х,5) А­ультра счетно компактно; 
(б ) пространство ( Я (Х )Дд ) счетно компактно; 
(в) пространство ( Ж Х ) , « д ) счетно компактно; 
( г ) пространство (Л(Х),г£) компактно; 
(д) пространство (ЖХ) , *Сд ) компактно: 
( е ) пространство (X, 9^,) счетно компактно; 
(ж) пространство (ЖХ) ,Т* ) компактно; 
(в ) пространство (МХ),т :* ) счетно компактно. 
В случае, когда исходное пространство ( Х Д ) 
топологическое, предыдущая теорема приобретает особенно 
простой вид: 
(4.8" ) Теорема. Для каждого нормального топологичес­
кого пространства следующие условия эквивалентны: 
(а) пространство IX,9) счетно компактно; 
(б ) пространство (ЖХ) ,т ) счетно компактно; 
(в) пространство (ЖХ),*Сд) счетно компактно; 
( г ) пространство ( Ж Х \ т ) компактно; 
(д) пространство (Л (Х ) ,1 А ) компактно. 
Любопытно отметить, что, как следует из предыдущих 
теорем, для пространств вероятностных мер, наделенных 
"хорошими" нечеткими топологиями, свойства счетной ком­
пактности и компактности оказываются равносильными. 
§5. Свойства отделимости пространств вероятноотных 
мер. 
Изучаемые нами нечеткие топологии на пространствах 
вероятностных мер обладают весьма интересными специфичес­
кими свойствами отделимости; некоторые из этих свойств 
будут описаны в данном разделе, для их описания нам удоб­
но будет воспользоваться приведенной ниже терминологичес­
кой схемой. (Эта схема, позволяет описать более тонкий 
нюансы отделимости, чем вто возможно сделать на основе 
"традиционных" схем (см., напр., [ 24 ] , [26] и д р . ) ) . 
Пусть £ 6 10,1), ^­€[0,1]. 
(5.1) Определение. Чанговекое нечеткое пространство 
(Х,Ч) назовем (£, ^ ) ­хаусдорровым, если для любых раз­
личных точек ае.уеХ найдутОя Я У с У такие, что 
&!(*)>£ , У ( у ) > р иалу«$\ 
Ясьо, что каждое чанговекое нечеткое пространство 
(0,1)­хаусдорфово. Если чанговекое нечеткое пространство 
­хаусдоррово и У 4 ^ , |>' » |* , то оно и ^ ' . ^ ­
­хаусдоррово. 
(5.2) Определение. Чанговексо нечеткое пространство 
(.Х.7) назовем (^ ^) ­ Т| ­проетрачетвом, еали длч лю­
бых различных точек * , ^ с Х найдется такое, 
что Ы{ж) и Шч) * £ . 
Чанговское нечеткое пространство ( Х Д ) назовем 
­То ­пространством, если для любых различных точек 
€ Х найдется М­€3* такое, что либо Шх)> >р 
и « л ^ н ^ , либо и г и * Н ! г -
Ясно, что каждое ф^О ­ 1 \ ­пространство заведомо 
является и ^ 1 ^ ' ) ­Т;,­пространством при ^ » 6 ^ и 
(|*"0,1 ) . Еоли пространство ( Х Д ) является (^, ^ 
­хаусдорровым и ^ , т о (X , ? ) и (&,ь/) ­ ^ ­ п р о с т ­
ранство; в свою очередь, каждое ­ ­пространс­
тво заведомо является и 1р> ^ ) ­ Т 0 ­ пространством. 
Изложенная здесь (вкратце) схема аксиом позволяет 
следующим образом описать свойства отделимости нечетких 
топологий на пространствах вероятностных мер: 
(5 .3) Теорема. Для каждого нечеткого пространства 
( Х Д ) и каждого 4 . « ( 0 Д ) нечеткое пространство нор­
мальных вероятностных мер ( .К (Х )/в А ) является ~ 
­хауодортояым при всех £ > 0 
Доказательство. Пусть р » ^ * К О О > р 4 Ч, и Б е ( ^ л 
таково, что р(£) 4 4*6) . Положим идя определенности 
р(Й>4 . (6) ж пусть % < ^ < » ( ( ) " ^ ( Ш . Воспользовавшись 
нопмажьностыо меры р , вьоером Н * М 1 * так, чтобы 
Н е б и р ( Н ) > р « Ь 4 , ( где Н ­ Н ­ замыкание в 
( Х ( Х ) , «вд ) ) , Рассмотрим нечеткие множества вида 
, где сц >а. | 1 ) Ь^Ь^ вы­
браны таи, чтобы 0 * < Ц < а « > 1 , о * Ь 1 < Ь 1 * 1 , 
*-Ч»<р<в>ОСа»­а* ,> и ^­Ь^ЦСНЧ­еХкч­Ь^ (в 
возможности такого выбора легко убедиться непосредствен­
но ) . Нетрудно заметить, что определенные таким образом 
функции М, , V полунепрерывны снизу ( т . е . И Д е Л ц , ) 
и при этом 
^ ( р ^ ^ р С Ю ч ^ р Ш ' ) = р (Н ) ( а , ­й 6 ' г т г >(р(&)­0(а 1 ­йьна 1 
4у Ф г Ь 4 а,СНс)+ к.,* (Й £ ) ( Ь 1 ­ ь^*Ь 1 > (^ (Н 1 ) ­ ьХь Г к^ Ь,, • &. 
Для завершения доказательства остается заметить, что 
(о&ЛЗуНг>) для каждой мерь Г € Я(Х ) . Действи­
тельно, если бы 1и<Ь» = »(Н)(«Ц­а,1|')* >£ и 
$^*| , СЙ С ) (Ь 1 ­Ь , ( У» ­Ц 1 , то * ( Н ) ( а Г й ь Ы р ( й ­ ь ) ( а 1 ­ а » ) 
г-Ш'Хкч­Ьг)> (ч,CH C )­tXb,­Ь й )> Ц (Ь С ) -fc)(b t-bj\ откуда 
PIHV* t>CHC) > p(6H о,(b c)- U » p(GM-Q,(6)­ fcb > 1. 
Но это невозможно, поскольку НГШ С = 9} 
(5.4) Следствие, для каждого ^­ультра совершенно 
нормального пространства (Х,Я) нечеткое пространство 
(ЖХ^Ид) является (p5J>) ­хаусдорфовнм при всех $»0. 
(5.5) оамечание. Из анализа доказательства предыдущей 
теоремы ясно, что фактически мы установили более сильное 
утверждение: для каждого _р> >0 и любых р,^ б J^IX") су­
ществуют 2 l ,VeA A такие, что o* t t(p)>Jb , §v l (0 > .? 
и (о"н.Л5' уХг) 4 J> для каждого г€ Ж.(Х). 
Условие £ >0 в формулировках теоремы (5.3) и след­
ствия (5.4) является существенным. Об этом свидетельствует 
следующий результат: 
(5.6) Теорема. Пусть (Х ,3 ) ­ нечеткое пространство, 
1X1 >1 и А£ (0,1) . Пространство (ЖХ) ,Тд ) не явля­
ется ( 0 , 0 ) ­ Т О ­пространством (3 , следовательно, тем более 
не является (О.О)­хаусдорфовым пространством). 
В случав, если исходное пространство (Х ,9 ) не яв­
ляется А. ­ультра­ Т 0 ­пространством, доказываемое утверж­
дение очевидно. Предположим поэтому, что (Х,30 ­ Л ­уль­
тра­ То ­пространство и пусть X . Определим меры 
р.об Ж Х ) равенствами ( Е & ) : 
p ( g ) » t при Х€ Е, *}t Е; р(.Ю= 1-t n p H Ä i S j U j f e g i 
^(Е)=А. при х ^ й , ^бЕ-.о^СКУ 1-4 при х б К , y^S , 
(и, естественно, р(К)« аДЕ) • 0 при х,ц i В ; р (Е ) " 
го,(Е)=1 при Х;<л е С ) , где «jtcCO^il. 
Ясно, что, если 5 а ( р ) >0 * для некоторого tttAj,, 
то либо i l ( x ) > 0 , либо й (ч)>0 , но тогда и О^Ц^О. 
Аналогично, если d'ttC(J,)>0 , то и &*а>(р)>0 . 
(5.7) Теорема. Пусть (Х ,9) ­ нечеткое пространс­
тво, 1Х1>1 , А « (0,1] и ^ л $ . Тогда пространство 
( Ж Х ) , ч ! д ) не является (ь, £) ­ Т 0 ­пространством (и, 
следовательно, ТРЫ более не является (ь, ^) ­хаусдорфовым)'. 
доказательство. Представим ^ в виде fc*5^^ , где 
О <• k < 1 . .зафиксируем некоторое "t > ­jf^j > < t * l j 
и выберем ь таи, чтобы \ <ь<Ъг >>>/ т\^. и 
4> — ~ — • (Такой выбор возможен поскольку, как 
непосредственно проверяется, — 4 ^ < 
Как и в доказательстве предыдущей теоремы можем без 
ограничения общности считать, что (ХД) является 
X­ультра­Т 0­пространством. Зафиксировав две точки *,«ДбХ 
определим меры р ^ 6<Н(Х) так же, как и в доказательстве 
теоремы ( 5 . 6 ) . 
Предположим, что 21. & А * , таково, что б'ц.Ср') >.£ и 
5ц, (ч/) * .Пусть И.С*)»а , иСу) =Ь , тогда 
5 Ы.с1р =га +(Ьг)Ь и ^ и.с!Ду = 4П,+(1­А>)Ь 6 к^ (см., напр., 
( 1 . 6 ) ) . Из этих двух неравенств легко выводим 
<Х><у> !­<»­ ^ ^ но с другой стороны в силу выбора ь 
получаем, что |> ^"^_~_^ 4 ^ » 1 , т . е . а > 1 . Полученное 
противоречие позволяет заключить, что, если о"ц(р)>^, 
то6* л Со, )>^ . 
Предположим теперь, что И б А д таково, что о*ч>(чг')>^ 
и ба/рКК^ . Тогда 5*1сЦ»*а+б 6 Ь>й, !иар=^+^Ь*к$> . 
Ив этих неравенств выводим, что Ь > £ ^ * ­ ^ГТ" * 1 » 
что вновь приводит к противоречию, а вначит, если 
о^ ц, Ц ) | т о ^ и , ^ * ^ • ^ е м с а м ы м установлено, что 
( Ж Х ^ д ) н в является (^», (с) ­Т 0­пространством. 
Нетрудно заметить, что, если (Х,§0 *> ­ультранор­
мальное проотранство, то построенные в доказатзльстве тео­
ремы (5.7) меры являются нормальными. Это позволяет сформу­
лировать следующий вариант предыдущей теоремы: 
( 5 .7 ' ) Теорема. Пусть ( Х Д ) ­ нечеткое А­ультра­
нормальное пространство 1Х1>1 и ^ . Тогда простран­
ство (5СА(Х),Т1д) не является (у ,^ ) ­ Т0­пространством 
(и, тем более, не является (^ ^») ­хаусдорровым). 
положим 
и** , если Хт­пипХ 
» ( 3 ­ 1 , , если х. = ггилХ 
С 4иц> в,(­Й , если * Ф пЧХхХ 
* . > 1 Х 
в ( г ) = 0 » е с л и X = т а х Х 
Введем отношение эквивалентности ~ на 2 ( X ) , 
положив й,~8,' , где й,а' б Е ( Х ) , тогда и только тогда, 
когда е(х­) = ь'(х­) и &(х 4 ) = * ,Чх + ) для всех х б Х . 
Пусть с«3 Ч * ' в 2 С Х Ъ й ~ е . ) и г „ С Х И 1 ь ] ' Ь £ г 1 Х ) } . 
Покажем, что в .сатщом классе Сй] найдется полунепре­
рывная слева функция л Ч 2 ( Х ) • ^сли * * = Х изолирована 
слева ( т . е . (­Цх) =ф ) для некоторого 1 е Х , ^ х . ) , 
т . е . если х ^ Х ц , то ? ( » ! ) > * ( « ^ ) ­
§6. Случай линейно­упорядоченного пространства 
Мы рассмотрим здесь нечеткие топологии на пространс­
твах вероятностных мер Ш Х ) в случае, когда топология 
исходного пространства (X,*?) порождена отношением линей­
ного порядка " < " . Основной в данном направлении являет­
ся теорема ( 6 . 3 ) , в которой устанавливается тесная взаимо­
связь между конструкцией нечетко­вероятностной модифика­
ции <Н^(Х) линейно­упорядоченного пространства X и опи­
санной в [61 , [ 29 ] , [30] конструкцией 9 ( Х ) . (Отметим, 
что на возможность охарактеризовать нечеткую прямую 9(10 
[14 ] как пространство <К(Ю вероятностных мер на Ж с 
соответствующей нечеткой топологией первым обратил внима­
ние Р.Ловен [ 1 б ] ) . 
Прежде ^всего приведем конструкцию в удобный 
для наших целей форме: 
(6.1) Конструкция ?<Х) (ср. [ 6 ] , [ 2 9 ] ) . Пусть X ­
линейно­упорядоченное пространство и 2 ( Х ) ­ совокупность 
всех убывающих^ функций Й:Х — * I таких, что 
4ира (х ) ­1 и ит$* Ос) =0 . для каждого х е Х 
положим %'(х) = цех) ; в противном случав положим 
» ' (* ) » ВС хг) . Ясно, ч т о * ' * Х ( Х ) . Докажем, что й' 
полунепрерывна слева в каждой точке Х е Х ­ В случае, 
когда * иволирована слева, это очевидно. Предположим 
поэтому, что X неизолирована слева. Тогда, как легко 
заметить, *,'(х.)» *<л") = Игъ ti.ni Ш") = li.m fc4<), t­**­o i­»n> t­»s­o 
что и доказывает полунепрерывность слева (ункции *) . 
Остается проверить, что В'~ % . Поскольку, очевид­
но, , то й'Сх+) и Я'схл);» %с*­) для всех 
Х б Х • Для доказательства обретных неравенств предпо­
ложим, что > ВСх 4) для некоторого х б Х ­ Если 
изолирована сп; два, т . е . существует точка t > t , 
такая, что­ ( * , ­Ь )=^ , то s(x*) • *Ct) ­ а' оО (ибо­к 
г..)и этом, очевидно, оказывается изолированной слева), а 
значит, * ' ( х * ) = %'c­t) = ЪСх*) . Если же х неизолирова­
на справа, то, поскольку ( x , t ) ф ф для каждого t > * 
имеем неравенство ( i ) 4 йСХ*) , откуда, очевидно, и сле­
дует fc'(x+) 4 «Дх 4 ) . Предположим теперь, что ( х "Ъ й(х~>. 
Если х изолирована слева, то ftCAb ЪСх")> г,'(х~) = «J ( 0 , 
где t выброчо так, чтобы t < х и ( t , х) = ф . При этом, 
оскольку t неизолирована слева (ибо иначе fcC-tļstiCi) ) 
то * fc­(fc­) , а следовательно * ( £ ) > ъ c v ) , что не­
возможно. Если же х неизолирована слева, то выбрав i < » 
так, чтобы a ( x i i ftci) < а,Чх~) .приходим к противоре­
чию, поскольку ( t , x ) ф (1 , а следовательно, R' (x­ )£*W) . 
Отменим, что нельзя утверждать единственность полуне­
прерывной снизу функции в классе С 83 . действительно, ес­
ли ­ полунепрерывна слева, х е Х ­ изолированная 
слева точка и R'f*­ )*» 1 (X*) , то каждая функция t"fe 2.(X) 
совпадающая с ц' на X \ t « 3 и принимающая любое значе­
ние (х" ) 3 fc' ( x 4 ) J В точке х , является также по­
лунепрерывной слева и при этом R' ­
(Естественно, что аналогичным образом можно доказать 
и существование полунепрерывной справа функции в каждом 
классе Г. *3 . Нам однако, этот факт не потребуется.) 
Выберем, как показано выие, по одной полунепрерывной 
слева функции из каждого класса Г. М и обозначим„по­
лученное множество ?(Х) . (В предыдущих работах в 
Б том направлении [61 , [291, [30] через 9 4 0 обозна­
чалось множество самих классов [ ъ ] , а не их представите­
лей, т .о . то, что адесь мы обозначаем Ъ„М) ) . далее, 
пусть 3 (X) ­ множество всех полунепрерывных сл'.ва 
убывающих функций й: X — • ! . Ясно, что 
5 ( Х ) с ^ ш с г с х \ 
Введем чанговскую нечеткую топологию ^ на г.роот­
ранстве 2(Х) (и, тем самым, на его подпространствах 
5*(Х) и 5(Х) ) , взяв в качестве предбазы семейство 
нечетких множеств $Чь11;й.бХ}и13\5Ь*Х5 с I * 0 0 опреде­
ленных равенствами "К^и) • Ь (а.*) и ЬЬ(ЛЙ» 1­М.Ь") , 
где й € 2СХ) . Ясно, что если й-С , то 4 и 6 не 
различаются топологией, т . е . ЙДВ)* и(.*>') для каждого 
е й е\ 
Очевидно, рассмотренная в [63, [ 29 ] , 1303 конструкция 
естественным обрааом изоморфна описанной, здесь конструкции 
*СХ) .) 
(6.2) Конструкция (Ц^М . ^ д О Пусть 
1(*­,Ьд.Са,­»): с ц Ь б Х } ­ стандартная предбаза топо­
логии линейно­упорядоченного пространства X Обозначим 
через ^ СГ ­алгебру, порожденную семейством "ЗГ и 
пусть <РЦ СХ) ­ множество всех вероятностных мер на Ъ$ 
Ясно, что э Л , а следовательно <• Я ( & и 
сМ, имеют тот же смысл, что и на протяжении всей работы, 
т . е . соответственно, борелевская 6* ­алгебра пространства 
X и множество всех вероятностных борелевских мер). При 
этом в случае, когда X имеет счетную базу, очевидно, 
Й^Л " Л и, значит, *ЛЬ . Конструкция , рас­
смотренная в ( 1 . 1 ) , при соответствующем выборе семейства 
^ , естественно, может быть использована и для задания 
нечетких топологий на Лдр . 3 Частности, при | по­
лучаем нечеткую топологию на множестве Л^СХ) 
Как установлено в доказываемой ниже теореме, получае­
мая таким образом конструкция (Аат^лЛ*^) для прост­
ранств счетного характера оказывается изоморфной конструк­
ции , описанной в ( 6 .1 ) : 
(6 .3) Теорема, ticm X ­ линейно­упорядоченное 
пространство счетного характера, то нечеткие пространства 
(3*(Х\*>) и (JH^jíX^tqf) канонически гомеоморфны. 
докааатольотво. Определим отображение Kf(X)—^'5*í­X), 
положив ijKp)= ftp , где R 0: X—* I ­ функция заданная 
равенством йр(х) = р t*j­*) для каждого X бХ . Ясно, 
что й,р é Z(X ) . Пусть т,ц, ­ последовательность в X , 
сходг;аяся к точкл а, слева; тогда из свойств меры ясно, 
что ton. й 0 МО=й*л p E t N . ­ ^ p C n t t ^ ­ ^ ­ p l ^ ­ ^ t p C x ) . 
Поскольку X удовлетворяет первой аксиоме счетности, от­
сюда можно сделать вывод, что i ^eS* (XV 
Определим теперь обратное к ^ отображение 
ty.?*(X)—» il<j¡ ( X ) . Для каждого ъ е ^ О О рассмотрим 
отображение p^­.ds,­»): х e X i — * I заданное равенством 
Ы*.-») - *w • Е с л и • доЧ»-** - г д е ^ -
возрастающая последовательность, сходящаяся к х , то, 
ввиду полунепрерывности слева функции i, , имеем 
Р. Г­*,­*) а «stx) = Ьл. fcttvJ) = ll.*Tv. рь'с­ккЛ а следовательно, 
функция множества p f t непрерывна на { хеХ] . Из 
общей теори.. меры следует, что p¡> единственным образом 
продолжается на б ­алгебру Si^ , порожденную tlt,­*) :хаХ1 
(а следовательно, порожденную предбазяй 9Í , что в част­
ности, оправдывает обозначение jb^ ) . мля этой продол­
женной к">ры мы также будем использовать обозначение , 
(таким образом, p R : —»• I ) . Отображение может 
быть определено теперь равенством Y ^ ' P f c • Из опреде­
лений ясно, что отображения ^ и т|г взаимнообратны. Для 
доказательства теоремы, таким образом, остается проверить 
непрерывность отображений | и у . Для этого рассмотрим 
следующие равенства, справедливые для каждой меры 
если точка a неизолирована справа; 
изолирована справа; <р'* CRa^p)"° > е с л и а.= " Л х Х ; 
если точка Ь неизолирована слева; 
^ " Ч ^ М р ^ Ь в р С Ь ^ Ь р ^ ­ ^ г р ^ Д ^ ^ ^ Л р ) , если точка Ь 
изолирована слева, ^<-о и и , ь ) = 0 и «у*1 СивКр) :1­%^=0, 
если Ь= пиОС. 
Итак, прообразы элементов предбазы нечеткой топологии 
6 на 5­ОС) при отображении ^ составляют предбазу 
нечеткой топологии на Ц<$ , а следовательно, 
*| М у ( Х ) — к З * ( Х ) действительно является гомеоморфизмом. 
Поскольку в случае, когда исходное пространство X 
имеет счетный вес, очевидно, »Ч.(Х)»4Ц(Х) » к з (6­3) 
немедленно вытекает такое' 
(6.4) Следствие. Если X ­ линейно упорядоченное 
пространство счетного веса, то нечеткие пространства 
(9*(Х),б) и (ЖХ)/1<д) канонически гомеоморфны. 
(6 .5) ^мечание. Пространство (Ч*(Х),1>) может ес­
тественным образом интерпретироваться как образ пространс­
тва (?(Х)>6) при фактор отображении ч,;5(Х) —*?*1ХД, 
отождествляющем ~ ­эквивалентные функции ив 5 (Х ) (ом. 
( 6 . 1 ) ) . При этом, очевидно, прообраз <^"1(ь) каждой точ­
ки 5 * ( Х ) является антидискретным подмножеством прос­
транства (ЗЧХ),^) . Это наблюдение дает возможность 
посредством теоремы (6.3) и следствия (6.4) перенест!' мно­
гие результаты данной работы на конструкцию § ( Х ) 1б], 
1293, [ЬО]. В частности, поскольку в силу [ 29 ) пространство 
(5 (Х ) ,б ) при Х«1Й гомеоморфно нечеткой прямой 
ЗЧТС) [15] , а при Х г 1 ­ нечеткому интервалу 5(1) 
[16] , получаем возможность получить новую информацию об 
этих важнейших для нечеткой топологии конструкциях. Приме­
нению результатов данной работы для изучения нечеткой пря­
мой 3 (Ц) и нечеткого интервала 5(1) мы предполагаем 
посвятить отдельную заметку. 
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О ПОЛУГРУППАХ НЕПРЕРЫВНЫХ ПРЕОБРАЗОВАНИЙ 
ПАР ТОПОЛОГИЧЕСКИХ ПРОСТРАНСТВ 
В.Б.Штейнбук 
РПИ 
Пары топологических пространств неоднократно изуча­
лись с помощью различных алгебраических объектов (полу­
групп, тернарных полугрупп) некоторым образом связанных с 
множествами отображений одного пространства в другое (см., 
напр., [1 ] ­ [ 3 ] ) . Каждо» паре объектов А , "В произволь­
ной категории К можно сопоставить [ 5 ] полугруппу ЕгиКА,о) 
на декартовом произведении Еш1 А 4 Нот. (А,Ъ) с операцией 
Если К ­ категория топологических пространств с непре­
рывными отображениями в качестве морфизмов, А . В е О Ь К , 
то обозначим С(А,В)= Е ш Ц А З ) . В данной заметке рассмат­
риваются некоторые возможности использования полугрупп 
С(А,В) в вопросе характеризации пар топологических прос­
транств при помощи этих полугрупп. Часть результатов анон­
сирована в [ 6 ] . 
Топологическое Тд ­пространство X называется [41 
регулярно отделимым, если у него существует замкнутая база, 
каждое из множеств которой является прообразом точки при 
некотором непрерывном преобразовании X . Полугруппы не­
прерывных преобразований регулярно отделимых и бливких к 
ним пространств рассматривались неоднократно [ 7 ] . Пусть 
Хд » Х а ­ Тд­пространства. Назовем пространство Xд. ре­
гулярно отделимым относительно Х^ , если у Х л существует 
замкнутая предбаза, каждое из множеств которой может слу­
жить прообразом точки при некотором непрерывном отображе­
нии Хд в Х а . Очевидно, что если множество непрерывных 
отображений Х 4 в является регулярным ( т . е . отделяет 
точки пространства Хд от замкнутых в XI множеств), то 
пространство Х\ регулярно отделимо относительно Х^, • 
Заметим, что в 13] пространство Х1 , регулярно отде­
лимое относительно Т\ ­пространства Х ^ , называется 
С­связанным с пространством Х^ . Для пар С ­связанных 
пространств и сопоставленных им полугруд непрерывных ото­
бражений в 13) получен результат аналогичный по формули­
ровке нижеприведенной теореме 1. Конечно, ход исследований 
и техклка доказато1ьств данной работы существенно отлича­
ются от исследований полугруд непрерывных отображений пар 
топологичеоких пространств. 
Пусть ВЦ , ВЦ ­ классы 7*1 пространств. Назовем 
класс 8Ц регулярно отделимым относительно , если лю­
бое пространство X ) , из 81­1 регулярно отделимо относитель­
но любого пространства Х й из . Легко видеть, что 
класс вполне регулярных пространств регулярно отделим от­
носительно класса пространств, содержащих гомеоморфный об­
раз отрезка. 
В произвольной полугруппе Й определим бинарное от­
ношение %: 4 1 ч :$ } к * * ( т " ( е8 ) ( *1 ! £ " * *Л } « Очевидно, *С ­ кон­
груэнция на 3 . Через Т С в ) обозначим множество всех пра­
вах нулей полугруппы 8 . 
Пусть А » Ь ­ непуотые множества. Для всякого б А. 
обозначим 1^ преобразование А , согласно которому А ^ = А. 
Такие преобразования: называются константными. Для всякого 
обозначим черев отображение А в Ъ такое, что 
А Ь * г { • Множество пар Нс А 1 Ь|ч­* . «А , ^ ^В} обозначим 
черев УСА,Ъ) • Для всякого 4 « . А обозначим 
Теорема 1. Пусть X», , Х к ) ­ 1 \ ­пространс­
тва и X I (соответственно ) регулярно отделимо относи­
тельно X * (соответственно Х ^ ) . Если полугруппы ССХьХ^. 
и С1Х|,Х^) изоморфны, то пространства Х 4 и Х^ гомео­
морфны. 
Доказательство» Пусть­ пространств Х^ регулярно от­
делимо относительно X * • Обозначим через ? замкнутую 
предбазу пространства , состоящую из прообразов точек 
при всевозможных непрерывных отображениях X* в Х{, . 
Положим Til'ССХ^Хг.) . З ' З С Х д . Х ^ ­ Заметим, что 
3 есть множество всех правых нулей полугруппы Iti • 
Легко видеть, что для любого <t,eXi выполняется К^еЗ/т;, 
причем других элементов множество 3/<с н е имеет. 
Через HoralXi.Xj,, обозначим множество всех непрерыв­
ных отображений Xj в X , . Для всякого X,. определим 
подмножество = Uc A , «p\^eHonttXi.X^) полугруппы "¡fa. . 
Очевидно, тогда и только тогда принадлежит , 
когда Зъ с К < , . 
Фиксируем элемент jb из Х ( . Для любых JfcXj, , 
"f ^ Hora(Xi.Xj) обозначил через подмножество фактор­
множества 3/<t вида I X i l K i C C j ^ W C p , ^ ) ) . Пусть 
Ц, ­ семейство всех подмножеств множества $/% вида 
гЦ,^ . Легко видеть, ч­.о гЦ,| • 1Кд. )л . «^* 1 3. 
Убедимся, что системы подмножеств ( X t . í ) и (ЗД,21) 
изоморфны, т . е . существует биекция множества Хд на 3/< , 
которая переводит Í в 21 . Обозначим чорэд % отображе­
ние Хд в 3/<е , согласно которому для A.€Xv имеет мес­
то «¿J. = K¿. • Из описания множества 3/«е следует, что / 
является биекцией X j на З/щ . Возьмем произвольный эле­
мент Н из 5 . Согласно определению 5 , Н есть прооб­
раз некоторой точки ^ é Х 4 при некотором непрерывном 
отображении ^ из Хд в X f c . Пусть А б Н . Тогда 
А € ^ " А . Поэтому из задания гЦ, } следует * ­ $ " К . 4 * Ц , ц . 
Таким образом, Hj c M<|, j 6 Я . Аналогично доказывается, 
что М^* j " 1 с Н . ufa получили, что является элемен­
том из ¿ , . Легко понять, что верно и обратное: r i$ " *<¥ 
для всякого М из И, . 
Пусть пространство X t регулярно отделимо относитель­
но X f t и X ­ изоморфизм полугруппы ?h на Wi = С(Хд,Х^). 
Так как 3 есть множество всех правых нулей полугруппы 
« 1 , то 3 * ­ P ( B i ' ) и следовательно 3% - 3 ( Х д , Х ^ в З ' . 
Согласно определению t , если V * ! 1 * ^ в Hl ÍW»*fc*^5í 
то 6 1 x ~ 4 4 x C t ^ в SH' . и наоборот. Поэтому индуциру­
ет биекциго Зо множества классов 3/с на З'/j • А имен­
но, если k ¿ е З/t ( « « О Д и К А * « K j е З'/j ( * « Х Д 
то К А * ­К-5;. 
Заметим, что если К^Х­ • , то 9 ^ % « ^ ^ 
Действительно, для ^ е * ^ выполняется 3^ с К ^ . Тогда 
ЗЧх » 3 « х с К А х =К.з; . Отсюда следует, что ъ х е ' З ) ^ 
т .е . "З^х с < Э х • Включение в другую сторону доказывается 
аналогично. 
Напомним, что элемент >^ б Х^ зафиксирован. Положим 
К.^* 'К .^ (ф ьХ^ ) • Определим для фиксированного £ и лю­
бых ^'е Х ь , еНот . (Х1 ,Х^ подмножество М . ^ 1 мно­
жества З'/т аналогично тому, ка.; это было сделано для 
Мо\( • Обозначим 21! семейство всех подмножеств мно­
жества 3 /% вида 
Возьмем произвольные элементы (С^,Ь|) из К » и 
( с ^ ) из ^ . Тогда (Св.,Ь*УХбК­ и ( С у ^ х е ^ . 
Обозначим (С^Ь­р * Д < * | 1 % ^ ( С ^ ) Х = и _ , ^ ) , 
г д е ^ е Х ' а , «•' 6 НотСХ^.Х'^ . Пусть К А € и.еХД 
Согласно определению получаем К^ССр,,1!') = (.Ср,Ь^1 
Применив к обеим частям последнего равенства изоморфизм 
X , получлм К £ ( с - , | ) » ( 1 ^ , ь Л где К ^ К ^ Х . Это оз­
начает, с учетом определения* 1 , что Х ^ Х ^ М ^ 1 . 
Итак, И ^ Х С М ^ | , и легко понят*, что ИэдХ " гЦ',^. 
Мы убедились, что для всякого из й, выполня­
ется X б 21' . Аналогично можно получить, что если 
Му' ,^ ' € 211 , то Иу',^ X " 1 6 21 . Таким обравом, биекция 
% множества классов 3/<£ на 3 /<с переводит 21 в , 
т . е . системы подмножеств ( ЗД ,Й } и (3/«е, 21!) изо­
морфны. Ввиду доказанной ранее изоморфности систем под­
множеств (Х1,5 ) и (3/^,21) , отсюда вытекает, что 
иэомор|теы системы подмножеств ( Х 1 , ^ ) и (Х^/*') , где 
­ вамкнутая предбаза пространстг 1 Х^ , состоящая ив 
прообразов точек при всевозможных непрерывных отображени­
ях Х^ в Х^ . Следовательно, пространства Х 4 и Х'^ го­
меоморфны. Теорема доказана. ­
Поскольку всякое вполне регулярное пространство ре­
гулпрно отделимо относительно чиодопой прямой, то из тео­
ремы 1 вытекает 
Следствие. ПустьX и X ­ вполне регулярные прост­
ранства, "R ­ числовая прямая. £оли полугруппы t(X,T0 
и ЦХ.ТО изоморфны, то пространствах и Х гомеоморфны. 
Из теоремы 1 также следует 
'Георема 2. Пусть BLv, ­ классы Тд ­пространств, 
^ ь > ^ 1 6 ^­1 ( *» = р ° г У л я Р н о отделим отно­
сительно 9t b . Коли полугруппы СЛХд.Ха) и 
изоморфны, то пространства Хд и Xj гомеоморфны. 
Предложение 1 . Пусть Xj , Х ь ­ хаусдорфовы прост­
ранства, причем Xļ бикомпактно. Пространства X i и X* 
гомеоморфны тогда и только тогда, когда в полугруппе 
"Й1 = ЦХд.Х},) существует элемент Н такой, что 
"P(wY)6 6-?VUC)/v и для различных Кд , К * изТ ( «0/е 
выполняется K T 4 ^Kj , * ­
Доказательство. Достаточность. Как уже отмечалось, 
?(®C) = 3 ( X i , X , ) = 3 и для всякого <сеХд выполняется 
К А 6 3 / j , причем других элементов в' З/t нет. 
Пусть элемент удовлетворяет условию о=К>,<|'.. 
Так как 3 « е 3/ t , то 3*=К . л для некоторого i * X i . 
Легко проверить, что 3 ( 0 , " ļ i ) с К ^ (где (<u/ty)€fe,£>£Xi ) 
тогда и только тогда, когда О « Cj> . Следовательно, 
*=Сч*,^ ­ Далее, заметим,,что З и ^ И С с ^ . Ц ^ Х ^ ! . 
Поэтому из 3(C 4 lfj»Ki следует, ч т о Х д ^ Х * . 
Покажем теперь, что отображение «1 иньективно. Воаь­
мем два произвольных элемента еХд . Согласно усло­
вию, K j , * ^ * • Поэтому (Ķ t , b6 ļ>K 6 Ct f c J ^^K .C t i , ^ « ( < a , , b ŗ ] 
а значит, ^ ŗ<f. 
Таким образом, непрерывное отображение ^ является 
биекцией Хд «а Х^ . Так как при этом Xj бикомпактно, а 
Х д хаусдорфово, то ^ есть гомеоморфизм X i на X * . 
Необходимость доказывается аналогично. 
Предложение 2. Для того, чтобы Тд ­пространство Хц 
являлось непрерывным образом Тд ­пространства Хд необхо­
димо и достаточно, чтобы в полугруппе ?h.«t(Xi,X^ су­
ществовал элемент 4 такой, что TKBlļiaTHTiij/*. 
Поступила 27 января 1988 года. 
Доказательство этого предложения по существу содер­
жится в вышеприведенных рассуждениях. 
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УДК 515.12 
НЕЙТ ТОПОЛОГИЧЕСКОГО ПРОСТРАНСТВА 
А.М.гЗровецкий 
ЛГУ им.П.Стучки 
1. Нейт топологического пространства. 
Пусть ( Х Д ) ­ топологическое пространство, "t ­
кардинальное число. 
Будем говорить, что н е й т (обр. от англ. n^ted.] 
[u^ LgKt ­ гнездовой вес/ пространства X не превосходит 
<С и писать & 0 0 4 t , если существует семейство 
{ S ^ ' . s e S } c 2c S | X , удовлетворяющее следующим условиям: 
(CI) IS1««C. 
(С2) з 5 ­ топология на X , линейно упорядоченная отно­
шением с для каждого s е S • 
(СЗ) U ^ ­ пред база топологии 5" . 
о 
Будем говорить, что нейт пространства X равен <t и 
писать tt(X)=t , если *C»'uyj.ljb:a(X)4Jbl. 
Элементы топологии S*s будем обозначать заглавными 
латинскими буквами с индексом S вверху: Et , V и т.п. 
1.1. Простейшие свойства. 
( I ) Если X гомеоморфно Y , то aCX)=CL(Y). 
( I I ) Если М<=Х , то a(M)4a(X). 
( I I I ) Для любого пространствах 0,(Х)>1. 
(IV) Если X - Tj.­пространство, то либо IXK1 , либо 
а(Х)>г,. 
1.2. Пример. Пусть X ­ множество вещественных чисел, 
^ Ц — , Х ) : * О Ш 1 0 , Х 1 . ЕСЛИХ<х' , ТО 
(—,х) <=(-«>, х') . Значит, a ( X ) - l . 
1.3. Пример. Пусть 1R ­ множество вещественных чи­
сел, наделенное естественной топологией вещественной пря­
ной Ц ] . Полотом 5 i=U­ , , 0,^V­y6lR]Ul^ )"R 'i, 
^ а=1 (х»­«>у.*еШ10 ,Ти . Так как (х ,« } )=1—^(Ux,­) 
для любых x.Ujfc'R , то, учитывая 1.1, й(.И)­е,. 
1.4. Пример. Пусть X ­ бесконечное множество, 
5*»1Х\Е­­Е<=Хи1Е1<йв1и10Ш1. Так как семейство 
t{0,X\ix),X]:£eX) удовлетворяет условиям (С1)­(СЗ) для 
кардинального числа 1X1 , то О.СХ) * Ш . Если X и X ­
бесконечные множества одинаковой мощности, наделенные 
топологией, описанной выше, то, очевидно, каждое взаимно 
однозначное отображение Х­ на Y есть гомеоморфизм. 
Пространство мощности t , наделегчое такой топологией, 
будем обозначать через CoCtO 
1.5. Теорема. а(Со(<С)) = <С для каждого К 
Доказательство. Из примера 1.4 следует еЦСоОф)^­
Допустим a.CCoOtTK'C. 
Если«4 = # в , то найдется aeN , такой, что 
аССоШв^3 л • Для любой пары хеСоЩо'), 14гь положим 
Ч£=UlWl •  х $WVJ и A^lx «UW 0VV» « Ц . Очевидно, aCA^V п­1. 
Так как йэ(#в) ­ Ti_­пространство, то по теореме 2.4 (см. 
ниже) П У • ф для каждого х,еСоЦ\0) . Так как всякие 
;ва непустые открытые в СЬС^о) множества пересекаются, 
то .11 A: «=Go(tf,,), откуда следует, что 1А.*1=^0 Для не­
которого L <»ъ . Н о тогда А­^* гомеом'орфно ОоШ0") » и 
CL(CQ(.tf0))'"CltA;*Hh.­i, что невозможно. Таким образом, 
Если * > t f 0 , то положим E s ' U lE :Co t c j \E « s и \E\<tf03 
для каждого scS , где lSl=aCCoW)>^„ , и EW = U E s . 
tep 
Так как IE5l4 tf0 Для каждого S&S , то IE*l=lSI . Иэ 
1SI<<6 следует Co(<t)\B* j$ . Так как Со1<)\Е* = 
~n i2 l ' ZL6S\ l03 j , то CoC­tjAUW*' для каждого 
аsDote)\В*, что невозможно. Следовательно, cUXott))^. 
Череэ uJ­CX) , как обычно, обозначаем вес простран­
ства X 
1.6. Предложение. й ( Х ) £ « К Х ) . 
Доказательство. Пусть $b=lG9:sfeS} ­ база простран­
ства X и |&1=«>-(Х} . Положим ^»*1^,ч»,Х1 для каждо­
го . Значит. а ( Х Н « К Х У 
/ 1.7. Теорема. вели X ­ пространство с 6Г­дизъюнкт­
ной базой, то аСХН^ о - ,^ 
Доказательство. Пусть 5Ъ=.II й­,, ­ £­дизъюнктная ба5а 
пространства X , : $С * *Д* дизъюнктное семейство 
открытых в X множеств, <Ц ­ некоторый ординал (такое 
представление ЗЬ;, не нарушает общности в силу теоремы 
Цермело [ 1 ] ) , I е м ­ 4 
а Фиксируем ьеМ и ^<£ ь . Положим 21* ¡,= 1)14^ ,•• 0<|1, Щ^ЪЩь •Г>^Л,к - I | < * 0 ! Для каждого^б 11,2.1. 
Так как Л;, дизъюнктно, то ­21*^П . &».и $>1 
база пространства X , следовательно, семейство 
15ц|,:1еN^€11,%}) удовлетворяет условиям (С1)­(СЗ) для 
кардинального числа , и а(Х)4|?о-
1.8. Следствие. Если X метризуемо, то йСХН^о-
1.9. Теорема. а ( П Х . Н Е а ( Х Д 
ъеТ * «Т ъ 
Доказательство. Фиксируем • Пусть 5^ ­ топо­
логия пространства Х^ . и : 5£о г ) с?, удовлетво­
ряет условиям (С1)­(СЗ) для кардинального 8числа О-СХ^ ) . -
Фиксируем зеЭ* и положим хСгц 1 ) ' Л . ^ ; , где У*=Уьь , 
и =Х^ для каждого ^ 5=1\Ш.\У21\е£ц» 1 . Оче­
видно, семейство 1,=1£.4 8 : $ е ^ ^ ^ е Т 1 удовлетворяет усло­
виям (С1)­(СЗ) для кардинального числа И ^ И И Б Л - Е а (ХА 
Пусть 1Х 4 : ^Т1 ­ дизъюнктное семейство непустых про­
странств, © X* ­ их сумма [ 1 ] . 
Чет * 
1.10. Теорема. 
( I ) Если й(Х^0>1. для некоторого ­к'*! ИЛИ 1Т1а1 , 
то а ^ © Х к ) «4ир1й (Х ч >:1; «Т } . 
( I I ) В противном случае а ( 4 © т Х 4 )=2 . . 
Доказательство. Обозначим X » © Х 4^=«ир1а1Х 4УЛеТ1. 
Из 1.1 следует аОО»^. 
Так как X н е зависит от природы множества Т , то 
в силу теоремы Цермело Ц ] Т = Ц ' ^ < ­ ( ­ } , где Л, ­ некото­
рый ординал. Пусть 51 ­ топология пространства Х « , и 
15| , « : &€Э| ] с 2, ­ семейство, удовлетворяющее услови­
ям (С1)­(СЗ) для кардинального числа а0(*1 для каждого 
Фиксируем ЗвСЙ . Пусть ^ { . з ^ & Х ^ для каж­
дого Бе . Положим <?(?Ц) = ^и^Х§ ^игЬ| , е с ли8^бо , 
и <( ( . г Х ^ ) " ^ о С^и.<лХ^ для каждого 21^ е 5 | ) 4 . 
5$гЦ(215|У-^<<£,} для каждого . ц х 
( I ) Если " О й или <с = 1 , то семейство{ .$$ : 5 6 & с й 
удовлетворяет условиям (С1)­(С.З) для кардинального числа 
*С , следовательно, а(Х) =*С 
( I I ) В противном случае * = 1 и А>4 . Тогда в Х 
существуют непустые открытые непересекающиеся множества 
(например, Х 0 и Х± ) , следовательно, й О О ^ й • Тогда 
в гачестзе 8 надо взять двухэлементное множество и по­
строить 1 5 8 : 0 е Й 1 согласно процедуре, описанной выше. 
Значит, аОО - а . 
2. Пространства конечного нейта. . 
Пусть N ­ множество натуральных чисел, цп,€К. 
Для А«=Х А , ^г>ку 1п1Л ­ замыкание, граница и внут­
ренность А в X . 
Если 0­00* *ь , то через З С Л ( Х ) будем ^ обозначать 
базу пространства X , порожденную предбазой .0 5;, (см. 
(С1)­ (СЗ) ) . 1 * 1 
2.1 . Теорема. Если X ­ ТА­пространство и а(Х)4»ъ , 
то "нз.ПгЬ г1 ф следует .1/ 21 =Х . . 
1 » ! ^* п. : а 1 Доказательство. Положим 21=.П 21 иА=Х\1)21 . а ц м 
Если А Т* Ф , то фиксируем х с А , ^ с 21 . Так как х + ^ , 
то найдется У е В С г Д Х ) , такое, что У«.П*У 1 и хеУ, ^ V . 
Следовательно, V для некоторого ь 4гъ . Но х ^ 
?начит, и Х ^ 2 1 1 * , что ведет к противоречию. 
2.2. Следствие. Если X ­ 1\­пространство и оЛХН'Ч 
* I л п» • 
то ив .ПУ ­^р следует П В о1 « ф. 
доказательство. П &к1»П" (й1П1Х\111»­­.П Й>иСХ\ин.1)­й 
° 1.1 ь»1 1*1 ь*1 
Тд­отделимость пространства X , требуемая условием 
теоремы 2.1, существенна: 
2.3. Пример. Пусть X ­ множество вещественных чи­
сел, х ^ х ^ е Х и «1<Хь . Топология 9* порождена предба­
зой 5 1^/7,, , где 9'1*ЦХ(,­6', х^о):$>0}1Н#,Х5 для каждого 
I й . X ­ связное Т0­пространство со счетной базой, 
а(ХУ& , множество [ Х Д , * » , ] всюду плотно в X И гомео­
морфно 10,17. (в топологии, индуцированной ИЗ К ) . Если 
Ы" е ^ \1Х1 , то найдется К*>0 , такое, что 
а1 (Щ* с ( х г 3 * * » * £ * Х следовательно, й.1 ОЙ.*«Х в том 
и только том случае, когда У. ? Х или Й. " X . 
Пусть X ­ Тд­пространство • П . (Х}*»1. . Для всякой 
пары Х б Х , п о л о ж и м 
(Е1) ? х 1 * и { У Г 1 : * ^ Ч . 
(Е2) 2 . „ ­ ж и х Р . т ^ . 
2.4. Теорема, Если X ­1\­пространство, а О Д ( * , 
х « Х и X 1 1 ­ множество всех неизолированных точек про­
странства X , то 
( 1 ) . п т * = ( * . й д : ­ х \ и 1 . 
1*1 * 
Доказательство. (1) Фиксируем х е Х И положим 
С» и . Так как х ^ Б , то по теореме 2.1 н'ЧГ^»^. 
Если существует 1^6X461)1x1) , то найдется "УеЪСпОО, 
такое, что У » П У 1 и уеУ, х ё'Ч . Следовательно, ж ^ Т ' 
для некоторого 1**п. . Значит, иеУ с т^, С Б , что не­
возможно. 
(11) Фиксируем » е Х А • Согласно (1) U Y t = X \ U \ 
Так как X = X \ t * b U % ­.0 ^ , то существует i! «п . , та­
кой, что » € ? i . Но , значит, ^ Т ^ Е л С и Z­
iv Ч ^ * » , ­ . V,_ v*l Включение U 2 : С Х очевидно. ».«» 
Следующий результат, по­видимому, известен, однако 
автор не встречал упоминание о нем, и поэтому приводит 
его о доказательством. 
2.5. Лемма. Для любого пространства X и А,Ъ ^ Х 
Доказательство. Фиксируем steAtlSB . Если хб.Я>А, 
то «eP>AOR«B . Если X € l n i A , то найдется окрестность 
V точки х. , такая, что V е А • Так как хей­В , то 
VDBr'^ и V \ B f ф , следовательно, "VfUh(VB)f^ и 
У\(АПВ)^ ф . В силу произвольности выбора окрестности 
V точки X заключаем, что хбй>(АПВ) . Значит, 
A n f f н Ч А П В М & А П Я В ) ­ и Ч В П А М Р В П & А ) = > 
= ВП1гЛ. 
ХПВ­(Аи(?А)П(Ви»В)=(АПВ)иШ№В)и(ВП№А­)и(с,АПКв­)с 
с ( А ПВЖР (А ПВМЙА П &В)= А ПВ U ((г А П В В) <= А ПВ. 
2.6. Теорема. Если X регулярно, а(Х)£п< и существу­
ет i tn , , такой, что ! У « Х Для каждого й!*е^\105 , то 
Доказательство. Фиксируем х е Х и положим Г& ( :$е& х ' , ­
семейство всех открытых в X множеств, содержащих точку х 
и являющихся элементами базы ЬС^ОС) . Положим W5M), Vt% 
А 
для каждого S e S ^ . Тогда 'Ws= ;WsuX»WsnŽy , s= /по лемме 2.5/ 
=Wsn^((rW8H№2l^ŽlsU([rWsnlrZ4)<=2b8U!?¥a . HoW8 открыто, 
следовательно, W 8 с & S C - W S . Значит, £L S ="УУЭ • В силу ре­
гулярности X для любой окрестности 6 точки X сущест­
вует S* eS j^ , такой, что X€2LS«=21.S«CG . Следовательно, 
R€W.«C"W.» =Žl c* cG , и семейство U IW*:S6S_'5 является s 5 » «е«Х а 
базой пространства X . Значит, оХХ)4п.­1 . 
Регулярность пространства X , требуемая условием 
теоремы 2.6, существенна: 
2.7. Пример. Пусть X ­ множество вещественных чи­
сел, топология порождена пред&.зой . П Я1 , где 
^Ц— ,лУаОП1И<№, V^*° ) : a ­ 6 XiUt^ .Xî l 
и Sj* 1^,11,XI ( 0. ­ множество рациональных чисел). 
X ­ свя^зное хаусдорфово пространство со счетной базой, 
не являющееся регулярным и локально связным. Ниже (см. 
следствие 3.2) будет доказано, что каждое ТА ­простран­
ство нейта ¿­2. вполне регулярно. Следовательно, ttCXj'i' 
Осталось заметить, ч т о й = Х . 
2.8. Теорема. a X H ^ t n l . 
Доказательство. Пусть Х'Сх^З^­.^Хц^бИ!1, Л^ИС. Поло­
жим , если Lé п. , и 21 =lxtK.n ,:x 1+sy...+xn,<xl. 
%*i Wv t,:*eMlM#,1P, l ,J для каадого l 4n , +L .Если 
, то 2tA с î i ^ , 1 , и 2^=21^' для каждого î £п* .. 
Легко видеть, что ­ьУА^1 ^­ лредбаза топологии 
ю­мерного евклидова пространства. База B C ^ C R * ) состоит 
из множеств, гомеоморфных IrvlT . где Т ­ fc­мерный сим­
плекс в Т}"1 , натянутый на точки 
(0,0,...,0), (1,0,...,0), (0.1,...,0),...,(0,0 QeU7 
2.9. Следствие. a(Sl,)=a(f<.*)= 5 ( S 1 ­ окружность). 
Доказательство. Из 1.1 следует аОЗ1) > & • Предполо­
жим, что a(S A)=& и фиксируем х sS 1 • По теореме 2.4 
т ^ П 1 ^ =ф и T x U Y * = S A \ U Î , что невозможно, так как 
3А\1хЗ связно. По теореме 2.8 а ( 'к * )4э , следователь­
но, a (SVaCR * ) = 5 . 0 
3. Пространства нейта £ & 
3.1 . Теорема. Если X ­ Т 4 ­пространство, а (ХН&, 
U I Y I J и S7vL«SI , то 
(1) i № A L U I . 
(IL) Е Ь А Г Я М Г 1 и Z L V V 1 , ТО S ^ C V * . 
Доказательство. Пусть 1*1 . 
( I ) Предположим, что существуют две различные точки 
х ^ е й ' И ­ 4 . Без ограничения общности Ч^ с Ч"^ • Так 
как "Чи , и по теореме 2.4 , то 
Значит, с ^ н *£Ч" 4 . Так как и 4 ! Ц 1 , 
то lй^\Ч'¿fф , и поЯтеореме 2.1 И^иЧ^­Х , что невоз­
можно в­виду ж ^ г ^ и Т » . Следовательно, И г ^ К ! . 
( I I ) Согласно (1) либо ф , и тогда У,1 с \ 4 . 
либо Н"21=1х1 для некоторого Х б Х . Если х е М 1 , то 
Л 4 «М 1 и 1*1 «У 1 . Предположим, что Х$ V 1 . Так как & 4 ^ 4 
то фиксируем и ЕУЧЙ.4 . 7и С У 1 , следовательно, по 
теореме 2.4 Я^еЧ^ и х е Ч ^ . НохеВУ! " , значит, 
& 1П?и ^ , и по теореме 2.1 И'иЧ ' и ­Х , что невоз­
можно в­виду %ф 211 иТу . 
Для случая 1=2г доказательство аналогично. 
3.2 . Следствие. Каждое ­пространство X нейта 4 & 
вполне регулярно, и ии1Х 6 I . 
Доказательство. Фиксируем две различные точки ж,^еХ. 
Бее ограничения общности можем считать, что найдется и,1 ^ 'З*»., 
такое, ч т о х е й 4 ии,4&4 (иначе переобозкачим точки). Если 
Т 3 1 ^Т» для каждого ЙЕЦЧИ! , то И4бЧ^У1*5 , следова­
тельно, Й<4 и Ч^" ­ непересекающиеся окрестности точек * 
и и, . Если же найдется л ' Е А^хЗ , такая что ЧГ^  и 
, то * е Ч £ ' . Так как « ' Е^чЧ^ , то по теоре­
ме 3.1 Ч ^ е Я 4 ( и значит, Ч^ иХх 1?^ ­ непересекаю­
щиеся окрестности точек х и ^ . В силу произвольности 
выбора 6 X заключаем, что X хаусдорфово. 
Согласно пункту (1) теоремы 3.1 ЪС^(Х) ­ база про­
странства X , такая, что №21141РУ4!+|1гИ?,К2, для вся­
кого И.еВС^(Х). Таким образом, X периферически компакт­
но (пространство называется периферически компактным, если 
оно обладает базой, каждый элемент которой имеет компактную 
границу), а всякое хаусдорфово периферически компактное 
пространство вполне регулярно 121. 
Так как X регулярно, то определена размерность ихЬ­Х. 
Из рассуждений, приведенных выше следует, что ии1Х41. 
Пусть X ­ множество, линейно упорядоченное отноше­
нием < . Интервалами в X называют множества вида 
( * ^ = { B f t X:*<ft*Ц .1, l*-i*>U*Xsft <*\U,-*)=UtX: X**.}, 
где * л у е Х • Топология, индуцированная линейным упоря­
дочением <• , есть топология, порожденная семейством всех 
интервалов в X 13]. 
Пространство называют л и н е й н о у п о р я д о ­
ч е н н ы м ( L O T S ) , если существует линейное упорядоче­
ние, индуцирующее топологию пространства 13] . 
Пространство называют о б о б щ е н н о у п о р я ­
д о ч е н н ы м (ЬО ­пространством), если оно является 
подпространством некоторого LOTS [31. 
Ю.Х.Брегман задал вопрос: верно ли, что X - ЬО -
­пространство, если и только если X - Тд ­пространство 
нейта 47, ? Автору удалось дать положительный ответ на 
этот вопрос, однако, как ему впоследствии стало известно, 
аналогичный результат был получен в [ 4 ] (см. также 16] ) . 
Тем не менее автор считает целесообразным привести свое, 
решение вышеуказанной проблемы,дтак как ему удалось каждо­
му Тд ­пространству X нейта 4 Я сопоставить линейно 
упорядоченное пространство X , содержащее X и обладаю­
щее рядом интересных свойств. 
Пусть X - Т4 ­пространство нейта 4 Я , и * а е Х . 
Положим (1.0 ) х<ц , если и только если T i c ^ i l и 
а 8 
Легко видеть, что отношение < линейно упорядочивает 
X , и что * < у , если и только если Y » и 1* ' 
3.3. Предложение. Если X - Тд ­пространство, aOQ*?* 
и «бХ , то 
( I ) ЧГ;«<—,х), Ч£ = (хл-»). . 
( I I ) Либо &Ч"х = 0 , либо гУУ»=Ы, 1­1,«.. 
доказательство. Пусть 1 = 1 . 
( I ) Так как г $ Для каждого fctX , то из ft с т * 
следует 2 * х и наоборот. 
( I I ) Фиксируем чеХ • такой, что х * ^ . П о теореме 
2.4 Ч^П^Й-у* и ¥£UT^ « X \ U ) . Следовательно, ufc'?* 
По теореме 3.1 l l r Y ^ K l , следовательно, либо 
5г% 1 = f , либо В Ч £ - Ы . 
Аналогично рассматривается: случав 1*2« . 
3.4. Теорема. Если X ­ ­пространство, й(Хн?. 
и А,В открыты в X , то 
( I ) Vt**KlViie&*+(A*%\ 
( I I ) 1 ¥ и в Э Х 7 } с В 1 * - * ( ь б й \ 
( Ш ) X v a l « V , X \ i L * 6 S L 
Доказательство. (1) Достаточность. Если йбХ\А , 
то х < й для каждого i t А , следовательно, Ч ' * ' 1 А. 
Необходимость. Обозначим V • I) Ч^ . Если x^t j^ANN 1 
и , то X j < = - V A , что невозможно. Значит, 
I A W M ' 1 . Если IA4VM­0 , т о А » У 1 е 5 ; . В противном 
случае A\V* • t * } для некоторого fc'X . Так как А от­
крыто в X , то найдется W * B C U Q O , такое, что 
8 e W ­ W l n W , ' « = A . Так как г<-$ для любого ^ е X\А , 
то из W 1 \ A T 0 следует W l \A­c 4j ^ , и W ^ А . 
Значит, A ­ W ^ S ; . 
( I I ) Доказательство аналогично. 
( I I I ) Фиксируем uftXxIL1, х а й 1 . Так как Vx c-Vt _ и 
u 4 ^ U t x ) , т о х < 4 , e f J c X U L 1 . Значит, Y ^ X M l ' 
для каждого ^ « Х Ш 1 , и согласно (11) X\U l «Sft . Ана­
логично проверяется, что Х\Й.*€ 
3.5. Теорема. Для любого топологического пространства 
X следующие условия эквивалентны: 
(1) X - ЬО ­пространство. 
(11) X - Т\ ­пространство нейта < % . 
Доказательство. Импликация (1) —* (11) очевидна. 
Пусть 51«1г£:<«.бЛ% 74-1213, •*£ в в ! . Без ограничения общнос­
ти CAUBM)X=0 . Положим A"­UeA - -Jr2li » «J, B* »^€B: i r?L^­^i , 
X=XUA* . Пусть * , ^ е Х и ±,£ е А * . Положим 
(а ) х ч ^ , если и только если ; 
(в ) *.<А. , если и только если * e a i ; 
(с) «L4«t! , если и только если ^ ¿1^ . Легко прове­
рить, что отношение < линейно упорядочивает $ . Через 
i обозначим топологию на X , индуцированную линейным 
упорядочением < . Интервалы в X будем обозначать через 
)R,*t , Ч*| и Ч? (см. предложение 3 . 3 ) , где 8,iKX 
Пусть A . Если ХбА* , ТО ili(,=§¿(\X . Если 
J-t A* , то по теореме 3.1 £21^=1*) для некоторого 
г € Х , и по теореме 3.4 21^­4^ = V¿ ПХ. 
Пусть _J>€B . Если 5>*В* , то по теореме 3.4 най­
дется A É A * , такое, что 21^'Х\У­х > следовательно, 
г/£ - (х \%J)nx- (х ЩАУ&НХ - пх. 
Еоли , то по теореме 3.1 ­1ч\} , ш по тео­
реме 3.4 a ^ - Y } - ^ J n x . 
Так как семейство % U5"b - предбааа пространства 
X , то X ­ подпространство пространства X > что до­
казывает импликацию (11)—» ( 1 ) . л 
3.6. Теорема. Если X - 60­пространство, тоX 
компактно. 
Доказательство. Пусть $ ­ открытое покрытие про­
странстваХ элементами предбазы í i Ц"3ь . $ предста­
вимо в виде t­lV¿:s6SJU {V t b :tejn . Положим V i 1 « U д \ 1 , 
W' ­UV . * . Оче видно, 'W lU ,W*' !X teT 
Фиксируем А",**еА* , такие, что И^-'Ф, 21¿**X. 
Если W * - ¿ , то еТЯ* , следовательно, ¿íeVg^ для 
некоторого s'eS . По теореме 3.4 \> =>Y¿,UUí5 = Х . 
Аналогично рассматривается случай Их • ф 
Далее будем предполагать, что ТУ^^Ы 1ф.XJ • Тогда 
* * » Ч £ и f * » f í для некоторых * , * * Х . Значат, « «V i 1 , 
и *­€W l , следовательно, а Ляя таа~ 
торых s 'eS, t 'aT. ^ 
Если "W1 nVí**» ф , то по теореме 3 . 4 " ^ » l f V j « 
• Yl U W Ü ^ U U I ­CJC\?Í >UtX\Y¿>X\0FÍ ftT¿) - X \ e W » * * V l 
Если УГ1 n"W\ Ф , то "V8i т # для некоторых s ' t S , 
t * e T , и по теореме 2.1 V¿„UV t\­X. 
Таким образом, из любого открытого покрытия простран­
ства X элементами предбазы Si U í j , можно выбрать под­
покрытие, состоящее не более, чем изддвух элементов. По 
теореме Александера о предбазе Ш X компактно. 
Пусть X ­ 60­пространство, Е ^ Х . Будем говорить, 
что Е н а с ы щ а е т X , если для любых двух точек 
*,^feX\E , таких, что 3t<• у , множество íx,uj)(\E не­
пусто. 
3.7. Лемма. Если X ­ Б0 ­пространство, то X на­
сыщает X . А 
Доказательство. X \Х • А . Если А , А £ А и J. ­i­*.', 
то a¿c2L¿, с X и г^. . Значит, ох 4ф. 
3.8. Лемма.Если &=IV S •  SfeSlebC^CX) ­ база G0 ­
­пространства X , i.=íi,fc} и &i,= ÍV^ : ь£ S i , то 
( I ) &с _ с.'аза топологии Sí, . 
. ( И ) Если х с Х и Ut*3 открыто в X , то 
Доказательство. (1) Фиксируем ¿tf.fe^L . Найдется S C S , 
такое, что 2XÍ* = U "Vs с U ,Ts . Если V ^ s í l 1 4 i для некото­
poro 8 , еЗ ' , то по теореме 2.1 ¿ ' U V l ^ X , и 'v^ttl!' с Ч ^ , 
где" ( » Г ^ . Следовательно, Y^sYs^flV^ ф И*'' , что невоз­
можно. Значит, 2 L * « Ü J V B . 
( I I ) Если Чаь1Нл1 открыто а X , то по теореме 3.4 
T ¿ U l x ] e ^ , а согласно (1) Y¿Ut*) = U V s l для некото­
poro S' с S . Значит, найдется á*eS' , такой, что хе\^, , 
а по теореме 3.4 4 £Ulx l ­V¿ * . 
3.9. Теорема. Для каждого бесконечного БО­простран­
ства X uíCX>u>-Ób. 
Доказательство. Пусть А^Ш^заЗДсВС^ОО ­ база 
пространства X и |А1=«*(Х); А­, = 1 Ц : 5 6 $ 3 , U l t j l X X , 
5 = Х IDKwOO. 
Фиксируем V l 6 Sj^XÍ^.XS . По теореме З.б X компакт­
но, следовательно, в X\V* существует минимальный элемент 
» , и У 1 : 
Если R ­ j j V 1 ^ , то fi^V "1*1 , и для всякого 0 ¿ V l 
найдется tf'eV* , такой, что^ » ч » ч а . Так как D » X , 
и по лемме 3.7 X насыщает X , то для всякого Í É V 1 
найдется x e D , такой, что О ч х ч в . Значит, 
V ^ U t ^ x e D W 1 ] . 
Если Ц>^11=ф , то "V1 замкнуто, и по теореме 3.6 в 
V 1 существует максимальный элемент <Г . Так как]*,б1»ф 
и пс лемме 3.7 X насыщает А , то либо о * Х , либо 
ft*X , а по лемме 3.8 либо V L uX = \>U\ eSbj. , либо 
(XW'VK-^UUUftfc. 
Аналогичные результаты справедливы и для каждого 
4f*€$»\l0,Xl . Значит,семейство ^ « Й й ^ О Ш 1 ! ^ 1 - ^ -
бава топологии 
Следовательно, S^U j^, ­ предбаза топологии 3 , и 
3.10. Следствие. Для любого топологического про­
странства X следующие условия эквивалентны: 
(1) X гомеоморфно вкладывается в "R . 
(11) X сепарабельно, метризуемо, а(Х)<&. 
( Ш ) X ­ 60­пространствЭ и X метривуемо. 
Доказательство. Импликация (1) —»• (11) очевидна. 
Пусть X сепарабельно, метризуемо, aCi)t?. . По след­
ствию 3.2 X регулярно, а по теореме 3.9 «KX)£tfo • 
следовательно, X ­ сепарабельное метризуемое LOTS , 
и потому Ш X гомеоморрно вкладывается в "R , что до­
казывает импликации ( 1 1 ) — * (1) и ( 1 1 ) — » ( 1 1 1 ) . Осталось 
заметить, что всякое компактное метризуемое пространство 
сепарабельно [ 1 ] . 
4. Нерешенные проблемы. П 
4.1. Пусть X ­ сепарабельное метризуемое простран­
с тво и аОО 4 "» ( л » $ ' ) . Верно ли, что X гомеоморрно 
вкладывается в К!1*1 ? (Возможно, это удастся доказать при 
дополнительном предположении S. с \ * или ^ ь с У ) для любых 
различных 21) ,V"eS^. l ­Lп. ) . 
4.2. Для каких классов пространств справедливы нера­
венства l ndX<a (X ) , iMLX^aCX), dinOUaOQ? 
4.3. Существует ли компактификация сХ ^ ­ п р о ­
странства х > такая, что tf­(cX)* ю(Х) и cidXWCX) 
( 0.00 » 5 ) ? Существует ли хаусдорфова компактификация 
сХ вполне регулярного пространства X , обладающая 
вышеуказанным свойством ? _ 
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ЗШШЧЁНИЕ " 
Все результаты, изложенные в статьях сборника, имеют 
теоретический характер. Области их возможного применения ­
общая топология (прежде всего, исследование пространств 
непрерывных функций, теория Ь ­пространств, теория ком­
пактификаций, теория нечетких топологических структур, 
эквивариантная топология), функциональный г.нализ (теория 
сплайнов, метод неподвижной точки), теория марковских 
процессов, алгебра (алгебры Ли, группы преобразований), 
а также другие разделы теоретико­множественной математики. 
За пределами теоретической математики результаты сборника 
могут представить определенный интерес для специалистов, 
работающих в области теоретической физики, биологии, пси­
хологии и в других областях совррменной науки, в которых 
используются топологические методы исследования объектов 
и применится топологичзс;ие модели изучаемых процессов. 
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УДК 515.20 
Метод двойственности при неучений некоторых классов 
топологических пространств 
Апарина Л.В. ­ С. 5­12. 
В работе с единой точки зрения описаны пространства 
счетного и точечно­счетного типа, линделефовы и вещест­
венно­компактные. При этом получен ряд новых характериза­
ций этих классов пространств. 
В рамках предложенной конструкции можно получить 
описания и других классов пространств, определение кото­
рых связано с выбором семейства бикомпактных подмножеств 
в самих пространствах или в их Стоун­Чеховских наростах. 
Библ. ­ 6 назв. 
УДК 519.6 
Об интерполяции и сглаживании интегральных средних пара­
болическими сплайнами 
Асмусе С В . ­ С. 13­35. 
Рассматриваются параболические сплайны для локальных 
средних. Приводится метод построения интерполяционного и 
сглаживающего сплайнов. Установлены нижняя и верхняя оцен­
ки погрешности интерполяции и сглаживания функций класса 
H tO­.bl . При этом предложенная ранее техника оценки 
ошибки сплайн­интерполяции, основанная на исследовании 
поведения сплайнов канонического базиса, распространяется 
на случай сглаживания. Библ. ­ 4 назв. 
УДК 519.21 
Критерий феллеровости операторов марковского процесса 
Беляков К.И. ­ С. 36­39. 
Показано, что марковский процесс с дискретным време­
нем, заданный на компакте и регуляризующий конечно адди­
тивные меры, не является феллеровским при некоторых до­
полнительных условиях. Библ.­ 2 наав. 
УДК 513.83 
О некоторых свойствах идеалов колец непрерывных функций 
Вечтомов Е.М. ­ С. 40­49. 
Рассматриваются кольца (KX.JP) всех непрерывных функ­
ций на топологическом пространстве X. со значениями в то­
пологическом пространстве Ф . Исследуются такие свойства 
идеалов колец С0С,ф) , как разложимость, универсальная 
разложимость, другие овойства и связи между ними; в зтих 
терминах характеризуются соответствующие свойства X • 
Библ. ­ 6 навв. 
УДК 515.1 
Задача о трех ортогональных проекциях угла 
Гольдман М.А. ­ С. 50­61. 
В статье исследуется вопрос о существовании в прост­
ранстве К плоского угла, три ортогональные проекции 
которого на координатные плоскости имеют произвольно за­
данные значения. Доказано, что такой угол, и не один, 
всегда существует, за исключением того лишь случая, когда 
все три проекции ­ прямые углы. Даются Формулы для вычис­
ления координат направляющих векторов сторон искомого 
угла. Библ. ­ 1 назв. 
УДК 515.12 
Эквивариантные бикомпактные расширения и функциональные 
направленности 
Евстигнеев В.Г. ­ С. 62­65. 
Разработан метод построения эквивариантных бикомпакт­
ных расширений 6 ­пространств о помощью каправленностей. 
Отсюда, в частности, вытекает новое доказательство теоремы 
Ю.М.Смирнова, характеризующей эквивариантные бикомпактные 
расширения во множестве всех бикомпактных расширений дан­
ного С ­пространства. Библ. ­ 3 назв. 
ш 
УДК 513.88+519.21 
Представление гельфандовской компактификации простран­
ством ультрафильтров и инвариантные меры цепей Маркова 
Жданок А,И., Самданчап Р.Т. ­ С, 66­80. 
В работе предлагается описание гельфандовской ком­
пактификации измеримого пространства как пространства 
ультрафильтров 0 некоторой топологией. Показывается, что 
между замкнутыми множествами и фильтрами в X су­
ществует естественное взаимно­однозначное соответствие. 
Гельфандовская компактификация использовалась ранее 
одним из авторов для продолжения произвольной цепи Мар­
кова до иэоморфной ему феллеровской цепи. В настоящей ра­
боте предлагается явная формула для вычисления переходной 
функции марковского оператора на компактификации. На ос­
нове этой формулы выводится критерий существования инва ­
риантной чисто конечно­аддитивной меры. Библ. ­ 6 назв. 
УДК 514.7,514.82 
Причинная структура левоинвариантных лоренцевых метрик 
на одной четырехмерной группе Ли 
Красильников М.П. ­ С. 81­85. 
В работе изучается причинная структура геодезически 
неполных левоинвариантных лоренцевых метрик на четырех­
мерной группе Ли, алгебра Ли которой задается следующими 
коммутационными соотношениями: 
в терминах четырех условий со следующей иерархией: одно­
родная глобальная гиперболичность = » равномерная устой­
чивая причинность = * причинность = * хронологичность. 
Библ. ­ 3 назв. 
УдК Р17.98 
Неподвижные точки в отблесках пространств и отображений 
Лиепиньш А.Х. ­ С. 86­87. 
Доказывается общий принцип неподвижной точки в про­
странствах нечеткого характера. Библ. ­ 3 назв. 
УДК 517.98 
Зеркала для ловли неподвижных точек | 
Забаровска Д.Я., Лиепиньш А.Х. ­ "С. 88­91. 
Изучается существование неподвижных точек для ото­
бражений, множество определения которых не является ин­
вариантным. Библ. ­ 3 назв. 
УДК 519.4 
Многообразие представлений алгебраических алгебр Ля 
Липянский P.C.. ­ С. 92­97. 
В статье доказывается теорема: многообразие лиев­
ских пар Эс т ­ и т.т . является многообразием алгебраи­
ческих представлений алгебр Ли над К CcYlWlK.»0) , 
если оно принадлежит многообразию ^ $ Q , где Не­
локально стабильное многообразий пар, 6 ­ локально­
­конечное многообразие алгебр Ли, Uj(x)­ некоторый мно­
гочлен из К СИ . Библ. ­ 4 назв. 
УДК 519.21 
Экспоненциальное убывание марковских эволюционных семейств 
на полукомпакте 
Рогол! С Л . , Царьков Е.Ф. ­ С. 98­105. 
В работе получены необходимые и достаточные условия 
экспоненциальной устойчивости в среднем квадратичном три­
виального решения дифференциального уравнения в R* 
dXlb/dt • Alyitfttflt) , где \Мф,Ц<0Л непрерывная 
матричная функция со значениями из » в y(t) 
однородный феллеровский стохастически непрерывный необ­
рывающийся марковский процесс, принимающий значения ив 
полукомпакта V , такой, что соответствующая ему сжи­
мающая полугруппа линейных операторов в пространстве Са­
ровских функций оставляет инвариантным множество функций 
с компактным носителем. Библ. ­ 3 назв. 
УДК 517.934 
Метод Важеввкого и двухточечная краевая задача для диф­
ференциальной системы четвертого порядка 
Садырбаев Ф.Ж. С. 106­И1 . 
Исследуется двухточечная краевая задача для диффе­
ренциальной системы четвертого порядка. Метод Важевского 
используется для доказательства теорем существования ре­
шения. Библ. ­ 4 казв. 
УДК 515.12 
Топологическая характеристика дифференцируемых отображе­
ний нормированных пространств 
Ульянов В.М. ­ С. 112­120. 
Получены топологические характеристики свойств диф­
ференцируемости, П ­кратной дифференцируемости и беско­
нечной дифференцируемости для отображений вида ^'.Х-^Ец 
где X е Е^ и Е Д , Е 1 ­ нормированные линейные прост­
ранства над недискретным нормированным полем К . 
"ибл. ­ 3 назв. 
УДК 519.21 
Моменты первого достижения некоторого уровня суммой слу­
чайных величин 
Хурума А.К. ­ С. 121­124. 
Получена формула для вычисления моментов первого 
достижения любого порядка для суммы равномерно распреде­
ленных на 1 0 , 1 1 случайных величин, найдено совместное 
распределение момента первого достижения и величины пере­
скока суммы за данный уровень. Библ. ­ 2 назв. 
УДК 515.12 
Нечеткие топологии на пространствах вероятностных мер 
Шостак А.П. ­ С. 125­172. 
В работе изучается одна функциональная конструкция 
У* , позволяющая, в частности, каждому топологическому 
пространству X и КаЖЯОЦу семейству 4 полунепрерывных 
снизу отображений из X в отрезок 1 сопоставить нечет­
кое топологическое пространство Mj^X) на основе мно­
жества гКХ) всех вероятностных борелевских мер, за­
данных на исходном пространстве' X . В случае, когда X ­
­селарабельное метрическое пространство, конструкция 
гЦСХ) при подходящем выборе ^ оказывается эквива­
лентной конструкции, рассматриваемой ранее Ловеном; ес­
ли же X ­ линейно упорядоченное пространство, то кон­
струкция М « ( Х ) при соответствующем выборе ^ эквива­
лентна т.н. нечеткой модификации $(Х) пространства 
X , описанной автором ранее. 
В работе исследуется зависимость важнейших топологи­
ческих свойств нечеткого пространства гЦОО и некото­
рых его подмножеств от свойств исходного пространства X • 
В частности, показано, что функтор Jij не повышает плот­
ности пространств. Счетная компактность исходного прост­
ранства X равносильна компактности (по Ловену) прост­
ранства Мд(Х) , где Л ­ семейство всех полунепре­
рывных снизу отображений X в 1 . Исследуются также 
свойства отделимости пространства МгЧХ") . Покааано, 
например, что для любого совершенно нормального простран­
ства X пространство (X) (J>>$ ­хвуодорфово при 
любом £€[0 ,1 ] , но заведомо не является даже ($>f) -
Т0­прсстранством как при ^*-j> и при J * 1 ^ ^ . 
Библ. ­ 35 назв. 
О УДК 512.534 
0 полугруппах непрерывных преобразований пар топологи­
ческих ппостранств 
Штейнбук В.Б. ­ С. 173­178. 
Каждой паре объектов А , В категории топологи­
ческих пространств с непрерывными отображениями сопостав­
ляется полугруппа С(А,Б) на декартовом произведении 
E«dA« Нот(А,"В) с операцией ( ^ . ^ Х б ^ , ^ ^ ^ , ^ ^ . 
Приводятся некоторые характеризации пар топологических 
пространств полугруппами С(А,В). Ьибл. ­ б назв. 
УП 
УДК 515.12 
Ней* топологического пространства 
Юровецкий A.M. ­ С. 179­192. 
Введен топологический инвариант ­ нейт простран­
ства. Установлена некоторая зависимость нейта от тополо­
гических свойств (метризуемость, упорядочиваемооть). 
Исследовано поведение нейта при операциях произведения 
и суммы. Библ. ­ б назв. 
•няню 

