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Abstract
Let Op2n` ℓq be the group of orthogonal matrices of size p2n` ℓqˆ p2n` ℓq equipped with
the probability distribution given by normalized Haar measure. We study the probability
p
pℓq
2n
“ P rM2n has no real eigenvaluess ,
where M2n is the 2nˆ2n left top minor of a p2n`ℓqˆp2n`ℓq orthogonal matrix. We prove
that this probability is given in terms of a determinant identity minus a weighted Hankel
matrix of size n ˆ n that depends on the truncation parameter ℓ. For ℓ “ 1 the matrix
coincides with the Hilbert matrix and we prove
p
p1q
2n
„ n´3{8, when nÑ8.
We also discuss connections of the above to the persistence probability for random Kac
polynomials.
1 Introduction
In this paper we consider truncations of random orthogonal matrices distributed according to
Haar measure. We are mostly interested in the set of real eigenvalues of these matrices and in
the so-called persistence probability. This is the probability of the truncated random orthogonal
matrix having no real eigenvalue. However, before we go into details regarding the results, we first
want to give further motivation for considering this model in terms of random Kac polynomials.
Let taiu8i“0 be a sequence of statistically independent copies of a random variable ξ with zero
mean and unit variance. Then we define the random polynomial
KN pzq “
Nÿ
k“0
akz
k (1.1)
having random real-valued coefficients and random roots. Their probability distribution and
quantitative properties are a centrepiece of the theory of random polynomials dating back to
∗mgebert@math.ucdavis.edu
†mihail.poplavskyi@kcl.ac.uk
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the 18th century and attracting lots of attention since then. It was shown in [52], under mild
conditions on the probability distribution of ξ, that the normalized counting measure of the zeros
converges to the uniform distribution on the unit circle when N Ñ 8. Restricting ourselves to
real roots only, the first major problem is determining their number
NRpNq “ # tx P R : KN pxq “ 0u ,
and its asymptotic behaviour when N Ñ 8. The problem of calculating E rNRpNqs has a long
history. The first significant results were obtained in a series of papers by Littlewood & Offord
[39, 40, 41] and later improved by Kac in [33] where the author derives in the case of ai
d“ N p0, 1q
E rNRpNqs “
´ 2
π
` op1q
¯
logN, N Ñ8.
Later on this was shown to be universal for a wide class of probability distributions for ξ by Kac
[34], Erdo¨s & Offord [20], Ibragimov & Maslova [30, 31, 32, 29], Tao & Vu [54], see especially
[54, Sec. 1.2] for further references.
Further studies of real zeros of Kac polynomials led researchers to the calculation of correlation
functions. In [8] Bleher and Di found an explicit formula for all correlation functions between
zeros which is given in terms of a multidimensional integral of Gaussian type. Unfortunately,
their answer does not allow further progress in the study of the distribution of the zeros and did
not show any special structure of the correlation functions. However, P. Forrester found in [23],
generalizing methods of [27], a Pfaffian structure in the seemingly different model of eigenvalues
of truncated random orthogonal matrices when N Ñ 8. He argued that Blaschke products of
the eigenvalues of rank-one truncated random orthogonal matrices converge to an infinite series
with N p0, 1q-distributed coefficients. Here rank-one refers to truncations by one column and one
row. Comparing this to (1.1), it is natural to call this series
K8 pzq “
8ÿ
k“0
akz
k, ak P R are i.i.d. N p0, 1q , (1.2)
Kac series. This manifests the connection of roots of random polynomials and eigenvalues of
truncated random orthogonal matrices for large N . The model of truncated random orthogonal
matrices was first studied in [38] where it was shown that the eigenvalues form a Pfaffian Point
Process (PPP), meaning that the correlation functions can be expressed in terms of Pfaffians Pf
of the form
ρ
pNq
k pz1, z2, . . . , zkq “ Pf
!
K
pNq
2ˆ2 pzp, zqq
)k
p,q“1
,
K
pNq
2ˆ2 pz, wq “
˜
K
pNq
11 pz, wq KpNq12 pz, wq
´KpNq12 pw, zq KpNq22 pz, wq
¸
,
with skew-symmetric functions K11 pz, wq “ ´K11 pw, zq and K22 pz, wq “ ´K22 pw, zq. For the
definition and basic properties of Pfaffians we refer the reader to Appendix B. Later Matsumoto
and Shirai in [43], without using any relation to random matrices, proved that the roots of the
random Kac series (1.2) form a PPP as well, with corresponding kernel being just the pointwise
limit of the one obtained in [23]. This was another strong evidence that there is a hidden Pfaffian
structure behind random roots of Kac polynomials. This Pfaffian structure was recently explained
in [46] in terms of Gaussian Stationary Process with sechpt{2q correlation. This Gaussian process
was introduced to the area in [13] when studying the so-called persistence probability for Kac
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polynomials. The persistence probability of Kac polynomials is defined by
pN :“ P rNRpNq “ 0s “ 2P rKN pxq ą 0,@x P Rs .1
Obviously, this question makes no sense for odd values of N , and therefore from now and on we
put N “ 2n for some integer n. One can also study more complicated probabilities of having
some prescribed number of real roots as well, i.e.
pN,k :“ P rNRpNq “ ks . (1.3)
First results on the persistence probability were obtained in [40], where it is proved that p2n “
O p1{ lognq. Only 60 years later power-like decay
p2n „ n´4θKac ,when nÑ8, (1.4)
for some unknown θKac, was proven in [13] reducing the problem to the study of persistence
probabilities for Gaussian Stationary Processes (GSP) Yt with correlation function
R ptq “ @Y0YtD “ sechpt{2q,
where
@ ¨ D denotes the expectation value. The authors showed that
P rYt ě 0,@ 0 ď t ď T s „ e´θKacT ,
with θKac being the same as in (1.4). Despite being explicitly defined, the constant θKac remains
unknown and the best known results are θKac P p1{8, 1{4s (theoretically, [55]) and θKac h 0.1875˘
0.01 (numerically, [13],[49]). Over time this constant became very popular as it had appeared
in many applications such as persistence of integrated Brownian motion [2], [56], no flipping
probabilities in Ising spin model [16], persistence probabilities for solutions of diffusion and heat
equations with random initial data [49, 42, 48, 14]. However no single model was rigorously
solved and the constant remained unknown. Gaussian stationary processes and the calculation
of the corresponding persistence constant using Pfaffian structure is the main content of the
upcoming paper [47].
In the paper, however, using the connection suggested in [23] and explained before, we analyse
the model of truncated orthogonal matrices and the corresponding ”persistence” probability.
Let ℓ P N and O pN ` ℓq be the group of orthogonal pN ` ℓq ˆ pN ` ℓq matrices equipped with
the probability distribution given by normalized Haar measure. Decomposing O P O pN ` ℓq
according to
O “
ˆ
MN BNˆℓ
CℓˆN Dℓ
˙
, (1.5)
the main result of the paper can be formulated as follows.
Theorem 1.1. Let tM2nu be the ensemble of the 2nˆ2n top left minor of the orthogonal matrices
of size p2n` ℓq ˆ p2n` ℓq chosen uniformly (with respect to Haar measure) at random. Then
the ”persistence” probability
p
pℓq
2n :“ P rM2n has no real eigenvalues s “ det
´
In ´Dpℓqn Hpℓqn Dpℓqn
¯
, (1.6)
is a determinant given in terms of the nˆ n Hankel matrix`
Hpℓqn
˘
p,q
“ B pp` q ` 1{2, ℓq
2ℓ´1Γ2
`
ℓ
2
˘ , p, q “ 0, n´ 1,
1usually the persistence probability is defined as half of what we use here
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where B stands for the Beta-function, and the nˆn diagonal matrix Dpℓq with diagonal elements
`
Dpℓqn
˘
p,p
“
d
Γ p2p` ℓq
Γ p2p` 1q , p “ 0, n´ 1. (1.7)
Remark 1.1. For ℓ “ 1 the above expression further simplifies to
p
p1q
2n “ det
`
In ´Hp1qn
˘
, where
`
Hp1qn
˘
p,q
“ 1
π pp` q ` 1{2q , (1.8)
p, q “ 0, n´ 1. From now on we use the superscript pℓq only when ℓ ‰ 1, otherwise we drop it.
In fact our method allows us to find not only the probability of having no real eigenvalues,
but also the moment generating function of the number of real eigenvalues.
Proposition 1.2. Let N
pℓq
n pRq denote a number of real eigenvalues of the random matrix M2n
taken from the ensemble defined above. Then for any s P CA
esN
pℓq
n pRq
E
M2n
“ det
´
In ´
`
1´ e2s˘Dpℓqn Hpℓqn Dpℓqn ¯ , (1.9)
where
@ ¨ D
M2n
denotes the expectation value with respect to the ensemble.
A similar result for the moment generating function of the number of real eigenvalues for
products of truncated orthogonal matrices was recently also obtained in [24]. The result was
obtained in the regime of large truncations ℓ ě N and is expressed in terms of Meijer G-
functions, which makes its asymptotic analysis not feasible by our methods. We are interested in
the application of our result to the study of random Kac polynomials, and therefore we stay in
the so-called universality class of weak non-orthogonality (see review [26] and references therein).
Proposition 1.3. Identity (1.9) gives access to the probability of all eigenvalues being real. The
result reads
p
pℓq
2n,2n “
G
`
n` ℓ
2
˘
G
`
n` ℓ`1
2
˘
G pn` ℓqG `n` ℓ´ 1
2
˘
Γ2n
`
ℓ
2
˘
G
`
ℓ
2
˘
G
`
ℓ`1
2
˘
G pℓqG `2n` ℓ´ 1
2
˘ , (1.10)
where G is the Barnes G-function and p
pℓq
2n,2n is defined similar to (1.3). For nÑ8 and ℓ either
growing with n or being fixed the probability of pure real spectrum has the asymptotic expansion
lim
nÑ8
log p
pℓq
2n,2n
n2
“
$’&’%
´2 log 2, ℓ{nÑ 0,
φ pαq , ℓ{n “ α P p0,8q ,
´ log 2, ℓ{nÑ8.
(1.11)
where
φ pαq “ ´ log 2´ α
ˆ
1` 3
4
α
˙
logα´ α
2
` p1` αq2 log p1` αq ´
´
1` α
2
¯2
log p2` αq ,
with φ p0q “ ´2 log 2 and φ p8q “ ´ log 2.
Formula (1.10) was previously obtained in [25, Cor. 2] by a different method. Our main
result here is the asymptotics (1.11) which clearly gives an interpolation between the weak non-
orthogonality class (small ℓ) and the Real Ginibre Ensemble (ℓ " n) in terms of the probability
p
pℓq
2n,2n. The corresponding result for the Real Ginibre ensemble can be found in [19, Cor. 7.1].
The second main result of this paper is the asymptotic analysis of the probability (1.8).
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Theorem 1.4. The asymptotics
log det pIn ´Hnq “ ´2θ logn` o plognq (1.12)
holds as nÑ8 with
θ “ ´ 1
2π
8ˆ
0
log p1´ sechpπuqq du “ 3
16
. (1.13)
In particular this implies that
lim
nÑ8
log p2n
logn
“ ´3
8
. (1.14)
Remarks 1.2. (i) The constant 3{8 was recently also encountered in [10] in the context
of persistence probability of so-called Peron polynomials. This is a very intriguing coincidence
because Kac polynomials are defined through random coefficients, while the probability distribution
on the space of Perron polynomials is defined in a far more complicated way.
(ii) The relation of truncated orthogonal matrices to Kac polynomials in the case ℓ “ 1
explained earlier on strongly indicates that the decay exponent 4θKac in (1.4) for the persistence
probability of Kac polynomials is given by
θKac “ 3
16
. (1.15)
as well and therefore 4θKac “ 12{16 “ 3{4. This will be content of the upcoming paper [47]. Also
note that introducing the coefficient in (1.12) as ”2θ” is justified by the following observation: All
eigenvalues of the random matrix M2n are positioned inside the unit disk and can model random
roots of a polynomial (1.1) only within this domain. However, random roots of Kac polynomial
lying outside of the unit disk in the large N limit are independent and equally distributed (up
to a transformation z Ñ 1{z) with those inside. Therefore, the persistence constant for Kac
polynomials is expected to be twice as big as the one for truncated orthogonal matrices.
(iii) Related asymptotics of the form (1.12) for det pI ´ αHnq with |α| ă 1 were proven in
[21]. It is shown there that
det pI ´ αHnq “ ´ 1
2π2
`
arcsin2pαq ` π arcsinpαq˘ logn` oplog nq.
The proof works for a larger class of Hankel matrices but does not generalize to α “ 1 which we
need in our case. This result yields that the moment generating function of the number of real
eigenvalues can be written as
@
esNn
D “ ˜1
8
´ 2
π2
„
arccos
es?
2
2¸
logn` o plognq , s P
ˆ
´8, log 2
2

.
To conclude, we would like to mention that the same expression previously appeared in [16, Eq.
(7)] when studying the problem of the number of persistent spins in the Ising model on the half-
line.
The matrix Hn is a variation of the Hilbert matrix, known since the end of the 19
th century.
Its spectral properties are well studied but, to the best of our knowledge, the known results
do not allow us to compute the determinant we are interested in. The determinant can also
be considered in the context of so-called Toeplitz˘Hankel determinants. These determinants
are of independent interest where we refer to the review [12] and to [11, 3, 4, 5, 6] for recent
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progress in that area. The results in the mentioned papers solely deal with Toeplitz+Hankel
determinants of particular forms, more precisely of Toeplitz and Hankel matrices having either
the same symbol or symbols which differ by just a factor e˘it. Our result corresponds to symbols
σT
`
eit
˘ ” 1, σH `eit˘ “ ie´it{2,
where the last one has a jump discontinuity at t “ 0.
The paper is organised as follows. In Section 2 we prove Theorem 1.1 and derive (1.9) - (1.11).
The proof of Theorem 1.4 is the main content of Section 3. The proofs of a number of auxilliary
results is deferred to Sections 4–6. Finally, in Section 7 we discuss some open problems and
conjectures in the scope of our interests.
Acknowledgement: The authors would like to thank Gregory Schehr for bringing the
problem to their attention and stimulating this research by providing links to other yet unsolved
problems. We are very grateful to Emilio Fedele and Alexander Pushnitski for numerous fruitful
discussions on modern progress of Hankel matrices and sharing their unpublished results to-
gether with the correction to the result of [57, Thm. 4.3] (see Lemma 3.2). This research was
partially supported by ERC starting grant SPECTRUM (639305) (MG) and by EPRSC Grant
No. EP/N009436/1 (MP).
2 Ensemble of truncated orthogonal matrices
In this section we give the details for the derivation of (1.6). First we find the joint probability
distribution function for the eigenvalues of M2n. It was previously calculated with a mistake in
the coefficients in [38] and then corrected by a different method in [44] in the case of ”large”
truncations. For rank-one truncations (ℓ “ 1) this was also calculated in [37, Thm. 6.4, Rmk.
2]. We follow the strategy of [38], to obtain the result for small truncations, and fill some holes
and correct some minor mistakes in their proof. In the second part we note that the distribution
fits in the framework of Point Processes Associated to Weights developed in [51, 9]. This enables
us to calculate the corresponding averages in terms of a family of skew-orthogonal polynomials
found in [23].
Proof of Theorem 1.1. We start by considering the orthogonal group of size N ` ℓ with the
probability distribution defined by the measure
dµ pOq “ 1
vN`ℓ
δ
`
OTO ´ IN`ℓ
˘
dO, (2.1)
where dO “
N`ℓś
i,j“1
Oi,j is the flat Lebesgue measure on R
pN`ℓq2 and
vN`ℓ “
ˆ
RpN`ℓq
2
δ
`
OTO ´ IN`ℓ
˘
dO “
N`ℓź
j“1
πj{2
Γ pj{2q , (2.2)
is the volume of the orthogonal group (see Proposition A.2). We decompose O P O pN ` ℓq as
(cf. (1.5))
O “
ˆ
MN BNˆℓ
CℓˆN Dℓ
˙
.
Firstly, we compute the induced measure for the ensemble of the top-left minor MN . We denote
the space of all possible matricesMN by O
pℓq
N . One can integrate out (see Lemma 4.1 for details)
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the variablesBNˆℓ andDℓ to obtain the joint distribution ofMN and CNˆℓ. Then the probability
distribution on O
pℓq
N is written as
dP pMNq “ vℓ
vN`ℓ
´ˆ
RℓN
δ
`
MTNMN ` CTℓˆNCℓˆN ´ IN
˘
dCℓˆN
¯
dMN , (2.3)
where dMN is Lebesgue measure on R
N2 and dCℓˆN is the Lebesgue measure on R
Nℓ. The
constraint imposed by the δ-function yields MTNMN “ IN ´ CTℓˆNCℓˆN , which implies that all
eigenvalues of MN belong to the unit disk D “ tz| |z| ď 1u. We are now left with the integration
over CℓˆN . The dimension of the δ-function inside the integrand is
NpN`1q
2
, i.e. the number
of constraints imposed on the matrix in the integrand of the δ-function, and the number of
independent variables in CTℓˆNCℓˆN is equal to
ℓpℓ`1q
2
. This means that in the case of ℓ ď N
the integration over CℓˆN will lead to a singular measure concentrated on the boundary of the
matrix ball MTNMN ď IN (see [38]). We concentrate on the case of fixed ℓ and N Ñ 8, so the
measure will be singular. If ℓ ě N then the integration over CℓˆN gives [38]
dP pMN q “ v
2
ℓ
vN`ℓvℓ´N
det
`
I ´MTNMN
˘ ℓ´N´1
2
`
dMN ,
where we write M` to denote M , when M is positive definite and 0 otherwise.
In the singular case, i.e. ℓ ď N , we calculate the eigenvalue distribution by following [38]
and fill missing details. We start by noting that there are two types of eigenvalues for matrix
MN : they can be either real or come in pairs of complex conjugate ones. We introduce disjoint
subsets of OℓN given by (see [9])
XL,M “
 
MN P OℓN
ˇˇ
MN has L real and M pairs of complex eiv’s
(
,
for all pairs L,M P Z` such that L ` 2M “ N . For all MN P OℓN we define a lexicographical
order of the 2M ` L eigenvalues:
λ1, . . . , λL, x1 ` iy1, x1 ´ iy1, . . . , xM ` iyM , xM ´ iyM ,
where λi, xi, yi P R and
λi ě λi`1, xi ą xi`1 or xi “ xi`1 with yi ą yi`1.
In what follows, we restrict ourselves to even N and therefore L is even as well. In the case of
odd N we can obtain similar results, but the expressions would become lengthy and we omit this
case.
It was suggested by Borodin and Sinclair in their seminal study [9] on the Real Ginibre
ensemble that, instead of the full distribution, one should rather compute the distribution of the
eigenvalues conditioned on MN P XL,M . We follow this idea and prove
Lemma 2.1. Let MN be the top left corner of an orthogonal matrix O P OpN ` ℓq drawn
randomly with respect to the measure (2.1). Then the density of the joint distribution of the
ordered eigenvalues of MN conditioned on having L real eigenvalues ~λ “ pλ1, . . . , λLq and M
pairs of complex conjugate eigenvalues ~Z “ pz1, z¯1, . . . , zM , z¯M q is
p
pL,Mq
ℓ
´
~λ, ~Z
¯
“ 2M vℓvN
vN`ℓ
˜
p2πqℓ
ℓ!
¸N{2 ˇˇˇ
∆
´
~λY ~Z
¯ˇˇˇ Lź
j“1
wℓ pλjq
Mź
j“1
wℓ pzjqwℓ pz¯jq ,
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where ∆ pζ1, . . . , ζpq “
ś
1ďi,jďp
pζi ´ ζjq is the Vandermonde determinant and wℓ pzq ” 0 outside
the unit disk D while for z P D
w2ℓ pzq “
$’’’’&’’’’%
1
2π
|1´ z|´1 , ℓ “ 1,
ℓ pℓ´ 1q
2π
ˇˇ
1´ z2ˇˇℓ´2 1ˆ
2|Imz|
|1´z2|
`
1´ u2˘ ℓ´32 du, ℓ ě 2. (2.4)
We prove the above lemma in Section 4 that generalizes the corresponding result of [44] to
any integer ℓ either larger than N or not. In the following we will use ωℓ a lot, which is of course
the square root of the latter function. The above expression for the conditional distribution
of the eigenvalues fits in the framework of point processes associated to weights developed by
Borodin and Sinclair in [9]. We use their main result which can be stated as
Theorem 2.2. [9, Thm 3.4] Let P be a point process of even size N in the complex plane con-
taining either real or pairs of complex conjugate points. Assume that the probability distribution
function for ordered configurations Ξ “ pξ1, ξ2, . . . , ξN q conditioned on Ξ P XL,M is given by
ppL,Mq pΞq “ CN2M |∆ pΞq|
Nź
j“1
w pξjq1ΞPXL,M
with CN being a normalization constant.
Then for any sequence of monic polynomials
 
pk pzq “ zk ` . . .
(N´1
k“0
we obtain
1. For any function f : CÑ C
A Nź
j“1
f pξjq
E
P
“ Pf pUi,j pfqq
Pf pUi,j p1qq , (2.5)
where x ¨ y
P
is the average with respect to P and
Ui,j pfq “
ˆ
C
f pzq pi pzqw pzq pε rfpjwsq pzq ´ f pzq pj pzqw pzq pε rfpiwsq pzqd 2z.
Here Pf denotes the Pfaffian of a matrix and ε : S pCq Ñ S pCq is the operator defined on
the class of Schwartz functions SpCq by
pε rf sq pzq “
$’&’%
1
2
ˆ
R
f ptq sgn pt´ zqd t, z P R,
i sgn pImzq f pzq , z P CzR.
2. The point process P is a Pfaffian point process with kernel
KN pz, wq “
ˆ
DSN pz, wq SN pz, wq
´SN pw, zq ISN pz, wq ` ε pz, wq
˙
,
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where
DSN pz, wq “ 2
N´1ÿ
i,j“0
vi,jpi pzq pj pwqw pzqw pwq ,
SN pz, wq “ 2
N´1ÿ
i,j“0
vi,jpi pzqw pzq pε rpjwsq pwq ,
ISN pz, wq “ 2
N´1ÿ
i,j“0
vi,j pε rpiwsq pzq pε rpjwsq pwq ,
ε pz, wq “
$&%
1
2
sgn pz ´ wq , z, w P R,
0, otherwise.
and vi,j are the matrix elements of
`
U´1i,j p1q
˘T
.
Remark 2.1. The matrix elements Ui,j pfq can be written in terms of the skew-product
pf, gqpwq “
ˆ
C
f pzqw pzq pε rgwsq pzq ´ g pzqw pzq pε rfwsq pzqd 2z. (2.6)
The product should be thought of consisting of two parts because the action of the operator ε
heavily depends on the argument being real or complex. More precisely one can introduce ”real”
and ”complex” parts of the skew-product
pf, gqpwq
R
“
ˆ
R
f pxqw pxq pε rgwsq pxq ´ g pxqw pxq pε rfwsq pxqdx,
pf, gqpwq
C
“ i
ˆ
R2
pf px` iyq g px´ iyq ´ g px` iyq f px´ iyqqw px` iyqw px´ iyq sgn pyqdxd y.
We see that the distribution found in Lemma 2.1, satisfies the assumptions of the latter
theorem with
CN “ vℓvN
vN`ℓ
˜
p2πqℓ
ℓ!
¸N{2
, ω “ ωℓ,
defined in (2.4). The latter formulas can be further simplified by choosing a family of monic
polynomials skew-orthogonal with respect to the skew-product (2.6) with w “ wℓ, for which
we use notation pf, gqpℓq (and pf, gqpℓq
R
, pf, gqpℓq
C
for its parts). Such a family of skew-orthogonal
polynomials was found in [23] and later generalized in [24] to the case of products of truncated
orthogonal matrices. This family reads
Lemma 2.3. Let k P N0. Then the polynomials defined by
π2k pzq “ z2k, π2k`1 pzq “ z2k`1 ´ 2k
2k ` ℓz
2k´1, (2.7)
are skew-orthogonal with respect to the skew-product (2.6), i.e. for i, j P N0 with i ă j
pπi, πjqpℓq “
$&%
ℓ! p2kq!
p2k ` ℓq! , i “ 2k, j “ 2k ` 1,
0, otherwise.
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Moreover for any i, j P N0
pπi, πjqpℓqR “
$’&’%
ℓ!
2ℓ´1Γ2
`
ℓ
2
˘ p2q ` ℓqB
ˆ
p` q ` 1
2
, ℓ
˙
, i “ 2p, j “ 2q ` 1
0, i´ j even.
We prove the above lemma in Section 5. Our final step is to apply the result of (2.5) to the
function
f pζq “ 1´ χR pζq “
#
1, ζ P CzR,
0, ζ P R. (2.8)
Then the average
AśN
j“1 f pξjq
E
M2n
with respect to the random matrices ensemble coincides
with p
pℓq
2n and using (2.5) we obtain
p
pℓq
2n “
Pf
!
pπi, πjqpℓqC
)2n´1
i,j“0
Pf
!
pπi, πjqpℓq
)2n´1
i,j“0
“
Pf
!
pπi, πjqpℓq ´ pπi, πjqpℓqR
)2n´1
i,j“0
Pf
!
pπi, πjqpℓq
)n´1
i,j“0
. (2.9)
The matrix in the denominator is block-diagonal and the one in the numerator has a check board
pattern. Both Pfaffians can be reduced to determinants by the use of
Proposition 2.4. Let A “ tai,ju2n´1i,j“0 be a skew-symmetric matrix with ai,j “ 0 whenever i and
j have the same parity. Then
Pf A “ det  a2i,2j`1(n´1i,j“0.
We prove this proposition in Appendix B. Inserting this in (2.9), implies
p
pℓq
2n “
det
!
pπ2p, π2q`1qpℓq ´ pπ2p, π2q`1qpℓqR
)n´1
p,q“0
det
!
pπ2p, π2q`1qpℓq
)n´1
p,q“0
. (2.10)
The multiplicative property of the determinant, Lemma 2.3 and the diagonal structure of the
matrix in the denominator yields
p
pℓq
2n “ det
#
I ´ pπ2p, π2q`1q
pℓq
R
pπ2p, π2q`1qpℓq
+n´1
p,q“0
“ det
#
I ´ B
`
p` q ` 1
2
, ℓ
˘
2ℓ´1Γ2
`
ℓ
2
˘ p2p` ℓq!p2pq! p2q ` ℓq
+n´1
p,q“0
.
To obtain (1.6), we conjugate the latter matrix by the diagonal matrix Q given by Qp,p “b
p2pq!
p2p`ℓq!p2p`ℓq , i.e. multiply by Q from the left and Q
´1 from the right. This proves Theorem 1.1.
Proof of Proposition 1.2. Identity (1.9) follows along the same lines as (1.6). We change the test
function (2.8) to
g pzq “ 1´ p1´ esqχR pzq .
One can easily see that g pzq “ es if z P R and 1 otherwise. Therefore,A ź
zPspecM2n
g pzq
E
M2n
“
A
esN
pℓq
n pRq
E
M2n
.
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Applying (2.5) to the above function, we obtain, compare also with (2.10), that
A
esN
pℓq
n pRq
E
M2n
“
Pf
!
pπi, πjqpℓq ´
`
1´ e2s˘ pπi, πjqpℓqR )2n´1
i,j“0
Pf
!
pπi, πjqpℓq
)n´1
i,j“0
.
Mimicking the analysis at the end of the proof of Theorem 1.1, gives the result.
Proof of Proposition 1.3. Expanding the expectation according toA
esN
pℓq
n
E
M2n
“
2nÿ
k“0
eskP
`
N pℓqn “ k
˘
, (2.11)
implies that the probability p
pℓq
2n,2n is given by the coefficient in front of e
2ns in this expansion.
The latter expectation can be expressed in terms of the determinant (1.9). Expanding this
determinant in the same way as (2.11) in terms of powers of esk using Leibniz formula, we obtain
p
pℓq
2n,2n “ coeff
”
det
´
In ´Dpℓqn Hpℓqn Dpℓqn ` e2sDpℓqn Hpℓqn Dpℓqn
¯
, e2sn
ı
,
where coeffr¨, e2sns stands here for the coefficient in front of e2sn in this expansion. The power
e2sn is the maximum power of the exponent in the expansion and thus writing down the latter
determinant using the Leibniz rule, one sees that
p
pℓq
2n,2n “ detDpℓqn Hpℓqn Dpℓqn “ detHpℓqn ¨
`
detDpℓqn
˘2
.
For the determinant of H
pℓq
n we use a well-known identity for Hankel matrix determinants. Let
H “ thj`kun´1j,k“0 be a Hankel matrix with
hn “
ˆ
xnµ pxq dx, (2.12)
for some weight function µ pxq. Then using the symmetry of the integrand
detH “ det
"ˆ
x
j`k
j µ pxjqdxj
*n´1
j,k“0
“
¨ n´1ź
j“0
x
j
j det
 
xkj
(n´1
j,k“0
n´1ź
j“0
µ pxjqdxj
“ 1
n!
¨ ÿ
σ
n´1ź
j“0
x
j
σpjq det
!
xkσpjq
)n´1
j,k“0
n´1ź
j“0
µ pxjqdxj
“ 1
n!
¨ ź
1ďjăkďn
pxj ´ xkq2
n´1ź
j“0
µ pxjqdxj .
In the case of H
pℓq
n we take µ pxq “ 1
2ℓ´1Γ2
`
ℓ
2
˘x´1{2 p1´ xqℓ´1 , x P r0, 1s. Then
detHpℓqn “
1
2npℓ´1qΓ2n
`
ℓ
2
˘
n!
n´1ź
j“0
Γ
`
j ` 1
2
˘
Γ pj ` ℓqΓ pj ` 2q
Γ
`
j ` n` ℓ` 1
2
˘
“ 1
2npℓ´1qΓ2n
`
ℓ
2
˘ n´1ź
j“0
Γ pj ` ℓqΓ `j ` 1
2
˘
Γ pj ` 1q
Γ
`
j ` n` ℓ´ 1
2
˘ ,
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where we used the value of Selberg’s integral [50]. Using definition (1.7) of D
pℓq
n and the value of
its determinant, together with the Gamma function duplication formula, we get
p
pℓq
2n,2n “ Γ´2n
ˆ
ℓ
2
˙ n´1ź
j“0
Γ
`
j ` ℓ
2
˘
Γ
`
j ` ℓ`1
2
˘
Γ pj ` ℓq
Γ
`
j ` n` ℓ´ 1
2
˘ .
The former can be rewritten as in (1.10) by using
n´1ź
j“0
Γ pj ` aq “ G pn` aq
G paq ,
with G being the Barnes G-function. The asymptotic expansion of Barnes G-function at infinity
reads
logG pzq “ 1
2
z2 log z ´ 3
4
z2 ´ z log z ` z
ˆ
1` log 2π
2
˙
` 5
12
log z `O p1q , z Ñ 8.
Let αn “ ℓn be bounded by strictly positive constants from above and below when n Ñ 8.
Applying the latter asymptotic expansion to (1.10) and αn, we only keep the first two terms as
the rest will contribute to lower order terms. We then obtain
log p
pℓq
2n,2n “ n2
ˆ
´ log 2´ αn logαn
ˆ
1` 3
4
αn
˙
´ αn
2
`p1` αnq2 log p1` αnq ´
´
1` αn
2
¯2
log p2` αnq
˙
` o `n2˘ , nÑ8,
where we also used
log Γ pzq “
ˆ
z ´ 1
2
˙
log z ´ z ` o pzq , z Ñ8,
to analyse the denominator of (1.10). The result derived above is valid even for αn “ o p1q , nÑ
8, and thus for ℓ ! n we get
log p
pℓq
2n,2n “ ´2 log 2n2 ` o
`
n2
˘
.
One can also argue that for αn Ñ8 the coefficient in front of n2 converges to ´ log 2, which gives
the answer. However, to prove rigorously the asymptotic result in the regime of large truncations
with ℓ " n we need to take all non-constant terms of the Barnes G-function expansion into
account. While expanding (1.10) with respect to ℓ one can see that terms containing ℓ2 log ℓ, ℓ log ℓ
and log ℓ vanish and for βn “ n{ℓ “ o p1q , nÑ8 we get
log p
pℓq
2n,2n “
ˆ
p1` βnq2 log p1` βnq ´
´
βn ` 1
2
¯2
log p1` 2βnq ´ βn
2
´ β2n log 2
˙
ℓ2
`
ˆ
´5
2
p1` βnq log p1` βnq ` 3
4
p1` 2βnq log p1` 2βnq ` βn
´
1` log 23{2π
¯˙
ℓ
` 7
24
p2 log p1` 2βnq ´ 5 log p1` βnqq ` o p1q , ℓÑ8.
For small βn the first bracket is dominated by β
2
n log 2, this together with the definition of βn gives
the result. The second and third brackets are of order O pβnq and therefore will not contribute
to the leading order. This finishes the proof of (1.11).
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3 Asymptotic analysis of det
`
In ´ H
p1q
n
˘
In this section we use the short hand notation Hn “ Hp1qn . The asymptotic analysis of the
determinant det pIn ´Hnq follows along similar ideas used in [36], where a similar persistence
problem led to an analysis of a determinant of identity minus a weighted Hankel matrix as well.
We use the trace-log expansion of the determinant which leads to analysing traces of powers of
the Hilbert matrix H
p1q
n . The asymptotic behaviour of the trace of a fixed power of the Hilbert
matrix are studied in [57]. However, to obtain the asymptotic behaviour of the infinite series,
we need to work a bit harder to obtain proper upper and a lower bound. The upper bound is
simple and follows from truncating the trace-log expansion to a finite number of terms. For the
lower bound we change Hmn Ñ HnHm´18 , where H8 denotes the infinite Hilbert matrix, as it
was suggested in [36]. Finally, using the explicit diagonalization of H8 found in [35], we conclude
the proof.
Proof of Theorem 1.4. In what follows we use the notation Dn “ det pIn ´Hnq and H “ H8
for the infinite Hilbert matrix acting on ℓ2 pN0q. From [35, Sec. 4] it follows that σpHq “ r0, 1s
and consists of purely absolutely continuous spectrum only. In particular, }H} “ 1, where } ¨ }
denotes the operator norm. For the nˆ n restriction we have Hn of H we have
Lemma 3.1. For all n P N we obtain }Hn} ă 1.
We prove this lemma in Subsection 6.1. Our analysis relies on the well-known series expansion
logp1´ xq “ ´
ÿ
mPN
xm
m
(3.1)
valid for all |x| ă 1 and hence the latter lemma implies
logDn “ ´
ÿ
mPN
Tr pHmn q
m
.
The above series is convergent because of Lemma 3.1 and consists of negative terms only. Thus
any finite truncation of the series gives an upper bound on the series.
For the upper bound we rely on the following result proved in [57, Thm. 4.3 and Cor. 4.4].
Lemma 3.2. [57, Theorem 4.3] For any fixed m P N the moments of Hn satisfy
lim
nÑ8
Tr pHmn q
logn
“ 1
π
8ˆ
0
sechm puπqdu “: µm. (3.2)
Remark 3.1. Compared to the result stated in [57], we have an additional prefactor 1{2π in
(3.2). This was missed in [57] and pointed out to us by A. Pushnitski and E. Fedele, see [22].
From the latter lemma we readily obtain an upper bound on the determinant Dn:
Corollary 3.3 (Upper bound). We obtain the bound
lim sup
nÑ8
logDn
logn
ď ´
ÿ
mPN
µm
m
“ 1
π
ˆ 8
0
log
`
1´ sechpπuq˘du.
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Next, we prove a lower bound. Since the matrix elements of H are all positive we obtain the
inequality
Tr
`
Hmn
˘ ď Tr `1nHm1n˘,
where 1n denotes the projection on ℓ
2pt0, 1, ...n´ 1uq Ă ℓ2pN0q. Hence we obtain for all ε ą 0
logDn ě ´
ÿ
mPN
Tr
`
1nH
m1n
˘
m
ě ´
ÿ
mPN
Tr
`
1nH
m1ąεpHq1n
˘
m
´
ÿ
mPN
Tr
`
1nH
m1ďεpHq1n
˘
m
. (3.3)
Here 1ąεpHq is short for the spectral projection of H on the set tx : x ą εu. We first estimate
the second term.
Lemma 3.4. We obtain
lim sup
εÑ0
lim sup
nÑ8
1
logn
ÿ
mPN
Tr
`
1nH
m1ďεpHq1n
˘
m
“ 0.
We prove this lemma in Subsection 6.1. In order to treat the first term on the left hand side
of (3.3) we use the explicit diagonalization of the operator H found in [35, Sec. 4].
Lemma 3.5. We define for l P N0
Pˆlpx2q :“
4l
`
1
4
˘
plq
`
1
2
˘
plq
`
3
4
˘
plq
l!
`
1
2
˘
p2lq
4F3
´
´ l, l` 1
2
, i
x
2
,´ix
2
;
1
4
,
1
2
,
3
4
; 1
¯
, (3.4)
where pFq denotes the generalized hypergeometric function. Moreover, let
ρpxq :“ 2 sechpπxq.
and H :“ L2pp0,8q, dρq. Then U : ℓ2pN0q Ñ H defined by pUelqpxq :“ Pˆlpx2q is a unitary and
pUHU˚fqpxq “ sechpπxqfpxq, x ą 0,
i.e. U diagonalizes the operator H.
The latter lemma, Fubini’s theorem and (3.1) readily implyÿ
mPN
1
m
Tr
`
1nH
m1ąεpHq1n
˘
“ 2
ÿ
mPN
1
m
ˆ 8
0
`
sechpπxq˘m1ąεpsechpπxqq sechpπxq n´1ÿ
l“0
ˇˇ
Pˆlpx2q
ˇˇ2
dx
“ ´
ˆ sech´1pεq
π
0
log
`
1´ sechpπxq˘2 sechpπxq n´1ÿ
l“0
ˇˇ
Pˆlpx2q
ˇˇ2
dx. (3.5)
Next we are interested in the asymptotic behaviour of Pˆlpx2q as lÑ8.
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Lemma 3.6. Let x ą 0 be fixed. Then as lÑ8 the asymptotics
Pˆlpx2q “
c
coshpπxq
πl
cos px log l` argApix{2qq `1`Opl´1q˘` l´3{2Rl pxq
holds, where arg is the argument function,
Apix{2q :“ 2
2ix´3{2 coshpπxq1{2
π3{2
and the O-term is independent of x ą 0 and
sup
xPr0,Ms
sup
lPN0
|Rl pxq| ď r pMq
for some constant rpMq depending on M ą 0.
We prove this in Subsection 6.2.
Lemma 3.7. Let ε ą 0. Then we obtain the upper bound
lim sup
nÑ8
ř
mPN
1
m
Tr
`
1n1ąεpHqHm1n
˘
logn
ď ´ 1
π
ˆ 8
0
logp1´ sech pπxqqdx.
We prove this in Subsection 6.2. The bound (3.3) implies that
lim inf
nÑ8
logDn
logn
ě´ lim sup
εÑ0
lim sup
nÑ8
1
logn
ˆ
´ ÿ
mPN
Tr
`
1nH
m1ąεpHq1n
˘
m
`
ÿ
mPN
Tr
`
1nH
m1ďεpHq1n
˘
m
¯
.
From Lemma 3.4 and Lemma 3.7 the assertion follows.
4 Proof of Lemma 2.1
In this Section we assume that if the region of integration is not specified, it is over whole space
of corresponding dimension.
Lemma 4.1. Let O P O pN ` ℓq be an orthogonal matrix drawn randomly according to (2.1).
Then the joint distribution of the top left minor MN and bottom left minor CℓˆN (cf. (1.5)) is
given by
dP pMN , CℓˆN q “ vℓ
vN`ℓ
δ
`
MTNMN ` CTℓˆNCℓˆN ´ IN
˘
dMNdCℓˆN (4.1)
where dMN and dCℓˆN denote Lebesgue measure on R
NˆN , respectively RℓˆN .
Proof of Lemma 4.1. Block decomposition of the matrix O yields
OTO “
ˆ
MTNMN ` CTℓˆNCℓˆN MTNBNˆℓ ` CTℓˆNDℓ
BTNˆℓMN `DTℓ CℓˆN BTNˆℓBNˆℓ `DTℓ Dℓ
˙
,
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and the corresponding measure on the set of tuples MN , CℓˆN now can be rewritten as
dP pMN , CℓˆNq
dMNdCℓˆN
“ 1
vN`ℓ
ˆ
δ
`
MTNMN ` CTℓˆNCℓˆN ´ IN
˘
δ
`
MTNBNˆℓ ` CTℓˆNDℓ
˘
δ
`
BTNˆℓBNˆℓ `DTℓ Dℓ ´ Iℓ
˘
dBNˆℓdDℓ.
Integration over dBNˆℓ gives
dP pMN , CℓˆNq
dMNdCℓˆN
“ 1
vN`ℓ
ˆ
δ
`
MTNMN ` CTℓˆNCℓˆN ´ IN
˘
δ
`
DTℓ CℓˆNM
´1
N M
´T
N C
T
ℓˆNDℓ `DTℓ Dℓ ´ Iℓ
˘
det ´ℓMNdDℓ.
A change of variables Dℓ “
`
Iℓ ` CℓˆNM´1N M´TN CTℓˆN
˘´1{2
Dˆℓ yields
dP pMN , CℓˆNq
dMNdCℓˆN
“ 1
vN`ℓ
ˆ
δ
`
MTNMN ` CTℓˆNCℓˆN ´ IN
˘
δ
´
DˆTℓ Dˆℓ ´ Iℓ
¯
det ´ℓ{2
`
Iℓ ` CℓˆNM´1N M´TN CTℓˆN
˘
det ´ℓMNd Dˆℓ.
Integrating over Dˆℓ gives vℓ, see (2.2). The condition M
T
NMN ` CTℓˆNCℓˆN “ IN implies that
the two determinants in the latter integrand cancel which can be seen as follows
det
`
Iℓ ` CℓˆNM´1N M´TN CTℓˆN
˘ “ det `Iℓ ` CℓˆN pIN ´ CTℓˆNCℓˆN q´1CTℓˆN˘
“ det `Iℓ ´ CℓˆNCTℓˆN˘´1
“ det ´1 `IN ´ CTℓˆNCℓˆN˘ “ det ´2MN .
And the statement is proved.
Proof of Lemma 2.1. We start with the distribution of MN given by (2.3) (cf. (4.1)) and try to
integrate out all variables of MN except of its eigenvalues. Below we follow a method described
by Edelman [19].
We first note that any matrix can be uniquely written as a special product called real Schur
decomposition. Let
specMN “ tλ1, λ2, . . . λL, z1, z1, z2, z2, . . . , zM , zMu ,
be the ordered set of eigenvalues of MN P XL,M . Any such matrix can be uniquely decomposed
into a product of real matrices
MN “ O
¨˚
˚˚˚˚
˚˚˚˚
˚˝˚˚
λ1 R1,2 .. R1,L R1,L`1 .. .. R1,L`M
0 λ2 .. R2,L R2,L`1 .. .. R2,L`M
... .. ..
... .. .. ..
...
0 .. 0 λL RL,L`1 .. .. RL,L`M
0 .. .. 0 Λ1 RL`1,L`2 .. RL`1,L`M
0 .. .. 0 0 Λ2 .. RL`2,L`M
... .. ..
...
... .. ..
...
0 .. .. 0 0 .. 0 ΛM
‹˛‹‹‹‹‹‹‹‹‹‹‹‚
OT ,
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for an orthogonal matrix O P O pNq. Here Λ1,Λ2, . . . ,ΛM are 2ˆ 2 blocks of the formˆ
αj βj
´γj αj
˙
with βj ě γj and βjγj ą 0, corresponding to complex eigenvalues zj , zj “ αj ˘ i
a
βjγj ordered
in lexicographical order, and finally
Rj,k “
$&% 1ˆ 1 blocks j ă k ď L,1ˆ 2 blocks j ď L ă k,
2ˆ 2 blocks L ă j ă k.
Remark 4.1. In fact the decomposition is not unique. One can change O ÞÑ O ¨Od, where Od
is a diagonal orthogonal matrix. However, we will make it unique by assuming that all elements
in the first row of O are positive.
Next we use a result of Edelman regarding Schur decomposition
Theorem 4.2. [Theorem 5.1, [19]] Let MN be written in form of the Schur decomposition
MN “ O pZ `RqOT . The Jacobian for the change of variables is given by
dMN “ 2M
ź
1ďjăkďL
|λj ´ λk|
ź
1ďjďL
1ďkďM
|λj ´ zk|2
ź
1ďjăkďM
|zj ´ zk| |zj ´ zk|
ź
1ďjďM
pβj ´ γjq
Lź
j“1
dλj
Mź
k“1
dΛkdRdHO,
where zj, zj is the pair of eigenvalues corresponding to the block Λj,
dΛj “ dαjdβjd γj ,
dR is the product over all N2{2´N{2´M real parameters of R and dHO is the product over
all independent elements of the antisymmetric matrix OT dO, which is the natural element of
integration (for Haar measure) over the space of orthogonal matrices.
For any function pF : M `RN˘ Ñ C, where MpRN q is the set of all N ˆ N matrices, its
average over OℓN is given by@ pFD “ vℓ
vN`ℓ
ˆ pF pMN q δ `MTNMN ` CTℓˆNCℓˆN ´ IN ˘dMNdCℓˆN .
This average can be naturally splitted into averages over the disjoint sets XL,M . If one assumes
that pF depends only on the eigenvalues, i.e. it can be written as
pF pMNq “ F pλ1, . . . , λL, x1 ` iy1, . . . , xM ` iyM q
for some function F : RL ˆCM` Ñ C, then the joint conditional eigenvalue distribution ppL,Mqℓ is
defined by the identity @ pFD
XL,M
“
ˆ
RL
ˆ
CM`
F
´
~λ, ~Z
¯
p
pL,Mq
ℓ
´
~λ, ~Z
¯
d~λd ~Z.
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We start with changing variables from MN to the triplet pO,Z,Rq and use Theorem 4.2 to get@ pFD
XL,M
“ 2M vℓ
vN`ℓ
ˆ
OpNq
dHO
ˆ
R
pN2 q´M
dR
ˆ
RℓN
dCℓˆN
ˆ
RLą
d~λ
ˆ
RMą ˆpR
2
ąq
M
d ~Λ
Mź
k“1
pβk ´ γkqF pZq∆ pZq δ
``
ZT `RT ˘ pZ `Rq ` CTℓˆNCℓˆN ´ IN ˘ , (4.2)
where RLą :“
 px1, ..., xLq Ă RL : x1 ď x2 ď ... ď xL( and pR2ąqM is defined accordingly and
∆ pZq “
ź
1ďjăkďL
|λj ´ λk|
ź
1ďjďL
1ďkďM
|λj ´ zk|2
ź
1ďjăkďM
|zj ´ zk| |zj ´ zk| .
Now integration over the orthogonal group gives the prefactor vN . Next we integrate over R.
Proposition 4.3. Integration over R in (4.2) gives
@ pFD
XL,M
“ 2M vℓvN
vN`ℓ
ˆ
RLą
d~λ
ˆ
RℓN
dCℓˆN
ˆ
RMą ˆpR
2
ąq
M
d ~ΛF pZq∆ pZq
Lź
j“1
|λj |j´N δ
`
λ2j ` CTj XjCj ´ 1
˘ Mź
k“1
pβk ´ γkq
`
det ´2Λk
˘M´k
Mź
k“1
δ
ˆ
ΛTkΛk `
ˆ
CTL`2k´1
CTL`2k
˙
Yk
`
CL`2k´1 CL`2k
˘´ I2˙ , (4.3)
where Ci is the i’s column of the matrix CℓˆN and Xj, Yj are ℓ ˆ ℓ real symmetric, positive
definite matrices defined recursively by#
X1 “ Iℓ,
Xk`1 “ Xk `XkPkXk, k “ 1, L´ 1,
respectively #
Y1 “ Iℓ `
řL
j“1XjPjXj ,
Yk`1 “ Yk ` YkQkYk, k “ 1,M ´ 1
with Pj “ CjC
T
j
λ2
j
and Qj “
`
CL`2j´1 CL`2j
˘
Λ´1j Λ
´T
j
`
CL`2j´1 CL`2j
˘T
. Moreover,
detX1 “ 1, detXk`1 “ λ´2k detXk.
det Yk`1 “ det ´2Λk det Yk.
Proof of Proposition 4.3. We start by rewriting the δ-function in (4.2) element wise. The corre-
sponding term can be written as a product of lower dimensional, e.g. 1ˆ1,1ˆ2, 2ˆ2, δ-functions.
For the top left corner we have L δ-functions of the form
δ
˜ÿ
jăk
R2j,k ` λ2k ` CTk Ck ´ 1
¸
, 1 ď k ď L, (4.4)
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and
`
L´1
2
˘
δ-functions of the form
δ
˜
k´1ÿ
j“1
Rj,kRj,m ` λkRk,m ` CTk Cm
¸
, 1 ď k ă m ď L. (4.5)
By solving equations corresponding to restrictions (4.5) inductively one can see that Rk,m can
be expressed as ´λ´1k CTk XkCm for some matrix Xk. Applying the ansatz one gets
k´1ÿ
j“1
XTj PjXj ´Xk ` Iℓ “ 0,
and the former is solved by the Xj ’s defined above and therefore
Rk,m “ ´λ´1k CTk XkCm.
The top right corner δ-functions, corresponding to 1ˆ 2 matrices, can be written as
δ
˜
k´1ÿ
j“1
Rj,kRj,L`m ` λkRk,L`m `
“
CTk CL`2m´1 C
T
k CL`2m
‰¸
, 1 ď m ďM.
These conditions can be resolved inductively in a similar way and one gets
Rk,L`m “ ´ 1
λk
CTk Xk rCL`2m´1 CL`2ms , 1 ď k ď L, 1 ď m ďM.
Finally, the bottom right corner δ-functions, corresponding to 2ˆ 2 blocks, are given by
δ
˜
Lÿ
j“1
RTj,L`kRj,L`m `
k´1ÿ
j“1
RTL`j,L`kRL`j,L`m ` ΛTkRL`k,L`m
`
ˆ
CTL`2k´1CL`2m´1 C
T
L`2k´1CL`2m
CTL`2kCL`2m´1 C
T
L`2kCL`2m
˙˙
, 1 ď k ă m ďM.
with diagonal ones
δ
˜
Lÿ
j“1
RTj,L`mRj,L`m `
m´1ÿ
j“1
RTL`j,L`mRL`j,L`m ` ΛTmΛm
`
ˆ
CTL`2m´1CL`2m´1 C
T
L`2m´1CL`2m
CTL`2mCL`2m´1 C
T
L`2mCL`2m
˙
´ I2
˙
, 1 ď m ďM.
The ”non-diagonal equations” are solved by
RL`k,L`m “ ´Λ´Tk
ˆ
CTL`2k´1
CTL`2k
˙
Yk
`
CL`2m´1 CL`2m
˘
, 1 ď k ă m ďM.
where the Yk are defined above. Positiveness of the matrices Xk, Yk is obvious from their defini-
tions. Finally, we integrate out the variables R from (4.2) to obtain the first statement. We just
mention that all δ-functions constraints contained Rk,m elements with a prefactor of the form
either λk or Λk and this is the source of Jacobian
Lź
j“1
|λj |j´N
Mź
k“1
`
det ´2Λk
˘M´k
,
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appearing in the final result. For the determinants we note
detXk`1 “ det pXk `XkPkXkq “ detXk det pI ` PkXkq .
Pk is up to a constant the projection onto Ck, and therefore the matrix I `PkXk can only have
one eigenvalue different from 1 with corresponding eigenvector Ck. Therefore,
det pI ` PkXkq “ 1` λ´2k xCk, XkCky.
Finally, we note that there is a δ-function of the form (4.4) left in the integration with argument
λ2k ´ 1` xCk, XkCky. Thus
det pI ` PkXkq “ 1` 1´ λ
2
k
λ2k
“ λ´2k .
For Yk the proof is analogous.
In the next step we integrate out the C variables in (4.3). We first change coordinates
Cj Ñ X´1{2j Cj , 1 ď j ď L,
rCL`2j´1 CL`2js Ñ Y ´1{2j rCL`2j´1 CL`2js , 1 ď j ďM.
It follows from Proposition 4.3, that all determinants coming from Jacobians cancel and we
obtain @ pFD
XL,M
“ 2M vℓvN
vN`ℓ
ˆ
RLą
d~λ
ˆ
RMą ˆpR
2
ąq
M
d ~Λ
ˆ
RℓN
dCℓˆNF pZq∆ pZq
Mź
k“1
pβk ´ γkq
Lź
j“1
δ
`
λ2j ` CTj Cj ´ 1
˘
Mź
m“1
δ
ˆ
ΛTmΛm `
ˆ
CTL`2m´1
CTL`2m
˙`
CL`2m´1 CL`2m
˘´ I2˙ ,
Now we are ready to integrate out the variables C. The first L integrals are given by Proposi-
tion A.1 and using the corresponding result we integrate over the variables Ci for i “ 1, L@ pFD
XL,M
“ 2M vℓvNπ
Lℓ{2
vN`ℓΓL
`
ℓ
2
˘ ˆ
RLą
d~λ
ˆ
RMą ˆpR
2
ąq
M
d ~Λ
ˆ
RℓpN´Lq
dCℓˆpN´LqF pZq∆ pZq
ˆ
RℓpN´Lq
dCℓˆpN´Lq
Lź
j“1
`
1´ λ2j
˘ ℓ
2
´1
`
Mź
k“1
pβk ´ γkq
Mź
m“1
δ
ˆ
ΛTmΛm `
ˆ
CTL`2m´1
CTL`2m
˙`
CL`2m´1 CL`2m
˘´ I2˙ ,
For every 2 ˆ 2 dimensional δ-function we have 2ℓ variables of integration and 3 δ-functions.
Therefore we need to distinguish two different cases: ℓ “ 1 (singular) and ℓ ě 2. In the first case
we have
I pΛq :“
ˆ
dxd yδ
`
x2 ´ Λ11
˘
δ
`
y2 ´ Λ22
˘
δ pxy ´ Λ12q δ
“
det
`
I2 ´ ΛTΛ
˘‰
,
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where
ˆ
Λ11 Λ12
Λ12 Λ22
˙
“ I2 ´ ΛTΛ. For ℓ ě 2 we have a non-singular integral of the form
I pΛq :“
ˆ
d ~xd ~yδ
´
}~x}2 ´A
¯
δ
´
}~y}2 ´ C
¯
δ px~x, ~yy ´Bq .
We change variables ~y to t “ }P~x~y} “ x~x,~yy}~x}2 and ~r “ pr1, r2, . . . , rℓ´1q such that
~y “ t~x`
´
r1, . . . , rℓ´1,´ 1
xℓ
ℓ´1ÿ
j“1
xjrj
¯
.
Then the corresponding Jacobian is given by J “ }~x}2
xℓ
. Applying this to the above, yields
I pΛq “
ˆ
d ~xd~rd tδ
` }~x}2 ´ Λ11˘δ`t }~x}2 ´ Λ12˘}~x}2|xℓ| δ
´
t2 }~x}2 ` }~r}2 ` x´2ℓ
´ ℓ´1ÿ
j“1
xjrj
¯2
´ Λ22
¯
“
ˆ
d ~xd~rδ
` }~x}2 ´ Λ11˘δ px~r, V ~ry ´ Uq |xℓ|´1 .
where V “ Iℓ´1 ` x´2ℓ px1, x2, . . . , xℓ´1qT px1, x2, . . . , xℓ´1q is a positive definite matrix of size
pℓ´ 1q ˆ pℓ´ 1q and U “ Λ22 ´ Λ
2
12
}~x}2
. If U ă 0, then the integral with respect to ~r vanishes.
Otherwise we get after changing variables ~r “ V ´1{2~s and applying the result of Proposition A.1
I pΛq “ π
ℓ´1
2
Γ
`
ℓ´1
2
˘ ˆ d ~xδ ´}~x}2 ´ Λ11¯U ℓ´32` det ´1{2V |xℓ|´1 .
It is easy to see that
det V “ 1`
´ ℓ´1ÿ
j“1
x2j
¯L
x2ℓ “
}~x}2
x2ℓ
.
Then
I pΛq “ π
ℓ´1
2
Γ
`
ℓ´1
2
˘ ˆ d ~xδ ´}~x}2 ´ Λ11¯´Λ22 }~x}2 ´ Λ212¯ ℓ´32
`
}~x}2´ℓ
“ 2
ℓ´2πℓ´1
Γ pℓ´ 1q det
`
I2 ´ ΛTΛ
˘ ℓ´3
2
`
,
where we used one more time Proposition A.1. Summarizing the above, we have shown for ℓ “ 1
@ pFD
XL,M
“2M v1vN
vN`1
ˆ
RLą
d~λF pZq∆ pZq
Lź
j“1
`
1´ λ2j
˘´ 1
2
`
ˆ
RMą ˆpR
2
ąq
M
d ~Λ
Mź
k“1
pβk ´ γkq δ
`
det
`
I2 ´ ΛTkΛk
˘˘
,
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while for ℓ ě 2@ pFD
XL,M
“ 2
Mpℓ´1qπNℓ{2´MvℓvN
vN`ℓΓL
`
ℓ
2
˘
ΓM pℓ ´ 1q
ˆ
RLą
d~λF pZq∆ pZq
Lź
j“1
`
1´ λ2j
˘ ℓ
2
´1
`
ˆ
RMą ˆpR
2
ąq
M
d ~Λ
Mź
k“1
pβk ´ γkq det
ℓ´3
2
`
I2 ´ ΛTkΛk
˘
`
.
Any real symmetric 2 ˆ 2 matrix is non-negative iff Tr M ě 0, and det M ě 0. Therefore,
condition ΛTkΛk ď I2 is equivalent to#
2
`
1´ α2k ´ βkγk
˘´ pβk ´ γkq2 ě 0`
1´ α2k ´ βkγk
˘2 ´ pβk ´ γkq2 ě 0.
It is easy to see that the second condition implies the first one and therefore we suppress the
first one. The last step is a change of variables from pαk, βk, γkq to zk “ xk ` iyk. Let$’&’%
xk “ αk,
yk “
?
βkγk,
δk “ βk ´ γk.
This change of variables is two to one and its Jacobian is equal to
Jk “ 2yka
4y2k ` δ2k
.
Finally, for ℓ “ 1 integrating out the variables δk we obtain@ pFD
XL,M
“ 2
MvN
vN`1
ˆ
d~λd ~xd ~yF pZq∆ pZq
Lź
j“1
`
1´ λ2j
˘´ 1
2
`
Mź
k“1
2yk
|1´ z2k|
.
For ℓ ě 2 let Ωk “
!
pαk, βk, γkq : βk ě γk ^ pβk ´ γkq2 ď
`
1´ α2k ´ βkγk
˘2)
, then
ˆ
Ωk
pβk ´ γkq
´`
1´ α2k ´ βkγk
˘2 ´ pβk ´ γkq2¯ ℓ´32 dαkdβkd γk
“
ˆ
RMą
d ~x
ˆ
RM`
d ~y
Mź
k“1
|1´x2k´y2k|ˆ
0
d δk
4ykδka
4y2k ` δ2k
´`
1´ x2k ´ y2k
˘2 ´ δ2k¯ ℓ´32
“ 4yk
8ˆ
´8
dxk
8ˆ
0
d yk
ˇˇ
1´ z2k
ˇˇℓ´2 1ˆ
2yk|1´z2k|
`
1´ u2˘ ℓ´32 du,
where we made the substitution u “a4y2k ` δ2k ˇˇ1´ z2k ˇˇ´1 in the last integral. Introducing
w2ℓ pzq “
$’’’’’&’’’’’%
1
2π
ˇˇ
1´ z2ˇˇ´1 , ℓ “ 1,
ℓ pℓ´ 1q
2π
ˇˇ
1´ z2ˇˇℓ´2 1ˆ
2|Imz|
|1´z2|
`
1´ u2˘ ℓ´32 du, ℓ ě 2,
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one can rewrite the answer as stated in Lemma 2.1. We like to stress that for real z the weight
function can be written for any ℓ as
w2ℓ pxq “
Γ pℓ` 1q
2ℓΓ2
`
ℓ
2
˘ ˇˇ1´ x2 ˇˇℓ´2 ,
which follows from calculating the integral
1ˆ
0
`
1´ u2˘ ℓ´32 du “ 1
2
B
ˆ
ℓ´ 1
2
,
1
2
˙
“ π2
1´ℓΓ pℓ´ 1q
Γ2
`
ℓ
2
˘ .
5 Proof of Lemma 2.3
Proof of Lemma 2.3. First we note that the skew-product of polynomials with indexes of the
same parity is zero: The real part of the skew-product changes sign after changing x Ñ ´x
and y Ñ ´y in the integral and hence has to vanish. For the complex part we first note
that wℓ px` iyqwℓ px´ iyq is an even function of y, therefore only odd powers (because of the
additional sgnpyq factor) contribute to the integral when expanding πj px` iyqπk px´ iyq in
powers of x and y. However, these term will contain odd powers of x at the same time and
thus will vanish when integrated over r´1, 1s. For indexes with different parities we begin by
calculating pε rwπisq pxq for even and odd values of i and real x. For complex argument there
is no need to calculate anything, as the transformed polynomials are different from the original
ones by a factor iIm pzq and complex conjugation only. Let |x| ď 1 and ℓ ě 2, then
`
ε
“
wℓz
2k
‰˘ pxq “ 1
2
ˆ
R
t2kwℓ ptq sgn pt´ xq d t “ ´ sgn pxq
˜
ℓ!
2ℓΓ2
`
ℓ
2
˘¸1{2 |x|ˆ
0
t2k
`
1´ t2˘ ℓ2´1 d t
“ ´1
2
˜
ℓ!
2ℓΓ2
`
ℓ
2
˘¸1{2 sgn pxqBˆx2; k ` 1
2
,
ℓ
2
˙
and
`
ε
“
wℓz
2k`1
‰˘ pxq “ 1
2
ˆ
R
t2k`1wℓ ptq sgn pt´ xq d t “
˜
ℓ!
2ℓΓ2
`
ℓ
2
˘¸1{2 1ˆ
|x|
t2k`1
`
1´ t2˘ ℓ2´1 d t
“ 1
2
˜
ℓ!
2ℓΓ2
`
ℓ
2
˘¸1{2 „Bˆk ` 1, ℓ
2
˙
´B
ˆ
x2; k ` 1, ℓ
2
˙
.
Using definitions of polynomials πj pzq together with the identity
B pt; p` 1, qq ´ p
p` qB pt; p, qq “ ´
tp p1´ tqq
p` q ,
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pε rwℓπ2ksq pzq “
$’’&’’%´
1
2
˜
ℓ!
2ℓΓ2
`
ℓ
2
˘¸1{2 sgn pxqBˆx2; k ` 1
2
,
ℓ
2
˙
, x P R,
i sgn pImzq z2k, z P CzR.
(5.1)
pε rwℓπ2k`1sq pzq “
$’’&’%
1
2k ` ℓ
˜
ℓ!
2ℓΓ2
`
ℓ
2
˘¸1{2 x2k `1´ x2˘ ℓ2 , x P R,
i sgn pImzq z2k`1, z P CzR.
(5.2)
Now we proceed with the calculation of the skew-product.
pπ2j , π2k`1qℓ “ pπ2j , π2k`1qℓR ` pπ2j , π2k`1qℓC .
For the real part we use (5.1) and (5.2) to write
pπ2j , π2k`1qℓR “
ℓ!
2ℓΓ2
`
ℓ
2
˘ 1ˆ
´1
x2j
`
1´ x2˘ ℓ2´1 x2k
2k ` ℓ
`
1´ x2˘ ℓ2 dx
` ℓ!
2ℓΓ2
`
ℓ
2
˘ 1ˆ
´1
1
2
ˆ
x2k`1 ´ 2k
2k ` ℓx
2k´1
˙`
1´ x2˘ ℓ2´1 sgn pxqBˆx2; j ` 1
2
,
ℓ
2
˙
dx.
The first integral is given by
Bpj`k` 12 ,ℓq
2k`ℓ , while for the second one we use the important obser-
vation
d
dx
´
x2k
`
1´ x2˘ ℓ2¯ “ ´p2k ` ℓqˆx2k`1 ´ 2k
2k ` ℓx
2k´1
˙`
1´ x2˘ ℓ2´1 .
Applying integration by parts to the second integral, we obtain
pπ2j , π2k`1qℓR “
ℓ!
2ℓΓ2
`
ℓ
2
˘ p2k ` ℓq
ˆ
B
ˆ
j ` k ` 1
2
, ℓ
˙
` 2
1ˆ
0
x2k`2j
`
1´ x2˘ℓ´1 dx˙
“ ℓ!
2ℓ´1Γ2
`
ℓ
2
˘ p2k ` ℓqB
ˆ
j ` k ` 1
2
, ℓ
˙
.
For the complex part of the skew-product and ℓ ě 2 symmetry of the integrand yields
pπ2j , π2k`1qℓC “ 2i
ℓ pℓ´ 1q
2π
ˆ
D
z2j
ˆ
z2k`1 ´ 2k
2k ` ℓz
2k´1
˙
sgn pImzq ˇˇw2ℓ pzqˇˇ d 2z.
One can check that
B
Bx px´ iyq
2k
´
1´ px´ iyq2
¯ ℓ
2 “ i BBy px´ iyq
2k
´
1´ px´ iyq2
¯ ℓ
2
“ ´p2k ` ℓqπ2k`1 px´ iyq
´
1´ px´ iyq2
¯ ℓ
2
´1
.
Using this, integration by parts with respect to x implies
pπ2j , π2k`1qℓC “
2i
2π p2k ` ℓq
ˆ
D
z2k
`
1´ z2˘ ℓ2 BBx ´z2j `1´ z2˘ ℓ2´1¯ sgn pImzq pwℓ pzqd 2z
` 2i
2π p2k ` ℓq
ˆ
D
z2k
`
1´ z2˘ ℓ2 z2j `1´ z2˘ ℓ2´1 sgn pImzq BBx pwℓ pzqd 2z, (5.3)
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where
pwℓ pzq “ ℓ pℓ´ 1q 1ˆ
2|Imz|
|1´z2|
`
1´ u2˘ ℓ´32 du.
Integration by parts with respect to y gives
pπ2j , π2k`1qℓC “´
2
2π p2k ` ℓq
ˆ
D
z2k
`
1´ z2˘ ℓ2 BBy ´z2j `1´ z2˘ ℓ2´1¯ sgn pImzq pwℓ pzqd 2z
´ 2
2π p2k ` ℓq
ˆ
D
z2k
`
1´ z2˘ ℓ2 z2j `1´ z2˘ ℓ2´1 BBy p sgn pImzq pwℓ pzqq d 2z
´ 4 ℓ pℓ´ 1q
2π p2k ` ℓq
1ˆ
´1
x2j`2k
`
1´ x2˘ℓ´1 1ˆ
0
`
1´ u2˘ ℓ´32 du. (5.4)
We now add together (5.3) and (5.4) to obtain twice the skew-product. When adding the first
terms of the above expressions, we note that the integrand can be written as F pzq
´
B
Bx ´ i BBy
¯
P pzq,
for some function F and a polynomial P . This obviously vanishes since
´
B
Bx ´ i BBy
¯
px` iyq “ 0.
The third term in (5.4) can be calculated explicitly, while the second terms of (5.3) and (5.4)
can be merged together to obtain
pπ2j , π2k`1qℓC “
1
2π p2k ` ℓq
ˆ
D
z2k
`
1´ z2˘ ℓ2 z2j `1´ z2˘ ℓ2´1ˆi BBx ´ BBy
˙
p sgn pImzq pwℓ pzqqd 2z
´ ℓ!
2ℓ´1Γ2
`
ℓ
2
˘ p2k ` ℓqB
ˆ
j ` k ` 1
2
, ℓ
˙
.
The former term coincides with pπ2j , π2k`1qℓR. For the first one we note
ˆ
i
B
Bx ´
B
By
˙
p sgn pImzq pwℓ pzqq “ 2ℓ pℓ´ 1q
´
1´ |z|2
¯ℓ´2
|1´ z2|ℓ
`
1´ z2˘ .
This yields
pπ2j , π2k`1qℓC “´ pπ2j , π2k`1qℓR `
2ℓ pℓ´ 1q
2π p2k ` ℓq
ˆ
D
z2kz2j
´
1´ |z|2
¯ℓ´2
d 2z
“´ pπ2j , π2k`1qℓR `
1`
2k`ℓ
ℓ
˘δk,j .
The derivation for ℓ “ 1 is even simpler and one should just put pwℓ pzq ” 1 for all z.
6 Auxiliary results used in Section 3
6.1 Proof of Lemma 3.1 and Lemma 3.4
Proof of Lemma 3.1. Assume by contradiction that there exists an n P N such that }Hn} “ 1.
Hence, there exists a ϕ P ℓ2pN0q with }ϕ}2 “ 1 such that xϕ,Hϕy “ 1. Since }H} “ 1 this
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implies that 1 is a boundary point of the numerical range of H but this implies 1 is a proper
eigenvalue [17]. This contradicts purely absolutely continuous spectrum of the operator H and
the assertion follows.
Proof of Lemma 3.4. The operator inequality Hm1ďεpHq ď εm´1H implies
Tr
`
1nH
m1ďεpHq1n
˘ ď εm´1Tr `1nH1n˘.
Hence, we obtain
ÿ
mPN
Tr
`
1nH
m1ďεpHq1n
˘
m
ď
ÿ
mPN
εm´1
m
Tr
`
1nH1ďεpHq1n
˘
ď 1
ε
logp1´ εqTr `1nHhεpHq˘,
where hε P Cpr0, 1sq is a continuous function such that 1ăε ď hε ď 1ă2ε. It follows from Lemma
3.2 that
lim sup
nÑ8
Tr
`
1nH
m1n
˘
logn
“ 1
π
8ˆ
0
sechm puπqdu.
From this and a Stone-Weierstraß argument we infer that
lim sup
nÑ8
Tr
`
1nHgpHq1n
˘
logn
“ 1
π
8ˆ
0
gpsech puπqq sech puπqdu
for all g P Cpr0, 1sq. Therefore, we obtain that
lim sup
nÑ8
Tr
`
1nHhεpHq
˘
logn
“ 1
π
8ˆ
0
hεpsech puπqq sech puπqdu
and from dominated convergence the assertion
lim sup
εÑ0
lim sup
nÑ8
Tr
`
1nHhεpHq
˘
logn
“ 0.
6.2 Proof of Lemma 3.6 and Lemma 3.7
Proof of Lemma 3.6. For x ą 0 and l P N0, we define
Flpxq :“
´1
4
¯
l
´1
2
¯
l
´3
4
¯
l
4F3
´
´ l, l` 1
2
, i
x
2
,´ix
2
;
1
4
,
1
2
,
3
4
; 1
¯
Then, it follows from [58, Eq. (2.5)] that we have the asymptotics
Flpxq “ p2πq3{2e´3ll3l
`
2|Apix{2q| cos `x log l ` argpApix{2q˘` l´1 rRl pxq ˘ (6.1)
as l Ñ8 with
sup
xPr0,Ms
sup
lPN0
ˇˇ rRl pxq ˇˇ ď rpMq
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for some constant rpMq depending onM . We recall |Apix{2q| “ coshpπxq1{2p2πq3{2 . On the other hand,
the asymptotics
e´3ll3l4l
l!
`
1
2
˘
2l
“ 1
2
?
π
?
l
`O
´ 1
l3{2
¯
(6.2)
holds as l Ñ8. To see this, we use that ` 1
2
˘
2l
“ Γp
1
2
` 2lq
Γp1
2
q and Stirling’s formula. This impies
e´3ll3l4l
l!
`
1
2
˘
2l
“ e
´2ll2l4l
?
π?
2πlΓp2l` 1
2
q
´ 1
1`Op1{lq
¯
. (6.3)
Now, the identity Γp2l ` 1
2
q “ p4lq!
?
π
42lp2lq! and Stirling’s formula give
(6.3) “ e
´2ll2l43l
?
4πlp2l{eq2l?
2πl
?
8πlp4l{eq4l
`
1`Op1{lq˘
“ 1
2
?
π
n4l?
ll4l
“ 1
2
?
π
?
l
`
1`Op1{lq˘.
This proves (6.2). Inserting (6.1) in (3.4), (6.2), gives the assertion.
Proof of Lemma 3.7. Using (3.5) and Lemma 3.6, we obtainÿ
mPN
1
m
Tr
`
1n1ąεpHqHm1n
˘
“´ 2
π
ˆ sech´1pεq
π
0
log
`
1´ sechpxπq˘
ˆ
´ n´1ÿ
l“0
1
l
cos2
`
x log l ` argpApix{2q˘` l´3{2Rˆlpxq¯dx,
where the error term satisfies suplPN0 |Rˆlpxq| ă rpεq. Since the latter is integrable and l´3{2Rˆlpxq
is summable in l, we obtain
lim sup
nÑ8
ř
mPN
1
m
Tr
`
1n1ąεpHqHm1n
˘
logn
“ lim sup
nÑ8
´ 2
π logn
ˆ sech´1pεq
π
0
log
`
1´ sechpxπq˘
ˆ
´ n´1ÿ
l“0
1
l
cos2
`
x log l ` argpApix{2q˘¯dx. (6.4)
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The identity
cos2
`
x log n` argpApix{2q˘ “ 1
2
` 1
2
cos p2x log lq cos p2 argApix{2qq
´ 1
2
sin p2x log lq sin p2 argApix{2qq
“: 1
2
` F px, lq (6.5)
and the asymptotics of the harmonic series yield
(6.4) ď´ 1
π
ˆ 8
0
logp1´ sechpxπqqdx
` lim sup
nÑ8
´2
π logn
ˆ sinh´1pεq
π
0
logp1´ sechpxπqq
n´1ÿ
l“1
1
l
F px, lqdx. (6.6)
We are left with estimating the second term. To do this, we split the latter integral further. For
fixed δ ą 0 let 0 ď gδ P C8c
`r0, sech´1pεq
π
s˘ and gδpxq “ 1 for all x P `δ, sech´1pεq ´ δ˘. Set
Gpxq :“ logp1´ sechpxπqq
n´1ÿ
l“1
1
l
F px, lq
and we split the latter integral in the following way
2
π
ˆ sinh´1pεq
π
0
Gpxqdx “ 2
π
ˆ sinh´1pεq
π
0
gδpxqGpxqdx ` 2
π
ˆ sinh´1pεq
π
0
p1 ´ gδpxqqGpxqdx. (6.7)
The function gδp ¨ q logp1 ´ sechpπ ¨ qqe2i argpApip¨q{2qq is smooth, compactly supported and expo-
nentially decaying for any fixed ε, δ ą 0. Hence, integration by parts implies that for any k P N
ˆ sinh´1pεq
π
0
gδpxq logp1´ sechpxπqqe˘2ipx log l`argpApix{2qqqdx “ Op1{plog lqkq (6.8)
as l Ñ8. Writing the sin and cos terms in F px, nq, see (6.5), in terms of exponentials and using
the latter with k “ 2, we obtain that
2
π
ˆ sinh´1pεq
π
0
gδpxqGpxqdx “ O
´ n´1ÿ
l“0
1
lplog lq2
¯
“ Op1q, (6.9)
as l Ñ8. For the second integral in (6.7), we note that
sup
xPp0,8q
sup
nPN0
|F pn, xq| ď 1.
Therefore, using the asymptotics of the harmonic series, we obtain as nÑ8
ˇˇˇ 2
π
ˆ sinh´1pεq
π
0
`
1´ gδpxq
˘
Gpxqdx
ˇˇˇ
ď logn
ˆ 8
0
ˇˇ`
1´ gδpxq
˘
logp1´ sechpxπqqˇˇdx`Op1q. (6.10)
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We obtain from (6.6), (6.7), (6.9) and (6.10) that for all δ ą 0
lim sup
nÑ8
ř
mPN
1
m
tr
`
1nH
m1ąεpHq1n
˘
logn
ď ´ 1
π
ˆ 8
0
logp1´ sechpxπqqdx
`
ˆ sech´1pεq
π
0
ˇˇ`
1´ gδpxq
˘
logp1´ sechpxπqqˇˇdx.
Taking the limit δ Ñ 0, the last term in the latter vanishes by dominated convergence using that
logp1 ´ sechp ¨πqq is integrable. This gives the assertion.
7 Open problems and conjectures
In this paper we derived an explicit expression (1.6) for the ”persistence” probability of trunca-
tions of random orthogonal matrices of size ℓ. In the case ℓ “ 1 we were also able to perform
an asymptotic analysis of this probability in (1.14). It is natural to ask what happens for ℓ ą 1
or even for ℓ growing with n. These questions have their own applications to the distribution of
roots of random, matrix valued, polynomials with coefficients given by Real Ginibre matrices of
size ℓ ˆ ℓ, see [23] for details. Looking at (1.6), one has to analyse the determinant of identity
minus a weighted Hankel matrix in the case of ℓ ą 1. We claim that the methods described in
this paper are also applicable to this case and a similar analysis using the results of [53], gives
Conjecture 7.1. Let ℓ be a fixed integer number and the ensemble of random matrices M2n be
defined as in Theorem 1.1. Then the corresponding persistence probability decays as
lim
nÑ8
log p
pℓq
2n
logn
“ ´2θ pℓq , with θ pℓq “ ´ 1
2π
8ˆ
0
log
˜
1´
ˇˇˇˇ
ˇΓ
`
ℓ
2
` ix˘
Γ
`
ℓ
2
˘ ˇˇˇˇˇ
2¸
dx. (7.1)
A rigorous proof of the above will be the content of a future work. So far we were not
successful in finding a closed form of the integral (7.1). However, we could rewrite the above in
terms of a random walk. More precisely, we obtain
Lemma 7.2. Let tξju8j“1 be a family of i.i.d. random variables having probability density func-
tion
ρℓ pxq “ 1
2B
`
ℓ
2
, 1
2
˘ sechℓ ´x
2
¯
,
and Sk “
kř
j“1
ξj be a random walk with corresponding steps. Let τ be the first hitting time of the
origin, then
θpℓq “ 1
4
P rSτ P d 0s ,
where by P rζ P d 0s we mean the probability density function of the random variable ζ evaluated
at the origin.
This lemma will also be proved in a future work. As discussed in the introduction, the persis-
tence probability of rank-one truncations of random orthogonal matrices has evident connections
to the persistence probability of sech correlated Gaussian Stationary Processes (GSP). The anal-
ysis of the corresponding GSP led us in [47] to the study of the related persistence problem for
the latter random walk with the parameter ℓ set to one. One may expect that for general ℓ ą 1
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there should be a connection of (7.1) to GSP with sechℓ
`
x
2
˘
correlated process. However, an
accurate comparison of our numerical results with the one found in [45] shows some mismatch.
Another intriguing and challenging question is to study the asymptotics of the persistence
problem for our ensemble of random matrices when the parameter ℓ is growing in n. Here
one would expect some phase transition from the weak non-orthogonality universality class,
corresponding to ℓ{n “ o p1q, to the Real Ginibre universality class when ℓ{nÑ 8 (compare to
Proposition 1.3). In full generality the problem is yet to be solved, but some partial results can
be already obtained given the above conjecture.
Conjecture 7.3. For large integers ℓ the decay exponent θpℓq behaves as
θ pℓq “ 1
4
c
ℓ
2π
ζ p3{2q p1` o p1qq , ℓÑ8. (7.2)
This can be either confirmed by an asymptotic analysis of the Gamma-function or by approx-
imating the random walk described above by a random walk with Gaussian N
`
0, 4
ℓ
˘
distributed
steps. By formally taking ℓ “ 2n, corresponding to a transition from singular to non-singular
measure in (2.3), one gets half of the corresponding result for the Real Ginibre ensemble (see,
[36, Thm. 1.1]). The factor one half originates from the fact that truncated orthogonal matrix
can not have eigenvalues outside the unit disk, but the Real Gibre random matrix can.
Apart from studying the probability of having no real eigenvalues for a random matrix, one
can also look at the probability p
pℓq
2n,2k of having 2k real eigenvalues. For k “ 2n we computed
this probability in Proposition 1.3. In the intermediate regime, 0 ă k ă 2n we expect that the
answer doesn’t change until the point when k changes from 0 to roughly the average number of
real roots, see similar results [36]. For k being of order of n, analogously to the result of [15],
we expect that the probability will decay exponentially in terms of n2 with some non-trivial
coefficient depending on a ratio k{n. For other values of k the problem seem very challenging
and technical.
A Volume of orthogonal group
Proposition A.1. Let A be a real number. Then
Im pAq “
ˆ
Rm
δ
`
~xT~x´ A˘ dx “ πm2 Am´22`
Γ
`
m
2
˘ , where x` “ max t0, xu .
Proof of Proposition A.1. For m “ 1 the statement is obvious. For m ě 2 we change to polar
coordinates The integral above is now equal to
Im pAq “
8ˆ
0
rm´1δ
`
r2 ´A˘ d r 2πˆ
0
dφm´1
m´2ź
j“1
πˆ
0
sinm´1´j φjdφj
“ 1
2
A
m´2
2
` 2π
m´2ź
j“1
B
ˆ
m´ j
2
,
1
2
˙
“ π
m
2 A
m´2
2
`
Γ
`
m
2
˘ .
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Proposition A.2. The volume of the orthogonal group O pNq is equal to
vN “
ˆ
RN
2
δ
`
OTO ´ IN
˘
dO “
Nź
j“1
πj{2
Γ
`
j
2
˘ ,
where dO is the flat Lebesgue measure on RN
2
.
Remark A.1. This is different to what was stated in [38].
Proof of Proposition A.2. We proof the statement by induction. For N “ 1 one can easily check
that ˆ
R
δ
`
x2 ´ 1˘dx “ 1.
Let now N “ k ` 1 and we split every matrix into blocks of the following form
Ok`1 “
ˆ
m ~bT
~c D
˙
,
where ~b,~c are k-dimensional column vectors and D is a k ˆ k real matrix. The corresponding
integral can now be written as
vk`1 “
ˆ
δ
`
m2 ` ~cT~c´ 1˘ δ ´m~bT ` ~cTD¯ δ ~´b~bT `DTD ´ Ik¯dmd~bd~cdD.
Integrating out ~b, we obtain
vk`1 “
ˆ
dmd~cdDδ
`
m2 ` ~cT~c´ 1˘ δˆDT ~c~cT
m2
D `DTD ´ Ik
˙
|m|´k .
Integration over D can be performed by using the induction hypothesis. We define
V “ Ik ` ~c~c
T
m2
,
which is a real symmetric, positive definite rank one perturbation of the identity with determinant
det V “ I ` ~cT~c
m2
. Changing variables with
D “ V ´1{2Dˆ,
one gets
vk`1 “
ˆ
δ
`
m2 ` ~cT~c´ 1˘ δ ´DˆT Dˆ ´ Ik¯ |m|´k det ´k{2V dmd~cd Dˆ
“ vk
ˆ
δ
`
m2 ` ~cT~c´ 1˘ `m2 ` ~cT~c˘´k{2 dmd~c
“ vk
ˆ
δ
`
m2 ` ~cT~c´ 1˘ dmd~c.
Finally, we integrate over ~c using Proposition A.1 and obtain
vk`1 “ vk π
k
2
Γ
`
k
2
˘ ˆ
R
dm
`
1´m2˘ k2´1
`
“ vk π
k
2
Γ
`
k
2
˘Bˆk
2
,
1
2
˙
“ vk π
k`1
2
Γ
`
k`1
2
˘ ,
and the statement follows.
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B Properties of Pfaffians and Proof of Proposition 2.4
The Pfaffian is an analogue of the determinant defined for skew-symmetric matrices of even size.
Let A “ taj,ku2nj,k“1 be a skew-symmetric matrix with entries aj,k “ ´ak,j , j, k “ 1, . . . , 2n. Then
its Pfaffian is defined by
Pf A “ 1
2nn!
ÿ
σPS2n
sgn pσq
nź
j“1
aσp2j´1qaσp2jq,
where the sum is taken over all permutations of elements p1, 2, . . . , 2nq. For skew-symmetric
matrices of odd size the Pfaffian is defined to be zero. The Pfaffian can be thought as a square
root of the determinant because of an identity
Pf 2A “ det A,
valid vor any skew-symmetric matrix. Below we also use another definition of the Pfaffian via inte-
gration over Grassmann (anticommuting) variables. Let pφ1, φ2, . . . , φj , . . .q and pψ1, ψ2, . . . , ψj , . . .q
be two families of anticommuting variables
φjφk “ ´φkφj , φjψk “ ´ψkφj , ψjψk “ ´ψkψj . (B.1)
Functions of Grassmann variables are defined by the corresponding Taylor series, which are
always finite because of Grassmann variables being nilpotent. The Berezin integral with respect
to these variables is formally defined using the identities
ˆ
dφj “
ˆ
dψj “ 0,
ˆ
dφjφj “
ˆ
dψjψj “ 1, (B.2)
and a multiple integral is defined to be a repeated one. Then for any matrix M of size nˆn one
can see that
ˆ
dφ1dψ1dφ2dψ2 . . . dφndψnexp
#
´
nÿ
j,k“1
Mj,kφjψk
+
“ detM.
The above follows from two simple observations: Expanding the exponential function and using
(B.1) and (B.2), one sees that the integral on the left is given by the coefficient in front of the
monomial φ1ψ1φ2ψ2 . . . φnψn. This term comes only from expanding
1
n!
´
´
nÿ
j,k“1
Mj,kφjψk
¯n
.
Analogously, one can also write the Pfaffian in terms of the Berezin integral. Let M be a
skew-symmetric matrix of size 2nˆ 2n, then the result reads
ˆ
dφ1 . . . dφ2nexp
#
´1
2
2nÿ
j,k“1
Mj,kφjφk
+
“ Pf M.
This also follows from finding the coefficient in front of the monomial φ1φ2 . . . φ2n that in its turn
comes from expanding
1
n!
´
´ 1
2
2nÿ
j,k“1
Mj,kφjφk
¯n
. For more information about Berezin integrals
and Grassmann variables we refer to [7] and about Pfaffians to [28].
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Proof of Proposition 2.4. Writing PfA as a Berezin integral over Grassmann variables, we obtain
Pf A “
ˆ
dψ0 . . . dψ2n´1exp
#
´1
2
2n´1ÿ
j,k“0
Aj,kψjψk
+
.
A has checkboard pattern, and therefore there are no terms in the exponent containing ψjψk
with even j´k. Let us split the Grassmann variables into two groups: with even and odd indexes
which do not ”interact”. Then
Pf A “
ˆ
dψ0 . . . dψ2n´1exp
#
´1
2
n´1ÿ
j,k“0
ψ2jψ2k´1 pA2j,2k´1 ´A2k´1,2jq
+
“
ˆ
dψ0 . . . dψ2n´1exp
#
´
n´1ÿ
j,k“0
ψ2jψ2k´1A2j,2k´1
+
“ detA1,
where we used determinant representation via Grassmann variables with A1 “ ta2i,2j`1un´1i,j“0.
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