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Résumé
Ce papier expose un système automatique de suivi et ca-
tégorisation en temps réel d’un nombre variable d’ob-
jets génériques. La configuration multi-objet est estimée
par un Filtre Particulaire par Chaîne de Markov (Markov
Chain Monte-Carlo Particle Filter ou MCMC PF). Ce sys-
tème a précédemment été validé sur du suivi de piétons, et
nous présentons ici des applications au suivi de plusieurs
classes de véhicules. Comme principale contribution, nous
proposons de mener conjointement la catégorisation et le
suivi au sein du Filtre Particulaire. Nous présentons égale-
ment une mesure de distance anisotrope entre véhicules,
basée sur leurs modèles géométriques 3D. Les résultats
sont présentés et discutés sur des séquences de suivi de vé-
hicules dans le trafic, impliquant différents types d’objets
tels que motos, voitures, camionnettes et poids lourds.
Mots Clef
Suivi Visuel Multi-Objets, Catégorisation, Filtre Particu-
laire MCMC, Temps Réel.
Abstract
This paper addresses real-time automatic visual tracking
and catégorisation of a variable number of generic objects.
Multi-object configuration is estimated through a Markov
Chain Monte-Carlo Particle Filter (MCMC PF). As the
system yet is validated for pedestrian tracking, we demons-
trate its ability to track multiple classes of vehicles in traf-
fic. As a main contribution, this paper proposes to jointly
track and categorize objects within the filter as a single
processing step. This paper also addresses a vehicle aniso-
tropic distance measurement based on 3D geometric mo-
del. Real time tracking results are shown and discussed on
road sequences involving various types of vehicles such as
motorcycles, cars, light trucks and heavy trucks.
Keywords
Multi-Object Visual Tacking, Object Categorization, Par-
ticle Filter, MCMC, Real Time.
1 Introduction
Le suivi visuel en temps réel d’un nombre variable d’ob-
jets est d’un grand intérêt pour de nombreuses applications
telles que la surveillance et l’analyse comportementale de
personnes, d’animaux ou de véhicules... Dans le domaine
des Véhicules Intelligents, la surveillance du trafic est de-
mandée par les applications d’assistance à la conduite et
d’anticollision [9]. Dans les Systèmes de Transport Intelli-
gents, le suivi visuel est d’un grand intérêt pour mesurer les
flux de véhicules aux intersections, dans le but d’améliorer
l’efficacité des transports urbains et routiers [2].
Nous avons choisi la vision pour sa grande étendue de
mesure et ses faibles coûts et contraintes d’installation,
mais la méthode présentée ci-dessous permet la fusion
avec d’autres capteurs. Dans le système de suivi présenté
ci-dessous, les objets (véhicules ou piétons) sont modéli-
sés par des parallélépipèdes. Le suivi monoculaire d’une
voiture a été réalisé en 1993 [11] et de nombreux tra-
vaux ont ensuite été publiés. Les occultations causées par
la faible élévation de la caméra doivent être modélisées
[8]. En outre, dans les scènes réelles de circulation coha-
bitent différentes catégories d’usagers de dimensions très
différentes, tels que camions, camionnettes, voitures, mo-
tocycles, cycles et piétons. Le système doit aussi modéliser
ces cibles de tailles très différentes.
Les Filtres Particulaires appartiennent aux méthodes de
Monte-Carlo, plus précisément à la classe des filtres Baye-
siens récursifs, et leur usage est très répandu dans le
domaine du suivi d’objets, parce qu’ils gèrent les non-
linéarités et multi-modalités induites par les occultations et
les arrière-plans désordonnés. La clé de voûte des Filtres
Particulaires est le choix judicieux des échantillons (les
"particules") au fil du temps. Comme l’état du système
évolue au cours du temps, les échantillons doivent être
déplacés vers les régions de l’espace d’état les plus por-
teuses d’information. C’est la méthode séquentielle de ré-
échantillonnage adaptatif connue sous le nom de l’algo-
rithme SIR (Sequential Importance Resampling) [12]. Un
suivi monoculaire multi-objet basé sur le SIR a été proposé
[7], et de nombreux autres ouvrages ont suivi. L’inconvé-
nient du SIR, montré par de nombreux auteurs [7, 16], est
qu’il est inefficace dans les espaces d’état de grande di-
mension, car le nombre de particules requises croît en ex-
ponentielle de la dimension de l’espace d’état. Ainsi, un
Filtre Particulaire SIR ne peut suivre plus de 2 ou 3 objets.
Le Filtre Particulaire partitionné [13] a été proposé pour
surmonter cette limitation, mais il n’échantillonne pas
équitablement les objets [16]. Une approche hors ligne
non-séquentielle, quand le temps réel n’est pas nécessaire,
fait appel à une chaîne de Markov pour explorer l’espace
des trajectoires d’objets sur toute une séquence [18].
Pour le suivi en temps réel, les Filtres Particulaires par
Chaine de Markov (MCMC PF) ont démontré leur effi-
cacité, permettant de suivre 2 à 4 piétons[16]. Plus d’ob-
jets (jusqu’à 20 fourmis) [10] ont été suivis avec succès
dans un cas où on évite les occultations (vue du dessus de
fourmis marchant sur un sol plan). Nous associons cette
méthode avec une fonction d’observation présentée dans
[1], permettant de suivre les objets sur de grandes étendues
de mesure, et de gérer leurs occultations. Après segmenta-
tion binaire de l’image en pixels d’arrière-plan et en pixels
d’avant plan, le Filtre Particulaire propose, évalue, et pro-
page des configurations multi-objets candidates. L’évalua-
tion est basée sur la coïncidence des projection des modèles
géométriques 3D des objets, avec les pixels d’avant-plan.
Le suivi de véhicules dans le trafic réel présente une diffi-
culté supplémentaire : plusieurs catégories de géométrie et
de dynamiques très différentes coexistent, telles que motos,
voitures, poids-lourds... Une première réponse à ce pro-
blème, opérant avec un unique modèle géométrique d’ob-
jet, consiste à appliquer aux formes des objets candidats
une forte dynamique, afin de les adapter aux formes des
objets cibles. Cette approche est inopérante car elle ne peut
empêcher plusieurs objets candidats de petite taille d’ex-
pliquer un objet cible de grande taille. Une stratégie en
deux étapes - suivi puis catégorisation - est donc inadap-
tée. Nous intégrons donc la catégorisation au sein du filtre,
la traitant en variable aléatoire comme les autre variables
d’état de l’objet. Cette approche présente en outre la possi-
bilité de générer des prédictions dynamiques spécifiques à
chaque catégorie d’objet. Le suivi d’un objet par Filtre Par-
ticulaire intégrant plusieurs dynamiques a été proposé par
[6], et appliqué au suivi d’un objet obéissant à des dyna-
miques très hétérogènes (rebond d’une balle), ou à la caté-
gorisation d’actions d’un même objet (une main au repos,
dessinant, ou coloriant). Nous l’appliquons ici à la catégo-
risation des objets.
Ce papier est organisé ainsi : en section 2, nous étendons la
méthode MCMC PF pour suivre et catégoriser simultané-
ment un nombre variable d’objets génériques. La fonction
d’observation est décrite en section 3, avec un accent sur
les interactions entre objets. Le système ayant été précé-
demment validé sur du suivi de piétons, les résultats expé-
rimentaux présentés et discutés en section 4 sont focalisés
sur du suivi de véhicules.
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FIGURE 1 – Modèles géométriques d’une voiture, d’un ca-
mion semi-remorque et d’un piéton par 2 parallélépipèdes.
2 Suivi multi-objet par MCMC PF
Le suivi d’objets consiste à estimer leur configuration, ou
état noté Xt à chaque instant t. Notons p(Xt|Z1:t) la den-
sité de probabilité a posteriori que le système soit dans
l’état Xt à l’instant t, connaissant la séquence d’observa-
tions Z1:t. Les Filtres Particulaires propagent un nombre
N de particules, pour approximer p(Xt|Z1:t) comme une
somme de distributions de Dirac, telles que : p(Xt|Z1:t) ≈
1
N
∑N
n=1 δ(Xt − X
n
t ) où X
n
t est le n-ième échantillon
d’état, ou particule, à l’instant t. Les Filtres Particulaires
par Chaine de Markov génèrent ces échantillons itérative-
ment par un processus Markovien d’ordre 1.
2.1 Espace d’état
En suivi d’objets, l’état encode la configuration des objets
perceptibles : Xnt = {I
n
t ,x
j,n
t }, j ∈ {1, ..., I
n
t }, où I
n
t
est le nombre d’objets proposés par l’hypothèse n à l’ins-
tant t, n ∈ {1, ..., N} où N est le nombre de particules,
et x
j,n
t est un vecteur encodant l’état de l’objet j, tel que
x
j,n
t = {c
j,n
t ,p
j,n
t ,v
j,n
t ,a
j,n
t , s
j,n
t }. La catégorie de l’ob-
jet j à l’itération n est définie par cj,nt , une variable alétoire
discrète dont l’état peut prendre l’une des valeurs d’un sous
ensemble de C={piéton, moto, voiture, camionnette, poids
lourd}. Le sol est supposé plan. Ainsi la position absolue
de l’objet j de la particule n au temps t, est définie par
p
j,n
t = (x
j,n
t , y
j,n
t , ψ
j,n
t ), où x
j,n
t et y
j,n
t est la position ab-
solue du centre de gravité et ψj,nt est l’angle de cap. La vi-
tesse absolue de l’objet est v
j,n
t , un vecteur décrit par son
intensité et son orientation. La forme de l’objet peut être
modélisée par un nombre choisi de parallélépipèdes défi-
nis par des dimensions et positions relatives. La figure 1
représente la modélisation géométrique d’une voiture, d’un
camion semi-remorque et d’un piéton par l’union de deux
parallélépipèdes. Nous choisissons une modélisation plus
simple, par un seul parallélépipède. Ainsi s
j,n
t regroupe la
longueur, la largeur et la hauteur de l’objet. Dans le cas
d’un véhicule, la commande du conducteur au temps t est
définie par a
j,n
t = {α
j,n
t , γ
j,n
t }, où α
j,n
t , est l’angle de bra-
quage et γj,nt , l’accélération longitudinale.
2.2 Dynamique des objets
Afin d’améliorer l’efficacité du suivi, nous limitons l’es-
pace d’état à l’étendue que peuvent physiquement atteindre
les objets suivis. A cette fin, chaque objet est contrôlé par le
X
n
X
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FIGURE 2 – Une itération du filtre MCMC PF produit une
proposition X∗, qui ser acceptée comme prochaine itéra-
tion Xn avec la probabilité α. Si elle est rejetée alors on
duplique la précédente : Xn = Xn−1. Le taux d’accepta-
tion α est calculé à partir de pi∗, vraisemblance de X∗, et
de pin−1, vraisemblance deXn−1.
modèle dynamique correspondant à sa catégorie. Si l’objet
est supposé être un piéton, sa dynamique est décrite par les
equations (1) et (2) :
xj,nt = x
j,n
t−1 + T.v
n
t−1. cos
(
ψj,nt−1
)
, (1)
yj,nt = y
j,n
t−1 + T.v
j,n
t−1. sin
(
ψj,nt−1
)
, (2)
où vnt−1,i est la norme de la vitesse de l’objet au temps t−1,
et T est la fréquence d’acquisition vidéo. Si l’objet est sup-
posé être un véhicule, sa dynamique obéit également aux
equations (1) et (2), et à deux équations supplémentaires
modélisant le roulement sans glissement d’un véhicule à
roues avant directrices, connu sous le nom de modèle bi-
cycle [3, 4]. Les équations (3) et (4) modélisent respecti-
vement la dynamique longitudinale et transversale du vé-
hicule d’empattement L :
vj,nt = v
j,n
t−1 + T.γ
j,n
t−1, (3)
ψj,nt = ψ
j,n
t−1 + T.v
j,n
t−1. tan
(
αj,nt−1
)
/L, (4)
2.3 Suivi multi-objet par MCMC PF
Le suivi d’un nombre variable d’objets par Filtre Particu-
laire MCMC introduit et décrit dans [10], est basé sur la
règle d’acceptation de Metropolis-Hastings [14]. Notre im-
plémentation, détaillée dans [1], suit jusqu’à 12 véhicules
ou piétons au temps réel vidéo (25 images par seconde).
La figure 2 détaille la transition markovienne de la parti-
cule Xn−1 à la particule Xn. Le point clé de la méthode
est le choix de propositions de changement d’état margina-
lisées : la transition de la particule X à la suivante X∗, est
conditionnée par la densité de proposition q(X∗|X), chan-
geant toutes les dimensions d’un seul objet à la fois (choisi
au hasard), les autres objets restant inchangés.
2.4 Nombre variable d’objets
Pour permettre aux objets d’entrer et sortir de la scène, les
auteurs ont présenté le RJMCMC (Reversible Jump Mar-
kov Chain Monte Carlo) [5]. Comme le nombre d’objets
visibles peut changer, la dimension de l’espace d’état peut
aussi changer, l’état peut "sauter" d’un sous espace d’état
vers un autre sous espace d’état de plus grande ou plus pe-
tite dimension si un nouvel objet entre ou si un objet quitte
TABLE 1 – dimensions des objets
categorie longueur largeur hauteur
(m) (m) (m)
piéton 0.25 à 0.4 0.3 à 0.5 1.4 à 1.9
moto 1.5 à 1.8 0.4 à 0.6 1.2 à 1.5
voiture 3.5 à 5.0 1.4 à 2 1.2 à 1.9
camionnette 6.0 à 8.0 2 à 2.3 2.6 à 3.4
poids lourd 12.0 à 18.0 2.5 à 2.6 3.5 à 4.2
la scène. Pour empêcher la chaîne de recherche de se blo-
quer dans un minimum local, les sauts entre les sous-espace
doivent être réversibles. Pour cette raison, les auteurs ont
proposé la paire de mouvements discrets réversibles {en-
trée, sortie} [10, 16].
2.5 Mouvements proposés
Entrée : propose une nouvelle configuration jointe X∗ =
{Xn−1,xIn−1+1}, ajoutant un nouvel objet xIn−1+1 à
la précédente configuration jointe Xn−1, où In−1 est le
nombre d’objets porté par Xn−1. On donne à l’objet en-
trant une vitalité initiale et des dimensions a priori confor-
mément à la table 1. Le processus de recherche "saute" vers
un sous-espace de plus grande dimension.
Sortie : le mouvement inverse propose l’exclusion de l’ob-
jet j de Xn−1 : propose X∗ = {Xn−1 \ xj,n−1}, j ∈
{1, ..., In}, où In est le nombre d’objets dans l’hypothèse
Xn−1, et {s \ e} est l’ensemble s privé de l’élément e. Le
processus de recherche "saute" vers un sous-espace de plus
petite dimension.
Mise à jour objet : dans ce mouvement, on tire au hasard
un objet j de la particule Xn−1t à mettre à jour. On tire au
hasard dans la chaîne précédente {Xnt−1}
N
n=1 une particule
Xrt−1, r ∈ {1, ..., N}, qui contient une instance de l’objet
j à t− 1 notée xj,rt−1. On prédit tout d’abord sa catégorie c
∗
selon la loi suivante :
P (c∗ = i|cj,rt−1 = j) = Θij , (5)
où Θij est la probabilité de transition de la catégorie i à
la catégorie j. Les catégories sont classées par ordre crois-
sant de taille. Par exemple si C={moto, voiture, camion-
nette, poids lourd}, c = 1 pour une moto, etc... La matrice
de probabilités de transitions Θ n’autorise que le passage
vers les catégories les plus proches en termes de dimen-
sions. Avec l’exemple précédent où |C| = 4, Θ est définie
par (6), où tc est la probabilité de transition vers une des
catégories les plus proches en termes de dimensions.
Θ =


1− 2.tc 2.tc 0 0
tc 1− 2.tc tc 0
0 tc 1− 2.tc tc
0 0 2.tc 1− 2.tc

 (6)
Si c∗ propose que l’objet j soit un véhicule, on tire une
TABLE 2 – Empattement des véhicules et écarts-types des
commandes conducteur.
categorie empattement écart type écart type
véhicule L (m) accelération braquage
σl (m.s
−2) σa (deg)
moto 1.2 4 2
voiture 2.5 4 2
camionnette 4.5 2 2
poids lourd 10 1 1
proposition de commande du conducteur, selon (7) :
q(a∗|aj,rt−1) = N
(
0, diag
([
σ2l , σ
2
a
]))
, (7)
où σl est l’écart-type des accélérations longitudinales prati-
quées par les conducteurs, σa est l’écart-type des angles de
braquage pratiqués par les conducteurs. Les équations du
bicycle 3 et 4 sont alors appliquées à l’objet j pour mettre
à jour sa vitesse et son angle de lacet. Les commandes pra-
tiquées par les conducteurs dépendent de la catégorie de
véhicule proposée, et sont données tableau 2. Si c∗ propose
que l’objet j soit un piéton, on tire une proposition de vi-
tesse selon (8), où σm et σa sont les écarts types respectifs
de norme et d’orientation de la vitesse.
q(v∗|vj,rt−1) = N (v
j,r
t−1, diag
([
σ2m, σ
2
a
])
) (8)
Dans tous les cas, on applique enfin les équations de la dy-
namique (1) et (2) pour mettre à jour la position p
j,n
t de
l’objet j. La forme de l’objet est mise à jour selon (9) :
q(s∗|sj,rt−1) = N (s
j,r
t−1, σ
2
sI3), (9)
où σs est l’écart type de forme. La vitalité de l’objet j est
mise à jour de façon incrémentale, l’incrément étant cal-
culé à chaque itération en fonction de la vraisemblance de
l’observation selon chaque objet.
2.6 Suivi et Catégorisation Joints
L’interêt de mener le suivi et la catégorisation conjointe-
ment au sein du MCMC PF est double. Il permet d’une
part de maintenir et propager des hypothèses appartenant
à différentes catégories, celle-ci étant traitée comme une
variable aléatoire (discrète) au même titre que les autres
attributs (continus) de l’objet. Il permet d’autre part de gé-
nérer des prédictions dynamiques spécifiques à chaque ca-
tégorie d’objet, permettant à la dynamique temporelle des
objets de contribuer à leur catégorisation au même titre
que leur géométrie. Cela est d’autant plus bénéfique que
les objets ont des dynamiques différentes, telles que poids
lourd/voiture sur route sinueuse, et surtout dans le cas où le
modèle géométrique n’est pas suffisamment discriminant
(piéton/cycliste).
3 Fonctions de vraisemblance
Pour chaque particule proposée X∗, la vraisemblance glo-
bale est calculée à partir de pi∗fore, vraisemblance de l’avant
plan, et de pi∗inter, vraisemblance d’interaction inter objets :
pi∗ = pi∗fore.pi
∗
inter (10)
3.1 Vraisemblance d’avant plan
La fonction de vraisemblance de l’avant plan exprime la
vraisemblance de la segmentation binaire arrière plan/avant
plan, connaissant la particule proposée X∗. A partir de
l’image courante (figure 3-a), et d’un modèle de fond (fi-
gure 3-b), une image binaire d’avant plan IF (g) est cal-
culée (figure 3-d), par l’algorithme Σ − ∆ [15]. Cet al-
gorithme calcule efficacement en ligne une approximation
de la médiane et de la variance temporelles de l’image de
fond. Les deux sont remises à jour à chaque image, ce qui
permet de faire face aux changements d’illumination et aux
bruits pour un faible coût de calcul. D’autre part, on cal-
cule pour chaque particule X une image binaire du type
de la figure 3-(c), notée IM (X, g), où le pixel g vaut 1 s’il
est à l’intérieur d’au moins une des enveloppes convexes
des projections des parallélépipèdes d’objets de la particule
dans l’image, sinon 0. On calcule enfin l’image de simila-
rité IS(X, g), selon (11) :
IS(X, g) =
{
1 si IF (g) = IM (X, g)
0 sinon
∀g ∈ {1, ..., G}.
(11)
Les caméras de surveillance routière ne sont pas toujours
placées en un point très élevé, ce qui cause de fortes occul-
tations entre objets. En conséquence, la fonction de vrai-
semblance doit comparer équitablement les objets, qu’ils
soient occultés ou non. De plus, la grande étendue de me-
sure (plusieurs centaines de mètres) provoque des varia-
tions considérable de la surface apparente des objets du
fait de la projection. Nous avons proposé dans [1] un cal-
cul de pi∗fore compatible avec ces contraintes. Il dépend de
la surface de l’objet, et est basé sur IS(X, g), assurant à
l’algorithme de Metropolis-Hastings un taux d’acceptation
constant, independamment de la surface de l’objet.
3.2 Vraisemblance d’interaction
Comme la fonction de vraisemblance d’avant plan per-
met à un objet totalement occulté de survivre, nous de-
vons l’empêcher de rester "caché" derrière un autre objet.
Pour modéliser le fait que les objets se déplacent habituel-
lement à distance les uns des autres, [10] affecte les den-
sités de proposition de mouvements d’objets d’un poten-
tiel d’interaction isotrope, basé sur la distance inter-objets.
Pour suivre des personnes, [17] remplace ce potentiel par
un potentiel anisotrope, basé sur la distance de Mahalano-
bis entre objets. Nous adoptons cette distance anisotrope,
indispensable en suivi de véhicule, car leur longueur est
beaucoup plus importantes que leur largeur (environ 8 fois
pour les poids lourds). Cependant nous ne l’utilisons pas
comme potentiel de proposition de mouvements d’objets,
(a) (b)
(c) (d)
(e) (f)
FIGURE 3 – Segmentation arrière plan/avant plan et images
des résidus. (a) : images couleur avec les objets en rouge.
Pour des raisons de lisibilité, les projections des objets
sont approximées par des rectangles. (b) : modèle de fond.
(c) : image binaire hypothèse. (d) : image binaire d’avant-
plan. (e) : image binaire de "faux avant plan", pixels cou-
verts par la projection d’au moins un objet, mais classés
comme arrière-plan. (f) : image binaire de "faux arrière
plan", pixels non couverts par la projection d’aucun objet
hypothèse, mais classifiés comme avant-plan.
afin de maintenir des propositions marginalisées objet par
objet. Nous la faisons donc intervenir au stade du calcul
de vraisemblance. La distance entre les centres de gra-
vité de deux véhicules roulant côte à côte sur deux voies
voisines est d’environ 3 mètres, tandis que la même dis-
tance entre deux véhicules roulant l’un derrière l’autre sur
la même voie est matériellement impossible. En outre, l’in-
teraction entre les deux véhicules dépendra de leurs dimen-
sions. Pour être compatible avec ces deux conditions, le
calcul de vraisemblance d’interaction pi∗inter est basé sur la
distance anisotrope entre chaque paire de véhicules, défi-
nie comme la distance de Mahalanobis entre deux distribu-
tions gaussiennes bidimensionnelles approximant chaque
véhicule (chaque matrice de covariance est constituée des
moments de masse d’ordre deux du véhicule) :
dij = (∆
T
ij .(Ci.Cj)
−1.∆ij)
1/2 (12)
où∆ij est le vecteur de différence de position des vehicles
i et j, Ci et Cj leurs matrices de covariance respectives. La
sigmoïde (13), génère alors des vraisemnblances tendant
vers 1 pour les objets lointains et vers 0 pour les distances
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Mahalanobis distance
In
te
ra
c
ti
o
n
 L
ik
e
li
h
o
o
d
d=1
d=2
d=3
FIGURE 4 – Fonction sigmoïde définissant la probabi-
lité d’interaction à partir de la distance anisotrope inter-
véhicule d. Quelques configurations de véhicules corres-
pondant à trois valeurs de d, sont dessinées dans le cas de
deux véhicules. Le véhicule bleu est nettement plus grand
que le vert pour montrer l’indépendance de la distance à
la taille du véhicule. d vaut 1 si les deux véhicules sont en
contact, quelles que soient leurs faces en contact et leurs
dimensions respectives. La sigmoïde est tracée pour les va-
leurs choisies k = 20 et ds = 2, qui correspond à l’ima-
gette en haut à gauche, permettant à deux véhicules de rou-
ler côte à côte sur deux voies adjacentes, tout en pénalisant
les configurations trop proches (imagette en bas à gauche).
inter-objets ne respectant pas les contraintes matérielles.
piij =
(
1 + e−ks.(dij−ds)
)
−1
, (13)
où ds est la distance "seuil" et ks un coefficient permet-
tant d’ajuster la pente de la sigmoïde autour de ds. Nous
choisissons ds = 2 et ks = 20 dans nos expérimentations,
comme représenté sur la figure 4. La vraisemblance d’in-
teraction de la particuleX contenant O objets vaut alors :
pi∗inter =
O∏
i=1
O∏
j=i+1
piij (14)
3.3 Propositions guidées par l’observation
En plus de l’image de similarité décrite en section 3.1, deux
images résiduelles sont calculées pour chaque particule,
utilisées pour guider les propositions entrée et sortie. Les
propositions d’entrée sont guidées par le taux de "faux ar-
rière plan" (Figure. 3-f), taux de pixels non couverts par
aucun des objets de la particule mais classifiés avant-plan
par la segmentation fond-forme. En l’occurence, la parti-
cule courante est une hypothèse à trois objets, laissant un
amas important sur l’image de "faux arrière plan" (Figure.
3-f). Cet amas sera utilisé pour proposer l’entrée d’un 4e
objet. Les propositions de sortie de l’objet j sont guidées
par sa vitalité, une variable continue incrémentée ou dé-
crémentée à chaque itération en fonction du taux de "faux
avant plan" (Figure 3-e), c’est à dire le taux de pixels conte-
nus dans l’enveloppe convexe de la projection de l’objet
j, mais classifiés comme avant-plan par la segmentation
fond-forme. Ce processus de mise à jour itérative de la vi-
talité maintient la cohérence temporelle de la présence et
de l’identité des objets suivis : les propositions de sortie de
l’objet j augmentent quand sa vitalité baisse, c’est à dire
quand celui-ci a été mal extrait de l’arrière-plan depuis plu-
sieurs images.
4 Expérimentations et resultats
Ce système de suivi et catégorisation multi-objets a été
conçu pour être aussi générique que possible, utilisant aussi
peu d’a prioris que possible. Les expériences présentées ci-
après ont été menées sur différents scenarios, impliquant
des motos, véhicules légers, des camionnettes et poids
lourds. Le respect du temps réel vidéo (25 images par se-
conde sur des images 480x640) par l’algorithme a été dé-
montré dans [1], en utilisant la bibliothèque NT 2 C++ 1
sous Linux sur un PC bi-processeur 3GHz Intel E6850,
avec 3,25Go de RAM.
Dans les mêmes conditions, les expériences ci-dessous
visent à évaluer la capacité de suivi de plusieurs véhicules
appartenant à diverses catégories. Le suivi a été mené sur
trois scenarios. Le premier vise à évaluer la précision du
suivi de trajectoire. Le véhicule (une moto) est équipé d’un
GPS RTK (précision centimétrique) pour fournir une vé-
rité terrain. Une caméra couleur 480x640 vise l’entrée de
courbe, et une autre la sortie de courbe, comme indiqué
sur la Fig. 5. Le second scénario est une route sinueuse
sur laquelle circulent voitures, motos et camions. Le troi-
sième scénario est la sortie d’une barrière de péage d’au-
toroute, avec des véhicules légers, des camionnettes et des
poids lourds, capturé avec une webcam de faible résolution
(320x240), faible fréquence (15 images par seconde) (voir
figure 6). Sur ces deux figures, les fines lignes noires dé-
finissent les limites de la zone de suivi. Lorsqu’un nouvel
objet entre dans ce domaine, il est étiqueté avec un identi-
fiant unique, et la projection de son estimation est tracée.
4.1 Précision du suivi
L’acquisition vidéo et la vérité terrain par GPS centimè-
trique ont été réalisées par le LCPC 2. Le suivi a été répété
10 fois sur chacune des 4 séquences. La moyenne et la va-
riance de l’erreur d’estimation de trajectoire par rapport au
GPS sont indiquées dans le tableau 3. L’erreur est beau-
coup plus élevée pour les séquences d’entrée courbe que
pour les séquences de sortie de courbe. Les causes sont :
– l’initialisation est beaucoup plus précise pour les objets
proches de la caméra,
– l’ombre de la moto biaise nettement plus la position sur
les séquences d’entrée, du fait de la position du soleil.
Pour l’analyse des trajectoires de véhicules, l’objectif est
une précision d’environ 20 cm sur la position du véhicule.
Nos résultats répondent à cette exigence sur les séquences
de sortie de courbe. Mais l’erreur des séquences d’entrée
1. http ://nt2.sourceforge.net
2. www.lcpc.fr
FIGURE 5 – Gauche : entrée de courbe. Droite : sortie de
courbe. Enveloppe estimée et trajectoire de la moto. Haut :
images couleur. Bas : images binaires d’avant-plan.
TABLE 3 – Erreur moyenne de position par rapport à la
mesure GPS
séquence moyenne (m) écart-type (m)
entrée de courbe 0.99 0.067
sortie de courbe 0.15 0.039
est beaucoup trop élevée. En conséquence, pour obtenir la
précision de 20 cm, nous aurons à modéliser l’ombre des
objets suivis dans nos prochains travaux. En outre, dans ces
expériences, le roulis (la rotation autour de l’axe longitudi-
nal) de la moto n’est pas modélisé. Il faudrait l’ajouter à
l’espace d’état et le prendre en compte dans un modèle dy-
namique de moto plus réaliste. Le processus d’initialisation
d’objet peut également être amélioré.
4.2 Suivi et catégorisation sur autoroute
Pour évaluer la performance, le suivi des véhicules a été
mené sur une séquence de 13.500 images (15 minutes à 15
images par seconde), impliquant 439 véhicules appartenant
à 3 catégories : 330 véhicules légers, 58 camionnettes et 51
poids lourds. La scène, située après une barrière de péage,
est illustré sur la Figure 6, avec zone de suivi de 180 x 18
mètres tracée en lignes noires. On a choisi des conditions
de circulation moyennes, ainsi que des conditions météo
nuageuses, pour minimiser les ombres portées. Un véhicule
est considéré comme correctement suivi si :
– est suivi sur au moins 75% de la zone de suivi,
– erreur d’estimation de position inférieure à 2 mètres.
La vérité terrain (suivi et catégorisation) a été établie ma-
nuellement. Le système est testé dans trois configurations :
– Deux catégories, distance inter-objet anisotrope,
– Trois catégories, distance inter-objet anisotrope,
– Trois catégories, distance inter-objet isotrope.
FIGURE 6 – Enveloppe estimée et trajectoire de camions et
voitures sur autoroute (la zone de suivi est délimitée par les
lignes noires).
TABLE 4 – Suivi et catégorisation en 2 categories sur auto-
route. Distance inter-vehicle anisotrope.
voiture camionnette poids total
lourds
Vérité 330 58 51 439
Suivis 304 52 50 406
(92%) (90%) (98%) (92%)
Classifiés 302 X 39 341
(91%) X (76%) (78%)
Fantômes 53 X 5 58
(16%) X (10%) (13%)
Deux catégories de véhicules avec distance anisotrope :
Véhicules légers et poids lourds. Les résultats du tableau
4 montrent de bons résultats en suivi, tandis que plus de
20 % des véhicules sont mal catégorisés. Cela est principa-
lement dû à l’absence de classe de véhicules moyens (ca-
mionnettes). La dernière ligne du tableau met en évidence
un nombre élevé de véhicules "fantômes" la classe des ca-
mionnettes étant inactive, le système entretient des hypo-
thèses tentant d’expliquer la silhouette d’une camionnette
par deux silhouettes de voitures.
Trois catégories de véhicules avec distance anisotrope :
Véhicules légers, camionnettes et poids lourds. Les résul-
tats du tableau 5 montrent que l’activation de trois mo-
dèles de véhicules améliore nettement les performances de
suivi et de catégorisation, les particules expliquant mieux
l’avant-plan. En conséquence, les véhicules "fantômes" ap-
paraissent moins fréquemment (dernière ligne du tableau).
Trois catégories de véhicules avec distance isotrope :
Véhicules légers, camionnettes et poids lourds. Nous avons
choisi comme distance isotrope la distance euclidienne
entre les centres de gravité des véhicules avec ds = 3 mètres
(la largeur d’une voie). Les résultats du tableau 6 montrent
TABLE 5 – Suivi et catégorisation en 3 categories sur auto-
route. Distance inter-vehicle anisotrope.
voiture camionnette poids total
lourds
Vérité 330 58 51 439
Suivis 318 58 51 427
(96%) (100%) (100%) (97%)
Classifiés 315 30 51 396
(95%) (52%) (100%) (90%)
Fantômes 27 2 0 29
(8%) (3.5%) 0 (6%)
TABLE 6 – Suivi et catégorisation en 3 categories sur auto-
route. Distance inter-vehicle isotrope.
voiture camionnette poids total
lourds
Vérité 330 58 51 439
Suivis 320 58 51 429
(97%) (100%) (100%) (98%)
Classifiés 320 34 47 401
(97%) (57%) (92%) (91%)
fantômes 31 20 4 55
(9%) (34%) (8%) (12%)
que cette distance génère beaucoup plus de véhicules "fan-
tômes", en particulier sur les camions. Malgré une très lé-
gère amélioration du suivi des cibles et de leur catégorisa-
tion, en raison de la diminution des contraintes de suivi, ces
résultats montrent que notre distance anisotrope est plus ef-
ficace pour la modélisation des interactions entre véhicules.
4.3 Suivi et catégorisation sur route sinueuse
Les expériences sur route sinueuse visent à montrer que
l’algorithme peut traiter tout type de séquence routière,
sans aucune adaptation ad-hoc des modèles dynamique des
véhicules. Le suivi des véhicules a été menée sur une sé-
quence de 5.500 images (480x640 enregistré à 25 images
par seconde), impliquant 37 véhicules : 20 véhicules lé-
gers, 15 motos et 2 camionnettes. La scène est illustrée sur
la Fig. 7 , les lignes noires délimitant la zone de suivi de
160 x 6 mètres. Sur cette séquence, 100% des véhicules
ont été correctement suivis et classés.
5 Conclusion et perspectives
Nous avons proposé un cadre unifié pour suivre et catégori-
ser simultanément plusieurs véhicules appartenant à diffé-
rentes catégories en temps réel. Le système est entièrement
intégré au sein d’un Filtre Particulaires MCMC. Pour ce
faire, la classe de l’objet est considérée comme une variable
aléatoire. Les expériences montrent que mener simultané-
FIGURE 7 – Enveloppe estimée et trajectoires motos et voi-
tures sur route sinueuse.
ment le suivi et la catégorisation améliore le suivi. Cette
approche unifiée est également d’un grand intérêt car elle
exploite la dynamique des objets au même titre que leurs
formes pour les catégoriser. Cette fonctionnalité peut être
utilisée pour améliorer le suivi et la catégorisation sur des
routes sinueuses ou des zones urbaines, où la dynamique
du véhicule diffère d’une classe à l’autre. En outre, elle
pourrait aider à classer les cyclistes et les piétons grâce à la
différence de leurs dynamiques. Toutes ces expériences ont
été menées par temps nuageux, ce qui minimise les ombres
portées des véhicules. Celles-ci n’étant pas encore modéli-
sées, elles perturbent fortement la capacité de suivi. Nous
allons remédier à ce problème dans nos prochain travaux.
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