ABSTRACT Using a sample of 81 galactic, detached eclipsing binary stars we investigated the global zero-point shift of their parallaxes with the Gaia Data Release 2 (DR2) parallaxes. The stars in the sample lay in a distance range of 0.04-2 kpc from the Sun. The photometric parallaxes P hot of the eclipsing binaries were determined by applying a number of empirical surface brightness -color (SBC) relations calibrated on optical-infrared colors. For each SBC relation we calculated the individual differences d i = ( Gaia − P hot ) i and then we calculated unweighted and weighted means. As the sample covers the whole sky we interpret the weighted means as the global shifts of the Gaia DR2 parallaxes with respect to our eclipsing binary sample. Depending on the choice of the SBC relation the shifts vary from −0.094 mas to −0.025 mas. The weighted mean of the zero-point shift from all colors and calibrations used is d = −0.054 ± 0.024 mas. However, the SBC relations based on (B − K) and (V −K) colors, which are the least reddening dependent and have the lowest intrinsic dispersions, give a zero-point shift of d = −0.031 ± 0.011 mas in full agreement with results obtained by Lindegren et al. and Arenou et al. Our result confirms the global shift of Gaia DR2 parallaxes of d = −0.029 mas reported by the Gaia team, but we do not confirm the larger zero-point shift reported by a number of follow-up papers.
INTRODUCTION
The Gaia mission (Gaia Collaboration 2016) is a milestone in understanding the Milky Way structure and its chemo-dynamical evolution, but it is also extremely important for the recalibration of standard candles and standard rulers used to construct the extragalactic distance ladder. A number of studies devoted to the recalibration of Cepheids and RR Lyr stars with Gaia DR2 parallaxes has already appeared (e.g. Groenewegen 2018; Muraveva et al. 2018) .
The possible global systematics of the Gaia DR2 parallaxes were evaluated with different methods by the Gaia consortium. Lindegren et al. (2018) used quasars and internal validation solutions to estimate the systematics and reported that the parallaxes are, on average, by about 0.03 mas too small, and that some local significant correlations of parallaxes occur. Arenou et al. (2018) made a comparison of Gaia DR2 parallaxes with a number of external catalogs to evaluate the global shift. Individual shifts vary from −0.118 ± 0.003 mas (HIPPARCOS) to +0.09 ± 0.07 mas (Phoenix dwarf), where the minus sign signifies that Gaia parallaxes are too small. However, most catalogs point to a global systematic offset of about −0.03 mas, e.g. comparisons with the Large and Small Magellanic Cloud stars catalogs, which have the smallest formal uncertainties, yield shifts of −0.0380 ± 0.0004 mas and −0.0268 ± 0.0006 mas, respectively.
The global shift was also evaluated by a number of external works. A comparison with distance moduli of 50 Galactic cepheids derived from HST photometry resulted in an estimate of global zero-point offset of Gaia DR2 parallaxes of −0.046±0.013 mas (Riess et al. 2018) . Using a sample of 3475 red giant branch stars in the Kepler field from the APOKASC-2 catalog and asteroseismic relations, Zinn et al. (2018) found a systematic shift of −0.053±2(stat)±1(syst) mas. The derived shift is specific to the Kepler field but it would also be a measure of the global zero-point shift. Another approach was pre-sented by Stassun & Torres (2018) who used the eclipsing binary method. They calculated observed reddening-free bolometric fluxes F bol by fitting the spectral energy distribution (SED) and compared them to the bolometric luminosities L bol to obtain distances. Using a subsample of 89 suitable eclipsing binaries from their catalog (Stassun & Torres 2016 ) they derived a global shift of −0.082 ± 0.033 mas. The method used by Stassun & Torres (2018) is, from a theoretical point of view, the most robust one because it utilizes a very wide range of photometry from UV to midinfrared. However, the L bol are calculated from the effective temperature of each component and this radiative parameter is almost always the least constrained fundamental parameter of an eclipsing binary. There are two main reasons for this: 1) the wide range of methods used to determine effective temperatures that exhibit significantly different zero-points of the resulting temperature scales, and 2) the notorious difficulty in establishing an absolute temperature scale with a precision better than 1% (e.g. Casagrande et al. 2014) . Thus from a practical point of view the method used by Stassun & Torres (2018) is not the optimal one because it has some systematics that are still difficult to properly evaluate. The need of an eclipsing binary approach which would minimize systematic effects, and would be based on direct and precise empirical relations, was the prime motivation for this work. As in our previous work (Graczyk et al. 2017 , hereafter G17) we focus on an application of surface brightness -color relations.
2. THE SAMPLE We extended the sample of 35 eclipsing binaries compiled by G17 by searching for detached systems in the literature suitable for a precise distance determination. In order to make the extension we used catalogs of eclipsing binary systems compiled by a number of authors: Bilir et al. (2008) ; Torres et al. (2010) ; Eker et al. (2014) ; Southworth (2015) ; Stassun & Torres (2016) .
We used the same selection criteria as in G17, however we relaxed the condition on a volume-limited sample (d < 300 pc) by accepting also more distant systems. Because the β Aur system is too bright to have a Gaia parallax, and AI Phe is a confirmed triple system (Konacki priv. communication) we drop these systems from our sample. We included also a system from our unpublished work: AL Dor. Following G17 we retained systems with a fractional precision of recent Gaia DR2 parallaxes (Gaia Collaboration 2016 Lindegren et al. 2018) better then 10%. A trigonometric parallax with a fractional error f = σ / smaller than 0.1 is a good and weakly biased estimator of the true distance (e.g. Bailer-Jones 2015; Bailer-Jones et al. 2018 ). In our sample only two early and distant systems have f marginally larger than 0.1 i.e.: EM Car and DW Car. Most of the sample systems have fractional errors of their parallaxes smaller than 0.06 for which any bias can be completely neglected. Finally our sample contains 81 systems (51 on the northern hemisphere, 30 on the southern one). Their basic parameters are presented in Table 1 and the distribution of the parallax fractional errors is presented in Fig. 1 . Arenou et al. (2018) proposed three quality controls to estimate reliability of astrometric solutions of Gaia DR2; they are defined by their equations (1-3). Those quality controls help to filter out most of spurious astrometric solutions, but they filter out also some well-defined solutions. In our sample 9 stars do not fulfill the first criterium (possible double stars, suspected binary motion or calibration problems) and 7 other stars do not fulfill the third criterium (i.e. visibility_periods_used < 8). However, the third criterium is useful mostly to very crowded fields in the Bulge and as no star in our sample is there, we kept these 7 systems during analysis. The 9 stars that do not fulfill the first criterium are denoted as squares in Fig. 1 . Only 3 of them have the relative parallax uncertainty larger by a factor of two than expected. We investigated our sample further by looking for the proper motion anomaly (PMa; Kervella et al. 2019 ) which could be a sign of a photocenter movement or a third body in a system. The PMa results from a comparison of the proper motions vectors at the Hipparcos and Gaia epoch with the mean proper motion computed from a coordinate shift between Hipparcos and Gaia epochs. We found a significant (SNR=5) detection of the PMa for 8 stars, but interestingly none of them are common with the subsample of 9 suspected stars. The stars with the PMa are denoted as diamonds in Fig. 1 . All of them have well defined 5-parametric astrometric solutions, and the PMa, if confirmed with later Gaia data releases, is likely due to long-period changes caused by an unrecognized triple companion.
2.1. Photometry 2.1.1. Optical We used Tycho-2 B T and V T photometry (Høg et al. 2000) downloaded from Vizier (Ochsenbein et al. 2000) 1 . The Tycho photometry was subsequently transformed onto the Johnson system using the method outlined by Bessell (2000) . Whenever possible we used Johnson B, V photometry from the compilation of Mermilliod (1997) and also absolute optical photometry from literature sources.
Near infrared
We used NIR JHK S photometry of the Two Micron All Sky Survey (2MASS) (Skrutskie et al. 2006 ) from Vizier 2 . For the purpose of using the SBC relations based on the (V − K) color expressed on the Johnson photometric system we transformed the 2MASS magnitudes using the equations given in Bessell & Brett (1988) and Carpenter (2001) 3 . The transformation equations are as follows:
3. METHOD 3.1. Collection of fundamental parameters For each system we collected orbital and photometric parameters from the literature including the most recent publications. We were searching for basic parameters describing dynamical and geometrical parameters of each system: the radial velocity semi-amplitudes K 1,2 , the orbital period P , the orbital inclination i, the eccentricity e, the longitude of periastron ω, the photometric relative radii r 1,2 . These parameters were supported by radiative parameters: the effective temperatures T 1,2 of both components. The radiative parameters are usually known with the least precision and accuracy. Whenever several papers independently presented the analysis of a given eclipsing binary we adopted the weighted mean for the parameters. However, if there was a significant improvement on the precision of parameters reported in one of papers, then we used only values from that paper. It turned out that we could not always directly trace all the above parameters from literature sources. In some cases when modeling of an eclipsing binary was done with numerical codes based on the Roche formalism (the Wilson-Devinney code, the ELC code, etc.) we had to calculate relative radii and radial velocity semiamplitudes from the absolute dimensions presented in the relevant papers. The collected parameters are summarized in Table 2. 3.2. The Wilson-Devinney model of the systems For the purpose of obtaining homogenous parameters for the eclipsing binary sample we decided to create a model of each system following G17. The models were built using the Wilson-Devinney (WD) code version 2007 (Wilson & Devinney 1971; Wilson 1979 Wilson , 1990 van Hamme & Wilson 2007 ) while parameters of the models were based on solutions published in the literature (see Sec. 3.1). All models were checked for internal consistency of the parameters and it turned out that in many cases they had to be fine-tuned. In particular, the temperature ratio and the absolute temperature scale, being important for a precise prediction of infrared light ratios, were inspected carefully.
The procedure was as follows. Dynamical and geometrical parameters were transformed into the semi-major axis of the system a, the mass ratio q and into dimensionless Roche potentials Ω 1,2 using equations given in Torres et al. (2010) and Wilson (1979) . Both Ω and q are parameters directly fitted or used within the WD program. We usually fixed the temperature of the primary star T 1 and then, using published light ratios in different photometric bands, we adjusted the temperature of the companion T 2 . In very few cases, however, we also rederived T 1 using two temperature -color calibrations (Flower 1996; Worthey & Lee 2011) . However the temperature shifts are small and within errors given in literarure. None of the eclipsing binaries in our sample has infrared J, H, K light curves suitable for deriving direct light ratios in those bands. Thus, in order to calculate intrinsic infrared colors of the components of each system we employed eclipsing binary models based on optical light curves and we extrapolated them into the infrared. The extrapolation was done using the atmosphere approximation within the WD code which uses precomputed intensities based on Kurucz's ATLAS9 models (Kurucz 1993) .
The rotation parameter F 1,2 was kept to 1 (synchronous rotation), unless there was a direct spectroscopic determination of F significantly different from unity. The albedo A and the gravity brightening g were set in a standard way for a convective atmosphere cooler then 7200 K and radiative ones for a hotter surface temperature. This was done only for the sake of consistency because the two parameters have negligible effect on the light ratios. The input and derived parameters used to create the appropriate WD models are listed in Table 2. 3.3. Correction of 2MASS magnitudes taken during eclipses Nine systems from our sample have 2MASS observations taken during the eclipses. To account for the light lost during the minima we used our WD models to calculate the appropriate corrections which are given in Table 3.
3.4. Reddening Reddenings to each object were taken from the literature. We also derived independently values of E(B −V ) using the extinction maps of Schlegel et al. (1998) following the prescription given in Suchomska et al. (2015) . Usually as a final value of the extinction we used an average, unless determinations were discrepant or we have at our disposal only one reddening estimate. The adopted reddenings are reported in Tab. 4. To check them we compared them with independent extinction estimates from 3D extinction maps from Stilism (Lallement et al. 2014; Capitanio et al. 2017 ) -see Fig. 2 . On average Stilism extinctions are slightly smaller, but an overall agreement is good, and although the spread is quite large both sets of reddenings are consistent within errors.
Intrinsic magnitudes
In Table 4 we summarize all parameters used to derive the intrinsic photometric indexes of the component stars. In order to calculate them the photometry was dereddened using the mean Galactic interstellar extinction curve from Fitzpatrick & Masana (2007) assuming R V = 3.1. Then the light ratios in the Johnson BV JHK bands were derived using the WD models following G17, and employed to calculate the individual magnitudes and colors. Both the extinction correction and extrapolation of light ratios into the infrared add to uncertainty on derived intrinsic magnitudes. The extinction correction error is given in Table 4 but for the extrapolation uncertainty we did not add additional error. While for systems with similar temperature of components extrapolation leads to negligible additional error in some systems with the large temperature ratio of components this uncertainty may be significant. However when calculating a parallax (or a distance) to a particular eclipsing binary as an average from two components this uncertainty largely cancels out.
Photometric parallaxes
The eclipsing binary method gives the photometric distance as well as the photometric parallax to a particular target, because both quantities are inferred from observables. Because of this we decided to work in a regime of parallaxes instead of distances to avoid an additional bias, which may arise in the conversion of parallaxes into distances. However, we underline here that working with a regime of parallaxes does not solve the whole problem because, for fractional parallax uncertainties larger then 15%-20% the trigonometric parallax becomes a poor prior on the distance.
3.6.1. Parallaxes from the bolometric flux scaling In order to directly compare our results with those of Stassun & Torres (2018) we employed the bolometric flux scaling method utilizing the V -band bolometric corrections BC to derive photometric parallaxes. The photometric parallax to the i-th component of the system was calculated using equation:
where index i = {1, 2}, R is the radius of a component expressed in solar radii, T is its effective temperature, BC is a bolometric correction interpolated from the Flower (1996) tables for a given temperature and V is the intrinsic magnitude of a component. The parallax to a particular system was calculated as the unweighted average parallax of the two components.
3.6.2. Parallaxes from the SBC relations The eclipsing binary method of distance determination is very flexible and has many different approaches. We decided to use as our main approach the method based on the empirical surface brightness -color relations. In order to derive the photometric parallax to an eclipsing binary we need to calculate the individual angular diameters of the components. An angular diameter is calculated with the formula: φ(mas) = 10
where S is the surface brightness in a given band and m 0 is the dereddened magnitude of a star in that band. In most cases S is calibrated as a function of an intrinsic color of a star, usually in the form of a polynomial. The photometric parallax P hot follows from the equation:
where R is the radius of the star and the conversion factor is equal to 1AU/2R assuming the solar nominal radius R = 695700 km (Habbereiter et al. 2008; Mamajek et al. 2015) and a length of the astronomical unit 1AU = 149597871 km (Pitjeva & Standich 2009 ). We determined parallaxes using several SBC relations from the literature calibrated on infrared colors (Kervella et al. 2004; di Benedetto 2005; Boyajian et al. 2014; Challouf et al. 2014) . The most useful calibrations of S are based on (B −K) and (V −K) colors, because the reddening vector is almost parallel to the SBC relations for intermediate-and late-type stars. Moreover, these relations have very low intrinsic dispersion (e.g. Kervella et al. 2004; Graczyk et al. 2017 ). However, we also used calibrations based on other infrared colors to have a more 
axis ( detailed view of possible systematics. The parallax to a given eclipsing binary was calculated as the unweighted average of the individual parallaxes of its components.
3.7. Calculation of the shift with respect to Gaia parallaxes We calculated individual parallax differences d i = ( Gaia − P hot ) i for every i-th eclipsing binary and for each SBC relation used. For a given SBC relation we then determined the zero-point shift between the photometric and Gaia parallaxes as unweighted and weighted means of the differences. The individual differences for all used SBC relations are presented in Fig. 3 . The errors of the differences were calculated taking into account systematic uncertainties of the SBC relations: 2% for calibrations by Kervella et al. (2004) and di Benedetto (2005) , 3% for calibrations by Boyajian et al. (2014) and 3.5% for calibration by Challouf et al. (2014) -their Eq. 13. Weighted means are dominated by more distant systems for which the error on d is much smaller than for nearby eclipsing binaries. This is a bit counterintuitive and it needs an explanation. Error on d comes from two uncertainties: that of the Gaia parallax and that of the eclipsing binary photometric parallax. While the former for stars with G < 14 mag (all our sample) is almost independent of the distance and equal to 0.04 mas on average (Lindegren et al. 2018) , the latter decreases with the distance because it is, in the majority of cases, dominated by a systematic uncertainty of the SBCR. Thus for a systematic error of 2% on the photometric parallax the uncertainty is about 0.2 mas for a system lying 100 pc from the Sun and about 0.02 mas for a system lying 1 kpc away. In Fig. 4 we present histograms of the differences for all the SBCR used, and also for parallaxes derived with the bolometric flux scaling method. The Gaussians correspond to a standard uncertainty distribution on weighted (continuous line) and unweighted means (dashed line).
4. RESULTS Tab. 5 presents a summary of the zero-point Gaia − P hot shifts for the different SBC relations, and in Fig. 5 we show exemplary relations between trigonometric Gaia DR2 and photometric, eclipsing binary parallaxes. The photometric parallaxes derived from bolometric fluxes correspond well with Gaia DR2 parallaxes, although the offset between both is clear. The amount of the offset of −0.067 ± 0.012 mas is marginally consistent with the zero-point shift reported by Stassun & Torres (2018) . Our sample agrees in about 80% with a sample used by Stassun & Torres (2018) , we also adopted the same solar constants; however, we used a different method to derive L bol which may account for the difference with their result. We point out that the accuracy of the derived offset is limited by the accuracy of the zero-points of the different methods used to determine the effective temperatures and the choice of solar constants. However, the problem of homogenization of the temperature determination for all the sample and the proper calibration of the temperature zero-point scale is beyond the scope of this paper. We therefore prefer to establish the Gaia zero-point shift solely based on the empirical SBC relations, which allows for a homogenous treatment of the sample (and its subsamples).
As pointed out already by Stassun & Torres (2018) there is almost perfect agreement between the photometric and Gaia DR2 parallaxes. However, some of the SBC relations result in a larger offset and larger differences (e.g. Challouf et al. 2014 ) -see Fig. 3 and Fig. 4 . The possible reasons for this are discussed in the next section.
The SBC relations, which result in the smallest differences and best agreement with Gaia DR2 parallaxes are those based on (B−K) and (V −K) colors and calibrated by Kervella et al. (2004) . They are also the relations that result in the smallest internal dispersions of the differences. Calibrations based on these two colors are the least reddening dependent because the reddening line on the surface brightness S -color diagram is almost parallel to the relations themselves. Moreover, the calibrations by Kervella et al. (2004) were done for main-sequence dwarfs and subgiants, which constitute the overwhelming majority of the eclipsing binary component stars in our sample. The resulting zero-point shift based on the (B −K) and (V −K) relations is −0.025±0.011 mas. Relations by Kervella et al. (2004) calibrated on the other optical-infrared colors are more reddening dependent and also show significantly larger scatter of the differences.
Another SBC relation that we used extensively for the determination of the distances to the Magellanic Clouds (Pietrzyński et al. 2013; Graczyk et al. 2014, e.g.) was calibrated by di Benedetto (2005) . This relation is calibrated on a mixture of giant and dwarf stars. The resulting zero-point shift is d = −0.052 ± 0.020 mas and is within 1.3σ consistent with the d derived from the Kervella et al. SBC relations. Combining these two determinations we obtain a value of d = −0.031 ± 0.011.
DISCUSSION
Using the most reliable SBC relations available in the literature, we derived a zero-point shift for Gaia DR2 parallaxes of d = −0.031 ± 0.011 mas. However, there are significant differences of the zero-point shifts resulting from applying 1) different SBC calibrations, and 2) different colors.
The reasons for the existence of the SBC calibration dependent zero-point shifts are somewhat unclear. For sure a choice of different interferometric stellar angular diameter sets will result in different calibrations. Most notably a calibration derived from a mixture of all kinds of stars (e.g. Challouf et al. 2014 ) may lead to a systematic difference with a calibration based on a mixture of dwarf and subgiant stars only (e.g. Kervella et al. 2004 ). However, more worrisome is a systematic difference of the zero-point shifts derived from the same colors but from Table 4 Physical and photometric parameters of individual components used to derive photometric parallaxes. Figure 3 . Individual parallax differences d = Gaia − P hot of eclipsing binaries as a function of the Gaia parallaxes for all SBC relations used (green circles). The red squares are binned weighted means. The direct comparison of Gaia and P hot for a few SBC relations is given in Figure 5 . Note. -A blue edge of the color range is constrained by the SBC relation color range validity (with an exception of relation by Challouf et al. (2014) ) and a red range is contrained by most red systems in the sample. two different calibrations (Kervella et al. 2004; Boyajian et al. 2014 ) that are based on angular diameters of dwarf and subgiants stars and calibrated on the Johnson system. We searched relevant papers to find the differences. Kervella et al. (2004) use a small but well characterized sample of stars, while Boyajian et al. (2014) used a much larger sample but containing multiple and variable stars, and also utilizing saturated 2MASS photometry for some bright stars. Because of this we tend to prefer the former calibrations over the latter. The systematic differences between the calibrations (see Tab. 5) vary from −0.011 mas to −0.044 mas with a weighted average of −0.031 mas.
Regarding 2) there is a clear trend that relations calibrated on shorter-wavelength colors (and therefore being more reddening dependent) give systematically larger zero-point shifts and larger scatter of the differences, with the largest shifts coming from SBC relation calibrations based on the (V −J) color. We tried to remove the shifts by a rescaling of all individual reddening estimates according to E(B −V ) new = C · E(B −V ), where C > 1 is a scaling factor. Unless C is larger then about 4 there is no possibility to obtain an agreement between zero-point shifts derived from different colors. But such a large value of the scaling factor would lead to an unrealistically large extinction for most of the targets in our sample, and would be strongly at odds with independent reddening determinations by Stassun & Torres (2016) . Another, but less likely, possibility is that the transformation equations from Sec. 2.1.2 contain some systematic error leading to color dependent zero-point shifts. And at last the SBC relations calibrated on colors containing J and H may be problematic by themselves because of a proper calibration of the ground-based photometry in these filters is difficult (strong and variable atmospheric extinction) and because of stronger sensibility to the interstellar reddening.
We investigated how the global shift depends on a distance. We binned up individual d i in several bins -see Fig. 3 ; however, no clear systematic trend can be noticed. We also investigated a possible Gaia color G BP − G RP and G magnitude dependency. We plotted d differences for a one specific SBC relation - Fig. 6 . As previously we do not detect any systematic trend. We also investigated the correlation of d with sky position. We calculated separately shifts for equatorial and ecliptic hemispheres. The differences between hemispheres are in both cases within 1σ uncertainty and thus not statistically significant.
The comparison with previous determinations of d shows excellent agreement with the Gaia Team results (Lindegren et al. 2018; Arenou et al. 2018) . In fact we confirm here the zero-point shift of d = −0.029 mas reported by the Gaia Team. However, comparisons with other independent determinations show some discrepancies. Although the d value reported by Riess et al. (2018) agrees with our value at the 1σ level, the zeropoint shifts reported by Stassun & Torres (2018) and Zinn et al. (2018) are somewhat discrepant. The problem with the shift reported by Zinn et al. (2018) is its unrealistically small systematic uncertainty, which ignores systematics of asteroseismic relations themselves and the zero-point uncertainty of the temperature scale used by the authors. Because of this a comparison of the shift by Zinn et al. (2018) with other reported shifts is vague.
Of special interest is the knowledge of how binarity will impact Gaia parallaxes, and the determination of the global zero-point shift. In order to quantify this, we calculated the photocenter movement for our ∼80 eclipsing binaries and compared them with the uncertainties on Gaia DR2 parallaxes -see Fig. 7 . For the overwhelming majority of the systems the photocenter movement is only a very small fraction of the parallax itself. Only in two systems could Gaia DR2 probably recognize the photocenter movement (EPIC 211409263 and V380 Cyg). Thus we can consider the Gaia DR2 parallaxes of the eclipsing binaries in our sample as practically unaffected by binarity.
We dedicate this paper to our colleague Zbigniew ("Zibi") Ko laczkowski who passed away much too early.
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