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Abstract. A Web user searches for multiple topics of interest on the Web on a regular basis. The topics may be 
searched periodically at a particular time or at different times, creating temporal patterns with different periodicities in 
the search history. To improve a user’s Web search experience, the multiple periodicities of the topics of interest of a 
user can be exploited. This study proposes to find multiple periodicities of a user’s topic of interest through signal pro-
cessing. It is found that Fast Fourier Transform can be used to find multiple periodicities of a topic as well as to predict 
the temporal pattern of the topics with accuracy and error depending on the training data size. 
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1 Introduction 
The Web is extensively searched for various topics. Most of the topics searched by the Web-users are time-sensitive and 
are searched regularly [1–3]. But, different people have different topics and times preferences. For example, people who 
watch sports may issue more queries on Saturdays than on weekdays. Students are likely to issue more school-oriented 
questions in the evenings on weekdays when they are completing their homework. Accountants may issue queries on tax 
law that they will only submit during work hours from Monday to Friday. Users also have different interests at different 
times: the accountant could also watch sport. Thus to better model the user, we need to know their topics of interest and 
their periodic behaviour for each topic. Periodic behaviour can be complex, as it can be a simple pattern (every morning) 
or a combination of patterns (every morning on weekdays and all day on weekends). 
 
Providing the search results for a query while ignoring the time of search, may not prove useful every time. The intent of 
a user associated with a query depends on the time of the search. This intent is referred to as the temporal intent. Under-
standing the temporal intent of a user can be utilized to provide relevant results [4]. 
 
Searching for specific topics at particular times makes the user’s search history a temporal dataset with topics searched 
having different temporal patterns. For instance, a topic in a user’s search history may have a single periodicity pattern or 
a multiple periodicity pattern. A temporal pattern is a single periodicity pattern if it has one period which means that the 
topic is searched at a particular time regularly. A topic has a multiple periodicity pattern if it has multiple periods. For 
example, a topic which is searched at different times on weekdays and weekends has multiple periods. In general, to find 
the temporal patterns in a temporal dataset, a single periodicity is defined and all the patterns with a required threshold 
periodicity occurring after a particular period are considered as temporal patterns. Thus, a temporal pattern is easy to re-
trieve and predict if it has a single periodicity. But, in the case of Web search history, there may be temporal patterns with 
multiple periodicities. 
Fig. 1 shows a temporal pattern with multiple periodicities. The pattern repeats after a regular hourly period on alternate 
days. So, on the day, when it occurs, the subsequent occurrences are a few hours apart except for the case of its last oc-
currence, where the next occurrence is a day apart. 
 
This study has proposed the use of Fast Fourier Transform (FFT) to find the multiple periods of a temporal pattern. As 
search logs from commercial Web search engines don’t have open access, synthetic data has been created for the purpose 
of this study. The temporal pattern of a topic is treated as a signal and analysed using Fast Fourier Transform. 
 
 
 
Fig. 1. A signal representing a user's topic of interest with multiple periodicities 
 
2 Related work 
The main aim of this work is to study the use of Fast Fourier Transform (FFT) in finding the multiple periods of topics 
searched by a user and to analyse the accuracy of prediction to ultimately improve the Web search experience. This sec-
tion is divided into two sub-sections. The first sub-section briefly shows the other related works that have been done to 
provide personalized and relevant search results. The second sub-section discusses signal processing and its benefits stud-
ied in different areas. 
2.1 Improving Web Search Experience 
User Web search history has been studied widely to understand user search behaviour [5]. To predict the nature of the 
information need of a user, it is essential to study the past browsing behaviour of the user  [6, 7]. The location has also 
been studied as a feature to identify the user intent associated with a query [8]. It is found that using location as a feature 
is not equally beneficial to all kinds of queries. Time has also been studied as an influential factor for personalization in 
various aspects. A study by Liu et al [9] proposed a model to identify the temporal information of a user’s Web search 
using dwell and click sequence on search results. Item-level dwell time has also been capitalized as a measure of item 
relevance to a user [10]. According to a study by Halvey et al [11], users have specific needs at different times of the day 
and the week. They predicted user’s mobile web navigation pattern using Markov models based on the automated method 
they developed to segment log data by time periods. Metzler et al [12] exploited the implicit temporal intent associated 
with search queries to provide relevant results. Vu et al [13] also modelled time in re-ranking the search results to deliver 
more relevant search results. According to this study, recent documents may be of more relevance to the user. Song and 
Guo have considered the time of search in their work to improve recommendation quality [3]. They generated query lev-
el, task-level and user-level features to capture the characteristics of task repetition and used neural networks to recom-
mend better results. Similar to this work, the aim of our research is also to improve the user search experience by provid-
ing better search results using the time of the search. It is not always necessary that a user searches for a topic at a specif-
ic hour every day. It may be on alternate days or only on specific days. Our work also addresses the issue of multiple 
periodicities in a temporal pattern using signal processing. A signal or a pattern with multiple periodicities can be thought 
of a combination of different sub-signals or sub-patterns that have their own periodicities. For instance, a signal which 
shows that a topic is searched every morning at 8 am on weekdays and at 2 pm on weekends. 
2.2 Fast Fourier Transform 
Signal processing is extensively used in different areas like Electronics and communication, Biology, Astronomy, Time-
series analysis and so on. FFT has found use in studying the quasi-periodic signals [14, 15] in radiation. To study the cli-
mate data in the frequency domain, the work by [16] used FFT. To predict seizures, a model has been proposed based on 
classifiers like Random Forest and SVM (Support Vector Machine) with FFT [17]. The study [18] proposed a model 
based on FFT with machine learning to advise if a patient needs a body check-up on the basis of past medical data of the 
patient. To reduce the computation and storage complexity of Deep Neural Networks (DNN), FFT has found significant 
use [19]. Multivariate time series classification has also been done with FFT [20]. Alexey et al [21] used FFT and spec-
trum analysis to find the periodicity patterns of user’s engagement with search engines and to evaluate search quality. All 
of these results predict user behaviour based on periodic patterns. 
 
 Fig. 2. Comparing the original pure signal with the processed signal 
 
 
Fig. 3. Comparing the original mixed signal with the processed signal 
 
3 Methodology 
The experimental methodology consists of creating the sample signals, applying Fast Fourier Transform (FFT) and In-
verse Fast Fourier Transform (IFFT), preparing a model for extrapolation, followed by comparing the results. 
 
3.1 Creating signals 
Fifteen main synthetic signals were created for the purpose of this study. They are composed of different periodicities. 
Each signal represents a sinusoidal wave. The length of each signal is 192 hours (8 days). Some of the signals are regard-
ed as pure signals. For convenience, they are named as S1, S2, S3, S4, S5, and S6. In Signal S1, the pattern repeats after a 
regular interval of five hours on alternate days, while in Signal S2, the pattern repeats at each alternate hour on alternate 
days. Signal S3 represents a pattern that repeats at every hour on alternate days. Signal S4 shows a weekend pattern 
where a topic is searched only on Saturdays and Sundays. Signal S5 represents a signal where a topic is searched after 5 
hours every day while Signal S6 shows that a search is made at alternate hours every day. Some signals are created by 
mixing some of the pure signals. Signals S12, S13, S23, S123, S35, S36, S45 and S46 are regarded as "mixed signals" as 
they are created by combining the "pure signals". These signals show the combination of different periodicities of their 
component pure signals. Thus, these signals represent multiple periodicities. For example, Signal S13 as shown in Fig. 1 
is a combination of Signal S1 and Signal S3. It becomes clear from Figure1 that this signal is a combination of two waves 
or signals with different amplitudes and frequencies. The component signals of various frequencies can be filtered out 
using FFT. 
 
Signal S0 also has a pattern but is burst with some random noise. It represents a topic that is often searched periodically 
but may be due to some other activities or engagements, the topic is not searched for a few regular periods. For example, 
a user searches about political news every morning but, when he goes for holidays, he doesn’t search about them. Thus, 
noise is created in the periodic signal. 
 
3.2 Applying FFT and IFFT 
Fast Fourier Transform (FFT) is an algorithm to efficiently convert the Time-domain data to the Frequency-domain. In 
this study, FFT is applied to the signals to analyse the periodicities of a signal, as shown in Fig. 1. The FFT values are 
then converted back to the time-domain by applying the Inverse Fast Fourier Transform (IFFT). This allows for extrapo-
lation to future time periods. IFFT produces the same values in time-domain. It is observed that after applying IFFT to 
the frequency domain values, the original time-domain signal is reproduced. Thus, FFT and IFFT can potentially be used 
to predict or extrapolate the original signal. The graphs in Fig. 2 and Fig. 3 are showing the comparison of the original 
signal and the processed signal, after applying IFFT to FFT values of Signal S3 and Signal S23. As it is apparent from 
these figures that both the original and the processed signals are overlapping. This means that using IFFT, the same origi-
nal signal irrespective of the number of inherent periodicities, can be recreated. All these conversions and analysis are 
done in Python 3.6 using Numpy and Scipy libraries along with other required libraries for data processing and visualiza-
tion. 
 
 
  
Fig. 4. A pure signal with its respective extrapolated signal with Time batch 0-96 
 
 
Fig. 5. A mixed-signal with its respective extrapolated signal with Time batch 0-96 
 
 Fig. 6. A noisy signal with its respective extrapolated signal with Time batch 0-96 
3.3 Extrapolation and Comparison 
Each of the original signals is divided into Time batches, ranging from 0-24 hours to 0-192 hours, producing 8 segments 
of the original signal. A prediction model is trained on a segment and then extrapolated for the rest of the length of the 
original signal. For example, if the prediction model is trained on a segment of Time batch 0-48 hours, it will predict the 
signal from 49 hours to 192 hours. 
 
The following steps explain the process of extrapolation: 
 
1. Different segments of the original signal are created for different Time batches. 
2. Size of Prediction signal is calculated by taking the difference between a segment of the original signal and the 
original signal. 
3. The segment is cleaned of any constant trend. De-trending a signal means the removal of any linear trends in the 
signal to allow the identification of potential cyclic patterns in the signal. 
4. The de-trended segment of the signal is converted to Frequency domain by applying FFT on it. 
5. The magnitude is calculated by taking the absolute value of FFT values. 
6. The phase is calculated by taking the angle of FFT values 
7. The magnitude and the phase values are processed to construct the signal back in the time domain for the length 
of the original signal. This produces an extrapolated signal 
 
Fig. 4, Fig. 5, and Fig. 6 show the extrapolated signal trained with a segment of a signal of Time batch 0-96 hours. Fig. 4 
represents the extrapolated signal of the original signal Signal S1, Fig. 5 shows the extrapolated signal of the original 
signal Signal S36, and Fig. 6 represents the extrapolated signal of the original signal Signal S0. 
 To find the percentage accuracy and error of the extrapolated signals, the difference between rounded and absolute values 
of the extrapolated signal with each corresponding value of the original signal is calculated. Fig. 8, Fig. 9, Fig. 10, and 
Fig. 11 show the percentage of the accuracy and the error values of Signals S0, S1, S12, and S123 respectively with dif-
ferent Time batches. 
 
4 Results and Discussion 
It is observed that FFT is able to find multiple periods in a single signal. It can be used efficiently to filter the individual 
signals of a single period from a mixed-signal. The IFFT can produce the signal from the frequency domain to the time 
domain, similar to the original signal. In the case of extrapolation, with respect to different training Time batches, it is 
seen that more training data corresponds to more accuracy for all the different kinds of signals. As shown in Fig. 8. Fig. 
9, Fig. 10, and Fig. 11 in general, the accuracy is increasing with an increase in the training data, except at some points. 
For Signal S1, the percentage of accuracy is higher than that of the error with most of the training Time batches. Similar 
is the case with Signal S12. Surprisingly, the Signal S0 that has noise incorporated within a regular pattern, shows high 
accuracy with every training Time batch. Signal S123 which is a combination of three signals of different periodicities, 
gives poor accuracy in extrapolation. 
 
It has been found that the number of periods in a signal is related to the training Time batch size and the accuracy of pre-
diction. Fig. 7 show the percentage accuracy of all the signals with all the 8 training Time batches. Most of the pure as 
well as the mixed signals which are a combination of 2 signals, show accuracy higher than 50 percent after 2 Time batch-
es, that is, after Time batch 0-24 and Time batch 0-48. 
 
Signal S5 and Signal S6 are showing 100 percent accuracy after 2 and 1 time- batches respectively as their periodicity is 
small as compared to the other signals. In Signals S5 and S6, the patterns are repeating after 5 hours and 2 hours respec-
tively. Although this is not the case for Signal S123 which is a mixed-signal of 3 signals. The accuracy is more than 50 
percent after 5 time-batches. 
 
Thus, it is clear that prediction accuracy is affected by the number of the periods and length of the period in the training 
data as well as the complexity of periodic patterns, while low error rates in periodic data can be overcome. 
 
 
 Fig. 7. Accuracy for all the signals with different Time batches 
 
 
 
 
 
Fig. 8. Percentage accuracy and percentage error in extrapolation with different Time batches for Signal S0 
  
Fig. 9. Percentage accuracy and percentage error in extrapolation with different Time batches for Signal S1 
 
 
Fig. 10. Percentage accuracy and percentage error in extrapolation with different Time batches for Signal S12 
 
 Fig. 11. Percentage accuracy and percentage error in extrapolation with different Time batches for Signal S123 
5 Conclusion and Future work 
This study sought to determine periodic patterns of behaviour in Web queries using signal processing. A typical user may 
exhibit complex periodic behaviour which, if understood, could be used to personalize and provide more relevant results 
to the user. 
 
FFT was proposed to determine the strength and nature of periodic patterns for a user who may have such behavioural 
patterns. This can then be used as a generator to reproduce the periodic behaviour pattern in future. For example, a user 
who searches for sport every Saturday can have results personalized for sport on Saturdays. 
 
The aim of this study was to determine how well this FFT approach can detect different kinds of patterns, using carefully 
controlled data, and the results indicate that it works reasonably well. The amount and variability of data clearly affect the 
outcome, but reasonably high prediction accuracies can be obtained with only the equivalent of a single week’s data. 
 
Other time forecasting methods (from machine learning) will be contrasted with this technique in future, and the ap-
proach will be tested with real-world data. Ultimately, this pattern detection will be used as part of a broader goal  
to personalise the search results for users. 
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