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Abstract Business processes and their outcomes rely on
data whose values are changed during process execution.
When unexpected changes occur, e.g., due to last minute
changes of circumstances, human errors, or corrections of
detected errors in data values, this may have consequences
for various parts of the process. This challenges the process
participants to understand the full impact of the changes
and decide on responses or corrective actions. To tackle
this challenge, the paper suggests a semi-automated
approach for data impact analysis. The approach entails a
trans-formation of business process models to a relational
database representation, to which querying is applied, in
order to retrieve process elements that are related to a given
data change. Specifically, the proposed method receives a
data item (an attribute or an object) and information about
the current state of process execution (in the form of a trace
upon which an unexpected change has occurred). It ana-
lyzes the impact of the change in terms of activities, other
data items, and gateways that are affected. When evaluat-
ing the usefulness of the approach through a case study, it
was found that it has the potential to assist experienced
process participants, especially when the consequences of
the change are extensive, and its locus is in the middle of
the process. The approach contributes both to practice with
tool-supported guidance on how to handle unexpected data
changes, and to research with a set of impact analysis
primitives and queries.
Keywords Business processes  Impact analysis  Data
inaccuracy
1 Introduction
Business process management has become a leading
paradigm for managing and conducting business activities,
providing organizations operational benefits of consis-
tency, reduced cost, and increased speed and quality of
both products and services (Hammer 2015). Business
processes are supported by information systems and rely on
data for the execution of activities and decision making.
They also form a context for functions of the information
systems, tying them together in a logical flow. While in the
past process models mainly focused on control flows, in the
last decade, data-centric approaches for process models
gained recognition as necessary for supporting both control
and data flows (Reijers et al. 2017). Thus, various studies,
such as Trčka et al. (2009), Rodrı́guez et al. (2012) and Sun
and Zhao (2013), consider analyzing and modeling data
flows to ensure the complete and accurate design of busi-
ness processes.
During business process execution, data values change,
primarily due to activities that are performed as expected in
the regular flow of the process. However, some value
changes might be unexpected, due to last minute changes
of circumstances (e.g., an urgent need to order an addi-
tional quantity to an order) or due to human errors or
corrections of detected errors in data values (Soffer 2010).
These changes may lead to modifications in the values of
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additional data elements or to changes in the planned flow
of the process. Moreover, unexpected changes in data
values may have consequences for other parts of the pro-
cess. It is even possible that already made decisions or
already performed activities were based on inappropriate
values and considerations. In such cases, it is important to
understand the impact of the changes over the entire pro-
cess, so that process participants can handle the change at
runtime. In particular, it is necessary to figure out how the
data that has changed may affect the execution path of the
process, its activities and the outcomes these may have, so
appropriate actions (or corrective actions) can be taken.
To illustrate these challenges, consider a course opening
process in an academic institution. The process includes
setting the details of the course (e.g., course code, course
name, and number of academic credit points), determining
the required resources (human and equipment) for the
course, determining a test schedule, creating events plan-
ned for the course (e.g., lecture and laboratory slots),
scheduling the timetable and allocating rooms for each
event. Consider that an error occurred when typing the
course capacity that is used for determining the resources
required for the course, such as the size of the allocated
room and the number of grading hours. Such an error
requires not just the correction of the course capacity, but
also affects decisions on compensatory actions, e.g., real-
location of rooms and redetermination of human resources.
In contrast, this error has no effect on the assignment of
teaching resources for the course, nor on the test dates
allocation. Thus, an understanding of the scope of the
change and the effort required for its application is needed.
Another example from a different domain concerns a
make-to-order process, in which customers order products
from a catalog, and the products are produced upon
demand. Consider that the customer asks to change the
shipping address to one that is different from what appears
in the order. The value of this attribute is used in various
activities, such as handle delivery details, and may influ-
ence additional data elements along the process, such as
approximate delivery date and packing type (these attri-
butes are determined based on the distance to the destina-
tion, directly derived from the shipping address).
The reaction to unexpected changes in business pro-
cesses has been addressed in the context of service-oriented
processes (Alam et al. 2015) where a change in one service
or more may affect other parts of the process. To deal with
this, methods for change propagation and change impact
analysis in the context of business processes have been
proposed, e.g., in Wang et al. (2010), Dam and Ghose
(2015), and Dai et al. (2009). However, the focus of these
approaches is mainly on the control flow of the process,
with data only marginally considered. Furthermore, the
granularity level in which data is typically addressed by
these approaches is that of objects, rather than of their
specific attributes. We consider this granularity as too
coarse-grained to allow a detailed data-centric impact
analysis.
To address these gaps, in a previous paper (Tsoury et al.
2016), we introduced the concept of data impact analysis in
business processes, analyzing the effects of a single data
item – an attribute or an object – on other business process
elements. To explicitly address dependencies among
business process elements, we suggested transforming a
business process model to a relational database represen-
tation. We further suggested relation primitives and asso-
ciated queries for populating this database and retrieving
element dependencies from it. The queries can be used by
different algorithms, as we exemplified with two proposed
algorithms. One algorithm aimed at supporting design-time
analysis, by retrieving all the impacts of a specific data
item across the process. The other supported runtime
changes, taking into consideration a specific process state
when changes take place.
In the current paper we focus on supporting process
participants in handling situations of unexpected changes
in data values. Bearing in mind that such situations are
exceptional rather than the typical course of the process,
we consider the information a participant would need for
handling changes at runtime. We extend and substantiate
the approach presented in Tsoury et al. (2016) and develop
an additional algorithm for runtime analysis that considers
the impact of a data item on the execution path. Given a
current state of an executed process (as a partial trace), the
algorithm analyzes the impact of an (unexpected) change in
a data item, mainly in terms of activities, other data items,
and gateways. To evaluate the support provided by the
approach to process participants, the paper presents an
experimental case study which was performed in an orga-
nizational setting. The case study addresses different sce-
narios of unexpected data changes in the course of a
process. We presented these scenarios to a group of
experienced process participants and compared their
understanding of the consequences of these changes with
the analysis results obtained by the suggested approach.
We then discuss the strengths and weaknesses of the pro-
posed approach for different scenarios. Further, we
describe the strategies the participants described for coping
with unexpected changes.
The remainder of the paper is organized as follows.
Section 2 presents preliminaries of the approach. Section 3
presents the extension of the approach and the newly added
algorithm. Section 4 presents the case study and the eval-
uation results. Section 5 reviews the related work in view
of our approach, and, finally, Sect. 6 concludes and dis-
cusses future research directions.
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2 Preliminaries: From Process Model to Relational
Database
2.1 Running Example
We start by introducing the course opening process that
was mentioned in the introduction and will serve as a
running example throughout the paper.
Figure 1 depicts a partial high-level model of the pro-
cess, including a partial process model (a) and a partial data
model only specifying the course class (b). The first
activity – create course – sets the values of various attri-
butes of the course, including its identifier (code), name,
type, level, etc. This activity creates a new instance of a
course, as depicted by the dependency between the activity
and course. When creating the course, its type (e.g., regular
or non-regular) is determined. Non-regular courses, which
have no weekly physical meetings, can be in one of the
following modes: online (virtual meetings, if any) or
special schedule (not necessarily on a weekly basis). The
second activity – choose mode for non-regular course -
selects the course mode. This is followed by the activity
determine capacity, which modifies a specific attribute of
the course (capacity) according to the course type and
mode (see additional details below). The next activity –
determine applicable human resources for course – defines
the list of staff members who can teach the course. The
following activity – allocate tests dates – determines the
tests dates for the course. Finally, the activity handle events
is actually a subprocess in which a set of activities is
performed for each event of the course, i.e., lecture, tutorial
or lab. This set includes determination of event schedule,
staff members, equipment, and rooms.
2.2 Data-Aware Process Model – Definitions
Process models can be specified in different languages













Fig. 1 a A high-level process model of course opening; b A partial data model of the course object
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is a secondary element which is commonly under-specified.
As a basis for conducting different types of analysis, we
proposed a metamodel of process elements and their
dependencies in Tsoury et al. (2016). This metamodel is
generic and refers to a subset of elements common in most
business process modeling languages. This includes activ-
ities, gateways, routing constraints, and flows. Note that
different languages may include additional elements - such
as events, resources, and states - which are currently out of
the scope of this paper. Without the loss of generality, we
demonstrate our approach by using BPMN, which is
widely used in both industry and academia. Moreover, it
has been claimed in Bhattacharya et al. (2007) that BPMN
has a simple and understandable graphical notation, and
even users who are not experts and unfamiliar with the full
notation are able to understand these diagrams.
Many process modeling languages (including BPMN)
use a construct of data objects to depict the data that is used
and manipulated in the process. These objects typically
relate to compound entities, such as orders and customers.
In many cases, only specific attributes of these objects are
relevant for particular process elements (e.g., activities).
Thus, using data objects as a basic element will not allow
for a detailed data-centric impact analysis. Following the
course opening example, using the data object course in the
process model does not explicitly capture cases where only
one specific attribute is changed, and is hence too coarse-
grained for our purpose. Generally, when high-level data
objects appear in the model, it is difficult to analyze the
exact impact of a specific data attribute. Hence, we intro-
duced the lower-level concept of data items.
Definition 1 (Data item) Adata item is an attribute or an
object whose impact is of interest. It is represented by a
pair (n, t), where n is the data item name and t represents its
type.
Examples of data items are (course name, string),
(course type, {regular, non-regular}), (course level, int),
and even course as a whole object (see Fig. 1b). Note that
the data item type denotes the possible (finite or infinite)
range of values the data item can assume. It can be simple,
compound, or user-defined.
Data items may appear in different places in the busi-
ness process model, including in routing constraints.
Definition 2 (Routing constraint) Arouting constraint is
denoted as r(d1,…, dn), where r is any Boolean expression
over the set of data items {d1, d2…dn} using arithmetic, as
well as logical, operators.
[Course.courseType = Regular] and [Course.-
courseType = nonRegular] are examples of routing con-
straints in Fig. 1a, involving the data item course type.
To incorporate data items, rather than data objects, into
business process models, we suggested the following def-
inition of a data-aware process model.
Definition 3 (Data-aware process model) A data-aware
process model is a tuple PM = (Act, G, F, DI, R, RF, IAO),
where:
• Act is a finite (non-empty) set of activities
• G is a finite set of gateways
• F ( (Act [ G) 9 (Act [ G) is a finite set of control
flows
• DI is a finite (non-empty) set of data items
• R is a finite set of routing constraints over data items in
DI. We denote by Support a mapping from R to the
power set of DI, Support: R ?} (DI), which returns the
data items involved in a certain routing constraint.
• RF ( R 9 F associates routing constraints in R to
control flows in F.
• IAO ( (DI [ {Ø}) 9 Act 9 (DI [ {Ø}) is a set of
data flows representing dependencies between activity
inputs and outputs.1
The model depicted in Fig. 1a can be easily represented
as a data-aware process model: Act = {create course,
choose mode for non-regular course, determine capacity,
determine applicable human resources for course, allocate
test dates, handle events, create course package}, G = {A,
B, C, D}, F = {f1, f2, …, f12}, D = {course, course.code,
course.capacity, …}, and IAO = {(null, create course,
course), (course.code, determine capacity, course.capac-
ity), …}.
Generally, data items can be related to each other not
only through process elements, but also through data
dependencies, commonly specified as constraints and
triggers in database management systems. Therefore, we
assume a set of relations between data items.
Definition 4 (Data item relation) Adata item relation
(DIR) is an ordered pair of the form (di, dj), where di and dj
are data items and a change in di (potentially) implies a
change in dj irrespectively of the activities in which these
data items are involved.2
In our example, non-regular courses, which have no
weekly physical meetings, can be in one of the following
modes: online or special schedule. If the mode is set to
1 Note that the input or the output of an activity may be an empty set,
when the output does not use any specific data input or the input is
used without creating any output, respectively. Note in addition that if
there are di, dj[DI, a[Act, such that (di, a, dj) [ IAO, then (null, a, dj)
62 IAO and (di, a, null) 62 IAO.
2 Note that DIR is binary and uni-directional (dj depends on di).
Ternary relations and relations of higher degrees are relaxed to binary
relations. Bi-directional relations are specified as two uni-directional
relations.
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online, the course capacity is automatically assigned a
default value of unlimited; otherwise, it is set to a prede-
fined default numeric value. This means that (mode, ca-
pacity) [ DIR.
2.3 Data-Aware Process Model Dependencies
and Relational Representation
Based on the above definitions, we designed a metamodel
of a data-aware process model (see Fig. 2), using Entity-
Relationship (ER) notation (Chen 1976), which is geared to
describe relational databases. Note that, focusing on a
single process, the metamodel includes the process ele-
ments and their relations, excluding the process model
itself. Gateways and activities are abstracted as behavioral
nodes, to enable jointly associating them to flows (as
sources or destinations). The gateway types considered in
this paper are the basic control flow patterns, namely, XOR
and AND (van der Aalst et al. 2003), as our focus here is on
data.
Four main differences exist between our metamodel and
other data-aware process model definitions, such as those
presented in Meyer and Weske (2013) and Meyer et al.
(2013). First, we use the finer-grained notion of data items,
as opposed to data objects. This allows us to analyze the
impact of data changes at the item level. Second, we
explicitly specify the (logical) relations between routing
constraints and data items (the ‘‘used in’’ relation). This
way we are able to consider changes in process paths as a





































Fig. 2 A metamodel of a data-aware process model (using ER notation)
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between data items through activities (the ‘‘affected
through’’ relation). Previous works capture this kind of
dependencies through two independent relations – inputs
and outputs – challenging the accurate impact of a certain
input data item. Fourth, we explicitly describe dependen-
cies between data items that are not represented in the
business process model but may exist in the database as
constraints or triggers (the ‘‘related to’’ relation). These
dependencies have also impact on data changes.
The suggested metamodel depicts dependencies between
the process elements. For example, gateways and routing
constraints are related through flows; particularly, routing
constraints are related to the outgoing flows of gateways of
type XOR. Similarly, data items and gateways are also
related through the notions of routing constraints and flows.
3 The Proposed Approach
The proposed approach follows the relations among pro-
cess elements of the metamodel. We first discuss types of
dependencies between model elements. Then, we present a
set of data impact primitives. Finally, we introduce the new
algorithm for analyzing the impact of a data item at process
execution.
3.1 Data Dependencies
When a process is executed, its activities are enabled and
activated based on the order determined by the control flow
in the process model. The execution involves data depen-
dencies and data flows.
According to Sun et al. (2006), activities can perform
read or write operations on data items; this includes cre-
ation and modification of data items (write operations) or
access to them (read operations). In general, each depen-
dency between an activity and a data item represents that
the activity has made changes to the data item, whereas a
dependency in the opsite direction represents a read oper-
ation. An activity can write a data item without reading it
first. For example, when creating the course, the activity
create course creates an instance of a course from scratch,
inserting a new record to the database without reading
existing values. Accordingly, we refer to two possible
effects of data on activities: (1) the data item serves as an
input for the activity, for creating output or for affecting the
way the activity will be performed. (2) The data value sets
a precondition for the execution of the activity through a
routing constraint attached to a control flow edge. Only if
the routing constraint is evaluated as true the activity is
enabled. For example, only if [courseType = nonRegular]
is true, the activity choose mode for non-regular courses
can be executed.
Following this, we refer to three types of dependencies
in a process model: control flow dependency (CF),
enabling constraint dependency (EC), and data flow
dependency (DF).
Control flow dependencies link behavioral nodes (ac-
tivities and gateways) through flow edges. In our running
example, the flow f1 which connects the activity create
course and the XOR gateway A exemplify a control flow
dependency.
Enabling constraint dependencies are affected by rout-
ing constraints attached to flows and control the execution
of the behavioral nodes at their destination. As an example,
consider the dependency between the routing constraint
[courseType = nonRegular], associated to the flow f2, and
the activity Choose mode for non-regular course: the
routing constraint enables the activity. Another example is
the dependency between the routing constraint
[courseType = Regular], associated to the flow f3, and the
XOR gateway B. Here the routing constraint enables the
gateway.
Together control flow and enabling constraint depen-
dencies are used to determine the traversed paths of process
executions.
Finally, data flow dependencies are the means by which
data values affect and are affected by process elements,
specifically activities and routing constraints. Activities are
affected by input data items and affect output data items.
For example, the data item course type is an input for the
activity determine capacity, and the activity create course
writes the data item course. These perform two data flow
dependencies. In addition, routing constraints are evaluated
based on values of data items. For example, the routing
constraint [courseType = non Regular] uses the value of
course type, creating another data flow dependency. Last,
data dependencies may also exist directly as structural
relations among data items, referred to as DIR. In our
example, the data item course.mode affects the data item
course.capacity, creating yet another data dependency.
Table 1 summarizes the dependencies among process
model elements as a basis for the data impact primitives we
present in the next section. The corresponding roles of the
elements (in brackets) are taken from the metamodel in
Fig. 2.
3.2 Impact Primitives
Taking a data impact perspective, the six proposed primi-
tives are given in Table 2: the first one represents data item
relations (DIR), the next four relate to data flow (DF)
dependencies and the last one stands for enabling con-
straint (EC) dependencies. Note that control flow (CF)
dependencies are not related to data, and hence are not
regarded as part of the primitives. The table provides for
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each primitive an informal description, a formal represen-
tation, and an example related to the course opening
process.
In order to retrieve impacts using the aforementioned
primitives, the approach uses a relational database derived
from the metamodel in Fig. 2. Each table stores certain
process elements (e.g., data items, gateways, activities, or
flows) or relations between process elements (e.g., Relat-
edTo, AffectedThrough or UsedIn). Due to primary key
restrictions, the ternary relation – affected through – is
realized through three tables capturing the following three
cases:
1. IsOutputOf – holding pairs (a, d), where the data item
d is an output of the activity a regardless of its input.
This corresponds to tuples (null, a, d) [ IAO.
2. IsInputOf – holding pairs (d, a), where the data item
d is an input of the activity a that does not affect its
output. This corresponds to tuples (d, a, null) [ IAO.
3. AffectedThrough – holding triples (di, a, dj) where the
di is an input of the activity a used to produce or
modify dj. This corresponds to tuples (di, a, dj) [ IAO.
Seven queries are defined on top of the relational data-
base (see Table 3). Each query filters the rows of a certain
table and is recursively used by the approach for analyzing
the impact of value change. Each query returns a list of
elements that are affected by a given element (@key) along
with their types (‘d’ for data items, ‘a’ for activities, and ‘r’
for routing constraints). The element type is used for per-
colating the impact on relevant process elements (e.g.,
change in data items may impact routing constraints,
activities to which the data items serve as inputs, and other
data items).
3.3 Impact Analysis of Data Change
Focusing on runtime, we wish to retrieve all process ele-
ments impacted by unexpected changes in data values that
Table 1 Impact relations
between process elements
CF control flow, DF data flow,
EC enabling constraint, DIR
data item relations
Activity Gateway Flow Data item Routing constraint
Activity – – CF DF (output of) –
Gateway – – CF – –
Flow CF CF – – –
Data item DF (input for) – – DIR (related to) DF (used in)
Routing constraint EC (destination) EC (destination) – – –
Table 2 Data impact primitives
Effect
type
# Name Informal description Formal representation Example
DIR P1 Data on
data
When the value of di changes, the value of dj may
also be changed due to a structural constraint,
irrespectively of a specific activity
(di, dj) [ DIR (mode, capacity)
a [ DIR
DF P2 Activity on
data
(output)
An activity ax affects (creates, deletes, or updates)
the value of a data item dj independently of any other
(input) data item




An activity ax uses the value of the data item di, but
di does not determine any of ax outputs






An activity ax uses the value of di for determining
the value of dj
(di, ax, dj) [ IAO (numRegistrants, register-to-




A data item di is used in the logical expression of the
routing constraint rx
di [ Support(rx)





The activity ax is enabled only if rx is evaluated to
true
Af [ F, b [ Act [ G
such that (rx, f) [ RF
and f = (b, ax)
(courseType = nonRegular, f3) [
RF and f3 = (A, choose-mode-for-
non-regular-courses)
aFor the sake of simplicity, assume that course capacity is set by default to infinity if the course mode is online and to a finite value N otherwise
bAfter each execution of register-to-course, the number of registrants is increased by one
cRecall Support is a mapping from R to the power set of DI (see Definition 3)
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may occur while the process is executed. As an example,
assume that while determining the course capacity (see
Fig. 1a), an unexpected change in the course type is
required since the lecturer decided that the course should
be regular, instead of non-regular as previously
announced. Assuming the course type was non-regular, the
secretary previously selected the path of create course ?
A ? choose mode for non-regular courses ? B ? de-
termine capacity. With the updated value, the relative path
should be: create course ? A ? B ? determine capac-
ity. As a consequence, the activity choose mode for non-
regular courses should be undone and the course capacity
should be determined. To this end, the decision point
represented by gateway A should be revisited so the cor-
rected path can be taken.
To tackle such scenarios, a clear definition of the pro-
cess state when a change takes place is required. This
information is given in the form of a process trace.
Definition 5 (Process trace) Aprocess trace is a
sequence pt =\n1, …, nm[, where ni is a behavioral
node (an activity or a gateway) and the order of ni reflects
the temporal order of a single process execution
(instance).
pt1 =\create course, A, choose mode for non-regular
courses, B, determine capacity[, pt2 =\create course, A,
choose mode for non-regular courses[ and pt3 =\create
course, A, B, determine capacity[are examples of possible
traces in Fig. 1a. We consider the partial trace performed
for a specific process instance until the occurrence of an





Query output Query Example
DIR P1 – Data on
data (through
value)
Returns all data items affected by







@key / ‘mode’; all data items affected by mode
change, e.g., capacity
DF P2 – Activity
on data
(output)
Returns all data items modified by







@key /’create course’; all data items which are the
output of create course, e.g., all attributes of course
P3 – Data on
activity
(input)
Returns all activities using a given







@key /’capacity’; all activities which use (read)
capacity without modifying data items, e.g., allocate
rooms
P4 – Data on
data through
activity
Returns all output data items





Where inputFor = @key
@key /’ numRegistrants’; all data items which are
modified based on ‘numRegistrants’, e.g.,
numRegistrants itself (which is increased by 1 due to
a new registration)
P4 – Data on
data through
activity
Returns all activities using a given
input data item to create or modify




Where inputFor = @key
@key / ‘numRegistrants’; all activities which uses
this data item to modify a data item, e.g., register-to-
course (the activity which increases numRegistrants
by 1)
P5 – Data on
routing
constraint
Returns all routing constraints








@key / courseType; all routing constraints that uses
the value of courseType, e.g.,
[course.coureType = regular]
EC P6 – Routing
constraint on
activity
Returns all activities executed
only if a given routing constraint






@key / [Course.courseType = nonRegular]; all
activities that are executed if the given routing
constraint is evaluated to true, e.g., choose mode for
non-regular courses
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unexpected data change as denoting the process state upon
which the change occurred. Yet, this refers to the behav-
ioral nodes only, without considering the associated data
items. To explicitly refer to the data items relevant for a
certain process trace, an extraction of the data flow in the
trace is required. Therefore, we define next a closure of a
trace (pt).
Definition 6 (Closure of trace) The closure of a trace
includes the trace itself and all data items and routing
constraints related to behavioral nodes in the trace. For-
mally expressed, given a trace pt =\n1, …, nm[, its clo-
sure pt is defined as {ni}i=1…m[{d [ DI | An[{ni}i=1…m, d0 [
DI [{[} such that (d, n, d0) [ IAO or (d0, n, d) [ IAO} [
{r[ | A f[, n, n0[ {ni}i=1…m such that f = (n, n0) and (r, f) [
RF}.
In our example, pt2 = {create course, A, choose mode
for non-regular course, mode, [courseType = nonRegular],
determine capacity, course, capacity}.
The algorithm, whose pseudo code is provided in Listing
1, retrieves potential impacts of an unexpected change in
data value at runtime. It receives a partial process trace
(depicting the partial execution of the process until the
occurrence of the change) and a data item to which the
change applies. It returns a set S holding the process ele-
ments (activities, data items, and routing constraints) that
might be affected by the change. To this end, the algorithm
uses the queries defined in Sect. 3.2 to retrieve process
elements in the closure of the given trace that are affected
by the given data item. This is repeated for each element
that was retrieved, using the queries that fit the element
type. Note that any element is checked only once, and thus
the algorithm stops when all impacts (linked elements)
have been retrieved and no elements are left to check.
Considering our example of an unexpected change in the
course type, for the inputs di = courseType, pt =\ create
course, A, B, determine capacity[, the algorithm will
retrieve the following process elements: {(courseType,
‘d’), (capacity, ‘d’), ([courseType = Regular], ‘r’), (de-
termine capacity, ‘a’)}. This would imply that the activity
determine capacity should be revisited. The value of course
capacity may also change, as it is the output of the revisited
activity determine capacity. The gateway leading to the
routing constraint [courseType = Regular] need to be
revisited in order to decide whether the value change leads
to a different execution path.
Note that the process participants need to get all
retrieved activities and data items as these may require
some correction. In particular, when the process model is
not fully complied with, the full list of activities to be
revisited is an important guidance. The complete set of
traversed routing constraints is less relevant, since the
previously selected execution path may no longer be valid
Listing 1. Pseudo code of the impact analysis algorithm of value change
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due to the value change. Instead, the process participants
need to be directed to points in the control flow where
decisions could be modified as a result of the value change.
Such points are modelled as gateways of type XOR. Hence,
on top of the retrieved process elements, S, the output
given to the process participants by our method includes
three sets: the set of affected activities (SA), the set of
affected data items (SDI) and the set of affected gateways
(SDG) which are defined next.
Definition 7 (Set of affected activities) All the activities
that have been performed and may need correction due to
the value change form the set of affected activities (SA).
Formally expressed, SA = {e [ S | e is an activity}.
Definition 8 (Set of affected data items) All data items
whose values have been modified or may need to be
modified form the set of affected data items (SDI). Formally
expressed, SDI = {e [ S | e is a data item}.
In order to define the set of affected gateways, we need
to define first the notion of gateway precedence.
Definition 9 (Gateway precedence) Given a data-aware
process model PM = (Act, G, F, DI, R, RF, IAO), a gate-
way g0 [ G precedes a gateway g [ G iff there are nk [ G [
Act, k = 1…N, such that n1 = g
0 ^ nN = g ^ (ni, ni?1) [ F
for i = 1…N - 1.
Definition 10 (Set of affected gateways) The set of
affected gateways (SDG) contains the set of XOR gateways
included in the process trace pt, for which (a) at least one of
the outgoing routing constraints is affected by the value
change, and (b) there are no preceding XOR gateways
according to the process model PM that satisfy (a). For-
mally expressed, given a data-aware process model PM =
(Act, G, F, DI, R, RF, IAO) and a process trace pt, and the
set of elements returned from the algorithm S, SDG = {g [
G | g.type=’XOR’ ^ Ani, ni?1 [ pt, r [ S \ R such that
ni = g ^ (r, (ni, ni?1))[ RF ^ :Ag0 [ G, nj, nj?1 [ pt, r0[ S \
R such that g.type=’XOR’ ^ nj = g0 ^ (r0, (nj, nj?1))[ RF ^
g0 precedes g}.
In our example, SDG contains only one gateway (A),
deciding whether to execute choose mode for non-regular
course. Since this is a simple example, the number of
retrieved elements is small. However, in large process
models, the number of affected elements may be large and
complicated to handle by process participants.
The complexity of the algorithm is O(n2), where n is the
number of elements in the process model. The outer loop
runs |S| times which is at most n. For each element, five
queries run at the worst case (for data items). Each one of
the defined queries runs on a single table, namely its
complexity is O(n). Note that the creation of the trace
closure (pt) is also O(n2).
4 Evaluation
The evaluation of our approach aims to examine change
impacts obtained by the algorithm in comparison to
(a) change impacts obtained through the existing common
practice, which is the manual handling of unexpected
changes by experienced process participants, and (b) a
‘ground truth’ baseline of change impacts. To this end, we
conducted an experimental case study concerning a
detailed course opening process at a university. The pro-
cess was operated using an SAP information system, which
was deployed at the university in 2006.
We examined four scenarios where modifications to data
values were required during process execution. The
impacts of these changes were identified in three inde-
pendent ways: first, we established the ‘ground truth’
baseline with the help of a process expert. Second, we
applied our algorithm to obtain a list of change impacts.
Third, we conducted a series of interviews with experi-
enced process participants to obtain the change impacts as
identified when manually handling the scenarios. Below,
we elaborate on the settings, procedure, analysis, and
results of the evaluation.
4.1 Settings
4.1.1 Experimental Material
The selection of the process for the evaluation study fol-
lowed six criteria: (1) The process should be structured and
possess a well-defined flow. (2) The process should be rich
in terms of relationships among its model elements. In
particular, the process should demonstrate the different
types of relations of the metamodel (Fig. 2). (3) The pro-
cess should be executed by humans using an information
system (as opposed to a fully automated or a manual one).
(4) Unexpected changes in data values should be part of the
routine operation of the process so that participants were
used to handle them. (5) Experts (IT people) should be
available to provide details and support the creation of an
initial process model, change scenarios and a ‘ground truth’
baseline for change impacts. With these criteria, we
selected the university course opening process, performed
by the administrative staff of the academic departments.
The process is introduced as the running example in
Sect. 2.1 and depicted at a high level in Fig. 1. A detailed
version of the process, along with its data flows, can be
found online.3 Overall, in its detailed level, the process
includes 15 activities, 14 gateways, 10 routing constraints,
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We created an initial BPMN model of the process based
on the local SAP user manual. Next, we interviewed two
managers who oversaw the process to validate the model.
Last, we interviewed the Head of the Students and
Teaching division in the IT department of the university,
who deals with the academic administration processes and
was also involved in the incorporation of the SAP system at
the university and the accompanied process design. For our
purposes, she was considered as the top expert of the
process (hereafter, we refer to her as the process expert)
who could provide a final fine-tuning and validation of the
process model.
4.1.2 The Examined Scenarios
We designed four modification scenarios (see Table 4) that
may occur during the process, following several consider-
ations. First, the scenarios should be specific in order to
communicate them to the administrative staff. However,
they should represent a class of cases from the participants’
world. For example, the scenario of parental leave (sce-
nario #1) represents a situation where an already assigned
member of the course staff needs to be replaced (we chose
this scenario rather than any other reason for absence since
the time of child birth cannot be negotiated, thus this is a
firm constraint).
Second, these scenarios need to systematically cover a
spectrum of change behaviors. For this purpose, we looked
for a possible basis over which systematic coverage could
be established. First, we reviewed studies on flexibility of
processes (Weber et al. 2008), exception handling in pro-
cesses (Rinderle and Reichert 2006), and impacts of
changes in processes (Soffer 2005). However, these mostly
focus on changes in the control flow, such as inserting or
deleting activities, and changing their order. Although such
changes may lead to data changes and may potentially lead
to data anomalies such as missing, redundant, conflicting or
lost data, we found them not suitable as a basis for a set of
scenarios of unexpected value changes at runtime. Simi-
larly, data-centered redesign changes suggested in (Tsoury
et al. 2016) mainly refer to change operations that apply to
the schema of the process rather than to runtime values,
and are thus not a suitable basis for the scenarios. We
hence used our proposed metamodel as a basis and
designed the scenarios to include the data dependencies
discussed in Sect. 3.1. Particularly, the related-to depen-
dency, in which the changed data item affects another data
item without an activity, is used in scenarios #3 and #4; the
affected-through dependency, in which the changed data
item is used in an activity to produce an output, is con-
sidered in scenarios #1, #2 and #4; and the used-in
dependency, in which the changed data item is used in a
routing constraint and in which therefore potential changes
in the flow are expected, is used in scenario #2.
Third, the scenarios should exhibit a variety of behav-
iors concerning (1) the locus of the change, i.e., where in
the process the change takes place (beginning, middle,
[towards the] end), (2) the span of the effect, which could
be substantial (changes at least 50% of the process ele-
ments) or medium (changes of up to 50%), and (3)
prevalence of the scenario in the regular work of the sub-
jects, which can indicate the familiarity of the adminis-
trative staff with the change. For each scenario Table 4
presents, besides its name and description, the locus of the
effected change, the span of the effect, and the prevalence
of such change.
4.2 Procedure
After selecting the scenarios and specifying them, we
introduced them to the process expert and asked her to
indicate the expected impacts of each scenario. For this
task, we showed her the process model and asked her to
indicate for each scenario the set of affected data items,
activities, and decision points (gateways). According to her
answers, we built the ‘ground-truth’ baseline.
Table 4 The examined scenarios





1 TA change (due to
parental leave)
A teaching assistant assigned to a course announces that he/she will be
absent due to parental leave and will not be able to teach the course
Middle Medium Common
2 Change in course type
(from regular to non-
regular)
A lecturer who was assigned to teach a regular (standard schedule) course
announces that she/he will be away during the semester. A special





A lecturer was assigned to teach an online course (infinite capacity) with
a defined schedule for online sessions. The lecturer wishes to change the
course type to a regular course
Beginning High Rare
4 Unavailability of rooms After all the courses have been opened, the maintenance division
announces that due to renovations an entire floor in a certain building will
not be available in the first semester
End Medium Common
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We ran the proposed algorithm for the same scenarios.
To this end, we have developed a prototype tool imple-
mented in MS-SQL environment. The database tables were
derived from the metamodel in Fig. 2. The tool further
supports an automated population of the database by
extracting the elements of a BPMN process model in an
XML format. Additional relations among elements (data
item relations – DIR – and input-activity-output – IAO)
were manually inserted.
In parallel to the tool development and algorithm exe-
cution, we performed a series of interviews with experi-
enced process participants to understand how they would
handle such scenarios. The participants were eleven
administrative staff members at the university who operate
the course opening process. They belonged to eight dif-
ferent departments. Seven of them were chief administra-
tive staff while four were administrative assistants. Most of
them (nine out of eleven) had worked at the university for
more than 10 years and were familiar with the SAP
information system since its deployment at the university.
The other two participants had worked at the university for
about 5 years. The participants operated the course open-
ing process on a yearly basis for all the courses that were
offered by their departments.
We introduced the process to each participant using a
short presentation to ensure a shared perception of the
process and its underlying concepts. In addition, the
participants received handouts of the process model and a
list of process elements along with their descriptions.
The interviews were separately conducted with each of
the eleven participants. For each scenario, we presented
(a) the current state of the process, upon which the scenario
begins, (b) the trigger for the change, and (c) the (unex-
pected) value change in a specific data item. The partici-
pants were requested to indicate the operations that would
be required to handle the changes implied by the scenario.
It was expected that as a result, a chain of implied changes
should take place, and these would form the impact of the
(initial) value change. After the participants provided their
answers, we verbally summarized them and asked ‘what-if’
questions, allowing additions or modifications to their
answers. We refer to the answers given at this step as ‘after
guidance.’ The interviews were recorded and transcribed.
Table 5 exemplifies the outcomes of the analysis for
scenario #1 (TA change).
4.3 Data Analysis
Overall, we had 44 responses (11 participants and 4 sce-
narios). However, we excluded five answers for the fol-
lowing reasons: (1) for Scenario #2, two of the participants
avoided giving specific answers, claiming that the entire
process, including all steps and elements, would be affec-
ted, and they would have to update ‘‘everything.’’ They did
not change their answers after guidance. (2) In Scenario #3,
Table 5 The ground truth baseline, the algorithm’s results and an example of participant’s responses before and after guidance for scenario #1
(TA change)







Determine applicable human resources for course (in case that the new TA
is not in this list already)
H X X
Define sub-event schedule (in case the schedule does not fit to the new TA’s
schedule)
H X H
Define sub-event human resources (for the actual replacement) H H H
Allocate rooms (if the schedule has changed) H X H
Allocate computer labs (if the schedule has changed and computer labs are
required)
H X H
Create course package (to hold the new data as one package) H X X
Data items
Staff member for course H X
Staff member for sub-event H H H
Sub-event schedule H X H
Sub-event schedule_computerLab H X H
Sub-event schedule_lectureRoom H X H
Package H X X
Academic year catalog X X X
Schedule shifts X X H
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three participants answered that they would not change
anything in the process. Instead, they would handle the
changes manually, or would not allow such scenario at all.
Eventually, 39 responses were analyzed.
The interview transcriptions were coded to match the
exact terms used in the process model. To avoid bias, a
sample of the coding was checked by two independent,
non-involved researchers. Each of the responses was
compared to the ‘ground truth’ baseline, and its elements
were classified as true positives (indicated elements that
match the baseline indications), true negatives (not indi-
cated elements that match the baseline lack of indications),
false positives (indicated elements that do not match the
baseline), and false negatives (not indicated elements that
do not match the baseline).
We then calculated for each scenario and participant the
metrics of precision, recall, and F-measure. Precision
measures the fraction of elements indicated by a participant
that are indeed relevant according to the baseline (true
positives out of all positives). Recall measures the fraction
of elements that were indicated by the participant from the
relevant ones (true positives out of all ‘‘true’’). F-measure
is the harmonic mean of precision and recall. We calcu-
lated the average precision, recall, and F-measure for all
participants, separately for their initial answers and for the
answers ‘after guidance’. Similarly, we analyzed the results
of the algorithm and calculated the related metrics. The
results are reported in Sect. 4.4.1
We note that the interviews also included a lot of free
discussions, where participants expressed their opinions
about the scenarios and described the way they handle
changes. These parts were qualitatively analyzed and the
related insights about change practices are reported in
Sect. 4.4.2.
4.4 Results and Discussion
4.4.1 Quantitative Results
Table 6 summarizes the quantitative results of the study.
As can be seen, in all the scenarios the approach scored
much higher in the recall and F-measure than the partici-
pant’s scores, before and after guidance.
For the participants, in most scenarios the precision was
high (91–100%). These results show that the participants
are familiar with the dependencies among elements and do
not presume dependencies unless they exist. However, the
values of the recall, and consequently of the F-measure,
were relatively low. In particular, the recall of the initial
answers (44% on average) was much lower than that
achieved after guidance (60% on average).
These results suggest that despite their high level of
experience, the participants could not immediately recog-
nize the full extent of the impacts of the changes. Even
after guidance, their perception of the impacts was still
partial.
The precision of our approach in all the scenarios was of
100%, implying that no irrelevant elements were indicated
by the algorithm. Recall, however, was lower – 79%
overall, but still higher than that of the participants. The
lowest recall score of Scenario #3 (Additional resources
needed) (60%) can be explained by the fact that this
specific scenario uses information external to the infor-
mation system: for setting the course schedule, the partic-
ipants consider constraints which are informally known but
are not handled as part of the formal process and hence
cannot be considered by our approach. In Sect. 4.5 we
discuss the gaps between the baseline, the participants’
answers and the outcomes of the approach.
From the quantitative results, we can conclude that tool
support is required for such tasks and that our approach
could improve the performance of experienced process
participants.
4.4.2 Qualitative Results
As noted, the interviews yielded additional observations,
mainly related to organizational and human aspects dealing
with changes. Analysis of the answers revealed seven
strategies the participants described for coping with unex-
pected changes: (1) reliance on the information system
guidance, (2) managing the changes manually, (3) taking
preventive steps to avoid future changes, (4) data
Table 6 Evaluation results
Scenario Participants (initial answers) Participants (after guidance) Proposed approach
Prec. (%) Recall (%) F (%) Prec. (%) Recall (%) F (%) Prec. (%) Recall (%) F (%)
1. TA change 100 33 34 100 62 73 100 83 91
2. Change in course type 100 32 44 100 48 61 100 85 92
3. Additional resources needed 91 54 63 91 58 68 100 60 75
4. Unavailability of rooms 97 56 69 95 71 80 100 86 92
Average 97 44 53 97 60 71 100 79 87
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manipulation for gaining control over the process, (5)
forbidding changes after a certain point in time, (6) waving
responsibility, and (7) deleting the entire process instance
and starting again.
Table 7 lists these strategies and provides typical
statements (literally translated from the interview tran-
scripts) in the context of these strategies. In summary, all
the strategies that are taken have negative consequences in
terms of data integrity, process flexibility, and overall
control, and may lead to additional errors. Strategy #7 –
deleting the entire process instance and starting again – was
the most popular among the interviewees, whose immedi-
ate response to the different scenarios was to delete the
instance. It seemed easier for participants to start all over
again than to cope with the change, but this decreases
productivity and may lead to additional errors.
4.5 Insights from the Quantitative and Qualitative
Results
From the quantitative and qualitative analyses of the find-
ings, we can conclude that handling unexpected changes is
a difficult task even for experienced users. This task
requires understanding the full extent of dependencies
among process elements.
Although our participants were experienced and thor-
oughly familiar with the process, the results show that our
Table 7 Strategies described by participants for dealing with changes
No Strategy Quote Consequences
1 Reliance on the
information system
guidance
‘‘I am not sure what to do, but the system will guide me
how to make the changes that need to be made. I will start
with the most obvious tasks, and then I will wait for the
system instructions’’
Participants do not take responsibility for addressing
the change
The change might be handled partly and
inappropriately
2 Managing the changes
manually
‘‘I would write the changes in a booklet, outside the
system, and publish the exact dates for the students. I
would not touch the system’’
‘‘I will manage the change elsewhere. This is my kind of
conservatism. I do not trust the computer. I only trust
myself’’
Some changes may not be documented in the
system, negatively affecting decision making in
general
Data quality may suffer poor integrity, leading to
difficulties in operational tasks
3 Taking preventive
steps to avoid future
changes
‘‘I usually ask the lecturers to sign detailed forms,
approving the agreed upon schedule before it is entered
into the system; only after receiving these signed
documents, we update the system. These steps are intended
to prevent unexpected changes.’’
Preventive operations are time-consuming.
Life may raise unexpected situations to which we
cannot get ready in advance
4 Data manipulation for
gaining control over
the process
‘‘I always ask for a room, even if the course is defined as
an online course’’
‘‘When opening a course, I increase the capacity to be
able to reserve larger classrooms. When students’
registration is opened, I decrease the capacity to the
original value. This ensures that the assigned classrooms
are not too small.’’
‘‘I will open more events than needed to reserve rooms
throughout the semester in case unexpected needs are
raised’’
Data quality may suffer poor integrity leading to
difficulties in operational tasks
Some manipulations may consume unneeded
resources, negatively affecting the efficiency and
effectiveness of the organization
5 Forbidding changes
after a certain point in
time
‘‘I do not approve last-minute changes unless there are
substantial reasons such as illness. Otherwise, I will not
approve the change’’
‘‘I will not agree…, the lecturer will have to find someone
to replace him/her while being away. Travel plans are
not my concern. If the lecturer doesn’t find anyone to
replace him/her, I will not approve this request’’
This reduces flexibility in the process
Life may raise unexpected situations
6 Waving responsibility ‘‘The university will have to find a solution for this. It is
not my problem’’
‘‘I won’t do anything. I will ask other units to take care of
this’’
Participants expect other units to handle the change,
not considering the whole organization perspective
7 Deleting the entire
process instance and
starting again
‘‘How will I make the change in the system? It is simple; I
would delete the course and open a new one’’
Deleting operations are time-consuming and may be
error-prone
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approach can significantly improve the way changes are
handled. Moreover, we observed that:
(a) The less familiar the scenario is, the harder it is for
participants to cope with it. In the exceptional
scenario #2 (change in course type) and the rare
scenario #3 (additional resources needed), the recall
obtained was very low even after guidance (48% and
58%, respectively). The answers of the participants
for these scenarios imply that the effects of such
changes are not fully understood and hence they tend
to resist and refuse to handle them. Most participants
responded to these scenarios saying that they would
try to avoid the change (by forbidding changes after
a certain point of time or taking preventing steps to
avoid future changes).
(b) When the changes take place early in the process,
they are easier to handle, since commonly the
number of affected elements is smaller. When a
change occurs in advanced stages of the process, the
participants tend to handle it by deleting the entire
instance and starting again.
(c) When the corrective actions are complicated, it is
harder to fully understand the consequences of the
change and to handle them. Scenario #1 (TA
change), for example, was quite a common one.
However, the data change occurred in the middle of
the process. Therefore, a chain of modifications was
required which was not easy to fully grasp, resulting
in unexpectedly low values of recall and F-measure,
which improved only after guidance.
Our experience in this case study suggests that process
participants tend to think in terms of activities (tasks) rather
than in terms of data. For example, they stated that they
need to allocate resources again, schedule rooms, and so
on. Hence, we believe that providing them with an indi-
cation of activities and decision points that require their
attention, as our approach does, is very important for
supporting decision making regarding corrective actions.
This outcome, in addition to the actual changes to the data,
will guide the process participants’ decision how (in terms
of activities and decision points) to act for coping with the
unexpected changes in data.
As to our suggested algorithm, while the recall obtained
was generally high, the results, specifically for scenario #3
(additional resources needed), illustrate the sensitivity of
the approach to the quality of the process model and
especially to its completeness. Process elements that are
not explicitly specified (e.g., organizational documents)
negatively affect the recall and consequently the
F-measure.
4.6 Threats to Validity
The threats to validity are discussed according to the cat-
egories in Wohlin et al. (2012). First, conclusion validity,
which deals with the ability to draw a conclusion about
relations between the treatment and the outcome of the
evaluation, may seem limited by the small number of
participants (eleven). However, these were experienced
users from eight different departments, and we used four
modification scenarios for each, resulting in 39 valid
responses in total.
Second, with respect to construct validity, which con-
cerns the ability of the measured constructs to express the
relationship between theory and observation, a possible
limitation is the form of the task. We asked the participants
to verbalize their way of handling changes, as opposed to
actually performing these actions. It can be argued that an
actual performance, using the system and its forms, would
be different. To address this concern, we discussed their
responses with the participants and allowed modifications
of the initial answers (‘after guidance’).
Third, considering internal validity, which addresses
factors that may affect a dependent variable, we note that
differences in performance among the scenarios may be
due to a learning curve. Since the order in which the sce-
narios were presented was the same for all participants,
their performance might have improved from scenario to
scenario due to learning. Indeed, the average scores for the
fourth scenario were better than for the first scenario, but
the average recall and F-measure for the second and third
scenarios were worse than for the first one. In any case, our
focus was on the comparison to the baseline rather than
between scenarios.
Fourth, for external validity, which concerns the possi-
ble generalization of the results, we note that we examined
only one process in one specific organization. Yet, the
participants were from different departments, exposed to
variants of the process and different departmental policies.
In addition, the selection of this process, described in
Sect. 4.1.2, followed certain criteria that increase the
external validity of the study, including the ability to
recruit highly experienced participants.
5 Related Work
Here we review work in three related areas: (a) data-aware
process modeling, which is the basis for any attempt to
analyze the impact of data on process elements, (b) process
modifications in design and run-time, and (c) change
impact analysis in general, and particularly in business
processes.
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Data-aware process modeling Many attempts have been
made to address the relations between processes and data,
sometimes referred to as ‘‘duality of control flow and data
flow’’ (Kumar 2018). The importance of integrating data
and process flows, and the increasing number of studies on
this topic, have led to several surveys that consolidate and
compare studies in this area (Meyer et al. 2011; Reijers
et al. 2017; Steinau et al. 2019). Meyer et al. (2011) claim
that processes and data are equally important for business
process management. They evaluated 12 process modeling
languages that consider data, according to 23 criteria
related to capabilities of flow modeling, data modeling,
connection between control flows and data, and execution
semantics. They conclude that none of the studied lan-
guages support all criteria. Moreover, they state that in
most of the approaches only basic principles such as the
representation of data objects are supported, while complex
principles such as dependencies and interrelations between
data objects are neglected.
The evaluation in Reijers et al. (2017) addresses 14 data-
centric process approaches. The approaches are categorized
into three main groups: (1) Data-driven process structures
(e.g., Müller et al. 2007, 2008), in which the objects
involved in the process are described using a data-model
(each object has a lifecycle to define its states); (2) Product-
based workflow design (e.g., Reijers et al. 2003; Vander-
feesten et al. 2011), in which a model describes the data
elements involved in the process in form of tree-like
structure (the top elements in the tree are the final data
elements that represent the outcome of the process); and (3)
Artifact-centric process modeling (e.g., Bhattacharya et al.
2009; Cohn and Hull 2009), which focuses on describing
how business data (artifacts) are changed by a particular
action, task, or service throughout the process (the states of
an artifact are described by a lifecycle model, and an
information model of the process describes all business
artifacts and their relationships). The authors conclude that
although there is a significant increase in developing data-
centric process modelling approaches, not much attention
is given to the individual needs (i.e., users’ perspective
usability).
When discussing and introducing data-centric process
modeling approaches, Kumar (2018) mainly focuses on
product-based and artifact centric approaches. These and
others (e.g., Bhattacharya et al. 2009 and Sadiq et al. 2004)
tie process modeling to analysis approaches that address
the data perspective and take measures to avoid data flow
problems. These approaches are fundamentally centered on
data rather than on control flows. They support the design
of process models with data but do not aim to analyze data
impacts as we do. In most studies, the granularity level is of
data objects, which we indicate to be too coarse to support
a detailed data-centric analysis. Several studies, such as
Reichert (2012), Ryndina et al. (2006), and Meyer and
Weske (2013), further represent the state of data objects
along the process flow, referring to a specific attribute (e.g.,
‘‘status’’), which changes its value during process execu-
tion to reflect the progress in the process. Meyer et al.
(2013) refer to the structural relations between data objects,
as specified in the database schema, to enable automated
execution of process models. The approach extends BPMN
and combines concepts of relational data modeling but
does not refer to the individual attributes (data items).
Data flow is discussed also in the context of workflow
nets, e.g., in Sidorova et al. (2011) WFD-nets (workflow-
nets with data) are suggested. The main purpose of adding
the data flow to workflow-nets is to check the correctness
of the data flow in the design phase. The model considers
data elements at a granularity level that can be used in
transitions’ preconditions.
The gap between the business process models and
underlying databases, especially when dealing with data
integrity constraints that are not handled by the process
model, is addressed by van der Aalst et al. (2005) and Lin
and Sadiq (2010). This study proposes to use concepts of
data integrity management through data dependency con-
straints in business process models. The paper introduces
Conditional Data Dependency (CDD) which is used to
define business rules to ensure data integrity through the
process layer to the data layer. The data constraints can be
modeled at the process model level. However, these
dependencies are kept in a table form and translated into
DBMS procedures. The constraints are checked in runtime
in the database to ensure their enforcement.
Verification of process models has been widely
addressed with respect to the control flow perspectives, and
in some cases also extended to consider the data perspec-
tive, in combination with the control flow perspective or
separately (Kumar 2018). Sun and Zhao (2013) and Sun
et al. (2006) propose a workflow design approach based on
dependencies among activities and their associated data.
They specifically refer to data items and define a set of data
dependencies. Their approach supports the design of
workflow models but does not address impact analysis. The
soundness property, which is commonly used for control
flow, is extended in the context of workflow nets with data
(WFD-nets) in Sidorova et al. (2011). The model considers
data elements at a granularity level that can be used in in
the preconditions of transitions. For the same modeling
formalism, a set of ‘‘anti-patterns’’ supporting the detection
of data flow errors in a process model are proposed by
Trčka et al. (2009) and von Stackelberg et al. (2014). These
patterns take dependencies among elements into account
and allow verification of the control flow and the data flow
at design time.
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The metamodel we propose here refines data-related
concepts and dependencies systematically, compared to
existing models, and supports a finer-grained analysis of
data impact in business processes.
Process modifications Over the years, several studies
proposed techniques and heuristics for changing processes
at design time (e.g., Reijers and Mansar 2005; Weber et al.
2008; Reichert and Weber 2012). Weber et al. (2008)
propose 17 change patterns for processes. However, these
patterns do not address data aspects and mainly refer to
control flows. Reichert and Weber (2012) refer to related
data problems, e.g., missing data, unnecessary data, and
lost data, when changing a process. Their approach does
not consider indirect impacts of the data and takes into
account only local changes.
To handle process modifications at runtime, while con-
sidering data-centric models, case handling (van der Aalst
et al. 2005) and product-based workflow design (Reijers
et al. 2003; Vanderfeesten et al. 2011) were proposed. Case
handling usually allows users to change the process at
runtime and enables flexibility of the process while
avoiding changes of the process model, e.g., by generating
implicit alternative paths. A variety of mechanisms is
defined to allow implicit deviations. Activities are descri-
bed as forms in relation to atomic data elements. Data
elements can either be free (not associated with particular
activities), mandatory (required for completing the corre-
sponding activity) or optional. An activity is considered as
completed if all associated mandatory data elements have
an assigned value. Free data elements are assigned to the
process model and can be changed at any point in time by
all users. However, only atomic data elements are pro-
vided. Data integration in terms of inter-relations is not
considered, and the granularity of data objects is too
coarse-grained for data impact analysis. Product-based
workflow design is a data-centric approach to workflow
specification and (re)design, which uses product data
models that describe all data elements and their depen-
dencies in a tree-like structure with nodes representing data
elements and edges representing functional dependencies
between them. Actions are located on edges between data
nodes, generating new data values from the existing ones in
a bottom-up manner. Production rules define which infor-
mation of which elements should be combined to obtain
other elements. The approach provides insights into
essential aspects of the (re)designed process and its data,
however, it does not consider the impact of data, especially
not in terms of the business process.
In Russell et al. (2006) exception handling patterns in
process-aware information systems were suggested to
describe different ways for coping with exceptions that
may occur during process execution. Patterns such as
Rollback are defined to deal with exceptional situations by
changing the state of a running process. However, they do
not consider the full impact of the change.
A recent study (Andrews et al. 2018) presents concepts
for supporting ad-hoc changes in object-aware processes;
in particular, the paper presents seven requirements for
handling such changes. The approach, supported by the
PHILharmonicFlows framework and tool (Künzle and
Reichert 2011), realizes an object and process aware
information system. This approach refers to various com-
ponents of processes, such as objects, relations, and coor-
dination processes, and provides user assistance to cope
with ad-hoc changes (including data values, but also
changes in the process and its activities). However, this
assistance depends on the existence of a data model and
state definitions for each data object, which exist as part of
the PHILharmonicFlows framework. In contrast, our
approach is currently conceptual and not tied to a specific
process execution framework. The study reported in Stei-
nau et al. (2019) is intended to gain profound insights into
the maturity of different data-centric approaches as well as
their capabilities. The authors propose a framework for
systematically evaluating and comparing data-centric
approaches, throughout the whole business process lifecy-
cle. The framework is applied to 38 studies belonging to
three approaches: case handling, the artifact-centric and the
object-aware approach. The authors further conclude that
most data-centric approaches do not support ad hoc chan-
ges properly.
Change Impact analysis Change Impact Analysis (ab-
breviated as IA) has been addressed in the area of software
engineering and is concerned with analyzing and assessing
the consequences of a change in software systems (Alam
et al. 2015). IA techniques are used to predict the impact of
changes (to, e.g., architecture, source code, or require-
ments) before applying them, and to help evaluate the
effect of the changes. IA has also been studied to some
extent in the field of information systems, including busi-
ness processes. In this context, IA has mainly been
addressed for control flow changes (Zhou et al. 2008; Dai
et al. 2009; Bouchaala et al. 2014; Kherbouche et al. 2013;
Soffer 2005). Soffer (2005) discusses IA in business pro-
cesses, referring to different kinds of changes including
data values; however, no method for analyzing these
impacts is provided.
A common technique in IA is dependency analysis
(Alam et al. 2015), which is commonly performed on
graphs or tables (Dai et al. 2009). The studies of Dai et al.
(2009), Wang et al. (2010) and Bouchaala et al. (2014)
define several dependency types between process elements
for analyzing the impact of change while considering ele-
ments in the same process. Dependency graphs should be
built for each process separately. While addressing data
dependencies, these studies do not consider impacts of data
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items on routing constraints or other data items. For a
similar purpose, our approach suggests a generic repre-
sentation and primitives that represent the dependencies in
the process.
A resemblance exists between the database rollback
mechanism (Elmasri 2008) and our approach. However,
when a transaction fails and rollback occurs at the database
level, changes are not saved in the database, and the roll-
back mechanism returns the database to the previous state.
In business processes, (unexpected) changes may occur
after writing values to the database and/or executing
additional activities (e.g., by different actors). Furthermore,
in our approach we do not rollback the process; we only
retrieve the places in the process on which the change has
an impact, leaving the decision whether to conduct cor-
rective actions to the process participants.
Related approaches can also be found in relation to
Complex Event Processing (CEP) (Hermosillo et al. 2010;
Soffer et al. 2017), which deals with the real-time analysis
of events using event streams. The study of Krumeich et al.
(2014) which analyses the current progress in the area of
CEP distinguishes six clusters of research in this area. One
of the clusters is flexible process adaptation, including
approaches which utilize CEP for detecting exceptional
cases that require adaptations at runtime.
In Pufahl et al. (2017), a combination of CEP and
BPMN is proposed to support re-evaluation of decision
points at runtime using event processing techniques. A re-
evaluation scope is formalized by using the BPMN
semantics and can be interrupted by an event. Furthermore,
queries are generated dynamically at run-time based on the
actual decision output and the decision logic to consider
only those events which trigger a different decision output.
Thus, decisions can be re-evaluated only until a certain
point. To support this idea, it is required to identify until
which point the actions following a certain decision can be
canceled or rolled back without severe consequences. This
study considers only updates that lead to a different deci-
sion output.
Sid et al. (2019) observe that when flexibility is granted
to process participants, it is typically not accompanied by
appropriate user guidance in the respective supporting
information systems. Therefore, they present a data centric
approach that uses AI planning techniques in order to guide
user decisions in highly flexible knowledge-intensive pro-
cesses (KIP). The proposed approach allows capturing data
inputs and outputs and relating them to process tasks, as a
basis for planning, and thus bears similarity to our impact
analysis approach. However, the process elements that are
taken into account neglect routing constraints and struc-
tural data dependencies, which our approach considers.
In summary, the literature related to impact analysis
does not focus directly on the impacts of data changes and
does not consider all its possible forms. To fill this gap, our
approach focuses on the impact analysis of data, attempting
to provide a systematic approach for analyzing both direct
and indirect data impacts and supporting users in handling
them at runtime.
6 Conclusion and Future Work
This paper addresses a common, yet difficult-to-handle
situation of unexpected changes in data values in business
processes. Usually, such changes cannot be addressed
locally, as due to dependencies their impact may stretch
across the entire business process. In this paper, we con-
sider the process participant perspective, extending a pre-
vious study and evaluating the approach by means of a real
business process with highly experienced process partici-
pants. We analyzed the results using quantitative and
qualitative analyses. We showed that the full impact of
value changes is not grasped by experienced participants.
Furthermore, attempting to reduce the required effort,
participants typically employ informal strategies that may
harm data integrity and decision making. The strategies
were classified, and their possible consequences were
described.
Implications of the approach are relevant to both prac-
tice and research. In practice, unexpected data changes can
occur for various reasons, including data errors, last-minute
changes, and exceptional situations. If addressed incor-
rectly or partly, this may lead to severe consequences for
data integrity, decision making, and business achieve-
ments. Since unexpected data changes are mostly not
addressed by formal process models, a tool-supported
approach to guide the handling of such situations in a
generic manner should be valuable. Using our approach at
runtime when facing unexpected data changes, process
participants will understand the consequences of the
immediate data changes and be guided through the implied
chain of changes if needed.
A contribution to research is the identification of the
process elements affected by an unexpected change in data.
For this, we refine existing business process metamodels by
(a) emphasizing direct and indirect data relations, (b) in-
corporating data items rather than objects, (c) relating
specific data item inputs to specific outputs through activ-
ities, and (d) referring to structural relations between data
items. This refined metamodel can support future research
of data-aware business processes. Furthermore, the concept
of data impact analysis can promote research directions in
the business process risk management and data quality
areas. It can also explain unpredicted behavior observed in
event logs in the area of process mining.
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The approach has also some limitations. First, it exam-
ines the impact of data in a single instance of a single
process, thus it is unable to trace impacts across instances
of the same process or across processes. We consider it a
starting point that should be further developed in this
direction. Second, additional model elements such as
events and advanced gateways types are not part of the
current metamodel. However, it can be extended to support
these and more. Third, the approach is sensitive to the
quality and completeness of the model. This should be
considered when building the infrastructure. Last, a set-up
of transformation from a process model to the relational
database has only a partial tool support, since not all the
required information is usually available. However, it is a
one-time effort that can be used through the lifecycle of the
process. Maintenance of this database is only necessary as
a part of redesign and not on a daily basis.
Future research directions would extend the analysis to
more expressive process models, considering elements
such as events, as well as to impacts across processes and
process instances. Moreover, we would like to address
additional perspectives such as resources and roles.
Another future direction is to explore and propose a way to
integrate our approach into existing Business Process
Management tools and systems, such as Camunda4 and
ProcessMaker.5 Such an integration will support the anal-
ysis and the exploration of the value change impact when
defining and testing the workflow. Moreover, it will enable
monitoring the process at runtime when the changes occur.
Finally, it will be possible to utilize such an integrated tool
for conducting extensive usability evaluations of the user
support proposed here.
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