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ON PASSIVITY OF FRACTIONAL ORDER SYSTEMS∗
MOHSEN RAKHSHAN† , VIJAY GUPTA‡ , AND BILL GOODWINE §
Abstract. We generalize notions of passivity and dissipativity to fractional order systems. Sim-
ilar to integer order systems, we show that the proposed definitions generate analogous stability and
compositionality properties for fractional order systems as well. We also study problem of passivat-
ing a fractional order system through a feedback controller. Numerical examples are presented to
illustrate the concepts.
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1. Introduction. Fractional order systems have been used in a wide range of
applications such as electrical circuits, electromagnetism, viscoelasticity, neuroscience,
and electrochemistry [6, 8, 11]. There exists extensive research on studying dynamical
properties of these systems. For instance, stability of the fractional order systems
has been covered extensively (see, e.g. the survey [13] and the references therein).
In particular, stability of linear fractional order systems [1, 7, 17], interval linear
fractional order systems [1], linear fractional order systems with multiple time delays
[7], and nonlinear fractional order systems [15, 14, 18, 12] has been studied. Robust
stability using linear matrix inequalities (LMI) has also been studied in [17]. An
interesting generalization of Lyapunov stability for nonlinear fractional order systems
is Mittag-Leffler stability that has been studied in works such as [15, 14, 18].
In this paper, we are interested in extending the tools of passivity and dissipativity
for fractional order systems. Passivity, and more generally dissipativity, are powerful
tools which propose an energy-based method for analyzing dynamic systems [2]. While
initiating from concepts in electrical circuits; these tools have been extended to a
wide range of applications, such as multi-agent systems [5], cyber-physical systems
[2], chemical and thermodynamics processes [4], and aerospace structures [3]. One
reason for the popularity of these tools is that they guarantee other useful properties.
For instance, a passive integer order system is also stable under mild conditions and
passivity is preserved under feedback and parallel interconnections [9, 19]. In this
paper, we propose suitable notions of passivity and dissipativity for fractional order
systems and show that similar properties of stability and compositionality hold for
fractional order systems as well. We also consider the problem of designing a feedback
controller to passivate a linear fractional order system and show that similar to linear
integer order system, we can solve for the controller as a linear matrix inequality
(LMI).
The rest of the paper is organized as follows; In Section 2, some basic definitions
and results from fractional calculus and fractional order systems are presented. In Sec-
tion 3, we propose passivity and dissipativity notions for fractional order systems, and
study their stability and compositionality implications. Section 4 solves the feedback
passivation problem for fractional order systems. In Section 5, some examples are
presented to illustrate the proposed concepts. Finally, some future research directions
and conclusion are presented.
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2 M. RAKHSHAN, V. GUPTA, AND B. GOODWINE
Notations: We will use the following notations. < denotes the set of reals, <+ the
set of non-negative reals, Z the set of integers. <n denotes the set of n-dimensional real
vector. The Laplace transform of a function f(t) is denoted by L(f(t)). Convolution
of two functions f and g is denoted by f ∗ g. 0 denotes the zero vector in the space
of whose dimension will be clear from the context. ||.|| denotes the 2-norm.
2. Preliminaries. We begin by reviewing briefly some mathematical prelimi-
naries.
2.1. Gamma Function. The gamma function is the generalization of the fac-
torial operator and is defined for any z ∈ < as [16]
(1) Γ(z) =
∫ ∞
0
e−uuz−1du.
2.2. The Mittag-Leffler Function. The Mittag-Leffler Function is one of the
most important functions in the fractional calculus and is defined as [16]
(2) Eα(z) =
∞∑
k=0
zk
Γ(αk + 1)
, α > 0, z ∈ <.
As we can see, for α = 1, Eα(z) = e
z.
2.3. The Fractional Integral. The fractional integral of the function f(t) with
order α ∈ <+ is given as [16]
(3) Jαt f(t) := fα(t) =
1
Γ(α)
∫ t
0
(t− τ)α−1f(τ)dτ.
It can be proven that
1. J0t f(t) = f(t).
2. Jαt J
β
t f(t) = J
α+β
t f(t) = J
β
t J
α
t f(t),∀α, β ∈ <+.
2.4. The Fractional Derivative. We will define a fractional order derivative
through the Right-Hand Definition (RHD) or the Caputo derivative, which is defined
as [16]
(4) Dαt f(t) :=
1
Γ(m− a)
∫ t
0
f (m)(τ)
(t− τ)α+1−m dτ, m− 1 < α < m,α ∈ <
+,m ∈ Z.
It may be noted that
1. Dβ = J1−βD1,∀β ∈ <+.
2. DαDβf(t) = DβDαf(t),∀α, β ∈ <+.
3. L(Dβt f(t)) = sβL(f(t))− sβ−1f(0).
2.5. Fractional order systems and Mittag-Leffler Stability. Consider the
following fractional order system
(5)
Dγt x(t) = f(x, u, t),
y = h(x, u, t)
where x(t) ∈ <n, y(t) ∈ <m, y(t) ∈ <p, γ ∈ (0, 1) is the order of the system, and f is
a piecewise continuous function in t and locally Lipschitz on a set X containing the
origin x = 0.
This manuscript is for review purposes only.
ON PASSIVITY OF FRACTIONAL ORDER SYSTEMS 3
Definition 2.1. (Free system) The system (5) evolving with u(t) ≡ 0,∀t ≥ 0 is
called the free system of (5).
Definition 2.2. [14](Equilibrium point)The free system of (5) has an equilib-
rium point at x0, if and only if f(x0, 0, t) = 0.
Assumption 2.3. Without loss of generality, we will assume in the paper that the
equilibrium point is at the origin.
Definition 2.4. [14] For the free system of (5), the equilibrium point x = 0 is
Mittag-Leffler stable, if for all t ≥ 0, and a β ∈ (0, 1), there exist positive real constants
α1, α2, α3, a, and b, and a sufficiently smooth function V (x, t) : [0,∞) × X → <,
such that
(6) α1 ‖ x ‖a≤ V (x, t) ≤ α2 ‖ x ‖ab,
and
(7) Dβt V (x, t) ≤ −α3 ‖ x ‖ab
Proposition 2.5. Let the free system of (5) satisfy
(8) Dβt V (x, t) ≤ 0,
and
(9) α1 ‖ x ‖a≤ V (x, t).
Then, the free system of (5) is stable in the sense of Lyapunov.
Proof. According to (8), there exists a non-negative function M(t), such that
(10) Dβt V (x, t) +M(t) = 0.
Taking the Laplace transform yields
(11) sβV (s)− sβ−1V (0) +M(s) = 0,
where V (0) := V (x(0), 0), and V (s) := L{V (x, t)}. Equivalently,
(12) V (s) =
V (0)
s
− M(s)
sβ
.
Performing the inverse Laplace transform yields
(13) V (x, t) = V (x(0), 0)−M(t) ∗ t
β−1
Γ(β)
.
Since M(t) and t
β−1
Γ(β) are positive functions for all t, and β, (13) implies
(14) V (x, t) < V (x(0), 0).
From (14) and (9), we can infer that
(15) α1 ‖ x ‖a< V (x(0), 0).
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Equivalently, we can write
(16) ‖ x ‖<
(
V (x(0), 0)
α1
) 1
a
.
Equation (16) shows that origin is a stable equilibrium point for the free system of (5).
Furthermore, we can assume that there exists an , such that
(17) ‖ x ‖<
(
V (0)
α1
) 1
a
< .
Then, according to (9) and (16), there exist positive constants αn and n such that
V (x(0), 0) can be written as
V (x(0), 0) = αn ‖ x(0) ‖n,
which after some simplification, yields
(18) ‖ x(0) ‖<
(
α1
αn
a
) 1
n
= θ.
Therefore, the system (5) is stable in the sense of Lyapunov.
Remark 2.6. Any fractional order system with an order of derivative of more
than 1 can be transformed into an augmented system with the derivative order of less
than 1. To do so, consider the system in (5) where β > 1. Without loss of generality,
assume that β2 < 1. Then, we can rewrite the system as
(19) D
β
2
t (D
β
2
t x(t)) = f(x, u, t).
Then, defining
(20) D
β
2
t x(t) = z(t),
yields the following augmented system
(21) D
β
2
t
[
x(t)T z(t)T
]T
=
[
f(x, u, t)T x(t)T
]T
.
3. Dissipativity of fractional order systems.
Definition 3.1. (Dissipativity) The system (5) is dissipative with respect to the
supply rate w(x, u, y) and with order of β ∈ (0, 1), if there exists a positive semi-
definite storage function V (x, t) such that
(22) Dβt V (x, t) ≤ w(x, u, y), ∀t ≥ 0.
Definition 3.2. (QSR dissipativity) The system (5) is QSR dissipative with or-
der of β, if for the supply rate
(23) w(u, y) = −yTQy + yTSu+ uTRu
where Q, S, and R are matrices with proper dimensions, the dissipativity inequal-
ity (22) holds for a β ∈ (0, 1).
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Theorem 3.3. (Dissipativity and L2 stability) Assume that the system (5) is QSR
dissipative with Q > 0 and a β ∈ (0, 1). Then, the system is L2 stable.
Proof. Define q =‖ Q ‖≥ 0, r =‖ R ‖≥ 0, and s =‖ S ‖> 0. Then, according to
(22) and (23), we obtain
(24) Dβt V (x, t) ≤ −q ‖ y ‖2 +r ‖ u ‖2 +s ‖ u ‖‖ y ‖
Then, adding and subtracting s
2
2q ‖ u ‖2 to the right side of (24) yields
(25) Dβt V (x, t) ≤ −
1
2q
(q ‖ y ‖ −s ‖ u ‖)2 + ( s
2
2q
+ r) ‖ u ‖2 −q
2
‖ y ‖2 .
Therefore, we can rewrite (25) as
(26) Dβt V (x, t) ≤ (
s2
2q
+ r) ‖ u ‖2 −q
2
‖ y ‖2 .
Equivalently, we can write
(27) J1−βt D
1
tV (x, t) ≤ (
s2
2q
+ r) ‖ u ‖2 −q
2
‖ y ‖2 .
Taking the integer order normal integral yields
(28) J1−βt J
1
τD
1
tV (x, t) ≤ (
s2
2q
+ r) ‖ uτ ‖2L2 −
q
2
‖ yτ ‖2L2 .
where uτ , and yτ are the truncated version of u, and y until time τ . Then, we rewrite
(28) as
(29) J1−βt (V (x, τ)− V (x, 0)) ≤ (
s2
2q
+ r) ‖ uτ ‖2L2 −
q
2
‖ yτ ‖2L2 .
Then, since V (x, t) ≥ 0,∀t, the fractional order integral of V (x, τ) is also positive.
Furthermore, according to the definition of the fractional order integral (3), we can
derive
(30)
q
2
‖ yτ ‖2L2≤ (
s2
2q
+ r) ‖ uτ ‖2L2 +
t1−β
(1− β)Γ(1− β)V (x, 0), ∀t ∈ [0, τ ].
Since for every τ (30) should hold for all t ∈ [0, τ ], it should also hold for t = 0, i.e.,
(31)
q
2
‖ yτ ‖2L2≤ (
s2
2q
+ r) ‖ uτ ‖2L2 , ∀τ ≥ 0,
which shows the system is L2 stable.
Remark 3.4. As β → 1, since Dβt → ddt , the fractional order system converges
to an integer order system. In this case,
lim
β→1
t1−β
(1− β)Γ(1− β) = 1
Therefore, one can rewrite (30) as
(32)
q
2
‖ yτ ‖2L2≤ (
s2
2q
+ r) ‖ uτ ‖2L2 +V (x, 0), ∀t ∈ [0, τ ],
which recovers the result that QSR dissipativity of integer order systems implies L2
stability.
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Definition 3.5. (Passivity of fractional order systems) The system (5) is called
passive, if there exists a positive semi-definite storage function function V (x, t), such
that (9) is dissipative with order of β ∈ (0, 1) with respect to the supply rate w(u, y) =
uT y, i.e.,
(33) uT y ≥ Dβt V (x, t).
Theorem 3.6. (Passivity and Lyapunov stability) If the system (5) is passive with
a positive semi-definite storage function V (x, t), then Dγt x(t) = f(x, 0, t) is stable in
the sense of Lyapunov with origin as the equilibrium point.
Proof. Setting u = 0 in (33) results in the equation (8), which is proven in Propo-
sition 2.5 to yield the conclusion that the system is stable in the sense of Lyapunov.
Definition 3.7. (State strictly passive) The system (5) is called state strictly
passive, if there exists a function V (x, t) such that (9) is satisfied, and further for
some positive definite functions ψ(x)
(34) uT y ≥ Dβt V (x, t) + ψ(x).
Theorem 3.8. If the system (5) is strictly passive with a positive storage function
V (x, t) satisfying (6), and ψ(x) = α3 ‖ x ‖ab, then the origin of Dγt x(t) = f(x, 0, t) is
Mittag-Leffler stable.
Proof. Setting u = 0 in (34) results in (7), which according to Definition 2.4, it
satisfies the Mittag-Leffler stablity.
Theorem 3.9. Assume two systems S1 and S2 with the following dynamics
S1 :D
γ1
t x1(t) = f1(x1, u1, t),
y1 = h1(x1, u1, t),
and,
S2 :D
γ2
t x2(t) = f2(x2, u2, t),
y2 = h2(x2, u2, t).
If both systems are passive with the same order of β, then the parallel and feedback
interconnections of S1, and S2 are also passive with the order of β.
Proof. Parallel interconnection: Consider the parallel interconnection in Fig. 1.
Since both systems are passive with the same order of β, there exist two functions V1
and V2 such that the passivity equation (33) holds for both systems. i.e.,
(35) uT1 y1 ≥ Dβt V1(t, x1),
and,
(36) uT2 y2 ≥ Dβt V2(t, x2).
Since in the parallel interconnection u = u1 = u2, and y = y1 + y2, adding (35), and
(36) yields
(37) uT y1 + u
T y2 ≥ Dβt (V1(t, x1) + V2(t, x2)).
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Then, defining x =
[
xT1 x
T
2
]T
, and V (x, t) = V1(x1, t) + V2(x2, t) yields
(38) uT y ≥ Dβt V (x, t),
which shows that the parallel interconnected system is also passive with the order of
β.
Fig. 1. Parallel interconnection of two passive systems
Feedback interconnection: Consider the feedback interconnection in Fig. 2. In
this case u2 = y1, and u1 = r − y2. Therefore, adding (35), and (36) yields
(39) uT1 y1 + u
T
2 y2 = (r − y2)T y1 + yT1 y2 ≥ Dβt (V1(x1, t) + V2(x2, t)),
Then, with defining x =
[
xT1 x
T
2
]T
, and V (x, t) = V1(x1, t) + V2(x2, t), we derive
(40) rT y ≥ Dβt V (x, t),
which shows that the closed-loop system is also passive.
Fig. 2. Feedback interconnection of two passive systems
The aforementioned theorem can be used when both systems are passive with
the same order of β. In the following, we study the passivity of the interconnected
systems with different orders of passivity. To do so, we need to use an equivalent
definition for passivity which is described in the following proposition.
Proposition 3.10. The system (5) is passive, if for any τ ≥ 0, the following
equation holds
(41) J1τ u
T y ≥ 0.
Proof. According to (33), we can write
(42) uT y ≥ J1−βt D1tV (x, t).
Taking integer order integral on both sides yields
(43) J1τ u
T y ≥ J1−βt J1τD1tV (x, t).
This manuscript is for review purposes only.
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Equivalently, we derive
(44) J1τ u
T y ≥ J1−βt (V (x, τ)− V (x, 0)).
Then, since V (x, t) ≥ 0,∀t ≥ 0, (44) can be written as
(45) J1τ u
T y ≥ − t
1−β
(1− β)Γ(1− β)V (x, 0), ∀0 ≤ t ≤ τ.
Since for every τ , (45) should holds for all t ∈ [0, τ ], it should also hold for t = 0,
which means
(46) J1τ u
T y ≥ 0.
Remark 3.11. For the case β → 1, (45) becomes
(47) J1τ u
T y ≥ −V (x, 0),
which is the definition of passivity in integer order systems.
Theorem 3.12. Assume two passive fractional order systems S1 and S2 with pas-
sivity orders of β1 and β2, respectively. Furthermore, V1(x1, 0) = V2(x2, 0) = 0. Then,
the overall system with the parallel and feedback interconnection is passive.
Proof. Assume that according to (41), for both systems S1 and S2, the passivity
condition holds as follows
J1τ u
T
1 y1 ≥ 0,
(48) J1τ u
T
2 y2 ≥ 0.
Therefore, for the parallel interconnection, we can write
(49) J1τ u
T y1 + J
1
τ u
T y2 ≥ 0.
Equivalently,
(50) J1τ (u
T y1 + u
T y2) ≥ 0.
Showing the system with the parallel interconnection is also passive.
A similar approach can be used to show that the feedback interconnection of two
passive fractional order systems is also passive. For the feedback interconnection,
since u1 = r − y2, and u2 = y1, adding equations in (48) yields
(51) J1(r − y2)T y1 + J1y1T y2 ≥ 0.
Equivalently, we write
(52) J1τ r
T y1 ≥ 0,
which shows the closed-loop system is passive.
For the sake of completeness, in following we review the input feed-forward output
feedback passive (IF-OFP), and the passivity indices for the fractional order systems.
This manuscript is for review purposes only.
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Definition 3.13. (IF-OFP) [10, 19] System (5) is input feed-forward output feed-
back passive (IF-OFP), if there exist ρ, ν ∈ < such that the system is dissipative with
respect to the following supply rate
(53) w(u, y) = uT y − νuTu− ρyT y,∀t ≥ 0.
To describe how much a system is passive, passivity indices are defined.
Definition 3.14. (Passivity indices) [10, 19] According to the Definition 3.13, a
system is
• input feed-forward (strictly) passive (IFP), if the system (5) is dissipative with
ρ = 0, and ν 6= 0 (ν > 0) in (53),
• output feedback (strictly) passive (OFP), if the system (5) is dissipative with
ρ 6= 0 (ρ > 0), and ν = 0 (ν > 0) in (53), and
• very strictly passive (VSP), if the system (5) is dissipative with ρ > 0, and
ν > 0 in (53).
4. Feedback passivation. In this section, the problem of feedback passivation
is studied for linear fractional order systems. In this problem, we want to design a
controller such that the closed-loop system is passive for all the external inputs.
Consider the following linear fractional order system
(54)
Dγt x = Ax+Bu,
y = Cx+Du.
The objective is to design a controller with the following form
(55) u = Fx+Gv,
such that the closed-loop system is passive for all v, where v is an external input.
In following, we first review a lemma which is useful to prevent from using the
chain rule of derivatives of fractional order. Then, we will propose the feedback
passivation theorem for linear fractional order systems.
Lemma 4.1. [20] For all time instants t, there exist a positive definite matrix P
such that the following inequality holds
(56)
1
2
Dβt (x
TPx) ≤ xTPDβt x.
The following theorem proposes a control design approach for the feedback passivation
problem.
Theorem 4.2. (Feedback passivation) Consider the linear system (54), and the
controller (55). The closed-loop system is passive with the storage function V (x) =
1
2x
TPx, if there exist a matrix X = P−1 and a matrix Q = FX with proper dimen-
sions, such that
(57)
[
(AX +XAT +BQ+QTBT ) (BG−XCT −QTDT )
(BG−XCT −QTDT )T (−DG−GTDT )
]
≤ 0.
Then, using F = QX−1, the controller can be designed.
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Proof. Consider the system (54) and the controller (55), we can write the closed-
loop system as
(58)
Dγt x = (A+BF )x+BGv,
y = (C +DF )x+DGv.
Recalling the passivity definition (33), for the closed-loop system, we can write the
passivity condition to be
(59) Dβt V ≤ vT (C +DF )x+ vTDGv.
Assume that the storage function candidate is V = 12x
TPx, and β = γ. Then
using (56), if the following equation holds
(60) Dβt (
1
2
xTPx) ≤ xTPDβt x = xTP ((A+BF )x+BGv) ≤ vT (C+DF )x+vTDGv,
the closed-loop system is passive. Equivalently, we write
(61) xTP (A+BF )x+ xTPBGv − vT (C +DF )x− vTDGv ≤ 0.
Now, since each term is scalar, we rewrite it as
(62)
1
2
(xTPAx+ xTATPx+ xTPBFx+ xTFTBTPx+ xTPBGv + vTGTBTPx
− vTCx− xTCT v − vTDFx− xTFTDT v − vTDGv − vTGTDT v) ≤ 0.
Then, it yields
(63)[
xT vT
] [ 1
2 (PA+A
TP + PBF + FTBTP ) 12 (PBG− CT − FTDT )
1
2 (PBG− CT − FTDT )T 12 (−DG−GTDT )
] [
x
v
]
≤ 0,
which implies that
(64)
[
1
2 (PA+A
TP + PBF + FTBTP ) 12 (PBG− CT − FTDT )
1
2 (PBG− CT − FTDT )T 12 (−DG−GTDT )
]
≤ 0.
Multiplying both sides of the matrix (64) by[
P−1 0
0 I
]
where I is the identity matrix with proper dimensions, yields
(65)[
1
2 (AP
−1 + P−1AT +BFP−1 + P−1FTBT ) 12 (BG− P−1CT − P−1FTDT )
1
2 (BG− P−1CT − P−1FTDT )T 12 (−DG−GTDT )
]
≤ 0.
Defining P−1 = X, and FX = Q, and multiplying both sides of inequality by 2
complete the proof.
5. Examples. In this section, we present some examples to illustrate the pro-
posed concepts. Furthermore, a simulation is presented for the feedback passivation
problem.
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Example 1. In this example, we want to check the passivity of the following
system (0 < β < 1)
(66)
S1 :D
β
t z = u1,
y1 = z.
Consider the storage function candidate V1(z) =
1
2z
2, then according to (33), and
(56), first we calculate Dβt V1(z),
(67) Dβt V1(z) = D
β
t (
1
2
z2) ≤ zDβt z = zu1
On the other hand, according to (66), uT y1 = uz. Therefore, (33) hold and the system
(66) is passive with order of β.
Example 2. In this example, we are interested to check the passivity of the
following system {
Dβt x1 = x2
Dβt x2 = −ax1 − kx2 + u2
and,
(68) y2 = x2, ∀a, k > 0
Consider the storage function V2(x) =
1
2ax
2
1 +
1
2x
2
2. Then, according to (33), and (56),
(69)
Dβt V2(x) = D
β
t (
1
2
ax21 +
1
2
x22) ≤ ax1Dβt x1 + x2Dβt x2
= ax1x2 + x2(−ax1 − kx2 + u2)
= −kx22 + x2u2
which is less that uT y2 = ux2. Therefore, the system (68) is passive with order of β.
Example 3. In this example, we study the compositionality of passive systems
for the parallel and feedback interconnections. Consider two passive systems of (66),
and (68).
Parallel interconnection. In this case y = y1 + y2 = z + x2, and u = u1 = u2. Then,
using the storage function candidate V (x, z) = V1(z) +V2(x) =
1
2ax
2
1 +
1
2x
2
2 +
1
2z
2, we
derive
(70)
Dβt V (x, z) = D
β
t (V1(z) + V2(z)) ≤ ax1Dβt x1 + x2Dβt x2 + zDβt z
= ax1x2 + x2(−ax1 − kx2 + u) + zu
= −kx22 + x2u+ zu,
which shows that considering k > 0, and uT y = u(x2 + z) = ux2 + uz, the overall
system satisfy the passivity condition (33). Therefore, the parallel interconnected
system is also passive.
Feedback interconnection. In this case, as denoted in Fig. 2, we know that y = y1 =
z = u2. Then, for the storage function V (x, z) = V1(x) + V2(z),
(71)
Dβt V (x, z) ≤ ax1Dβt x1 + x2Dβt x2 + zDβt z
= ax1(x2) + x2(−ax1 − kx2 + u2) + zu1
= −kx22 + x2y + z(r − y2)
= −kx22 + zr
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which satisfies the (33) for uT y = rz. Therefore, the closed-loop system is also passive
with order of β.
Example 4. In this example, the objective is to find a feedback controller of the form
(55) to passivate a system which does not satisfy the passivity condition. Consider
the following system, {
Dβt x1 = x2
Dβt x2 = −ax1 + kx2 + u,
and
(72) y = x2 + u, ∀a, k > 0.
It is easy to show that the passivity constraint (33) does not hold for all arbitrary
k > 0. Therefore, using the theorem 4.2, and solving the LMI to find a feasible
solution for the matrix P in the storage function candidate V (x) = 12x
TPx, we get
(73) P =
[
0.1617 0.0578
0.0578 0.0996
]
.
Therefore, the storage function V (x) = 0.1617x21 +0.1156x1x2 +0.0996x
2
2 satisfies the
passivity constraint (33). In this case, F =
[−0.5108 −0.3430], and G = 5.6432 are
the designed feedback parameters to passivate the system (72).
6. Conslusion. In this paper, we presented the definitions of passivity, and dis-
sipativity for the fractional order systems. Then, the properties of compositionality,
and stability for the passive, and dissipative fractional order systems are proposed.
It is shown that the free system of a passive fractional order system is Lyapunov
stable. Furthermore, the parallel and feedback interconnection of the passive systems
preserve the passivity property. Moreover, we showed that QSR dissipative fractional
order systems have the L2 stability property. Then, we studied the feedback passi-
vation problem in order to passivate a fractional order system through designing a
feedback controller. Finally, we illustrated the concepts and theorems of the paper
using presenting some examples.
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