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IntroduzioneCorreva l'anno 1894.Nel fondamentale artiolo Reherhes sur les Frations ontinues, Tho-mas Stieltjes denì l'integrale he ne porta il nome, allo sopo di risolvere ilproblema dei momenti di un sistema di masse su una semiretta.Il suo integrale oinvolse funzioni ontinue ome integrande, e a variazionelimitata ome integratrii. Questo è oggi solo uno dei tanti ambienti possi-bili, ma resta notevolissimo per le omode stime, per le formule he rendononaturali le manipolazioni, per il faile trasporto ad ambienti astratti.Tuttavia, nel giro di pohissimi anni, l'integrale di Stieltjes produsse unintenso interesse nei matematii.Si pose, ad esempio, il problema di risolvere la patologia endemia dell'in-tegrale, he si presenta quando la funzione integranda e l'integratrie sonodisontinue in uno stesso punto. In tal aso, infatti, l'integrale non esiste.In quegli anni, Henri Lebesgue onludeva le sue strabilianti rierhe sullefunzioni a variazione limitata, e su un integrale he onsentiva passaggi allimite no a quel momento insperati. La fusione on l'integrale di Stieltjesportò alla integrazione, detta di Lebesgue-Stieltjes. Questa risolve frequente-mente la patologia delle disontinuità, ma non è un'estensione dell'integraledi Stieltjes, perhé l'integrale di Lebesgue-Stieltjes è privo di senso se la fun-zione integratrie non genera sul dominio una misura loalmente nita.In ogni aso, l'integrale inizialmente ostruito, presto rinominato integraledi Riemann-Stieltjes, non perse di interesse, e fu trovato il modo di estenderel'integrabilità a un buon numero di asi patologii.Il Capitolo 1 tratta dell'integrale di Riemann-Stieltjes lassio, il Capi-tolo 2, dopo un breve exursus sulla Teoria della Misura astratta, presentale misure di Lebesgue-Stieltjes sulla retta e il relativo integrale, il Capitolo 3desrive alune estensioni e varianti alla denizione lassia, le estensioni alaso di dominio illimitato, al aso di dominio omplesso, e l'espressione del-l'integrale di Lebesgue su uno spazio di probabilità ome integrale di Stieltjessu R.Il Capitolo 4 è dediato agli aspetti vettoriali-topologii della dualità traspazi di funzioni ontinue su R e spazi di funzioni BVloc, la ui forma ano-nia sia l'integrale di Stieltjes su R. Un grande stimolo a questi studi saturìdalla ristrutturazione della Teoria della Probabilità in termini di integrale di4
Stieltjes, dovuta ad Andrej Kolmogorov. Notevoli a questo riguardo, sonole generalizzazioni e varianti del teorema di Helly, in termini di onvergenzadebole-∗ su spazi di funzioni a variazione limitata. Alla radie di questi studivettoriali-topologii sta il teorema di rappresentazione di Frédéri Riesz, heidentiò il duale degli spazi di funzioni ontinue su un intervallo ompattoon le lassi di equivalenza, viste nel Capitolo 1, delle funzioni a variazionilimitata.Nel Capitolo 5, si estende la nozione di trasformata di Fourier a trasfor-mata di Fourier-Stieltjes di funzioni a variazione limitata sulla retta, e se neevidenzia il parallelismo on la trasformata di misure di Radon totalmentenite sulla retta. Si trasformano i teoremi sulla onvoluzione di funzioni,adattandoli all'ambiente delle funzioni a variazione limitata, e delle misure.Si introduono le funzioni aratteristihe in termini di trasformate di Fourierdi distribuzioni di probabilità e, parallelamente, le funzioni aratteristihedi variabili aleatorie in termini di trasformate di Fourier-Stieltjes delle lo-ro funzioni di ripartizione. Al riguardo, è esposto il teorema di Lévy sullaorrispondenza tra onvergenza debole-∗ delle funzioni di ripartizione, e laonvergenza puntuale delle funzioni aratteristihe. Sono riordate le piùimportanti formule di inversione delle funzioni aratteristihe. Si denisonoi momenti di una distribuzione, e la serie di MLaurin, he mostra la ge-nerazione delle funzioni aratteristihe attraverso i momenti. Un enno alproblema dei momenti onlude il apitolo.Nel Capitolo 6, si eettua un passaggio naturale dell'integrale di Stieltjesdall'ambiente salare a quello vettoriale. È suiente prendere, ispirandosiad Henri Cartan, funzioni a valori operatori tra due ssati spazi ome inte-grande, e funzioni a valori nel primo spazio, ome integratrii. Si espongonoaluni risultati tipii. Si estende al aso vettoriale appena desritto anhel'integrale di funzioni denite su un dominio rettangolare nel ampo om-plesso.Con il Capitolo 7, si entra in un ontesto spettrale.In primo luogo, vengono presentate le forme dierenziali ome funzionia valori operatori tra spazi di Banah, si denisono gli integrali urvilineiome integrali di Stieltjes, e si adattano nel nuovo ambiente le lassihe di-stinzioni tra le forme, in termini di derivazione e di integrazione urvilinea.Si evidenzia l'impatto dell'omotopia di ammini on gli integrali urvilinei.Si riordano poi le nozioni di spettro, di insieme risolvente, e di funzionerisolvente di un elemento di un'algebra di Banah on unità. Si interpreta lafunzione risolvente ome forma dierenziale, e si ottengono, per integrazioneurvilinea, gli idempotenti fondamentali, assoiati agli insiemi spettrali.Considerando l'algebra degli operatori in uno spazio di Hilbert, tali idem-potenti ostituisono una misura a valori projezioni sull'algebra degli insiemispettrali. Nel aso di operatori normali, questa misura può essere prolungataa tutti i boreliani dello spettro, e suessivamente a tutti quelli di C.Gli ultimi due apitoli gravitano attorno al onetto di famiglia spettrale.5
È questa una sorprendente generalizzazione alle projezioni in spazi di Hilbertdel onetto di funzione monotona.Nel Capitolo 8, la famiglia spettrale è presentata dal punto di vista dellageometria degli spazi di Hilbert.Si studia l'integrale di Riemann-Stieltjes di una funzione salare rispettoad una famiglia spettrale limitata. Si dimostra he, se la funzione salare èontinua, l'integrale esiste ome limite di somme di Riemann-Stieltjes, no-nostante la funzione integratrie sia in generale a variazione non limitata, avariazione forte non limitata, e solo a variazione forte quadratia limitata.Diversamente, si può riorrere alla variazione ultradebole di (Eλ), ossiaalla variazione di 〈Eλx, y〉, per ottenere una funzione integratrie a variazio-ne limitata, riduendo l'integrale di partenza ad una famiglia di integrali diRiemann-Stieltjes di tipo salare. Il teorema di rappresentazione di F. Rieszsulle forme sesquilineari, permette di denire l'integrale di partenza.Gli integrali spettrali del tipo RS∫ b
a
λdEλ, fornisono tutti gli operatoriautoaggiunti limitati. Quelli del tipo RS∫ 2π0 eiλdEλ quelli unitari.Per mezzo di una famiglia spettrale assoiata ad un operatore autoag-giunto, si genera una misura spettrale su tutto C, he oinide, sugli insiemispettrali, on le projezioni fondamentali dell'operatore.Quanto agli operatori normali limitati, essi possono essere rappresentatimediante integrazione di Stieltjes su un dominio omplesso (introdotta nelCapitolo 6) rispetto al prodotto di due famiglie spettrali, oppure, in terminidi integrale ordinario rispetto ad una misura spettrale.Si introdue inne la nozione di martingala astratta e di integrale di Stiel-tjes di una funzione a valori operatori rispetto ad una siatta martingala.Nel Capitolo 9, i immergiamo nell'ambiente dell'Analisi Stoastia. Si o-minia ol vedere l'attesa ondizionata ome una erta projezione nell'L1(Ω),e si olgono altri aspetti geometrii dei proessi stoastii e delle martingale.È notevole ome una ltrazione su uno spazio di probabilità, generi unafamiglia spettrale in L2(Ω). Si danno teoremi di neessità e suienza perla onvergenza di martingale in Lp(Ω).Si denise l'integrale stoastio di Paley-Wiener, in ui si integra una fun-zione salare rispetto ad un moto Browniano. Si mostra he questo integraleè l'integrale spettrale forte della funzione salare rispetto ad un'opportunafamiglia spettrale assoiata al moto Browniano.Un'estensione dell'integrale di Paley-Wiener è l'integrale di It, in ui leintegrande sono proessi stoastii in L2(Ω). In generale, l'H-integrale sto-astio estende l'integrale di It a funzioni integratrii he sono martingalenormali.
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Capitolo 1L'integrale diRiemann-Stieltjes lassio1.1 Insiemi orientati e netUn insieme X è orientato se su esso è denita una relazione ≺ transitiva eltrante a destra 1.Per sezione Sx di un insieme orientato X si intende l'insieme dei mag-gioranti di x. Evidentemente Sx ⊃ Sy se x ≺ y, e, per ogni x, y ∈ X, esiste
z ∈ X, on Sz ⊂ Sx ∩Sy. Sotto inlusione, le sezioni di un insieme orientatosono un insieme parzialmente ordinato .Una suessione generalizzata, o brevemente net, è una funzione denitasu un insieme orientato, he è opportuno supporre privo di punti di massimo.Questo equivale al rihiedere he l'intersezione di tutte le sezioni sia vuota.Se f : X → Y è un net, on Y spazio topologio, allora f(x) → y ∈ Y seogni intorno di y inlude l'immagine per f di qualhe Sx.Se X è orientato, ed esiste una suessione (xn) ⊂ X tale he per ogni xesiste un xn tale he Sxn ⊂ Sx, si die he X è a base numerabile.Una (cn) ⊂ X è una suessione onale se per ogni x ∈ X è cn ∈ Sx de-nitivamente.L'insieme orientato X è a base numerabile se e solo se esistono in esso su-essioni onali.Se l'insieme orientato X è a base numerabile, un net su X onverge ad y see solo se lim f(cn) = y per ogni suessione onale (cn).1ioè (i) a ≺ b, b ≺ c ⇒ a ≺ c ; (ii) ∀a, b ∈ X ∃c (a ≺ c, b ≺ c).7
Un net a valori in uno spazio metrio (Y, d) è di Cauhy se, quale hesia ε > 0, esiste un x ∈ X, on d(x′, x′′) < ε, per ogni x′, x′′ ≻ x. Se un netin uno spazio metrio onverge, è di Cauhy; se lo spazio è ompleto, è veroanhe il vieversa.Per un net f a valori reali, si pone
lim inf f = lim
x
( inf
y∈Sx
f(y)),
lim sup f = lim
x
( sup
y∈Sx
f(y)),valori he possono essere +∞ o −∞.Un siatto net a valori reali è di Cauhy se e solo se lim inf f = lim sup f ,e in tal aso questi limiti oinidono on il limite di f .1.2 Orientamenti per nezza di partizione su unintervalloUna partizione o deomposizione di un intervallo [a, b] è una sequenza nita
[x] = (xk; k = 0, . . . , n), on a = x0 < x1 < . . . ,< xn = b. Indihiamo on
D il loro insieme.Con nezza della partizione [x], o norma2 di [x] (in ingl. mesh, nel sen-so di ampiezza di una maglia) intendo la massima delle dierenze xk −
xk−1; k = 1, . . . , n. La indio on |[x]|.Deniso su D un orientamento.Siano [x] e [y] ∈ D . Pongo [x] ≺ [y] ([y] più ne in norma di [x]) se
|[y]| ≤ |[x]|. Tale relazione è riessiva, transitiva, ltrante e D è a base nu-merabile. Le relative sezioni formano una atena3.Con partizione marata di un intervallo [a, b] intendo una oppia ([x], ξ),dove [x] ∈ D, e ξ (la maratura) è una funzione he assoia ad ogni [xk−1, xk]un suo elemento.Sia P la totalità delle divisioni marate di [a, b].Orientiamo P ponendo P1 = ([x(1), ξ(1)]) ≺ P2 = ([x(2), ξ(2)]) se [x(1)] ≺
[x(2)].Anhe le sezioni di P sono ordinabili in atena, e P è a base numerabile.2Userò in seguito questo termine, per aordarmi al lassio artiolo tassonomio diHildebrandt [18℄.3 Sx ⊂ Sy, oppure Sy ⊂ Sx. 8
Un seondo orientamento di D di ui faremo uso, è quello per rifrattura-zione, ioè [y] è più ne di [x] per rifratturazione, [x] ≺≺ [y], se [x] ⊂ [y], nelsenso he ogni xj elemento di [x] è elemento di [y]. Chiaramente [x] ≺≺ [y]implia [x] ≺ [y].Così, per l'insieme P delle partizioni marate, si pone ([x(1)], ξ(1)) ≺≺ ([x(2)], ξ(2))se [x(1)] ≺≺ [x(2)].1.3 L'integrale di Riemann-Stieltjes lassioDenizione 1.3.1 Siano f e g funzioni denite sull'intervallo non nullo
[a, b], e he per il momento supponiamo reali. Ad ogni P = ([x], ξ) ∈ P,assoiamo la somma, detta di Riemann-Stieltjes,
RS(P ) =
n∑
k=1
f(ξk) (g(xk) − g(xk−1))dove a = xo < x1 < . . . < xn = b e ξk = ξ([xk−1, xk]).L'appliazione P 7→ RS(P ) è un net di dominio P. Se esso onverge adun limite nito, la f si dirà integrabile su [a, b] seondo (Riemann)-Stieltjesrispetto alla g, e indiheremo detto limite on
RS
∫ b
a
f(x)dg(x)he si hiamerà integrale di Stieltjes su [a, b] della f , funzione integranda,rispetto alla g, funzione determinante, o generatrie, o integratrie.1.4 Casi di rionduibilità all'integrale di Riemann.Nel aso partiolare in ui g(x) = x, si riottiene la denizione di integrabilitàe di integrale seondo Riemann della f su [a, b].4Più generalmente, vale la seguente:Proposizione 1.4.1 l'integrale di Riemann-Stieltjes si riondue a quello diRiemann nel aso in ui g sia derivabile, ed f e g′ R-integrabili su [a, b] (ein tal aso lo sarà fg′).4Una trattazione di integrale di Riemann ome limite di net si trova inCeoni-Stampahia [7℄, pp. 149-160, 327-3309
Dimostrazione5 Potremo infatti porre g(xk)−g(xk−1) = g′(ηk)(xk−xk−1),on ηk opportuno valore tra xk−1 e xk.Avremo quindi
|R
∫ b
a
fg′ −
n∑
k=1
f(ξk)(g(xk) − g(xk−1))| ≤
≤ |R
∫ b
a
fg′ −
n∑
k=1
f(ηk)g
′(ηk)(xk − xk−1)|+
+|
n∑
k=1
f(ηk)g
′(ηk)(xk − xk−1) −
n∑
k=1
f(ξk)g
′(ηk)(xk − xk−1)|Il primo addendo, per denizione stessa di integrale di Riemann, è maggio-rato da ε2 se δ > 0 è abbastanza piolo. Il seondo, posto L = sup |g′(x)|, èmaggiorato suessivamente da
n∑
k=1
|f(ηk) − f(ξk)|L(xk − xk−1) <
< L
n∑
k=1
(e′′k − e′k)(xk − xk−1) <
ε
2se la nezza della partizione δ è abbastanza piola, per la ondizione diintegrabilità di Riemann relativa ad f .Dunque
RS
∫
fdg = R
∫
fg′perhé la ∑nk=1 f(ξk)(g(xk)−g(xk−1)) onverge simultaneamente a entrambigli integrali. 1.5 Alune proprietà generaliBilinearità. L'integrale di Riemann-Stieltjes è una funzione bilineare in fe g, ioè risulta:
RS
∫ b
a
(
n∑
i=1
aifi(x)) d(
m∑
j=1
bjgj(x)) =
n∑
i=1
m∑
j=1
aibj
RS
∫ b
a
fi(x) dgj(x)qualora tutti gli integrali a destra esistano.5Seguo quella di G.F. Cimmino [8℄, p. . 10
Proprietà d'intervallo. Se RS∫ b
a
f(x) dg(x) esiste, e a ≤ c < d ≤ b,allora RS∫ d
c
f(x) dg(x) esiste;
RS
∫ c
a
f(x) dg(x) + RS
∫ b
c
f(x) dg(x) = RS
∫ b
a
f(x) dg(x).Inversamente, se RS∫ c
a
f(x) dg(x) e RS∫ b
c
f(x) dg(x)n esistono e c è un puntodi ontinuità per f o per g, allora RS∫ b
a
f(x) dg(x) esiste, ed ha il valore dellaloro somma.Integrazione per parti. La formula di integrazione per parti si srive
RS
∫ b
a
f(x) dg(x) + RS
∫ b
a
g(x) df(x) = [f(x)g(x)]ba. (1.1)Essa è valida senza ondizioni su f e g, salvo l'esistenza di uno dei due inte-grali.Dimostrazione. Prendiamo ad arbitrio a ≤ x0 < x1 < . . . < xn ≤ b e
a = ξ0 < ξ1 < . . . < ξn < ξn+1 = b, on xk−1 ≤ ξk ≤ xk, k = 1, . . . , n. La
([ξ], x) è una partizione marata di [a, b].Supponiamo he l'integrale RS∫ b
a
g(x) df(x) esista. Allora il net
n∑
k=0
g(xk)(f(ξk+1) − f(ξk))onverge a tale integrale, anhe se si prende sempre x0 = a e xn = b.Con questa selta, ξ1, . . . , ξn sono una maratura arbitraria di [x]. Abbiamo:
n∑
k=0
g(xk)(f(ξk+1) − f(ξk)) +
n∑
k=1
f(ξk)(g(xk) − g(xk−1)) =
= f(ξn+1)g(xn) − f(ξ0)g(x0) = f(b)g(b) − f(a)g(a).Faiamo tendere a 0 la norma di [x]. Allora tende a 0 la norma della [ξ],e quindi la ∑nk=0 g(xk)(f(ξk+1) − f(ξk)) tende a RS∫ ba g(x) df(x). Allora la∑n
k=1 f(ξk)(g(xk)−g(xk−1)) ha limite f(b)g(b)−f(a)g(a)− RS∫ ba g(x) df(x),e per l'arbitrarietà della maratura ξ sulla [x], tale limite è RS∫ b
a
f(x) dg(x).Sambiando f on g, si ompleta la dimostrazione. 1.6 Condizioni di esistenzaCondizione di Cauhy. Dal fatto generale he ondizione neessaria esuiente perhé un net a valori in uno spazio metrio ompleto abbia limi-te è he esso sia di Cauhy, segue he l'integrale di Riemann-Stieltjes di f11
rispetto a g esiste se e solo se, dato ε > 0, esiste P ∈ P tale he, quali hesiano P1, P2 ∈ P, on P1, P2 ≻ P risulta |RS(P1) − RS(P2)| < ε.Evidentemente, la ondizione non può veriarsi se f e g sono disonti-nue in uno stesso punto. Pertanto una evidente ondizione neessaria perl'esistenza di RS∫ b
a
f(x) dg(x) è he f e g non abbiano punti di disontinuitàomuni.Nel aso dell'integrazione seondo Riemann, la ∑k(e′′k − e′k) ∆xk < εpressato (ol onsueto signiato dei simboli) per una erta deomposizionedell'intervallo è ondizione non solo neessaria, ma suiente per l'esistenzadell'integrale.Per l'integrabilità seondo Riemann-Stieltjes, l'analoga ∑k(e′′k − e′k) |∆gk| <
ε (on ∆gk = g(xk) − g(xk−1)) è solo neessaria. Abbiamo preisamente:Teorema 1.6.1 Condizione neessaria, ma non in generale suiente, af-nhé f sia Riemann-Stieltjes integrabile rispetto a g su [a, b], è he il net∑n
k=1(e
′′
k −e
′
k) |∆gk| tenda a 0 lungo l'insieme orientato D delle suddivisionidi [a, b].Dimostrazione. Supponiamo he l'integrale RS∫ b
a
f(x) dg(x) esista, valea dire he il net ∑nk=1 f(ξk)∆gk sia di Cauhy. Fissiamo ε > 0, e sia δ > 0tale he
|
n∑
k=1
f(ξk)∆gk −
m∑
j=1
f(ξ̂j)∆̂gj | < ε,dove le somme sono relative a deomposizioni marate più ni in norma di
δ.In partiolare,
|
n∑
k=1
f(ξk)∆gk −
n∑
k=1
f(ξ̂k)∆gk| < ε,per ogni selta delle ξk e delle ξ̂k, da ui
sup
ξk,ξ̂k
|
n∑
k=1
f(ξk)∆gk −
n∑
k=1
f(ξ̂k)∆gk| ≤ ε, ossia
sup
ξk
n∑
k=1
f(ξk)∆gk − inf
ξk
n∑
k=1
f(ξk)∆gk ≤ ε.Dalla e′k ≤ f(ξk) ≤ e′′k abbiamo:
e
′
k∆gk ≤ f(ξk)∆gk ≤ e
′′
k∆gk per ∆gk ≥ 0, ossia12
e
′
k|∆gk| ≤ f(ξk)∆gk ≤ e
′′
k |∆gk| per ∆gk ≥ 0;
e
′′
k∆gk ≤ f(ξk)∆gk ≤ e
′
k∆gk per ∆gk < 0, ossia
−e′′k |∆gk| ≤ f(ξk)∆gk ≤ −e
′
k|∆gk| per ∆gk < 0.Pertanto
sup
ξk
n∑
k=1
f(ξk)∆gk =
∑
∆gk≥0
e
′′
k |∆gk| +
∑
∆gk<0
−e′k|∆gk|
inf
ξk
n∑
k=1
f(ξk)∆gk =
∑
∆gk≥0
e
′
k|∆gk| +
∑
∆gk<0
−e′′k|∆gk|Sottraendo l'inf dal sup, abbiamo
∑
∆gk≥0
(e
′′
k − e
′
k)|∆gk| +
∑
∆gk<0
(−e′k + e
′′
k)|∆gk| =
=
n∑
k=1
(e
′′
k − e
′
k)|∆gk|,quantità minore o uguale di ε. Teorema 1.6.2 Sia g una funzione a variazione limitata su [a, b], e sia v(x)la sua variazione sull'intervallo [a, x].Condizione suiente, anhé una data f sia Riemann-Stieltjes integrabilerispetto a g su [a, b], è he il net ∑nk=1(e′′k − e′k) (v(xk)− v(xk−1)) tenda a 0lungo l'insieme orientato D delle suddivisioni di [a, b].Dimostrazione. Mostriamo he, on la suddetta ipotesi, le somme diRiemann-Stieltjes
RS(P ) =
n∑
k=1
f(ξk)(g(xk) − g(xk−1)),on P = {a = x0 ≤ ξ1 ≤ x1 ≤ ξ2 ≤ . . . ≤ ξn ≤ xn = b} partizione maratadi [a, b], formano un net di Cauhy rispetto alla nezza in norma.Diamo ε > 0, e segliamo un δ > 0 tale he ∑nk=1(e′′k−e′k)(v(xk)−v(xk−1)) <
ε
2 per |P | < δ.Consideriamo la somma di Riemann-Stieltjes
RS(Pα) =
n∑
k=1
f(ξk)∆gk,0 (∆gk,0 = g(xk,0) − g(xk−1,0)) (1.2)13
on |Pα| < δ, ed una qualunque Pγ ottenuta dalla Pα per rifratturazione, laui somma assoiata potrà dunque sriversi:
RS(Pγ) =
n∑
k=1
mk∑
j=1
f(ξk,j)∆gk,j (∆gk,j = g(xk,j) − g(xk,j−1)).La (1.2) si può risrivere nel modo seguente:
n∑
k=1
f(ξk)
mk∑
j=1
∆gk,j.Risulta pertanto:
RS(Pα) − RS(Pγ) =
n∑
k=1
mk∑
j=1
(f(ξk) − f(ξk,j))∆gk,j .Per ogni ssato k, e per ogni j, gli ξk e gli ξk,j si trovano entrambi nel k-esimointervallo della suddivisione Pα, e quindi |f(ξk)− f(ξk,j)| < e′′k − e′k per ogni
k = 1, . . . , n, ed ogni j = 1, . . . ,mk.Abbiamo:
|RS(Pα) − RS(Pγ)| = |
n∑
k=1
mk∑
j=1
(f(ξk) − f(ξk,j))∆gk,j | ≤
≤
n∑
k=1
mk∑
j=1
(e
′′
k − e
′
k)|∆gk,j | =
n∑
k=1
((e
′′
k − e
′
k)
mk∑
j=1
|∆gk,j|) ≤
≤
n∑
k=1
(e
′′
k − e
′
k)(v(xk) − v(xk−1)) <
ε
2Sia ora Pβ una seonda suddivisione marata di nezza in norma minoredi δ. Esiste una Pγ più ne in rifratturazione sia di Pα he di Pβ , pertanto:
|RS(Pα) − RS(Pβ)| ≤ |RS(Pα) − RS(Pγ)| + |RS(Pβ) − RS(Pγ)| <
<
ε
2
+
ε
2
= ε
 Nota. Il teorema 1.6.1 e il teorema 1.6.2 restano validi, assumendouguale a 0 un eventuale prodotto 0 ·∞, o ∞ · 0, e uguale a ∞ c · ∞, o ∞· c,per c > 0.1.7 L'integrale di Riemann-Stieltjes rispetto a fun-zioni a variazione limitataAd una funzione g su [a, b] resta assoiata la lasse delle funzioni Riemann-Stieltjes integrabili rispetto ad essa. 14
Per esempio, se g(x) = x, otteniamo la lasse delle funzioni Riemann inte-grabili in [a, b].Se g(x) = Hc(x), ioè g(x) = 0 per x < c, e g(x) = 1 per x ≥ c, on cinterno ad [a, b], otteniamo la lasse delle funzioni arbitrarie su [a, b], on lasola ondizione di essere ontinue in c.Più generalmente, se rihiediamo he l'integrale di Riemann-Stieltjes esistarispetto ad ogni g di una erta lasse, resta determinata la lasse delle fun-zioni f integrabili rispetto a iasuna di esse.Vieversa, data una lasse di funzioni f , resta assoiata una lasse di funzio-ni g, rispetto alle quali le f sono integrabili.Per esempio, onsideriamo le funzioni ontinue su [a, b]. Risulta:Lemma 1.7.1 L'integrale RS∫ b
a
f(x) dg(x) esiste per ogni funzione f onti-nua su [a, b] se e solo se la g è a variazione limitata.Infatti, dal teorema 1.6.2 segue he l'integrale RS∫ b
a
f(x) dg(x) esiste perqualunque f ontinua se g è a variazione limitata. Vieversa, se g non è avariazione limitata, si può ostruire una funzione ontinua rispetto alla qualel'integrale non esiste.Vale anhe un ompletamento del lemma enuniato:Lemma 1.7.2 Se l'integrale RS∫ b
a
f(x) dg(x) esiste per ogni funzione g avariazione limitata su [a, b], allora la f è ontinua.Questo segue immediatamente dal fatto he f e g non possono avere puntiomuni di disontinuità, osì l'integrale non esiste se f = g, on f disonti-nua a variazione limitata.Si può onludere:Teorema 1.7.1 Ogni funzione ontinua è integrabile rispetto a ogni fun-zione a variazione limitata. Non esistono funzioni non ontinue integrabilirispetto ad ogni funzione a variazione limitata, né esistono funzioni a varia-zione non limitata rispetto alle quali ogni funzione ontinua sia integrabile.Ci hiediamo ora: quali sono le funzioni integrabili rispetto ad una ssatafunzione a variazione limitata g? Per rispondere, oorre denire la nozionedi insieme g-nullo in senso stretto.Denizione 1.7.1 Data g a variazione limitata su [a, b], A ⊂ [a, b] è g-nulloin senso stretto se esso è riopribile on niti intervalli [αk, βk], dove αk e
βk sono un estremo di [a, b] o punti di ontinuità per la g, e la somma dellevariazioni della g su tali intervalli è minore di un ε > 0 pressato.15
Ovviamente, un insieme g-nullo non ontiene punti di disontinuità di g.Sussiste l'analoga della nota ondizione per l'integrale di Riemann:Teorema 1.7.2 (du Bois-Reymond) Una f limitata è integrabile su [a, b]rispetto a una funzione a variazione limitata g se e solo se, dato α > 0, è
g-nullo in s.s. l'insieme dei punti x in ui l'osillazione di f è maggiore di α.Denizione 1.7.2 Data g a variazione limitata su [a, b], A ⊂ [a, b] è g-nulloin senso esteso se esso è riopribile on una quantità nita o numerabile diintervalli [αk, βk], dove αk e βk sono un estremo di [a, b] o punti di ontinuitàper la g, e la serie delle variazioni della g su tali intervalli è minore di un
ε > 0 pressato.Come nel aso dell'integrale di Riemann, la ondizione di du Bois-Reymondè equivalente alla seguente.Teorema 1.7.3 (Lebesgue-Vitali) Una f limitata è integrabile su [a, b]rispetto a una funzione a variazione limitata g se e solo se è g-nullo in sensoesteso l'insieme dei punti in ui la f è disontinua.Possiamo onludere, almeno nel aso delle funzioni integratrii a variazionelimitata, on una ondizione neessaria e suiente per l'integrabilità di una
f limitata, he ompleta il teorema 1.6.2 in 1.6.Teorema 1.7.4 Sia g una funzione a variazione limitata su [a, b], e sia v(x)la sua variazione sull'intervallo [a, x].Anhé l'integrale RS∫ b
a
f(x) dg(x) esista, oorre e basta he esista l'inte-grale RS∫ b
a
f(x) dv(x).Dimostrazione. In eetti, gli insiemi g-nulli e v-nulli sono i medesimi, eil risultato segue dalla ondizione di Lebesgue-Vitali. Pertanto, per quanto riguarda le ondizioni di esistenza dell'integrale onintegratrie a variazione limitata, è suiente studiare il aso in ui g sia mo-notona.In eetti, molti artioli sull'argomento trattano solo il aso di integratriemonotona, aso he solo apparentemente è restrittivo!Una stima molto usata è la seguente:Teorema 1.7.5 Se f è limitata, ed integrabile rispetto a g a variazionelimitata, allora
|RS
∫ b
a
f(x) dg(x)| ≤ sup
x∈[a,b]
|f(x)|V ba g. (1.3)16
Dimostrazione. Qualunque sia la suddivisione dell'intervallo [a, b], siveriano le diseguaglianze:
|
n∑
k=1
f(ξk) (g(xk) − g(xk−1))| ≤
n∑
k=1
|f(ξk)| |g(xk) − g(xk−1)| ≤
≤ sup
x∈[a,b]
|f(x)|
n∑
k=1
|g(xk) − g(xk−1)| ≤ sup
x∈[a,b]
|f(x)|V ba g,e le diseguaglianze si mantengono on il passaggio al limite. 1.8 Teoremi di onvergenza. Il seondo teorema diHellyTeorema 1.8.1 Sia (fn) una suessione onvergente uniformemente ad fsu [a, b], e g una funzione a variazione limitata. Se RS∫ b
a
fn(x) dg(x) esisteper ogni ssato n, allora RS∫ b
a
f(x) dg(x) esiste, ed è uguale a limn RS∫ ba fn(x) dg(x).Teorema 1.8.2 (Seondo teorema di Helly) Siano f una funzione on-tinua su [a, b] e (Φn)n∈N una suessione di funzioni a variazione totale mi-nore di C e Φn onverga puntualmente a Φ su [a, b].Risulta allora:
Φ ∈ BV ([a, b]), V ba Φ ≤ C (1.4)
lim
n→∞
∫ b
a
f(t)dΦn(t) =
∫ b
a
f(t)dΦ (1.5)Dimostrazione Sia a = x0 ≤ . . . ≤ xm−1 ≤ xm = b una partizione nitadell'intervallo base.
m∑
k=1
| Φ(xk) − Φ(xk−1) |=
m∑
k=1
| lim
n→+∞
Φn(xk) − lim
n→+∞
Φn(xk−1) |
=
m∑
k=1
lim
n→+∞
| Φn(xk) − Φn(xk−1) |≤ Ce iò vale per ogni partizione nita dell'intervallo base, quindi la (1.4) è di-mostrata.Osserviamo he una funzione f ostante a tratti su [a, b], ioè f = ∑nk=1 ckχIk ,
Ik⊥Ij per i 6= j, ∪Ik = [a, b], he non ondivide punti di disontinuità on
Φ è Riemann-Stieltjes integrabile rispetto a Φ.Approssimiamo f on fε ostante a tratti, integrabile rispetto ad ogni
Φn e a Φ, e tale he ‖ f − fε ‖∞< ε3C . Questo è possibile perhé l'insieme17
dei salti delle Φn e di Φ sono un insieme ontabile. In virtù del teorema diHeine-Cantor, esiste un δ > 0 tale he | f(x′)− f(x′′) |< ε per | x′−x′′ |< δ.Suddividiamo [a, b] on punti xk distanti tra loro per meno di δ, he non sianodi disontinuità per qualhe Φ. Gli intervalli individuati da questi punti nonabbiano punti omuni. Nell'intervallo di partizione Ik selgo ξk interno ad
Ik, e pongo fε(x) = f(ξk).Detto questo, risulta
lim
n→∞
∫ b
a
fε(x)dΦn(x) =
∫ b
a
fε(x)dΦ(x)Integrando per parti e indiando on sk gli Nε salti della fε
∫ b
a
fε(x)dΦn(x) = [fε(x)Φn(x)]
b
a −
∫ b
a
Φn(x)dfε(x) =fε(b)Φn(b) − fε(a)Φn(a) − ∑Nεk=1 Φn(sk)(fε(sk + 0) − fε(sk − 0))
−→n [fε(b)Φ(b) − fε(a)Φ(a)] −
Nε∑
k=1
Φ(sk)(fε(sk + 0) −
fε(sk − 0)) = [fε(x)Φ(x)]ba −
∫ b
a
Φ(x)dfε(x) =
∫ b
a
fε(x)dΦ(x).Finalmente,
|
∫ b
a
f(x)dΦ(x) −
∫ b
a
f(x)dΦn(x) |≤|
∫ b
a
f(x)dΦ(x) −
∫ b
a
fε(x)dΦ(x) | +
|
∫ b
a
fε(x)dΦ(x) −
∫ b
a
fε(x)dΦn(x) | + |
∫ b
a
fε(x)dΦn(x) −
∫ b
a
f(x)dΦn(x) |
≤
∫ b
a
| f(x) − fε(x) | dΦ(x)+ |
∫ b
a
fε(x)dΦ(x) −
∫ b
a
fε(x)dΦn(x) | +
∫ b
a
| fε(x) − f(x) | dΦn(x) <
ε
3C
V ba Φ +
ε
3
+
ε
3C
V ba Φn ≤
ε
3
+
ε
3
+
ε
3
= ε
 Un'importante miglioramento di questo risultato, ai ni della Teoria dellaProbabilità, è il seguente teorema, dovuto a H.E. Bray6Teorema 1.8.3 (Teorema di Helly-Bray) Il seondo teorema di Helly va-le anhe nella ondizione più debole he (gn(x)) onverga a g(x) su uninsieme di punti denso in [a, b], ed inludente i punti a e b.6H. E. Bray [5℄. 18
1.9 Lifting delle funzioni generatriiNell'integrale
RS
∫ b
a
f(x) dg(x) (1.6)sia f ontinua e g a variazione limitata. Viene naturale di hiedersi, avendossato g, per quali altre funzioni g1 a variazione limitata risulta RS∫ ba f(x) dg1(x) =
RS
∫ b
a
f(x) dg(x), qualunque sia la funzione ontinua f .Per la linearità dell'integrale nella seonda variabile, la domanda equivalealla seguente:quali sono le funzioni a variazione limitata φ(x) tali he
RS
∫ b
a
f(x) dφ(x) (1.7)si annulla per tutte le f ontinue?Eliminiamo subito il problema agli estremi. Sia f la ostante 1, alloral'integrale in (1.7) vale φ(b)−φ(a) e quindi φ ha in b il valore he assume in a.Quanto ai punti interni di [a, b], sia c uno di questi, in ui φ sia ontinua.Consideriamo la funzione fn = 1 in [a, c], nulla in [c + 1n , b], e lineare tra e c + 1
n
. L'integrale (1.7) si sinde allora negli integrali sui segmenti [a, c],
[c, c + 1
n
] e [c + 1
n
, b]. Il primo integrale vale φ(c) − φ(a), il terzo è nullo, ilseondo è maggiorato in modulo dalla variazione totale di φ(x) sul seondosegmento, variazione he tende a zero on 1
n
perhé φ è ontinua in c.Di onseguenza 0 = RS∫ b
a
fn(x)dφ(x) → φ(c) − φ(a), ossia φ(c) = φ(a).Riassumendo:Lemma 1.9.1 Se RS∫ b
a
f(x) dφ(x) = 0 per ogni f ontinua, allora la φ è avariazione limitata, ostante su [a, b], eetto su un insieme al più numerabiledi punti interni ad [a, b].Tale ondizione è anhe suiente, perhé, essendo φ a variazione limitata,essa è disontinua in un insieme nito o numerabile di punti, e poihé l'inte-grale in (1.7) esiste per ipotesi, i punti di deomposizione xk he servono adenirlo possono essere selti tra i punti di ontinuità, e su essi la φ assumelo stesso valore.In denitiva, possiamo enuniare il seguente19
Teorema 1.9.1 L' RS∫ b
a
f(x)dg1(x) =
RS
∫ b
a
f(x)dg(x) per ogni f ontinuase e solo se g1 dierise da g per una funzione φ a variazione limitata, heè ostante su [a, b] eetto su un insieme nito o numerabile di punti interniad [a, b].Pertanto, l'integrale (1.6) non si altera sostituendo a g(x), on x ∈]a, b[,il valore g(x + 0) oppure g(x − 0), o la media tra i due valori. In generale,sostituendo nei punti interni ad [a, b] a g(x) un valore tra g(x− 0) e g(x+0)si rende minima la variazione totale di g senza alterare l'integrale (1.6).Possiamo quindi onsiderare, ai ni dell'integrazione di funzioni ontinue,solo le funzioni g a variazione limitata tali he g(x) = g(x + 0), per ogni
x ∈]a, b[. Tali funzioni formano uno spazio vettoriale, he hiamiamo avariazione limitata liftato a destra, e lo indihiamo on BV0[a, b].7
7Volendo, si può onsiderare lo spazio delle funzioni liftate a sinistra (g(x) = g(x − 0)per x ∈]a, b[). 20
Capitolo 2L'integrale diLebesgue-Stieltjes2.1 Prolungamento astratto di LebesgueIl prolungamento di una misura denita su un semianello è il fondamentodella teoria ostruttiva della misura di Lebesgue, ed è opportuno darne unenno.Sia H un semianello1 su X. Diiamo ellule i suoi elementi. Sia X stessola loro unione. Sia m una misura suH, ossia una funzione reale positiva om-pletamente additiva denita su H. Sia P una pluriellula, ossia una unioneontabile di ellule. Allora P può essere ottenuta ome unione ontabile ∪Ajdi elementi disgiunti di H. Si ponga µP = ∑mAj , he è reale positiva, oeventualmente +∞, e univoamente denita, grazie alla σ-additività dellamisura m. Sia M la lasse dei sottoinsiemi di X tali he, se E è uno diessi, allora dato ε > 0 esistono due pluriellule P , Q, tali he µQ < ε, e
P\Q ⊂ E ⊂ P . Per tali E si ponga µE = inf {µP,P pluriellula , P ⊃ E}.La lasse M è un σ-anello. Di più, se M ha unità X (questo aade see solo se X stesso è una pluriellula), allora M è una σ-algebra, e µ è detta
σ-nita. Tale misura è ompleta (ogni insieme neglegibile è misurabile). Glielementi di M si diono lebesguiani di H. Il prolungamento della misura
m denita sul semianello H deve gran parte della sua importanza all'essereunivalente e massimale, nel senso he segue.I) Se S è una σ-algebra in X he ontiene M, e ν è una misura σ-additiva1Una famiglia non vuota H di sottoinsiemi di X è un semianello su X se è hiusarispetto all'intersezione e, per ogniA, B ∈ H, A\B è unione di niti elementi mutuamentedisgiunti di H 21
di dominio S he si ridue ad m su H, allora ν ristretta ad M è uguale a µ.II) Se S ⊃ M strettamente, esistono due misure σ-additive su S, ν1 6= ν2,he si riduono a µ su M.Se A è una famiglia di insiemi, on σ(A) indihiamo la più piola σ-algebra he ontiene A. Sia M la lasse dei lebesguiani ottenuti ol proedi-mento di sopra dal semianello H. Poihè M è una σ-algebra, essa ontiene
σ(H). Così, se X è topologio, e H inlude una base per la topologia di X,allora M inlude i boreliani di X.Esempio. Se X = Rn, possiamo onsiderare il semianello H degli inter-valli limitati di Rn ( i artesiani n-esimi degli intervalli limitati hiusi, aperti,semiaperti di R). Allora ogni boreliano è un lebesguiano (indipendentementedalla misura he gli è stata attribuita on il prolungamento).2.2 Relativa denizione di integraleSe F è una σ-algebra di sottoinsiemi di X, on unità X, e µ è una misuradi dominio F , la tripla (X,F , µ) è detta spazio mensurale2.Denizione 2.2.1 Una φ : X → R è semplie integrabile su X se è ombi-nazione lineare di funzioni aratteristihe di insiemi di misura nita. L'in-tegrale ∫
X
φdµ di una funzione semplie integrabile φ = c1χE1 + . . . + cnχEnè per denizione c1µ(E1) + . . . + cnµ(En).Una proprietà è vera quasi ovunque (q.o.) se l'insieme dei punti, su uiè falsa, è neglegibile, ioè inluso in un insieme di misura arbitrariamentepiola.Denizione 2.2.2 Una f è integrabile su X se esiste una suessione (φn)di funzioni semplii integrabili tali he φn q.o.→ f e, dato ε > 0 esiste un Ntale he ∫
X
|φn − φm|dµ < ε per m,n > N . In tal aso ∫X φndµ onverge in
n: il limite è detto integrale della f , ed è indiato on ∫
X
fdµ.2Il paragrafo 2.1 è una sintesi della trattazione ostruttiva di Kolmogorov [20℄, pp.260-277, invee la denizione di integrale è in aordo on quella di N. Dunford e J.T.Shwartz [12℄, p.112. 22
2.3 Misure di Lebesgue-Stieltjes su RSiano I intervallo di R, e g una funzione monotona non deresente su I.Consideriamo il semianello H dei sottointervalli limitati di I, e poniamo
m([a, b]) = g(b + 0) − g(a − 0)
m((a, b]) = g(b + 0) − g(a + 0)
m([a, b)) = g(b − 0) − g(a − 0)
m((a, b)) = g(b − 0) − g(a + 0)Si può mostrare he la m osì denita è reale, non negativa e σ-additivasu H, pertanto esiste il prolungamento di Lebesgue astratto della m, heviene detto misura di Lebesgue-Stieltjes su I generata da g. In questo aso,i lebesguiani vengono più preisamente hiamati insiemi misurabili seondoLebesgue-Stieltjes.Come detto sopra, i boreliani di R sono misurabili in iasuna di talimisure.Vieversa, gli insiemi misurabili seondo Lebesgue-Stieltjes potrebberoessere molto più numerosi non solo dei boreliani, ma degli insiemi misurabilinella misura lassia di Lebesgue (quella he si ottiene usando ome funzionegeneratrie g(x) = x). Basta onsiderare infatti la funzione di Heaviside (lafunzione aratteristia di R+). Gli insiemi misurabili sono tutti i sottoinsie-mi di R. La misura di Lebesgue-Stieltjes su uno di essi vale 1 se l'insiemeontiene lo 0, e 0 altrimenti (misura di Dira).2.4 Prolungamento della misura immagine di unafunzione misurabile.Sia (S,Σ, µ) uno spazio mensurale, e sia Φ : S → R una funzione misurabile.Denoto on B l'insieme dei boreliani di R. Sullo spazio misurabile (R,B)deniso la seguente misura:
ν(B) = µ(Φ−1(B)), B ∈ B.In questo ontesto, la ν è detta misura immagine di µ mediante Φ, e denotataomunemente on µΦ−1, o on µΦ.Il prolungamento di Lebesgue astratto della µΦ, he denoteremo on µ̂Φ, èuna misura di Lebesgue-Stieltjes.Se µ(S) < ∞, allora la µ̂Φ può essere generata dalla funzione FΦ, denitaper ogni x ∈ R dalla
FΦ(x) = µ
Φ( ] −∞, x] ).23
La FΦ è monotona non deresente su R, ontinua da destra, tendente a 0per x → −∞ ed a µ(S) per x → +∞.Variabili aleatorie e funzioni di ripartizione. Una variabile alea-toria reale sullo spazio di probabilità (Ω,F , P ) è una funzione misurabile
X : Ω → R.Ad essa è assoiata la funzione, detta di distribuzione o di ripartizione, in-diata on F , o on FX se si vuole mettere in evidenza la sua ostruzione apartire da X, denita dalla
FX(x) = P
X( ] −∞, x] ),dove PX è la misura immagine di P mediante X. La FX è monotona nonderesente su R, ontinua da destra, tendente a 0 per x → −∞ e ad 1per x → +∞, e la misura di Lebesgue-Stieltjes su R generato da essa è ilprolungamento di Lebesgue astratto P̂X della misura immagine PX .2.5 L'integrale di Lebesgue-StieltjesDenizione 2.5.1 Sia g una funzione monotona non deresente sull'inter-vallo I, limitato o illimitato, di R. L'integrale di Lebesgue-Stieltjes di una frispetto a g, e lo indihiamo on LS∫
I
fdg o on L∫
I
fdµ, è l'integrale de-nito in 2.2, dove µ è la misura di Lebesgue-Stieltjes generata da g.Denizione 2.5.2 Una misura on segno su (X,F) è la dierenza tra duemisure di dominio F , di ui al più una può assumere il valore +∞.Denizione 2.5.3 L'integrale di Lebesgue-Stieltjes è in generale un inte-grale rispetto a una misura on segno, data dalla dierenza di due misure diLebesgue-Stieltjes.Più preisamente, se g è una funzione loalmente a variazione limitata su I,essa è dierenza di due funzioni monotone resenti, diiamole h1 e h2. Seuna di esse è limitata (e questo aade siuramente nel aso in ui I è unintervallo ompatto), poniamo LS∫
I
fdg = LS
∫
I
fdh1 − LS
∫
I
fdh2.Generalmente si pone h1 = v+, h2 = v−, oppure h1 = v, h2 = 2v−,dove v, v+, v− sono la variazione totale, la variazione positiva e la variazionenegativa della g (a meno di ostanti additive)3.Teorema 2.5.1 Se f è Riemann-Stieltjes integrabile su [a, b] rispetto a unafunzione a variazione limitata, allora è Lebesgue-Stieltjes integrabile, e gliintegrali hanno lo stesso valore.3v. Kolmogorov [20℄, p. 354 24
Si noti he, se la funzione integratrie non è a variazione limitata, il RS-integrale potrebbe esistere, ma non ha senso parlare di LS-integrale.
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Capitolo 3Estensioni e varianti delladenizione dell'integrale diRiemann-Stieltjes3.1 L'integrale di Pollard-Moore-StieltjesSappiamo he se f è Riemann-Stieltjes integrabile su [a, b] rispetto a g, allora
f e g non hanno disontinuità omuni in [a, b], e risulta
RS
∫ b
a
fdg = RS
∫ c
a
fdg + RS
∫ b
c
fdg (3.1)per ogni c ∈ (a, b).Supponiamo ora he in c la f e la g abbiano una disontinuità omune,ma he f sia Riemann-Stieltjes integrale in [a, c] e in [c, b] rispetto a g. Seosì è, f e g sono neessariamente disontinue in c da bande opposte. Pos-siamo allora denire ∫ b
a
fdg attraverso il seondo membro della 3.1.Il proedimento è appliabile al aso di nite disontinuità omuni c1, . . . , cn−1da bande opposte. Posto c0 = a, cn = b, se RS∫ ckck−1 fdg esiste per ogni
k = 1, . . . , n, deniamo
PMS
∫ b
a
fdg =
n∑
k=1
RS
∫ ck
ck−1
fdg. (3.2)Con PMS si abbreviano i nomi di Pollard, Moore e Stieltjes. Questi autorihanno onsiderato anhe il aso in ui le omuni disontinuità possono esserenumerabili, eventualmente dense in [a, b]. In generale, il membro destrodella (3.2) non resta denito, ma può suedere he, dato ε > 0, esistano
a = c0 < c1 < . . . < cn = b tali he
n∑
k=1
RS
′′
∫ ck
ck−1
fdg −
n∑
k=1
RS
′
∫ ck
ck−1
fdg < ε. (3.3)26
Con RS′∫ β
α
fdg e RS′′∫ β
α
fdg intendo integrali inferiore e superiore nel sensodi Darboux, ossia
RS
′
∫ β
α
f(x)dg(x) = lim inf
P∈P
n∑
k=1
f(ξk)(g(xk) − g(xk−1)) =
= lim
D∈D
n∑
k=1
inf
xk−1≤ξk≤xk
(f(ξk)(g(xk) − g(xk−1))),
RS
′′
∫ β
α
f(x)dg(x) = lim sup
P∈P
n∑
k=1
f(ξk)(g(xk) − g(xk−1)) =
= lim
D∈D
n∑
k=1
sup
xk−1≤ξk≤xk
(f(ξk)(g(xk) − g(xk−1))).In tal aso, esiste una suessione ([c(m)]) di partizioni di [a, b], iasunainlusa nella suessiva, tale he
lim
m
nm∑
k=1
RS
′′
∫ c(m)k
c
(m)
k−1
fdg = lim
m
nm∑
k=1
RS
′
∫ c(m)k
c
(m)
k−1
fdg (3.4)he viene detto integrale di Pollard-Moore-Stieltjes, o σ-integrale di f rispet-to a g.Vi è una denizione diretta dell'integrale di Pollard-Moore-Stieltjes intermini di net. Si basa sul fatto seguente1.Orientiamo l'insieme P delle partizioni marate di [a, b] per rifrattura-zioni.Teorema 3.1.1 Siano f , g funzioni reali su [a, b]. La f è Pollard-Moore-Stieltjes integrabile rispetto a g se e solo se il net
RS(P ) =
n∑
k=1
f(ξ[xk−1, xk])(g(xk) − g(xk−1)), P = ([x], ξ) ∈ Ponverge lungo l'insieme orientato (P,≺≺). In tal aso risulta:
PMS
∫ b
a
f(x) dg(x) = lim
([x], ξ)∈(P, ≺≺)
f(ξ[xk−1, xk])(g(xk) − g(xk−1))In generale, se X è orientato da due orientamenti ≺, < , allora < è piùne di ≺ se x < y ⇒ x ≺ y. Segue he se < è più ne di ≺, ed f(x) ≺−→ y,1Per questo ed altri tipi di integrale, si veda la rassegna di H.T. Hildebrandt [18℄.27
allora f(x) <−→ y, ma non vieversa in generale.Essendo l'orientamento per rifratturazioni più ne dell'orientamento innorma, allora se il net RS(P ) onverge in norma, onverge per rifratturazioni,e i limiti sono uguali.In altre parole,Teorema 3.1.2 Se l'integrale di Riemann-Stieltjes di f rispetto a g esiste,l'integrale di Pollard-Moore-Stieltjes esiste ed è uguale.Vieversa:Teorema 3.1.3 Se l'integrale di Pollard-Moore-Stieltjes di f rispetto a gesiste ed f e g non ondividono punti di disontinuità, l'integrale di Riemann-Stieltjes esiste ed è uguale.3.2 Altri integrali di Riemann-Stieltjes modiati.L'integrale di Cauhy-Stieltjes. Consideriamo l'addendo f(ξk)(g(xk)−
g(xk−1)) della somma di Riemann-Stieltjes. Limitando ξk ad essere un puntoestremo dell'intervallo [xk−1, xk], si perviene ad una denizione di integraledel tipo di Cauhy, he, nel aso in ui g(x) = x, antiipò quella di Riemann.Nel aso appunto g(x) = x, D.C. Gillespie (1915) mostrò he la selta di solipunti estremi per la ξ non amplia la lasse delle funzioni integrabili seondoRiemann. Questo in generale non è vero per l'integrale di Riemann-Stieltjes,tantohé, più reentemente, la selta di ξ alla Cauhy ha onsentito a K.It di denire il suo integrale di Stieltjes rispetto a funzioni a variazione nonlimitata.Integrale di Dushnik. La neessità per le funzioni f e g di non avereomuni di disontinuità dallo stesso lato ai ni dell'integrazione di Pollard-Moore-Stieltjes dipende dalla possibilità di poter piazzare la maratura ξ agliestremi degli intervalli. Conseguentemente, B. Dushnik (1931) ha onside-rato l'insieme P0 delle partizioni marate ([x], ξ), dove la selta dei punti ξkè ristretta ai punti interni di iasun sottointervallo, ottenendo la seguentedenizione di integrale modiato.Se il net
RSmod(P ) =
n∑
k=1
f(ξ[xk−1, xk])(g(xk) − g(xk−1)), P = ([x], ξ) ∈ P0onverge lungo l'insieme orientato (P0,≺≺), allora il limite è detto integraledi Pollard-Moore-Stieltjes modiato, o σ-integrale modiato, di f rispettoa g, e si denota on mod σ∫ b
a
f(x) dg(x).Abbiamo: 28
Teorema 3.2.1 L'integrale mod σ∫ b
a
f(x) dg(x) esiste se f ha sole disonti-nuità di prima speie, e g è a variazione limitata.Così mod σ∫ fornise un valore per ogni funzione a variazione limitata rispettoad ogni altra funzione a variazione limitata.Tuttavia, questo integrale può essere denito irregolare, perhé in genera-le non fornise valori in aordo all'integrale di Lebesgue-Stieltjes, quandoentrambi gli integrali esistono. Ad esempio, se f = χ{0}, e g = H0, allora
LS
∫ 1
−1 fdg = 1, mentre mod σ∫ 1−1 fdg = 0.In ogni aso, se f e g non hanno disontinuità omuni, questo integrale siridue a quello ordinario.L'integrale in media. Un altro metodo di modia, in un ertosenso opposto al preedente, è quello, proposto da H.L. Smith, di utilizzaresolamente i valori di f agli estremi dell'intervallo, faendone la media, ossiaonsiderare le somme
SM(P ) =
n∑
k=1
1
2
(f(xk−1) + f(xk)) (g(xk) − g(xk−1)), P = ([x], ξ) ∈ P.Si possono onsiderare i limiti di questo net in norma e per rifratturazione, evengono hiamati integrali in media di Stieltjes(e si denotano on SM∫ b
a
f dg).Se l'integrale ordinario esiste, esiste il orrispondente integrale in media,e fornise il medesimo valore. Ma non inversamente: basta osservare he
SM
∫
g(x) dg(x) esiste per ogni funzione g, e vale 12(g2(b) − g2(a)).È interessante il fatto he la formula di integrazione per parti (1.1) restavalida.Inoltre, per quanto onerne l'esistenza,Teorema 3.2.2 Se f ha sole disontinuità di prima speie, e g è a varia-zione limitata, allora SM∫ f dg per rifratturazioni esiste.Anhe l'integrale SM∫ f dg per rifratturazioni ore un integrale di Stieltjesdove ogni funzione a variazione limitata è integrabile rispetto ad ogni altrafunzione a variazione limitata. In questo aso, il suo valore oinide onl'integrale di Lebesgue-Stieltjes nell'ipotesi, piuttosto naturale, he in ognipunto f(x) valga 12(f(x − 0) + f(x + 0)).L' SM-integrale è stato appliato a problemi di Matematia Attuarialeda molti Autori, tra ui de Finetti. Più reentemente (1960), R. L. Stra-tonovih ha inventato un integrale stoastio alternativo al alolo di It,formalmente identio all' SM-integrale.L'integrale di Young-Stieltjes. Se ora g ha sole disontinuità di primaspeie, possiamo onsiderare il net, denito su P0 (vedi sopra, integrale di29
Dushnik).
Y RS(P ) =
=
n∑
k=1
{f(xk−1)(g(xk−1 + 0) − g(xk−1)) + f(ξk)(g(xk − 0) − g(xk−1 + 0)) +
+f(xk)(g(xk) − g(xk − 0))} P = ([x], ξ) ∈ P0e studiarne la onvergenza in norma e per rifratturazioni. Se esiste il limitedel net nell'uno o nell'altro senso, questi saranno indiati rispettivamenteon Y S∫ f dg e on Y S σ∫ f dg.La onvergenza in norma di Y RS(P ) non migliora le ondizioni di integrabi-lità nel senso lassio di Riemann-Stieltjes. Infatti, il net Y RS(P ) onvergein norma lungo l'insieme P0 se e solo se il net RS(P ) onverge in normalungo P.D'altra parte, l'integrale per rifratturazioni può esistere quando f e g han-no punti omuni di disontinuità, anhe se questi sono dalla stessa parte.Invero, può essere mostrato heTeorema 3.2.3 Se la funzione g è a variazione limitata, ed f è integrabilerispetto a g, allora
Y S σ
∫ b
a
f(x) dg(x) = RS
∫ b
a
f(x) dgc +
∑
x∈[a,b]
f(x)(g(x + 0) − g(x − 0))dove g(x) = gc(x) + gs(x), on gc e gs omponenti ontinue e di salto di g.In partiolare, l'integrale Y S σ∫ b
a
f dg è un'estensione propria dell'integrale diPollard-Moore-Stieltjes, nel senso he, qualora Y S σ∫ b
a
f dg e LS∫ b
a
f dg esi-stano, i loro valori oinidono.3.3 L'integrale di Riemann-Stieltjes su tutto R.Vi sono vari modi non equivalenti di estendere la nozione di integrale di Stiel-tjes a funzioni denite sull'intera retta reale. I più omuni sono i seguenti.L'integrale di Cauhy in valor prinipale:
lim
b→+∞
RS
∫ b
−b
f(x) dg(x).L'integrale di Stieltjes improprio:
lim
a→−∞, b→+∞
RS
∫ b
a
f(x) dg(x).30
Inne, la f è assolutamente integrabile rispetto a g su R, in simboli
ARS
∫
R
f(x) dg(x), (3.5)se i net
+∞∑
n=−∞
f(ξn) (g(xn) − g(xn−1)) e +∞∑
n=−∞
|f(ξn)| |g(xn) − g(xn−1)|onvergono lungo l'insieme delle suddivisioni marate ad inniti punti ([x], ξ),orientato dalla nezza |[x]| = supn(xn − xn−1), e dove, per ogni ssato [x],
xn−1 ≤ ξn ≤ xn per ogni n. Ogni suddivisione marata è qui formata da unasuessione strettamente resente, inferiormente e superiormente illimitata,e ξ è una funzione he assoia ad ogni [xn−1, xn] un suo punto.Naturalmente, l'integrale 3.5 è il limite del primo dei due net.Se g è loalmente a variazione limitata, ioè esiste una v su R tale he
v(b)− v(a) = V ba g, allora ARS∫R f(x) dg(x) esiste, ed è l'integrale di Stieltjesimproprio, se e solo se, dato ε > 0, per a e b opportuni risulta
RS
∫ a′′
a′
|f(x)| dv(x) < ε , RS
∫ b′′
b′
|f(x)| dv(x) < ε,per ogni a′ < a′′ ≤ a, b′′ > b′ ≥ b.3.4 Espressione dell'integrale di Lebesgue su unospazio di probabilità ome integrale di Stieltjessu tutto R.Su uno spazio di probabilità (Ω,F , P ) si usano due tipi fondamentali diintegrali di Lebesgue:
∫
Ω
X dP ,
∫
Ω
(f ◦ X) dP.Chiaramente, il primo assume valore reale quando X è P -sommabile, il seon-do è reale o omplesso se f è boreliana limitata da R a K, ed X P -misurabile.I due integrali si indiano in Probabilità on E[X] e on E[f(X)], e oini-dono (essendo P (Ω) = 1), on il valor medio integrale su Ω di X e di f(X).Le denizioni di integrale di Lebesgue sul tipo di quella data in 2.2 sonodette alla Dunford. Esse hanno il vantaggio di essere failmente adattabilialle funzioni a valori in uno spazio di Banah, on la semplie sostituzionedei valori assoluti on la norma. Nel aso di funzioni a valori reali, le deni-zioni equivalenti sono moltissime, e per lo più sono estensioni di denizioni31
dell'integrale su domini di misura nita, quale per esempio la seguente.Sia (S,Σ, µ) uno spazio mensurale, on µ(S) < ∞, f : S → R, on
f−1] − ∞, x] ∈ Σ per ogni x ∈ R (misurabilità di una funzione a valorireali). La f è sommabile se esiste una suessione bilatera (xn), strettamenteresente ed illimitata superiormente ed inferiormente, tale he, posto En =
{s ∈ S : f(s) ≤ xn}, le serie bilatere(a) ∑n∈Z xn−1 µ(En \ En−1)(b) ∑n∈Z xn µ(En \ En−1)siano assolutamente onvergenti.In tal aso, esiste un δ > 0 tale he, se xn − xn−1 < δ per ogni n ∈ Z, lerelative somme (a) e (b) dierisono per meno di un ε > 0 pressato.Esiste quindi un reale λ he è limite del net
+∞∑
n=−∞
ξn µ(En \ En−1) (3.6)lungo l'insieme delle suddivisioni marate ad inniti punti ([x], ξ), ome dettoin 3.3.Il valore di tale λ oinide on il valore dell'integrale di Lebesgue della fdato in 2.2.Osserviamo he il limite della (3.6) può essere riguardato ome un integraleassoluto di Stieltjes. Basta infatti porre
F (x) = µ(f−1] −∞, x]),e si ha
µ(En \ En−1) = F (xn) − F (xn−1),osì
λ = ARS
∫
R
x dF (x).L'assoluta onvergenza di questo integrale di Stieltjes su dominio illimitatoè immediata onseguenza del fatto he
∑
n∈Z
xn−1(F (xn) − F (xn−1) ≤
∑
n∈Z
ξn(F (xn) − F (xn−1) ≤
∑
n∈Z
xn(F (xn) − F (xn−1),dove la prima e la terza serie sono la (a) e la (b)2.Sia ora X una variabile aleatoria reale sullo spazio di probabilità (Ω,F , P ),2Infatti, se Pk ak ≤ Pk bk ≤ Pk ck, allora Pk |bk| ≤ Pk |ak| + Pk |ck|.32
e sia FX la sua funzione di ripartizione.Per quanto appena visto, se X è P -sommabile, abbiamo la seguente trasfor-mazione di integrale di Lebesgue in integrale di Stieltjes:
L
∫
Ω
X(ω) dP = ARS
∫
R
x dFX(x).Passiamo ora all'integrale ∫Ω(f ◦X) dP . Premetto il seguente lemma.3Lemma 3.4.1 Siano (A,ΣA, µ) e (B,ΣB, ν) due spazi mensurali, e Φ unafunzione da A a B (ΣA −ΣB)-misurabile he onserva le misure, vale a diretale he µ(Φ−1E) = ν(E) per ogni insieme E del dominio di ν.Allora, qualunque sia una funzione salare f sommabile su B, la f ◦ Φ èsommabile su A, e risulta
∫
Φ−1(E)
f ◦ Φ dµ =
∫
E
f dν per ogni E ∈ ΣB .Ne onsegue he se X una variabile aleatoria reale su Ω, PX la misuraimmagine mediante X sui boreliani di R, ed f una funzione a valori in K
PX-sommabile su R, allora f ◦ X è P -sommabile su Ω, e risulta
∫
Ω
(f ◦ X)(ω) dP =
∫
R
f(x) dPX .Per quanto visto in 2.4, si ha inne
∫
Ω
(f ◦ X)(ω) dP =
∫
R
f(x) dFX(x).3.5 L'integrale di Riemann-Stieltjes su un rettan-golo di CDenizione 3.5.1 Sia R = R(a < x ≤ b, c < y ≤ d) ⊂ C ∼= R2.Una partizione, o suddivisione, in elle di R è una sequenza nita [z] =
{(xh, yk) h = 1, . . . ,m; k = 1, . . . , n)}, on a = x0 < x1 < . . . < xm = b,
c = y0 < y1 < . . . < yn = d. 4Indihiamo on D2 l'insieme delle partizioni di R.Ogni partizione in elle del rettangolo R denise una famiglia {Rh,k}di sottorettangoli di R nel modo seguente: Rh,k = ]xh−1, xh]× ]yk−1, yk], perogni h = 1, . . . ,m; k = 1, . . . , n.3Si veda N.Dunford-J.Shwartz [12℄, Lemma 8, pp. 1824J.A. Clarkson [9℄. 33
Sia ora g : R̄ → C limitata. Fissata [z] ∈ D2, è possibile assoiare a g una fun-zione d'insieme5 G, denita sulla famiglia {Rh,k} di rettangoli determinatada [z], nel modo seguente:
G(Rh,k) = g(xh, yk) − g(xh, yk−1) − g(xh−1, yk) + g(xh−1, yk−1) (3.7)Denizione 3.5.2 Con nezza della partizione [z] intendo il valore
|[z]| = max
h=1,...,m; k=1,...,n
(xh − xh−1)(yk − yk−1)Deniso su D2 un orientamento.Denizione 3.5.3 Siano [z(1)] e [z(2)] in D2. Pongo [z(1)] ≺ [z(2)] ( [z(2)] èpiù ne in norma di [z(1)] ) se |[z(2)]| ≤ |[z(1)]|.Denizione 3.5.4 Sia R(a < x ≤ b, c < y ≤ d) ⊂ C ∼= R2.Una partizione marata di R è la oppia ([z], (ξ, η)), on [z] ∈ D2, e (ξ, η)funzione denita sulla famiglia di sottorettangoli {Rh,k} assoiata a [z], head Rh,k assoia (ξh,k, ηh,k), on xh−1 < ξh,k ≤ xh, e yk−1 < ηh,k ≤ yk.Indio on P2 il loro insieme.Denizione 3.5.5 Sia R(a ≤ x ≤ b, c ≤ y ≤ d) ⊂ C ∼= R2.Una partizione marata ristretta di R è la oppia ([z], (ξ, η)), on [z] ∈ D2,e (ξ, η) funzione denita sulla famiglia di sottorettangoli {Rh,k} assoiata a
[z], he ad Rh,k assoia (ξh, ηk), on ξh indipendente da k, xh−1 < ξh ≤ xh,ed ηk indipendente da h, yk−1 < ηk ≤ yk.Indio on P21 il loro insieme.Orientiamo P2 ponendo ([z(1)], (ξ(1), η(1))) ≺ ([z(2)], (ξ(2), η(2))) se [z(2)] èpiù ne in norma di [z(1)].Essendo P21 ⊂ P2, su P21 induiamo l'orientamento ≺ denito su P2.Introduiamo adesso due separate estensioni dell'integrale di Riemann-Stieltjes lassio a funzioni di due variabili.La prima è dovuta a Fréhet [14℄, he ha dato la seguente denizione.Denizione 3.5.6 (Fréhet) Sia R = R(a < x ≤ b, c < y ≤ d) ⊂ C ∼= R2,e siano f e g funzioni limitate denite su R̄.Diiamo he f è Riemann-Stieltjes integrabile in senso ristretto rispetto a gse il net di dominio P21
m∑
h=1
n∑
k=1
f(ξh, ηk)G(Rh,k), on (ξh, ηk) = (ξ, η)(Rh,k),5 Al posto della funzione d'intervallo Φ([tj−1, tj ]) = |φ(tj) − φtj−1 |, he generalmentegura nella denizone di variazione totale della funzione di una sola variabile φ(t), sipartirà qui dalla denizione di una opportuna funzione d'insieme G, denita sui rettangolisemiaperti on i lati paralleli agli assi. 34
(3.8)onverge in norma ad un limite nito.In tal aso, indihiamo tale limite on
FRS
∫ ∫
R
f(x, y) dg(x, y). (3.9)Se ora sostituiamo il net in (3.8) on il net di dominio P2
m∑
h=1
n∑
k=1
f(ξh,k, ηh,k)G(Rh,k), on (ξh,k, ηh,k) = (ξ, η)(Rh,k),
(3.10)hiamiamo il limite, se esiste, l'integrale di Riemann-Stieltjes non ristrettodi f rispetto a g, e lo indihiamo on il simbolo
RS
∫ ∫
R
f(x, y) dg(x, y). (3.11)Chiaramente, l'esistenza dell'integrale in (3.11) implia he l'integrale in(3.9) esiste, e il suo valore è uguale a quello dato in (3.11). D'altra parte,l'esistenza dell'integrale in (3.9) non implia l'esistenza di quello in (3.11),ome vedremo qui di seguito.Fréhet ha mostrato he una ondizione suiente per l'esistenza dell'inte-grale ristretto (3.9) per ogni funzione integranda ontinua f , è he la funzioneintegratrie g sia a variazione limitata nel senso di Vitali6 (sriviamo g ⊂ V).Di speiale interesse è il aso in ui l'integranda f(x, y) è a variabili se-parate, nel senso he f(x, y) = f1(x)f2(y). Una ondizione suiente perl'esistenza dell'integrale ristretto (3.9) per ogni integranda f a variabili se-parate on fattori ontinui f1 ed f2, è he la g sia a variazione limitata nelsenso di Fréhet7 (sriviamo g ∈ F).La ondizione di Fréhet è più debole di quella di Vitali.8È naturale porsi le seguenti domande sull'integrazione delle funzioni avariabili separate on fattori ontinui:a) è la ondizione di Fréhet anhe neessaria per l'esistenza dell'integrale6La funzione g(x, y) denita su R è a variazione limitata nel senso di Vitali se esiste
M > 0 tale he, per ogni partizione [z] ∈ D2 risulta Ph,k |G(Rh,k)| < M7La funzione g(x, y) denita su R è a variazione limitata nel senso di Fréhet se esiste
M > 0 tale he Ph,k ǫhδkG(Rh,k) < M per ogni partizione [z] ∈ D2, e per ogni selta di
ǫh = ±1, δk = ±1.8La dimostrazione è in Littlewood [21℄. Suessivamente, J.A. Clarkson and C.R.Adams [1℄ hanno dato un esempio di funzione a variazione limitata nel senso di Fréhet,ma non di Vitali. 35
ristretto?b) è la ondizione di Fréhet suiente per l'esistenza dell'integrale non ri-stretto?Se una funzione non è neessariamente a variabili separate, ma ontinua,) è la ondizione di Fréhet suiente per l'esistenza dell'integrale ristretto,o di quello non ristretto?La risposta a queste domande è data dai teoremi he seguono.Teorema 3.5.1 Condizione neessaria e suiente anhé l'integrale diRiemann-Stieltjes ristretto FRS∫∫
R
f(x, y) dg(x, y) esista per ogni funzione
f(x, y) ontinua su R è he la g(x, y) sia a variazione limitata nel senso diVitali.Teorema 3.5.2 Anhé l'integrale di Riemann-Stieltjes non ristretto
RS
∫ ∫
R
f(x, y) dg(x, y)esista per ogni funzione f(x, y) ontinua su R, oorre e basta he la g(x, y)sia a variazione limitata nel senso di Vitali.Teorema 3.5.3 Anhé l'integrale di Riemann-Stieltjes ristretto
FRS
∫ ∫
R
f1(x)f2(y) dg(x, y)esista per ogni oppia di funzioni ontinue f1 ed f2, oorre e basta he la gsia a variazione limitata nel senso di Fréhet.Teorema 3.5.4 Anhé l'integrale di Riemann-Stieltjes non ristretto
RS
∫ ∫
R
f1(x)f2(y) dg(x, y)esista per ogni oppia di funzioni ontinue f1 ed f2, oorre e basta he la gsia a variazione limitata nel senso di Vitali.
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Capitolo 4L'integrale di Stieltjes omeforma bilineare anonia dispazi in dualità4.1 Spazi vettoriali topologiiDenizione 4.1.1 Siano dati uno spazio vettoriale (o lineare) L sul ampo
K (K = R o K = C) e una topologia T su L.La oppia L = (L,T ) è uno spazio vettoriale topologio, brevementeTVS, su K se l'addizione e la moltipliazione salare
(x, y) ∈ (L × L) 7→ x + y ∈ L
(λ, x) ∈ (K × L) 7→ λx ∈ L.sono funzioni ontinue.Se L è un TVS, la sua topologia è invariante per traslazione, pertanto essaè pienamente determinata da una base di intorni dello 0.Denizione 4.1.2 Un TVS L si die loalmente onvesso, brevemente unLCS, se la sua topologia è Hausdor, ed esiste una base (numerabile o non)di intorni onvessi1 dello 0.Su ogni spazio lineare può essere denita una topologia mediante un sistemadi seminorme.21 Un sottoinsieme A di uno spazio vettoriale L (reale o omplesso) è onvesso se x ∈ A,
y ∈ A implia λx + (1 − λ)y ∈ A, per tutti i reali λ, 0 < λ < 12Una funzione p su uno spazio vettoriale L reale o omplesso è una seminorma se è avalori reali e(a) p(x + y) ≤ p(x) + p(y) (x, y ∈ L)
(b)p(λx) = |λ|p(x) (x ∈ L, λ ∈ K). 37
Sia L uno spazio lineare, ed S un sistema di seminorme su L.Consideriamo, per ogni ε > 0, ed ogni sistema nito p1, . . . , pm in S, l'insieme
Uε,p1,...,pm = {x ∈ L; p1(x), . . . , pm(x) < ε}.La totalità di tali insiemi forma una base di intorni onvessi dello 0, herende L un TVS.Se, di più, la loro intersezione è {0}, allora L è anhe Hausdor, quindi su
L è stata imposta una topologia he lo rende un LCS.Vieversa, per ogni LCS esiste un sistema S di seminorme he denisela sua topologia.4.2 Nozione di dualità tra spazi e topologie debolinaturaliDenizione 4.2.1 Siano F e G due spazi vettoriali su K, ed f una formabilineare su F × G tale he
f(xo, y) = 0 per ogni y ∈ G implia xo = 0
f(x, yo) = 0 per ogni x ∈ F implia yo = 0Si die allora he f pone F e G in dualità, e he la oppia 〈F,G〉 è un siste-ma duale.Sugli spazi lineari F e G posti in dualità da f(x, y), sorgono due topolo-gie naturali.La σ(F,G) topologia su F , he è la meno ne he rende ontinui i funzionalilineari su F , del tipo f(x, yo), per ogni ssato yo di G, e la σ(G,F ) topologiasu G, he è la meno ne he rende ontinui i funzionali lineari su G, del tipo
f(xo, y), per ogni ssato xo di F .La σ(F,G) e la σ(G,F ) sono dette topologie deboli indotte dalla dualitàtra F e G.Tali topologie rendono F e G spazi loalmente onvessi.Una base di intorni dello 0 per (F, σ(F,G)) può essere denita dal sistemadi seminorme S = {| f(•, yo) | , yo ∈ G}.Analogamente per (G,σ(G,F )), S = {| f(xo, •) | , xo ∈ F}.Denizione 4.2.2 Sia L uno spazio vettoriale su K. L'insieme L♯ dei fun-zionali lineari su L si die duale algebrio di L, ed è uno spazio vettoriale sulmedesimo ampo K. Se L è un TVS, il sottospazio L′ formato dagli elementidi L♯ he sono funzioni ontinue su L, si die duale (topologio) di L.38
Il duale di L può essere veramente povero: ad esempio può ridursi al solofunzionale nullo. Naturalmente, allora L ed L′ non sono posti in dualità danessuna forma bilineare.Lo sono invee ertamente se L è loalmente onvesso.Allo sopo, mostriamo heProposizione 4.2.1 Sia L un LCS, ed L′ il suo duale.La mappa
(x, f) ∈ L × L′ 7→ f(x) ∈ Kè una forma anonia he mette in dualità L ed L′.Dimostrazione. La f(x) = 0 ∀x ⇒ f = 0, è triviale.Quanto alla f(x) = 0 ∀f ⇒ x = 0, supponiamo x 6= 0. Poihé L è separato,esiste un intorno U dello 0 he non inlude x. Ma la loale onvessità di
L implia l'esistenza di un intorno dello 0 aperto onvesso V inluso in U .Per il teorema di Hahn-Banah, esiste allora un funzionale ontinuo f , ed un
c > 0, on f(x) = c. Le due topologie deboli naturali, indotte dalla dualità tra L ed L′, assu-mono qualhe aspetto partiolare.La topologia debole su L , ossia σ(L,L′), he spesso è indiata on w, èla meno ne he lasia ontinue tutte le funzioni he formano L′.La topologia debole sul duale, ossia σ(L′, L), spesso indiata on w∗, èla topologia della onvergenza semplie, sul loro omune dominio L, dellefunzioni he ostituisono L′.Sia L̂ uno spazio lineare posto in dualità on L da una φ, e si abbia he
f ∈ L′ se e solo se esiste una f̂ ∈ L̂ tale he f(x) = φ(x, f̂) per ogni x ∈ L.Si die allora he L̂ rappresenta L′, o, on abuso di linguaggio, he L̂ è ilduale di L.Esempio (il primo teorema di rappresentazione di Riesz). Sia
H uno spazio di Hilbert omplesso. Fissato y ∈ H, la fy(x) = 〈x, y〉 è unfunzionale lineare ontinuo su H. Il primo teorema di rappresentazione diRiesz aerma he ogni elemento di H ′ è esprimibile in questo modo, e quindi
H stesso rappresenta il duale di H.La y ∈ H 7→ fy ∈ H ′ è iniettiva, surgettiva, additiva, ma non lineare, perhé
fαy = ᾱfy. Quindi H rappresenta H ′, ma attraverso un anti-isomorsmo.39
4.3 Gli spazi C, Cb, C0, CK, e loro topologieMolti spazi di funzioni reali ontinue sulla retta reale possono essere messi indualità dall'integrale di Stieltjes on spazi di funzioni a variazione limitatao loalmente limitata.Indihiamo on C, Cb, C0, CK gli spazi delle funzioni su R, rispettivamenteontinue, ontinue e limitate, ontinue e onvergenti a 0 all'innito, ontinuea supporto ompatto.Rendiamo iasuno spazio loalmente onvesso mediante un sistema Sdi seminorme, e rihiediamo alla sua topologia di soddisfare alle seguentiulteriori ondizioni.i) Ogni seminorma del tipo pN (f) = sup|x|≤N | f(x) | on N ∈ N, siaontinua. In altre parole, la topologia sia più ne di quella della onvergenzaompatta.ii) Lo spazio sia semiompleto, ossia una suessione (fn) onverga aduna f dello spazio qualora, ssati ε > 0 e p ∈ S, risulti p(fn − fm) < ε pertutti gli m, n abbastanza grandi.iii) C0 = (C0 − cl)CK , Cb = (Cb − cl)C0, C = (C − cl)Cb.Per realizzare quanto detto, muniamo gli spazi in questione delle seguentitopologie1. C abbia la topologia della onvergenza ompatta.2. Per Cb, il punto ruiale è garantire la semiompletezza. Allo sopo,si può onsiderare su Cb l'insieme S di seminorme:
pN,s(f) = sup
|t|≤N
| f(t) | +
∞∑
k=1
2−k | f(sk) |,dove N è un naturale ed s = (sk) è un'arbitraria suessione di numeri reali.Ne risulta he fn Cb→ f se e solo sei) esiste un reale M ≥ supt∈R | fn(t) | per ogni n, eii) per ogni naturale n, risulta sup|t|≤N | fn(t) − f(t) |→ 0.3. Su C0 poniamo la sup-norma. 40
4. Inne, per topologizzare CK , ad ogni funzione ontinua γ, a valoristrettamente positivi su R, assoiamo la seminorma
pγ(f) = max
t∈R
| f(t) |
γ(t)
.Chiaramente, fn CK→ f se e solo sei) l'unione dei supporti delle fn è un insieme limitato, eii) supt∈R | fn(t) − f(t) |→ 0.In sostanza, i troviamo in un aso meno restrittivo della onvergenza in
C∞K .34.4 Il seondo teorema di rappresentazione di RieszSia C([a, b]) lo spazio delle funzioni reali ontinue su [a, b], dotato della sup-norma.Sia g ∈ BV ([a, b]). Allora
f 7→ RS
∫ b
a
f(x)dg(x) (4.1)è un funzionale lineare ontinuo su C([a, b]).Si deve a F. Riesz (1909) il seguente teorema fondamentale di dualità.Teorema 4.4.1 (F. Riesz) Ogni funzionale lineare ontinuo su C([a, b]) èesprimibile nella forma (4.1) per una opportuna funzione g ∈ BV ([a, b]).Abbiamo visto he l'integrale non si altera per nessuna f , se g varia inuna opportuna lasse. Pertanto, se onsideriamo solo un rappresentate periasuna lasse, possiamo parlare di uniità della funzione generatrie. Soli-tamente si seglie ome rappresentante l'elemento di BV liftato he abbiamodenito in 1.9. In tal aso BV liftato rappresenta il duale di C([a, b]) o, onil onsueto abuso di linguaggio, ammesso in 4.2, è il duale di C([a, b]).Il teorema resta valido per gli spazi C e BV a valori omplessi.Poihé C([a, b]), on la sup-norma, è uno spazio di Banah, lo è anhe ilduale, e si ha
‖[g]‖ = sup{RS
∫ b
a
f dg : ‖f‖∞ ≤ 1} = V ba g,3v. Kolmogorov [20℄, pag. 202 41
dove g è un rappresentante liftato della sua lasse. Questo teorema si trovaformulato in altri modi, he sono sostanzialmente equivalenti. Premettiamoil seguente lemma:Lemma 4.4.1 Sia E un TVS, somma diretta topologia dei sottospazi hiusi
L, M . Con iò si intende he esiste una projezione ontinua P da E ad L(on kernel M).Sia φ ∈ L′. Allora F = φ ◦ P è un funzionale lineare ontinuo su E, he siridue a φ se x ∈ L.Vieversa, se F ∈ E′, allora è lineare e ontinuo su L.Sia E lo spazio C([a, b]). Il sottospazio M delle funzioni lineari ani
f(x) = f(a) +
f(b) − f(a)
b − a (x − a)è bidimensionale, quindi hiuso, ed è hiuso il suo omplementare:
C0([a, b]) = {f ∈ C([a, b]) : f(a) = f(b) = 0}.In virtù del lemma 4.4.1, un funzionale ontinuo su C0, he gioa il ruolo di
L, è la restrizione a C0 di un funzionale ontinuo su C, ossia
φ(f) = RS
∫ b
a
f dg ; f ∈ C0,dove g ∈ BV ([a, b]).Sia ora g = gc + gs, dove gc(x) = g(x) per a < x < b, gc(a) = g(a + 0),
gc(b) = g(b−0). Segue he gs è ostante, eslusi al più gli estremi. Abbiamo,per f ∈ C0([a, b]),
RS
∫ b
a
f dg = RS
∫ b
a
f d(gc + gs) =
RS
∫ b
a
f dgc +
RS
∫ b
a
f dgs =
RS
∫ b
a
f dgc.Conludendo:Teorema 4.4.2 Il duale di C0([a, b]), spazio delle funzioni ontinue, nullein a e b, è lo spazio delle lassi di equivalenza delle funzioni a variazionelimitata ontinue agli estremi.Di qui, on ambio di variabile, si ottiene il teorema equivalente.Teorema 4.4.3 Il duale di C0(R), lo spazio delle funzioni ontinue, onver-genti a 0 all'innito, on la sup-norma, è lo spazio delle funzioni a variazionelimitata su R. 42
Nota (il duale di C(n)([a, b])). Il teorema di Riesz può servire anheper alolare il duale di C(n)([a, b]).Fissato x0 ∈ [a, b], ogni φ ∈ (C(n)([a, b]))′ ha la forma
φ(f) =
n−1∑
k=0
αkf
(k)(x0) +
RS
∫ b
a
f (n) dgDimostrazione. Sia x0 ∈ [a, b], e assumiamo, tra le varie norme equiva-lenti su C(n)([a, b]), la
‖f‖C(n) =
n−1∑
k=0
|f (k)(x0)| + ‖f (n)‖∞.Sia P la projezione in C(n)([a, b]) su M = span{(x− x0)k; k = 0, . . . , n− 1},data dalla
Pf =
n−1∑
k=0
1
k!
f (k)(x0)(x − x0)k.La varietà M è hiusa, e omplementare della varietà hiusa
L = {f ∈ C(n)([a, b])|f(x0) = . . . = f (n−1)(x0) = 0}.Abbiamo ‖f|L‖C(n) = ‖f (n)‖∞ .Pertanto, l'operatore Dn è un isomorsmo (isometrio) tra L e C([a, b]).Allora :
L′ = {f ∈ L 7→ RS
∫ b
a
Dnf dg; g ∈ BV ([a, b])} ed
M ′ = {f ∈ M 7→ α0f (0)(x0) + . . . + αn−1f (n−1)(x0);α0, . . . , αn−1 ∈ R}.Il risultato segue dall'appliazione del lemma 4.4.1. 4.5 Duali degli spazi C, Cb, C0, CK.L'integrale assoluto di Stieltjes è la omune forma anonia he mette indualità C, Cb, C0, CK on i loro duali, ossia risulta:Teorema 4.5.1 Sia F uno degli spazi C, Cb, C0, CK .I funzionali lineari ontinui sullo spazio F sono tutte e sole le funzioni deltipo
Φ(f) = ARS
∫
R
f(x) dg(x),on g opportuna funzione a variazione loalmente limitata.43
Teorema 4.5.2 I duali degli spazi di funzioni ontinue sopra onsideratisono:1) (C)′ = BVK , spazio delle funzioni a variazione limitata su R on intervallodi variazione ompatto, vale a dire he tali funzioni sono ostanti su ognisemiretta esterna ad un erto intervallo ompatto.2) (Cb)′ = BV .3) (C0)′ = BV .4) (CK)′ = BVloc, spazio delle funzioni a variazione limitata sugli intervalliompatti di R.Bene inteso, qui e nel seguito, tali spazi devono essere onsiderati quozientatirispetto alla relazione di equivalenza data dall'eguaglianza degli integrali.Lemma 4.5.1 Siano F , G due TVS, on F G-denso in G, e on iniezioneda F a G ontinua. Allora G′ inietta in F ′.Dimostrazione Se infatti φ ∈ G′, allora φ|F ∈ F ′. Resta da vedere hese φ 6= 0, allora φ|F non è nullo. Allo sopo, sia y ∈ G, on φ(y) 6= 0, e
xα ∈ F → y. Allora φ(xα) → φ(y), quindi φ(xα) è denitivamente diversada 0. Abbiamo dimostrato (teorema 4.4.3), he il duale di C0 è BV .Poihé C0 è denso e inietta ontinuamente in C, segue dal lemma 4.5.1he (C)′ inietta in (C0)′ = BV . In partiolare, ogni elemento del duale di
C è rappresentato da una funzione a variazione limitata. Se una di queste,diiamola g, non fosse a intervallo di variazione ompatto, esisterebbe una fontinua su R, non Stieltjes integrabile rispetto a g. Vieversa, ogni f on-tinua è Stieltjes integrabile rispetto ad ogni funzione g ∈ BVK . Si onludehe (C)′ = BVK .Poihé C0 è denso e inietta ontinuamente in Cb, segue dal lemma 4.5.1he (Cb)′ inietta in (C0)′ = BV .Quindi ogni elemento del duale di Cb è rappresentato da una funzione a va-riazione limitata. Non solo! Ma ogni funzione a variazione limitata è in (Cb)′,perhé ogni funzione ontinua e limitata è assolutamente integrabile rispettoa una funzione a variazione limitata.Le misure di probabilità sulla retta. Le g in BV liftato, dualedi Cb, generano tutte le misure on segno di Lebesgue-Stieltjes µ totalmentenite sulla retta.Se la g ∈ BV è monotona non deresente, on g(−∞) = 0, g(+∞) = 1, la
µ he le resta assoiata è una misura di probabilità su R, ed il generatore gè una distribuzione umulativa di probabilità.44
4.6 Misure di Radon e di Lebesgue-Stieltjes onsegno su RLe misure di Radon sulla retta. Data g ∈ BVloc liftato 4, se ponia-mo µ[a, b] = g(b) − g(a − 0), la µ è una misura on segno σ-additiva sulsemianello degli intervalli limitati di R. Su ogni intervallo limitato I, la µpuò essere poi estesa in modo unio, ol prolungamento di Lebesgue, ad unamisura ompleta su una σ-algebra di unità I, he inlude i boreliani di I.In questa maniera, resta denita una misura sull'unione di queste σ-algebre(unione he non è un'algebra!). Misure osì generate sono hiamate in Bour-baki misure di Radon sulla retta, e sono in orrispondenza biunivoa on
BVloc liftato, e quindi ol duale di CK .Le misure on segno di Lebesgue-Stieltjes. Più omunemente,si hiama misura di Radon sulla retta ogni misura on segno, ompleta su
R, denita su una σ-algebra he ontiene tutti i boreliani, e he inoltre sialoalmente nita (per ogni punto t, esiste un intorno di t di misura nita),ed internamente regolare rispetto ai ompatti (ogni boreliano B di misuranita ontiene un ompatto K, tale he B \K sia inluso in un boreliano dimisura minore di ε > 0 pressato). Noi hiamiamo queste ultime, seguendoN. Dunford e J.T. Shwartz, misure on segno di Lebesgue-Stieltjes. Essepossono generarsi on prolungamento di Lebesgue, ome sopra denito, diuna µ, dierenza delle misure positive assoiate alle omponenti monotoneresenti di una g ∈ BVloc, dove almeno una delle omponenti è limitata.Le misure di Lebesgue-Stieltjes ome misure di Radon positi-ve. Se la g è monotona non deresente, è generata la misura di StieltjesLebesgue, ome abbiamo visto in 2.3.Ad esempio, g(x) = x genera la misura di Lebesgue (senz'altro attributo).La g(x) = −1 per x < 0, g(x) = 0 per x ≥ 0 genera la misura di Dira(µE = 1 se 0 ∈ E, µE = 0 altrimenti).In generale, le misure di Radon positive sono somma di misure diuse edi misure disrete. Le prime sono generate da g ontinue (equivalentemente,
µ è nulla sui punti), le seonde sono generate da funzioni di salto (non sononulle in ontabili punti xi, e un insieme ha per misura la somma dei valoridella µ nei punti xi ontenuti in esso).Le misure diuse sono somma di misure assolutamente ontinue (generateda un L-integrale indenito), e di misure singolari (generate da una funzioneontinua a derivata nulla quasi ovunque).4Si può eettuare un lifting su ogni g ∈ BVloc, ad esempio alterandone una quantitàal più numerabile di valori, in modo da ottenere una funzione su R ontinua da destra, enulla in 0. Allo sopo, basta sostituire a g(t), per ogni t ∈ R, il valore g(t + 0) − g(0 + 0).45
La lassiazione è hiaramente improntata sul elebre Teorema di Lebesguedi deomposizione di una funzione monotona (1904).4.7 w∗-topologie e generalizzazioni del seondo teo-rema di Helly.Sia F uno degli spazi C, Cb, C0, CK , ed F ′ il orrispondente duale.Dalla denizione generale di w∗-onvergenza, la w∗-onvergenza su F ′ èdenita dall'insieme delle seminorme del tipo:
pf ([g]) = |ARS
∫
R
f(x) dg(x)| on f ∈ F ssato .Proposizione 4.7.1 Una suessione ([gn]) in (C)′ = BVK w∗-onverge a
[g] sei) l'insieme delle variazioni totali delle gn è limitato;ii) gn(x) → g(x) in ogni punto x di ontinuità per g;iii)l'unione degli intervalli di variazione delle gn è un insieme limitato.Dimostrazione. Sia infatti tale unione inlusa nell'intervallo di ontinuità
[a, b] della g. Allora le gn e la g hanno variazione nulla sulle semirette
] −∞, a], [b,+∞[ , per ui
ARS
∫ +∞
−∞
f dgn =
RS
∫ b
a
f dgn
ARS
∫ +∞
−∞
f dg = RS
∫ b
a
f dg,e RS∫ b
a
f dgn → RS
∫ b
a
f dg per il teorema di Helly. Proposizione 4.7.2 Una suessione ([gn]) in (Cb)′ = BV w∗-onverge a
[g] sei) l'insieme delle variazioni totali delle gn è limitato;ii) gn(x) → g(x) in ogni x di ontinuità per g;iii) dato ε > 0, esistono a, b ∈ R, ed un n0 tali he V a−∞gn, V +∞b gn < ε, perogni n > n0.Dimostrazione. Sia |f(x)| ≤ M per ogni x, ed ε > 0.Abbiamo
|ARS
∫ +∞
−∞
f dgn − ARS
∫ +∞
−∞
f dg| ≤ |ARS
∫ a
−∞
f dgn − ARS
∫ a
−∞
f dg| +
+|RS
∫ b
a
f dgn − RS
∫ b
a
f dg| + |ARS
∫ +∞
b
f dgn − ARS
∫ +∞
b
f dg|.46
Poniamo vn(x) = V x−∞gn, v(x) = V x−∞g. Le vn(x) e v(x) onvergono per
x → ±∞. Prendi b di ontinuità per g, tale he v(+∞) − v(b) < ε6M ,
vn(+∞) − vn(b) < ε6M per n > n1. Allora
|ARS
∫ +∞
b
f dgn − ARS
∫ +∞
b
f dg| ≤
≤ ARS
∫ +∞
b
|f(x)| dvn(x) + ARS
∫ +∞
b
|f(x)| dv(x) < M ε
6M
+ M
ε
6M
=
ε
3
.Analogamente, sia a di ontinuità per g, a < b, tale he v(a)−v(−∞) < ε6M ,
vn(a) − vn(−∞) < ε6M per n > n2. Allora
|ARS
∫ a
−∞
f dgn − ARS
∫ a
−∞
f dg| < ε
3
, per n > n2.Inne,
|RS
∫ b
a
f dgn − RS
∫ b
a
f dg| < ε
3
, per n > n3,grazie al teorema di Helly-Bray, donde il risultato. Se ne può dedurre il seondo teorema di Helly generalizzato5Teorema 4.7.1 Siano g, g1, g2, . . . non deresenti su Ri) le gn siano equilimitate;ii) gn(x) → g(x) in ogni x di ontinuità per g;iii)gn(+∞) → g(+∞) e gn(−∞) → g(−∞).Allora, per ogni f ontinua e limitata su R,
ARS
∫ +∞
−∞
f dgn →n ARS
∫ +∞
−∞
f dgDimostrazione. È subito visto he anhe g è a variazione limitata. Restada vedere he è soddisfatta anhe la iii) ipotesi della proposizione 4.7.2.Dato ε > 0, prendi b di ontinuità per g tale he
v(+∞) − v(b) = g(+∞) − g(b) < ε
3
.Dalla ii) e la iii) di questo enuniato, per tutti gli n abbastanza grandi (le
gn e g sono monotone non deresenti!), abbiamo
|v(b) − vn(b)| <
ε
3
, |v(+∞) − vn(+∞)| <
ε
3
,da ui, per gli n grandi,
vn(+∞) − vn(b) ≤ |vn(+∞) − v(+∞)| + (v(+∞) − v(b)) + |v(b) − vn(b)| < ε.Analogamente, per vn(a) − vn(−∞). 5Il seguente teorema è osì hiamato da B.Gnedenko [17℄, p. 235 . Osserviamo inoltrehe diversi Autori invertono la denominazione di primo e seondo teorema di Helly.47
Proposizione 4.7.3 Una suessione ([gn]) in (C0)′ = BV w∗-onverge a
[g] sei) l'insieme delle variazioni totali delle gn è limitato;ii) gn(x) → g(x) in ogni x di ontinuità per g;Dimostrazione. Sia C ≥ V +∞−∞ g, C ≥ supn V +∞−∞ gn.Sia f ∈ C0. Prendiamo ε > 0, e siano a, b di ontinuità per g, tali he
|f(x)| < ε
6C
per x ≤ a e per x ≥ b.Si ha:
|ARS
∫ a
−∞
f dgn − ARS
∫ a
−∞
f dg| ≤ ε
6C
C +
ε
6C
C =
ε
3
.Analogamente
|ARS
∫ +∞
b
f dgn − ARS
∫ +∞
b
f dg| ≤ ε
6C
C +
ε
6C
C =
ε
3
.In virtù del teorema di Helly, per tutti gli n abbastanza grandi, avremo
|RS
∫ b
a
f dgn − RS
∫ b
a
f dg| < ε
3
,donde
|ARS
∫ +∞
−∞
f dgn − ARS
∫ +∞
−∞
f dg| < ε.
 Nota. Lo spazio C0 è strettamente ontenuto in Cb. Pertanto, aven-do tali spazi il medesimo duale, la w∗-topologia generata su esso da C0 èstrettamente più grossa della w∗-topologia generata da Cb. Ad esempio, lasuessione (Hn) onverge alla ostante nulla sempliemente, ed in σ(BV, C0).Infatti, se f ∈ C0, ARS∫ +∞−∞ f(x)dHn(x) = f(n) → 0 = ARS∫ +∞−∞ f(x)d0.Tale suessione non onverge invee nella σ(BV, Cb) topologia.Infatti, per f(x) ≡ 1 abbiamo ARS∫ +∞−∞ 1dHn(x) = 1 → 1 6= 0 = ARS∫ +∞−∞ 1d0.Denizione 4.7.1 Siano g, g1, g2, . . . a variazione loalmente limitata su R.Diiamo he (gn) onverge vagamente a g, se per ogni intervallo di ontinui-tà [a, b] di g risulta
iA)
RS
∫ b
a
f dgn → RS
∫ b
a
f dg,per ogni f ontinua su R. 48
Nota. La ondizione per ogni a < b sarebbe troppo limitativa. Ad esempio,sia gn = H 1
n
, g = H0.Se né a né b sono lo 0, si hanno i asi: ab > 0, e allora
RS
∫ b
a
f dgn denitivamente nullo , e RS∫ b
a
f dg nullo ,se invee ab < 0,
RS
∫ b
a
f dgn = f(
1
n
) → f(0) RS
∫ b
a
f dg = f(0).Se inne un estremo è lo 0, unio punto di non ontinuità per g, presa f nonnulla in 0, abbiamo
RS
∫ 0
a
f dgn = 0 → 0 6= f(0) = RS
∫ 0
a
f dg
RS
∫ b
0
f dgn = f(
1
n
) → f(0) 6= 0 = RS
∫ b
0
f dg.In ogni aso, la iA) può essere sostituita dalla
iB) esistono valori di a omunque grandi da aversi
RS
∫ a
−a
f dgn → RS
∫ a
−a
f dg , per ogni f ∈ C(R).Proposizione 4.7.4 La suessione ([gn]) nel duale di CK w∗-onverge a [g]se e solo se (gn) onverge a g vagamente.Dimostrazione. Sia gn → g vagamente, e prendiamo f ∈ CK .Sia suppf ⊂ [a, b], on a, b di ontinuità per g. Abbiamo
ARS
∫
R
f dgn =
RS
∫ b
a
f dgn →n RS
∫ b
a
f dg = ARS
∫
R
f dg,quindi gn w∗→ g .Sia vieversa gn w∗→ g, e prendiamo f ∈ C.Siano a < b di ontinuità per g. Si può mostrare he, preso f0 ∈ CK , on
f0|[a,b] = f|[a,b],
RS
∫ b
a
f dgn =
RS
∫ b
a
f0 dgn onverge a RS∫ b
a
f0 dg =
RS
∫ b
a
f dg,quindi gn tende a g vagamente.  49
4.8 Densità delle funzioni nitamente di salto in
BV e BVlocSia F uno degli spazi C, Cb, C0, CK .Una funzione su R nitamente di salto (liftata) è del tipo
n∑
k=1
αkHxk , dove Hxk = χ[xk,+∞[.Il loro insieme Go è sostegno di uno spazio vettoriale, sottospazio di F ′.Vogliamo mostrare il seguenteTeorema 4.8.1 Lo spazio Go qui sopra denito è σ(F ′, F )-denso in F ′.Allo sopo, i avvarremo del seguente lemma 6.Lemma 4.8.1 Siano L e M spazi lineari posti in dualità dalla forma bili-neare anonia Φ, ed Mo un sottospazio di M .Le seguenti aermazioni sono equivalenti:a) L e Mo sono posti in dualità da Φb) Mo è σ(M,L)-denso in MDimostrazione del teorema 4.8.1. È suiente vedere he l'inte-grale di Riemann-Stieltjes pone F e Go in dualità, ioè
(I)φ ∈ Go e RS∫ fdφ = 0 ∀f ∈ F ⇒ φ = 0
(II)f ∈ F e RS∫ fdφ = 0 ∀φ ∈ Go ⇒ f = 0Quanto a (I), se φ 6= 0, 'è una f ∈ F he non annulla l'integrale.Sia infatti φ ∈ Go, φ 6= 0. Sia xo un suo punto di salto, he è isolato, e sia
ho il suo salto. Sia U intorno di xo, ontenente questo ome unio punto disalto, ed f una funzione ontinua, on supporto inluso in U , e he assumain x0 il valore 1. Abbiamo: RS∫ fdg = ho 6= 0.Quanto a (II), sia f ∈ F , f 6= 0, ed xo tale he f(xo) 6= 0. Prendiamo
g = Hxo. Allora RS∫ fdg = f(xo).È osì mostrato he F è in dualità on Go, e quindi, per il lemma 4.8.1, Goè σ(F ′, F )-denso in F ′. 6H. H. Shaefer [27℄, p. 125 50
EsempioCome esempio onreto di suessione in Go w∗-onvergente ad una data gin F ′, ioè
RS
∫
fdφn → RS
∫
fdg per ognif ∈ F, (4.2)si può utilizzare
φn(x) =
n2∑
k=−n2
H k
n
(x)(g(
k
n
) − g(k − 1
n
)), n = 1, 2, . . .per ui
RS
∫
fdφn =
n2∑
k=−n2
f(
k
n
)(g(
k
n
) − g(k − 1
n
)).Per N naturale abbastanza grande, RS∫|x|≥n fdφn e RS∫|x|≥n fdg sono nullio arbitrariamente pioli, mentre
RS
∫ N
−N
fdφn =
Nn∑
k=−Nn
f(
k
n
)(g(
k
n
) − g(k − 1
n
))he onverge in n, per denizione di integrale di Stieltjes, a RS∫ N−N fdg.4.9 Convergenza di variabili aleatorie realiNella Teoria della Probabilità si distinguono più tipi di onvergenza per unadata suessione di variabili aleatorie reali. I prinipali sono la onvergenzain distribuzione, he sorge spesso dall'appliazione del teorema del limiteentrale, quella in probabilità, tipo di onvergenza su ui si fonda la leggedebole dei grandi numeri, e la onvergenza quasi siura (q.s.), nozione usatanella legge forte dei grandi numeri.Denizione 4.9.1 (Convergenza in distribuzione) Sia (Xn) una su-essione di variabili aleatorie reali sul omune spazio di probabilità (Ω,F , P ).Se le variabili aleatorie X,X1, . . . ,Xn, . . . hanno ome funzioni di ripartizio-ne assoiate F,F1, . . . , Fn, . . ., diiamo he Xn onverge in distribuzione ad
X (Xn D→ X ) se
lim
n→∞
Fn(x) = F (x)per ogni punto x di ontinuità per la F .51
Esempio (Il teorema del limite entrale). Sia (Xn) una suessionedi variabili aleatorie indipendenti e identiamente distribuite (i.i.d.), aventiiasuna valore atteso nito µ e varianza σ2 > 0. La suessione di sommenormalizzate
S̃n =
∑n
k=1(Xk − µ)
σ
√
nonverge in distribuzione ad una variabile aleatoria X on distribuzione nor-male standard N0,1.In generale, se le Xn sono variabili aleatorie, on funzioni di ripartizione
Fn assolutamente ontinue, la onvergenza in distribuzione delle Xn nonimplia quella delle orrispondenti funzioni di densità. Come esempio, sipuò onsiderare una suessione (Xn) di variabili aleatorie on densità (fn),
fn(x) = (1 − cos(2πnx))χ[0,1]. Le funzioni di ripartizione sono
Fn(x) = 0 per x ≤ 0, Fn(x) = x − 1
2πn
sin(2πnx) per 0 < x < 1
Fn(x) = 1 per x ≥ 1e onvergono puntualmente a F data da
F (x) = 0 per x ≤ 0, F (x) = x per 0 < x < 1, F (x) = 1 per x ≥ 1Allora le Xn onvergono in distribuzione, ma le densità fn non onvergono.Teorema 4.9.1 Per una suessione di variabili aleatorie (Xn) su Ω, onfunzioni di ripartizione Fn, e una X on funzione di ripartizione F , leseguenti aermazioni sono equivalenti:(a) Xn onverge ad X in distribuzione ;(b) E[f(Xn)] →n E[f(X)] per ogni f ∈ Cb ;() Fn, ome suessione nel duale di Cb, w∗-onverge ad F ;(d) Fn(b) − Fn(a) →n F (b) − F (a) , per ogni a < b, entrambi diontinuità per F .Teorema 4.9.2 (Teorema della mappa ontinua) Data una funzione on-tinua g su R, se la suessione di variabili aleatorie (Xn) onverge in di-stribuzione ad X, allora la suessione (g(Xn)) onverge in distribuzione a
g(X).Denizione 4.9.2 (Convergenza in probabilità) Sia (Xn) una sues-sione di variabili aleatorie reali sul omune spazio di probabilità (Ω,F , P ).52
Diiamo he la (Xn) onverge in probabilità ad X (Xn P→ X) se, per ogni
ε > 0
lim
n→∞
P ({ω ∈ Ω : |Xn(ω) − X(ω)| ≥ ε}) = 0.Esempio. Sia (Yn) una suessione di variabili aleatorie non orrelate,on stesso valore atteso µ e stessa varianza σ. La suessione delle medie
Xn =
1
n
n∑
k=1
Ykonverge in probabilità alla funzione ostante X(ω) = µ. Questo risultato èonosiuto ome la legge debole dei grandi numeri.Teorema 4.9.3 Sia (Xn) una suessione di variabili aleatorie su (Ω,F , P ).Se (Xn) onverge in probabilità alla variabile aleatoria X, allora onverge ad
X anhe in distribuzione.Vieversa, se la variabile aleatoria X è una ostante, ed (Xn) onverge ad
X in distribuzione, la (Xn) onverge ad X in probabilità.Teorema 4.9.4 (Teorema della mappa ontinua) Per ogni funzione on-tinua g su R, se la suessione di variabili aleatorie (Xn) onverge in proba-bilità ad X, la suessione (g(Xn)) onverge in probabilità a g(X).Denizione 4.9.3 (Convergenza quasi siura) Sia (Xn) una suessio-ne di variabili aleatorie reali sul omune spazio di probabilità (Ω,F , P ).Diiamo he la suessione (Xn) tende ad X quasi siuramente, o quasiovunque (Xn q.s.→ X, o Xn q.o.→ X) se
P ({ω ∈ Ω : lim
n→∞
Xn(ω) = X(ω)}) = 1La onvergenza quasi siura implia la onvergenza in probabilità, e quindianhe quella in distribuzione.Esempio. Sia (Xn) una suessione di variabili aleatorie in L1(Ω)indipendenti, identiamente distribuite. La suessione
1
n
n∑
k=1
(Xk −E[Xk])onverge quasi siuramente alla ostante nulla. Questo risultato è onosiutoome la legge forte dei grandi numeri.53
Capitolo 5Trasformata di Fourier5.1 Trasformate di Fourier di funzioni a variazionelimitata e di misureLa forma lassia della trasformata di Fourier di una f ∈ L1(R,K) (K = Ro K = C) è
g(λ) =
∫ +∞
−∞
e−iλxf(x)dx (5.1)he può essere sempre risritta ome integrale di Riemann-Stieltjes su R
g(λ) = ARS
∫ +∞
−∞
e−iλxdF (x) (5.2)dove
F (x) =
∫ x
−∞
f(t)dtIn eetti l'integrale in (5.2) esiste perhè, per ogni ssato λ, e−iλx è in
Cb(R,K), e perhè V xa F = ∫ x−∞ |f(t)|dt, quindi limitata.Ma perhé l'espressione (5.2) abbia senso, non oorre he F sia un inte-grale indenito di funzione sommabile, ma basta he sia a variazione limitatasu R.Denizione 5.1.1 La g denita da (5.2) è detta trasformata di Fourier-Stieltjes della funzione generatrie F , a variazione limitata.La g può essere intesa ome integrale di Lebesgue-Stieltjes, ioè:
g(λ) = LS
∫
e−iλxdF (x), (5.3)54
interpretazione he risulterà indispensabile in erti asi, he vedremo in 5.3.In termini di misura, la (5.3) equivale all'integrale di Lebesgue-Stieltjesdi e−iλx rispetto alla misura on segno generata da F .Detta µ tale misura, la (5.3) diventa
g(λ) = L
∫ +∞
−∞
e−iλxdµ(x)
def
= µ̂(λ). (5.4)In generale, non oorre passare attraverso una funzione generatrie.Presa infatti µ misura on segno di Radon totalmente nita, possiamo porre:
µ̂(λ) = L
∫ +∞
−∞
e−iλxdµ(x). (5.5)Denizione 5.1.2 La µ̂ in (5.5), on µ misura di Radon on segno, si dietrasformata di Fourier della µ.5.2 Confronti e analogie fra trasformata lassia edi misureCome nel aso lassio della g data dalla (5.1), anhe la g data dalla (5.3) èuniformemente ontinua.Inoltre g(0) = F (+∞) − F (−∞), |g(λ)| ≤ V +∞−∞ F per ogni λ.Invee, in generale, il teorema di Riemann-Lebesgue, ossia:  la trasfor-mata di Fourier g(λ) di una funzione sommabile su R onverge a 0 per λtendente a ±∞  relativo alla trasformata lassia di Fourier non sussiste.Come semplie esempio, onsideriamo la misura di Dira onentrata in α,ioè la misura µ generata da Hα(t) = 0 per t < α, Hα(t) = 1 per t ≥ α.Abbiamo ∫ +∞
−∞
e−iλxdHα(x) = e
−iλα (5.6)Segue he µ̂(λ) è la ostante 1 se α = 0, altrimenti ruota a distanza 1 dallozero: in ogni aso µ̂ non onverge a 0 per |λ| → ∞.Altro esempio: sia F = 12(H−1 + H1) (lanio della moneta). Dalla (5.6)abbiamo
µ̂(λ) =
1
2
(eiλ + e−iλ) = cos λIn generale, sia F la funzione di salto ∑xj≤x hj on ∑ |hj | < ∞, e µ lamisura di Lebesgue-Stieltjes assoiata ad F . La sua trasformata di Fourier55
è µ̂(λ) = ∑hje−ixjλ. Poihè (hj) è anhe in l2, allora µ̂(λ) è pressohè pe-riodia.Chiaramente, µ̂ è periodia se gli xj hanno asissa intera.Vi è un aso in ui si ritrova la (5.1).Proposizione 5.2.1 Sia ν una misura di Radon totalmente nita su R,assolutamente ontinua rispetto alla misura di Lebesgue µ su R.Allora ν̂ = L∫ +∞−∞ e−iλxdν(x) è uguale alla trasformata di Fourier (lassia)della f , derivata di Radon-Nikodým di ν rispetto a µ.5.3 Convoluzione di funzioni BV sulla rettaSi sa he, se f1, f2 ∈ L1(R), allora1
f(x) = (f1 ∗ f2)(x) = L
∫ +∞
−∞
f1(x − ξ)f2(ξ)dξ (5.7)è in L1. Possiamo pertanto porre
F (x) =
∫ x
−∞
f, F1(x) =
∫ x
−∞
f1, F2(x) =
∫ x
−∞
f2he sono tre funzioni a variazione limitata sulla retta.Integriamo la (5.7) da −∞ a x
F (x) =
∫ x
−∞
dt
∫ ∞
−∞
f1(t − ξ)f2(ξ)dξ.Poihé la (5.7) mostra he f1(t−ξ)f2(ξ) è sommabile su R2, è appliabileil teorema di Fubini, he porge
F (x) =
∫ x
−∞
dt
∫ ∞
−∞
f1(t − ξ)f2(ξ)dξ = (5.8)
=
∫ +∞
−∞
dξ [
∫ x
−∞
f1(t − ξ)dt]f2(ξ) =
= LS
∫ +∞
−∞
F1(x − ξ)dF2(ξ).Quest'ultimo integrale esiste non soltanto per le funzioni assolutamenteontinue e limitate, ma anhe per due funzioni qualsiasi a variazione limitatasu tutta la retta.1Sulla traia di Kolmogorov e Fomin [20℄, pagg. 443-44556
Denizione 5.3.1 L'espressione
F (x) = LS
∫ +∞
−∞
F1(x − ξ)dF2(ξ)dove F1 ed F2 sono a variazione limitata sulla retta, si die loro onvoluzione,e si denota on F1 ∗ F2.Faendo entrare in gioo le peuliarità dell'integrale di Lebesgue-Stieltjes,mostriamo he l'espressione (5.8) rappresenta una funzione denita per tuttigli x, e a variazione limitata sulla retta.Infatti F1 è una funzione a variazione limitata, quindi è limitata e misurabileseondo Borel perhé dierenza di due funzioni monotone (he ertamente losono). La misura generata da F2 è una misura di Radon on segno totalmentenita sulla retta. Inoltre, per una sequenza x0 < x1 < x2 < . . . < xnabbiamo
| F (xk−1) − F (xk) |=| LS
∫ +∞
−∞
(F1(xk−1 − ξ) − F1(xk − ξ))dF2(ξ) |≤
≤ LS
∫ +∞
−∞
| (F1(xk−1 − ξ) − F1(xk − ξ)) | dV ξ−∞F2da ui
V +∞−∞ F ≤ V +∞−∞ F1 V +∞−∞ F2ossia anhe F = F1 ∗ F2 è a variazione limitata.L'operazione di onvoluzione di funzioni a variazione limitata è ommu-tativa e assoiativa.Osserviamo he ∫ +∞−∞ F1(x− ξ)dF2(ξ) in generale non è denito per ogni
x se l'integrale è inteso nel senso di Riemann-Stieltjes. Infatti, se F1 ha unsalto in α, ed F2 ha un salto in β, nel punto x = α + β è F1(x−β) = F1(α),e quindi F1(x − ξ) ed F2(ξ) hanno un salto in omune in ξ = β.5.4 Trasformata di Fourier-Stieltjes della onvolu-zioneDi qui in avanti, utilizziamo la formula di trasformata di Fourier he si usain probabilità, ossia
φ(λ) = RS
∫
eiλxdF (x) (5.9)57
Con questa selta, la φ è legata alla lassia g fornita dalla (5.2) dallasemplie relazione
φ(λ) = RS
∫
e−i(−λ)xdF (x) = g(−λ)Teorema 5.4.1 Se F è la onvoluzione di due funzioni F1 ed F2 a variazionelimitata, e se g, g1, g2 sono le loro trasformate di Fourier-Stieltjes, allora
g(λ) = g1(λ) g2(λ).Dimostrazione Sia F = F1 ∗ F2, [a, b] un intervallo, e sia a = x0 < x1 <
. . . < xn = b una suddivisione dell'intervallo [a, b]. Allora, ssato λ,
φ(λ) = RS
∫ b
a
eiλxdF (x) =
lim
|σ|→0
n∑
k=1
eiλxk [F (xk) − F (xk−1)] =
= lim
|σ|→0
n∑
k=1
eiλxk LS
∫ +∞
−∞
[F1(xk − ξ) − F1(xk−1 − ξ)]dF2(ξ) =
= LS
∫ +∞
−∞
lim
|σ|→0
n∑
k=1
eiλxke−iλξ[F1(xk − ξ) − F1(xk−1 − ξ)]eiλξdF2(ξ) =
= LS
∫ +∞
−∞
lim
|σ|→0
n∑
k=1
eiλxk−ξ[F1(xk − ξ) − F1(xk−1 − ξ)]eiλξdF2(ξ) =
= LS
∫ +∞
−∞
RS
∫ b
a
[eiλ(x−ξ)dF1(x − ξ)] eiλξdF2(ξ) =
= LS
∫ +∞
−∞
RS
∫ b−ξ
a−ξ
[eiλ(y)dF1(y)] e
iλξdF2(ξ)ossia
RS
∫ b
a
eiλxdF (x) = LS
∫ +∞
−∞
RS
∫ b−ξ
a−ξ
[eiλ(y)dF1(y)] e
iλξdF2(ξ).Passando al limite per a → −∞, b → +∞, otteniamo
RS
∫ +∞
−∞
eiλxdF (x) = RS
∫ +∞
−∞
eiλxdF1(x)
RS
∫ +∞
−∞
eiλξdF2(ξ)ossia
g(λ) = g1(λ) g2(λ).
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Osservazione. È noto dalla Teoria della probabilità he, se X ed
Y sono due variabili aleatorie indipendenti, ed F1, F2 le loro funzioni diripartizione, allora alla variabile X+Y orrisponde la funzione di ripartizione
F1 ∗ F2. Il passaggio dalle funzioni di ripartizione alle loro trasformate diFourier-Stieltjes permette di sostituire l'operazione di onvoluzione on lapiù semplie e omoda moltipliazione.Per illustrare la proedura, onsidero le funzioni di ripartizione Hα ed Hβ.Le loro trasformate sono eiαλ ed eiβλ, e il prodotto di queste è ei(α+β)λ, heè la trasformata di Hα+β. Dunque Hα ∗ Hβ = Hα+β.5.5 Convoluzione di misure di Radon totalmenteniteSiano ν1, ν2 due misure di Radon sulla retta reale totalmente nite. Indioon ν1 ⊗ ν2 la loro misura prodotto su R2.Sia s : R2 → R , s(x, y) = x+y. Tale s è ontinua, e quindi anhe misurabile.La onvoluzione di ν1 e ν2, denotata on ν1 ∗ ν2, è denita2 ome lamisura immagine mediante s della misura prodotto ν1 ⊗ ν2.Ovvero, per ogni boreliano H di R,
(ν1 ∗ ν2)(H) = (ν1 ⊗ ν2)(s−1(H)).La misura ν1 ∗ ν2 sopra denita è una misura totalmente nita di Radonsulla retta. Ovviamente, se ν1 e ν2 sono misure di probabilità, lo è anhe
ν1 ∗ ν2.In analogia ol teorema 5.4.1, si ha:Teorema 5.5.1 Se ν è la onvoluzione di due misure totalmente nite diRadon sulla retta ν1 e ν2 , per le loro trasformate di Fourier vale la
ν̂(λ) = ν̂1(λ) ν̂2(λ).Osservazione. Data una funzione non deresente e a variazionelimitata su R, la misura di Lebesgue-Stieltjes da essa generata è una misuradi Radon totalmente nita.Data quindi F non deresente limitata, per la orrispondente misura diLebesgue-Stieltjes ν, per ogni H boreliano di R vale:
ν(H) = LS
∫
R
χH(x)dF (x).2v. D.H.Fremlin [16℄, par. 257A. 59
In partiolare, sia ν = ν1 ∗ ν2, ed H =] −∞, x], on x ∈ R. Abbiamo
ν(H) = L
∫ +∞
−∞
χH(ξ)dν(ξ) =
L
∫ x
−∞
d(ν1 ∗ ν2) = F (x)dove F è la funzione generatrie di ν1 ∗ ν2.D'altra parte, per la denizione di onvoluzione, risulta:
ν(H) = (ν1 ∗ ν2)(] −∞, x]) = (ν1 ⊗ ν2)({(ξ, η) ∈ R2, ξ + η ∈] −∞, x]}) =
= (ν1 ⊗ ν2)({(ξ, η) ∈ R2, ξ ∈] −∞, x − η]}) = L
∫
R2
χ]−∞,x−η](ξ)d(ν1 ⊗ ν2(ξ, η)) =
= L
∫
R
( L
∫
R
χ]−∞,x−η](ξ)dν1(ξ))dν2(η) =
L
∫
R
( L
∫ x−η
−∞
dν1(ξ))dν2(η) =
= L
∫
R
F1(x − η)dν2(η) = LS
∫ +∞
−∞
F1(x − η)dF2(η) = (F1 ∗ F2)(x).È osì mostrato he la funzione generatrie F della misura ν1 ∗ ν2 è la on-voluzione delle funzioni F1, F2, generatrii di ν1 e ν2. 5.6 Funzioni aratteristiheDenizione 5.6.1 Sia ν una misura di probabilità di Radon su R.La funzione aratteristia di ν è la funzione φν : R → C denita dalla:
φν(λ) =
L
∫ +∞
−∞
eiλxdν(x), (5.10)ovvero, in termini di trasformate di misure, φν(λ) = ν̂(−λ) per ogni λ ∈ R.Proposizione 5.6.1 Sia data una misura di probabilità di Radon ν su R, esia φν la sua funzione aratteristia. Allora:(a) φν(0) = 1 ;(b) |φ(λ)| ≤ 1 per ogni λ ∈ R;() φ(−λ) = φ(λ) per ogni λ ∈ R.Denizione 5.6.2 Sia (Ω,F , P ) uno spazio di probabilità, ed X una varia-bile aleatoria reale su Ω.Chiamiamo funzione aratteristia di X, e la indihiamo on φX , la funzionearatteristia della misura immagine νX generata da X, ioè L∫ +∞−∞ eiλxdνX(x),o, equivalentemente, φX = LS∫ +∞−∞ eiλxdFX (x), on FX funzione di riparti-zione di X. 60
Fissata λ, l'attesa ondizionata di eiλX è LS∫ +∞−∞ eiλxdFX(x). Pertanto:
φX(λ) = E(e
iλX) = LS
∫ +∞
−∞
eiλxdFX (x).Continuità. Tra le funzioni di ripartizione e le loro funzioni arat-teristihe sussiste una orrispondenza biunivoa. Tale bijezione è  onti-nua  nel senso he, se una suessione di funzioni di ripartizione (Fn(x))
w∗-onverge3 ad una F (x), allora la orrispondente suessione di funzio-ni aratteristihe (φn(λ)) onverge ad una φ(λ), e tale limite è la funzionearatteristia di F . Più preisamente, vale il seguente risultato.Teorema 5.6.1 (Teorema di ontinuità di Lévy) Una suessione (Xn)di variabili aleatorie reali onverge in distribuzione ad una variabile aleato-ria X se e solo se la suessione (φXj ) delle funzioni aratteristihe onvergepuntualmente ad una funzione φ ontinua in 0.Tale φ è la funzione aratteristia di X.Formule di inversione. Essendovi una orrispondenza biunivoa trale funzioni di ripartizione e le funzioni aratteristihe, nota una di queste, èsempre possibile riavare l'altra. La formula data dalla denzione di funzionearatteristia i permette di determinare φ data la funzione di ripartizione
F (o la densità f).Per riavare la F data φ, può essere usato uno dei seguenti teoremi diinversione.Teorema 5.6.2 Se la funzione aratteristia φX è sommabile, allora FX èassolutamente ontinua, e quindi X ha funzione di densità fX data dalla
fX(x) =
1
2π
L
∫ ∞
−∞
e−itx φX(t)dtTeorema 5.6.3 (Lévy) Sia φX la funzione aratteristia della funzione diripartizione FX , e siano a, b, on a < b, due punti di ontinuità per FX .Allora
FX(b) − FX(a) =
1
2π
C
∫
e−ita − e−itb
it
φX(t) dt (5.11)dove C∫ +∞−∞ f = limT→+∞ ∫ T−T f (ossia integrale di Cauhy in valor prini-pale).Il teorema 5.6.3 ha la seguente forma equivalente4:3v. Teorema 4.7.1.4Vedi p.es. L. Daboni [10℄. 61
Teorema 5.6.4 (Lévy) Sia ν una distribuzione di probabilità reale, ed Fla sua funzione di ripartizione . Dati a, h ∈ R tali he F (x) sia ontinuanei due punti a − h e a + h, si ha:
F (a + h) − F (a − h) = 1
π
C
∫ +∞
−∞
sin(hλ)
λ
e−iaλφ(λ) dλ (5.12)Teorema 5.6.5 Se a è un punto di disontinuità di FX , allora
FX(a) − FX(a − 0) = lim
T→∞
1
2T
L
∫ +T
−T
e−itaφX(t) dtTeorema 5.6.6 (Gil-Pelaez) Sia data X variabile aleatoria reale, e sia xun punto di ontinuità di FX . Allora
FX(x) =
1
2
− 1
π
L
∫ +∞
0
Im[e−itxφX(t)]
t
dt.Grazie al teorema 5.6.3 di Lévy, la funzione di ripartizione di una variabilealeatoria X è univoamente determinata nei suoi punti di ontinuità dallafunzione aratteristia di X, e il valore di essa nei suoi punti di disontinui-tà, he sono al più una innità numerabile, non interviene nei valori delladistribuzione.Inoltre, la formula (5.11) resta valida per l'inversione delle trasformate diFourier-Stieltjes di ogni funzione F a variazione limitata sulla retta.5.7 Funzioni aratteristihe e momentiSia X variabile aleatoria, F la sua funzione di ripartizione, e g LS-integrabilesu R. L' L∫Ω g ◦ X dP = LS∫R g(x) dF (x) è il valor medio della g rispettoalla distribuzione generata dalla F , e si india on E[g(X)].Se X è la variabile disreta X(ω) = ∑k xkχEk(ω), allora F (x) = ∑xk≤x mk,dove mk = P (Ek). Sia ∑k |g(xk)| < ∞ . Abbiamo allora
L
∫
Ω
g(X) dP = LS
∫
R
g(x) d(
∑
xk≤x
mk) =
∑
k
g(xk)mkSe X è assolutamente ontinua, nel senso he lo è la sua funzione di riparti-zione F , ed f q.o.= F ′ (densità), risulta
E[g(X)] = L
∫
R
g(x)f(x)dx.62
Denizione 5.7.1 Se xn è LS-integrabile rispetto ad F (x), si denise ilmomento di ordine n della distribuzione di X
cn := E[X
n] = LS
∫
R
xn dF (x).Teorema 5.7.1 Sia F̂ (t) = LS∫ eitx dF (x) la funzione aratteristia delladistribuzione µ generata da F (def. 5.6.1).Se esiste il momento di ordine n della µ allora, per ogni intero non negativo
k ≤ n, risulta
F̂ (k)(t) = ik LS
∫
R
xkeitx dF (x).In eetti, la formula di derivazione rispetto a t sotto il segno di integraleper una f(x, t) vale per ogni misura di Lebesgue-Stieltjes presente su R. 5Risulta:
F̂ (k)(0) = ik LS
∫
R
xk dF (x) = ikck.Pertanto, se esistono tutti i momenti ck della F , si può srivere la serie diMLaurin
∞∑
k=0
ikck
k!
tk. (5.13)Una ondizione suiente perhé questa serie onverga a F̂ (t) per ogni t, èhe, per una ostante M , risulti |F̂ (n)(t)| ≤ Mn per ogni n ∈ N, e t ∈ R. Eper questo basta he il momento assoluto n-esimo LS∫
R
|xn| dF (x) ≤ Mn.Il seguente esempio mostra he la funzione aratteristia di una variabilealeatoria (Denizione 5.6.2) limitata, on funzione di ripartizione assoluta-mente ontinua, è una serie intera.Sia in eetti a tale he −a ≤ inf X, a ≥ supX, osì F (x) = 0 per x ≤ −a,
F (x) = 1 per x ≥ a. Sia F ′(x) q.o.= f(x) ≥ 0. Allora il momento assoluto
n-esimo è L∫ a−a |xn|f(x) dx ≤ an L∫ a−a f(x) dx = an(F (a) − F (−a)) = an, e5 Lemma (D.Fremlin [15℄, 123D) Sia (X, Σ, µ) uno spazio mensurale, ed ]a, b[ unintervallo aperto non vuoto in R. Sia f : X× ]a, b[→ R tale he(i) l'integrale F (t) = R
X
f(x, t) µ(dx) è denito per ogni t ∈ ]a, b[ ;(ii) la derivata parziale ∂f
∂t
di f è denita ovunque in X× ]a, b[ ;(iii) esiste una funzione µ-sommabile g : X → [0, +∞[ tale he |∂f
∂t
(x, t)| ≤ g(x)per ogni (x, t) in X× ]a, b[ ;allora la derivata F ′(t) e l'integrale R
X
∂f
∂t
(x, t) µ(dx) esistono per ogni t ∈ ]a, b[ , e sonouguali. 63
questo mostra he la serie (5.13) onverge alla F̂ .Si hanno utili risultati in ondizioni meno restrittive. Per esempio, on-sideriamo una variabile aleatoria X on funzione di ripartizione F (x) =
(1 − e−x)χ[0,+∞[.
cn =
LS
∫
R
xn d((1 − e−x)χ[0,+∞[) = L
∫ +∞
0
xne−x dx = n! ,quindi
F̂ (t) =
∞∑
n=0
incn
n!
tn =
∞∑
n=0
(it)n ,he onverge a
1
1 − it =
1
1 + t2
+ i
t
1 + t2
per |t| < 1.Tuttavia tale funzione è eettivamente la funzione aratteristia di X su tut-to R.Nota: il problema dei momenti. Tale problema onsiste nel trovare,se esiste, una distribuzione umulativa di probabilità tale he i suoi momentisiano una suessione assegnata.Si hanno i sottoproblemi di Hamburger, di Stieltjes, e di Hausdor, seondohe la variabile X possa assumere valori arbitrari in R, o q.o. solo in [0,+∞[ ,o in [0, 1].
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Capitolo 6L'integrale di Riemann-Stieltjesin ambiente vettoriale6.1 L'integrale di Riemann-Stieltjes vettoriale suun intervallo realeL'integrale di Riemann-Stieltjes è stato ambientato già nei primi anni del'900 in spazi più generali (Hilbert). L'aspetto formale RS∫ f(t)dg(t) è il me-desimo di quello in ambiente salare, ma qui f(t) ∈ L(X,Y ), g(t) ∈ X, dove
X e Y sono spazi di Banah.In questo aso, l'integrale esiste se le somme di Riemann-Stieltjes
RS(P ) =
n∑
k=1
f(ξk) (g(tk) − g(tk−1)), P = ([t], ξ),tendono ad un y ∈ Y al tendere a 0 della nezza della partizione marata P .Il limite è inteso nella norma ‖ · ‖Y , ossia deve essere
‖
n∑
k=1
f(ξk) (g(tk) − g(tk−1)) − y‖Y < ε ∀P = ([t], ξ) ∈ P, on |[t]| < δ.Questa estensione trova appliazione nello studio delle forme dierenziali ingenerale, e nella teoria spettrale in partiolare.Valgono anora i due risultati di uso omune nel ampo salare. Prei-samente:Teorema 6.1.1 Sia f : [a, b] → L(X,Y ) ontinua1, e g sia a variazionetotale limitata su [a, b]. Allora1ioè per ogni t0 ∈ [a, b], f(t) tenda nella norma uniforme ‖ ‖L degli operatori ad f(t0)per t → t0 65
1) f è integrabile rispetto a g su [a, b].2) ‖RS∫ f(t)dg(t)‖Y ≤ MV ba g, dove M = maxt∈[a,b] ‖f(t)‖L.Proposizione 6.1.1 Sia X è uno spazio di Banah tale he ogni funzioneassolutamente ontinua da un intervallo [a, b] ad X è derivabile quasi dap-pertutto2.Allora risulta g(t) = g(a) + B∫ t
a
g′(u) du, per ogni t ∈ [a, b], e V ba g =
L
∫
‖g′(u)‖ du.3In tal aso, se su [a, b] la f è ontinua e la g è assolutamente ontinua, risulta
RS
∫ b
a
f(t)dg(t) = B
∫ b
a
f(t)g′(t)dt (6.1)Dimostrazione Sia infatti dato ε > 0. Sia ‖f(t′) − f(t′′)‖L < ε/V ba gper |t′ − t′′| < δ. Sia [t] una partizione marata di [a, b], di nezza dellapartizione minore di δ.Abbiamo allora:
‖B
∫ b
a
f(t)g′(t)dt −
n∑
k=1
f(ξk)(g(tk) − g(tk−1))‖ =
= ‖B
∫ b
a
f(t)g′(t)dt −
n∑
k=1
f(ξk)
B
∫ tk
tk−1
g′(t)dt‖ =
= ‖
n∑
k=1
B
∫ tk
tk−1
f(t)g′(t)dt −
n∑
k=1
f(ξk)
B
∫ tk
tk−1
g′(t)dt‖ =
= ‖
n∑
k=1
B
∫ tk
tk−1
(f(t) − f(ξk))g′(t)dt‖ ≤
≤
n∑
k=1
L
∫ tk
tk−1
‖f(t) − f(ξk)‖L ‖g′(t)‖dt ≤
ε
V ba g
V ba g = ε
 2Un tale spazio è detto spazio on la RNP. Godono di questa proprietà R (Lebesgue,1904), C, gli spazi di dimensione nita, tutti gli spazi di Hilbert, gli lp, 1 ≤ p < ∞.Non ne godono C([a, b]), L1([a, b]), BV0([a, b]), L(l2). Vedi J. Diestel, J.J. Uhl Jr., VetorMeasures, 1977, pagg. 217-219.3 BR india l'integrale di Bohner-Lebesgue. Può essere denito esattamente ome in2.2, segliendo ome c1, . . . , cn elementi di uno spazio di Banah X, e sostituendo il valoreassoluto della denizone 2.2.2 on la norma su X.66
6.2 L'integrale di Riemann-Stieltjes vettoriale suun dominio rettangolare di CSiano X, Y spazi di Banah, ed R = R(a < x ≤ b , c < y ≤ d) ⊂ C ∼= R2.È possibile estendere le denizioni date nella sezione 3.5 nel modo se-guente.Siano f e g funzioni limitate su R̄, on f(t, u) ∈ L(X,Y ), g(t, u) ∈ X.Sia, ome nella (3.7),
G(Rh,k) = g(th, uk) − g(th, uk−1) − g(th−1, uk) + g(th−1, uk−1).Denizione 6.2.1 Diiamo he f è Riemann-Stieltjes integrabile nel sensodi Fréhet (o in senso ristretto) rispetto a g se il net di dominio P21
m∑
h=1
n∑
k=1
f(ξh, ηk)G(Rh,k), on (ξh, ηk) = (ξ, η)(Rh,k),
(6.2)onverge ad un limite nito y ∈ Y .In tal aso, indihiamo tale y on
FRS
∫ ∫
R
f(t, u) dg(t, u). (6.3)Denizione 6.2.2 Diiamo he f è Riemann-Stieltjes integrabile o in sensonon ristretto rispetto a g se il net di dominio P2
m∑
h=1
n∑
k=1
f(ξh,k, ηh,k)G(Rh,k), on (ξh,k, ηh,k) = (ξ, η)(Rh,k),
(6.4)onverge ad un y ∈ Y , e tale limite, se esiste, è detto l'integrale di Riemann-Stieltjes non ristretto di f rispetto a g, ed indiato on il simbolo
RS
∫ ∫
R
f(t, u) dg(t, u). (6.5)Nota. In entrambi i asi, il limite è inteso nella norma ‖ · ‖Y , ovvero
‖
∑
h,k
f((ξ, η)(Rh,k))G(Rh,k) − y‖Y < ε ∀P = ([z], (ξ, η)), |[z]| < δon P ∈ P21 e (ξ, η)(Rh,k) = (ξh, ηk) (integrale ristretto), ovvero P ∈ P2 e
(ξ, η)(Rh,k) = (ξh,k, ηh,k)(integrale non ristretto).Queste estensioni troveranno appliazione in seguito, nella teoria spet-trale degli operatori lineari normali in uno spazio di Hilbert.67
Capitolo 7Forme dierenziali e misurespettrali7.1 Forme dierenziali in spazi astrattiDenizione 7.1.1 1 Siano X, Y spazi di Banah, ed Ω un aperto in X.Una forma dierenziale da Ω ad Y è una funzione ontinua ω da Ω ad
L(X,Y ). Si india quasi sempre on ω(x)dx.Rispetto alla derivazione, vi sono due tipi fondamentali di forme dierenziali.Denizione 7.1.2 Una forma dierenziale ω da Ω ad Y è detta esatta seesiste una funzione F : Ω → Y derivabile nel senso di Fréhet, on derivata
F ′(x) = ω(x) per ogni x ∈ Ω. Ogni tale F è detta primitiva di ω.Denizione 7.1.3 Una forma dierenziale ω da Ω ad Y è detta loalmenteesatta se per ogni x ∈ Ω esistono un intorno U di x ed una funzione F :
U → Y , derivabile, on derivata F ′(x) = ω(x) per ogni x ∈ U .7.2 L'integrale urvilineo ome integrale di Stieltjesin ambiente vettorialeSia ω una forma dierenziale dall'aperto Ω in X ad Y , e sia γ un amminorettiabile di intervallo base [a, b] a valori in Ω.Denizione 7.2.1 Con integrale urvilineo di ω lungo γ si intende l'inte-grale di Riemann-Stieltjes su [a, b] della ω ◦ γ rispetto a γ. Lo si denota on∫
γ
ω, o on ∫
γ
ω(x)dx, intendendo appunto RS∫ b
a
ω(γ(t))dγ(t).1Seguendo H.Cartan [6℄. 68
Poihé un ammino è sottointeso ontinuo, ω ◦ γ è ontinua, ed essen-do γ rettiabile (ioè a variazione limitata), per il teorema 6.1.1, l'in-tegrale urvilineo ∫
γ
ω esiste, ed è maggiorato in norma da KLγ , dove
K = maxt∈[a,b] ‖ω(γ(t))‖L e Lγ (lunghezza del ammino γ) è la variazionetotale di γ su [a, b].Denizione 7.2.2 Dio he i ammini γ su [a, b] e γ̂ su [â, b̂] sono equiva-lenti se, per ogni deomposizione a = s0 < s1 < . . . < sn = b esiste unadeomposizione â = ŝ0 ≤ ŝ1 ≤ . . . ≤ ŝn = b̂ tale he γ̂(ŝk) = γ(sk), perogni k = 0, 1, . . . , n e, vieversa, per ogni â = t̂0 < t̂1 < . . . < t̂m = b̂ esisteuna a = t0 ≤ t1 ≤ . . . ≤ tm = b siatta da aversi γ(tj) = γ̂(t̂j) per ogni
j = 0, 1, . . . ,m.Se γ e γ̂ sono equivalenti, desrivono lo stesso aro. Si ha Lγ = Lγ̂ , e∫
γ
ω =
∫
γ̂
ω per ogni forma dierenziale ω il ui dominio inlude l'aro.Proposizione 7.2.1 Se X ha la RNP, e γ è un ammino rettiabile, alloraesiste un ammino α assolutamente ontinuo equivalente a γ.Segue dalla proposizione 6.1.1 il seguenteCorollario 7.2.1 L'integrale urvilineo di una forma dierenziale lungo unammino rettiabile in uno spazio on la RNP si può sempre trasformarein un integrale di Bohner-Lebesgue del tipo B∫ ω(α(t))α′(t)dt.7.3 Forme integrabiliDenizione 7.3.1 Sia ora Ω ⊂ X un aperto onnesso. Una forma dieren-ziale ω da Ω ad Y si die integrabile se il suo integrale lungo un arbitrariolaio in Ω è lo 0 di Y .Poihé onnessione e onnessione per arhi di un aperto in uno spazio diBanah si equivalgono, tale ondizione equivale alla seguente:siano x1 e x2 arbitrari punti in Ω. L'integrale urvilineo della ω lungo dueammini non varia se essi hanno in omune il punto iniziale x1 e il puntoterminale x2.In questo modo, ssando un punto x0 in Ω, resta ben denita la funzionea valori in Y he assoia ad ogni x ∈ Ω l'integrale urvilineo di ω lungo unammino arbitrario di estremi x0 ed x. Tale funzione diesi potenziale di ωrispetto al punto x0.Teorema 7.3.1 Una forma dierenziale ω sull'aperto onnesso Ω è integra-bile (equivalentemente ammette potenziale) se e solo se è esatta. In tal asoogni potenziale di ω è una sua primitiva.69
7.4 Omotopia, forme hiuse e forme irrotazionaliDenizione 7.4.1 Sia A un sottoinsieme dello spazio di Banah X. Dueammini γ0 e γ1 di omune intervallo base [a, b] si diono omotopi in A seesiste una funzione ontinua Γ = Γ(t, α), denita sul rettangolo [a, b]× [0, 1]di R2 e a valori in A, tale he
γ0(t) = Γ(t, 0)
γ1(t) = Γ(t, 1)per ogni t ∈ [a, b].La funzione Γ diesi omotopia di estremi γ0 e γ1.Al variare di α tra 0 e 1, i ammini γα(t) = Γ(t, α) su [a, b] rappresentanouna deformazione ontinua di γ0 in γ1, he non ese da A.Se Γ(t, α) è un'omotopia in ui Γ(a, α) e Γ(b, α) sono ostanti in α, tuttii ammini γα individuati dall'omotopia hanno i medesimi estremi, e l'omo-topia si die a estremi ssati.Se Γ(t, α) è un'omotopia in ui Γ(a, α) = Γ(b, α) per ogni α in [0, 1], tuttii ammini γα sono lai, e si parla di omotopia di lai.Se Γ è un'omotopia di lai di estremi γ0 e γ1, on γ1 ostante (ioè lasua immagine si ridue ad un punto), allora si die he γ0 è omotopo ad unpunto, o ontrattibile.Denizione 7.4.2 Sia ω una forma dierenziale sull'aperto Ω. Se l'inte-grale urvilineo di ω si annulla lungo ogni laio ontrattibile in Ω, allora ωè detta hiusa2.Sussiste il seguente teorema:Teorema 7.4.1 una forma dierenziale è hiusa se e solo se è loalmenteesatta.Altre equivalenze fondamentali sono date dalla seguente proposizione.Proposizione 7.4.1 Sia ω una forma dierenziale sull'aperto Ω. Le se-guenti aermazioni sono equivalenti:(a) ω è hiusa;(b) ∫
γ
ω è invariante per omotopie ad estremi ssati;() ∫
γ
ω è invariante per omotopie di lai.2 H. Cartan, Op. it. 70
Nota (Forme irrotazionali). Sia ω di lasse C1, ioè, per ogni x ∈ Ω,esista un operatore lineare limitato ω′(x) ∈ L(X,L(X,Y )) denito dalla
ω(x + h) = ω(x) + ω′(x)h + o(h), ed ω′(x) sia una funzione ontinua in x da
Ω a L(X,L(X,Y )).Ad ω′(x) resta assoiata la funzione bilineare 3 (ω′(x)u)v, on u, v ∈ X.Se tale funzione è simmetria, nel senso he
(ω′(x)u)v = (ω′(x)v)u per ogni x ∈ Ω, ed u, v ∈ X , (7.1)allora la ω si die irrotazionale.Sussiste l'equivalenza:se ω è di lasse C1, ω è hiusa se e solo se è irrotazionale .Nel aso in ui X abbia dimensione nita, ioè ω(x) = (A1(x), . . . , An(x)),on le Aj : Ω → Y , la (7.1) equivale alle ∂Aj/∂xk = ∂Ak/∂xj per ogni j, k(ondizioni di ompatibilità della forma).7.5 Spettro e risolvente di un elemento di un'alge-bra di BanahDenizione 7.5.1 Un'algebra (X; +, .) è un'algebra di Banah 4 sei) su X è denita una norma tale he (X; +) sia uno spazio di Banah ;ii) ‖xy‖ ≤ ‖x‖‖y‖ per ogni x, y ∈ X;iii) se X possiede unità e, ‖e‖ = 1 .Esempio per eellenza di algebra di Banah on unità è l'algebra (ingenerale non ommutativa) L(B) degli operatori lineari ontinui deniti sul-l'intero spazio di Banah B.In tutto il seguito, supporremo he X sia un'algebra di Banah su C, nontriviale e on unità e.Denizione 7.5.2 Sia x ∈ X. L'insieme dei λ ∈ C per ui λe − x hainverso, ioè dei λ per ui esiste Rλ ∈ X, on Rλ(λe−x) = (λe−x)Rλ = e,è detto l'insieme risolvente di x, e lo indihiamo on ̺(x).La funzione he a λ ∈ ̺(x) assoia Rλ = (λe− x)−1, è detta la risolvente di
x. 3 si veda Kolmogorov e Fomin [20℄, Op. it, pp. 481-482.4Per una rapida trattazione si veda V.M. Tyhomirov in appendie al Kolmogorov eFomin [20℄ (op. it.) 71
Denizione 7.5.3 Sia x ∈ X. L'insieme C \ ̺(x) è detto spettro di x, e loindihiamo on σ(x).Osserviamo he, se λ, µ sono in ̺(x), Rλ ed Rµ ommutano, e ommutanoon x.Teorema 7.5.1 Lo spettro σ(x) è ompatto.Dimostrazione In eetti, se ‖x‖ < 1, allora e + x + x2 + . . . è una serieonvergente e (e−x)(e+x+x2 + . . .) = (e+x+x2 + . . .)(e−x) = e. Questomostra he (e − x) è regolare se ‖x‖ < 1.Fissato x ∈ X, sia | λ |> ‖x‖. Allora ‖x‖
λ
< 1, e quindi
1
λ
(e +
x
λ
+ (
x
λ
)2 + . . .) =
1
λ
(e − x
λ
)−1 = (λe − x)−1 = Rλ (7.2)quindi σ(x) ⊂ B−0 (‖x‖)Abbiamo osì mostrato he σ(x) è limitato. Resta da vedere he è hiuso.Allo sopo sia λ ∈ ̺(x), e µ ∈ B◦λ( 1‖Rλ‖). Abbiamo
Rµ = Rλ(e + (λ − µ)Rλ + (λ − µ)2R2λ + . . .) (7.3)he si può veriare on semplii passaggi algebrii, dopo aver notato he laserie in (7.3) onverge a (e − (λ − µ)Rλ)−1.Dunque ogni punto del risolvente è entro di una palla aperta, tutta onte-nuta in esso.È quindi mostrato he lo spettro di x è hiuso e limitato in C, e quindi om-patto. Vedremo più avanti he non è mai vuoto.7.6 La forma dierenziale RλdλSia X uno spazio di Banah omplesso. Ogni ssato x ∈ X può essereonsiderato ome un operatore lineare ontinuo su C a valori in X, la uiazione è denita da x(α) = αx (moltipliazione salare di x per α).In questo senso, una funzione ontinua ω da un aperto Ω di C a valori in Xpuò essere sempre vista ome forma dierenziale da Ω ad X nel senso di H.Cartan [6℄.Pertanto, se X è inoltre un'algebra di Banah omplessa, e T un suo elementossato, la risolvente λ ∈ ̺(T ) 7→ Rλ diventa la forma dierenziale Rλdλ, dalrisolvente di T ad X. La ontinuità di Rλ si ottiene dalla 7.3.Si ha il seguente risultato: 72
Teorema 7.6.1 la forma dierenziale Rλdλ dal risolvente di T ad X èhiusa.Dimostrazione Fissato λ0 ∈ ̺(T ), la (7.3), in un intorno di λ0, diventa:
Rλ = Rλ0(e − (λ − λ0)Rλ0 + (λ − λ0)2R2λ0 − (λ − λ0)3R3λ0 + . . .).In analogia on le serie di potenze a valori salari, deduiamo, per la forma
Rλdλ, la primitiva loale
Rλ0((λ − λ0) −
1
2
(λ − λ0)2Rλ0 +
1
3
(λ − λ0)3R2λ0 −
1
4
(λ − λ0)4R3λ0 + . . .).
 Come elegante appliazione di questo teorema, dimostriamo he vale ilTeorema 7.6.2 lo spettro di x ∈ X è non vuoto.Dimostrazione. Sia x ∈ X. Supponiamo he lo spettro di x sia vuoto.Esiste allora un'omotopia Γ(t, α) di ammini irolari ontenuta nel risolven-te, on Γ(t, 0) oinidente on l'origine, e Γ(t, 1) un ammino he parame-trizza il erhio di raggio r, on r > ‖x‖.La serie (7.2) onverge uniformemente sul erhio di raggio r, perhé r > ‖x‖.L'integrazione termine a termine porge 2πie per il primo termine e
z
, e 0 peri suessivi xk
zk+1
.Essendo la forma hiusa, e il laio terminale Γ(t, 1) omotopo al laio nullo,avremo 2πie = 0, osì e = 0, ontro l'ipotesi he l'algebra non sia triviale. 7.7 Idempotenti fondamentaliDenizione 7.7.1 Sia x ∈ X, e σ(x) il suo spettro. Si hiama insiemespettrale (o parte isolata dello spettro) di x un sottoinsieme hiuso di σ(x),tale he il suo omplementare rispetto a σ(x) è anora hiuso. In partiolare,il vuoto è un insieme spettrale.Nota. Il termine insieme spettrale è osì denito da N. Dunford e J.T.Shwartz, e da H.H. Shaefer, ma non da F. Riesz, he lo hiama parte isolatadello spettro.Ogni insieme spettrale può essere rahiuso in un laio semplie retti-abile he non ontiene nessun altro punto dello spettro.Teorema 7.7.1 Sia x ∈ X ed R la relativa risolvente. Sia A un insiemespettrale in σ(x), ed α un laio semplie rettiabile he inge A, e he nonè restrittivo supporre assolutamente ontinuo. Poniamo:
p =
1
2πi
∫
α
Rzdz. (7.4)73
Tale p è un idempotente dell'algebra X.Dimostrazione Sia β un laio assolutamente ontinuo omotopo ad α in
̺(x) interno al iruito desritto da α. Per l'omotopia abbiamo
p =
1
2πi
∫
β
Rzdz.Sia α(u) un punto ssato sul primo aro. Dalla formula integrale di Cauhysegue he
∫ bβ
aβ
β′(t)
β(t) − α(u)dt = 0,e, analogamente,
∫ bα
aα
α′(u)
α(u) − β(t)du = 2πi.Abbiamo pertanto, per il teorema di Fubini 5
(2πi)2p2 =
∫
α
Rzdz
∫
β
Rzdz =
L
∫ bα
aα
Rα(u)α
′(u)du L
∫ bβ
aβ
Rβ(t)β
′(t)dt =
= L
∫ bα
aα
∫ bβ
aβ
Rα(u)Rβ(t)α
′(u)β′(t)dudt.Appliando ora l'identità di Hilbert, e nuovamente Fubini, questo integralediventa:
L
∫ bα
aα
∫ bβ
aβ
Rα(u) − Rβ(t)
β(t) − α(u) α
′(u)β′(t)dudt =
= L
∫ bα
aα
∫ bβ
aβ
Rα(u)
β(t) − α(u)α
′(u)β′(t)dudt − L
∫ bα
aα
∫ bβ
aβ
Rβ(t)
β(t) − α(u)α
′(u)β′(t)dudt =
= L
∫ bα
aα
Rα(u)(
L
∫ bβ
aβ
β′(t)
β(t) − α(u)dt)α
′(u)du + L
∫ bβ
aβ
Rβ(t)(
L
∫ bα
aα
α′(u)
α(u) − β(t)du)β
′(t)dt =
= L
∫ bα
aα
Rα(u)0α
′(u)du + L
∫ bβ
aβ
Rβ(t)2πiβ
′(t)dt =
= 2πi(2πip) = (2πi)2pda ui p2 = p. Denizione 7.7.2 L'elemento p = p(A), denito dalla (7.4) è detto idem-potente fondamentale assoiato ad A.5N. Dunford e J.T. Shwartz [12℄ p. 19374
In analogia, si prova il seguenteTeorema 7.7.2 Siano C e C ′ urve semplii rettiabili giaenti nel risol-vente ̺(x) di x, e p(A) e p(A′) gli idempotenti fondamentali assoiati agliinsiemi spettrali A ed A′ inti da C e C ′. Allora
(i) p(A)p(A′) = 0 qualora C e C ′ siano una esterna all'altra,
(ii) p(A)p(A′) = p(A′) se C ′ è interna alla regione delimitata da C.Fissato x in X, la famiglia S degli insiemi spettrali di x ostituise un'al-gebra di insiemi, a iasuno dei quali è assoiato, mediante la (7.4), il suoidempotente fondamentale.Dal teorema (7.7.2) segue he l'idempotente assoiato all'unione di due in-siemi spettrali disgiunti è la somma degli idempotenti assoiati alle parti,ovvero p(A ∪ A′) = p(A) + p(A′) quando A è disgiunto da A′.Si rionose altresì failmente he vale il seguenteTeorema 7.7.3 Siano x ∈ X, A ∈ S, e p(A) l'idempotente assoiato ad A.Allora
p(A) = 0 ⇔ A = ∅
p(A) = e ⇔ A = σ(x)Così, dato x nell'algebra X, resta denita una funzione d'insieme p(A)avente per dominio S, a valori nell'insieme degli idempotenti di X. Tale pha le seguenti proprietà:(i) p(∅) = 0, p(σ(x)) = e;(ii)p(A ∪ A′) = p(A) + p(A′) per ogni A, A′ ∈ S, A ∩ A′ = ∅;(iii) p(A ∩ A′) = p(A) p(A′) per ogni A, A′ ∈ S.Questi idempotenti, essendo degli integrali, sono limiti di ombinazionilineari di valori della risolvente di x, e quindi ommutano on x, ioè p x =
x p.Se X è L(B), lo spazio degli endomorsmi ontinui sullo spazio di Banah
B, allora gli idempotenti fondamentali di T sono projezioni he riduono T ,nel senso seguente.Denizione 7.7.3 Si die he la oppia (M,N) di sottospazi omplementaridello spazio B ridue T ∈ L(B) se M ed N sono sottospazi invarianti per
T , ioè TM ⊂ M ed è TN ⊂ N .Si die he una projezione P in L(B) ridue T ∈ L(B) se la oppia disottospazi hiusi (rngP, kerP ) ridue T .Una projezione P in L(B) ridue T se e solo se PT = TP . Pertanto, gliidempotenti fondamentali per T riduono T . La loro onosenza è impor-tante perhé, se P è uno di essi, lo spettro di T è unione disgiunta di σ(TP )e σ(T (I − P )). 75
7.8 Misure a valori projezioniDenizione 7.8.1 Una misura a valori projezioni su un'algebra Σ di unità
S è una µ : Σ → L(B), on B spazio di Banah, avente le seguenti proprietà:i) µ(∅) = 0 e µ(S) = I;ii) per ogni sequenza (αk) in Σ di elementi mutuamente disgiunti, on
∪∞k=1αk ∈ Σ, la ∑nk=1 µ(αk) onverge fortemente6 a µ(⋃∞k=1 αk),iii) µ(α ∩ β) = µ(α)µ(β).Ponendo α = β, la (iii) porge µ(α) = µ(α)µ(α), ioè µ(α) è una proje-zione per ogni α ∈ Σ.Se α∩ β = ∅, allora µ(α)µ(β) = 0, ioè µ(α) e µ(β) projettano iasuna nelnuleo dell'altra (sono operatori tra loro ortogonali).Se una misura è a valori projezioni in H, spazio di Hilbert, ad esse sirihiede spesso di essere autoaggiunte7, ossia
iv) µ(α) = µ(α)∗ per ogni α ∈ Σ.Esempio (Idempotenti fondamentali). Se T è un operatore linearelimitato, gli idempotenti fondamentali ad esso assoiati
P (α) =
1
2πi
∫
Γ
(zI − T )−1 dzostituisono una misura a valori projezioni sull'algebra S degli insiemi spet-trali di σ(T ), he in generale non è una σ-algebra. Risulta inoltre σ(T|P (α)X ) ⊂
α. Esempio (Serie di Fourier). Come esempio di misura a valori pro-jezioni autoaggiunte in L(H), H separabile, può essere portato il seguente.Sia (en) una suessione ortonormale ompleta in H. Poniamo
Pn = 〈•, en〉enSia α un sottoinsieme di N. Poniamo µ(α) = ∑n∈α Pn (somma in sensoforte se α è innito).La µ è una misura a valori projezioni autoaggiunte sull'algebra Σ di tutti isottoinsiemi di N.1) Per denizione di (en), ∑nk=1 Pkh = ∑nk=1〈h, en〉en →n h = Ih perogni h ∈ H, quindi µ(N) = I.6Una suessione di operatori (Tn) ⊂ L(B) onverge a T fortemente se Tn(x) →n T (x)per ogni x ∈ B.7Perhé una projezione in L(H) sia autoaggiunta oorre e basta he (rngP )⊥ = kerP(E.R. Lorh [22℄, pag. 72.) 76
2) L'additività numerabile è immediata: se gli αk sono mutuamente di-sgiunti, ∑∞k=1 µ(αk) = ∑∞k=1 ∑j∈αk Pj = ∑j∈S αk Pj = µ(⋃∞k=1 αk).3) Le Pn sono projezioni autoaggiunte. Infatti, per ogni h ∈ H,
Pn Pn(h) = Pn(〈h, en〉en) = 〈h, en〉Pnen = 〈h, en〉(〈en, en〉en) = Pnh.Poi, per ogni x, y ∈ H,
〈Pnx, y〉 = 〈x, en〉〈en, y〉;
〈x, Pny〉 = 〈x, 〈y, en〉en〉 = 〈y, en〉〈x, en〉 = 〈en, y〉〈x, en〉Osservando he PnPm = 0 per n 6= m, on pohi passaggi si ottiene la (iii).Il seguente risultato fornise una denizione equivalente di misura a valoriprojezioni in L(H).Teorema 7.8.1 Siano H spazio di Hilbert, Σ un'algebra di unità S, e P :
Σ → L(H) una funzione a valori projezioni.La P è una misura a valori projezioni su S se e solo sea) P (S) = I;b) ∀x, y ∈ H la µx,y : Σ → C, µx,y(α) = 〈P (α)x, y〉è una misura omplessa su S.Denizione 7.8.2 (Misura spettrale) Una misura spettrale, nel senso las-sio del termine, è una misura a valori projezioni denita sui boreliani di
C.8Esempio (Operatori normali). Se T ∈ L(H) è un operatore normale(TT ∗ = T ∗T ), la misura a valori projezioni sulla famiglia S degli insiemispettrali di T può essere estesa, on un erto alolo di operatori,9 ad unamisura a valori projezioni sulla σ-algebra di unità σ(T ) formata da tutti i bo-reliani dello spettro. Inne, se α è un boreliano in C, la µ(α) = µ(α∩ σ(T ))è l'unio prolungamento di µ ad una misura spettrale.7.9 Integrazione di una funzione salare rispetto aduna misura a valori projezioniDenizione 7.9.1 Sia (S,Σ) uno spazio misurabile. Una misura vettorialesu S è una funzione σ-additiva µ : Σ → X, dove X è uno spazio di Banah.8 H. H. Shaefer [26℄.9N. Dunford e J.T. Shwartz [13℄, pagg. 889 -89877
Un esempio di misura vettoriale è il seguente.Siano S = [0, 1], Σ la famiglia degli insiemi Lebesgue-misurabili su S, e
µ : Σ → L1([0, 1]) denita dalla: µ(A) = χA . La µ è una misura vettorialesu S.Denizione 7.9.2 Sia (S,Σ, µ) uno spazio mensurale, on µ a valori nellospazio di Banah X.Diiamo he f : S → C è µ-integrabile su S se esiste un y ∈ X tale he, perogni ε > 0 esiste una partizione di S in insiemi misurabili E1, . . . , En on
‖y −
n∑
k=1
f(ξk)µ(Ek)‖ < ε per ogni ξk ∈ Ek. (7.5)In tal aso y è detto µ-integrale di f su S, ed è denotato on ∫
S
f(ξ)µ(dξ).Teorema 7.9.1 Condizione suiente anhé f sia µ-integrabile su S èhe, per ogni ε > 0 esiste una partizione di S in insiemi µ-misurabili E1, . . . , Enon
n∑
k=1
diamf(Ek) ‖µ(Ek)‖ < ε.Integrazione rispetto ad una misura in L(H). Dati uno spazio diHilbert H, ed (S,Σ, µ), spazio mensurale, on µ misura a valori projezioniin L(H), la denizione 7.9.2 si tradue nellaDenizione 7.9.3 Siano H uno spazio di Hilbert, ed (S,Σ, µ) uno spaziomensurale, on µ misura a valori projezioni in L(H). Una f : S → C è detta
µ-integrabile su S se esiste un operatore T ∈ L(H) tale he, dato ε > 0, esisteuna partizione di S in insiemi {α1, . . . , αn} in Σ on
‖T −
n∑
k=1
f(ξk)µ(αk)‖ < ε per ogni ξk ∈ αk. (7.6)Essendo ‖µ(α)‖ = 1 per ogni α ∈ Σ, α 6= ∅, la ondizione di integrabilitàdata dal teorema 7.9.1 diventaTeorema 7.9.2 Condizione suiente anhé f sia µ-integrabile su S èhe, per ogni ε > 0 esiste una partizione di S in insiemi α1, . . . , αn in Σ on
n∑
k=1
diamf(Ek) < ε.
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Capitolo 8Integrazione di Stieltjesrispetto a famiglie spettrali8.1 Famiglie spettraliDenizione 8.1.1 Una famiglia spettrale è una funzione λ 7→ Eλ da R a
L(H), a valori projezioni autoaggiunte, tale hei) λ1 < λ2 ⇒ rngEλ1 ⊂ rngEλ2ii - a) λ → −∞ ⇒ Eλ → 0 fortementeii - b) λ → +∞ ⇒ Eλ → I fortemente.Nota. In questo ambiente non vi è onordanza tra gli Autori sull'usodei termini. Famiglia spettrale nel senso detto è il termine usato da F. Riesz.1Proposizione 8.1.1 La (i) è equivalente a
i′) λ1 < λ2 ⇒ kerEλ2 ⊂ kerEλ1ed alla
i′′) λ1 < λ2 ⇒ Eλ1 = Eλ1 Eλ2 = Eλ2 Eλ1 .Proposizione 8.1.2 Sia (Eλ) una famiglia spettrale. Se λ1, λ2 ∈ R, on
λ1 < λ2, allora Eλ2 − Eλ1 è una projezione.Dimostrazione. Risulta:
(Eλ2 − Eλ1) (Eλ2 − Eλ1) = E2λ2 − Eλ2Eλ1 − Eλ1Eλ2 + E2λ1 =
= Eλ2 − Eλ1 − Eλ1 + Eλ1 = Eλ2 − Eλ1 .
 1F. Riesz e B. Sz. Nagy [25℄, pagg. 273 e 315.79
Proposizione 8.1.3 Sia (Eλ) una famiglia spettrale. Se λ1 ≤ λ2 ≤ λ3 ≤
λ4, allora (Eλ2 − Eλ1) (Eλ4 − Eλ3) = 0.Dimostrazione.
(Eλ2 − Eλ1) (Eλ4 − Eλ3) = Eλ2Eλ4 − Eλ2Eλ3 − Eλ1Eλ4 + Eλ1Eλ3 =
= Eλ2 − Eλ2 − Eλ1 + Eλ1 = 0.
Denizione 8.1.2 Una famiglia spettrale è sinistra (destra) se Eλ è forte-mente ontinua da sinistra (destra).Denizione 8.1.3 Una famiglia spettrale è limitata se esistono λ1 < λ2reali, tali he Eλ1 = 0, Eλ2 = I. In tal aso, a = supλ1 e b = inf λ2 sonodetti gli estremi della famiglia.Se (Eλ) è una famiglia spettrale, per ogni λ ∈ R si denisa E′λ omela projezione ortogonale sulla più piola varietà lineare hiusa he inludetutti i rngEλ1 , on λ1 < λ. Allora (E′λ) è una famiglia spettrale sinistra.Proedura, questa, he riorda quella usata per rimpiazzare una funzionemonotona on una ontinua da sinistra.Similmente, si ottiene una famiglia spettrale destra, sostituendo ogni Eλ on
E′′λ, la projezione ortogonale sull'intersezione dei rngEλ2 , on λ2 > λ.Possiamo pertanto supporre he ogni famiglia spettrale sia ontinua da sini-stra o da destra.8.2 L'integrale di Riemann-Stieltjes di una funzio-ne reale rispetto ad una famiglia spettraleTeorema 8.2.1 Se la famiglia spettrale (Eλ) assume inniti valori distinti,non è a variazione limitata (rispetto alla norma uniforme degli operatori).Dimostrazione. Siano infatti assoiati a λ0 < λ1 < . . . < λn valori distintidi Eλ. Abbiamo V Eλ ≥ ∑nj=1 ‖Eλj − Eλj−1‖. Le dierenze sono projezioniautoaggiunte non nulle (proposizione 8.1.2), quindi hanno norma 1. Se per-tanto Eλ non assume un numero nito di valori distinti, V Eλ supera ogni
n ∈ N, quindi è innita. Osserviamo he se Eλ assume esattamente n valori distinti non nulli, lasua variazione totale è n.Invee: 80
Teorema 8.2.2 La famiglia (Eλ) è fortemente a variazione quadratia li-mitata.Dimostrazione. Siano −∞ = λ0 < λ1 < . . . < λn−1 < λn = +∞.Poniamo Pj = Eλj − Eλj−1 , e osserviamo he tutti i Pj sono a due a dueortogonali. Abbiamo: I = ∑nj=1 Pj .Essendo, per ogni x ∈ H
〈Pjx, Pkx〉 = 〈P ∗k Pjx, x〉 = 〈PkPjx, x〉 = 〈0x, x〉 = 0 per k 6= jrisulta
‖x‖2 = 〈x, x〉 = 〈
n∑
j=1
Pjx,
n∑
k=1
Pkx〉 =
n∑
j=1
〈Pjx, Pjx〉 =
n∑
j=1
‖Pjx‖2. (8.1)Quindi (V (2))∞−∞Eλx ≤ ‖x‖2. Nota. Se la (Eλ) assume inniti valori distinti, essa non è nemmenofortemente a variazione limitata.Sia infatti (µk) una suessione di reali distinti ui orrispondano distintivalori di Eµ. Con valori estratti dalla (µn), formiamo una suessione (λn)strettamente monotona, he può essere resente o deresente. La suppo-niamo resente. Allora le Pk = Eλk − Eλk−1 , k = 1, 2, . . ., sono projezioninon nulle mutuamente ortogonali.Prendiamo u1, u2, . . . di norma 1, on Pkuk = uk per ogni k, e sia x =
u1/1 + u2/2 + . . .. Risulta
n∑
k=1
‖Pkx‖ =
n∑
k=1
‖uk/k‖ = 1
1
+ . . . +
1
n
> M pressato, se n a.g.Quindi V Eλx = +∞.Se la (λn) è strettamente deresente, basta porre Pk = Eλk−1 − Eλk .Nonostante questi foshi presagi, si può mostrare he:Teorema 8.2.3 Sia f una funzione ontinua di variabile reale, a valorisalari. Allora f è Riemann-Stieltjes integrabile rispetto ad ogni famigliaspettrale limitata. Tale integrale è limite uniforme delle relative somme diRiemann-Stieltjes.Nota. RS∫ b
a
f(λ)dEλ rientra nella denizione data nella sezione 6.1, onsi-derando X = Y = L(H), e lo salare f(λ) ome l'operatore di moltipliazione
f(λ)· in L(H), denito da f(λ) ·T = f(λ)T , he è un endomorsmo di L(H),in ui |f(λ)| = ‖f(λ)‖L(L(H)). 81
Convenzione. Sia (Eλ) una famiglia spettrale limitata di estremi ae b. Se (Eλ) è disontinua in a o in b, la notazione RS∫ ba f(λ)dEλ diventaambigua. Per evitare ogni equivoo, è opportuno rimpiazzare Ea on Ea−0,ed Eb on Eb+0 (limiti forti). Tale operazione è talora evidenziata da aluniAutori, srivendo a − 0 in luogo di a, o b + 0 in luogo di b ome estremi diintegrazione.Dimostrazione del teorema 8.2.3. Mostriamo he, se a, b sono gliestremi della famiglia spettrale (Eλ), ed f ontinua su [a, b], le somme diRiemann-Stieltjes
RS(P ) =
n∑
k=1
f(ξk)(Eλk − Eλk−1),on P = {a = λ0 ≤ ξ1 ≤ λ1 ≤ ξ2 ≤ . . . ≤ ξn ≤ λn = b} partizione maratadi [a, b], formano un net di Cauhy rispetto alla nezza in norma.Diamo ε > 0, e segliamo un δ > 0 tale he |f(ξ)−f(η)| < ε3 per |ξ−η| < δ.Consideriamo la somma di Riemann-Stieltjes
RS(Pα) =
n∑
k=1
f(ξk)∆Ek,0 (∆Ek,0 = Eλk,0 − Eλk−1,0) (8.2)on |Pα| < δ, ed una qualunque Pγ ottenuta dalla Pα per rifratturazione, laui somma assoiata potrà dunque sriversi:
RS(Pγ) =
n∑
k=1
mk∑
j=1
f(ξk,j)∆Ek,j (∆Ek,j = Eλk,j − Eλk,j−1).La (8.2) si può risrivere nel modo seguente:
n∑
k=1
f(ξk)
mk∑
j=1
∆Ek,j.Risulta pertanto:
RS(Pα) − RS(Pγ) =
n∑
k=1
mk∑
j=1
(f(ξk) − f(ξk,j))∆Ek,j.Per ogni ssato k, e per ogni j, gli ξk e gli ξk,j si trovano entrambi nel k-esimo intervallo della suddivisione Pα, e quindi distano tra loro per meno di
δ. Allora |f(ξk) − f(ξk,j)| < ε3 per ogni k = 1, . . . , n, ed ogni j = 1, . . . ,mk.Sia ora x ∈ H. Riordando la (8.1), abbiamo
‖(RS(Pα) − RS(Pγ))x‖2 = ‖(
n∑
k=1
mk∑
j=1
(f(ξk) − f(ξk,j))∆Ek,j)x‖2 =82
=
n∑
k=1
mk∑
j=1
‖(f(ξk) − f(ξk,j)∆Ek,jx‖2 =
n∑
k=1
mk∑
j=1
|(f(ξk) − f(ξk,j)|‖∆Ek,jx‖2 <
<
ε2
9
n∑
k=1
mk∑
j=1
‖∆Ek,jx‖2 =
ε2
9
‖x‖2.Quindi, ‖(RS(Pα)−RS(Pγ))x‖ < ε3 ‖x‖, he, per l'arbitrarietà di x, implia
‖RS(Pα) − RS(Pγ)‖L(H) ≤ ε3 < ε2 .Sia ora Pβ una seonda suddivisione marata di nezza in norma minore di
δ. Esiste una Pγ più ne in rifratturazione sia di Pα he di Pβ , pertanto:
‖RS(Pα) − RS(Pβ)‖L(H) ≤ ‖RS(Pα) − RS(Pγ)‖L(H) + ‖RS(Pβ) − RS(Pγ)‖L(H) <
<
ε
2
+
ε
2
= ε
8.3 L'integrale debole rispetto ad una famiglia spet-trale.Abbiamo osservato he una famiglia spettrale limitata non è in generale avariazione limitata, nemmeno fortemente. Risulta invee una ondizione dilimitatezza debole, ed è data dalla seguente:Proposizione 8.3.1 Sia (Eλ) una famiglia spettrale limitata di estremi a <
b. Fissati ad arbitrio x, y ∈ H, l'appliazione
gx,y(λ) = 〈Eλx, y〉 λ ∈ [a, b] (8.3)è a variazione limitata su [a, b].Dimostrazione. Consideriamo la seguente identità, detta identità dipolarizzazione, he si può veriare on un semplie alolo:
〈Eλx, y〉 = ‖Eλ
x + y
2
‖2 − ‖Eλ
x − y
2
‖2 + i‖Eλ
x + iy
2
‖2 − i‖Eλ
x − iy
2
‖2.Il termine 〈Eλx, y〉 è dunque ombinazione lineare di termini del tipo 〈Eλz, z〉,on z = x ± y, oppure z = x ± iy. Di onseguenza, la funzione gx,y(λ) èa variazione limitata, in quanto ombinazione lineare di funzioni monotoneresenti su [a, b]. In partiolare, se (Eλ) è una famiglia spettrale limitata di estremi a e
b, ed f una funzione salare ontinua su [a, b], esiste l'integrale di Riemann-Stieltjes lassio
RS
∫ b
a
f(λ) d〈Eλx, y〉 x, y ∈ H. (8.4)83
L'integrale (8.4) è detto integrale di Riemann-Stieltjes debole della f rispettoalla famiglia spettrale (Eλ).Notiamo he la funzione da H ×H → C, (x, y) 7→ RS∫ b
a
f(λ) d〈Eλx, y〉 è unaforma sesquilineare limitata. Per il teorema di rappresentazione di Rieszsulle forme sesquilineari2 possiamo enuniare il seguenteTeorema 8.3.1 Siano (Eλ) una famiglia spettrale limitata di estremi a e b,ed f una funzione salare ontinua su [a, b]. Allora esiste un unio operatorelineare Tf ∈ L(H) tale he
〈Tfx, y〉 = RS
∫ b
a
f(λ) d〈Eλx, y〉 ∀x, y ∈ H. (8.5)Tale Tf è l'integrale di Riemann-Stieltjes della f rispetto a (Eλ).Nota. Aluni Autori partono dalla denizione dell' integrale debo-le (8.4) in ambiente salare, per poi denire l'integrale RS∫ f(λ) dEλ omel'unio operatore Tf desritto nel teorema 8.3.1.8.4 Famiglie spettrali di operatori autoaggiunti li-mitatiDate f , funzione ontinua reale di variabile reale, ed (Eλ), famiglia spettralelimitata, allora T = RS∫ b
a
f(λ)dEλ esiste, per il teorema 8.2.3, ed è un ope-ratore lineare limitato e autoaggiunto.Per vedere questo, osserviamo he ∗ è un'involuzione ontinua in L(H). Per-tanto, la funzione T 7→ T − T ∗ è ontinua, quindi la ontroimmagine dello 0è un hiuso. Ma T − T ∗ = 0 equivale a T = T ∗, ioè T autoaggiunto.Sempre dal teorema 8.2.3, abbiamo visto he T è limite uniforme di om-binazioni lineari di operatori limitati autoaggiunti, ombinazioni he sonoautoaggiunte se i oeienti sono reali. Quindi, appartenendo esse al sud-detto hiuso, il limite appartiene al hiuso stesso, ioè T = T ∗.Vieversa:Teorema 8.4.1 (D. Hilbert - 1906) Ad ogni operatore lineare autoaggiun-to limitato A dello spazio di Hilbert H orrisponde un'unia famiglia spettralelimitata (ontinua da sinistra) (Eλ), in modo he
A = RS
∫ b
a
λdEλ.Inoltre, per ogni λ, Eλ ommuta on A, e on tutti gli operatori limitati heommutano on A.2 Dati H1 ed H2 spazi di Hilbert, per ogni forma sesquilineare limitata [·, ·] : H1×H2 →
C, esiste un unio operatore lineare limitato T : H1 → H2 tale he [x, y] = 〈Tx, y〉H2 .84
La famiglia spettrale (Eλ) assoiata all'operatore autoaggiunto A ∈ L(H)determina ompletamente le proprietà spettrali di A. Preisamente:a) Eλ = 0 per −∞ < λ < −‖A‖ e Eλ = I per ‖A‖ < λ < +∞ ;b) λ0 ∈ R ∩ ̺(A) se e solo se Eλ è loalmente ostante in λ0;) λ0 è autovalore per A se e solo se Eλ ha un salto in λ0, ovvero
Eλ0+0 − Eλ0 è un operatore positivo;d) (Eµ − Eλ)H è un sottospazio invariante per A.8.5 Misura generata da una famiglia spettraleSia (Eλ) una famiglia spettrale. Poniamo, per ogni c, d, on c ≤ d,
P ( ]c, d[ ) = Ed − Ec+0
P ( [c, d[ ) = Ed − Ec
P ( ]c, d] ) = Ed+0 − Ec+0
P ( [c, d] ) = Ed+0 − EcLa P è una funzione d'insieme, prolungabile ad una misura µ a valori pro-jezioni sull'algebra delle unioni nite dei sottointervalli di R. La µ è a suavolta prolungabile all'algebra B(R) dei boreliani di R, ed all'algebra B(C)dei boreliani di C, ponendo µ(α) = µ(α ∩ R) per ogni α ∈ B(C). Si generaosì una misura spettrale su tutto C.Abbiamo innanzi osservato he, dato T ∈ L(H), l'appliazione p denitasull'algebra S degli insiemi spettrali di T è una misura a valori projezioni,e, se T è inoltre un operatore normale, la p è prolungabile ad una misuraspettrale ν su B(C).Se l'operatore in questione è autoaggiunto, il nesso tra µ e ν è messo in luedal seguenteTeorema 8.5.1 Sia A ∈ L(H) autoaggiunto, e sia µ la misura generatadalla famiglia spettrale (Eλ) ad esso assoiata. Allora, per ogni insiemespettrale α ⊂ σ(A), µ(α) è l'idempotente fondamentale assoiato ad α.8.6 Rappresentazione degli operatori unitariLa f(λ) = eiλ è una funzione ontinua omplessa di variabile reale, quindi
T = RS
∫ b
a
f(λ)dEλ, on (Eλ) famiglia spettrale limitata, esiste, per il teore-ma 8.2.3, ed è un operatore lineare unitario.85
Per vedere questo, osserviamo he le funzioni T 7→ TT ∗ − I e T 7→ T ∗T − Isono ontinue, quindi l'intersezione delle relative ontroimmagini dello 0 è unhiuso in L(H). Ora, il simultaneo veriarsi delle TT ∗−I = 0 e T ∗T −I =
0 equivale a T unitario.Sempre dal teorema 8.2.3, segue he T è limite uniforme di operatori deltipo ∑nk=1 eiλkPk, he sono unitari. Quindi, appartenendo esse al suddettohiuso, il limite appartiene al hiuso stesso, ioè TT ∗ = T ∗T = I.Vieversa:Teorema 8.6.1 (von Neumann - 1929) Ad ogni operatore lineare unita-rio U dello spazio di Hilbert H orrisponde una famiglia spettrale limitata
(Eλ), di estremi 0 e 2π, essenzialmente unia, in modo he
U = RS
∫ 2π
0
eiλ dEλ8.7 Una deomposizione di operatori normali e lororappresentazioneOgni operatore normale N ∈ L(H) può essere sritto nella forma
N = X + iY, (8.6)dove X ed Y sono operatori autoaggiunti ommutanti. Basta porre:
X =
1
2
(N + N∗), Y =
1
2i
(N − N∗).Risulta ovviamente he ‖X‖L(H), ‖Y ‖L(H) ≤ ‖N‖L(H).Un'altra deomposizione, meno immediata,3 è la seguente:
N = RU = UR, (8.7)dove R è un operatore autoaggiunto positivo, ed U un operatore unitario.Così ome la deomposizione (8.6) è l'analoga di quella di un numero om-plesso z nelle sue parti reale ed immaginaria (z = x+ iy), la deomposizione(8.7) è l'analoga di quella di z nel prodotto del suo modulo on un fattoredi modulo unitario (z = reiφ).Sia quindi N un operatore lineare normale limitato, e siano X ed Y glioperatori autoaggiunti in (8.6) he lo deompongono. Le famiglie spettrali
(EXx ) ed (EYy ) assoiate rispettivamente ad X ed Y hanno entrambe inter-vallo di variazione inluso nell'intervallo di raggio ‖N‖. Fissati x e y in R,
EXx ed EYy sono limiti di polinomi in X ed Y rispettivamente, e quindi limiti3v. F.Riesz- Sz.Nagy [25℄ p. 282 86
di polinomi in N ed N∗. Così, la ommutatività di N on N∗ implia quelladi EXx on EYy . Si ha dunque:
N = X + iY = RS
∫
R
x dEXx + i
RS
∫
R
y dEYy =
= RS
∫
R
x dEXx
RS
∫
R
dEYy + i
RS
∫
R
dEXx
RS
∫
R
y dEYy .Consideriamo ora il net
∑
h,k
(ξh,k + iηh,k)(E
X
xh
− EXxh−1)(E
Y
yk
− EYyk−1) (8.8)lungo l'insieme delle partizioni marate P2, orientato in norma ome in 6.2.La (8.8) è la somma di Riemann-Stieltjes in due variabili di f(x, y) = x + iyrispetto a g(x, y) = EXx · EYy relativa alla partizione marata P = ([z] =
[x] + i[y], (ξ, η)) ∈ P2, dove [x] = {x0 < x1 < . . . < xh < . . . < xm},
[y] = {y0 < y1 < . . . < yk < . . . < yn}, e (ξ, η)(Rh,k) = ξh,k + iηh,k èuna maratura non ristretta. In eetti, svolgendo semplii aloli algebrii,e riordando le proprietà fondamentali delle famiglie spettrali, risulta:
G(Rh,k) = (E
X
xh
− EXxh−1)(E
Y
yk
− EYyk−1)dove la G è la funzione assoiata alla funzione integratrie g denita in 6.2.Poihé EXx ommuta on EYy , le G(Rh,k) sono delle projezioni, e queste sonodue a due ortogonali.Enunio inne il seguente teorema di rappresentazione4Teorema 8.7.1 Ad ogni operatore normale limitato N in uno spazio di Hil-bert omplesso orrisponde una famiglia limitata (Ex,y) di projezioni talehe
N = RS
∫ ∫
C
(x + iy)dEx,y ,
N∗ = RS
∫ ∫
C
(x − iy)dEx,y .Nota. L'integrale RS∫∫
C
(x± iy)d(Ex,y) rientra nella denizione di inte-grale di Riemann-Stieltjes non ristretto data nella sezione 6.2, onsiderando
X = Y = L(H), e lo salare z = x± iy ome operatore di moltipliazione in
L(H).In termini di misura spettrale, il teorema 8.7.1 assume la forma seguente5:4Per la dimostrazione ompleta, vedi F.Riesz- Sz. Nagy [25℄ pp. 284-2865v. N.Dunford-J.T.Shwartz [13℄ pp. 887-898.87
Teorema 8.7.2 Per ogni operatore normale limitato N in uno spazio diHilbert omplesso H esiste una misura spettrale E(α) sull'algebra B(C) deiboreliani del ampo omplesso, on supporto inluso in σ(N), e tale he
N =
∫
C
zE(dz) .Inoltre, per ogni α ∈ B(C), NE(α) = E(α)N e σ(N|E(α)H) ⊂ ᾱ.8.8 Martingale astratte ed integrale di Riemann-Stieltjes H-stoastioDenizione 8.8.1 Sia H uno spazio di Hilbert omplesso, e T un numeroreale positivo ssato. Una martingala astratta in H è un'appliazione
t ∈ [0, T ] 7→ Mt = EtXdove (Et) è una famiglia spettrale in H limitata, on intervallo di variazione
[0, T ], ed X ∈ H.V. Tesko [28℄ ha ostruito e studiato l'integrale di Riemann-Stieltjes in H
RS
∫ T
0
A(t) dMt, (8.9)dove A(t) ∈ L(H), e la funzione integratrie Mt è una martingala astratta.Chiamiamo H-integrale stoastio tale integrale forte di Riemann-Stieltjes.L'integrale in (8.9) rientra nella denizione data nella sezione 6.1, onside-rando X = Y = H.Nota. Yu.M. Berezanski e N.W.Zhernakov [2℄ hanno ostruito, usandouna teoria spettrale di operatori normali ommutanti, un integrale di funzionia valori operatori rispetto ad una misura a valori projezioni. Questo integralespettrale di funzioni a valori operatori si presenta nella forma
B(t) =
∫ t
0
A(λ) dEλ, t ≥ 0,dove (A(λ))λ≥0 è una famiglia di operatori normali in L(H), ed (Eλ) è unafamiglia spettrale in H parzialmente ommutante on (A(λ)), nel seguentesenso: per ogni t ≥ 0, preso α boreliano in ]t,+∞[, A(t) ommuta on E(α),dove E(·) è la misura spettrale (denita in 8.5) assoiata alla famiglia (Eλ).Fissato M ∈ dom(B) ⊂ H, la formula
(
∫ T
0
A(λ) dEλ) · X = RS
∫ T
0
A(t) d(EλX). (8.10)88
può essere vista ome una denizione dell'H-integrale (8.9).Una ostruzione dell'H-integrale stoastio. Sia data una famigliaspettrale ontinua da destra e limitata (Et) in H, on intervallo di variazione
[0, T ]. Fissato X 6= 0 in H, per denire l'H-integrale stoastio (8.9) rispettoalla martingala astratta (Mt)t∈[0,T ], on Mt = EtX, si può partire dallalasse delle funzioni semplii a valori in L(H).Per ogni t ∈ [0, T ] poniamo:
HX(t) := span{(Et2 − Et1)X | ]t1, t2] ⊂ ]t, T ]} ⊂ H, (8.11)
LX(t) = L(HX(t) → H), (8.12)dove (8.12) è l'insieme degli operatori lineari in H, sia limitati he illimitati,he sono limitati su HX(t).La famiglia LX(t) è resente in t, poihé HX(s) ⊂ HX(t) quando t ≤ s.Poniamo la seguente norma su LX(t):
‖A‖LX(t) := sup
Y ∈HX(t),Y 6=0
‖AY ‖H
‖Y ‖HDenizione 8.8.2 Diiamo he A ∈ L(H) è parzialmente ommutante onla famiglia spettrale (Et) su [0, T ] se
AEtY = EtAY , Y ∈ HX(t).Denizione 8.8.3 Fissato t ∈ [0, T [ , un operatore lineare A in H è detto
LX(t)-misurabile se(i) A ∈ LX(t), e, per ogni s ∈ [t, T [, ‖A‖LX (t) = ‖A‖LX(s) ;(ii) A è parzialmente ommutante on (Et).In quanto segue, è onveniente hiamare LX(T )-misurabili tutti gli operatorilineari in H.RisultaProposizione 8.8.1 Se un operatore lineare A in H è LX(t)-misurabile perun t ∈ [0, T ], allora è LX(s)-misurabile per ogni s ∈ [t, T ].Denizione 8.8.4 Una famiglia (A(t))t∈[0,T ] di operatori lineari in H è det-ta H-proesso semplie LX-adattato se, per ogni t ∈ [0, T ], l'operatore lineare
A(t) è LX(t)-misurabile, ed esiste una suddivisione nita 0 = t0 < t1 <
. . . < tn = T di [0, T ] tale he
A(t) =
n∑
k=1
Ak−1 χ]tk−1,tk], t ∈ [0, T ]. (8.13)89
Denotiamo on SX l'insieme degli H-proessi semplii LX-adattati in [0, T ].Denizione 8.8.5 Sia A ∈ SX , rappresentato dalla (8.13). L' H-integralestoastio di A rispetto alla martingala astratta (Mt) è denito dalla
RS
∫ T
0
A(t) dMt :=
n∑
k=1
Ak−1(Mtk − Mtk−1). (8.14)Consideriamo ora l'appliazione
α ∈ B([0, T ]) 7→ µX(α) := 〈E(α)X,X〉H,dove E(α) è la misura (denita in 8.5) generata dalla famiglia spettrale (Et).Essendo E(α) una projezione in H, risulta 〈E(α)X,X〉H = ‖E(α)X‖2, e,per il teorema 7.8.1, la µX è una misura reale positiva.Sia A ∈ SX rappresentato dall'espressione (8.13). Risulta:
‖A(t)‖2LX (t) = ‖Ak−1‖
2
LX(tk−1)
per t ∈ [tk−1, tk[ e
L
∫ T
0
‖A(t)‖2LX (t) dµX(t) =
n∑
k=1
‖Ak−1‖2LX(tk−1) µX(]tk−1, tk]).Teorema 8.8.1 Siano A,B ∈ SX , ed a, b ∈ C. Allora
RS
∫ T
0
(aA(t) + bB(t)) dMt = a
RS
∫ T
0
A(t) dMt + b
RS
∫ T
0
B(t) dMt,e vale inoltre la seguente stima:
‖RS
∫ T
0
A(t) dMt‖2H ≤ L
∫ T
0
‖A(t)‖2LX (t) dµX(t). (8.15)La (8.15) i permette di estendere l'H-integrale stoastio a funzioni a valorioperatori non neessariamente semplii. Deniamo, per ogni A ∈ SX , laquasinorma
‖A‖SX := ( L
∫ T
0
‖A(t)‖2LX (t) dµX(t))
1
2 .Quozientiamo SX rispetto agli A ∈ SX , on ‖A‖SX = 0, e sia ŜX il suoompletamento.Denizione 8.8.6 (H-integrale stoastio) Una funzione a valori ope-ratori t ∈ [0, T ] 7→ A(t) ∈ L(H) è detta H − integrabile rispetto alla mar-tingala Mt = EtX se A ∈ ŜX . In tal aso esiste una suessione (An) in SXtale he
L
∫ T
0
‖A(t) − An(t)‖2LX (t) dµX(t) →n 0. (8.16)90
Chiamiamo H-integrale stoastio di A rispetto a Mt il limite
lim
n→∞
RS
∫ T
0
An(t) dMt,he esiste in H, e lo denotiamo on
RS
∫ T
0
A(t) dMt.
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Capitolo 9Integrali stoastii: unapproio spettrale9.1 Geometria dell'attesa ondizionataSia (Ω,F , P ) uno spazio di probabilità.Denizione 9.1.1 Una sotto-σ-algebra di F è una σ-algebra G di unità Ωinlusa in F .Denoto on Lp(Ω) , 1 ≤ p < ∞, lo spazio delle funzioni reali on modulo di
p-esima potenza P -sommabile su Ω.Denizione 9.1.2 Sia G una sotto-σ-algebra di F , e sia X ∈ L1(Ω), avalori in R.Una Y ∈ L1(Ω) è detta attesa ondizionata di X rispetto a G se Y è G-misurabile e ∫
G
Y dP =
∫
G
X dP per ogni G ∈ G.In questo aso, la Y è denotata on E[X|G].Qui di seguito forniso due semplii esempi.Valore atteso di una variabile aleatoria. Sia G = {∅,Ω}, ed
X ∈ L1(Ω). L'attesa ondizionata di X rispetto a G è la funzione ostante∫
Ω X dP , ossia E[X|G](ω) = E[X] per ogni ω ∈ Ω.Un operatore di attesa ondizionata. Sia (An) una suessione diinsiemi disgiunti in F , on ∪∞n=1An = Ω. Sia G la sotto-σ-algebra di tutte lepossibili unioni degli An. Data X ∈ L1(Ω), risulta:
E(X|G) =
∞∑
n=1
∫
An
X dP
P (An)
χAn , on 0/0 = 0.92
Il seguente teorema stabilise l'esistenza dell'attesa ondizionata su L1(Ω):Teorema 9.1.1 Sia G una sotto-σ-algebra di F .L'attesa ondizionata E[X|G] esiste per ogni X ∈ L1(Ω).Inoltre, per 1 ≤ p < ∞, se X ∈ Lp(Ω) risulta:
‖E[X|G]‖p ≤ ‖X‖pDimostrazione. Sia X ∈ L1(Ω). Deniamo la seguente misura on segnosu G:
λ(G) =
∫
G
X dP.La misura on segno λ è assolutamente ontinua rispetto a P su G, e quindi,per il teorema di Radon-Nikodým 1, esiste una funzione P -sommabile Y
G-misurabile tale he
λ(G) =
∫
G
Y dP per ogni G ∈ G,e una tale Y soddisfa alle proprietà dell'attesa ondizionata. L'esistenza èdunque dimostrata.Da questa ostruzione, si dedue immediatamente he E[E[X|G]|G] = E[X|G],ioè E[·|G] è una projezione, e il suo range oinide on le funzioni G-misurabili in L1(Ω). Inoltre, E[·|G] trasforma funzioni non negative in fun-zioni non negative, e le funzioni ostanti sono punti uniti per l'appliazione.Per ompletare la dimostrazione, resta da vedere he ‖E[X|G]‖p ≤ ‖X‖p,per X ∈ Lp(Ω).Presa φ(t) = |t|p, on t reale, e appliando la diseguaglianza di Jensen2, siottiene:
φ(E[X|G]) ≤ E[φ(X)|G] , ossia |E[X|G]|p ≤ E[|X|p|G],he porge:
∫
Ω
|E[X|G]|p dP ≤
∫
Ω
E[|X|p|G] dP =
∫
Ω
|X|p dP,essendo Ω ∈ G. Quindi l'operatore E[·|G] è una ontrazione. Questo risultato può essere esteso al aso in ui X sia una funzione P -sommabile a valori in uno spazio di Banah E, anhe in assenza di RNP.31v.N. Dunford e J.T. Shwartz [12℄, p. 176.2 Sia f : R → R onvessa (ioè f(λx+(1−λ)y) ≤ λf(x)+(1−λ)f(y) per ogni x, y ∈ R, λ ∈ [0, 1]), e sia XßL1(Ω) tale he E[f(X)] < ∞. Allora f(E(X|G)) ≤ E(f(X)|G).3v. J. Diestel and J.J. Uhl [11℄, pp. 122-123.93
Denizione 9.1.3 Sia X una variabile aleatoria reale su (Ω,F , P ). Chia-miamo σ-algebra generata da X, e la denotiamo on σ(X), la σ-algebragenerata dalla famiglia delle ontroimmagini mediante X dei boreliani di R.Proprietà dell'attesa ondizionata. Disendono immediatamentedalla denizione e dalla ostruzione dell'attesa ondizionata le seguenti pro-prietà.Data G sotto-σ-algebra di F , per ogni X, Y reali P -sommabili su Ω, ed a, bin R risulta:a) se X è G-misurabile, allora X = E[X|G];b) se σ(X) è indipendente da G, allora E[X] = E[X|G] ;) E[X|G] = E[E[X|G]|G] ;d) E[X] = E[E[X|G]] ;e) aE[X|G] + bE[Y |G] = E[aX + bY |G] ;f) se X ≤ Y P -q.o. , allora E[X|G] ≤ E[Y |G] .Dati X, Y ∈ L1(Ω) e G,H sotto-σ-algebre di F , valgono le seguentiulteriori proprietà:4g) se Y è G-misurabile e limitata, allora E[XY |G] = Y E[X|G] ;h) se H ⊂ G, allora E[E[X|G]|H] = E[X|H] .i) (B. Levi) Se (Xn) è una suessione monotona resente di fun-zioni in L1(Ω), onvergente P -q.o. a X, allora E[Xn|G] onvergea E[X|G] .j) (Convergenza dominata) Se (Xn) è una suessione di funzioniin L1(Ω), onvergente P -q.o. a X, ed esiste Y ∈ L1(Ω) tale he
|Xn| ≤ |Y | P -q.o., allora E[Xn|G] onverge a E[X|G] .k) (Fatou) Se (Xn) è una suessione di funzioni non negative in
L1(Ω), onvergente P -q.o. a X, ed esiste M > 0 tale he E[Xn|G] ≤
M per ogni n, allora X ∈ L1(Ω), e E[X|G] ≤ M .9.2 Proessi stoastii e martingaleDenizione 9.2.1 (Filtrazione) Sia (Ω,F , P ) uno spazio di probabilità, esia (T,≺) un insieme orientato di indii.Diiamo he la famiglia (Fτ )τ∈T di sotto-σ-algebre di F è una ltrazione su
F , se essa è un net non deresente lungo T rispetto all'inlusione, ossia
τ1 ≺ τ2 ⇒ Fτ1 ⊂ Fτ2 .4Per le dimostrazioni, vedi A. Pasui [24℄, pp: 57-58.94
Lo spazio (Ω,F , P ) munito di una ltrazione (Fτ )τ∈T è sovente denotatoon (Ω,F , P ; Fτ , τ ∈ T).Denizione 9.2.2 (Proesso stoastio adattato) Dato uno spazio diprobabilità on ltrazione (Ω,F , P ; Fτ , τ ∈ T), hiamiamo proesso stoa-stio un net di variabili aleatorie reali Xτ su Ω, dove τ orre su T, e lodenotiamo on (Xτ )τ∈T.Diiamo he il proesso (Xτ )τ∈T, Xτ ∈ Lp(Ω) (1 ≤ p < ∞), è adattato allaltrazione (Fτ )τ∈T se, per ogni τ ∈ T, Xτ è Fτ -misurabile.Per brevità, hiameremo un proesso stoastio adattato ad una data ltra-zione (Fτ )τ∈T anhe proesso Fτ -adattato.Esempio. Sia Ω = [0, 1] , F = B([0, 1]) , e P la misura di Lebesgue su
[0, 1].Per ogni t ∈ [0, 1], sia Ft = σ(B([0, t]), [t, 1]). La (Ft, t ∈ [0, 1]) è unaltrazione su B([0, 1]). Data f ∈ L1([0, 1]), la famiglia
ft(x) = f(x)χ[0,t](x)è un proesso stoastio adattato alla ltrazione (Ft).Denizione 9.2.3 (Martingala) Dato uno spazio di probabilità on ltra-zione (Ω,F , P ; Fτ , τ ∈ T), una martingala è un proesso stoastio (Xτ )τ∈T,
Xτ ∈ Lp(Ω) (1 ≤ p < ∞), adattato alla ltrazione (Fτ )τ∈T, e tale he,ssato ad arbitrio τ0 ∈ T, risulta
E[Xτ |Fτ0 ] = Xτ0 per ogni τ ≻ τ0.Il modo più semplie per ostruire una martingala in Lp(Ω) è il seguenteEsempio. Sia (Fτ , τ ∈ T) una ltrazione su F , e sia X ∈ Lp(Ω)(1 ≤ p < ∞).Allora (E[X|Fτ ])τ∈T è una martingala in Lp(Ω). Vedremo in seguito hetutte le martingale onvergenti in norma Lp su Ω sono di questo tipo.Esempio. Sia Ω = [0, 1] , F = B([0, 1]) , e P la misura di Lebesgue su
[0, 1].Data su Ω la ltrazione Ft = σ(B([0, t]), [t, 1]), la
Et = 0 per t < 0
Et = E[•|Ft] per 0 ≤ t ≤ 1
Et = I per t > 195
è una famiglia spettrale in L2(Ω).Fissato f ∈ L2(Ω), la (Et(f))t∈[0,1] è una martingala, esprimibile nellaseguente forma:
Et(f)(x) = f(x)χ[0,t](x) +
1
P ([t, 1])
∫
]t,1]
f(x)P (dx)χ]t,1](x) (0/0 = 0).Teoremi di onvergenza. È naturale hiedersi, data una martingala
(Xτ )τ∈T in Lp(Ω) (1 ≤ p < ∞), quali siano le ondizioni di onvergenza in
Lp-norma, e, se p = 1, quando (Xτ )τ∈T onverge q.o.Una semplie ma ruiale proprietà di una martingala in Lp(Ω) è la seguente:Proposizione 9.2.1 Sia (Xτ )τ∈T una martingala in Lp(Ω) (1 ≤ p < ∞).Se E ∈ ∪τFτ , allora esiste
lim
τ
∫
E
Xτ dP = F (E)Dimostrazione. Sia E ∈ ∪τFτ . Poihé (Fτ , τ ∈ T) è un net di sotto-σ-algebre di F monotono non deresente, esiste un τ1 ∈ T tale he E ∈ Fτper ogni τ ≻ τ1. Allora, per ogni τ ≻ τ1 risulta∫
E
Xτ dP =
∫
E
E[Xτ |Fτ1 ] dP =
∫
E
Xτ1 dP.Allora il net (∫
E
Xτ dP, τ ∈ T) è denitivamente ostante, e quindi onver-gente. Teorema 9.2.1 Sia 1 ≤ p < ∞. Una martingala (Xτ )τ∈T in Lp(Ω) onver-ge in norma Lp se e solo se esiste X ∈ Lp(Ω) tale he, per ogni E ∈ ∪τFτrisulta
lim
τ
∫
E
Xτ dP = F (E) =
∫
E
X dPDimostrazione. Supponiamo he Xτ tenda ad X in norma Lp. Pertanto,poihé l'integrale di una funzione in Lp(Ω) denise un funzionale linearelimitato sullo spazio Lp(Ω), si ha
F (E) = lim
τ
∫
E
Xτ dP =
∫
E
X dP per ogni E ∈ Fe quindi per ogni E ∈ ∪τFτ .Vieversa, supponiamo he esista un X ∈ Lp(Ω) tale he, per ogni E ∈ ∪τFτrisulti limτ ∫E Xτ dP = F (E) = ∫E X dP . Sia F∞ la σ-algebra generata da
∪τFτ . Poniamo X∞ = E[X|F∞]. Allora F (E) = ∫E X∞ dP per tutti gli
E ∈ ∪τFτ . Inoltre risulta E[X∞|Fτ ] = Xτ per ogni τ ∈ T.96
Resta da mostrare he limτ ‖Xτ −X∞‖p = 0. A questo punto, non è restrit-tivo supporre F∞ = F . In virtù del fatto he σ(∪τFτ ) = F , l'insieme dellefunzioni semplii della forma ∑nk=1 ckχEk è denso in Lp(Ω). Di onseguen-za, dato ε > 0, esiste una funzione semplie Φ = ∑nk=1 ckχEk , on ck ∈ R,
Ek ∈ ∪τFτ tale he ‖Φ − X∞‖p < ε2 .Poihé (Fτ , τ ∈ T) è un net monotono non deresente, esiste un indie τ0tale he Ek ∈ Fτ0 per ogni k = 1, . . . , n. Così, Φ è Fτ -misurabile per tutti i
τ ≻ τ0 e
E[Φ|Fτ ] = Φ per τ ≻ τ0.Per τ ≻ τ0 si ha
‖Xτ − X∞‖p ≤ ‖Xτ − Φ‖p + ‖Φ − X∞‖p =
= ‖E[X∞ − Φ|Fτ ]‖p + ‖Φ − X∞‖p ≤
≤ 2‖Φ − X∞‖p < ε
 Il teorema 9.2.1 ha la seguente espressione equivalenteTeorema 9.2.2 Sia 1 ≤ p < ∞. Una martingala (Xτ )τ∈T in Lp(Ω) on-verge in norma Lp se e solo se esiste X ∈ Lp(Ω) tale he E[X|Fτ ] = Xτ perogni τ ∈ T.Proposizione 9.2.2 Sia 1 ≤ p < ∞. Anhé la martingala (Xτ )τ∈T in
Lp(Ω) onverga in norma Lp ad X è neessario he le seguenti ondizionisiano soddisfatte:(i) supτ∈T ‖Xτ‖p < ∞(ii) F (E) = ∫
E
X dP deve essere P -ontinua, i.e. F (E) → 0 per
P (E) → 0.Teorema 9.2.3 (Convergenza in media) Sia 1 ≤ p < ∞, e sia (Xτ )τ∈Tuna martingala in Lp(Ω). Allora limτ Xτ esiste in norma Lp se e solo se( p = 1 ) supτ∈T ‖Xτ‖1 < ∞ e∫
E
‖Xτ‖ dP → 0 uniformemente per P (E) → 0, E ∈ Fτ ;( 1 < p < ∞ ) supτ∈T ‖Xτ‖p < ∞ .Questo teorema fondamentale è stato esteso da J.Diestel e J.J. Uhl [11℄ alaso in ui la martingala (Xτ ) sia una funzione a valori in uno spazio diBanah on la RNP. 97
9.3 Proessi stoastii a tempo ontinuoNella teoria lassia dei proessi stoastii, una ltrazione (Fτ )τ∈T su unospazio di probabilità (Ω,F , P ) ha il seguente signiato: τ è una variabiletemporale, ed Fτ è la famiglia di tutti gli eventi osservabili no al tempo τ .L'insieme di indii T è solitamente un sottoinsieme di numeri reali, orientatodalla relazione ≤.I più omuni esempi sono il tempo disreto: T = N, e il tempo ontinuo:
T = R+, ovvero T = [0, T ] per un T > 0 ssato.Le ltrazioni a tempo disreto (Ft)t∈N orrispondono alle ltrazioni (Ft)t≥0on Ft ostante per ogni t, [t] ≤ t < [t] + 1. Le ltrazioni (Ft)t∈[0,T ] orri-spondono alle ltrazioni (Ft)t≥0, ostanti su [T,+∞[.Non è quindi restrittivo supporre, per iasuno di questi asi, he sia T = R+.Data una ltrazione (Ft)t≥0, si pone
Ft−0 := σ(
⋃
s<t
Fs), per t > 0 , e Ft−0 = Ft per t = 0;
Ft+0 :=
⋂
s>t
Fs, per t ≥ 0Chiaramente, per ogni s < t, risulta Fs ⊂ Fs+0 ⊂ Ft−0 ⊂ Ft.Anhe le (Ft+0)t∈T e (Ft−0)t∈T sono ltrazioni su F .Denizione 9.3.1 Una ltrazione (Ft)t≥0 è detta ontinua da destra (risp.da sinistra) se Ft = Ft+0 (risp. Ft = Ft−0) per ogni t.Denizione 9.3.2 (Proesso misurabile) Il proesso stoastio (Xt)t≥0su (Ω,F , P ) è detto misurabile se la mappa
(t, ω) ∈ R+ × Ω 7→ Xt(ω) ∈ Rè misurabile su R+ × Ω, munito della σ-algebra prodotto B(R+) ⊗F .Ogni proesso stoastio X = (Xt)t≥0 genera una ltrazione. Sia infatti
Ft = σ(Xs : s ≤ t), ossia la più piola σ-algebra rispetto alla quale Xs èmisurabile per tutti gli s ≤ t. La (Ft)t∈[0,T ] osì denita è la ltrazione mi-nimale alla quale il proesso X è adattato, ed è hiamata ltrazione naturaleper X.Denizione 9.3.3 (Proesso progressivamente misurabile) Il proes-so stoastio (Xt)t≥0 su (Ω,F , P ) è detto progressivamente misurabile se, perogni t, la sua restrizione all'intervallo [0, t] è misurabile su [0, t]×Ω, munitodella σ-algebra prodotto a B([0, t]) ⊗F .98
Denizione 9.3.4 Un proesso stoastio (Xt)t≥0 è detto ontinuo da de-stra (risp. da sinistra) se per ogni ssato ω ∈ Ω, Xt(ω) = Xt+0(ω) (risp.
Xt(ω) = Xt−0(ω)), per ogni t ≥ 0.Teorema 9.3.1 Ogni proesso adattato ontinuo da destra, o da sinistra, èprogressivamente misurabile.Denizione 9.3.5 (Variazione p-esima) Sia X = (Xt)t≥0 un proessostoastio. Dato t > 0, diiamo he X è a variazione p-esima (1 ≤ p < ∞)limitata su [0, t] se, per ogni ω ∈ Ω, il net
V
(p)
t (X, P, ω) =
n∑
k=1
|Xτk (ω) − Xτk−1(ω)|p P = (0 = τ0 < τ1 < . . . < τn = t)onverge lungo l'insieme Dt delle partizioni dell'intervallo [0, t], orientatodalla ≺ denita in 1.2.Denotiamo tale limite, se esiste, on V (p)t (X)(ω).Dato un proesso stoastio X, la V (1)t (X)(ω) è detta variazione di X su
[0, t], e la V (2)t (X)(ω) variazione quadratia di X su [0, t], ed è sovente de-notata on 〈X(ω)〉t.Dato un proesso stoastioX = (Xt)t≥0 su (Ω,F , P ), la variazione V (1)(X)(ω)su [0, t] esiste se e solo se, per ogni ssato ω ∈ Ω, l'appliazone s ∈ [0, t] 7→
γω(s) = Xs(ω) è a variazione totale limitata su [0, t].9.4 Famiglie spettrali e martingale in L2(Ω)Sia (Ω,F , P ) uno spazio di probabilità, ed (Ft)t≥0 una ltrazione su F , on
F0 = {∅,Ω}, F∞ = F .L'appliazione
Et = E[•|Ft] per t ≥ 0 , Et = 0 per t < 0è una famiglia spettrale nello spazio di Hilbert L2(Ω,F , P ).Fissato M∞ ∈ L2(Ω), il proesso stoastio M = (Mt)t≥0
Mt = Et(M∞) ossia Mt = E[M∞|Ft] (9.1)è una Ft-martingala in L2(Ω) onvergente in norma L2 ad M∞. Vieversa,per il teorema 9.2.2, una martingala (Mt)t≥0 onverge per t → ∞ se esisteun M∞ ∈ L2(Ω) tale he valga 9.1. Per il teorema 9.2.3, anhé iò aada,è suiente he la M sia L2-limitata, ossia he supt≥0 E(|Mt|2) < ∞.Denotiamo lo spazio delle martingale L2-limitate on M2, e il sottospazio99
delle martingale ontinue L2-limitate on Mc2.Sullo spazio M2 si può denire la seguente norma:
‖M‖ = ‖M∞‖2 = (E[M2∞])
1
2 .Quozientando M2 rispetto ai proessi modiati5, lo spazio (M2, ‖·‖) è unospazio di Hilbert, ed Mc2 è un suo sottospazio hiuso.Per quanto visto nella sezione 8.2, una famiglia spettrale in uno spaziodi Hilbert H non è, in generale, a variazione limitata, nemmeno fortemente.Questa nozione si tradue, per le martingale in M2, nell'aermare he, ingenerale, esse non sono a variazione limitata.Per quanto invee riguarda la variazione quadratia, possiamo enuniarel'analogo del teorema 8.2.2:Teorema 9.4.1 Sia (Ω,F , P ) uno spazio di probabilità, ed (Ft)t≥0 una l-trazione su F ,(F0 = {∅,Ω}, F∞ = F).Ogni Ft-martingala M = (Mt)t≥0 in M2 è a variazione quadratia limitatasu tutto R+. In partiolare, per ogni ω ∈ Ω, e per ogni t > 0, esiste nito
〈M(ω)〉t.Sia ora T > 0 ssato, (Ft)t∈[0,T ] una ltrazione su F , on F0 = {∅,Ω},
FT = F .A questa ltrazione orrisponde la (Ft)t≥0, on F0 = {∅,Ω} e Ft = F per
t ≥ T .L'appliazione
Et = E[•|Ft] per t ≥ 0 , Et = 0 per t < 0è una famiglia spettrale limitata nello spazio di Hilbert L2(Ω,F , P ), nel sensovisto nella sezione 8.1. Si ha dunque:
Et = 0 per t < 0
Et = E[•|Ft] per 0 ≤ t ≤ T
Et = I per t > T.Fissato M∞ ∈ L2(Ω), il proesso stoastio M = (Mt)t≥0
Mt = Et(M∞) ossia Mt = E[M∞|Ft] (9.2)è una Ft-martingala in L2(Ω) denitivamente ostante per t → +∞, e quin-di onvergente in norma L2 a I(M∞) = M∞. La M è L2-limitata: infatti5 Dati due proessi X = (Xt)t≥0 ed Y = (Yt)t≥0 su (Ω,F , P ), si die he X ed Y sonouno la modia dell'altro se P ({ω ∈ Ω : Xt(ω) = Yt(ω)}) = 1 per ogni t ≥ 0.100
‖M‖ = ‖M∞‖2 = (E[M2∞])
1
2 < ∞, essendo M∞ ∈ L2(Ω). Vieversa, da-ta una Ft-martingala (Mt)t∈[0,T ] in L2(Ω), esiste M∞ ∈ L2(Ω), tale he
E[M∞|Ft] = Mt per ogni t ∈ [0, T ]. Denotiamo lo spazio delle martingale
(Mt)t∈[0,T ] in L2(Ω) on MT2 .Sullo spazio MT2 si può denire la seguente norma:
‖M‖T := (E[M2T ])
1
2 = ‖MT ‖2.Quozientando (MT2 , ‖ · ‖T ) rispetto ai proessi modiati su [0, T ], esso èovviamente un sottospazio di (M2, ‖ · ‖).Una notevole proprietà delle martingale in L2(Ω) è l'ortogonalità degliinrementi:Proposizione 9.4.1 Sia (Ω,F , P ) uno spazio di probabilità, ed (Ft)t≥0 unaltrazione su F . Se M è una Ft-martingala in L2(Ω), ed Y è una variabilealeatoria in L2(Ω) Fs-misurabile, allora
E[Y (Mt − Ms)] = 0 per t ≥ s.Dimostrazione. Per la diseguaglianza di Cauhy-Shwarz
E[Y (Mt − Ms)] < ∞,e quindi
E[Y (Mt − Ms)] = E[E[Y (Mt − Ms)|Fs]] = E[Y E[(Mt − Ms)|Fs]] = 0.
 Un esempio tipio è Y = Ms, e si ottiene E[Ms(Mt − Ms)] = 0. Unaomune appliazione è la seguente:
E[(Mt − Ms)2|Fs] = E[M2t |Fs] − 2MsE[Mt|Fs] + M2s =
= E[M2t − M2s |Fs] = E[M2t |Fs] − M2s .Denizione 9.4.1 (Martingala normale) Sia (Ω,F , P ) uno spazio di pro-babilità on ltrazione (Ft, t ≥ 0).Diiamo he la Ft-martingala (Nt)t≥0 in L2(Ω) è una martingala normalese (N2t − t)t≥0 è una Ft-martingala.Proposizione 9.4.2 Siano (Ω,F , P ) uno spazio di probabilità on ltrazio-ne (Ft, t ≥ 0), e (Nt)t≥0, Ft-martingala in L2(Ω).Le seguenti aermazioni sono equivalenti:(a) (Nt)t∈[0,T ] è una Ft-martingala normale ;101
(b) per ogni s, t ∈ [0, T ], on s < t, E[(Nt − Ns)2|Fs] = t − s .Una delle più note martingale normali è il moto Browniano, o proessodi Wiener, he appartiene alle più importanti lassi di proessi stoastii: èinfatti una martingala ontinua, un proesso Gaussiano, ed è anhe un pro-esso di Lévy, ossia un proesso stoastio àdlàg6 on inrementi stazionariindipendenti7. Più preisamente:Denizione 9.4.2 (Moto Browniano) Sia (Ω,F , P ) uno spazio di proba-bilità, on ltrazione (Ft, t ≥ 0).Un moto Browniano reale è un proesso stoastio (Wt)t≥0 adattato allaltrazione (Ft), on le proprietà:(i) W0 = 0 q.s.;(ii) se 0 ≤ s < t, allora Wt − Ws ha distribuzione normale gaussiana
N0,t−s (Nµ,σ2 = 1(2πσ2)1/2 e−(x−µ)22σ2 );(iii) se 0 ≤ u ≤ s < t, allora le variabili aleatorie Wt −Ws e Wu sonotra loro indipendenti;(iv) W è un proesso ontinuo da destra e da sinistra;Il moto Browniano è una Ft-martingala. Infatti per ogni t ≥ 0, h > 0 risulta:
E[Wt+h|Ft] = E[Wt+h − Wt|Ft] + E[Wt|Ft] = 0 + Wt = Wt,perhé Wt è indipendente da Ft = σ(Ws, s ≤ t), e Wt è Ft-misurabile.Anhe il proesso (W 2t − t) è una Ft-martingala. Basta mostrare he
E[W 2t+h − W 2t |Ft] = h.Srivendo W 2t+h−W 2t nella forma equivalente (Wt+h−Wt)2+2Wt(Wt+h−Wt),ed essendo (Wt+h − Wt)2 indipendente da Ft, ed Wt Ft-misurabile, si ha:
E[W 2t+h − W 2t |Ft] = E[Wt+h − Wt]2 + 0 = h.È osì mostrato he il moto Browniano W è una martingala normale. Risultainoltre:
E[Wt] = 0, e E[W 2t ] = t per ogni tSi ha quindi
‖W‖t = E[W 2t ] = t per ogni ssato t > 0.6Dal franese: ontinue à droite, limitée à gauhe (ontinuo da destra, limitato dasinistra).7Il proesso (Xt) ha inrementi stazionari indipendenti se, presi ad arbitrio s, t, h > 0,
Xt+h − Xt ha la stessa distribuzione di Xs+h − Xs.102
Teorema 9.4.2 (Lévy) Sia (Ω,F , P ) uno spazio di probabilità on ltra-zione (Ft)t≥0.Una Ft-martingala normale N = (Nt)t≥0 he sia ontinua da destra e dasinistra, e tale he N0 q.s.= 0 è un moto Browniano.Nota. Partendo da un moto Browniano W = (Wt)t≥0 , Wiener haostruito una misura sullo spazio delle funzioni reali ontinue su R+, on-entrata sulle funzioni γω(t) = Wt(ω), he, per ω quasi ovunque in Ω, suogni intervallo [0, t] sono ammini non rettiabili, e non dierenziabili inalun punto. D'altra parte, a livello marosopio, il moto Browniano hadelle sorprendenti proprietà di regolarità. Per esempio, data una funzione fin Cb(R), per ogni t > 0, la funzione x ∈ R 7→ ft(x) = E[f(x + Wt)] è dilasse C∞ su tutto R ! Di più, la f(t, x) = ft(x) è la soluzione della elebreequazione del alore
∂u
∂t
= C
∂2u
∂x2
,on ondizione iniziale u(0, x) = f(x).9.5 L'integrale spettrale forte di una funzione sa-lare ome generalizzazione dell'integrale stoa-stio di Paley-WienerUn integrale stoastio, dove la funzione integranda u(t) è un proesso deter-ministio (funzione salare), e la funzione integratrie è un moto Browniano
W, è stato introdotto da Paley, Wiener e Zygmund nel modo seguente.Sia u ∈ C10([0, 1]), ossia u ∈ C1([0, 1]), on u(0) = u(1) = 0. Dato
W = (Wt) moto browniano reale, l'integrale di Paley-Wiener di u rispetto a
W è
Y =
∫ 1
0
u(t) dWt = −R
∫ 1
0
u
′
(t)Wtdt.Si può osservare ome Y sia un integrale di Riemann-Stieltjes denito attra-verso un integrale di Riemann.L'integrale Y è una variabile aleatoria in L2(Ω), on valore atteso nullo(E[Y ] = 0), e varianza pari al quadrato della norma L2 della u (V ar[Y ] =
E[Y 2]− (E[Y ])2 = ‖u‖22). Quest'ultima uguaglianza mostra un'isometria tralo spazio C10([0, 1]), normato on norma L2, e di elemento generio u, e lospazio L2(Ω), ui l'integrale appunto appartiene.103
Essendo C10([0, 1]) L2-denso in L2([0, 1]), data f ∈ L2([0, 1]), esiste unasuessione (un) tale he un L2→ f . Dato quindi ε > 0, per n, m ≥ Nabbastanza grande, è ‖un − um‖2 < ε.Inoltre, la suessione delle variabili aleatorie Yn = ∫ 10 un(t) dWt è di Cauhyin L2(Ω). Infatti:
‖Yn − Ym‖22 = E[(
∫ 1
0
un(t) dWt −
∫ 1
0
um(t) dWt)
2] =
= E[(
∫ 1
0
(un − um)(t) dWt)2] = ‖un − um‖22 < ε2,Per la ompletezza di L2(Ω), la suessione (Yn) è onvergente. Resta quindidenito l'integrale di f rispetto a W ome limite delle Yn:∫ 1
0
f(t) dWt = lim
n→∞
∫ 1
0
un(t) dWt.Anhe qui si può osservare ome un integrale di Lebesgue-Stieltjes sia statodenito ome limite di integrali di Riemann-Stieltjes.In virtù del Teorema di estensione degli operatori8, l'appliazione f ∈ L2([0, 1]) 7→∫ 1
0 f(t) dWt ∈ L2(Ω) è un'isometria di L2([0, 1]) in L2(Ω).Vogliamo ora mostrare he l'integrale stoastio di Paley-Wiener del pro-esso deterministio u(t) rispetto al moto Browniano W è l'integrale spet-trale della funzione salare u rispetto ad un'opportuna famiglia spettrale Etin L2(Ω), appliato in un dato punto.Riordiamo he, dato un moto Browniano reale W = (Wt)t≥0, e ssato
T > 0, la restrizione di W all'intervallo [0, T ], ossia il proesso stoastio
Ŵt = Wt per 0 ≤ t < T , Ŵt = WT per t ≥ T , è una martingala in M2,denitivamente ostante, e onvergente a WT ∈ L2(Ω). Per quanto vistonella sezione 9.4 , la
Et = E[•|F̂t] per t ≥ 0, Et = 0 per t < 0, (9.3)on (F̂t)t≥0 ltrazione naturale per Ŵ, è una famiglia spettrale limitata su
[0, T ], e risulta
Et(WT ) = Ŵt = Wt per ogni 0 ≤ t ≤ T.Consideriamo l'integrale di Riemann-Stieltjes spettrale, introdotto nella se-zione 8.2
RS
∫ b
a
u(t) dEt8Sia L un sottospazio lineare denso in (E, ‖ · ‖), e sia T un operatore lineare da Lallo spazio di Banah (Y, ‖‖Y tale he ‖Tx‖Y ≤ C‖x‖ per un C > 0. Allora esiste ununio operatore lineare ontinuo T̂ da E ad Y , tale he T̂ x = Tx per ogni x ∈ L, e
‖T̂ x‖Y ≤ C‖x‖. 104
dove u è una funzione salare, ed (Et) è una famiglia spettrale in uno spaziodi Hilbert omplesso H. La formula di integrazione per parti dell'integraledi Riemann-Stieltjes lassio9, è valida anhe per l'integrale spettrale, e sidimostra allo stesso modo. Quindi, se la funzione salare u(t) è integrabilerispetto ad (Et) su [a, b], risulta:
RS
∫ b
a
u(t) dEt +
RS
∫ b
a
Et du(t) = u(b)Eb − u(a)Ea,dove on RS∫ b
a
Et du(t) si intende il limite del net ∑nk=1(u(tk)−u(tk−1))Eξklungo l'insieme orientato (P,≺) delle partizioni marate di [a, b].Siano ora a = 0, b = 1, H = L2(Ω), u ∈ C10([0, 1]), Ŵ = (Wt)t∈[0,1] motoBrowniano ristretto all'intervallo [0, 1], ed Et ome in (9.3). Essendo, peril teorema 8.2.3, ogni funzione salare ontinua Riemann-Stieltjes integra-bile rispetto ad ogni famiglia spettrale limitata, e appliando la formula diintegrazione per parti, si ha:
[ RS
∫ 1
0
u(t) dEt)] · W1 = (u(1)E1 − u(0)E0) · W1 − [ RS
∫ 1
0
Et du(t)] · W1 =
= −[ RS
∫ 1
0
Et du(t)] · W1 = −RS
∫ 1
0
Et(W1) du(t) = −RS
∫ 1
0
Wt du(t) =
= −R
∫ 1
0
u
′
(t)Wtdt.Quindi l'integrale stoastio di Paley-Wiener su [0, 1] di un proesso determi-nistio u rispetto ad un moto Browniano (Wt)t∈[0,1] è l'integrale di Riemann-Stieltjes spettrale di u rispetto alla famiglia spettrale (Et) assoiata a (Wt),alolato in W1.9.6 L'integrale stoastio di ItNel seguito W = (Wt)t≥0 è un moto browniano reale su uno spazio di pro-babilità ompleto (Ω,F , P ), on (Ft)t≥0 ltrazione naturale per W.K. It ha denito un integrale stoastio he estende quello di Paley-Wiener,dove le funzioni integrande sono proessi stoastii X = (Xt)t∈[0,T ] in L2(Ω)on le seguenti proprietà:(i) X è progressivamente misurabile rispetto alla ltrazione (Ft)t∈[0,T ](ii) ∫ T0 E[X2t ] dt esiste nito .9v. sezione 1.5. 105
Denotiamo il loro insieme on L2(Ω,FT ), he, on la norma indotta da
L2([0, T ] × Ω),10 è un suo sottospazio hiuso, e quindi esso stesso è unospazio di Hilbert.In analogia on la ostruzione dell'integrale di Paley-Wiener, si denise l'in-tegrale di It per una opportuna lasse di funzioni densa in L2(Ω,FT ), e poisi estende a tutto lo spazio on un passaggio al limite.Consideriamo il sottospazio lineare di L2(Ω,FT ) dei proessi semplii
Xt(ω) =
m∑
j=1
[Xtj−1(ω)χ[tj−1,tj [ (t)] + XT (ω)χ{T}dove 0 = t0 < t1 < . . . < tn = T , e Xtj ∈ L2(Ω,Ftj , P ), e lo denotiamo on
L
2
S(Ω,FT )L'integrale di It del proesso semplie X rispetto a W è denito dalla
∫ T
0
Xt dWt =
m∑
j=1
Xtj−1(Wtj − Wtj−1)L'insieme L2S(Ω,FT ) è L2-denso in L2(Ω,FT ), e si pone
∫ T
0
Xt dWt = lim
n→∞
∫ T
0
Φn,t dWt,dove (Φn,t) è una suessione di proessi semplii L2-onvergente ad X.Una denizione equivalente. Sull'intervallo [0, T ], sia data la su-essione di partizioni (Pn)n∈N = {0 = t0,n < t1,n < . . . < tn,n = T} , on
tk,n =
k
n
T .Dato X = (Xt)t∈[0,T ] in L2(Ω,FT ), il limite in norma L2 della suessionedelle somme di Riemann-Stieltjes, on marature ξ(n) = (ξ(n)k )k=1,...,n, on
ξ
(n)
k = tk−1,n, ossia
RS(Pn) =
n∑
k=1
Xtk−1,n(Wtk,n − Wtkn−1 ),è detto integrale di It di X rispetto a W.Qui di seguito sintetizziamo le prinipali proprietà dell'integrale di It11.10L2([0, T ] × Ω) := L2([0, T ] × Ω,B[0, T ] × F , dt ⊗ P ), dove dt è la misura di Lebesguesu B([0, T ]).11Trattazioni più estese dell'integrale di It si trovano in A. Pasui [24℄ pp. 199-219 ,e in A. Bobrowski [4℄ pp. 139-146 . 106
L'integrale di It ome martingala. Sia X = (Xs)s≥0 un proessostoastio tale he, per ogni t > 0, la restrizione di X a [0, t] sia in L2(Ω,Ft).Il proesso stoastio (Yt)t≥0 ,
Yt =
∫ t
0
Xs dWsè una martingala ontinua.L'isometria di It. L'appliazione
X 7→
∫ T
0
Xt dWtè un'isometria dallo spazio L2S(Ω,FT ) ad L2(Ω), essendo
‖
∫ T
0
Xt dWt‖L2(Ω) = ‖X‖L2(Ω).In virtù del Teorema di estensione degli operatori, l'integrale di It è un'iso-metria lineare da tutto L2(Ω,FT ) a L2(Ω).Estensioni dell'integrale di It. Vi sono diversi modi di generaliz-zare la nozione di integrale di It. Per le integrande, si possono indebolirele ondizioni di misurabilità ed integrabilità, e ottenere limiti di integrali diproessi semplii in probabilità, e non in L2. Per quanto riguarda inveel'integratrie, si possono onsiderare proessi diversi dai moti Browniani. Lepiù note estensioni sono relative ad integratrii he sono martingale normali,o martingale loali ontinue.9.7 L'H-integrale stoastio spettrale ome genera-lizzazione dell'integrale di ItIn 8.8 abbiamo introdotto l'integrale spettrale di Riemann-Stieltjes
RS
∫ T
0
A(t) dMtdove la funzione integratrie t ∈ [0, T ] 7→ Mt = EtM (Et famiglia spettraleontinua da destra e limitata su [0, T ]) è una martingala astratta in uno spa-zio di HilbertH, ed (A(t))t∈[0,T ] è una famiglia di operatori lineari ontinui in
ŜM , ompletamento dello spazio SM degli H-proessi semplii LM -adattatiin [0, T ].V. Tesko [28℄ ha mostrato he tale integrale generalizza l'integrale stoastiodi It di proessi in L2(Ω,FT ) rispetto a funzioni integratrii he sono mar-tingale normali. 107
Più preisamente, ora H è L2(Ω,F , P ), on (Ω,F , P ) P -ompleto, munitodi una ltrazione (Ft)t∈[0,T ] ontinua da destra, on F0 = {∅,Ω}, FT = F , e
(Nt)t∈[0,T ] è una Ft-martingala normale. Non è restrittivo supporre N0 = 0.Segue, dalle proprietà delle martingale he
Nt = E[NT |Ft].Abbiamo visto he E[•|Ft] è un projettore ortogonale nello spazio L2(Ω,F , P )sul suo sottospazio L2(Ω,Ft, P ) , e he, inoltre la orrispondente funzione avalori projezioni
Et = 0 per t < 0
Et = E[•|Ft] per 0 ≤ t ≤ T
Et = I per t > T.è una famiglia spettrale in L2(Ω).Così, la martingala normale (Nt)t∈[0,T ] può essere interpretata ome unamartingala astratta, ioè:
t ∈ [0, T ] 7→ Nt = E[NT |Ft] = EtNT ∈ H.Nello spazio L2(Ω,F , P ) si può quindi onstruire l'H-integrale stoastio diRiemann-Stieltjes rispetto alla martingala normale (Nt)t∈[0,T ].Sia X = (Xt)t∈[0,T ] un proesso Ft-adattato in L2(Ω,FT ). Consideriamo lafunzione AX, denita su [0, T ], a valori operatori di moltipliazione in L2(Ω)
t ∈ [0, T ] 7→ AX(t), AX(t) : G ∈ L2(Ω) 7→ XtG ∈ L2(Ω). (9.4)Tale funzione assumerà il ruolo dell'integranda A(t) nell'H-integrazione ri-spetto alla martingala astratta Nt = EtNT .In 8.8 abbiamo introdotto una misura reale positiva assoiata alla mar-tingala astratta EtM :
α ∈ B([0, T ]) 7→ µM (α) = 〈E(α)M,M〉H = ‖E(α)M‖2dove E(α) è la misura (denita in 8.5) generata dalla famiglia spettrale (Et).In questo ontesto, la orrispondente µNT è la misura di Lebesgue su B([0, T ]).Si ha infatti, per α = [0, t] ⊂ [0, T ] :
µNT ([0, t]) = ‖E([0, t])NT ‖22 = ‖(Et+0 − E0−0)NT ‖22 = ‖Nt‖22 = E[N2t ] = t.Per quanto riguarda invee la famiglia resente LM = (LM (t)) di operatorilineari in H, limitati da HM (t) ad H, dove HM (t) è lo span dell'insieme
{(Es2 − Es1)M : ]s1, s2] ⊂ ]t, T ]}, risulta he la LM(t)-misurabilità in H èequivalente alla lassia Ft-misurabilità in L2(Ω). Più preisamente, vale ilseguente 108
Lemma 9.7.1 Sia 0 ≤ t < T . Per un dato X ∈ L2(Ω), l'operatore AX dimoltipliazione per la funzione X in L2(Ω) è LNT (t)-misurabile se e solo sela X è Ft-misurabile. Inoltre, se X ∈ L2(Ω) è Ft-misurabile, risulta
‖AX‖LNT (t) = ‖AX‖LNT (s) = ‖X‖2, t ≤ s < T (9.5)Dimostrazione. Sia X ∈ L2(Ω) Ft-misurabile. Mostriamo he l'operatore
AX è LNT (t)-misurabile.Tenendo onto he X è Ft-misurabile, he (Nt) è una martingala normale, ehe la σ-algebra F0 è triviale, per ogni intervallo ]s1, s2] ⊂]t, T ], risulta
‖AX(Ns2 − Ns1)‖22 = ‖X(Ns2 − Ns1)‖22 = E[X2(Ns2 − Ns1)2] =
= E[X2(Ns2 − Ns1)2|F0] = E[X2E[(Ns2 − Ns1)2|Fs1 ]|F0] =
= E[X2E[(Ns2 − Ns1)2|Fs1 ]] = E[X2](s2 − s1) = E[X2]E[(Ns2 − Ns1)2] =
= ‖X‖22‖Ns2 − Ns1‖22.In modo analogo si può mostrare he
‖AXG‖22 = ‖X‖22‖G‖22, G ∈ HNT (t) = span{Ns2 − Ns1| ]s1, s2] ⊂]t, T ]}.Quindi AX ∈ LNT (t), e inoltre vale la (9.5).Mostriamo ora he AX è parzialmente ommutante on E, ioè he
AXEsG = EsAXG, G ∈ HNT (t), s ∈ [t, T ].Poihé X ∈ L2(Ω) è Ft-misurabile, ed FG ∈ L2(Ω), allora, per ogni s ∈ [t, T ],ed ogni G ∈ HNT (t), si ha
AXEsG = XEsG = XE[G|Fs] = E[XG|Fs] = EsAXG.È osì provata la prima parte del lemma. Mostriamo adesso he, se perun dato X ∈ L2(Ω), l'operatore AX è LNT (t)-misurabile, allora X è Ft-misurabile.Giahé AX è un operatore LNT (t)-misurabile, per ogni s ∈ [t, T ]
AXEsG = EsAXG, G ∈ HNT (t),o, equivalentemente,
AXE[G|Fs] = E[AXG|Fs], G ∈ HNT (t). (9.6)Sia s ∈ ]t, T ], e ]s1, s2] ⊂ ]t, s]. Poniamo
G := Ns2 − Ns1 ∈ HNT (t).Evidentemente, G è Fs-misurabile, e
AXE[G|Fs] = AXG = XG, E[AXG|Fs] = E[XG|Fs] = GE[X|Fs].109
Usando la (9.6), otteniamo
XG = GE[X|Fs].Si ha dunque
X = E[X|Fs], s ∈ ]t, T ].Poihé, per ipotesi, famiglia spettrale s ∈ [0, T ] 7→ Es = E[•|Fs] ∈ L(H)è ontinua da destra, l'ultima eguaglianza vale per s = t, e quindi X è Ft-misurabile. Come semplie onseguenza del Lemma 9.7.1, si ottiene nalmente:Teorema 9.7.1 (V. Tesko) Sia X = (Xt)t∈[0,T ] un proesso stoastio in
L2(Ω), misurabile. La famiglia (AX(t))t∈[0,T ] di operatori di moltipliazionedata dalla (9.4) è H-integrabile rispetto alla martingala normale N se e so-lo se X ∈ L2(Ω,FT ). In tal aso, l'H-integrale stoastio di (AX(t))t∈[0,T ]rispetto alla martingala astratta N = (EtNT )t∈[0,T ] oinide on l'integralestoastio di It di X rispetto ad N, ossia
RS
∫ T
0
AX(t) d(EtNT ) =
∫ T
0
Xt dNt.
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