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Abstract-We consider the problem of computing the steady state for a class of differential 
equations where either the dynamic, (d/da -t a/at)u(a, t) or the boundary state ~(0, 1) depends on 
the global state u(., 1). A fixed point technique for establishing the existence of steady state 
solutions can be adapted naturally for use as an iterative method of computing these solutions. 
In some cases of current interest, the method is efficient and practical. In some other cases, where 
better methods are available, the conditions which are sufficient o guarantee convergence of our 
method have interesting interpretation which provides insight into the nature of stability in the 
differential equation. 
In the analysis of a system of ordinary differential equations, dx/dt =f(x) for x E R”, one 
of the first steps is to look for equilibrium solutions, which are characterized by dx/dt = 0 
and found by solvingf(x) = 0. This is usually relatively easy. A more difficult problem is 
to find the steady state for a system of evolution, e.g. au/at = @u/ax2 +f(u), which is 
again characterized by au/at = 0, but is frequently found in this circumstance by solving 
a two point boundary value problem. In the problems to be discussed here u = u(a, t) has 
dynamics with either the rate &(a, t)/aa + &(a, t)/& or the “boundary” state ~(0, r) 
dependent on the global state u(., t) at time t. One might expect this global dependence 
to make more difficult the finding of a steady state (au/at = 0). It is our purpose to show 
that for cases of current interest, the contrary is true. In fact, it is quite easy. Easily 
implemented iterative methods will be shown to converge under general conditions which, 
in turn, shed an interesting light on the interpretation of the models. 
The specific systems of interest here include a model of dispersal in a patchy 
environment, a model of malaria, and a population model. The model of dispersal, due 
to Levin, Hastings and Cohen[7], is 
s I Du =f(u) - 6u + a6 u(a, t) da 0 
u(O,t)=uO20 (t20) 
u(u,0)=~(u)20 (OIU 5 1) 
where 
D=$+$. 
The malaria model of Dietz[l] is 
s cc Du = - ut‘ -t k(u)w(a, t) da 0 
Dv =cw -P(u -u,,) 
D~~=yue-“-& 
(u(0, 2). c(0, t), M’(0, t)) = (UO, co, wO) 
(u(a 0). v(a, O), 4a, 0)) = (#(a), $(a), 5(a)). 
(1) 
(2) 
The McKendrick model for population dynamics as analyzed by Gurtin and MacCamy [5] 
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takes the form 
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Dp = - i.(a, P)p 
s 
x 
P = P(f) = p(a, t) da 
0 
p(O,t)= B(t)= 
s 
xP(a, P)p(a, t)da 
0 
p(a, 0) = $(a) 2 0. 
(3) 
Our methods also readily apply to more general models (see Ref. [4]) of the form with 
u EjW”, 
Du = F(a, t, u, u(., t)) 
u(0, t) = u” (4) 
u(a, 0) = @(a). 
These models may be briefly explained as follows. 
For the Levin, Cohen, Hastings model[7] we consider an environment as a mosaic of 
patches. Suppose that each patch develops through a succession of states until it is reset 
to some common initial state, at which point procession through the sequence of states 
begins again. We will assume that the stage of development of a patch in this succession 
can be identified for all purposes germaine to the model solely by the time ellapsed since 
its most recent resetting to initial state. This ellapsed time serves as a patch age and is 
denoted by a. Units of time are chosen so that the resetting to initial state occurs when 
a = 1. We further develop the role of patch age by assuming that all measurements relevant 
to the model depend only on the age a of patch and time t of measurement. This allows 
replacement of spatial variables by age. 
Now let u denote the population of an annual plant with no dormancy. We ignore the 
plant age since under the assumptions above it does not affect the dynamics. The units 
of plant population size should reflect reproductivity potential, for example, some measure 
of seed equivalents. Then u = u(a, t) is the population density at time t, taken over patches 
of age a. 
In isolation, that is, without taking into account the effect of dispersal, the dynamic of 
u(a, t) is assumed to obey a local growth law of the form 
Suppose further that the proportion 6 of every local population disperses uniformly and 
instantaneously over the spatial environment. For dispersed population there is a constant 
probability G( of successful establishment in a new site. Hence the local growth laws must 
be modified to account for loss and gain due to dispersal to take on the form 
au au s I aa + -5; =f(u(a, t)) - 6u(a, t) + a &(a, t) da. 0 
The dynamics must be initialized by given population density u(a, 0) at t = 0. We also 
need a condition which links ~(0, t) at a = 0 to the resetting to initial state in the patch 
cycle at a = I. Frequently this is done with the boundary condjtion ~(0, t) = 0, reflecting 
a crash of population which accompanies the resetting to inittal state in the patch cycle. 
The basic paradigm for the Dietz malaria model uses u(a, t) as the average density of 
trophozoites taken over host age a at time t; v(a, t) is the trophozoite death rate, or 
equivalently the average immunity level in a host of age a; and w(a. t) is the gametocyte 
density in a host of age a at time t. After surviving a time T within the host trophozoites, 
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produce gametocytes which die at a constant rate 6. The immunity level u increases in 
response to the level of threat U, but in absence of threat decays to an equilibrium level 
co. The trophozoite level u is decreased according to its death rate v, and is increased by 
innoculation. This innoculation is done by the mosquito population, which acts as a 
mechanism for sampling the gametocytes in the host population. Hence we have the 
integral for a sampling average. Notice, however, that it is the trophozoite form which is 
innoculated into the host. For a complete development of this model, the reader may 
consult the third section of [l] and [2] (where trophozoites are incorrectly called 
sporozoites). 
In the McKendrick model p(a, t) in the population age density at time t. A very nice 
feature of this model is the allowed sensitivity of the birth and death rates, /I and 1, to both 
age and total population, P(t). The paper of Gurtin and MacCamy[5] on the analysis of 
this model is to be recommended. 
COMPUTING THE STEADY STATE 
Our basic idea for computing the steady state when the time dynamics are globally 
age-dependent is to find a parameter which represents the global state. An initial choice 
of the parameter is made, in correspondence with an initial guess of the steady state (or 
more correctly, corresponding to a class of initial guesses). Then an iteration scheme on 
the value of the parameter is carried out. Each iteration involves the straight-forward 
solution of an initial value problem. Convergence of parameter iteration is shown to 
guarantee convergence of the corresponding initial value problem solutions to a solution 
of the steady state problem. Conditions for convergence of the parameter iteration are of 
course dependent on the specific form of the model. 
First we consider the “seed model” (1). The steady state problem has the form 
du 
s 
I 
da -F(u) = k u(a) da 
0 
u(0) = u” (5) 
where F(u) =f(u) - 6~ and k = cd. The integral, as the total population, is a natural 
parameter to represent he global state. In fact, if we consider the parameterized family 
of initial value problems 
du 
da =F(u)+kc 
u(0) = u” (6) 
then the unique solution ~(a; c) of (6) is a solution of (5) if and only if c = sd ~(a; c) da. 
This suggests iteration to a fixed point for the map 
s I G(c) = u(a; c)du (c 2 0). 0 
Explicitly, let co be an arbitrary strictly positive initial choice of c. Recursively for 
n=l,2,3.... let u,(u) solve the initial value problem 
du 
_2 =F(u,)+kc,_, 
da 
u,(O) = u” 
and then set c, = Jd u,(a) da. 
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THEOREM 
The above sequence {u,} converges uniformly to a steady state solution of (5) provided 
F”(u) exists and is negative, and F’(u) c - k for sufficiently large u (equivalentlyf’(u) < 0 
everywhere with f(u) < 6(1 - a) at some u). The steady state is nontrivial (nonzero) if 
u” > 0. In the case of u” = 0, in addition to the trivial steady state u = 0, there is a nontrivial 
steady stam if and only if 
F’(O) - qeFYo) - (1 + F’(O))] > l/k. (7) 
In every case a nontrivial solution is unique. The sequence { un} converges to the nontrivial 
solution whenever it exists. In the absence of a nontrivial solution, it converges to the trivial 
solution, 2.4 = 0. 
Proof. In [3] we established that the function G(c) defined above has a continuous 
derivative which is strictly decreasing. It is also shown that G(0) 2 0 with G(0) = 0 if and 
only if u” = 0, and that G’(c) < 1 for all sufficiently large c. 
So in the case of u” > 0 the equation G(c) = c has a unique solution, which is the limit 
of our iteration c n = G(c,_,) for any co > 0. In the case u” = 0 where G(0) = 0 there will 
be a (unique) solution to G(c) = c with c > 0 if and only if G’(0) > 1. In case G’(0) > 1, 
there is a unique positive solution to G(c) = c and with co > 0 the sequence {c”} will 
converge to that nontrivial fixed point. Even if G’(0) I; 1, we nonetheless have G(c) > 0 
for c > 0 and hence {c,} will convert to 0. The condition G’(0) > 1 is shown to be 
equivalent to (7) in [3]. 
It only remains to show that the sequence {u,) converges uniformly when {c,) converges. 
But this is a consequence of standard theory of continuity of solutions to equations like 
(6) with respect to parameters (see Ref. [6]). 
In the Dietz malaria model (2), we encounter an analogous situation. To simplify 
matters, let k(a) = kp e-w where k, ,u > 0. We consider the parameterized set of initial 
value problems 
du 
da=- 
uv +kc 
do 
- = au - j?(v - vo) 
da (8) 
du 
da =yue-‘“-_w 
(UO), v(O), w(0)) = (uO, u”, w”) 
and then set 
s m G(c) = peWpw(a; c) da 0 
where w(a; c) is the solution of (8). As before G(c) = c is equivalent with the corresponding 
solution (u(a; c), v(a: c’), w(a; c)) solving the steady state, and the same iterative method 
seems natural. 
Although the two systems, (1) and (2), model quite distinct biological phenomena, their 
mathematical similarity is striking. This similarity is reinforced by the following theorem, 
established in [2]. We call a solution trivial if u(a) = w(a) = 0 for a 2 0. 
THEOREM 
The steady state problem (8) has at least one solution for u”, v”, w” nonnegative and for 
a 2 0. If u” = w” = 0 there is a trivial solution, and furthermore if k I (6 + p)(uo + p) e”‘i:, 
there is only a trivial solution, whereas if k > (6 + p)(vo + p) eMr/y there is a nontrivial 
solution. Here m = min(u,, u”) and A4 = max{v,, v”}. 
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Notice that no guarantee of uniqueness for the nontrivial solutions has been found. The 
difficulty lies in analysis of the variational equation of (8) whereas the corresponding 
analysis of (6) was relatively easy. 
To conclude our discussion of the iteration c, = G(c,, _ ,) for the Dietz malaria model, 
we first drawn on [2] for the guarantee that for all sufficiently large c, G(c) < c, while 
G(0) 2 0. Hence the iteration will converge to a fixed point for G, and the corresponding 
solutions of (8) will converge. In fact it follows from the analysis in [2] that the convergence 
will be uniform in a 2 0. According to the proof of the Theorem if 
k > (6 + p)(uO + p) eMT/y then G(c) > c for small c > 0 and hence the iteration will 
converge to a nontrivial steady state, for any choice of co > 0. If u” = WI’= 0 and 
k I (6 + p)(vo + p) emT/6 then iteration is silly since u = w z 0, v = u. + (u” - uo) ee@ is the 
only possible solution. 
Finally, let’s consider the McKendrick model (3). Before applying our method of 
computing the steady state for the general case, we should remark that a special case 
considered by Gurtin and MacCamy in [5] lends itself to a much simpler, more direct 
method of solution. Letting 
the probability of survival to age a in constant population P, and 
R(P) = 
s 
O” P(u, pb(u, p) du 
0 
the expected number of offspring per parent, we have the following theorem from [5]. 
THEOREM 
Let P > 0 and assume fl(., P) and ?I(., P) are Lebesque integrable on [0, co). Then a 
necessary and sufficient condition that a steady state p(a) exist with P = JT P(E) da is that 
R(P) = 1. In this case the unique steady state corresponding to P is given by 
p(u) = &(a, P) with B = P/J,= ~(a, P) da. 
In some circumstances the condition R(P) = 1 is accessible to easy numerical solution. 
For example, the special case considered in [5] where n(a, P) = A(P) and 
/?(a, P) = /I?(P) e-“” with i,, /I, a > 0 leads to R(P) = 1 if and only if A(P) = /l(P) + a, 
which is a reasonable numerical problem. 
In less specialized cases, we may proceed as follows. Let (B’, P’) = H(B, P) where B’, P’ 
are determined by first solving for p(u; B, P) in the initial value problem 
dp 
da- - - i(u, P)p 
that is, 
Then set 
B’= s x P@, f’)p(u; B, P) da 0 
7. 
p’ = s ~(a; B, P) da. 0 
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Then (B, P) is a fixed point of H if and only if p(a) = p(a; i!?, P) is a steady state solution. 
Of course, there is no guarantee for given i. and /I that a steady state will exist. But if 
there is one, corresponding to (a P), we may examine the Jacobian of H at (B, P) for 
guarantee of local convergence. Assuming ‘/ and p are smooth, this is readily done. One 
finds that the eigenvalues are real, negative if and only if 
R’(P) s Ix g (a, p) da _ , 
V< 
B P <BP. 
We can give partial interpretation to this peculiar pair of relations. Naturally R’(P), the 
rate of change in reproductivity at a stable steady state should be negative, and here we 
are seeing that rate per offspring. The second term may be viewed as the change of 
survivability per unit change of population, averaged over all ages, and taken per unit of 
total population. Hence we compare a change in fecundity with a change in survivorship, 
which when taken in addition to the condition R(P) = 1 (on average one offspring per 
parent), seems natural enough. Another natural interpretation corresponds to writing 
pR’(P) < l-j s ,,r g(a, P) da < - 1. 
Here we link total population with change of reproductivity and number of births with 
average chance of survivorship. Again the inequality seems to represent a natural 
condition. 
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