This paper addresses cross-layer quality-of-service (QoS) provisioning in the uplink of CDMA cellular mobile networks. Each mobile can take up to four UMTS traffic classes in our model. At the data link layer and the network layer, the QoS performances are defined in terms of signal-to-interference-plus-noise ratio and outage probability, and packet loss rate and delay, respectively. A call admission control scheme which fulfills these QoS metrics is developed to maximize the system capacity. The novelty of this paper is that the effect of the lengthening of the on-periods of non-real-time traffic classes is investigated by using the GoBack-N automatic retransmission request mechanism with finite buffer size and limited number of retransmissions in the event of transmission errors. Simulation results for a specific example demonstrate the reasonableness of the analytical formulation.
INTRODUCTION
The currently deployed universal mobile telecommunications system (UMTS) network is characterized by its ability to support multimedia communications with different bit rates and quality-of-service (QoS) requirements. Four traffic classes, conversational, streaming, interactive, and background, are defined in the UMTS QoS architecture together with their respective QoS requirements [1] . Code division multiple access (CDMA) is the multiple access technology used to support the transmissions of multiclass services. In this paper, voice, video, web-browsing, and data are used as typical applications of these four traffic classes. Their QoS performances in the uplink are investigated and their QoS metrics are formulated at both the data link layer and the packet level of the network layer.
In the literature, QoS provisioning in CDMA networks has attracted a lot of research interests. At the data link layer, Gilhousen et al. [2] studied the outage probability for a single class on/off source in CDMA networks. Wong et al. [3] [4] [5] extended the analysis of outage probability from a single class sources to on/off multiclass sources, variable bit rate multiclass sources, and video multiclass sources. Recently, the outage probabilities of multiclass multiconnection services are investigated in [6] . At the network layer, packet loss rate and delay performances are studied for CDMA systems [7, 8] . However, [7, 8] do not provide an analytical platform which can be directly applied to the QoS provisioning of practical systems. For example, only voice and data services in singlecell systems are considered in [7] and traffic sources are simply modeled as exponential-on/exponential-off and Poisson arrivals. Reference [8] investigated packet loss rate and delay performances in CDMA networks for voice, video, and data services. However, analytical QoS formulation is given only for voice services, while video and data services are only obtained through computer simulations.
The main contribution of this paper is an analytical formulation for the QoS performances of all of the four traffic classes jointly at both the data link and network layers. We adopt more realistic traffic models for both real-time (RT) and non-real-time (NRT) traffic than those in the literature. The effect of the lengthening of the on-periods of the NRT services is analyzed under Go-Back-N (GBN) automatic retransmission request (ARQ) scheme. The QoS attributes are formulated in terms of the signal-to-interference-plus-noise ratio (SINR) and outage probability at the data link layer, and the average delay and packet loss rate at the network layer. A QoS-based call admission control (CAC) scheme is also proposed. The maximum system capacity satisfying all QoS requirements at both the data link and network layers is computed analytically.
The subsequent sections of this paper are organized as follows. Section 2 develops a system model that describes a cellular mobile network and establishes appropriate traffic 2 EURASIP Journal on Wireless Communications and Networking models for the four traffic classes. In Section 3, an efficient power control method is designed and the outage probabilities at the data link layer are formulated accordingly. Section 4 deals with the packet level QoS performances. Section 5 presents analytical and simulation results to verify the reasonableness of the analysis. Section 6 develops a CAC scheme with cross-layer QoS satisfactions. Finally, Section 7 concludes this paper.
SYSTEM MODEL
A cellular mobile system with multiple square cells is considered. This model is commonly adopted and referred to as the Manhattan model [9] . A base station (BS) is located at the center of each cell to serve a number of mobiles. Each mobile supports multiconnection to transmit multiclass services. The type of traffic classes is denoted by an index k, where k = 1 for voice, k = 2 for video, k = 3 for web-browsing, and k = 4 for data, respectively. In order to evaluate the QoS performances, appropriate traffic models are defined. Voice and video are, respectively, modeled as an exponentialon/exponential-off process and a two-dimensional discretestate continuous-time Markov chain, as shown in Figures  1(a) and 1(b) .
In Figure 1 (a), a voice service is modeled as a two-state on/off birth-death process. In Figure 1 (b), a video service (k = 2) is a variable bit rate source and is described by the Sen's model [10] . Each video service can be decomposed into one high-bit-rate (HBR) and M low-bit-rate (LBR) minisources. Hereafter, one HBR mini-source (k = 2h) and M LBR minisources (k = 2l) will be used to replace a video service. The activity factors, which are the probabilities that the process stays in the on state, for the voice, LBR video, and HBR video are, respectively, given by
where 1/β k and 1/α k are, respectively, the average on and off periods, and k = 1 for voice, k = 2l for LBR video minisources, and k = 2h for HBR video minisources, respectively.
The source traffic of web-browsing and data services are more accurately modeled as a Pareto-on/Pareto-off process [11] . Let us denote the on and off periods of web-browsing and data by t on,k and t off,k , k ∈ {3, 4}, respectively. The probability density functions (pdf) of t on,k and t off,k , k ∈ {3, 4}, denoted by u k (t on,k ) and v k (t off,k ), k ∈ {3, 4}, respectively, are given by [12] u k t on,k = c on,k a on,k con,k t on,k
In (2) and (3), c on,k and c off,k represent the shape parameters of the on and off periods, while a on,k and a off,k represent the corresponding location parameters for web-browsing (k = 3) and data (k = 4) services, respectively. The location and shape parameters are defined in [12] . For a Pareto-on/Pareto-off process, the activity factors of web-browsing and data traffic at their source can still be approximately defined by p k , k ∈ {3, 4}, as
where t on,k and t off,k are the means of t on,k and t off,k , respectively. The reasonableness of this assumption is verified through simulations in [13] , at least for these parameters whose ranges are around the values specified in the 3GPP specification [1] . The assumptions and system parameters used are listed as follow.
(i) There exist N mobiles in each cell and they are uniformly located in the cell. (ii) The area of a cell is denoted by A and the cellular network comprises of n square cells. (iii) n i,k denotes the number of voice, video, web-browsing, and data streams of the ith ( Voice and video services carry RT traffic and thus are not very relevant to implement ARQ mechanism. Comparatively, web-browsing and data services carry NRT traffic and thus can initiate the GBN ARQ scheme in case of packet errors. Since GBN ARQ is a continuous retransmission scheme, web-browsing/data traffic observed in the channel is still an on/off process except that the on-period observed in the channels is lengthened as a result of retransmissions. This results in larger activity factors being observed in the channels than those in the sources.
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Off
On Since each mobile experiences different amount of interference and retransmissions, the lengthened activity factors of each mobile can be different even for the same class of service. Let us denote the average on and off periods of webbrowsing and data services in the CDMA channel as t on,k,c and t off,k,c , k ∈ {3, 4}, respectively, where the subscript c is used to represent the channel, obviously, t on,k,c > t on,k and 
where k ∈ V and i ∈ {1, 2, . . . , N}. I intercell denotes the mean of the intercell interference. Our path loss model includes only path attenuation and lognormal shadowing which has been widely adopted [2] [3] [4] [5] [6] . Rayleigh and Ricean fading are ignored. The total intercell interference is approximated by a Gaussian distribution if the number of mobiles is sufficiently large [2] [3] [4] [5] [6] , with mean and variance given by 
In (7), σ 2 is variance of the lognormal shadowing, r m and r d denote the distance between a mobile and its own intracell BS, and the distance between the mobile and the intercell BS, respectively. Let
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According to the formulation that is presented in [6] , the following power level is derived:
The data link layer QoS performance is analyzed in terms of the outage probability, which refers to the probability that the achieved SINR is below the SINR requirement or the achieved BER is above the BER requirement. Within the ith mobile, the outage probabilities for voice, LBR video, HBR video, web-browsing, and data services are formulated as
, and given by [6] 
where
, and the notation 
Compared to the results in [6] , the main contribution here is to calculate the outage probabilities in the environment with the GBN-ARQ scheme. The computation of the lengthened activity factors will be discussed in the next section.
PACKET LEVEL QoS ANALYSIS AT THE NETWORK LAYER
In this section, our aim is to formulate the packet level QoS performance in the uplink of CDMA systems in terms of packet loss rates and average delays. Packet level QoS at the network layer is directly associated with the outage probability. If outage occurs, the packets are assumed erroneous due to excessive bit errors. For RT voice and video traffic, these packets are discarded and treated as packet loss. For NRT web-browsing and data traffic, GBN ARQ mechanism is implemented to retransmit the erroneous packets which also result in longer packet delays. In previous works [7, 14, 15] , infinite buffer is considered and thus is not realistic. In the following, we will investigate and provide the analytical platform on the effect of a finite buffer on the packet loss rate and the average delay of a Pareto-on/Pareto-off distributed NRT traffic for CDMA systems.
Go-Back-N ARQ
Compared to the stop-and-wait ARQ, GBN is more efficient and easy to implement. Furthermore, it guarantees that the received packets are in sequence as compared to the selective repeat ARQ. Figure 2 (a) gives a good illustration on the mechanism of GBN ARQ. At the source, the mobile has a finite buffer to accommodate the newly arrived packets. When the first and subsequent few packets arrived, they are queued in the buffer and at the same time transmitted over the channel. Upon reception, BS decodes the packet and sends an acknowledgment (ACK if correctly decoded and NACK if is in error) back to the mobile. Only if ACK is received, the mobile will remove that packet from the buffer. In case if NACK is received, both the particular packet and all its subsequent packets are retransmitted sequentially. BS will ensure that NACK is not sent for more than a given maximum number. In the process of retransmission, new packets continue to arrive and are queued in the buffer, as shown in Figure 2 (b). There are two situations where packets will be lost.
(a) Since the buffer size is finite, when there are many retransmissions, buffer will overflow and newly arrived packet will be dropped. (b) A packet has been retransmitted for the allowable maximum number of times.
Assuming that k = {3, 4} represents web-browsing and data services, respectively, the system parameters and assumptions are defined as follows.
(1) A finite buffer with a size of B k packets, k ∈ {3, 4}, is used by a sender. (2) Each on-period contains l k packets of the same size, where the total length of the l k packets is a random variable which follows a pdf that is defined in (2) or (3). Packets are generated continuously during the onperiod with a fixed time duration, T k , k ∈ {3, 4}. (3) When a packet is transmitted from a mobile to the BS, the mobile waits for an acknowledgment within a time interval of T k . The packet will be removed from the buffer upon the receipt of ACK. The ratio of T k to T k is assumed to be an integer, s k , (e.g., s k = T k /T k = 2 in the example shown in Figure 2 (a)) and B k ≥ s k holds. (4) Packet error probability is defined as p e,k , k ∈ {3, 4}. (5) ACK and NACK are always received correctly. (6) Let the maximum number of retransmissions be M re,k , k ∈ {3, 4}.
Next, the following variables, which are useful for our analysis, are defined. For simplicity and ease of notations, the subscript k, which is used to differentiate between the two NRT services, will not be shown in the next few subsections. For
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The example shown in Figure 2 (c) is used for illustration. Take t in,1 = 0 (referenced, v = 1), then t in,2 = T, t in,3 = 2T (v = s + 1), packet 1 is not retransmitted, hence m 1 = 0, therefore t in,4 = 3 + 0 = 3, t in,5 = 7 since m 2 = 1 and m 3 = 0, and so on. In the following, based on the above definition, we are going to derive a few results for finite buffer size.
The number of overflowed packets
Assume there are l packets in an observed on-period. When the lth packet arrives at the buffer, we assume χ packets have been removed from the buffer and ω (ω ≤ χ) packets are correctly received. The finite buffer can store a maximum of B packets, therefore, N of (l) = max(l − χ − B, 0) denotes the number of overflowed packets (if any) and χ − ω is the number of unsuccessful packets which have attempted to retransmit for M re times. This is illustrated using Figure 2 (c). In this example, when l = 15th packet arrival, χ = 6 packets (1 to 6) have been removed from the buffer. All of these packets have been correctly received eventually, and hence ω = 6. This means that l − χ − B = 3 packets (9, A, and B) are lost. Note that after the lth packet, no packets will arrive and hence there will not be any packet overflow. Using the relationships that t rm,χ ≤ (l −1)T and t rm,χ+1 ≥ (l − 1)T, together with the fact that m q ranges from zero to M re , the range of χ can be found to be
Similarly, based on the fact that χ − ω packets have been retransmitted for M re times, we can obtain
Although packet i is transmitted for 
can be derived using (13) and (14) . In (15) , the denominator is the normalization factor.
The lengthened activity factor
Under the assumption of a small retransmission probability, the lengthened activity factor in the GBN ARQ system, p on,c , 
where t on + t off = t on,c + t off,c . We first illustrate how t on,c can be obtained. The lengthened on-period is given by t f n,l , that is, the time when it completed the transmission of the lth packet. Another variable k(l) is defined, where k(l) ≤ l is the number of packets transmitted over the channel. In the case when there are overflowed packets, k(l) will exclude these packets. For the example shown in Figure 2 , since there is 3 overflowed packets, k(l = 15) = 12. Mathematically, the on-period is given by
All retransmissions will follow the same statistics. Taking the expectation of (17) with respect to k(l) and m, we have
Using the packet error probability (outage probability) p e , the number of retransmissions m is a random variable with probability given by 
and its mean is given by
Since k(l) = l − N of (l), average over all retransmission and overflow scenarios,
As the on-period is Pareto distributed, the probability that an on-period has l packets, denoted by p(l), is approximately given by
Based on (15), (20), and (21), the mean of the lengthened on-period of a web-browsing/data service in the GBN ARQ system given in (18) can be formulated by
where a on is the minimum length of Pareto on-period and a on /T means the minimum number packets in each Pareto on-period.
Total packet loss
Packet losses result from both finite buffer overflow and retransmissions exceeding the maximum limit. The conditional average packet loss conditioned on l is given by
Then, the mean of the packet loss rate over time is the probabilistic summation of all possible instantaneous packet loss rates based on (22) and (24), and thus is given by
Average buffer length and delay
The retransmissions are assumed to be minimal so that each new on-period arrives with an empty buffer. If an on-period contains l packets, the buffer length shows the following behaviors: (a) increase by one if a retransmission is made, (b) no change if a transmission or retransmission is successfully, (c) the number of packets in the buffer may reach a maximum value and stay at this state until the lth packet arrives, and (d) the number of packets in the buffer then decreases from the maximum value to zero. Figure 2 (c) shows the buffer length from t = 0 to 23T which is given by [012345666666666666654321] and illustrates this behavior. The buffer is empty after the last packet in the buffer is removed until the arrival of next on-period. In each on/off cycle, the buffer length varies similarly. Assume when the ξth packet arrives, the buffer is getting full, ξ ≤ l. If there is no overflow, the buffer length conditioned on l can be described by the following function:
where x is the smallest integer greater than x. χ is the index of the last removed packet when packet l arrived and defined as t rm,0 = 0. On the other hand, if there are N of (l) overflow packets, then Figure 2 (c). However, there are many possible retransmissions and packet overflow scenarios (ensemble space) that need to be considered for a given t on,c and t off,c , denoted by t on,c (l) and t off,c (l). We approximate the ensemble average of Q length (t | l) under all of these scenarios by Q length (t | l). In Q length (t | l), the transition time of each incremental increase in queue length as in (27) is replaced by its statistical average, which is determined by the retransmission and overflow statistics. For example, in Q length (t | l), N of , ξ, and ξ are used to replace N of , ξ, and χ, respectively. The value of ξ is estimated using the average number of retransmissions as below: 
The average queue length conditioned on l is given by
Furthermore, if the on-period has l packets, the arrival rate is assumed to be
Since l is random variable, we want to determine the average packet delay over time, denoted as D. Based on (22) and (30)-(31), D is given by
In the discussion given above, one traffic class is considered, and the outage probability is assumed known. In the following, a more practical situation is considered. The fact that multiclass services are present and the performance metrics are interdependent, the computation becomes more complicated. In general, the computation needs to be performed iteratively.
Lengthened activity factor of non-real-time service
In order to facilitate further analysis, let us denote the pa-
for the ith mobile as
, respectively. Among the vector elements of 
It is shown in (5), (9), (10) , and (33) that the QoS performances are intertwined across both the data link and network layers. That is, the outage probabilities, lengthened activity factors, packet loss rates, and delays are interrelated with each other. Therefore, an iteration process is developed to obtain the stable outage probabilities (P out,i,k , 1 ≤ i ≤ N, k ∈ V) and the stable lengthened activity factors (p i,k,c , 1 ≤ i ≤ N, k ∈ {3, 4}), satisfying (5), (9), (10) , and (33). The steps of the iteration are given as follows. 
Packet level QoS performance at the network layer
Based on the above analytical work of the lengthened activity factors, the packet loss rate and delay performances of the four classes are formulated. Within the ith mobile, let the packet loss rates and delays for voice, LBR video, HBR video, web-browsing, and data services be denoted by P loss,i,k and
, 2l, 2h, 3, 4}, respectively. As voice and video are NRT delay-sensitive services, no ARQ mechanism is implemented in their packet transmissions. Thus, their packet loss rates are just equal to their outage probability, which is given by
and their average delays are simply their packet transmission time, which is given by
On the other hand, the lengthened activity factors, average packet loss rates, and average delays of web-browsing and data are based on both their instantaneous outage probabilities and the GBN ARQ mechanism. Let us denote the average packet loss rates and average delay as P loss,i,k and U i,k ) denote instantaneous packet loss rate and delay using (25) and (32), respectively, with respect to the parameter set − − → U i,k . Therefore, the average packet loss rates of web-browsing and data services are given by
and the average delays of web-browsing and data services are given by
where 1 ≤ i ≤ N, k ∈ {3, 4}, respectively.
NUMERICAL RESULTS
In our analytical model, each mobile can support multiconnection multiclass traffic. In order to demonstrate the reasonableness of our analytical formulation presented in previous sections, numerical results are presented in this section. A cellular mobile network with n square cells is considered.
We assume that the number of mobiles with heterogeneous classes is identical in each cell and all mobiles are uniformly distributed. We simulate the network model with SMPL simulation kernel, a type of discrete event simulator [16] . System parameters and traffic parameters are shown in Tables 1 and  2 .
Each mobile in our analysis supports up to four diverse classes simultaneously. Suppose that all mobiles in each cell can be divided into four groups including different classes. The class distribution and group size are given in Table 3 . In practice, with 4 different traffic classes, there can be up to 15 different combinations and similar analytical approach can be applied. We vary the number of users in Group 1 and fix the number of users in all the other groups. The numerical results are plotted in Figures 3-14 .
Firstly, we can clearly observe that all analytical results show better agreements when the systems are in light and medium loads (less than 1.3 Mbps) than when they are in heavy load. The deviation during heavy load, that is, when there are more mobiles in the system, can be explained as follows. The outage becomes more severe and thus retransmissions occur more frequently during heavy load. Our GBN ARQ analysis is accurate assuming the retransmissions occur less frequently and the packet error rate is low. If a lot of retransmissions happen under high load, the on-periods of web-browsing or data services in the CDMA channel may overlap, which influences the computation of their lengthened activity factors, outage probabilities, packet loss rates, and delays. As all classes in CDMA systems are intertwined with each other, the QoS metrics therefore deviate from simulation results. Therefore, our analytical formulation is more suitable for light and medium loads when the throughput of the system is below or around 1.3 Mbps. On the other hand, under higher load, the packet loss rates and delay performances have already exceeded their specific requirements. For example, the packet loss rates requirements of these classes should be less than either 10 −2 for voice and video or 10 −3 for web-browsing and data, which are defined in [1] .
Secondly, we also have some comments on the complexity of the analysis. Our final analytical expressions are relatively complex. This is due to the fact that we jointly consider more realistic traffic models, GBN ARQ, multicell network, and four traffic classes in order to approximate the real network. These factors complicate the analysis. Despite this, the analysis still takes much shorter time to work out the results than using simulation. For example, it takes more than 24 hours to obtain the simulation results, while the analytical results can be computed in less than one hour. Therefore, the analytical solution proves to be much more efficient in estimating the QoS performances.
CALL ADMISSION CONTROL METHOD AND ADMISSION REGION
In previous literatures, CAC is analyzed with many approaches in [17, 18] . But these works are not totally QoSbased and do not address cross-layer CAC in CDMA networks. Our contribution is that the analytical formulation in this paper leads to the determination of the crosslayer admission region (AR) in the uplink of a CDMA system. A QoS-based CAC scheme is given here. If the outage probability, packet loss rate, and delay requirements are defined as δ out , δ loss , and δ d , the AR at the packet level in the uplink of CDMA systems, denoted by R, is given by
where Figure 15 shows the CAC scheme in the uplink of CDMA systems. This CAC scheme admits or rejects call admission Chun Nie et al. requests based on the satisfaction of average SINR requirements and outage probability performance at the data link layer and packet level QoS performances including packet loss rate and delay at the network layer. In Figure 15 , when a specific set of mobile requests to be admitted into the network, the CAC process is initiated. The CAC first obtains the power levels for all mobiles. If positive power solutions are available, the SINR requirements of these mobiles are satisfied at the data link layer. Otherwise, the CAC rejects this set of mobiles directly due to their unsatisfactory average SINR. With the positive power solutions, the CAC computes ously satisfied, this set of mobiles can be assured of QoS requirements and thus can be admitted into the network by the CAC scheme. Otherwise, this set of mobiles should be rejected by the CAC scheme. Compared to existing CAC methods in [17, 18] , the main advantage of this CAC scheme is that it is totally based on the cross-layer QoS satisfaction of all admitted mobiles in terms of specific SINR, outage probability, packet loss rate, and delay requirements. That is, the QoS requirements of all admitted mobiles are completely satisfied at both the data link layer and packet level of the network layer, and the system capacity is thus maximized. Using the given parameters in Table 1 , an example of a 3-dimensional feasible AR is shown in terms of the number of mobiles in Figure 16 . In a realistic CDMA system, the BS can utilize dedicated control channels to do fast power control and guarantee that each traffic stream is received with the desired power level. Based on the global information gathered from the network, the CAC can find out admission region with our analytical model in advance and save as a table at the BS. During operation, CAC at the BS can simply look up the table to make CAC decisions.
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CONCLUSION
We have presented an approximate analytical framework for the cross-layer QoS in CDMA networks. Four classes of services are served within the same mobile and GBN ARQ with finite buffer size and limited retransmissions is implemented for NRT traffic with Pareto-on/Pareto-off sources for the first time. In our analysis, the coupling of packet-level QoS at the network layer and data-link-layer QoS is investigated. The numerical results show that our analytical approach can approximate the simulation results quite well up to medium traffic load. Based on the cross-layer QoS constraints, a CAC method is proposed to maximize the system capacity and leads to the determination of admission region in the uplink of CDMA systems. Our analytical work can be further combined with the call level analysis of QoS performances to provide a joint capacity evaluation at both call and packet levels in CDMA networks.
