In this paper we propose a computationally attractive numerical method for determining the optimal control of constrained linear dynamic systems with a quadratic performance. The method is based upon constructing the mth degree interpolating polynomials, using Chebyshev nodes, to approximate the control and the state vectors. The system dynamics are collocated at Chebyshev nodes. The performance index is discretized by a cell averaging method. The state and control inequality constraints are converted into algebraic inequalities through collocation at the nodes. The linear quadratic optimal control problem is thereby transformed into a quadratic programming one. Simulation studies demonstrate computational advantages relative to a standard Riccati method, a classical Chebyshev-based method, Fourier-based method and other methods in the literature.
Introduction
Up to now much attention has been devoted in the development of efficient, accurate, and stable numerical schemes for the solution of linearly constrained quadratic optimal control problems: Find the control vector U(z) and the corresponding state vector X(z), z E [0, tf] that minimizes or maximizes (1. 4) It is assumed that the matrices H, Q, R and S and the vectors h, q, and r are real and have appropriate dimensions with H being positive semi-definite and S being positive definite, e^ is an 0 x 1 vector, & is an 0 x N matrix, and k2 is an 0 x M matrix . Here X is an N x 1 state vector, U is a M x 1 control vector, 2 is an N x N matrix and b is an N x M control influence matrix.
In the recent years, many practical computing techniques have been developed in optimal control theory. Most of these methods successfully solve the unconstrained problem, but the presence of, for example, trajectories inequality constraints often resulted in both analytical and computational difficulties, Theoretical aspects of trajectories inequality constraints have been studied in [3,4,7, lo] . Early contributions to the numerical computation were due to [ 10, 19, 20, 221 . Mehra and Davis [20] described that difficulties arising from handling trajectories inequality constraints are due to the exclusive use of control variables as independent variables and presented the so-called generalized gradient technique.
The idea of using both the state and control as independent variables is not new (consult [6, 27] ) and polynomial expansion of control and/or state has already been used [ 11,2 1, 22, 26] . For example, [22] introduced an algorithm for solving linear quadratic with state variable inequality constraints problems through a collocation and approximation of state and control by cubic splines.
Variational methods can be used to cast the optimal&y condition as a two-point boundary-value problem (TPBVP). The most well known solution is achieved via Hamilton-Jacobi approach [8] . This approach converts the TPBVP to a terminal value problem involving a matrix differential Riccati equation. The Riccati equation provides the optimal solution in closed-loop form with natural advantages for physical implementation, although it is computationally intensive and sometimes difficult to employ in solving high-order systems.
In [28, 29] , the state and control variables are expanded in Chebyshev series with unknown coefficients. In their method the lengths of the control and the state vectors are assumed to be equal. The coefficients which evolve from the classical Chebyshev series expansion of the performance index J, the system dynamics and the boundary conditions have to be calculated by some kind of analytical formulation for different problems. In [27] a slack variable is used to transform the state variable inequality constraints problems into unconstrainted problems. This approach does not only increase the number of independent variables but also adds a nonlinear slack term in the constraints equations. In fact, inequalities are generally easier than nonlinear equalities in quadratic programming. As a result, a rather large and complicated system of equations have to be solved to obtain accurate approximations.
A Fourier-based state parameterization approach for solving linear quadratic optimal control problems is proposed in [30, 31] . The approach proposed in [31] , is based on approximating the state variable by the sum of a third-order polynomial and a finite-term Fourier-type series. Their method requires that the influence matrix h is invertible, otherwise a penalty function technique is imposed to produce another invertible influence matrix. Moreover, the integral involved in the definition of the performance index have to be evaluated either in a closed form or numerically. As a result, the Fourier-based approach is not numerically free in handling time-varying problems. In addition their results suggest that the Fourier-based accuracy is deteriorated to first order in the neighborhoods of nonsmoothness or discontinuities.
In this paper we introduce an alternative direct computational method for solving linear quadratic optimal control problems with trajectories inequality constraints. The approach is based on a cell averaging method in which we construct the mth degree interpolating polynomial, using Chebyshev nodes, to approximate the state and the control vectors. The derivative x(t) of the state vector x(t) is approximated by the analytic derivative of the corresponding interpolating polynomial. The performance index is discretized by a cell averaging spectral technique similar to [5] . Finally, state and the control inequality constraints are converted into a system of algebraic inequalities via collocation at Chebyshev nodes. Using this method, the problem is converted into a general quadratic programming problem which can be solved by well developed routines, see [ 
121.
Of the different trajectory parameterization approaches, state and control parameterization via the cell averaging spectral Chebyshev method together with linear and quadratic programming avoid many of the numerical difficulties typically encountered in solving general linear quadratic optimal control problems. If we compare the proposed method with the methods mentioned above, we may conclude that the proposed method offers the following advantages: (1) The proposed method eliminates the requirement of solving a (2PBVP); (2) the method is applicable to general linear systems in which the influence matrix 6(z) is an N x M. Thus, the proposed method avoids the use of the penalty function method; (3) the performance index is discretized once by a natural cell averaging scheme. As a result, our method is numerically integration free in handling time-varying problems; (4) the cell averaging Chebyshev approximation enjoys formal spectral accuracy, i.e. its truncation error decays as fast as the global smoothness of the underlying solution permits (see, Theorems l-3).
The proposed method
Let S,,, denote the space of algebraic polynomials of degree d m, and let Tk(t), k > 0, -1 d t d 1, denote the orthogonal family of Chebyshev polynomials of the first kind in this space, with respect to the weight function w(t) = (1 -t*)-I'*. Next we let
denote the zeros of (1 -t*)f,,(t), where pm(t) is the derivative of T,(t) with respect to t E [-1, 11. In order to construct the interpolant of F(t) at the point t, we define the following Lagrange polynomials:
with CO = C,,, = 2, Ck = 1 for 1 <k < m - 
I=0
where D = (&l) is an (m + 1) x (m + 1) matrix given by 
I=0 I=0
In general, where
In fact, D' = (Dir) is the rth order Chebyshev derivative matrix. The cell averaging spectral Chebyshev of a function F(t) E C[ -1, 11, r > 0 is defined by sin( (v + 1 )n/2m)
It is well known that polynomial interpolation based on Chebyshev nodes tj is well behaved compared to that based on equally spaced nodes (consult [ Since Z, is a linear operator, with 1: = I,,,, then I,,, is a projection operator, whose range is S,,,, the set of all polynomials of degree dm. Furthermore, I,,, is a bounded operator on C with Since Z,,, is the interpolatory operator defined by (2.4), it follows from [23] 
for every F E C, and for every p E (0, 00). Let w be the Chebyshev wight function 
IlFlll = (& 1; (g$t))' q2 3 h(t) = F(t) -Z, F(t).

Then there exists a constant A4 independent of F(t) and m such that
for all p < {I.
Thus if F E Cm, then the rate of convergence of I,,, F to F is faster than any next Theorem shows uniform convergence for the interpolating operator Z,.
power of l/m. The 
the zeros of fm(t) adjusted in the interval (-1, l), if F(z) has no singularities except a finite number of poles, and iffor some n, F(z)/z" -+ 0 as 1zI --t CO, then I, F(t) + F(t) uniformly on [-I, 11.
Proof. Let t(t) = ZQt) and (i(t) = {(t)/(t -tj), j = 1,2 , . . . ,m -1. By Mittag Leffler's theorem, in complex analysis [8] , there exists a function $(z, t) which has poles at t, tj, 1 <j d m -1, with residue F(t) at t and residue -+j(t) F(tj) at tja It can be easily seen that
is the desired function, and hence
where the contour a has been chosen to encircle not only t and tj but also zi. If F(z) has poles at zj, 1 <j <s within the contour a none of which lie on [ -1, 11, then we have the following error:
where Ri is the residue of F(z) at the pole zj. The condition IF(z)/z"I -+ 0 ensures that the integral tends to zero as the contour expands to infinity, if m is sufficiently large, and we thus obtain a new form of the error,
From the well known properties of Chebyshev polynomials [25, p. 401
and
(T,_l(t) -tT,(t)).
We may obtain the following error estimate:
is a polynomial of degree (m+ l), we can easily see that IT,_l(z)-zT,(z)l + 00 as m -+ 00 for any z outside [ -1, 11. Since no zi lies in [ -1, l] we have therefore proved that IF(t) -I, F(t)1 + 0 as N + co.
The approximation of the system dynamics
In order to use Chebyshev nodes 4, r E [0, tf] is transformed into t E [-1, l] by using the transformation r = (tf/2)(t + 1). Then (1.2)-( 1.4) are then transformed into i(t) = A(t)x(t) +&t&(t), (3.1)
without violating the linear system constraints:
Substituting (2.10) and (2.11) in (3.1), we get the following spectral approximation of the system dynamics at the nodes 9: We now show that the performance index J can be expressed as a function of the unknowns CI and /I. Let
where J1 is the cost associated with the terminal state J, = fx'( 1 )Xx( 1) + hTx( 1 ), (4.2) and J2 is the cost associated with the trajectory Jz = $ s_', [~T(t)Q(t)W + ~~(t)WMt)l
+xT(t)S(t)u(t) + qT(t)x(t) + rT(t>u(t)] dt.
Substituting (2.10) and (2.11) in (4.1), we get Thus we have reduced the optimal control problem to a parameterization problem which can be stated as follows: Find al, bl, 1 = 0, 1, . . . , m, and tf E I&' (if tf is free) so that J" in (4.6) is minimum such that Fk=O, k=O, 1,. . ., m and x( -1 )=am without violating Gk < 0. Many mathematical programming techniques can be used to solve this extremum problem. For unconstrained linear quadratic problems (without the inequality constraints Gk) the solution proposed by Lagrange is to adjoin Fk to the discretized performance index by a set of undetermined Lagrange multipliers. Thus we define L = Jm(a, P,tf> + 2 ~$$(~, P,tf), Finally, for linearly constrained quadratic problems, quadratic programming methods can be used to determine ai, and b,[ so that J" is minimal without violating Gk. In the last two examples the quadratic programming solution algorithm developed in [ 121, considered to be one of the most efficient algorithms for quadratic programming, was implemented to determine the optimal control and the state parameters for the cell averaging method.
In order to decide whether or not the computed solution is close enough to the optimal solution, we suggest, for computational purposes a practical and easy-to-use error estimation: Substituting the calculated u"(t) in (3.1) gives i(t) = A(t)x(t) + B(t)u"(t),
Numerical integration of (4.12) is possible for a given initial or final conditions. Let i(t) be the solution obtained from numerical integration of (4.12). Define where H is the Hamiltonian. In practice, this verification can be done by substituting the approximated optimal solution into an appropriate, standard, optimal algorithm and determining if the termination criterion of the selected algorithm can be satisfied. Thus, the choice of the parameter m should logically depend upon the above error estimates. Indeed, these can be used as an index of computational accuracy, the order of the approximation m, and as method of estimating the truncation error (consult [ 11).
Remark. If the control variable should appear to be discontinuous (e.g. bang-bang problems) our proposed method should be modified slightly. We divide the original interval z E [0, T] into several subintervals depending on the number of discontinuities. The instants at which the discontinuities occur are treated as additional unknowns, and every subinterval is transformed into t E [-1, l] on which the proposed technique is then applied.
Illustrative examples Example 4 (The Feldbaum problem).
Consider the problem of minimizing The objective is to find the optimal control U(t) which minimize (5.1) subject to (5.2) and (5.3). This problem was considered by [29] . Our method differs from their method, and thus this example can be used as a basis for comparison. In order to use the proposed method we use the time transformation r=$,+l).
It follows that (5.1)-(5.3) can be replaced by A comparison between the 4th order cell averaging Chebyshev spectral approximation of the coefficients and the exact values shows that the maximum error is of order 10e4, while at the boundary (x4(t4) = a4 = 1) the error is zero, and for the performance index J4 an agreement of 6 decimal figures with the exact value J is obtained. As m increases, the results will rapidly tend to the exact solutions. All approximations have been computed on a Sun SPARC-II workstation using Mathematics software package with high precision.
In Table 1 we present the cell averaging spectral Chebyshev values J" of order m = 4, 5, and 7 together with the classical Chebyshev solutions obtained by [29] , and the exact value of the performance index J. The problem is to find the optimal control U(r) which minimizes (5.11) subject to the constraints of (5.9) and (5.10). The optimal control U(t) is given in [24] U(r) = -W(ryr(r), In Table 2 =X2(r), O<rd 1, 
Normalizing r to the t-interval [-1, 11, (5.14)-(5.15) become
J = ; [ (x;(t)+x;(t)+ O.O05u*(t)) dt,
-l<t<l, The determining equations (4.8)- (4.11) are linear algebraic equations which can be solved for the unknownsal,,az,, r=O,l,..., m-l,bk, k=O,l,..., mand,$.
In Table 3 , the results obtained by the proposed method and the results from [14, 22, 28] are reported together with the exact value of J, maximum errors on the coefficients eN = Maxlx"($) -x($)1 and &,,, = MaxIS -u($)l, j = 0, 1,. . . , m. It can be seen that the cell averaging Chebyshev technique with m = 5 already offers a very precise solution which is much better than the results reported in [ 14, 22, 28] .
A comparison between the results obtained by the 5th order cell aoeruging approximation of the coefficients al and bt and the exact values shows that the maximum errors e5 < low5 and I?~ < 10e4, while at the boundaries the error is zero, and for the performance index J" an agreement of six decimal figures with the exact value is obtained. As m increases the results rapidly tend to the exact values. The cell averaging approximation of the 10th order is very accurate approximation of the exact solution. The maximum error on the coefficients is less than lo-*, and there is an agreement of eight decimal figures for J".
Example 7.
(a) Find U(r) that minimizes (5.14) subject to ( In this example, the quadratic programming solution algorithm developed in [12] , considered to be one of the most efficient algorithms for quadratic programming, was implemented to determine the optimal control and state parameters of the cell averaging Chebyshev approach. The simulations were executed on a Sun SPARCII workstation.
Simulation results for m = 5,7, and 9 are presented in Tables 4 and 5 where execution time (in seconds), the error estimate for the dynamical system &+,, SFK = Ckm,O ]Fik 1, i = 1,2, the maximum error at the boundary conditions MEBC are used as an index of computational efficiency and accuracy of the cell averaging Chebyshev method. In comparison with the classical Chebyshev approach [28] the proposed method is both efficient and spectrally accurate with less order approximations. In Tables 4 and 5 , results from [ 15, 20, 22] , for the performance index, are compared. It can be seen that the results from [22] offer the lowest performance index. However, their inequality constraints are severely violated. To make a fair comparison, not only should the violation or satisfaction of the inequality constraints be examined but the error on the differential equations and the initial conditions should also be computed. Note that (5.26) and (5.27) shows that the values of x?(t), x?(t) at the boundaries are exact. is minimal subject to the conditions given in (5.3 l)-(5.34).
Using suitable linear transformations, the intervals z1 E [0, i] and z2 E [i, 51 can be transformed into t E [-1, I] on which the proposed method is applied.
In Table 6 , we report the Fourier-based approximate solutions, of the performance index, obtained by [31] , the cell averaging approximate solutions, and some error estimates. A comparison between the results obtained by the two methods shows that the accuracy of Fourier-based state parameterization method deteriorates to first-order in the neighborhoods of the discontinuity. Moreover, the rate of convergence is very slow, i.e., the near-optimal solutions generated by the Fourier-based approach converge very slowly to the optimal bang-bang solution as the number of terms of the Fourier-type series increase.
As seen from the results reported in Table 6 , the &dyn and the SFK suggest that the cell averaging rate of convergence is still slow, but faster than that of the Fourier-based (see [31] ). This slow convergence is due to the instantaneous switch of the optimal control. This can be observed from the error analysis of the calculated values of the control variable at the nodes using the single segment cell averaging Chebyshev approach. Once the locations of the instantaneous jumps have been determine, the (modified) proposed method can be applied on each continuous part of the trajectory by a unique cell averaging Chebyshev representation (see [30] ). Higherorder (modified) cell averaging Chebyshev approximations have been computed with very high precision on a Sun-SPARCII workstation. A comparison between the cell averaging Chebyshev 
approximations
of order m = 8 and the exact values, computed by [ 181, shows that the maximum error in the (modified) cell averaging Chebyshev coefficients is of order 10m3, while the switching point t^ is found to be -0.498 as expected. Finally, in order to investigate the behavior of the control near the switching point t^ = -0.5, for this reason only, we computed U'S&).
In Fig. 1 , we report u15(tk), using the nonmodified method, while in Fig. 2 we report u"(&) using the modified method.
Conclusions
The aim of the present work is the development of a direct, efficient and accurate numerical method for general linear constrained quadratic optimal control problems. Simulation results demonstrate computational advantages and confirm the convergence of the proposed method. Due to its dynamic nature, the cell averaging Cheybashev method is spectrally accurate, simple, computationally robust, and applicable to general linear quadratic optimal control problems. 
