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Abstract. Let p(·) be a measurable function (a variable exponent) defined on
a probability space (Ω,F ,P; (Fn)n≥0) satisfying 0 < p− := ess infx∈Ω p(x) ≤
ess supx∈Ω p(x) =: p+ < ∞. In this paper, we give a systematic study of
martingale Hardy spaces Hp(·) and Hp(·),q associated with variable exponent
p(·). The main results of this paper include:
(1) The real interpolation is obtained via establishing (p(·),∞)-atomic
decompositions of variable martingale Hardy-Lorentz space Hp(·),q , 0 < q ≤
∞. For 0 < θ < 1,
(
Hp(·),H∞
)
θ,q
= Hpθ(·),q ,
1
pθ(·)
=
1− θ
p(·)
.
Compared with real interpolation with variable exponents in harmonic anal-
ysis, our results hardly request any condition on p(·). This demonstrates an
important difference between martingale theory and harmonic analysis.
(2) The simple atomic decompositions of Hp(·) and Hp(·),q are investi-
gated when Fn is generated by countably many atoms for every n ≥ 0. This
atomic decomposition has the advantage to investigate martingale inequalities,
dual spaces and John-Nirenberg theorems. In order to get these results, we in-
troduce the following condition to replace the so-called log-Ho¨lder continuous
condition in harmonic analysis:
P(A)p−(A)−p+(A) ≤ Cp(·), ∀A is an atom.
(3) Let p(·) be as above. Some applications in Fourier analysis are given
by use of the previous results. The boundedness of the maximal Feje´r operator
on Hp(·) and Hp(·),q is proved. The key point is that we introduce two new
dyadic maximal operators. The method we use to prove these results is new
even in the classical case.
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CHAPTER 1
Introduction
Let p(·) : Rn → (0,∞) be a measurable function (a variable exponent). The
variable Lebesgue space Lp(·)(R
n) consists of all measurable functions f such that∫
Rn
|f(x)|p(x)dx < ∞. It generalizes the classical Lebesgue space: when p(·) ≡ p
is a constant, Lp(·)(R
n) ≡ Lp(Rn). Interest in the variable Lebesgue spaces has
increased since the 1990s because of their use in a variety of applications. We
refer the reader to several monographs [15, 19, 35] and the references therein.
In order to extend the techniques and results of constant exponent case to the
setting of variable Lebesgue spaces, one central problem people should overcome
is to determine conditions on an exponent p(·) such that the Hardy-Littlewood
maximal operator is bounded on Lp(·)(R
n). The first major result is due to Diening
[18], who showed that it is sufficient to assume that p(·) satisfies the so-called local
log-Ho¨lder condition:
(1.1) |p(x)− p(y)| ≤
C
− log |x− y|
, ∀x, y ∈ Rn, |x− y| < 1/2,
and is constant outside of a large ball. This result was generalized independently
by Cruz-Uribe et.al [16] and Nekvinda [52], who in addition assumed that p(·) is
log-Ho¨lder continuous at infinity: there is p∞ > 1 such that
(1.2) |p(x)− p∞| ≤
C
log(e+ |x|)
, ∀x ∈ Rn.
The conditions (1.1) and (1.2) are called log-Ho¨lder continuity condition. We point
out that the log-Ho¨lder continuity condition is not necessary for the boundedness of
the Hardy-Littlewood maximal operator on Lp(·)(Rn) (see [53]). Heavily basing on
the log-Ho¨lder continuity condition, harmonic analysis with variable exponent has
got a rapid development. Nakai and Sawano [51] first introduced the Hardy space
Hp(·)(Rn) with a variable exponent p(·) and established the atomic decompositions.
As applications, they proved the duality and the boundedness of singular integral
operators. Independently, Cruz-Uribe and Wang [17] also investigated the variable
Hardy space Hp(·)(Rn) with p(·) satisfying some conditions slightly weaker than
those used in [51]. Sawano [56] improved the results in [51]. Very recently, Yan et
al. [67] introduced the variable weak Hardy space WHp(·)(Rn) and characterized
these spaces via the radial maximal functions, atoms and Littlewood-Paley func-
tions. We also refer to [2, 3, 68] for Besov spaces with variable smoothness and
integrability and their applications.
At the early 70’s of last century, with the development of the theory of Hardy
spaces on Rn in harmonic analysis, martingale Hardy spaces theory was born. Until
now, most of the important facts in harmonic analysis have been found to have their
satisfactory counterparts in the martingale setting. For example, in martingale
setting, the duality between H1 and BMO, and the Doob maximal inequality can
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be found in [26]; the Burkholder martingale transforms [7] can be considered as
an analogue to the classical singular integral operators. On the other hand, the
theory of martingale Hardy spaces has a great effect on harmonic analysis. For
example, the atomic decomposition of Hp, which is one of the most powerful tool
in harmonic analysis nowadays, was first shown in martingale setting by Herz [32];
the good-λ inequality, which is a useful tool to compare the integrability of two
related measurable functions, was discovered by Burkholder and Gundy [9, 8] in
martingale setting; a much more simplified proof of T (b) theorem via martingale
approach was proved by Coifman et al. [13]; the applications of martingale theory
to Fourier analysis were developed by many people, see for example monographs
[59, 62, 63] and the references therein.
Although the theory of variable Hardy spaces on Rn has rapidly been developed
in recent years, the variable exponent framework has not yet been applied to the
martingale setting. The first main difficulty we need to overcome is to find a
suitable replacement for the log-Ho¨lder continuous conditions (1.1) and (1.2) when
the variable exponent p(·) is defined on a probability space; unlike the Euclidean
space Rn, there is no natural metric in a probability space. In order to better
explain it, we first introduce some basic notation. Let (Ω,F ,P; (Fn)n≥0) be a
complete probability space such that F = σ(∪nFn). A measurable function p(·) :
Ω→ (0,∞) is called a variable exponent. For a measurable set A ⊂ Ω, we denote
p−(A) := ess inf
x∈A
p(x), p+(A) := ess sup
x∈A
p(x),
and for convenience
p− := p−(Ω), p+ := p+(Ω).
Denote by P(Ω) the collection of all variable exponents p(·) such that 0 < p− ≤
p+ < ∞. If p(·) ∈ P(Ω), the variable Lebesgue space Lp(·)(Ω), a quasi-Banach
space, is defined by
Lp(·)(Ω) = {all measurable functions f : ‖f‖p(·) <∞},
where
‖f‖p(·) = inf
{
λ > 0 :
∫
Ω
(
|f(x)|
λ
)p(x)
dP ≤ 1
}
.
For a martingale f = (fn)n≥0 with respect to (Ω,F ,P; (Fn)n≥0), the Doob maximal
operator is defined by
Mmf = sup
0≤n≤m
|fn|, Mf = sup
n≥0
|fn|.
The classical Doob maximal inequality implies that M is bounded on Lp(Ω) for
1 < p ≤ ∞. However, according to the facts in [15, Example 3.21], the Doob
maximal operator is not bounded on Lp(·)(Ω) for general variable exponent p(·)
with p− > 1. It is very natural that people concern the boundedness of the Doob
maximal operator on Lp(·)(Ω). Aoyama [4] proved the Doob maximal inequality
under the condition that p(·) is Fn-measurable for all n ≥ 0. Obviously, this kind
of condition is quite strong. Moreover, Nakai and Sadasue [47] showed that F0-
measurability of p(·) is not necessary for this maximal inequality. Note that a weak
type inequality was proved in [39, Theorem 3.2]. Namely, given p(·) ∈ P(Ω) with
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1 ≤ p− ≤ p+ <∞,
(1.3) P(Mf > λ) ≤ Cp(·)
∫
Ω
( |f∞(x)|
λ
)p(x)
dP, ∀λ > 0.
Unfortunately, we can not obtain the Doob maximal inequality by means of the
weak type inequality (1.3) as in the classical case. The essential reason is that
the space Lp(·)(Ω) is no longer a rearrangement invariant space and the important
formula ∫
Ω
|f(x)|pdP = p
∫ ∞
0
tp−1P(x ∈ Ω : |f(t)| > t)dt
has not a variable exponent analogue. In order to describe the Doob maximal in-
equality (see Theorem 4.9 below), Jiao et al. in [39] introduced a condition without
metric characterization of p(·) to replace the log-Ho¨lder continuous condition men-
tioned above; see [39, (1.5)]. Regretfully, at the time of this writing, we find that
the condition [39, (1.5)] exactly implies that p(·) is just a constant; see Proposition
4.5 below. In this present paper, we redefine the condition [39, (1.5)] as follows.
There exists a constant Kp(·) ≥ 1 depending only on p(·) such that
(1.4) P(A)p−(A)−p+(A) ≤ Kp(·), ∀A ∈
⋃
n
A(Fn),
where Fn is generated by countably many atoms
1 and A(Fn) denotes the family of
all atoms in Fn for each n ∈ N. We should mention that Nakai et al. [48, 49, 50]
and Ho [33] studied the martingale Morrey-Hardy and Campanato-Hardy spaces
associated with Fn generated by countably many atoms.
In this paper, we give a systematic study of martingale Hardy spaces Hp(·)
and Hp(·),q associated with a variable exponent p(·). A powerful tool used in the
paper is the atomic decomposition of variable martingale Hardy (Lorentz-Hardy)
spaces. Let p(·) ∈ P(Ω). Our first main result, without any restriction on p(·),
is the (1, p(·),∞)-atomic characterization of the Hardy-Lorentz space Hsp(·),q (for
the Hardy space Hsp(·), similar result is also established in Chapter 3) associated
with the conditional square operator s, that is, Hsp(·),q = H
at,1,∞
p(·),q with equivalent
quasi-norms. As an application, we obtain a real interpolation theorem between the
variable Hardy space Hsp(·) and the space H
s
∞: i.e., for 0 < θ < 1 and 0 < q ≤ ∞,(
Hsp(·), H
s
∞
)
θ,q
= Hspθ(·),q,
1
pθ(·)
=
1− θ
p(·)
.
If p(·) = p is a constant, this kind of result can be found in [21] for harmonic analysis
setting and in [62] for the martingale case. Note that our method is different from
that used in the constant case; for instance, the classical method is heavily based on
the Hardy inequality [62, Theorem 5.5], while it is obviously unavailable in the vari-
able exponents setting. We also emphasize that there is no restriction on p(·) for the
results above. This is different from the corresponding results in harmonic analysis.
For example, the real interpolation result (Hp(·)(R
n), L∞(R
n))θ,∞ = Hpθ(·),∞(R
n)
was proved in [70] under the assumption that p(·) satisfies log-Ho¨lder continuous
conditions (1.1) and (1.2).
1This condition does not affect the applications of our main results to Fourier analysis in
Section 7.
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However, the (1, p(·),∞)-atomic decompositions for Hsp(·),q and H
s
p(·) do not
behave very well for other applications, including martingale inequalities and du-
alities. This forces us to assume that p(·) satisfies (1.4). We also suppose that
every σ-algebra Fn is generated by countably many atoms. Then we obtain the
atomic characterizations of Hsp(·),q and H
s
p(·) via simple atoms, (s, 1, p(·), r)-atoms,
for p+ < r ≤ ∞ and 0 < q ≤ ∞. These results can be read as follows:
Hsp(·) = H
sat,1,r
p(·) , H
s
p(·),q = H
sat,1,r
p(·),q
with equivalent quasi-norms. As applications, we get martingale inequalities be-
tween different Hardy spaces Hp(·) (resp. Hp(·),q), establish dualities of Hp(·) (resp.
Hp(·),q), and prove several John-Nirenberg theorems for variable martingale BMO
spaces.
Finally, we consider the applications of variable martingale Hardy spaces theory
in Fourier analysis. In the constant exponent case, the theory of martingales has an
extensive application in dyadic harmonic analysis; see for example the monographs
[59, 63]. Particularly, in [63, Theorem 3.10], by using dyadic martingale theory,
Weisz proved that the maximal Feje´r operator is bounded from Hp,q to Lp,q with
p > 1/2. Then, it can be deduced from Weisz’s result that the Feje´r mean of f
converges almost everywhere to f . Inspired by this result, we extend [63, Theorem
3.10] to the following:
‖σ∗f‖Lp(·),q . ‖f‖Hp(·),q , p− >
1
2
, 0 < q ≤ ∞,
where σ∗ denotes the maximal Feje´r operator. Unlike the classical case, our proof
does not depend on interpolation method. The key point is that we introduce two
new dyadic maximal operators, which play a crucial role in the proof.
The structure of the paper is as follows. In Chapter 2, we present preliminaries,
definitions and lemmas shall be used throughout the paper. We also introduce the
definition of variable Lebesgue space Lp(·)(Ω) and Lorentz space Lp(·),q(Ω). The
latter was firstly defined by Kempka and Vyb´ıral [40]. Some basic properties of
these spaces were given, including duality of Lp(·)(Ω) and dominated convergence
theorem in variable Lorentz space Lp(·),q(Ω). We also introduce the corresponding
variable Hardy spaces Hp(·) and Hp(·),q in this chapter.
The main results of Chapter 3 are the (1, p(·),∞)-atomic decompositions for
variable Hardy spaces Hp(·) and Hp(·),q and the real interpolation theorem. By
borrowing some ideas from [40], our approach for interpolation result does not rely
on Hardy inequality which is used in classical case. The corresponding theorems for
variable Hardy spaces of predictable martingales are also provided there. If p(·) ≡ p
is a constant, these interpolation results cover the main results in [62, Chapter 5].
The objective of Chapter 4 is the atomic decompositions for variable Hardy
spaces Hp(·) and Hp(·),q via simple atoms with p(·) ∈ P(Ω) satisfying (1.4). We
first show some basic inequalities for the Doob maximal operator, including the
boundedness of the operator on Lp(·)(Ω) (see Theorem 4.9 below) and the variable
version of the dual Doob inequality. We also prove that the Doob maximal operator
is bounded from Lp(·)(Ω) to Lp(·),∞(Ω) with p− ≥ 1. Mainly depending on a
duality argument and Theorem 4.9, we prove the desired atomic decompositions
for all kinds of Hardy spaces (this can not be done in the previous chapter). As
already mentioned above, we should suppose that every σ-algebra Fn is generated
by countably many atoms in this chapter.
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Chapter 5 and 6 are devoted to the applications of atomic decompositions
established in Chapter 4. In Chapter 5, we obtain some continuous embedding
relationships among different variable martingale Hardy spaces and martingale
Lorentz-Hardy spaces. Moreover, if (Fn)n≥0 is regular, then different kinds of
Hp(·) (resp. Hp(·),q) are equivalent. In Chapter 6, we get several duality theorems.
Let 0 < p− ≤ p+ ≤ 1 and α(·) = 1/p(·)− 1. Then
(Hsp(·),q)
∗ = BMO2(α(·)), 0 < q ≤ 1,
and
(Hsp(·),q)
∗ = BMO2,q(α(·)), 1 < q <∞; (H
s
p(·),∞)
∗ = BMO2,∞(α(·)).
These results generalize the main theorem in [37]. In addition, for these different
martingale BMO spaces with variable exponent p(·), we prove several variable
analogues of John-Nirenberg theorems.
In the last chapter, we deal with some applications in Walsh-Fourier analysis.
We prove that the Walsh-Fourier series converge in the Lp(·)-norm if p− > 1. More-
over, we obtain that the maximal Feje´r operator σ∗ is bounded from Hp(·) to Lp(·)
and from Hp(·),q to Lp(·),q, whenever p− > 1/2, which is a generalization of the
classical result. To the end, we first introduce two new dyadic maximal operators
and prove their boundedness on Lp(·)(Ω) with p(·) satisfying (1.4) and p− > 1.
This method is new even in the classical case [64, 63]. Finally, we show that the
boundedness of σ∗ implies almost everywhere convergence as well.
Throughout this paper, Z and N denote the integer set and nonnegative integer
set, respectively. We denote by C a positive constant, which can vary from line to
line, and denote by Cp(·) a constant depending only on p(·). The symbol A . B
stands for the inequality A ≤ CB or A ≤ Cp(·)B. If we write A ≈ B, then it stands
for A . B . A.

CHAPTER 2
Preliminaries
2.1. Variable Lebesgue spaces Lp(·)
Let (Ω,F ,P) be a complete probability space. A measurable function p(·) :
Ω→ (0,∞) is called a variable exponent. For a measurable set A ⊂ Ω, we denote
p−(A) := ess inf
x∈A
p(x), p+(A) := ess sup
x∈A
p(x)
and for convenience
p− := p−(Ω), p+ := p+(Ω).
Denote by P(Ω) the collection of all variable exponents p(·) such that 0 < p− ≤
p+ < ∞. The variable Lebesgue space Lp(·) = Lp(·)(Ω) is the collection of all
measurable functions f defined on (Ω,F ,P) such that for some λ > 0,
ρ(f /λ) =
∫
Ω
(
|f(x)|
λ
)p(x)
dP <∞.
This becomes a quasi-Banach function space when it is equipped with the quasi-
norm
‖f‖p(·) := inf{λ > 0 : ρ(f /λ) ≤ 1}.
For any f ∈ Lp(·), we have ρ(f) ≤ 1 if and only if ‖f‖p(·) ≤ 1; see [20, Theorem
1.3]. In the sequel, we always use the symbol
p = min{p−, 1}.
Throughout the paper, the variable exponent p′(·) is defined pointwise by
1
p(x)
+
1
p′(x)
= 1, x ∈ Ω.
We present some basic properties here (see [51]):
(1) ‖f‖p(·) ≥ 0; ‖f‖p(·) = 0⇔ f ≡ 0.
(2) ‖cf‖p(·) = |c| · ‖f‖p(·) for c ∈ C.
(3) for 0 < b ≤ p, we have
(2.1) ‖f + g‖bp(·) ≤ ‖f‖
b
p(·) + ‖g‖
b
p(·).
Lemma 2.1. ([15, Proposition 2.21]) Let p(·) ∈ P(Ω). If f ∈ Lp(·)(Ω) and
‖f‖p(·) 6= 0, then ∫
Ω
∣∣∣∣ f(x)‖f‖p(·)
∣∣∣∣p(x) dP = 1.
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Lemma 2.2. ([15, Corollary 2.28]) Let p(·), q(·), r(·) ∈ P(Ω) satisfy
1
p(x)
=
1
q(x)
+
1
r(x)
, x ∈ Ω.
Then there exists a constant C such that for all f ∈ Lq(·) and g ∈ Lr(·), we have
fg ∈ Lp(·) and
‖fg‖p(·) ≤ C‖f‖q(·)‖g‖r(·).
Lemma 2.3. ([44, Theorem 2.8]) Let p(·), q(·) ∈ P(Ω). If p(·) ≤ q(·), then for
every f ∈ Lq(·) we have
‖f‖p(·) ≤ 2‖f‖q(·).
Lemma 2.4. ([15, Theorem 2.34]) Let p(·) ∈ P(Ω) with 1 ≤ p−. Then
‖f‖p(·) ≈ sup
∫
Ω
fgdP,
where the supremum is taken over all g ∈ Lp′(·) with ‖g‖p′(·) ≤ 1.
Furthermore, we have the following reverse Minkowshi inequality. It was stated
without a proof in [67, Remark 2.4] for p+ < 1. We give a detailed proof here.
Lemma 2.5. Let p(·) ∈ P(Ω). If p+ ≤ 1, we have, for positive functions
f, g ∈ Lp(·),
‖f‖p(·) + ‖g‖p(·) ≤ ‖f + g‖p(·).
Proof. Take positive functions f, g ∈ Lp(·). For arbitrary small positive num-
ber ε > 0, set λf = ‖f‖p(·) − ε and λg = ‖g‖p(·) − ε. Note that, as mentioned
before, ρ(f) > 1 if and only if ‖f‖p(·) > 1. Then, by concavity, we have∫
Ω
(
f(x) + g(x)
λf + λg
)p(x)
dP ≥
λf
λf + λg
∫
Ω
(
f(x)
λf
)p(x)
dP
+
λg
λf + λg
∫
Ω
(
g(x)
λg
)p(x)
dP > 1,
which implies
‖f + g‖p(·) > λf + λg = ‖f‖p(·) + ‖g‖g − 2ε.
Taking ε→ 0, we get the desired result. 
2.2. Variable Lorentz spaces Lp(·),q
In this section, we recall the definition of Lorentz spaces Lp(·),q(Ω) with variable
exponents p(·) ∈ P(Ω) and 0 < q ≤ ∞ is a constant. For more information about
general cases Lp(·),q(·)(Ω), we refer the reader to [40]. Following [40], we introduce
the definition below.
Definition 2.6. Let p(·) ∈ P(Ω) and 0 < q ≤ ∞. Then Lp(·),q(Ω) is the
collection of all measurable functions f such that
‖f‖Lp(·),q :=
{ (∫∞
0 λ
q‖χ{|f |>λ}‖
q
p(·)
dλ
λ
)1/q
, q <∞,
supλ λ‖χ{|f |>λ}‖p(·), q =∞
is finite.
Remark 2.7. According to [40, Theorem 3.1], the spaces Lp(·),q are quasi-
Banach spaces. Moreover,
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(1) It is similar to the classical case that the equations above can be dis-
cretized:
‖f‖Lp(·),q ≈
(
∞∑
k=−∞
2kq‖χ{|f |>2k}‖
q
p(·)
)1/q
,
and
‖f‖Lp(·),∞ ≤ 2 sup
k∈Z
2k‖χ{|f |>2k}‖p(·) ≤ 2‖f‖Lp(·),∞.
(2) By [40, Lemma 2.4], we have
sup
k∈Z
2k‖χ{|f |>2k}‖p(·) = inf
λ > 0 : supk∈Z
∫
Ω
(
2kχ{|f |>2k}
λ
)p(x)
dP ≤ 1
 .
(3) Let A ∈ F . A simple calculation based on (1) above shows that
‖χA‖Lp(·),q ≈ ‖χA‖p(·).
We now show the dominated convergence theorem in Lp(·),q. We begin with
the following definition.
Definition 2.8. Let p(·) ∈ P(Ω) and 0 < q ≤ ∞. A function f ∈ Lp(·),q is
said to have absolutely continuous quasi-norm in Lp(·),q if
lim
n→∞
‖fχAn‖Lp(·),q = 0
for every sequence (An)n≥0 satisfying P(An)→ 0 as n→∞.
The next result shows that if 0 < p− ≤ p+ < ∞ and 0 < q < ∞, then all the
elements in Lp(·),q(Ω) have absolutely continuous quasi-norm.
Lemma 2.9. Let p(·) ∈ P(Ω) and 0 < q < ∞. Then for every f ∈ Lp(·),q, f
has absolutely continuous quasi-norm.
Proof. Since f ∈ Lp(·),q, for any ε > 0, there exists N1 ∈ N such that(
∞∑
k=N1
2kq‖χ{|f |>2k}‖
q
p(·)
)1/q
< ε.
By the definition of {An}n, there exist N2 ∈ N such that P(An) <
(
ε
2N1
)p+
for
n ≥ N2. Now let n ≥ N2. By Lemma 2.3, we have
‖fχAn‖Lp(·),q .
( ∞∑
k=N1
2kq‖χ{|f |>2k}‖
q
p(·)
)1/q
+
( N1−1∑
k=−∞
2kq‖χAn‖
q
p(·)
)1/q
≤ ε+
( N1−1∑
k=−∞
2kq · (2‖χAn‖p+)
q
)1/q
< ε+ 2
( N1−1∑
k=−∞
2(k−N1)q
)1/q
ε = 3ε.
This finishes the proof. 
The following well-known example (see [45, Example 2.5]) shows that not all
functions in Lp(·),∞ have absolutely continuous quasi-norm.
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Example 2.10. Consider the function f(x) = x−1/p on Ω = (0, 1) associated
with Lebesgue measure P. Then, by a simple calculation, f ∈ Lp,∞ (0 < p < ∞)
and f does not have absolutely continuous quasi-norm.
Next we introduce a closed subspace of Lp(·),∞, in which simple functions are
dense.
Definition 2.11. Let p(·) ∈ P(Ω). We define Lp(·),∞(Ω) as the set of mea-
surable functions f such that
lim
n→∞
‖fχAn‖Lp(·),∞ = 0
for every sequence (An)n≥0 satisfying P(An)→ 0 as n→∞.
Lemma 2.12. Let p(·) ∈ P(Ω). Then Lp(·),∞ is a closed subspace of Lp(·),∞.
Proof. Let (fn)n≥1 ⊂ Lp(·),∞ be a Cauchy sequence in Lp(·),∞. Then there
exists f ∈ Lp(·),∞ such that
lim
n→∞
‖fn − f‖Lp(·),∞ = 0.
Choose Ak ⊂ Ω such that P(Ak)→ 0 as k →∞. Hence, for any k we have
‖fχAk‖Lp(·),∞ ≤ 2
1
p (‖fnχAk‖Lp(·),∞ + ‖(fn − f)χAk‖Lp(·),∞)
≤ 2
1
p (‖fnχAk‖Lp(·),∞ + ‖fn − f‖Lp(·),∞).
Since fn ∈ Lp(·),∞, by taking n→∞, we get
lim
k→∞
‖fχAk‖Lp(·),∞ = 0,
which implies that f ∈ Lp(·),∞. 
Lemma 2.13. Let p(·) ∈ P(Ω). Then we have Lp(·) ⊂ Lp(·),∞ ⊂ Lp(·),∞.
Proof. By Lemma 2.12, it suffices to show Lp(·) ⊂ Lp(·),∞. Let f ∈ Lp(·).
Applying Lemma 2.1, we get∫
Ω
(
2kχ{|f |>2k}
‖f‖p(·)
(x)
)p(x)
dP ≤
∫
Ω
(
|f(x)|
‖f‖p(·)
)p(x)
dP = 1
for any k ∈ Z. We conclude by Remark 2.7 that
(2.2) ‖f‖Lp(·),∞ ≤ ‖f‖p(·).
Let Ak ⊂ Ω such that P(Ak)→ 0 as k→∞. We get ρ(fχAk)→ 0 as k →∞ since
f ∈ Lp(·). Note that 0 < p− ≤ p+ <∞. Hence, by [15, Theorem 2.68], we deduce
that ‖fχAk‖p(·) → 0 as k →∞. It follows from inequality (2.2) that
lim
k→∞
‖fχAk‖Lp(·),∞ = 0.
Now we obtain that f ∈ Lp(·),∞. The proof is complete. 
Lemma 2.14. (Dominated convergence theorem) Let p(·) ∈ P(Ω) and 0 < q ≤
∞. Assume that fn, f, g ∈ Lp(·),q satisfies fn → f a.e. and |fn| ≤ g for every
n ≥ 1. If g has absolutely continuous quasi-norm, then
lim
n→∞
‖fn − f‖Lp(·),q = 0.
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Proof. Since g has absolutely continuous quasi-norm, for any ε > 0 there
exists N1 such that ‖gχ{g>N1}‖Lp(·),q < ε. Clearly, |fn − f | ≤ 2N1 on the set
{g ≤ N1}. Note that, by Remark 2.7(3),
‖(fn − f)χ{g≤N1}‖Lp(·),q = ‖(fn − f)χ{g≤N1}χ{fn 6=f}‖Lp(·),q
≤ 2N1‖χ{fn 6=f}‖Lp(·),q = 2N1‖χ{fn 6=f}‖p(·).
Then, by the facts χ{fn 6=f} → 0 as n→∞ and the dominated convergence theorem
in Lp(·) (see [15]), there exists N2 such that ‖(fn−f)χ{g≤N1}‖Lp(·),q < ε for n ≥ N2.
Finally, for n ≥ N2,
‖fn − f‖Lp(·),q . ‖(fn − f)χ{g≤N1}‖Lp(·),q + ‖(fn − f)χ{g>N1}‖Lp(·),q
. ε+ 2‖gχ{g>N1}‖Lp(·),q < 3ε,
which completes the proof. 
2.3. Variable martingale Hardy spaces
In this section, we introduce some standard notations from martingale theory.
We refer to the books [26, 46, 62] for the theory of classical martingale space.
Let (Ω,F ,P) be a complete probability space. Let the subalgebras (Fn)n≥0 be
increasing such that F = σ(∪n≥0Fn), and let En denote the conditional expectation
operator relative to Fn. A sequence of measurable functions f = (fn)n≥0 ⊂ L1(Ω)
is called a martingale with respect to (Fn)n≥0 if En(fn+1) = fn for every n ≥ 0.
For a martingale f = (fn)n≥0,
dnf = fn − fn−1, n ≥ 0,
denote the martingale difference. If in addition fn ∈ Lp(·), then f is called an
Lp(·)-martingale with respect to (Fn)n≥0. In this case, we set
‖f‖p(·) = sup
n≥0
‖fn‖p(·).
If ‖f‖p(·) <∞, f is called a bounded Lp(·)-martingale and it is denoted by f ∈ Lp(·).
For a martingale relative to (Ω,F ,P; (Fn)n≥0), we define the maximal function, the
square function and the conditional square function of f , respectively, as follows
(f−1 = 0):
Mm(f) = sup
0≤n≤m
|fn|, M(f) = sup
n≥0
|fn|;
Sm(f) =
(
m∑
n=0
|dnf |
2
)1/2
, S(f) =
(
∞∑
n=0
|dnf |
2
)1/2
;
sm(f) =
(
m∑
n=0
En−1|dnf |
2
) 1
2
, s(f) =
(
∞∑
n=0
En−1|dnf |
2
) 1
2
.
Denote by Λ the collection of all sequences (λn)n≥0 of non-decreasing, non-negative
and adapted functions with λ∞ = limn→∞ λn. Let p(·) ∈ P(Ω) and 0 < q ≤ ∞.
The variable martingale Hardy spaces associated with variable Lebesgue spaces
Lp(·) are defined as follows:
HMp(·) = {f = (fn)n≥0 : ‖f‖HMp(·) = ‖M(f)‖p(·) <∞};
HSp(·) = {f = (fn)n≥0 : ‖f‖HSp(·) = ‖S(f)‖p(·) <∞};
Hsp(·) = {f = (fn)n≥0 : ‖f‖Hsp(·) = ‖s(f)‖p(·) <∞};
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Qp(·) = {f = (fn)n≥0 : ∃(λn)n≥0 ∈ Λ, s.t. Sn(f) ≤ λn−1, λ∞ ∈ Lp(·)},
‖f‖Qp(·) = inf
(λn)∈Λ
‖λ∞‖p(·);
Pp(·) = {f = (fn)n≥0 : ∃(λn)n≥0 ∈ Λ, s.t. |fn| ≤ λn−1, λ∞ ∈ Lp(·)},
‖f‖Pp(·) = inf
(λn)∈Λ
‖λ∞‖p(·).
Similarly, the variable martingale Lorentz-Hardy spaces associated with variable
Lorentz spaces Lp(·),q are defined as follows:
HMp(·),q = {f = (fn)n≥0 : ‖f‖HMp(·),q
= ‖M(f)‖Lp(·),q <∞};
HSp(·),q = {f = (fn)n≥0 : ‖f‖HSp(·),q = ‖S(f)‖Lp(·),q <∞};
Hsp(·),q = {f = (fn)n≥0 : ‖f‖Hsp(·),q = ‖s(f)‖Lp(·),q <∞};
Qp(·),q = {f = (fn)n≥0 : ∃(λn)n≥0 ∈ Λ, s.t. Sn(f) ≤ λn−1, λ∞ ∈ Lp(·),q},
‖f‖Qp(·),q = inf
(λn)∈Λ
‖λ∞‖Lp(·),q ;
Pp(·),q = {f = (fn)n≥0 : ∃(λn)n≥0 ∈ Λ, s.t. |fn| ≤ λn−1, λ∞ ∈ Lp(·),q},
‖f‖Pp(·),q = inf
(λn)∈Λ
‖λ∞‖Lp(·),q .
We define H Mp(·),∞ as the space of all martingales such that M(f) ∈ Lp(·),∞. Anal-
ogously, we can define H Sp(·),∞ and H
s
p(·),∞, respectively.
Remark 2.15. If p(·) = p is a constant, then the above definitions of variable
Hardy spaces go back to the classical definitions stated in [26] and [62].
CHAPTER 3
Atomic decompositions and real interpolation
In this chapter, we investigate atomic decompositions and interpolation results
for variable martingale Hardy spaces. We emphasize that in this chapter, unlike
the case in harmonic analysis [51, 70], there is no restriction on p(·) ∈ P(Ω) for
our results.
Let T be the set of all stopping times with respect to (Fn)n≥0. For a martingale
f = (fn)n≥0 and τ ∈ T , we denote the stopped martingale by f τ = (f τn )n≥0 =
(fn∧τ )n≥0, where a ∧ b = min(a, b). We recall the definition of an atom.
Definition 3.1. Let p(·) ∈ P(Ω) and 1 < r ≤ ∞. A measurable function a is
called a (1, p(·), r)-atom (or (2, p(·), r)-atom, (3, p(·), r)-atom, respectively) if there
exists a stopping time τ ∈ T such that
(1) E(a|Fn) = 0, ∀ n ≤ τ ,
(2) ‖s(a)‖r( or ‖S(a)‖r , ‖M(a)‖r, respectively) ≤
‖χ{τ<∞}‖r
‖χ{τ<∞}‖p(·)
.
Remark 3.2. Let p(·) ∈ P(Ω). For 1 < r1 < r2 ≤ ∞, we have that every
(1, p(·), r2)-atom a is a (1, p(·), r1)-atom. Indeed, by Ho¨lder’s inequality,
‖s(a)‖r1 ≤ ‖s(a)‖r2‖χ{τ<∞}‖ r1r2r2−r1
≤
‖χ{τ<∞}‖r1
‖χ{τ<∞}‖p(·)
.
This is also true for the other two kinds of atoms.
3.1. Atomic decompositions of Hp(·),q
Definition 3.3. Let p(·) ∈ P(Ω), 0 < q ≤ ∞ and 1 < r ≤ ∞. The atomic
Hardy space Hat,d,rp(·),q is defined as the space of all martingales f = (fn)n≥0 such
that, for all n ∈ N,
(3.1) fn =
∑
k∈Z
µka
k
n, a.e.
where (ak)k∈Z is a sequence of (d, p(·), r)-atoms (d = 1, 2, 3) associated with stop-
ping times (τk)k∈Z and µk = 3 · 2k‖χ{τk<∞}‖p(·) for each k. For f ∈ H
at,d,r
p(·),q , define
‖f‖Hat,d,r
p(·),q
= inf
(∑
k∈Z
2kq‖χ{τk<∞}‖
q
p(·)
) 1
q
≈ inf ‖(µk)k∈Z‖ℓq ,
where the infimum is taken over all the decompositions of f of the form (3.1).
The atomic decomposition of Hp(·),q is divided into the following two theorems.
The proof of the first one is standard, while the second contains some technical
estimates different from that used in the classical case [37].
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Theorem 3.4. Let p(·) ∈ P(Ω), 0 < q ≤ ∞ and 1 < r ≤ ∞ with p+ < r. Then
Hsp(·),q ⊂ H
at,1,r
p(·),q .
Moreover,
‖f‖Hat,1,r
p(·),q
. ‖f‖Hs
p(·),q
.
Proof. By Remark 3.2, it suffices to show Hsp(·),q ⊂ H
at,1,∞
p(·),q . Assume that
f ∈ Hsp(·),q. Let us consider the following stopping times for all k ∈ Z,
τk = inf{n ∈ N : sn+1(f) > 2
k}.
The sequence of these stopping times is obviously non-decreasing. It is easy to see
that for each n ∈ N,
fn =
∑
k∈Z
(f τk+1n − f
τk
n ).
For every k ∈ Z, n ∈ N, let
µk = 3 · 2
k
∥∥χ{τk<∞}∥∥p(·) and akn = f τk+1n − f τknµk .
If µk = 0, then set a
k
n = 0 for all k ∈ Z, n ∈ N. Then (a
k
n)n≥0 is a martingale
for each fixed k ∈ Z. Since s(f τk) = sτk(f) ≤ 2
k, and by the sublinearity of the
operator s, we get
s
(
(akn)n≥0
)
≤
s(f τk+1) + s(f τk)
µk
≤
∥∥χ{τk<∞}∥∥−1p(·) .
Hence (akn)n≥0 is a bounded L2-martingale. Consequently, there exists an element
ak ∈ L2 such that Enak = akn. If n ≤ τk, then a
k
n = 0. Thus we conclude that a
k is
a (1, p(·),∞)-atom. For q =∞, we have
sup
k
µk = 3 sup
k
2k‖χ{τk<∞}‖p(·)
= 3 sup
k
2k‖χ{s(f)>2k}‖p(·)
≤ C‖s(f)‖Lp(·),∞ = C‖f‖Hsp(·),∞ .
For q <∞, we have(∑
k∈Z
|µk|
q
) 1
q
= 3
(∑
k∈Z
2kq‖χ{τk<∞}‖
q
p(·)
) 1
q
= 3
(∑
k∈Z
2kq‖χ{s(f)>2k}‖
q
p(·)
) 1
q
≤ C
(∑
k∈Z
∫ 2k
2k−1
λq−1dλ‖χ{s(f)>2k}‖
q
p(·)
) 1
q
≤ C
( ∫ ∞
0
λq−1‖χ{s(f)>λ}‖
q
p(·)dλ
) 1
q
≤ C‖s(f)‖Lp(·),q = C‖f‖Hsp(·),q .

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The next result is the converse part of the above theorem for r = ∞, while
it is still open for the case that r < ∞. In next chapter, we will provide a simple
atomic characterization for r < ∞ under the assumption that p(·) satisfies the
proper condition (1.4).
Theorem 3.5. Let p(·) ∈ P(Ω) and 0 < q ≤ ∞. Then
Hat,1,∞p(·),q ⊂ H
s
p(·),q.
Moreover,
‖f‖Hs
p(·),q
. ‖f‖Hat,1,∞
p(·),q
.
Proof. Assume that a martingale f has the decomposition as (3.1). For an
arbitrary integer k0, set
f =
∑
k
µka
k := F1 + F2,
where
F1 =
k0−1∑
k=−∞
µka
k and F2 =
∞∑
k=k0
µka
k.
By Remark 2.7,
‖f‖Hs
p(·),q
. ‖s(F1)‖Lp(·),q + ‖s(F2)‖Lp(·),q .
Note that
s(F1) ≤
k0−1∑
k=−∞
µks(a
k), s(F2) ≤
∞∑
k=k0
µks(a
k).
We divide the proof into two steps.
Step 1: We deal with q =∞ firstly. Since ak is a (1, p(·),∞)-atom for every k ∈ Z,
we find that
‖s(F1)‖∞ ≤
k0−1∑
k=−∞
µk‖s(a
k)‖∞
≤
k0−1∑
k=−∞
µk‖χ{τk<∞}‖
−1
p(·) ≤ 3 · 2
k0 .
Thus we can deduce that
2k0‖χ{s(f)>6·2k0}‖p(·) ≤ 2
k0‖χ{s(F1)>3·2k0} + χ{s(F2)>3·2k0}‖p(·)
= 2k0‖χ{s(F2)>3·2k0}‖p(·).(3.2)
Next we estimate this expression. Since s(ak) = 0 on the set {τk = ∞}, we have
{s(ak) > 0} ⊂ {τk <∞}. Then,
(3.3) {s(F2) > 3 · 2
k0} ⊂ {s(F2) > 0} ⊂
∞⋃
k=k0
{s(ak) > 0} ⊂
∞⋃
k=k0
{τk <∞}.
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Hence, by Lemma 2.1 we obtain
∫
Ω
(
3 · 2k0χ{s(F2)>3·2k0}
supk∈Z µk
)p(x)
dP ≤
∞∑
k=k0
∫
{τk<∞}
(
3 · 2k0
supk∈Z µk
)p(x)
dP
≤
∞∑
k=k0
∫
{τk<∞}
(
3 · 2k0
3 · 2k‖χ{τk<∞}‖p(·)
)p(x)
dP
≤
∞∑
k=k0
2−(k−k0)p−
∫
Ω
(
χ{τk<∞}
‖χ{τk<∞}‖p(·)
)p(x)
dP
=
1
1− 2−p−
,
which implies that
(3.4) 3 · 2k0‖χ{s(F2)>3·2k0}‖p(·) ≤
(
2p−
2p− − 1
)1/p−
sup
k∈Z
µk.
Combining (3.2) and the above inequality, we have
‖f‖Hs
p(·),∞
= ‖s(f)‖Lp(·),∞ ≤ 2
(
2p−
2p− − 1
)1/p−
inf sup
k∈Z
µk . ‖f‖Hat,1,∞
p(·),∞
,
where the infimum is taken over all the decompositions of f of the form (3.1).
Step 2: Now we consider the case q <∞. According to (3.2), it suffices to estimate
‖χ{s(F2)>3·2k0}‖p(·). Let
0 < ε < min(p, q) and 0 < δ < 1.
Applying (3.3) and (2.1), we have
‖χ{s(F2)>3·2k0}‖p(·) ≤
∥∥∥∥∥
∞∑
k=k0
χ{τk<∞}
∥∥∥∥∥
p(·)
≤
(
∞∑
k=k0
‖χ{τk<∞}‖
ε
p(·)
)1/ε
=
(
∞∑
k=k0
2−kδε2kδε‖χ{τk<∞}‖
ε
p(·)
)1/ε
.
Using Ho¨lder’s inequality for q−εq +
ε
q = 1, we get
‖χ{s(F2)>3·2k0}‖p(·) ≤
(
∞∑
k=k0
2−kδε
q
q−ε
) q−ε
εq
(
∞∑
k=k0
2kδq‖χ{τk<∞}‖
q
p(·)
)1/q
. 2−k0δ
(
∞∑
k=k0
2kδq‖χ{τk<∞}‖
q
p(·)
)1/q
.
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Consequently,
∞∑
k0=−∞
2k0q‖χ{s(F2)>3·2k0}‖
q
p(·) .
∞∑
k0=−∞
2k0(1−δ)q
∞∑
k=k0
2kδq‖χ{τk<∞}‖
q
p(·)
=
∞∑
k=−∞
2kδq‖χ{τk<∞}‖
q
p(·)
k∑
k0=−∞
2k0(1−δ)q
.
∞∑
k=−∞
2kq‖χ{τk<∞}‖
q
p(·),
where the last “ . ” is due to 1− δ > 0. Then we obtain
‖F2‖Hs
p(·),q
= ‖s(F2)‖Lp(·),q . inf
(
∞∑
k=−∞
µqk
)1/q
. ‖f‖Hat,1,∞
p(·),q
where the infimum is taken over all the decompositions of the form (3.1).
Combining Step 1 and Step 2, we complete the proof. 
Theorem 3.6. Let p(·) ∈ P(Ω) and 0 < q ≤ ∞. Then
Qp(·),q = H
at,2,∞
p(·),q , Pp(·),q = H
at,3,∞
p(·),q
with equivalent quasi-norms.
Proof. The proof is similar to those of Theorems 3.4 and 3.5, so we only
sketch the outline. Let f = (fn)n≥0 ∈ Qp(·),q (or Pp(·),q). The stopping times τk
are defined by
τk = inf{n ∈ N : λn > 2
k}, (inf ∅ =∞),
where (λn)n≥0 is the sequence in the definition of Qp(·),q. Let a
k
n and µk (k ∈ Z)
be the same as in the proof of Theorem 3.4. Then we get (3.1), where (ak)k∈Z is a
sequence of (2, p(·),∞)-atoms (or (3, p(·),∞)-atoms). Moreover,
‖(µk)k∈Z‖ℓq . ‖f‖Qp(·),q (or ‖(µk)k∈Z‖ℓq . ‖f‖Pp(·),q )
still holds.
To prove the converse part, let
λn =
∑
k∈Z
µkχ{τk≤n}‖S(a
k)‖∞ (or λn =
∑
k∈Z
µkχ{τk≤n}‖M(a
k)‖∞).
Then (λn)n≥0 is a nondecreasing, nonnegative and adapted sequence with Sn+1(f) ≤
λn (or |fn+1| ≤ λn) for any n ≥ 0. For any given integer k0, let
λ∞ = λ
(1)
∞ + λ
(2)
∞ ,
where
λ(1)∞ =
k0−1∑
k=−∞
µkχ{τk<∞}‖S(a
k)‖∞ (or λ
(1)
∞ =
k0−1∑
k=−∞
µkχ{τk<∞}‖M(a
k)‖∞),
and
λ(2)∞ =
∞∑
k=k0
µkχ{τk<∞}‖S(a
k)‖∞ (or λ
(2)
∞ =
∞∑
k=k0
µkχ{τk<∞}‖M(a
k)‖∞).
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By replacing s(F1) and s(F2) in Step 1 and Step 2 of the proof of Theorem 3.5
with λ
(1)
∞ and λ
(2)
∞ , respectively, we obtain f ∈ Qp(·),q (or f ∈ Pp(·),q) and
‖f‖Qp(·),q ≈ inf ‖(µk)k∈Z‖ℓq (or ‖f‖Pp(·),q ≈ inf ‖(µk)k∈Z‖ℓq ),
where the infimum is taken over all the decompositions (3.1). 
Remark 3.7. If p(·) = p is a constant, then the above atomic decompositions
go back to [36] and [37].
Remark 3.8. (1) In (3.1), if q <∞, then the sum
∑n
k=m µka
k converges to f
in Hsp(·),q as m→ −∞, n→∞. Indeed,
n∑
k=m
µka
k =
n∑
k=m
(fνk+1 − fνk) = fνn+1 − fνm .
By the sublinearity of s, we have∥∥∥∥∥f −
n∑
k=m
µka
k
∥∥∥∥∥
Hs
p(·),q
= ‖s(f − fνn+1 + fνm)‖Lp(·),q
≤ ‖s(f − fνn+1) + s(fνm)‖Lp(·),q
. ‖s(f − fνn+1)‖Lp(·),q + ‖s(f
νm)‖Lp(·),q .
Observe that
s(f − fνn+1)2 = s(f)2 − s(fνn+1)2, s(f − fνn+1) ≤ s(f), s(fνm) ≤ s(f)
and
s(f − fνn+1), s(fνm)→ 0 a.e. as m→ −∞, n→∞.
Thus, by Lemma 2.9 and 2.14, we have
‖s(f − fνn+1)‖Lp(·),q , ‖s(f
νm)‖Lp(·),q → 0 as m→ −∞, n→∞,
which implies ∥∥∥∥∥f −
n∑
k=m
µka
k
∥∥∥∥∥
Hs
p(·),q
→ 0 as m→ −∞, n→∞.
Further, for k ∈ Z, ak = (akn)n≥0 (here a
k is a (1, p(·),∞)-atom) is L2 bounded,
hence Hs2 = L2 is dense in H
s
p(·),q. Similarly, L∞ is dense in Pp(·),q.
(2) If q =∞ and s(f) ∈ Lp(·),∞(Ω), then by Lemma 2.14, the sum
∑n
k=m µka
k
converges to f in Hsp(·),∞ as m→ −∞, n→∞. This will be used in Chapter 6.
3.2. Atomic decompositions of Hp(·)
The atomic characterization of Hp(·) has been shown in [39]. In this section,
we introduce several new variable atomic Hardy spaces which are different from
those defined in [39]. Following the line of arguments used in [39, Theorem 4.2],
we may characterize the variable Hardy spaces Hp(·) via these new atomic Hardy
spaces. We enumerate the results here without proof since they are similar to [39,
Theorem 4.2]. These results will be applied in Chapter 7,
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Definition 3.9. Let p(·) ∈ P(Ω) and 1 < r ≤ ∞. The atomic Hardy space
Hat,d,rp(·) is defined as the space of all martingales f = (fn)n≥0 such that
(3.5) fn =
∑
k∈Z
µka
k
n,
where (ak)k∈Z is a sequence of (d, p(·), r)-atoms (d = 1, 2, 3) associated with stop-
ping times (τk)k∈Z and (µk)k∈Z is a sequence of positive numbers. For a fixed
0 < t < p and f ∈ Hat,d,rp(·) , define
‖f‖Hat,d,r
p(·)
= inf
∥∥∥∥∥∥
[∑
k∈Z
(
µkχ{τk<∞}
‖χ{τk<∞}‖p(·)
)t] 1t ∥∥∥∥∥∥
p(·)
,
where the infimum is taken over all the decompositions of the form (3.5).
Remark 3.10. This definition is different from the one in [39]. In fact, we
replace p by t with 0 < t < p. In this case,
p(·)
t
≥
p
t
> 1,
and consequently,
1 <
((
p(·)
t
)′)
−
≤
((
p(·)
t
)′)
+
<∞.
If p(·) ∈ P(Ω) satisfies (4.2) and Fn is generated by countable atoms, then, by
Theorem 4.9, the Doob maximal operator M is bounded on L
(p(·)t )
′ . If p− > 1, we
can take t = 1. This observation will be used frequently in the paper.
The following atomic decompositions can be proved in a same way as in [39].
Theorem 3.11. Let p(·) ∈ P(Ω). Then
Hsp(·) = H
at,1,∞
p(·)
with equivalent quasi-norms.
Similarly, we have the following result.
Theorem 3.12. Let p(·) ∈ P(Ω). Then
Qp(·) = H
at,2,∞
p(·) Pp(·) = H
at,3,∞
p(·)
with equivalent quasi-norms.
3.3. Real interpolation
In [40, Theorem 4.1], the authors investigated the real interpolation between
variable Lorentz spaces and L∞. In this section, we explore the real interpolation
of the martingale Lorentz-Hardy spaces with variable exponents. Firstly, we recall
some basic definition. Let X0 and X1 be two quasi-Banach spaces, which are both
embedded into a topological vector space Y . Then the space X0 + X1 is defined
as the set of all x ∈ Y , which may be written as x = x0 + x1 for which x0 ∈ X0
and x1 ∈ X1. For any x ∈ X0 +X1 and 0 < t < ∞, the so-called K-functional is
defined as
K(x, t;X0, X1) = inf{‖x0‖X0 + t‖x1‖X1 : x = x0 + x1},
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where the infimum is taken over all x = x0 + x1 for which x0 ∈ X0 and x1 ∈ X1.
We will write K(x, t;X0, X1) as K(x, t) if no confusion may occur. If 0 < θ < 1
and 0 < q ≤ ∞, then the real interpolation space (X0, X1)θ,q is defined as the set
of all x ∈ X0 +X1 such that
‖x‖(X0,X1)θ,q =
{ (∫∞
0 t
−θqK(x, t)q dtt
) 1
q , q <∞,
supt>0 t
−θK(x, t), q =∞,
is finite.
The result below is taken from [40, Theorem 4.1].
Lemma 3.13. Let p(·) ∈ P(Ω) with p+ <∞, 0 < q ≤ ∞, 0 < θ < 1 and
1
p˜(·)
=
1− θ
p(·)
.
Then
(Lp(·), L∞)θ,q = Lp˜(·),q.
Remark 3.14. Let h(λ) = ‖χ{|f |>λ}‖p(·) for λ > 0 and denote by
f∗(t) = sup{λ > 0 : h(λ) ≥ t}
its generalized inverse function. A key inequality K(f, t) ≥ tf∗(t) was used in the
proof of the above lemma; however its proof is unclear. Here we give a detailed
proof of this inequality.
It is obvious that ‖f‖∞ ≥ f∗(t) for any t > 0. Now we prove the inequality
K(f, t) ≥ tf∗(t).
Case 1: ‖f‖∞ =∞. Then
K(f, t) = inf
0<µ<∞
{
‖(|f(x)| − µ)+‖p(·),∞ + t ‖min (|f(x)|, µ)‖∞
}
= inf
0<µ<∞
{
sup
λ>0
λ
∥∥χ|f(x)|≥µ+λ∥∥p(·) + tµ} .
For a fixed t, assume that µ ≥ f∗(t). Then
inf
f∗(t)≤µ<∞
{
sup
λ>0
λ
∥∥χ|f(x)|≥µ+λ∥∥p(·) + tµ} ≥ inff∗(t)≤µ<∞ {tµ} ≥ tf∗(t).
On the other hand, if µ < f∗(t), then we choose λ = f∗(t)− µ:
inf
0<µ<f∗(t)
{
sup
λ>0
λ
∥∥χ|f(x)|≥µ+λ∥∥p(·) + tµ}
≥ inf
0<µ≤‖f‖∞
{
(f∗(t)− µ)
∥∥χ|f(x)|≥f∗(t)∥∥p(·) + tµ}
= inf
0<µ≤‖f‖∞
{(f∗(t)− µ)h(f∗(t)) + tµ}
≥ inf
0<µ≤‖f‖∞
{(f∗(t)− µ) t+ tµ}
= tf∗(t).
Case 2: ‖f‖∞ <∞. Firstly, we get that
inf
‖f‖∞<µ<∞
{
‖(|f(x)| − µ)+‖p(·),∞ + t ‖min (|f(x)|, µ)‖∞
}
≥ inf
‖f‖∞<µ<∞
{
‖(|f(x)| − µ)+‖p(·),∞ + t‖f‖∞
}
≥ t‖f‖∞ ≥ tf∗(t).
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We also have the following calculation:
inf
0<µ≤‖f‖∞
{
‖(|f(x)| − µ)+‖p(·),∞ + t ‖min (|f(x)|, µ)‖∞
}
= inf
0<µ≤‖f‖∞
{
sup
λ>0
λ
∥∥χ|f(x)|≥µ+λ∥∥p(·) + tµ} .
For a fixed t, we may assume that ‖f‖∞ ≥ f∗(t) (the other case can be considered
similarly). Then, applying the same argument as in Case 1, we obtain
inf
f∗(t)≤µ≤‖f‖∞
{
sup
λ>0
λ
∥∥χ|f(x)|≥µ+λ∥∥p(·) + tµ} ≥ inff∗(t)≤µ≤‖f‖∞ {tµ} ≥ tf∗(t)
and
inf
0<µ<f∗(t)
{
sup
λ>0
λ
∥∥χ|f(x)|≥µ+λ∥∥p(·) + tµ} ≥ tf∗(t).
Thus
K(f, t) ≥ tf∗(t).
Lemma 3.15 (Reiteration theorem [6]). Suppose that 0 < θ0, θ1 < 1, θ0 6= θ1,
0 < q0, q1 ≤ ∞ and X0 = (A0, A1)θ0,q0 , X1 = (A0, A1)θ1,q1 . If 0 < η < 1,
0 < q ≤ ∞ and (A0, A1)θi,qi are complete, then
(X0, X1)η,q = (A0, A1)θ,q,
where θ = (1− η)θ0 + ηθ1.
Applying the above reiteration theorem and Lemma 3.13, we get the following
general result.
corollary 3.16. Let p(·), p0(·), p1(·) ∈ P(Ω) and p0(·) = cp1(·) for some
positive constant c. If 0 < η < 1, 0 < q0, q1, q ≤ ∞ and p0 6= p1, then(
Lp0(·),q0 , Lp1(·),q1
)
η,q
= Lp(·),q,
1
p(·)
=
1− η
p0(·)
+
η
p1(·)
.
Furthermore,
(
Lp(·),q0 , Lp(·),q1
)
η,q
= Lp(·),q,
1
q
=
1− η
q0
+
η
q1
.
Lemma 3.17. Let f be a martingale. Define the stopping times
τk = inf{n ∈ N : sn+1(f) > 2
k}, k ∈ Z.
Then for every k0 ∈ Z,
∞∑
k=k0+1
2kχ{τk<∞} ≤ 2
∞∑
k=k0+1
2kχ{2k<s(f)≤2k+1} ≤ 2s(f)χ{s(f)>2k0+1}.
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Proof. The proof is based on a basic calculation. Noting that {τk < ∞} =
{s(f) > 2k}, we have
∞∑
k=k0+1
2kχ{τk<∞} = 2
k0+1χ{s(f)>2k0+1} +
∞∑
k=k+1
2k+1χ{s(f)>2k+1}
= 2k0+1χ{s(f)>2k0+1} + 2
∞∑
k=k0+1
(2k+1 − 2k)χ{s(f)>2k+1}
= 2k0+1χ{s(f)>2k0+1} + 2
∞∑
k=k0+2
2k(χ{s(f)>2k} − χ{s(f)>2k+1})
− 2 · 2k0+1χ{s(f)>2k0+2}
≤ 2
∞∑
k=k0+1
2kχ{2k<s(f)≤2k+1}.

Lemma 3.18. Let p(·) ∈ P(Ω) with p+ <∞ and let 0 < q ≤ ∞, 0 < θ < 1 and
1
p˜(·)
=
1− θ
p(·)
.
Let f ∈ Hsp˜(·),q and µ > 0. Then
K(f, t;Hsp(·), H
s
∞) . inf
µ>0
{‖s(f)χ{s(f)>µ}‖p(·) + t · µ}.
Proof. For µ > 0, there is k0 such that 2
k0 ≤ µ < 2k0+1. For f ∈ Hsp(·),q, by
Theorem 3.4, we have
f =
∑
k∈Z
µka
k =
∞∑
k=k0+1
µka
k +
k0∑
k=−∞
µka
k := f1 + f2
with ak is a (1, p(·),∞)-atom for each k ∈ Z and µk = 3 · 2k‖χ{τk<∞}‖p(·). Then,
by the property ‖s(ak)‖∞ ≤ ‖χ{τk<∞}‖
−1
p(·) and Lemma 3.17, we have the following
calculation:
K(f, t) ≤ inf
µ
{‖f1‖Hs
p(·)
+ t‖f2‖Hs∞}
≤ inf
µ
{
‖
∞∑
k=k0+1
µks(a
k)‖p(·) + t‖
k0∑
k=−∞
µks(a
k)‖∞
}
. inf
µ
{
‖
∞∑
k=k0+1
2kχ{τk<∞}‖p(·) + t · 2
k0
}
. inf
µ
{‖s(f)χ{s(f)>2k0+1}‖p(·) + t · 2
k0}
≤ inf
µ
{‖s(f)χ{s(f)>µ}‖p(·) + t · µ}

Remark 3.19. Similarly, applying Theorem 3.6, we obtain
K(f, t;Pp(·), P∞) (resp. K(f, t;Qp(·), Q∞)) . inf
µ>0
{‖λ∞χ{λ>µ}‖p(·) + t · µ},
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where (λn) ∈ Λ with limn→∞ λn = λ∞.
Theorem 3.20. Let p(·) ∈ P(Ω), 0 < q ≤ ∞, 0 < θ < 1 and
1
p˜(·)
=
1− θ
p(·)
.
Then
(Hsp(·), H
s
∞)θ,q = Hp˜(·),q.
Proof. We first show that (Hsp(·), H
s
∞)θ,q ⊂ Hp˜(·),q. Consider the operator
T : f 7→ s(f). It is obvious that T : Hs∞ → L∞ and T : H
s
p(·) → Lp(·) are bounded.
Applying Lemma 3.13, we get
T : (Hsp(·), H
s
∞)θ,q → (Lp(·), L∞)θ,q = Lp˜(·),q,
which implies that
‖f‖Hs
p˜(·),q
= ‖s(f)‖Lp˜(·),q . ‖f‖(Hsp(·),Hs∞)θ,q .
Now we prove the converse partHsp˜(·),q ⊂ (H
s
p(·), H
s
∞)θ,q, that is, for f ∈ H
s
p˜(·),q,∫ ∞
0
t−θqK(f, t)q
dt
t
.
∫ ∞
0
λq‖χ{s(f)>λ}‖
(1−θ)q
p(·)
dλ
λ
.
Denote p = min{1, p−}. Using Lemma 3.18, we have
K(f, t;Hsp(·), H
s
∞) . infµ
{‖s(f)χ{s(f)>µ}‖p(·) + tµ}
. inf
µ

∥∥∥∥∥∥
∞∑
j=0
2jµχ{s(f)>2jµ}
∥∥∥∥∥∥
p(·)
+ tµ

≤ inf
µ

 ∞∑
j=0
(2jµ)p‖χ{s(f)>2jµ}‖
p
p(·)

1
p
+ tµ

= inf
µ

 ∞∑
j=0
(2jµ)ph(2jµ)p

1
p
+ tµ
 ,
where we use the notation h(λ) = ‖χ{s(f)>λ}‖p(·). For fixed t > 0, we choose
µ = µ(t) by setting
µ(t) := inf
µ > 0 :
 ∞∑
j=0
2jph(2jµ)p

1
p
≤ t
 .
Since h(·) is right-continuous, ∞∑
j=0
2jph(2jµ(t))p

1
p
≤ t.
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Then ∫ ∞
0
t−θqK(f, t)q
dt
t
≤
∫ ∞
0
t−θqtqµ(t)q
dt
t
.
∞∑
k=−∞
2kq
∫
{t:2k<µ(t)≤2k+1}
t(1−θ)q
dt
t
≤
∞∑
k=−∞
2kq
∫
{t:2k<µ(t)}
t(1−θ)q
dt
t
≤
∞∑
k=−∞
2kq
∫ [∑∞j=0 2jph(2j+k)p] 1p
0
t(1−θ)q
dt
t
.
∞∑
k=−∞
2kq
 ∞∑
j=0
2jph(2j+k)p

(1−θ)q
p
,
where we have used the fact that( ∞∑
j=0
2jph(2j+k)p
) 1
p
≥ t if µ(t) > 2k.
Set l = j + k. If s := (1−θ)qp ≤ 1, then∫ ∞
0
t−θqK(f, t)q
dt
t
≤
∞∑
k=−∞
2kq
∞∑
j=0
2j(1−θ)qh(2j+k)(1−θ)q
=
∞∑
l=−∞
∞∑
j=0
2(l−j)q2j(1−θ)qh(2l)(1−θ)q
=
∞∑
l=−∞
2lqh(2l)(1−θ)q
∞∑
j=0
2−jθq .
∞∑
l=−∞
2lqh(2l)(1−θ)q.
Now we deal with the case s := (1−θ)qp > 1. Take 0 < ε <
θ
1−θ . Applying Ho¨lder’s
inequality for
1
s
+
1
s′
= 1,
for ε > 0, we obtain∫ ∞
0
t−θqK(f, t)q
dt
t
≤
∞∑
k=−∞
2kq
( ∞∑
j=0
2−εpjs
′
) s
s′
∞∑
j=0
2(ε+1)(1−θ)jqh(2j+k)(1−θ)q
.
∞∑
l=−∞
∞∑
j=0
2(l−j)q2(ε+1)(1−θ)jqh(2l)(1−θ)q
=
∞∑
l=−∞
2lqh(2l)(1−θ)q
∞∑
j=0
2(ε(1−θ)−θ)jq
.
∞∑
l=−∞
2lqh(2l)(1−θ)q.
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This deduce that∫ ∞
0
t−θqK(f, t)q
dt
t
.
∫ ∞
0
λq‖χ{s(f)>λ}‖
(1−θ)q
p(·)
dλ
λ
.

Taking the same argument of Theorem 3.20, we get the following result without
proof.
Theorem 3.21. Let p(·) ∈ P(Ω) with p+ < ∞ and 0 < q ≤ ∞. Suppose that
0 < θ < 1 and
1
p˜(·)
=
1− θ
p(·)
.
Then
(Pp(·), P∞)θ,q = Pp˜(·),q and (Qp(·), Q∞)θ,q = Qp˜(·),q.
Using Lemma 3.15 and Theorem 3.20, we get the result below. Similar result
can be obtained for martingale Hardy spaces Pp(·) and Qp(·).
corollary 3.22. Let p(·), p0(·), p1(·) ∈ P(Ω) and p0(·) = cp1(·) for some
positive constant c. If 0 < η < 1, 0 < q0, q1, q ≤ ∞ and p0 6= p1, then(
Hsp0(·),q0 , H
s
p1(·),q1
)
η,q
= Hsp(·),q,
1
p(·)
=
1− η
p0(·)
+
η
p1(·)
.
Furthermore, (
Hsp(·),q0 , H
s
p(·),q1
)
η,q
= Hsp(·),q,
1
q
=
1− η
q0
+
η
q1
.
Remark 3.23. If p(·) = p is a constant, then Theorem 3.20 and Corollary
3.22 reduce to the classical results [62, Theorem 5.11] and [62, Corollary 5.12],
respectively. The method used in the paper is different from the one used in the
classical case because it seems impossible to describe a Hardy’s inequality (see [62,
Theorem 5.5]) with variable exponents.
Remark 3.24. As mentioned before, unlike [70], Theorem 3.20 does not need
any restriction on p(·).

CHAPTER 4
Atomic decompositions via simple atoms
In the sequel of the paper, we always suppose that every σ-algebra Fn is gen-
erated by countably many atoms. This assumption is requested by (4.2), while it
actually does not affect the applications of our main results in Section 7. In this
chapter, the atomic decompositions of Hp(·) and Hp(·),q via simple atoms are inves-
tigated. This kind of atomic decomposition has the advantage to study martingale
inequalities, dual spaces and John-Nirenberg theorems in the following chapters.
We need some more notations. Recall that B ∈ Fn is called an atom, if for any
A ⊂ B with A ∈ Fn satisfying P(A) < P(B), we have P(A) = 0. In the following
chapters, we always suppose that every σ-algebra Fn is generated by countably
many atoms. We denote by A(Fn) the set of all atoms in Fn. It is clear that for
f ∈ L1(Ω)
En(f) =
∑
A∈A(Fn)
(
1
P(A)
∫
A
f(x)dP
)
χA, n ∈ N.
We now recall the definition of regularity. The stochastic basis (Fn)n≥0 is said
to be regular, if for n ≥ 0 and A ∈ Fn, there exists B ∈ Fn−1 such that A ⊂ B and
P (B) ≤ RP (A), where R is a positive constant independent of n. A martingale
is said to be regular if it is adapted to a regular σ-algebra sequence. This implies
that there exists a constant R > 0 such that
(4.1) fn ≤ Rfn−1
for all non-negative martingales (fn)n≥0 adapted to the stochastic basis (Fn)n≥0.
We refer the reader to [46, Chapter 7] for more details.
The following is an example, the so-caleed dyadic stochastic basis (Fn)n≥0,
which is regular and every Fn is generated by finitely many atoms.
Example 4.1. Let ([0, 1),F , µ) be a probability space such that µ is the
Lebesgue measure and the subalgebras {Fn}n≥0 generated by
Fn =
{
σ-algebra generated by atoms
[
j
2n
,
j + 1
2n
)
, j = 0, · · · , 2n − 1.
}
Then {Fn}n≥0 is regular. A martingales with respect to such {Fn}n≥0 is called a
dyadic martingale.
We point out that, in the sequel of the paper, our results heavily rely on the
following condition: there exists an absolute constant Kp(·) ≥ 1 depending only on
p(·) such that
(4.2) P(A)p−(A)−p+(A) ≤ Kp(·), ∀A ∈
⋃
n
A(Fn).
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Remark 4.2. There exists p(·) satisfying (4.2). In fact, if the measurable
function p(·), which is defined on [0, 1), satisfies (1.1), then, by [15, Lemma 3.24],
we find that p(·) satisfies (4.2).
We introduce the definition of the simple atoms (see [63] for the classical defi-
nition).
Definition 4.3. Let p(·) ∈ P(Ω) and 1 < r ≤ ∞. A measurable function a
is called an (s, 1, p(·), r)-atom (or (s, 2, p(·), r)-atom or (s, 3, p(·), r)-atom, respec-
tively) if there exist j ∈ N, I ∈ A(Fj) such that
(1) the support of a is contained in I,
(2) ‖s(a)‖r ( or ‖S(a)‖r, ‖M(a)‖r, respectively) ≤
‖χI‖r
‖χI‖p(·)
,
(3) Ej(a) = 0.
The result below is a simple but useful observation.
Proposition 4.4. Let p(·) ∈ P(Ω) and 1 < r ≤ ∞. If a is an (s, i, p(·), r)-atom
(i = 1, 2, 3) associated with I ∈ A(Fj) for some j ∈ N, then
s(a)χI = s(a), S(a)χI = S(a) and M(a)χI = M(a).
Proof. Observe that Em(a) = 0 form ≤ j. Hence, for eachm ∈ N, Em(a)χI =
Em(a). From this,
M(a)χI = sup
m≥0
Em(a)χI = sup
m≥0
Em(a) =M(a).
Also,
s2(a) =
∞∑
m=0
Em−1|dma|
2 =
∞∑
m=j+1
Em−1|dma|
2 = χI
∞∑
m=j+1
Em−1|dma|
2 = s2(a)χI .
This means s(a)χI = s(a). In a similar way, we have
S(a)χI = S(a).

4.1. The Doob maximal operator
In this section, we prove a variable version of the dual Doob inequality and
the weak type inequality for Doob’s maximal operator. We provide several lemmas
from [31, 39]. Since (4.2) is different from the corresponding condition in [31, 39],
we first give some necessary statement. We begin with the following result:
Proposition 4.5. Let p(·) ∈ P(Ω) and F be a non-atomic algebra. If p(·)
satisfies [39, (1.5)], then p(·) is a constant.
Proof. Assume that p(·) is not a constant. Then 0 < p− < p+. Take x1, x2 ∈
Ω such that p− ≤ p(x1) < p(x2) < p+. Since F is non-atomic, there exist An1 , A
n
2 ∈
F , so that x1 ∈ An1 , x2 ∈ A
n
2 , A
n
1 ∩ A
n
2 = ∅ and P(A
n
1 ) = P(A
n
2 ) = 2
−n (see [5,
Lemma 2.2.5]). Set A = An1 ∪ A
n
2 . Then P(A) = 2
−n+1. By [39, (1.5)], we have
2(−n+1)(p(x1)−p(x2)) = P(A)p(x1)−p(x2) ≤ P(A)p−(A)−p+(A) ≤ Kp(·).
Taking n → ∞, we find that the above inequality does not hold if p(·) is not a
constant. 
4.1. THE DOOB MAXIMAL OPERATOR 29
According to the above result and Remark 4.2, in this present paper, we replace
[39, (1.5)] with (4.2). The following lemmas are taken from [31] and [39], while
they still hold under the assumption of (4.2).
Lemma 4.6. ([31, Lemma 4.1]) Let p(·) ∈ P(Ω) satisfy (4.2). Then, for any
atom B ∈ ∪nA(Fn),
P(B)1/p−(B) ≈ P(B)1/p(x) ≈ P(B)1/p+(B) ≈ ‖χB‖p(·), ∀x ∈ B.
Lemma 4.7. ([31, Lemma 4.1]) Let p(·) ∈ P(Ω) satisfy (4.2) with p− > 1.
(1) Then for any atom B ∈ ∪nA(Fn),
‖χB‖1 ≈ ‖χB‖p(·)‖χB‖p′(·).
(2) Let q(·) ∈ P(Ω) satisfy (4.2) with q− > 1. Then, for any atom B ∈
∪nA(Fn),
‖χB‖r(·) ≈ ‖χB‖p(·)‖χB‖q(·),
where
1
r(x)
=
1
p(x)
+
1
q(x)
, x ∈ Ω.
Lemma 4.8. ([39]) Let p(·) ∈ P(Ω), 1 ≤ p− ≤ p+ <∞, satisfy (4.2). Suppose
that f ∈ Lp(·) with ‖f‖p(·) ≤ 1/2. Then, for any atom A ∈ ∪nA(Fn), x ∈ A,(
1
P(A)
∫
A
|f(x)|dP
)p(x)
≤ K
(
1
P(A)
∫
A
|f(x)|p(x)dP+ 1
)
,
where K is a positive constant depending only on p(·).
With the help of Lemma 4.8, the authors of [39] got the following Doob maximal
inequality.
Theorem 4.9. Let p(·) ∈ P(Ω) satisfy (4.2) with 1 < p− ≤ p+ < ∞. Then,
for any f ∈ Lp(·),
‖M(f)‖p(·) . ‖f‖p(·).
corollary 4.10. Let p(·) ∈ P(Ω) satisfy (4.2) with 1 < p− ≤ p+ < ∞ and
0 < q ≤ ∞. Then
‖M(f)‖Lp(·),q . ‖f‖Lp(·),q .
Proof. It follows from Theorem 4.9 that M is bounded from Lp(·) to Lp(·).
Hence, by combining the fact that M is bounded from L∞ to L∞ and Lemma 3.13,
we find that M is bounded from Lp˜(·),q to Lp˜(·),q. 
The previous two results imply immediately the next corollary.
corollary 4.11. Let p(·) ∈ P(Ω) satisfy (4.2) with 1 < p− ≤ p+ < ∞
and 0 < q ≤ ∞. Then HMp(·) is equivalent to Lp(·) and H
M
p(·),q to Lp(·),q with the
inequalities
‖f‖Lp(·) ≤ ‖f‖HMp(·)
. ‖f‖Lp(·) , ‖f‖Lp(·),q ≤ ‖f‖HMp(·),q
. ‖f‖Lp(·),q .
The following result is a variable version of the dual Doob’s inequality. For its
classical case, we refer the reader to [55] or [34].
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Proposition 4.12. Let p(·)∈P (Ω) satisfy (4.2) with 1 < p− ≤ p+ < ∞. Let
(θn)n≥0 be a sequence of arbitrary random variables. Then∥∥∥∑ |En(θn)|∥∥∥
p(·)
.
∥∥∥∑ |θn|∥∥∥
p(·)
.
Proof. Since |En(θn)| ≤ En(|θn|), it suffices to prove this result assuming
θn ≥ 0. Consider 0 ≤ f ∈ Lp′(·) with ‖f‖p′(·) = 1 (see Lemma 2.4) such that∥∥∥∑ |En(θn)|∥∥∥
p(·)
= E
(∑
En(θn)f
)
.
Then, by the Doob’s inequality (Theorem 4.9),∥∥∥∑ |En(θn)|∥∥∥
p(·)
=
∑
E[θnEn(f)]
.
∥∥∥∑ |θn|∥∥∥
p(·)
‖ sup
n
En(f)‖p′(·)
.
∥∥∥∑ |θn|∥∥∥
p(·)
.

By a similar argument as in the proof of the above proposition, we may get the
following Stein’s inequality: Let p(·) satisfy (4.2) with 1 ≤ r < p− ≤ p+ < ∞ for
some r. Let (θn)n≥0 be a sequence of arbitrary random variables. Then∥∥∥∥[∑ |En(θn)|r] 1r ∥∥∥∥
p(·)
.
∥∥∥∥(∑ |θn|r) 1r ∥∥∥∥
p(·)
.
Taking (θn)n≥0 = (|dn+1f |2)n≥0, the following result can be deduced from above
proposition.
corollary 4.13. Let p(·) ∈ P(Ω) satisfy (4.2) with 2 < p− ≤ p+ <∞. Then
‖f‖Hs
p(·)
. ‖f‖HS
p(·)
.
Remark 4.14. In the classical case (p(·) = p is a constant), it is well known
that the conditional expectation operator is a contraction on Lp(Ω) for 1 ≤ p ≤ ∞,
i.e., ‖En(f)‖p ≤ ‖f‖p for 1 ≤ p ≤ ∞, n ∈ N. Let p(·) ∈ P(Ω) satisfy (4.2) (assume
that p(·) is not a constant). By Theorem Lemma 4.8, for 1 ≤ p− ≤ p+ < ∞, we
have
‖En(f)‖p(·) . ‖f‖p(·), n ∈ N.
However, we still do not know how to prove the boundedness of En on Lp(·), n ∈ N
when p+ = ∞ for variable exponent p(·). Further, we can not show Theorem 4.9
with p+ =∞. This leads to that Proposition 4.12 can not be proved with p− = 1.
Theorem 4.9 says thatM is bounded from Lp(·) to Lp(·) and hence from Lp(·) to
Lp(·),∞if p− > 1. In the next theorem, we extend the last statement to p− ≥ 1. This
result covers the classical weak (1, 1) inequality for the Doob maximal operator.
Theorem 4.15. Let p(·) satisfy (4.2) with 1 ≤ p− ≤ p+ < ∞. Then, for any
f ∈ Lp(·),
sup
λ>0
λ‖χ{M(f)>λ}‖p(·) . ‖f‖p(·).
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Proof. For λ > 0 and n ∈ N, we define the stopping time
τn = inf{i ≤ n : |fi| > λ},
with the convention that inf ∅ =∞. Then
{Mnf > λ} = {τn <∞}.
It is easy to see that the σ-algebra Fτn is generated by countable atoms as well.
Without loss of generality, we assume that ‖f‖p(·) ≤ 1/2. Then, by Lemma 4.8, we
have the following estimate,∫
(λχ{Mnf>λ})
p(x)dP ≤
∫
{τn<∞}
|fτn |
p(x)dP
=
∫ ∑
A∈A(Fτn)
(
1
P(A)
∫
A
|f(x)|dP
)p(x)
χAdP
≤ K
∫ ∑
A∈A(Fτn)
(
1
P(A)
∫
A
|f(x)|p(x) + 1dP
)
χAdP
= K
∫
Eτn(|f(x)|
p(x) + 1)dP ≤ C.
Set
gn = (λχ{Mnf>λ})
p(x), g = (λχ{M(f)>λ})
p(x).
Then gn ≤ gn+1 and gn converges to g a.e. as n → ∞. Using the monotone
convergence theorem, we have∫
(λχ{M(f)>λ})
p(x)dP = lim
n→∞
∫
(λχ{Mnf>λ})
p(x)dP ≤ C,
which completes the proof. 
4.2. Atomic decompositions of Hp(·)
We begin the section with the following definition.
Definition 4.16. Let p(·) ∈ P(Ω) and 1 < r ≤ ∞. Assume that d = 1, 2
or 3. The atomic Hardy space Hsat,d,rp(·) is defined as the space of all martingales
f = (fn)n≥0 such that
(4.3) fn =
∑
k∈Z
n−1∑
j=0
∑
i
µk,j,ia
k,j,i
n a.e., n ∈ N,
where (ak,j,i)k∈Z,j,i∈N is a sequence of (s, d, p(·), r)-atoms, associated with (Ik,j,i)k,j,i ⊂
A(Fj), which are disjoint for fixed k. For f ∈ H
sat,d,r
p(·),q , define its quasi-norm by
‖f‖Hsat,d,r
p(·)
= inf
∥∥∥∥∥∥∥
∑
k∈Z
 ∞∑
j=0
∑
i
µk,j,iχIk,j,i
‖χIk,j,i‖p(·)
t
1
t
∥∥∥∥∥∥∥
p(·)
,
where 0 < t < p and the infimum is taken over all decompositions of the form (4.3).
In the above definition, the reason of t < p is explained in Remark 3.10.
One of the main result in the section reads as follows. We borrow some ideas
from [39] and [63, Theorem 1.14].
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Theorem 4.17. If p(·) ∈ P(Ω), then
Hsp(·) = H
sat,1,∞
p(·)
with equivalent quasi-norms.
Proof. Assume that f ∈ Hsp(·). Let us consider the following stopping times
for all k ∈ Z,
τk = inf{n ∈ N : sn+1(f) > 2
k}.
The sequence of these stopping times is obviously non-decreasing. For each stopping
time τ , denote f τn = fn∧τ , where n ∧ τ = min(n, τ). Hence
fn =
∑
k∈Z
(f τk+1n − f
τk
n ).
Note that, for fixed k, j, there exist disjoint atoms (Ik,j,i)i ⊂ Fj such that⋃
i
Ik,j,i = {τk = j} ∈ Fj .
Then, it is easy to see that
fn =
∑
k∈Z
χ{τk<n}(f
τk+1
n − f
τk
n )
=
∑
k∈Z
n−1∑
j=0
χ{τk=j}(f
τk+1
n − f
τk
n )
=
∑
k∈Z
n−1∑
j=0
∑
i
χIk,j,i(f
τk+1
n − f
τk
n ).
Let
µk = 3 · 2
k
∥∥χIk,j,i∥∥p(·) and akn = χIk,j,i f τk+1n − f τknµk .
Observe that
f τk+1n =
n−1∑
m=0
fmχ{τk+1=m} + fnχ{τk+1≥n}
=
n−1∑
m=0
fm(χ{τk+1≥m} − χ{τk+1≥m+1}) + fnχ{τk≥n}
=
n∑
m=0
(fm − fm−1)χ{τk+1≥m} =
n∑
m=0
dmfχ{τk+1≥m}.
Then we conclude that
χIk,j,i(f
τk+1
n − f
τk
n ) = χIk,j,i
n∑
m=0
dmfχ{τk+1≥m>τk}
= χIk,j,i
n∑
m=j+1
dmfχ{τk+1≥m>τk},
where the last estimate is due to Ik,j,i ⊂ {τk = j}. Consequently,
Ej(a
k,j,i
n ) = 0,
∫
Ik,j,i
ak,j,in = 0
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and, for fixed k, j, i, (ak,j,in )n≥0 is a martingale. By the definition of τk, we obtain
that
s((ak,j,in )n) ≤
1
‖χIk,j,i‖p(·)
.
Thus (ak,j,in )n is an L2-bounded martingale and so there exists a
k,j,i ∈ L2 such that
En(a
k,j,i) = ak,j,in and s(a
k,j,i) ≤
1
‖χIk,j,i‖p(·)
.
We conclude that ak,j,i is a (s, 1, p(·),∞)-atom according to the above estimates.
Note that for any fixed k ∈ Z,
∞∑
j=0
∑
i
χIk,j,i = χ{τk<∞},
and consequently,
‖f‖Hsat,1,∞
p(·)
≤
∥∥∥∥∥∥
[∑
k∈Z
(3 · 2kχ{τk<∞})
t
] 1
t
∥∥∥∥∥∥
p(·)
.
Then, applying the same argument as [39, pp.761-762], we obtain
‖f‖Hsat,1,∞
p(·)
. ‖f‖Hs
p(·)
.
Conversely, take f ∈ Hsat,1,∞p(·) . By the definition of (s, 1, p(·),∞)-atom and
Proposition 4.4, we have almost everywhere
s(a) = s(a)χI ≤ ‖s(a)‖∞χI ≤ ‖χI‖
−1
p(·)χI ,
where a is a (s, 1, p(·),∞)-atom. By the subadditivity of the conditional square
operator, we obtain
s(f) ≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,is(a
k,j,i) ≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i
χIk,j,i
‖χIk,j,i‖p(·)
.
Since 0 < t < p ≤ 1, we have
‖f‖Hs
p(·)
= ‖s(f)‖p(·) ≤
∥∥∥∥∥∥
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i
χIk,j,i
‖χIk,j,i‖p(·)
∥∥∥∥∥∥
p(·)
≤
∥∥∥∥∥∥∥
∑
k∈Z
 ∞∑
j=0
∑
i
µk,j,iχIk,j,i
‖χIk,j,i‖p(·)
t
1
t
∥∥∥∥∥∥∥
p(·)
,
which implies that ‖f‖Hs
p(·)
≤ ‖f‖Hsat,1,∞
p(·)
. The proof is complete now. 
We can also prove the following result.
Theorem 4.18. If p(·) ∈ P(Ω), then
Qp(·) = H
sat,2,∞
p(·) , Pp(·) = H
sat,3,∞
p(·)
with equivalent quasi-norms.
We omit the proof of the above theorem since it is similar to Theorem 4.17.
We need to do more work for the following atomic decomposition.
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Proposition 4.19. Let p(·) ∈ P(Ω) satisfy condition (4.2). If {Fn}n≥0 is
regular, then
HSp(·) = H
sat,2,∞
p(·) , H
M
p(·) = H
sat,3,∞
p(·)
with equivalent quasi-norms.
Proof. We only give the proof for the second equality since the other one is
similar. Take f ∈ HMp(·). Consider the following stopping times with respect to
(Fn),
ρk := inf{n ∈ N : |fn| > 2
k}, k ∈ Z.
For fixed k ∈ Z, let F kj ∈ Fj−1 be the smallest set which contains {ρk = j}. In
other words, if {ρk = j} ∈ Fj is decomposed into the disjoint union of atoms
Ik,j,i ∈ A(Fj) and Ik,j,i ∈ A(Fj−1) denotes the atom which contains Ik,j,i and
P(Ik,j,i) ≤ RP(Ik,j,i) (this is due to regularity, and R is the constant as in (4.1)),
then F kj = ∪iIk,j,i. Define a new family of stopping times by
τk(x) := inf{n ∈ N : x ∈ F
k
n+1}.
It is obvious that τk is non-decreasing. By Lemma 4.20, we have
‖χ{τk<∞}‖p(·) . ‖χ{ρk<∞}‖p(·) = ‖χ{M(f)>2k}‖p(·) ≤ 2
−k‖M(f)‖p(·) → 0
as k→∞, which deduces that
lim
k→∞
P(τk =∞) = 1.
Thus limk→∞ τk =∞ a.e. and
lim
k→∞
f τkn = fn a.e. (n ∈ N).
Note that for every k ∈ Z,
{τk <∞} =
∞∑
j=0
{τk = j} =
∞∑
j=0
∑
i
Ik,j,i,
where Ik,j,i’s are atoms in A(Fj). We still define
µk = 3 · 2
k‖χIk,j,i‖p(·) and a
k
n = χIk,j,i
f
τk+1
n − f τkn
µk
.
By a similar argument as in Theorem 4.17, we can see that ak,j,i is a (s, 3, p(·),∞)-
atom.
Now we show
‖f‖Hsat,3,∞
p(·)
. ‖f‖HM
p(·)
.
Note that
Z :=
∥∥∥∥∥∥∥
∑
k∈Z
 ∞∑
j=0
∑
i
µk,j,iχIk,j,i
‖χIk,j,i‖p(·)
t
1
t
∥∥∥∥∥∥∥
p(·)
=
∥∥∥∥∥∥∥
∑
k∈Z
∞∑
j=0
∑
i
(
3 · 2k
)t
χIk,j,i

1
t
∥∥∥∥∥∥∥
p(·)
Using Lemma 2.4, we may choose a positive function g ∈ L
(p(·)t )
′ with ‖g‖(p(·)t )′
≤ 1
such that
Zt =
∫
Ω
∑
k∈Z
∞∑
j=0
∑
i
(
3 · 2k
)t
χIk,j,igdP.
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Applying Ho¨lder’s inequality for some r satisfying max(1, p+/t) < r < ∞, we find
that
Zt ≤
∑
k∈Z
∞∑
j=0
∑
i
(
3 · 2k
)t
P(Ik,j,i)
1
r
(∫
Ω
χIk,j,ig
r′dP
) 1
r′
=
∑
k∈Z
∞∑
j=0
∑
i
(
3 · 2k
)t
P(Ik,j,i)
(
1
P(Ik,j,i)
∫
Ω
χIk,j,ig
r′dP
) 1
r′
.
∑
k∈Z
∞∑
j=0
∑
i
(
3 · 2k
)t
P(Ik,j,i)
(
1
P(Ik,j,i)
∫
Ω
χIk,j,ig
r′dP
) 1
r′
≤
∑
k∈Z
∞∑
j=0
∑
i
(
3 · 2k
)t ∫
Ω
χIk,j,i [M(g
r′)]
1
r′ dP
.
∥∥∥∥∥∥
∑
k∈Z
∞∑
j=0
∑
i
(
3 · 2k
)t
χIk,j,i
∥∥∥∥∥∥
p(·)/t
‖[M(gr
′
)]
1
r′ ‖(p(·)/t)′ ,
where the first “.” is due to the regularity. Since p+/t < r < ∞, we have
((p(·)/t)′)+ <∞ and r′ < (p(·)/t)′. Then, using Theorem 4.9, we obtain
‖[M(gr
′
)]
1
r′ ‖(p(·)/t)′ = ‖M(g
r′)‖
1
r′
1
r′
(p(·)/t)′
. ‖gr
′
‖
1
r′
1
r′
(p(·)/t)′
= ‖g‖(p(·)/t)′ ≤ 1.
Observe that∥∥∥∥∥∥
∑
k∈Z
∞∑
j=0
∑
i
(
3 · 2k
)t
χIk,j,i
∥∥∥∥∥∥
1
t
p(·)/t
=
∥∥∥∥∥∥
[∑
k∈Z
(3 · 2kχ{M(f)>2k})
t
] 1
t
∥∥∥∥∥∥
p(·)
.
Taking the same argument as in [39, pp.761-762], we can see that the right-hand
of the above equality is less then ‖f‖HM
p(·)
. Finally, we conclude that
‖f‖Hsat,3,∞
p(·)
≤ Z . ‖f‖HM
p(·)
.
The converse inequality
‖f‖HM
p(·)
. ‖f‖Hsat,3,∞
p(·)
can be similarly proved as Theorem 4.17. The proof is complete. 
The next lemma is used in the proof of the previous theorem.
Lemma 4.20. Let p(·) ∈ P(Ω) satisfy condition (4.2) and {Fn}n≥0 be regular.
Take the same stopping tines τk and ρk as in the proof of Proposition 4.19. Then
‖χ{τk<∞}‖p(·) . ‖χ{ρk<∞}‖p(·).
Proof. It is easy too see that the lemma is equivalent to the inequality
‖χ{τk<∞}‖ p(·)
ε
. ‖χ{ρk<∞}‖ p(·)
ε
for some 0 < ε < p.
Observe that
‖χ{τk<∞}‖ p(·)
ε
≤
∥∥∥∥∥∥
∞∑
j=1
χFkj
∥∥∥∥∥∥
p(·)
ε
=
∥∥∥∥∥∥
∞∑
j=1
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)
ε
=: Z
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and ∥∥∥∥∥∥
∞∑
j=1
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)
ε
= ‖χ{ρk<∞}‖ p(·)
ε
.
Choose a positive function g ∈ L
(p(·)ε )
′ with ‖g‖L
(
p(·)
ε
)′
≤ 1 such that
Z =
∫
Ω
∞∑
j=1
∑
i
χIk,j,igdP.
Applying Ho¨lder’s inequality for some p+ε < r <∞, we find that
Z ≤
∞∑
j=1
∑
i
P(Ik,j,i)
1
r
(∫
Ω
χIk,j,ig
r′dP
) 1
r′
=
∞∑
j=1
∑
i
P(Ik,j,i)
(
1
P(Ik,j,i)
∫
Ω
χIk,j,ig
r′dP
) 1
r′
.
∞∑
j=1
∑
i
P(Ik,j,i)
(
1
P(Ik,j,i)
∫
Ω
χIk,j,ig
r′dP
) 1
r′
≤
∞∑
j=1
∑
i
∫
Ω
χIk,j,i [M(g
r′)]
1
r′ dP
. ‖
∞∑
j=1
∑
i
χIk,j,i‖p(·)/ε‖[M(g
r′)]
1
r′ ‖(p(·)/ε)′ ,
where the first “.” is due to the regularity. Since p+ε < r < ∞, we have r
′ <
(p(·)/ε)′. Using Theorem 4.9, we obtain
‖[M(gr
′
)]
1
r′ ‖(p(·)/ε)′ . ‖g‖(p(·)/ε)′ ≤ 1,
which completes the proof. 
Combining Theorem 4.18 and Proposition 4.19, we have the following corollary.
corollary 4.21. Let p(·) ∈ P(Ω) satisfy condition (4.2). If {Fn}n≥0 is regular,
then
HSp(·) = Qp(·), H
M
p(·) = Pp(·)
with equivalent quasi-norms.
4.3. Atomic decompositions of Hp(·),q
In this section, we consider the atomic characterizations of variable Lorentz-
Hardy spaces. We also begin with the definition of atomic Hardy spaces.
Definition 4.22. Let p(·) ∈ P(Ω), 0 < q ≤ ∞ and 1 < r ≤ ∞. Assume
that d = 1, 2 or 3. The atomic Hardy space Hsat,d,rp(·),q is defined as the space of all
martingales f = (fn)n≥0 such that
(4.4) fn =
∑
k∈Z
n−1∑
j=0
∑
i
µk,j,ia
k,j,i
n a.e., n ∈ N,
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where (ak,j,i)k∈Z,j,i∈N is a sequence of (s, d, p(·), r)-atoms associated with (Ik,j,i)k,j,i ⊂
A(Fj), which are disjoint for fixed k, and µk,j,i = 3 ·2k‖χIk,j,i‖p(·). For f ∈ H
sat,d,r
p(·),q ,
define
‖f‖Hsat,d,r
p(·),q
= inf
∑
k∈Z
∥∥∥∥∥∥
∞∑
j=0
∑
i
µk,j,iχIk,j,i
‖χIk,j,i‖p(·)
∥∥∥∥∥∥
q
p(·)

1/q
,
where the infimum is taken over all the decompositions of the form (4.4).
Remark 4.23. From the above definition, we observe that
‖f‖Hsat,d,r
p(·),q
≈ inf
∑
k∈Z
2kq
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)

1/q
,
where the infimum is the same as above.
We state and prove our first main result of this section.
Theorem 4.24. Let 1 < r ≤ ∞ and let p(·) ∈ P(Ω) satisfy (4.2) with p+ < r.
Then
Hsp(·),q ⊂ H
sat,1,r
p(·),q , 0 < q ≤ ∞.
Moreover,
‖f‖Hsat,1,r
p(·),q
. ‖f‖Hs
p(·),q
.
Proof. Using the same definitions of τk, a
k,j,i and χIkj,j,i as in the proof of
Theorem 4.17, we obtain
fn =
∑
k∈Z
n−1∑
j=0
∑
i
µk,j,ia
k,j,i
n a.e., n ∈ N,
where (ak,j,i)k∈Z,j,i∈N is a sequence of (s, 1, p(·), r)-atoms associated with disjoint
atom sets (Ik,j,i)k,j,i for fixed k, (Ik,j,i)k,j,i ∈ Fj for fixed k, j and µk,j,i = 3 ·
2k‖χIk,j,i‖p(·). Note that for any fixed k ∈ Z,
∞∑
j=0
∑
i
χIk,j,i = χ{τk<∞}.
Hence, by taking an argument similar to Theorem 3.4, we get
‖f‖Hsat,1,r
p(·),q
. ‖f‖Hs
p(·),q
.

We are going to prove the converse part of the above result. Firstly, we in-
troduce a lemma which will also be used to prove the boundedness of martingale
operators in Chapter 5. Let T : X → Y be a sublinear operator, where X is a
martingale space and Y is a function space.
Lemma 4.25. Let p(·) ∈ P(Ω) satisfy (4.2), 1 < r < ∞ with p+ < r. Take
0 < ε < p and L ∈ (1, rp+ ∧
1
ε ). If it holds that, for sublinear operator T and
(s, d, p(·), r)-atoms (d = 1, 2, 3),
‖T (ak,j,i)‖r .
‖χIk,j,i‖r
‖χIk,j,i‖p(·)
,
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then
Z :=
∥∥∥∥∥∥
∞∑
j=0
∑
i
[
‖χIk,j,i‖p(·)T (a
k,j,i)χIk,j,i
]Lε∥∥∥∥∥∥
p(·)/ε
.
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)/ε
.
Proof. Choose a positive function g ∈ L
( p(·)ε )
′ with ‖g‖L
(
p(·)
ε
)′
≤ 1 such that
Z =
∫
Ω
∞∑
j=0
∑
i
[
‖χIk,j,i‖p(·)T (a
k,j,i)χIk,j,i
]Lε
gdP.
Applying Ho¨lder’s inequality (here, note that Lε < 1 < r), we obtain that
Z ≤
∞∑
j=0
∑
i
‖χIk,j,i‖
Lε
p(·)‖T (a
k,j,i)Lε‖ r
Lε
‖χIk,j,ig‖( rLε )′
.
∞∑
j=0
∑
i
‖χIk,j,i‖
Lε
r
(∫
Ik,j,i
g(
r
Lε )
′
)1/( rLε )′
=
∞∑
j=0
∑
i
∫
χIk,j,idP
(
1
P(Ik,j,i)
∫
Ik,j,i
g(
r
Lε )
′
)1/( rLε )′
≤
∞∑
j=0
∑
i
∫
χIk,j,i [M(g
( rLε )
′
)]1/(
r
Lε )
′
dP
≤
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)/ε
‖[M(g(
r
Lε )
′
)]1/(
r
Lε )
′
‖(p(·)/ε)′ .
The “.” above is due to the definition of the operator T . Since L < rp+ , we deduce
that
(
r
Lε
)′ < (p(·)/ε)′.
Noting that ε < p, hence ((p(·)/ε)′)+ <∞. Using the maximal inequality (Theorem
4.9), we have
‖[M(g(
r
Lε )
′
)]1/(
r
Lε )
′
‖(p(·)/ε)′ . ‖g‖(p(·)/ε)′ ≤ 1,
which completes the proof. 
Now we are ready to prove the second main result of this section. This result
will be used to prove dualities in Chapter 6. One may compare the proof of the
following result with [37, Theorem 3.1]. Our proof needs more work due to the
difficulty resulted from the variable exponent p(·).
Theorem 4.26. Let 1 < r ≤ ∞ and let p(·) ∈ P(Ω) satisfy (4.2) with p+ < r.
Then
Hsat,1,rp(·),q ⊂ H
s
p(·),q, 0 < q ≤ ∞.
Moreover,
‖f‖Hs
p(·),q
. ‖f‖Hsat,1,r
p(·),q
.
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Proof. For the case r = ∞, the result can be proved as Theorem 3.5. We
focus on the cases r <∞, q <∞ and r <∞, q =∞. For any k0 ∈ Z, set
f =
∑
k∈Z
∞∑
j=0
∑
i
µk,j,ia
k,j,i = F1 + F2,
where
F1 =
k0−1∑
k=−∞
∞∑
j=0
∑
i
µk,j,ia
k,j,i, F2 = f − F1.
Step 1: In this step suppose that r <∞ and q <∞. Firstly, we need to estimate
‖s(F1)‖Lp(·),q . Assume that 0 < ε < p. We choose L ∈ (1,
1
ε ) such that L < r/p+.
By Ho¨lder’s inequality for 1L +
1
L′ = 1, we have
s(F1) ≤
k0−1∑
k=−∞
∞∑
j=0
∑
i
µk,j,is(a
k,j,i)χIk,j,i
≤
( k0−1∑
k=−∞
2kℓL
′
)1/L′
k0−1∑
k=−∞
2−kℓL
 ∞∑
j=0
∑
i
µk,j,is(a
k,j,i)χIk,j,i
L

1/L
=
( 2k0ℓL′
2ℓL′ − 1
)1/L′
k0−1∑
k=−∞
2−kℓL
 ∞∑
j=0
∑
i
µk,j,is(a
k,j,i)χIk,j,i
L

1/L
=: II,
where ℓ is a constant such that 0 < ℓ < 1− 1/L. Then, by (2.1), we have that
‖χ{s(F1)>2k0}‖p(·)
≤ ‖χ{II>2k0}‖p(·) ≤
∥∥∥ IIL
2k0L
∥∥∥
p(·)
. 2k0L(ℓ−1)
∥∥∥∥∥∥∥
k0−1∑
k=−∞
2−kℓL
 ∞∑
j=0
∑
i
µk,j,is(a
k,j,i)χIk,j,i
L
∥∥∥∥∥∥∥
p(·)
. 2k0L(ℓ−1)
∥∥∥∥∥∥
k0−1∑
k=−∞
2(1−ℓ)kLε
∞∑
j=0
∑
i
[
‖χIk,j,i‖p(·)s(a
k,j,i)χIk,j,i
]Lε∥∥∥∥∥∥
1
ε
p(·)
ε
. 2k0L(ℓ−1)

k0−1∑
k=−∞
2(1−ℓ)kLε
∥∥∥∥∥∥
∞∑
j=0
∑
i
[
‖χIk,j,i‖p(·)s(a
k,j,i)χIk,j,i
]Lε∥∥∥∥∥∥
p(·)
ε

1
ε
=: III.
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It follows from Lemma 4.25 that
III . 2k0L(ℓ−1)

k0−1∑
k=−∞
2(1−ℓ)kLε
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)
ε

1
ε
= 2k0L(ℓ−1)

k0−1∑
k=−∞
2(1−ℓ)kLε
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
ε
p(·)

1
ε
=: IV,
where the first “=” is because that Ik,j,i are disjoint for fixed k. To estimate IV,
we set
δ =
(1− ℓ)L+ 1
2
> 1.
So we get (1 − ℓ)L − δ > 0. Using again Ho¨lder’s inequality for q−εq +
ε
q = 1, we
obtain
IV ≤ 2k0L(ℓ−1)
(
k0−1∑
k=−∞
2k((1−ℓ)L−δ)ε
q
q−ε
) q−ε
εq
×
 k0−1∑
k=−∞
2kδq
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)

1/q
(4.5)
. 2−k0δ
 k0−1∑
k=−∞
2kδq
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)

1/q
.
Finally, according to the estimates of II, III and IV, we get the following estimate:
∞∑
k0=−∞
2k0q‖χ{s(F1)>2k0}‖
q
p(·) .
∞∑
k0=−∞
2k0(1−δ)q
k0−1∑
k=−∞
2kδq
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)
=
∞∑
k=−∞
2kδq
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)
∞∑
k0=k+1
2k0(1−δ)q
=
2(1−δ)q
1− 2(1−δ)q
∞∑
k=−∞
2kq
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)
,
where the last “ = ” is because 1− δ < 0. This implies that
‖F1‖Hs
p(·),q
= ‖s(F1)‖Lp(·),q . ‖f‖Hsat,1,r
p(·),q
.
We point out that
‖F2‖Hs
p(·),q
= ‖s(F2)‖Lp(·),q . ‖f‖Hsat,1,r
p(·),q
can be proved exactly as in Step 2 of the proof of Theorem 3.5.
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Step 2: Suppose that r <∞ and q =∞. We can prove as in (3.4) that
‖F2‖Hs
p(·),∞
= ‖s(F2)‖Lp(·),∞ . ‖f‖Hsat,1,∞
p(·),∞
.
On the other hand, using Lemma 4.25, we conclude
‖χ{s(F1)>2k0}‖p(·)
. 2k0L(ℓ−1)
 k0−1∑
k=−∞
2−kℓLε2kLε2−kε2kε
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
ε
p(·)

1/ε
≤
sup
k∈Z
2k
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)
 2k0L(ℓ−1)( k0−1∑
k=−∞
2kε(L(1−ℓ)−1)
)1/ε
. 2−k0‖f‖Hsat,1,r
p(·),∞
,
where the last inequality is because of (1 − ℓ)L− 1 > 0. Consequently,
‖F1‖Hs
p(·),∞
= ‖s(F1)‖Lp(·),∞ . ‖f‖Hsat,1,r
p(·),∞
.
Now all results in Theorem 4.26 have been proved. 
Similarly to Theorem 3.6, we present the following result without proof. Note
that for the (s, d, p(·),∞)-atomic characterizations, we do not need to assume that
p(·) satisfies (4.2).
Theorem 4.27. Let p(·) ∈ P(Ω) and 0 < q ≤ ∞. Then
Qp(·),q = H
sat,2,∞
p(·),q , Pp(·),q = H
sat,3,∞
p(·),q
with equivalent quasi-norms.
We can show the next atomic decomposition as Proposition 4.19.
Proposition 4.28. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < q ≤ ∞. If
{Fn}n≥0 is regular, then
HSp(·),q = H
sat,2,∞
p(·),q , H
M
p(·),q = H
sat,3,∞
p(·),q
with equivalent quasi-norms.
Proof. It is enough to prove the second equivalence again. For f ∈ HMp(·),q,
we take the same stopping times τk and ρk and the same decomposition as in the
proof of Proposition 4.19.
By Lemma 4.20, we have
‖χ{τk<∞}‖p(·) . ‖χ{ρk<∞}‖p(·) = ‖χ{M(f)>2k}‖p(·),
which implies that
‖f‖Hsat,3,∞
p(·),q
. ‖f‖HM
p(·),q
.
The inverse inclusion comes from Theorem 4.27 and Pp(·),q ⊂ H
M
p(·),q (this is due to
the definition). The proof is complete. 
Similarly to Corollary 4.21, we have a corresponding result for variable Lorentz-
Hardy spaces.
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corollary 4.29. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < q ≤ ∞. If
{Fn}n≥0 is regular, then
HSp(·),q = Qp(·),q, H
M
p(·),q = Pp(·),q
with equivalent quasi-norms.
Remark 4.30. Assume that {Fn}n≥0 is regular. Note that the maximal opera-
torM is bounded on L∞. Applying the argument of Remark 3.8(1) and Proposition
4.28 above, we can deduce that L∞ is dense in H
M
p(·),q for q <∞.
CHAPTER 5
Boundedness of the martingale operators
In the following chapters, we devote to the applications of the atomic character-
izations established in Chapter 4. In this chapter, we deal with martingale inequal-
ities between different Hardy spaces. Furthermore, if we suppose that {Fn}n≥0 is
regular, then the equivalence of different Hardy spaces will be proved.
5.1. Martingale inequalities between Hp(·)
As an application of the atomic decompositions, we shall obtain a sufficient
condition for a σ-sublinear operator to be bounded from the martingale Hardy
spaces to Lp(·).
An operator T : X → Y is called a σ-sublinear operator if for any α ∈ C it
satisfies ∣∣∣∣∣T
(
∞∑
k=1
fk
)∣∣∣∣∣ ≤
∞∑
k=1
|T (fk)| and |T (αf)| = |α||T (f)|,
where X is a martingale space and Y is a measurable function space.
Theorem 5.1. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 1 < r < ∞ with
p+ < r. If T : H
s
r → Lr is a bounded σ-sublinear operator and
(5.1) {|Ta| > 0} ⊂ I
for all (s, 1, p(·),∞)-atoms a, where I is the atom in ∪nA(Fn) associated with a,
then
‖Tf‖Lp(·) . ‖f‖Hsp(·) , f ∈ H
s
p(·).
Proof. Let a martingale f ∈ Hsp(·). By Theorem 4.17, we know that f has
a decomposition as (4.3) such that ak,j,i is a (s, 1, p(·),∞)-atom and µk,j,i = 3 ·
2k‖χIk,j,i‖p(·). According to the boundedness of T ,
‖T (ak,j,i)‖r . ‖s(a
k,j,i)‖r ≤
‖χIk,j,i‖r
‖χIk,j,i‖p(·)
.
By the σ-sublinearity of the operator T , we have
|T (f)| ≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,iT (a
k,j,i).
Then, for 0 < t < p ≤ 1, we have
‖T (f)‖p(·) ≤
∥∥∥∥∥∥∥
∑
k∈Z
∞∑
j=0
∑
i
(
µk,j,iT (a
k,j,i)
)t
1
t
∥∥∥∥∥∥∥
p(·)
=: Z.
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By Lemma 2.4, we may choose a positive function g ∈ L
( p(·)t )
′ with ‖g‖(p(·)t )′
≤ 1
such that
Zt =
∫
Ω
∑
k∈Z
∞∑
j=0
∑
i
[
3 · 2k‖χIk,j,i‖p(·)T (a
k,j,i)χIk,j,i
]t
gdP.
Applying Ho¨lder’s inequality, we obtain that
Zt ≤
∑
k∈Z
∞∑
j=0
∑
i
(3 · 2k)t‖χIk,j,i‖
t
p(·)‖T (a
k,j,i)t‖ r
t
‖χIk,j,ig‖( rt )′
.
∑
k∈Z
∞∑
j=0
∑
i
(3 · 2k)t‖χIk,j,i‖
t
p(·)‖s(a
k,j,i)‖tLr‖χIk,j,ig‖( rt )′
.
∑
k∈Z
∞∑
j=0
∑
i
(3 · 2k)t‖χIk,j,i‖
t
r
(∫
Ik,j,i
g(
r
t )
′
)1/( rt )′
=
∑
k∈Z
∞∑
j=0
∑
i
(3 · 2k)t
∫
χIk,j,idP
(
1
P(Ik,j,i)
∫
Ik,j,i
g(
r
t )
′
)1/( rt )′
≤
∑
k∈Z
∞∑
j=0
∑
i
(3 · 2k)t
∫
χIk,j,i [M(g
( rt )
′
)]1/(
r
t )
′
dP
≤
∥∥∥∥∥∥
∑
k∈Z
∞∑
j=0
∑
i
(3 · 2k)tχIk,j,i
∥∥∥∥∥∥
p(·)/t
‖[M(g(
r
t )
′
)]1/(
r
t )
′
‖(p(·)/t)′ .
The first “.” above is due to the boundedness of the operator T and the second
one due to the definition of the atom. Since p+ < r, we deduce that
r
t
>
p+
t
and
(r
t
)′
<
(
p(·)
t
)′
.
Note that t < p−. Hence, ((p(·)/t)′)+ < ∞. Using the maximal inequality (Theo-
rem 4.9), we have
‖[M(g(
r
t )
′
)]1/(
r
t )
′
‖(p(·)/t)′ . ‖g‖(p(·)/t)′ ≤ 1.
Thus, by Theorem 4.17, we obtain
Z .
∥∥∥∥∥∥
∑
k∈Z
∞∑
j=0
∑
i
(3 · 2k)tχIk,j,i
∥∥∥∥∥∥
1
t
p(·)/t
. ‖f‖Hs
p(·)
,
which completes the proof. 
Similarly to Theorem 5.1, we obtain the following theorem by applying Theorem
4.18.
Theorem 5.2. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 1 < r < ∞ with
p+ < r. If T : H
S
r → Lr (or H
M
r → Lr) is a bounded σ-sublinear operator and
(5.1) holds for all (s, 2, p(·),∞)-atoms (or (s, 3, p(·),∞)-atoms), then
‖Tf‖Lp(·) . ‖f‖Qp(·) , f ∈ Qp(·),
(or ‖Tf‖Lp(·) . ‖f‖Pp(·) , f ∈ Pp(·)).
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Now we prove our main result of this section.
Theorem 5.3. Let p(·) ∈ P(Ω) satisfy condition (4.2). Then the following
inequalities hold:
(5.2) ‖f‖HM
p(·)
. ‖f‖Hs
p(·)
, ‖f‖HS
p(·)
. |f‖Hs
p(·)
, if 0 < p− ≤ p+ < 2;
(5.3) ‖f‖HM
p(·)
≤ ‖f‖Pp(·) , ‖f‖HSp(·)
≤ ‖f‖Qp(·) ;
(5.4) ‖f‖HS
p(·)
. ‖f‖Pp(·) , ‖f‖HMp(·) . ‖f‖Qp(·) ;
(5.5) ‖f‖Hs
p(·)
. ‖f‖Pp(·) , ‖f‖Hsp(·) . ‖f‖Qp(·) ;
(5.6) ‖f‖Pp(·) . ‖f‖Qp(·) . ‖f‖Pp(·) .
Moreover, if {Fn}n≥0 is regular, then
HSp(·) = Qp(·) = Pp(·) = H
M
p(·) = H
s
p(·)
with equivalent quasi-norms.
Proof. According to Proposition 4.4, we know that the operatorsM,S and s
all satisfy (5.1).
First we show (5.2). Let f ∈ Hsp(·). The maximal operator T (f) = M(f) is
σ-sublinear and ‖M(f)‖2 . ‖s(f)‖2 (see [62, Theorem 2.11(i)]). Thus it follows
from Theorem 5.1 that
‖f‖HM
p(·)
= ‖M(f)‖p(·) . ‖f‖Hsp(·) .
Similarly, considering the operator T (f) = S(f), we get the second inequality of
(5.2) by Theorem 5.1.
(5.3) comes easily from the definition of these martingale spaces.
Next we show (5.4). Consider the operator T (f) = M(f) or S(f). Then
(5.4) follows from the combination of the Burkholder-Gundy and Doob maximal
inequalities
‖S(f)‖r ≈ ‖M(f)‖r ≈ ‖f‖r (1 < r <∞)
(see [62, Theorem 2.12]) and Theorem 5.2.
(5.5) can be deduced by applying the inequalities (see [62, Theorem 2.11(ii)])
‖s(f)‖r . ‖M(f)‖r, ‖s(f)‖r . ‖M(f)‖r ≈ ‖S(f)‖r, 2 < r <∞,
and Theorem 5.2.
To prove (5.6), we use (5.4). Assume that f = (fn)n≥0 ∈ Qp(·), then there
exists an optimal control (λ
(1)
n )n≥0 such that Sn(f) ≤ λ
(1)
n−1 with λ
(1)
∞ ∈ Lp(·). Since
|fn| ≤Mn−1(f) + λ
(1)
n−1,
by the second inequality of (5.4) we have
‖f‖Pp(·) ≤ C
(
‖f‖HM
p(·)
+ ‖λ(1)∞ ‖p(·)
)
. ‖f‖Qp(·) .
On the other hand, if f = (fn)n≥0 ∈ Pp(·), then there exists an optimal control
(λ
(2)
n )n≥0 such that |fn| ≤ λ
(2)
n−1 with λ
(2)
∞ ∈ Lp(·). Notice that
Sn(f) ≤ Sn−1(f) + 2λ
(2)
n−1.
Using the first inequality of (5.4), we get the rest of (5.6).
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Further, assume that {Fn}n≥0 is regular. Then according to [62, p. 33], we
have
Sn(f) ≤ R
1/2sn(f) and ‖f‖HS
p(·)
. ‖f‖Hs
p(·)
.
Since sn(f) ∈ Fn−1, by the definition of Qp(·) we have
‖f‖Qp(·) . ‖s(f)‖p(·) = ‖f‖Hsp(·) .
Hence, by (5.5) we obtain
Qp(·) = H
s
p(·).
Combining this and Corollary 4.21, we get
HSp(·) = Qp(·) = H
s
p(·) = Pp(·) = H
M
p(·).

Remark 5.4. It was proved in Kikuchi [41, Theorem 1] that the inequality
C−1‖f‖X ≤ ‖S(f)‖X ≤ C‖f‖X
holds for all stochastic basis (Fn)n≥0 and for all uniformly integrable martingales
f if and only if X is a rearrangement invariant space with Boyd indices satisfying
some condition. According to Theorem 5.3 and Theorem 4.9, we have for p(·)
satisfying (4.2) and 1 < p− ≤ p+ <∞ that
C−1‖f‖p(·) ≤ ‖S(f)‖p(·) ≤ C‖f‖p(·)
if F is regular. However, we can not apply this result and Kikuchi’s result to deduce
that Lp(·) is a rearrangement invariant space because our inequality holds true for
certain (Fn)n≥0. We also refer the reader to [42] and [43] for more interesting
results about martingale inequalities in Banach function spaces.
The next result follows from the above theorem and Theorem 3.12.
corollary 5.5. Let p(·) ∈ P(Ω) satisfy condition (4.2). If {Fn}n≥0 is regular,
then
Hp(·) = H
at,d,∞
p(·) , d = 1, 2, 3
with equivalent quasi-norms. Here, Hp(·) denotes any one of the five Hardy spaces
in Theorem 5.3.
Note that P∞ = L∞. Combing Theorem 3.21 and 5.3, we get the interpolation
for Hardy spaces HMp(·) and H
S
p(·).
corollary 5.6. Let p(·) ∈ P(Ω) satisfy (4.2), 0 < q ≤ ∞, 0 < θ < 1 and
1
p˜(·)
=
1− θ
p(·)
.
If {Fn}n≥0 is regular, then
(Hp(·), L∞)θ,q = Hp˜(·),q,
where Hp(·) denotes any one of the five Hardy spaces in Theorem 5.3.
Next, we consider a special case of martingale transforms.
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Definition 5.7. Let the martingale transform T be defined by
(T f)n =
n∑
k=1
bk−1dkf, n ∈ N,
where bk is Fk measurable and |bk| ≤ 1.
Theorem 5.8. Let p(·) satisfy (4.2) with 1 < p− ≤ p+ < ∞. If {Fn}n≥0 is
regular, then
‖T f‖p(·) . ‖f‖p(·) .
Proof. Since |bk| ≤ 1 for each k, we have S(T f) ≤ S(f). By Theorem 5.3
and Burkholder-Gundy inequality, we have
‖T f‖p(·) ≤ ‖M(T f)‖p(·) . ‖S(T f)‖p(·) . ‖S(f)‖p(·) . ‖M(f)‖p(·) .
Now the result follows from Theorem 4.9. 
5.2. Martingale inequalities between Hp(·),q
In this section, we extend Theorem 5.3 to the variable Lorentz-Hardy setting;
see Theorem 5.11. We first prove a result which is corresponding to Theorem 5.1.
Theorem 5.9. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q ≤ ∞ and 1 <
r ≤ ∞ with p+ < r. If T : Hsr → Lr is a bounded σ-sublinear operator and
(5.7) {|Ta| > 0} ⊂ I
for all (s, 1, p(·),∞)-atoms a, where I is the atom in ∪nA(Fn) associated with a,
then
‖Tf‖Lp(·),q . ‖f‖Hsp(·),q , f ∈ H
s
p(·),q.
Proof. Let a martingale f ∈ Hsp(·),q. By Theorem 4.24, we know that f
has a decomposition as (4.4) such that ak,j,i is a (s, 1, p(·),∞)-atom and µk,j,i =
3 · 2k‖χ{τk<∞}‖p(·). For an arbitrary integer k0, we set again
f =
∑
k∈Z
∞∑
j=0
∑
i
µk,j,ia
k,j,i = F1 + F2,
where
F1 =
k0−1∑
k=−∞
∞∑
j=0
∑
i
µk,j,ia
k,j,i, F2 = f − F1.
By the σ-sublinearity of the operator T , we have
|T (F1)| ≤
k0−1∑
k=−∞
∞∑
j=0
∑
i
µk,j,iT (a
k,j,i), |T (F2)| ≤
∞∑
k=k0
∞∑
j=0
∑
i
µk,j,iT (a
k,j,i).
We need to estimate ‖T (F1)‖Lp(·),q and ‖T (F2)‖Lp(·),q , separately.
To estimate ‖T (F1)‖Lp(·),q , similarly to Step 1 of Theorem 4.26, we let 0 <
ε < p. Fix L ∈ (1, 1ε ) such that L < r/p+ and choose ℓ such that 0 < ℓ < 1 − 1/L.
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Adopting the same argument, we obtain
‖χ{T (F1)>2k0}‖p(·)
. 2k0L(ℓ−1)

k0−1∑
k=−∞
2(1−ℓ)kLε
∥∥∥∥∥∥
∞∑
j=0
∑
i
[
‖χIk,j,i‖p(·)T (a
k,j,i)χIk,j,i
]Lε∥∥∥∥∥∥
p(·)/ε

1
ε
:= IIIT .
According to the boundedness of T and the definition of ak,j,i, we have
‖T (ak,j,i)‖r . ‖s(a
k,j,i)‖r .
‖χIk,j,i‖r
‖χIk,j,i‖p(·)
.
Applying Lemma 4.25, we arrive at
IIIT . 2k0L(ℓ−1)

k0−1∑
k=−∞
2(1−ℓ)kLε
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
ε
p(·)

1
ε
= IV,
where IV is the same as defined in the proof of Theorem 4.26. For the case q =∞,
we have
IV . 2k0L(ℓ−1)
(
k0−1∑
k=−∞
2k((1−ℓ)L−1))ε
)1/ε
sup
k∈Z
2k
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)
. 2−k0 sup
k∈Z
2k
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)
,
(note that (1 − ℓ)L− 1 > 0) which implies that
‖T (F1)‖Lp(·),∞ . ‖f‖Hsp(·),∞ .
As for the case q <∞, it follows from (4.5) that,
∞∑
k0=−∞
2k0q‖χ{T (F1)>2k0}‖
q
p(·) .
∞∑
k=−∞
2kq
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)
.
This deduces that
‖T (F1)‖Lp(·),q . ‖f‖Hsp(·),q .
Now we start to estimate ‖T (F2)‖Lp(·),q . According to condition (5.7),
{T (F2) > 2
k0} ⊂ {T (F2) > 0} ⊂
∞⋃
k=k0
⋃
j∈N,i
{T (ak,j,i) > 0} ⊂
⋃
k≥k0
{τk <∞}.
Then
‖χ{T (F2)>2k0}‖p(·) ≤
∥∥∥∥∥
∞∑
k=k0
χ{τk<∞}
∥∥∥∥∥
p(·)
.
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So, repeating the rest calculation of Step 2 in the proof of Theorem 3.5, we easily
obtain
‖T (F2)‖Lp(·),q . ‖f‖Hsp(·),q
for q <∞. For the case q =∞, we get easily the same inequality by Step 1 in the
proof of Theorem 4.26. The proof is complete now. 
Theorem 5.10. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q ≤ ∞ and
1 < r ≤ ∞ with p+ < r. If T : HSr → Lr (or H
∗
r → Lr) is a bounded σ-sublinear
operator and (5.7) holds for all (2, p(·),∞)-atoms (or (3, p(·),∞)-atoms), then we
have
‖Tf‖Lp(·),q . ‖f‖Qp(·),q , f ∈ Qp(·),q,
(or ‖Tf‖Lp(·),q . ‖f‖Pp(·),q , f ∈ Pp(·),q).
Similarly to Theorem 5.3, applying the three theorems above, we can prove the
result below. We omit the details of the proof.
Theorem 5.11. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < q ≤ ∞. Then
the following inequalities hold:
(5.8) ‖f‖HM
p(·),q
. ‖f‖Hs
p(·),q
, ‖f‖HS
p(·),q
. ‖f‖Hs
p(·),q
, if 0 < p− ≤ p+ < 2;
(5.9) ‖f‖HM
p(·),q
≤ ‖f‖Pp(·),q , ‖f‖HSp(·),q ≤ ‖f‖Qp(·),q ;
(5.10) ‖f‖HS
p(·),q
. ‖f‖Pp(·),q , ‖f‖HMp(·),q . ‖f‖Qp(·),q ;
(5.11) ‖f‖Hs
p(·),q
. ‖f‖Pp(·),q , ‖f‖Hsp(·),q . ‖f‖Qp(·),q ;
(5.12) ‖f‖Pp(·),q . ‖f‖Qp(·),q . ‖f‖Pp(·),q .
Moreover, if {Fn}n≥0 is regular, then
HSp(·),q = Qp(·),q = Pp(·),q = H
M
p(·),q = H
s
p(·),q
with equivalent quasi-norms.
Remark 5.12. Let {Fn}n≥0 be regular. It follows from [62, Corollary 2.23]
that the three kinds atoms, the (s, d, p(·), r)(d = 1, 2, 3)-atoms are equivalent.
Combining Theorems 4.24, 4.26 and 5.11, we obtain the following result which
is useful for proving John-Nirenberg theorems in the next chapter.
corollary 5.13. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q ≤ ∞ and
1 < r ≤ ∞ with p+ < r. If {Fn}n≥0 is regular, then
Hp(·),q = H
sat,d,r
p(·),q , d = 1, 2, 3
with equivalent quasi-norms. Here, Hp(·),q denotes any one of the five Hardy spaces
in Theorem 5.11.
The following result is corresponding to Theorem 5.8. The proof is omitted.
Theorem 5.14. Let p(·) satisfy (4.2) with 1 < p− ≤ p+ <∞ and 0 < q ≤ ∞.
If {Fn}n≥0 is regular, then
‖T f‖Lp(·),q . ‖f‖Lp(·),q .

CHAPTER 6
Dual spaces and John-Nirenberg theorems
In this chapter, we establish the dual spaces of variable Hardy spaces and
variable Lorentz-Hardy spaces. We also obtain several John-Nirenberg theorems
based on the dual results.
6.1. The dual of Hp(·)
Definition 6.1. Let (α(·) + 1) be a variable exponent and 1 < q <∞. Define
BMOq(α(·)) as the space of functions f ∈ Lq for which
‖f‖BMOq(α(·)) = sup
n≥0
sup
I∈A(Fn)
‖χI‖
−1
1
α(·)+1
‖χI‖q/(q−1) ‖(f − fn)χI‖q
is finite. For q = 1, we define BMO1(α(·)) with the norm
‖f‖BMO1(α(·)) = sup
n≥0
sup
I∈A(Fn)
‖χI‖
−1
1
α(·)+1
‖(f − fn)χI‖1.
Remark 6.2. If α(·) = 0, then this definition goes back to classical martingale
BMO space. If α(·) = α0 > 0 is a constant, then this definition becomes the
classical martingale Lipschitz space. We refer the reader to [62] for details.
Theorem 6.3. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < p+ ≤ 1. Then(
Hsp(·)
)∗
= BMO2(α(·)), α(·) = 1/p(·)− 1.
Proof. Let ϕ ∈ BMO2(α(·)) ⊂ L2. Define
lϕ(f) = E(fϕ), ∀f ∈ L2.
We claim that lϕ is a bounded linear functional on H
s
p(·). Note that L2 ⊂ H
s
p(·). It
follows from Theorem 4.17 that for each f ∈ L2
f =
∑
k∈Z
∞∑
j=0
∑
i
µk,j,ia
k,j,i
and the convergence holds also in the L2-norm, where a
k,j,i is an (s, 1, p(·),∞)-atom
and µk,j,i = 3 · 2k‖χIk,j,i‖p(·). Hence
lϕ(f) = E(fϕ) =
∑
k∈Z
∞∑
j=0
∑
i
µk,j,iE(a
k,j,iϕ).
By the definition of an atom,
E(ak,j,iϕ) = E(ak,j,i(ϕ− ϕj))
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always holds. Thus, using Ho¨lder’s inequality we conclude that
|lϕ(f)| ≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i
∣∣∣∣∫
Ω
ak,j,i(ϕ− ϕj)dP
∣∣∣∣
≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i‖a
k,j,i‖2‖(ϕ− ϕj)χIk,j,i‖2
≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i
P(Ik,j,i)
1
2∥∥χIk,j,i∥∥p(·) ‖(ϕ− ϕj)χIk,j,i‖2
.
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i‖ϕ‖BMO2(α(·)).
Since p+ ≤ 1, we obtain from [39, Proposition 4.1] and Theorem 4.17 that
|lϕ(f)| . ‖f‖Hsat,1,∞
p(·)
‖ϕ‖BMO2(α(·)) . ‖f‖Hsp(·)‖ϕ‖BMO2(α(·)).
We know that L2 is dense in H
s
p(·), see [39]. Consequently, lϕ can be uniquely
extended to be a linear functional on Hsp(·).
On the other hand, let l be an arbitrary bounded linear functional on Hsp(·).
We shall show that there exists ϕ ∈ BMO2(α(·)) such that l = lϕ and
‖ϕ‖BMO2(α(·)) . ‖l‖.
Since 0 < p− ≤ p+ ≤ 1 and Lemma 2.3, we have
‖f‖Hs
p(·)
. ‖s(f)‖p+ ≤ ‖s(f)‖2 = ‖f‖2, ∀f ∈ L2.
Then the space L2 can be embedded continuously in H
s
p(·). Consequently, there
exists ϕ ∈ L2 such that
l(f) = E(fϕ), ∀f ∈ L2.
Fix j ∈ N and take I ∈ A(Fj). We set
g =
(ϕ− ϕj)χI
‖(ϕ− ϕj)χI‖2 ‖χI‖ 1
α(·)+1
‖χI‖
−1
2
.
Assume that r > 2. Note that
1
p(x)
=
1
1
α(x)+ 1r
+ (
1
r′
−
1
2
) +
1
2
, ∀x ∈ Ω,
where 1/r + 1/r′ = 1. Observe that
s((ϕ− ϕj)χI) = s(ϕ− ϕj)χI .
By Ho¨lder’s inequality (Lemma 2.2) and Lemma 4.7, we get
‖s(ϕ− ϕj)χI‖p(·) . ‖s(ϕ− ϕj)χI‖2‖χI‖ 1
1/r′−1/2
‖χI‖ 1
α(·)+1/r
= ‖s(ϕ− ϕj)χI‖2‖χI‖
−1
2 ‖χI‖r′‖χI‖ 1α(·)+1/r
≈ ‖s(ϕ− ϕj)χI‖2‖χI‖
−1
2 ‖χI‖ 1α(·)+1 .
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Hence, we obtain that
‖g‖Hs
p(·)
=
‖s(ϕ− ϕj)χI‖p(·)
‖(ϕ− ϕj)χI‖2‖χI‖ 1
α(·)+1
‖χI‖
−1
2
.
‖s(ϕ− ϕj)χI‖2‖χI‖
−1
2 ‖χI‖ 1α(·)+1
‖(ϕ− ϕj)χI‖2‖χI‖ 1
α(·)+1
‖χI‖
−1
2
= 1.
Finally, we obtain
‖l‖ & l(g) = E (g(ϕ− ϕj))
= ‖χI‖
−1
1
α(·)+1
‖χI‖2 ‖(ϕ− ϕj)χI‖2.
Then we have
‖ϕ‖BMO2(α(·)) . ‖l‖
and the proof is complete. 
6.2. The dual of Hp(·),q, 0 < q ≤ 1
Proposition 6.4. Let p(·) ∈ P(Ω), 0 < q ≤ 1 and 1 < r ≤ ∞. If 0 < p+ ≤ 1,
then we have∑
k∈Z
∞∑
j=0
∑
i
µk,j,i . ‖f‖Hsat,d,r
p(·),q
, f ∈ Hsat,d,rp(·),q , d = 1, 2, 3,
where µk,j,i = 3 · 2k‖χIk,j,i‖p(·).
Proof. Note that 0 < q ≤ 1. By Lemma 2.5, we have∑
k∈Z
∞∑
j=0
∑
i
µk,j,i .
∑
k∈Z
2k
∞∑
j=0
∑
i
‖χIk,j,i‖p(·) ≤
∑
k∈Z
2k‖
∞∑
j=0
∑
i
χIk,j,i‖p(·)
. ‖f‖Hsat,d,r
p(·),1
≤ ‖f‖Hsat,d,r
p(·),q
.

Theorem 6.5. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < p+ ≤ 1 and 0 <
q ≤ 1. Then (
Hsp(·),q
)∗
= BMO2(α(·)), α(·) = 1/p(·)− 1.
Proof. Let ϕ ∈ BMO2(α(·)) ⊂ L2. Define
lϕ(f) = E(fϕ), ∀f ∈ L2.
Similarly to the proof of Theorem 6.3, by Theorem 4.24, we find that
|lϕ(f)| ≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i
∣∣∣∣∫
Ω
ak,j,i(ϕ− ϕj)dP
∣∣∣∣
.
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i‖ϕ‖BMO2(α(·)).
Since 0 < q ≤ 1, we obtain from Proposition 6.4 and Theorem 4.24 that
|lϕ(f)| . ‖f‖Hsat,1,∞
p(·),q
‖ϕ‖BMO2(α(·)) . ‖f‖Hsp(·),q‖ϕ‖BMO2(α(·)).
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By Remark 3.8, we know that L2 is dense in H
s
p(·),q. Consequently, lϕ can be
uniquely extended to be a linear functional on Hsp(·),q.
Conversely, if l is an arbitrary bounded linear functional on Hsp(·),q, then there
exists ϕ ∈ BMO2(α(·)) such that l = lϕ and
‖ϕ‖BMO2(α(·)) . ‖l‖.
Indeed, similarly to the proof of Theorem 6.3, L2 can be embedded continuously in
Hsp(·),q, namely,
‖f‖Hs
p(·),q
= ‖s(f)‖Lp(·),q . ‖s(f)‖2, ∀f ∈ L2
because of [40, Theorem 3.3(i, iv)] and 0 < p+ ≤ 1. Hence there exists ϕ ∈ L2 such
that
l(f) = E(fϕ), ∀f ∈ L2.
For I ∈ A(Fj), we set again
g =
(ϕ− ϕj)χI
‖(ϕ− ϕj)χI‖2 ‖χI‖ 1
α(·)+1
‖χI‖
−1
2
.
Then the function g is a (s, 1, p(·), 2)-atom. It follows from Theorem 4.26 that
g ∈ Hsp(·),q and
‖g‖Hs
p(·),q
. ‖g‖Hsat,1,2
p(·),q
. 1.
Finally, we obtain
‖l‖ & l(g) = E (g(ϕ− ϕj))
= ‖χI‖
−1
1
α(·)+1
‖χI‖2 ‖(ϕ− ϕj)χI‖2
and ‖ϕ‖BMO2(α(·)) . ‖l‖. 
6.3. The dual of Hp(·),q, 1 < q ≤ ∞
6.3.1. The case q <∞. Strongly motivated by [37] and [38, Definition 1.1],
in the present paper, we introduce the following generalized martingale spaces as-
sociated with variable exponents.
Definition 6.6. Let 1 ≤ r <∞, 0 < q ≤ ∞ and α(·) ∈ P(Ω). The generalized
martingale space BMOr,q(α(·)) is defined by
BMOr,q(α(·)) =
{
f ∈ Lr : ‖f‖BMOr(α) <∞
}
,
where
‖f‖BMOr,q(α(·)) = sup
∑
k∈Z
∑
j∈N,i 2
kP(Ik,j,i)
1− 1r ‖(f − fj)χIk,j,i‖r(∑
k∈Z 2
kq‖
∑
j∈N,i χIk,j,i‖
q
1
α(·)+1
)1/q
and the supremum is taken over all atoms {Ik,j,i}k∈Z,j∈N,i such that that Ik,j,i are
disjoint if k is fixed, Ik,j,i belong to Fj if k, j are fixed, and2k
∥∥∥∥∥∥
∑
j∈N,i
χIk,j,i
∥∥∥∥∥∥
1
α(·)+1

k
∈ ℓq.
BMOr,∞(α(·)) can be similarly defined.
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Theorem 6.7. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < p+ < 2 and 1 <
q <∞. Then we have
(Hsp(·),q)
∗ = BMO2,q(α(·)), α(·) =
1
p(·)
− 1,
with equivalent norms.
Proof. Let ϕ ∈ BMO2,q(α(·)) ⊂ L2. We define the functional as
lϕ(f) = E(fg), ∀f ∈ L2.
Using Theorem 4.24, we have
|lϕ(f)| ≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i
∣∣∣∣∫
Ω
ak,j,i(ϕ− ϕj)dP
∣∣∣∣
.
∑
k∈Z
∞∑
j=0
∑
i
2kP(Ik,j,i)
1
2 ‖(ϕ− ϕj)χIk,j,i‖2
It follows from the definition of ‖ · ‖BMO2,q(α(·)) and Theorem 4.24 that
|lϕ(f)| .
∑
k∈Z
2kq
∥∥∥∥∥∥
∑
j,i
χIk,j,i
∥∥∥∥∥∥
q
p(·)

1/q
‖g‖BMO2,q(α(·))
. ‖f‖Hs
p(·),q
‖g‖BMO2,q(α(·)).
Since L2 is dense in H
s
p(·),q (see Remark 3.8), the functional lg can be uniquely
extended to a continuous functional on Hsp(·),q.
Conversely, let l ∈ (Hsp(·),q)
∗. Since L2 ⊂ Hsp(·),q, there exists ϕ ∈ L2 such that
l(f) = E(fϕ) ∀f ∈ L2.
Let {Ik,j,i}k∈Z,j∈N,i be an arbitrary atom sequence such that Ik,j,i are disjoint if k
is fixed, Ik,j,i belong to Fj if k, j are fixed, and2k
∥∥∥∥∥∥
∑
j∈N,i
χIk,j,i
∥∥∥∥∥∥
1
α(·)+1

k
∈ ℓq.
We set
hk,j,i =
(ϕ− ϕj)χIk,j,i‖χIk,j,i‖2
‖(ϕ− ϕj)χIk,j,i‖2‖χIk,j,i‖p(·)
.
It is obvious that hk,j,i is a (s, 1, p(·), 2)-atom. By Theorem 4.26, we find that
f =
∑
k∈Z
∑
j∈N,i
2k‖χIk,j,i‖p(·)hk,j,i ∈ H
s
p(·),q,
and
(6.1) ‖f‖Hs
p(·),q
.
∑
k∈Z
2kq
∥∥∥∥∥∥
∑
j∈N
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)

1
q
.
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Now we have the following estimate:∑
k∈Z
∑
j∈N,i
2kP(Ik,j,i)
1
2 ‖(ϕ− ϕj)χIk,j,i‖2
=
∑
k∈Z
∑
j∈N,i
2k‖χIk,j,i‖p(·)E(hk,j,i(ϕ− ϕj))
=
∑
k∈Z
∑
j∈N,i
2k‖χIk,j,i‖p(·)E(hk,j,iϕ)
= E(fϕ) = l(f) ≤ ‖f‖Hs
p(·),q
‖l‖.
Thus, applying (6.1) and the definition of ‖ · ‖BMO2,q(α(·)) we obtain
‖ϕ‖BMO2,q(α(·)) . ‖l‖.
The proof is complete. 
6.3.2. The case q = ∞. This case is different from the case q < ∞ due to
the well known fact that Lp is not dense in Lp,∞ (0 < p <∞). We refer to [65, p.
143] or [29, Remark 1.4.14]. In order to describe the duality, we define
H
s
p(·),∞ = {f = (fn)n≥0 : s(f) ∈ Lp(·),∞}.
By a similar argument of Lemma 2.12, it is easy to see H sp(·),∞ is a closed subspace
of Hsp(·),∞. Similarly, we can define H
M
p(·),∞ and H
S
p(·),∞ which are closed subspaces
of HMp(·),∞ and H
S
p(·),∞ , respectively.
According to Remark 3.8(2), we know that L2 is dense in H
s
p(·),∞. On the lines
of the proof of Theorem 6.7, we can get the result below by using Theorems 4.24
and 4.26. We omit the proof.
Theorem 6.8. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < p+ < 2. Then
(H sp(·),∞)
∗ = BMO2,∞(α(·)), α(·) =
1
p(·)
− 1
with equivalent norms.
Remark 6.9. The dual space of weak Hardy space was first studied in harmonic
analysis, see [22]. In martingale setting, we refer the reader to [65].
6.4. John-Nirenberg theorems
In this section, we investigate John-Nirenberg theorems. We divide this section
into two subsections.
6.4.1. Lipschitz spaces BMOE(α(·)) with variable exponent. Let us de-
note by (Pp(·),q)
∗
1 those elements ϕ from (Pp(·),q)
∗ for which there exists g ∈ L1
such that l(f) = E(fg), f ∈ L∞. That is to say,
(Pp(·),q)
∗
1 = {l ∈ (Pp(·),q)
∗ : ∃g ∈ L1 s.t. l(f) = E(fg), ∀f ∈ L∞}.
Then we can verify the following result. Since the proof is similar to Theorem 6.5,
we only sketch its outline.
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Theorem 6.10. Let p(·) ∈ P(Ω) with 0 < p+ ≤ 1 and 0 < q ≤ 1. Then we
have
(Pp(·),q)
∗
1 = BMO1(α(·)), α(·) =
1
p(·)
− 1
with equivalent norms.
Proof. Let g ∈ BMO1(α(·)) ⊂ L1. Define
lg(f) = E(fg), f ∈ L∞.
Using Theorem 4.24 and Proposition 6.4, we easily deduce that
|lg(f)| . ‖f‖Pp(·),q‖g‖BMO1(α(·)).
By Remark 3.8, L∞ is dense in Pp(·),q. Hence lg can be extended to a continuous
functional on Pp(·),q and lg ∈ (Pp(·),q)
∗
1.
For the converse part, let l ∈ (Pp(·),q)
∗
1. Then there exists g ∈ L1 such that
l(f) = E(fg), f ∈ L∞.
For I ∈ A(Fn), we let
h = sign(g − gn), a =
1
2
‖χI‖
−1
p(·)(h− hn)χI .
Then a is an (s, 3, p(·),∞)-atom. Applying Proposition 4.27,
(h− hn)χI = 2‖χI‖p(·)a ∈ Pp(·),q with ‖(h− hn)χI‖Pp(·),q . ‖χI‖p(·).
Hence we have
‖χI‖
−1
p(·)‖(g − gn)χI‖1 = ‖χI‖
−1
p(·)E(h(g − gn)χI)
= ‖χI‖
−1
p(·)E(g(h− hn)χI)
= ‖χI‖
−1
p(·)l((h− hn)χI)
≤ ‖χI‖
−1
p(·)‖(h− hn)χI‖Pp(·),q‖l‖
. ‖l‖,
which implies that ‖g‖BMO1(α(·)) . ‖l‖. The proof is now complete. 
Proposition 6.11. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < p+ ≤ 1 and
0 < q ≤ 1. If {Fn}n≥0 is regular, then
(Pp(·),q)
∗
1 = (Pp(·),q)
∗
with equivalent norms.
Proof. The inclusion (Pp(·),q)
∗
1 ⊂ (Pp(·),q)
∗ is obvious. To prove the converse
inclusion, let l ∈ (Pp(·),q)
∗. Using Theorem 5.11, we have L2 ⊂ Hsp(·),q = Pp(·),q.
Then (Pp(·),q)
∗ ⊂ L∗2 = L2. Thus there exists g ∈ L2 ⊂ L1 such that l = lg. By the
definition of (Pp(·),q)
∗
1, l ∈ (Pp(·),q)
∗
1. The proof is complete. 
Combining the two results above and Theorem 5.11, we get the next corollary.
corollary 6.12. Let α(·) + 1 ∈ P(Ω) satisfying (4.2) and 0 ≤ α− ≤ α+ <∞.
If {Fn}n≥0 is regular, then
BMO1(α(·)) = BMO2(α(·))
with equivalent norms.
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We are going to show that BMO1(α(·)) = BMOE(α(·)) where E is a rearrange-
ment invariant Banach function space (abbreviated by r.i. Banach function space).
We refer to [5, Chapter 1 and 2] for the definitions of Banach function spaces and
r.i. Banach function spaces. The associate space E′ of E is defined by
E′ = {f : ‖f‖E′ <∞, }
where
‖f‖E′ = sup
g∈E,‖g‖E≤1
∫
Ω
|fg| dP.
We first present the definition of BMOE(α(·)).
Definition 6.13. Let α(·)+ 1 ∈ P(Ω) and E be a Banach function space with
associate space E′. Define BMOE(α(·)) as the space of functions f ∈ E for which
‖f‖BMOE(α(·)) = sup
n≥0
sup
I∈A(Fn)
‖χI‖
−1
1
α(·)+1
‖χI‖E′ ‖(f − fn)χI‖E
is finite.
Definition 6.14. Let p(·) ∈ P(Ω), and let E be a r.i. Banach function space
or Lr(·) with max(p+, 1) < r−. Replacing Item (2) in Definition 4.3 by
‖s(a)‖E ( or ‖S(a)‖E, ‖M(a)‖E , respectively) ≤
‖χI‖E
‖χI‖p(·)
,
we get the definition of (s, d, p(·), E)-atoms (d = 1, 2, 3).
We also need some basic lemmas which can be found in [5].
Lemma 6.15. Let E be a Banach function space with associated space E′. If
f ∈ E and g ∈ E′, then fg is integrable and∣∣∣∣∫
Ω
fgdP
∣∣∣∣ ≤ ‖f‖E‖g‖E′.
Lemma 6.16. Let E be an r.i. space, and E′ be its associated space. Then, for
all set B ∈ F , we have
‖χB‖1 = ‖χB‖E‖χB‖E′ .
The proof of the following result is similar to that of Lemma 4.25. We give the
details for the sake of completeness.
Lemma 6.17. Let p(·) ∈ P(Ω) satisfy (4.2), E be a r.i. Banach function space.
Take 0 < ε < p and L ∈ (1, 1p+ ∧
1
ε ). If 0 < p− ≤ p+ < 1, a
k,j,i is a (s, 1, p(·), E)-
atom then we have
Z :=
∥∥∥∥∥∥
∞∑
j=0
∑
i
[
‖χIk,j,i‖p(·)s(a
k,j,i)χIk,j,i
]Lε∥∥∥∥∥∥
p(·)/ε
.
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)/ε
.
Proof. Choose a positive function g ∈ L
( p(·)ε )
′ with ‖g‖(p(·)ε )′
≤ 1 such that
Z =
∫
Ω
∞∑
j=0
∑
i
[
‖χIk,j,i‖p(·)s(a
k,j,i)χIk,j,i
]Lε
gdP.
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Applying Ho¨lder’s inequality, Lemmas 6.15 and 6.16, we obtain that
Z ≤
∞∑
j=0
∑
i
‖χIk,j,i‖
Lε
p(·)‖s(a
k,j,i)Lε‖ 1
Lε
‖χIk,j,ig‖( 1Lε )′
=
∞∑
j=0
∑
i
‖χIk,j,i‖
Lε
p(·)‖s(a
k,j,i)‖Lε1 ‖χIk,j,ig‖( 1Lε )′
≤
∞∑
j=0
∑
i
‖χIk,j,i‖
Lε
E ‖χIk,j,i‖
Lε
E′‖χIk,j,ig‖( 1Lε )′
=
∞∑
j=0
∑
i
‖χIk,j,i‖
Lε
1
(∫
Ik,j,i
g(
1
Lε )
′
)1/( 1Lε )′
.
Thus, we find
Z =
∞∑
j=0
∑
i
∫
χIk,j,idP
(
1
P(Ik,j,i)
∫
Ik,j,i
g(
1
Lε )
′
)1/( 1Lε )′
≤
∞∑
j=0
∑
i
∫
χIk,j,i [M(g
( 1Lε )
′
)]1/(
1
Lε )
′
dP
≤
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)/ε
‖[M(g(
1
Lε )
′
)]1/(
1
Lε )
′
‖(p(·)/ε)′ ,
where the second “≤” above is due to the definition of (s, 1, p(·), E)-atoms. Since
L < 1p+ , we deduce that
(
1
Lε
)′ < (p(·)/ε)′.
Using the maximal inequality (Theorem 4.9), we have
‖[M(g(
1
Lε )
′
)]1/(
1
Lε )
′
‖(p(·)/ε)′ . ‖g‖(p(·)/ε)′ ≤ 1,
which completes the proof. 
Applying the above lemma, we improve Theorem 4.26 to the result below. The
proof is omitted.
Theorem 6.18. Let p(·) ∈ P(Ω) satisfy condition (4.2) with 0 < p+ < 1,
0 < q ≤ ∞, and let E be an r.i. Banach function space. Then
Hsp(·),q = H
sat,1,E
p(·),q
with equivalent quasi-norms.
Remark 6.19. Let (Fn)n≥0 be regular. According to Theorem 5.11, Hsp(·),q =
HMp(·),q. We also can prove (s, 1, p(·), E)-atomic decomposition for H
M
p(·),q of p(·) ∈
P(Ω) satisfying condition (4.2) and p+ < 1.
We refer the reader to [27, Theorem 4.10] for the fact that H1(R
n) does not
have such atomic decomposition when E = L1 in classical Harmonic analysis.
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Remark 6.20. Let p(·), r(·) ∈ P(Ω) satisfy (4.2) and max(1, p+) < r−. Take
0 < ε < p and L ∈ (1, rp+ ∧
1
ε ) for p+ < r < r−. If a
k,j,i is a (s, 1, p(·), Lr(·))-atom
for every k, j, i, then we have
Z :=
∥∥∥∥∥∥
∞∑
j=0
∑
i
[
‖χIk,j,i‖p(·)s(a
k,j,i)χIk,j,i
]Lε∥∥∥∥∥∥
p(·)/ε
.
∥∥∥∥∥∥
∞∑
j=0
∑
i
χIk,j,i
∥∥∥∥∥∥
p(·)/ε
.
We leave the proof to the interested reader. By this result, we can replace (s, 1, p(·), E)-
atoms in Theorem 6.18 by (s, 1, p(·), Lr(·))-atoms (defined by replacing E with Lr(·)
in Definition 6.14).
Now we are ready to prove the main result of the subsection.
Theorem 6.21. Let α(·) + 1 ∈ P(Ω) satisfy (4.2) and 0 < α− ≤ α+ <∞. Let
E be an r.i. Banach function space. If (Fn)n≥0 is regular, then
BMOE(α(·)) = BMO1(α(·)), α(·) =
1
p(·)
− 1
with equivalent norms.
Proof. First, let f ∈ BMOE(α(·)). By Lemma 6.15, for I ∈ A(Fn), we have
‖χI‖
−1
1
α(·)+1
‖(f − fn)χI‖1 ≤ ‖χI‖
−1
1
α(·)+1
‖χI‖E′ ‖(f − fn)χI‖E ,
which implies that
‖f‖BMO1(α(·)) ≤ ‖f‖BMOE(α(·)).
Conversely, assume that f ∈ BMO1(α(·)) and I ∈ A(Fn). Using Lemma 6.15,
there exists h ∈ E′ with ‖h‖E′ ≤ 1 such that
‖(f − fn)χI‖E ≤ 2|
∫
I
(f − fn)hdP|.
Define
a =
‖χI‖E′(h− hn)χI
2c0‖χI‖p(·)
,
where c0 is the constant in the Doob maximal inequality ‖M(f)‖E′ ≤ c0‖f‖E′ (see
[54]). Then
‖M(a)‖E′ ≤ c0‖a‖E′ ≤
‖χI‖E′
‖χI‖p(·)
.
So a is an (s, 3, p(·), E′)-atom. Thus, by Theorems 6.18 and Theorem 5.11,
(h− hn)χI =
2c0‖χI‖p(·)
‖χI‖E′
a ∈ HMp(·),q
with
‖(h− hn)χI‖HM
p(·),q
≤
2c0‖χI‖p(·)
‖χI‖E′
.
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Since (Fn)n≥0 is regular, we have
‖χI‖E′‖(f − fn)χI‖E
‖χI‖ 1
α(·)+1
≤
2‖χI‖E′ |
∫
I(f − fn)hdP|
‖χI‖ 1
α(·)+1
=
2‖χI‖E′ |
∫
I
f(h− hn)dP|
‖χI‖ 1
α(·)+1
≤
2‖χI‖E′‖f‖BMO2(α(·))‖(h− hn)χI‖HMp(·),q
‖χI‖ 1
α(·)+1
≤ 2c0‖f‖BMO2(α(·))
. ‖f‖BMO1(α(·)),
where the second “≤” is due to (HMp(·),q)
∗ = (Hsp(·),q)
∗ = BMO2(α(·)) (by Theorem
5.11 and Theorem 6.5) and “.” is because BMO2(α(·)) = BMO1(α(·)) (Corollary
6.12). Consequently, we obtain
‖f‖BMOE(α(·)) . ‖f‖BMO1(α(·)),
which completes the proof. 
Theorem 6.22. Let α(·) + 1 ∈ P(Ω) satisfying (4.2) and 0 < α− ≤ α+ < ∞.
If r(·) ∈ P(Ω) with 1 < r− ≤ r+ <∞ and (Fn)n≥0 is regular , then
BMOLr(·)(α(·)) = BMO1(α(·))
with equivalent norms.
Proof. Similarly to the first part of Theorem 6.21, we can easily get
‖f‖BMOL1(α(·)) ≤ ‖f‖BMOLr(·) (α(·))
by applying Lemmas 2.2 and 4.7. Now we prove the converse part. Let f ∈
BMO1(α(·)). Define r(·)′ by
1
r(·)
+
1
r(·)′
= 1.
For some n ≥ 0, take I ∈ A(Fn). Then, by Lemma 2.2, we get
‖χI‖r(·)′‖(f − fn)χI‖r(·)
‖χI‖ 1
α(·)+1
≤
‖χI‖r(·)′‖χI‖1/( 1
r(·)
− 1r++1
)‖(f − fn)χI‖r++1
‖χI‖ 1
α(·)+1
≈
‖χI‖1/( 1
1− 1
r++1
)
‖(f − fn)χI‖r++1
‖χI‖ 1
α(·)+1
≤ ‖f‖BMOr++1(α(·))
. ‖f‖BMO1(α(·)),
where “≈” and “.” are deduced from Lemma 4.7 and Theorem 6.21, respectively.
The proof is complete. 
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6.4.2. Generalized BMOr,q(α(·)) with variable exponent. We first es-
tablish two lemmas.
Lemma 6.23. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < p+ < 2 and 1 < q <
∞. If {Fn}n≥0 is regular, then
(HMp(·),q)
∗ = BMO1,q(α(·)), α(·) =
1
p(·)
− 1,
with equivalent norms.
Proof. Let ϕ ∈ BMO1,q(α(·)) ⊂ L1. We define the functional as
lϕ(f) = E(fϕ), ∀f ∈ L∞.
It follows from the inclusion L∞ ⊂ HMp(·),q and Proposition 4.28 that
f =
∑
k∈Z
∞∑
j=0
∑
i
µk,j,ia
k,j,i ∀f ∈ L∞
with µk,j,i = 3 ·2k‖χIl,j,i‖p(·) and a
k,j,i’s are (s, 3, p(·),∞)-atoms. By the definition
of atoms, E(ak,j,iϕ) = E(ak,j,i(ϕ−ϕj)) always holds for every k, j, i. Thus, we find
that
|lϕ(f)| ≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i
∣∣∣∣∫
Ω
ak,j,i(ϕ− ϕj)dP
∣∣∣∣
≤
∑
k∈Z
∞∑
j=0
∑
i
µk,j,i‖a
k,j,i‖∞‖(ϕ− ϕj)χIk,j,i‖1
.
∑
k∈Z
∞∑
j=0
∑
i
2k‖(ϕ− ϕj)χIk,j,i‖1.
It follows from the definition of ‖ · ‖BMO1,q(α(·)) and Proposition 4.28 that
|lϕ(f)| .
∑
k∈Z
2kq
∥∥∥∥∥∥
∑
j,i
χIk,j,i
∥∥∥∥∥∥
q
p(·)

1/q
‖ϕ‖BMO1,q(α(·)) . ‖f‖HMp(·),q
‖ϕ‖BMO1,q(α(·)).
Since L∞ is dense in H
M
p(·),q (see Remark 3.8), the functional lg can be uniquely
extended to a continuous functional on HMp(·),q.
Conversely, suppose that l ∈ (HMp(·),q)
∗. Since L2 ⊂ HMp(·),q, there exists ϕ ∈
L2 ⊂ L1 such that
l(f) = E(fϕ), f ∈ L∞.
Let {Ik,j,i}k∈Z,j∈N,i be an arbitrary atom sequence such that that Ik,j,i are disjoint
if k is fixed, Ik,j,i belong to Fj if k, j are fixed, and2k
∥∥∥∥∥∥
∑
j∈N,i
χIk,j,i
∥∥∥∥∥∥
p(·)

k
∈ ℓq.
For k ∈ Z, j ∈ N, i, define
hj = sign(ϕ− ϕj), a
k,j,i =
1
2
(hj − Ej(h
j))χIk,j,i‖χIk,j,i‖
−1
p(·).
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It is easy to see that each ak,j,i is an (s, 3, p(·),∞)-atom. By Proposition 4.28, we
find that
f =
∑
k∈Z
∑
j∈N
∑
i
2k‖χIk,j,i‖p(·)a
k,j,i ∈ HMp(·),q
and
‖f‖HM
p(·),q
.
∑
k∈Z
2kq
∥∥∥∥∥∥
∑
j∈N
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)

1
q
.
Then ∑
k∈Z
∑
j∈N,i
2k‖(ϕ− ϕj)χIk,j,i‖1 =
∑
k∈Z
∑
j∈N,i
2kE(hj(ϕ− ϕj)χIk,j,i)
=
∑
k∈Z
∑
j∈N,i
2kE(ϕ(hj − Ej(h
j))χIk,j,i)
= E(fϕ) = l(f) ≤ ‖f‖HM
p(·),q
‖l‖,
which implies that
‖ϕ‖BMO1,q(α(·)) . ‖l‖.
The proof is complete. 
Lemma 6.24. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < p+ < 2, 1 < r <∞
and 1 < q <∞. If {Fn}n≥0 is regular, then
(HMp(·),q)
∗ = BMOr,q(α(·)), α(·) =
1
p(·)
− 1
with equivalent norms.
Proof. Let g ∈ BMOr,q(α(·)). Define
lg(f) := E(fg), f ∈ Lq′ ,
where q′ = q/(q − 1). Then by Lemma 6.23, we have
|lg(f)| = |E(fg)| . ‖f‖HM
p(·),q
‖g‖BMO1,q(α(·)) ≤ ‖f‖HMp(·),q‖g‖BMOr,q(α(·)).
Conversely, suppose that l ∈ (HMp(·),q)
∗. Since Lq′ is dense in H
M
p(·),q, there
exists g ∈ Lq such that
l(f) = E(fg), f ∈ Lq′ .
Let {Ik,j,i}k∈Z,j∈N,i be an arbitrary atom sequence such that that Ik,j,i are disjoint
if k is fixed, Ik,j,i belong to Fj if k, j are fixed, and2k
∥∥∥∥∥∥
∑
j∈N,i
χIk,j,i
∥∥∥∥∥∥
p(·)

k
∈ ℓq.
We set
(6.2) hj =
|g − gj|r−1sign(g − gj)χIk,j,i‖χIk,j,i‖r′
‖(g − gj)χIk,j,i‖
r−1
r ‖χIk,j,i‖p(·)
, ak,j,i = hj − Ej(h
j).
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We show that ak,j,i/C is an (s, 3, p(·), r′)-atom, where C is a positive constant.
Indeed, by Doob’s maximal inequality we have
‖M(ak,j,i)‖r′ ≤ C‖a
k,j,i‖r′ ≤ C
‖χIk,j,i‖r′
‖χIk,j,i‖p(·)
.
By Proposition 4.28, we find that
f =
∑
k∈Z
∑
j∈N
∑
i
2k‖χIk,j,i‖p(·)a
k,j,i ∈ HMp(·),q,
and
‖f‖HM
p(·),q
.
∑
k∈Z
2kq
∥∥∥∥∥∥
∑
j∈N
∑
i
χIk,j,i
∥∥∥∥∥∥
q
p(·)

1
q
.
Similar to Lemma 6.23, we have the following estimates:∑
k∈Z
∑
j∈N,i
2kP(Ik,j,i)
1− 1r ‖(g − gj)χIk,j,i‖r
=
∑
k∈Z
∑
j∈N,i
2k‖χIk,j,i‖p(·)E(a
k,j,ig)
= E(fg) = l(f) ≤ ‖f‖HM
p(·),q
‖l‖.
Then we get ‖g‖BMOr,q(α(·)) . ‖l‖. The proof is complete. 
The following John-Nirenberg theorem is an immediate consequence of the
combination of Lemma 6.23 and 6.24.
Theorem 6.25. Let α(·) + 1 ∈ P(Ω) satisfy (4.2) and 0 ≤ α− ≤ α+ <∞. Let
1 < r <∞ and 1 < q <∞. If {Fn}n≥0 is regular, then
BMO1,q(α(·)) = BMOr,q(α(·))
with equivalent norms.
The result above, which was first shown in [37] for classical martingale setting,
is the case for q < ∞. In the sequel, we will state results without proofs about
q =∞. Actually, their proofs are very similar to those of Lemma 6.23, Lemma 6.24
and Theorem 6.25.
Lemma 6.26. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < p+ < 2. If
{Fn}n≥0 is regular, then
(H Mp(·),∞)
∗ = BMO1,∞(α(·)), α(·) =
1
p(·)
− 1,
with equivalent norms.
Lemma 6.27. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < p− ≤ p+ < 2 and
1 < r <∞. If {Fn}n≥0 is regular, then
(H Mp(·),∞)
∗ = BMOr,∞(α(·)), α(·) =
1
p(·)
− 1,
with equivalent norms.
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Theorem 6.28. Let α(·) + 1 ∈ P(Ω) satisfy (4.2) and 0 ≤ α− ≤ α+ <∞. Let
1 < r <∞. If {Fn}n≥0 is regular, then
BMO1,∞(α(·)) = BMOr,∞(α(·))
with equivalent norms.

CHAPTER 7
Applications in Fourier analysis
This chapter is devoted to applications of the previous results in Fourier Anal-
ysis. We mainly investigate the boundedness of the maximal Feje´r operator on
variable Hardy space Hp(·) and variable Lorentz-Hardy space Hp(·),q. To this end,
in Section 7.1, we first introduce two new dyadic maximal operators U and V which
play a crucial role in this chapter. We also prove that they are bounded on Lp(·)
with p(·) satisfying (4.2) and 1 < p− ≤ p+ <∞.
7.1. Walsh system and new dyadic maximal operators
7.1.1. Walsh system and Feje´r means. Let us investigate the dyadic mar-
tingales. Namely, let Ω = [0, 1), P be the Lebesgue measure and F be the Lebesgue
measurable sets. By a dyadic interval, we mean one of the form [k2−n, (k+1)2−n)
for some k, n ∈ N, 0 ≤ k < 2n. Given n ∈ N and x ∈ [0, 1), let In(x) denote the
dyadic interval of length 2−n which contains x. The σ-algebras generated by the
dyadic intervals {In(x) : x ∈ [0, 1)} will be denoted by Fn (n ∈ N). Such (Fn)n≥0
is regular, see Example 4.1 or [46].
The Rademacher functions are defined by
r(x) :=
{
1, if x ∈ [0, 12 );
−1, if x ∈ [ 12 , 1),
and
rn(x) := r(2
nx) (x ∈ [0, 1), n ∈ N).
The product system generated by the Rademacher functions is the Walsh system
(see Figure (1)):
wn :=
∞∏
k=0
rk
nk (n ∈ N),
where
(7.1) n =
∞∑
k=0
nk2
k, (0 ≤ nk < 2).
Recall (see Fine [23]) that the Walsh-Dirichlet kernels
Dn :=
n−1∑
k=0
wk
satisfy
(7.2) D2n(x) =
{
2n, if x ∈ [0, 2−n);
0, if x ∈ [2−n, 1)
(n ∈ N).
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Figure 1. Walsh system.
If f ∈ L1, then the number
f̂(n) := E(fwn) (n ∈ N)
is said to be the nth Walsh-Fourier coefficient of f . We can extend this definition
to martingales as follows. If f = (fk)k≥0 is a martingale, then let
f̂(n) := lim
k→∞
E(fkwn) (n ∈ N).
Since wn is Fk measurable for n < 2
k, it can immediately be seen that this limit
does exist. We remember that if f ∈ L1, then Ekf → f in the L1-norm as k →∞,
hence
f̂(n) = lim
k→∞
E((Ekf)wn) (n ∈ N).
Thus the Walsh-Fourier coefficients of f ∈ L1 are the same as the ones of the
martingale (Ekf)k≥0 obtained from f .
Denote by snf the nth partial sum of the Walsh-Fourier series of a martingale
f , namely,
snf :=
n−1∑
k=0
f̂(k)wk.
If f ∈ L1, then
snf(x) =
∫ 1
0
f(t)Dn(x+˙t) dt (n ∈ N),
where +˙ denotes the dyadic addition (see e.g. Schipp, Wade, Simon and Pa´l [59]
or Golubov, Efimov and Skvortsov [30]). It is easy to see that
s2nf = fn (n ∈ N)
and so, by martingale results,
lim
n→∞
s2nf = f in the Lp-norm
7.1. WALSH SYSTEM AND NEW DYADIC MAXIMAL OPERATORS 69
when f ∈ Lp and 1 ≤ p <∞. This theorem was extended in Schipp, Wade, Simon
and Pa´l [59] (see also Golubov, Efimov and Skvortsov [30]) for the partial sums
snf and for 1 < p <∞. More exactly,
(7.3) lim
n→∞
snf = f in the Lp-norm
when f ∈ Lp and 1 < p <∞. We generalize this theorem as follows.
Theorem 7.1. Let p(·) satisfy (4.2) with 1 < p− ≤ p+ <∞. If f ∈ Lp(·), then
sup
n∈N
‖snf‖p(·) . ‖f‖p(·) .
Proof. It was proved by Schipp, Wade, Simon and Pa´l [59, p. 95] that
snf = wnT0(fwn),
where
T0f :=
∞∑
k=1
nk−1dkf
and the binary coefficients nk are defined in (7.1). Obviously T0 is a martingale
transform and Theorem 5.8 implies that
‖snf‖p(·) = ‖T0(fwn)‖p(·) . ‖f‖p(·) ,
which shows the result. 
corollary 7.2. Let p(·) satisfy (4.2) with 1 < p− ≤ p+ < ∞. If f ∈ Lp(·),
then
lim
n→∞
snf = f in the Lp(·)-norm.
Proof. Note that (7.3) implies that the Walsh polynomials are dense in Lp
for 1 ≤ p < ∞. Then it is easy to see that the Walsh polynomials are dense in
Lp(·) as well. Notice for any Walsh polynomial T and any integer n which exceeds
the degree of this polynomial, that sn(T ) = T . Using Theorem 7.1 for such n, we
obtain
‖T − sn(f)‖p(·) = ‖sn(T − f)‖p(·) ≤ C‖T − f‖p(·).
We choose T such that ‖T − f‖p(·) < ε/(C + 1) for any ε > 0. Consequently,
‖f − sn(f)‖p(·) ≤ ‖f − T ‖p(·) + ‖T − sn(f)‖p(·) ≤ (C + 1)‖T − f‖p(·) < ε.
This finishes the proof. 
Similarly, for variable Lorentz spaces, we can prove the following two results.
Theorem 7.3. Let p(·) satisfy (4.2) with 1 < p− ≤ p+ < ∞ and 0 < q ≤ ∞.
If f ∈ Lp(·),q, then
sup
n∈N
‖snf‖Lp(·),q . ‖f‖Lp(·),q .
corollary 7.4. Let p(·) satisfy (4.2) with 1 < p− ≤ p+ <∞ and 0 < q ≤ ∞.
If f ∈ Lp(·),q, then
lim
n→∞
snf = f in the Lp(·),q-norm.
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The above results are not true if p− ≤ 1, see e.g. [12] and Example 5.4.2 in
[30]. However, in this case we can consider a summability method. For n ∈ N and
a martingale f , the Feje´r mean of order n of the Walsh-Fourier series of f is given
by
σnf :=
1
n
n∑
k=1
skf.
Of course, σnf has better convergence properties than skf . It is simple to show
that
σnf(x) =
∫ 1
0
f(t)Kn(x+˙t) dt (n ∈ N)
if f ∈ L1, where the Walsh-Feje´r kernels are defined by
Kn :=
1
n
n∑
k=1
Dn (n ∈ N).
The maximal operator σ∗ is defined by
σ∗f = sup
n∈N
|σnf |.
It is known (see Fine [23] or Schipp, Wade, Simon and Pa´l [59]) that
(7.4) |Kn(x)| ≤
N−1∑
j=0
2j−N
N−1∑
i=j
(
D2i(x) +D2i(x+˙2
−j−1)
)
and
(7.5) K2n(x) =
1
2
2−nD2n(x) + n∑
j=0
2j−nD2n(x+˙2
−j−1)
 ,
where x ∈ [0, 1), n,N ∈ N and 2N−1 ≤ n < 2N .
Remark 7.5. In this chapter, if there is no special statement, we always assume
that (Fn)n≥0 is the sequence of the dyadic σ-algebras. It follows from Theorem
5.3 that the five variable Hardy spaces in the theorem are equivalent if (Fn)n≥0 is
regular. We use Hp(·) to denote one of them.
Similarly, according to Theorem 5.11, we use Hp(·),q to denote any one of the
variable Lorentz Hardy spaces.
7.1.2. The maximal operator U . Let us define Ik,n := [k2
−n, (k + 1)2−n)
with 0 ≤ k < 2n, n ∈ N. Motivating by the kernel functions (7.4) and (7.5), we
introduce two versions of dyadic maximal functions. For a martingale f = (fn),
the first one is given by
Uf(x) := sup
x∈I
n−1∑
j=0
2(j−n)βǫ
1
P(I+˙2−j−1)
∣∣∣∣∫
I+˙2−j−1
fn
∣∣∣∣ ,
where I is a dyadic interval with lenght 2−n and β, ǫ are two positive constants. Of
course, if f ∈ L1, then we can write in the definition f instead of fn. The definition
can be rewritten to
Uf(x) = sup
n∈N
2n−1∑
k=0
χIk,n
n−1∑
j=0
2(j−n)βǫ
1
P(Ik,n+˙2−j−1)
∣∣∣∣∣
∫
Ik,n+˙2−j−1
fn
∣∣∣∣∣ .
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In order to show that σ∗ is bounded from Hp(·) to Lp(·), first we have to prove
that U is bounded from Lp(·) to Lp(·) (p− > 1). We need to apply the following
well-known theorem in martingale theory (see e.g. Weisz [63]).
Theorem 7.6. Let p be a constant and 0 < p ≤ 1 < r ≤ ∞. Suppose that
T : Hsr → Lr is a bounded σ-sublinear operator and
(7.6) ‖TaχIc‖p ≤ Cp
for all (s, 1, p,∞)-atoms a, where I is the support associated with a. Then we have
‖Tf‖p . ‖f‖Hsp , f ∈ H
s
p .
Theorem 7.7. For all constant 0 < p ≤ ∞ and all 0 < β, ǫ <∞, we have
(7.7) ‖Uf‖p ≤ Cp‖f‖Hp (f ∈ Hp).
Proof. The theorem will be proved by applying Theorem 7.6 with r = ∞.
Observe that (7.7) holds for p =∞. Indeed,
‖Uf‖∞ ≤ sup
n∈N
n−1∑
j=0
2(j−n)βǫ ‖f‖∞ ≤ C ‖f‖∞ .
The proof will be complete if we show that the operator U satisfies (7.6) for each
0 < p ≤ 1. Choose a (s, 3, p,∞)-atom a with support I, where I is a dyadic interval
with length |I| = 2−K (K ∈ N). We can assume that I = [0, 2−K). It is easy to
see that
n−1∑
j=0
2(j−n)βǫ
1
P(J+˙2−j−1)
∣∣∣∣∫
J+˙2−j−1
a
∣∣∣∣ = 0
if n ≤ K, where J is a dyadic interval with lenght 2−n. Therefore we can suppose
that n > K. Observe that x 6∈ [0, 2−K) and x ∈ J imply that J+˙2−j−1∩ [0, 2−K) =
∅ if j ≥ K. Thus
∫
J+˙2−j−1
a = 0 and we may assume that j < K. The same holds
if x ∈ [2−j−1 + 2−K , 2−j), because x+˙2−j−1 6∈ [0, 2−K). Hence
|Ua(x)|
≤ sup
n>K
χJ(x)
K−1∑
j=0
2(j−n)βǫχ[2−j−1,2−j−1+2−K)(x)
1
P(J+˙2−j−1)
∣∣∣∣∫
J+˙2−j−1
a
∣∣∣∣
≤ 2K/p
K−1∑
j=0
2(j−K)βǫχ[2−j−1,2−j−1+2−K)(x)
and ∫
Ic
|Ua(x)|p ≤ 2K
K−1∑
j=0
2(j−K)βǫp2−K ≤ Cp,
which completes the proof of the theorem. 
Since Hp is equivalent to Lp when 1 < p ≤ ∞ (see also Corollary 4.11), the
preceding result implies that
(7.8) ‖Uf‖p ≤ Cp‖f‖p (1 < p ≤ ∞, f ∈ Lp).
This inequality remains true for Lebesgue spaces with variable exponents.
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Theorem 7.8. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1 < p− ≤ p+ < ∞.
Suppose 0 < β, ǫ < ∞ are the constants in the definition of the maximal operator
U . Then
‖Uf‖p(·) ≤ Cp(·)‖f‖p(·) (f ∈ p(·)).
Proof. We assume that ‖f‖p(·) ≤ 1/2. Using the fact that the sets Ik,n are
disjoint for a fixed n and the convexity of the function t 7→ tp(x)/p− (x is fixed), we
conclude∫
Ω
|Uf |p(x)dP
.
∫
Ω
sup
n∈N
2n−1∑
k=0
χIk,n
n−1∑
j=0
2(j−n)βǫ
1
P(Ik,n+˙2−j−1)
∫
Ik,n+˙2−j−1
|f |

p(x)
p−

p−
dP
.
∫
Ω
sup
n∈N
2n−1∑
k=0
χIk,n
n−1∑
j=0
2(j−n)βǫ
(
1
P(Ik,n+˙2−j−1)
∫
Ik,n+˙2−j−1
|f |
) p(x)
p−
p− dP.
For the using of convexity, we give a detailed explanation. Note that
n−1∑
j=0
2(j−n)βǫ ≤
1
2βǫ − 1
=: γ.
Then γ ≤ 1 if βǫ ≥ 1 and γ > 1 if 0 < βǫ < 1. For γ ≤ 1, we can apply convexity
directly. For γ > 1, replacing
∑n−1
j=0 2
(j−n)βǫ by γ
∑n−1
j=0
2(j−n)βǫ
γ , we can apply
convexity as well. By Lemma 4.8 and (7.8), we get∫
Ω
|Uf |p(x)dP
.
∫
Ω
sup
n∈N
2n−1∑
k=0
χIk,n
n−1∑
j=0
2(j−n)βǫ
∫
Ik,n+˙2−j−1
(
|f |
p(x)
p− + 1
)
P(Ik,n+˙2−j−1)

p−
dP
.
∥∥∥U(|f |p(x)/p− + 1)∥∥∥p−
p−
.
∥∥∥|f |p(x)/p− + 1∥∥∥p−
p−
≤ C.
This completes the proof. 
Remark 7.9. Combining the fact that U is bounded on L∞, the above theorem
and Lemma 3.13, we know that U is bounded on Lp(·),q for p(·) ∈ P(Ω) satisfying
(4.2), 1 < p− ≤ p+ <∞ and 0 < q ≤ ∞.
These results, including the above theorem and the remark, should be compared
with Theorem 4.9 and Corollary 4.10.
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7.1.3. The maximal operator V . We define the second version of dyadic
maximal function by
V f(x) := sup
x∈I
n−1∑
j=0
n−1∑
i=j
2(j−n)βǫ2(i−n)βǫ2(n−i)r/(r−βǫ)
1
P(I+˙[2−j−1, 2−j−1+˙2−i))
∣∣∣∣∣
∫
I+˙[2−j−1,2−j−1+˙2−i)
fn
∣∣∣∣∣ ,
where I is a dyadic interval with lenght 2−n and f = (fn) is a martingale and β, ǫ, r
are positive constants. Obviously,
V f(x) := sup
n∈N
2n−1∑
k=0
χIk,n
n−1∑
j=0
n−1∑
i=j
2(j−n)βǫ2(i−n)βǫ2(n−i)r/(r−βǫ)
1
P(Ik,n+˙[2−j−1, 2−j−1+˙2−i))
∣∣∣∣∣
∫
Ik,n+˙[2−j−1,2−j−1+˙2−i)
fn
∣∣∣∣∣ .
Theorem 7.10. Let 0 < p ≤ ∞ be a constant. Suppose that β, ǫ, r are the
constants in the definition of V satisfying βǫ < r/(r − βǫ) < 2βǫ. Then
(7.9) ‖V f‖p ≤ Cp‖f‖Hp (f ∈ Hp).
Proof. The inequality holds for p =∞ because
‖V f‖∞ ≤ sup
n∈N
2n(r/(r−βǫ)−2βǫ)
n−1∑
j=0
2jβǫ
n−1∑
i=j
2i(βǫ−r/(r−βǫ)) ‖f‖∞
≤ sup
n∈N
2n(r/(r−βǫ)−2βǫ)
n−1∑
j=0
2j(2βǫ−r/(r−βǫ)) ‖f‖∞
≤ C ‖f‖∞ .
Again, we are going to show that the operator V satisfies (7.6) for each 0 <
p ≤ 1. We choose again a (s, 3, p,∞)-atom a with support I = [0, 2−K). If i ≤ K,
then
∫
I+˙[2−j−1,2−j−1+˙2−i) a = 0. Thus i > K and so n > K. Similarly to the proof
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of Theorem 7.7, j < K and x ∈ [2−j−1, 2−j−1+2−K). Hence, in case x 6∈ [0, 2−K),
|V a(x)|
≤ sup
n>K
χJ (x)
K−1∑
j=0
n−1∑
i=K
2(j−n)βǫ2(i−n)βǫ2(n−i)r/(r−βǫ)
1
P(J+˙[2−j−1, 2−j−1+˙2−i))
∣∣∣∣∣
∫
J+˙[2−j−1,2−j−1+˙2−i)
a
∣∣∣∣∣χ[2−j−1,2−j−1+2−K)(x)
≤ 2K/p sup
n>K
χJ (x)2
n(r/(r−βǫ)−2βǫ)
K−1∑
j=0
2jβǫ
n−1∑
i=K
2i(βǫ−r/(r−βǫ))χ[2−j−1,2−j−1+2−K)(x)
≤ 2K/p2K(r/(r−βǫ)−2βǫ)
K−1∑
j=0
2j(2βǫ−r/(r−βǫ))χ[2−j−1,2−j−1+2−K)(x),
where J is a dyadic interval with lenght 2−n. Consequently,∫
Ic
|V a(x)|p ≤ 2K2K(r/(r−βǫ)−2βǫ)p
K−1∑
j=0
2j(2βǫ−r/(r−βǫ))p2−K ≤ Cp,
which finishes the proof. 
Note that the conditions of Theorem 7.10 implies 2βǫ > 1. Under the same
conditions, the inequality
(7.10) ‖V f‖p ≤ Cp‖f‖p (1 < p ≤ ∞, f ∈ Lp)
follows from Theorem 7.10.
Theorem 7.11. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1 < p− ≤ p+ < ∞.
Suppose that β, ǫ, r are the constants in the definition of V satisfying βǫ < r/(r −
βǫ) < 2βǫ. Then
‖V f‖p(·) ≤ Cp(·)‖f‖p(·) (f ∈ Lp(·)).
Proof. We assume again that ‖f‖p(·) ≤ 1/2. By disjointness and convexity
(see the proof of Theorem 7.8 for details), we obtain∫
Ω
|V f |p(x)dP
.
∫
Ω
sup
n∈N
2n−1∑
k=0
χIk,n
n−1∑
j=0
n−1∑
i=j
2(j−n)βǫ2(i−n)βǫ2(n−i)r/(r−βǫ)
(
1
P(Ik,n+˙[2−j−1, 2−j−1+˙2−i))
∫
Ik,n+˙[2−j−1,2−j−1+˙2−i)
|f |
) p(x)
p−
p− dP.
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We apply Lemma 4.8 and (7.10) to obtain∫
Ω
|V f |p(x)dP
.
∫
Ω
sup
n∈N
2n−1∑
k=0
χIk,n
n−1∑
j=0
n−1∑
i=j
2(j−n)βǫ2(i−n)βǫ2(n−i)r/(r−βǫ)
1
P(Ik,n+˙[2−j−1, 2−j−1+˙2−i))
∫
Ik,n+˙[2−j−1,2−j−1+˙2−i)
(
|f |
p(x)
p− + 1
))p−
dP
.
∥∥∥V (|f |p(x)/p− + 1)∥∥∥p−
p−
.
∥∥∥|f |p(x)/p− + 1∥∥∥p−
p−
≤ C.
This completes the proof. 
Remark 7.12. Similarly to Remark 7.9, we know that V is also bounded on
Lp(·),q for p(·) ∈ P(Ω) satisfying (4.2), 1 < p− ≤ p+ <∞ and 0 < q ≤ ∞.
7.2. The maximal Feje´r operator on Hp(·)
In this section, we apply the atomic characterization via (d, p(·),∞))-atoms to
prove the boundedness of σ∗ from Hp(·) to Lp(·). We first generalize Theorem 7.6
to the result below.
Theorem 7.13. Let p(·) ∈ Ω satisfy (4.2), 0 < t < p. Suppose that the σ-
sublinear operator T : L∞ → L∞ is bounded and
(7.11)
∥∥∥∥∥∑
k
µtkT (a
k)tχ{τk=∞}
∥∥∥∥∥
p(·)
t
.
∥∥∥∥∥∑
k
2ktχ{τk<∞}
∥∥∥∥∥
p(·)
t
,
where τk is the stopping time associated with (3, p(·),∞)-atom ak. Then we have
‖Tf‖p(·) . ‖f‖Hp(·) .
Proof. According to Corollary 5.5, f can be written as
f =
∑
k
µka
k, where µk = 3 · 2
k‖χ{τk<∞}‖p(·)
and ak’s are (3, p(·),∞)-atoms associated with stopping times (τk)k∈Z. Then
‖Tf‖p(·) .
∥∥∥∥∥∑
k
µkT (a
k)χ{τk<∞}
∥∥∥∥∥
p(·)
+
∥∥∥∥∥∑
k
µkT (a
k)χ{τk=∞}
∥∥∥∥∥
p(·)
=: Z1 + Z2.
We first estimate Z1. The sets {τk = j} are disjoint and there exist disjoint
atoms Ik,j,i ∈ Fj such that {τk = j} =
⋃
i Ik,j,i. Thus
{τk <∞} =
⋃
j∈N
⋃
i
Ik,j,i,
where Ik,j,i are disjoint for fixed k. For convenience, we will write
{τk <∞} =
⋃
l
Ikl .
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Since 0 < t < p ≤ 1, we have
Z1 ≤
∥∥∥∥∥∑
k
µtk
∑
l
T (ak)tχIkl
∥∥∥∥∥
1
t
p(·)
t
.
By Lemma 2.4, choose g ∈ L
( p(·)t )
′ with norm less than 1 such that∥∥∥∥∥∑
k
µtk
∑
l
T (ak)tχIkl
∥∥∥∥∥
p(·)
t
=
∫
Ω
∑
k
µtk
∑
l
T (ak)tχIkl gdP.
Note that T : L∞ → L∞. Then, by Ho¨lder’s inequality for p+/t < r <∞ and the
definition of (3, p(·),∞)-atoms, we obtain
Zt1 ≤
∫ ∑
k
µtk
∑
l
T (ak)tχIkl gdP
≤
∑
k
µtk
∑
l
‖T (ak)tχIkl ‖r‖χIkl g‖r′
.
∑
k
∑
l
(3 · 2k)t‖χτk<∞‖
t
p(·)‖T (a
k)t‖∞‖χIkl ‖r‖χIkl g‖r′
≤
∑
k
∑
l
(3 · 2k)tP(Ikl)
(
1
P(Ikl)
∫
Ikl
gr
′
) 1
r′
≤
∑
k
∑
l
(3 · 2k)t
∫
χIkl [M(g
r′)]
1
r′ dP
≤
∥∥∥∥∥∑
k
∑
l
(3 · 2k)tχIkl
∥∥∥∥∥
p(·)
t
‖[M(gr
′
)]
1
r′ ‖
(p(·)t )
′ .
Note that t < p− and p+/t < r imply that((
p(·)
t
)′)
+
<∞ and
(
p(·)
t
)′
> r′.
By Theorems 4.9 and Theorem 3.11, we get
Z1 .
∥∥∥∥∥∑
k
∑
l
(3 · 2k)tχIkl
∥∥∥∥∥
1
t
p(·)
t
‖g‖
1
t
(p(·)t )
′
.
∥∥∥∥∥∑
k
(3 · 2k)tχ{τk<∞}
∥∥∥∥∥
1
t
p(·)
t
. ‖f‖Hp(·) .
Again, by the condition of the theorem , Corollary 5.5 and Theorem 3.11, we have
Z2 ≤
∥∥∥∥∥∑
k
µtkT (a
k)tχ{τk=∞}
∥∥∥∥∥
1
t
p(·)
t
.
∥∥∥∥∥∑
k
2ktχ{τk<∞}
∥∥∥∥∥
1
t
p(·)
t
. ‖f‖Hp(·) .
Combing the estimates of Z1 and Z2, we complete the proof. 
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Theorem 7.14. Let p(·) ∈ Ω satisfy (4.2) and 1/2 < t < p. Then we have
(7.12)
∥∥∥∥∥∑
k
µtkσ∗(a
k)tχ{τk=∞}
∥∥∥∥∥
p(·)
t
.
∥∥∥∥∥∑
k
2ktχ{τk<∞}
∥∥∥∥∥
p(·)
t
,
where τk is the stopping time associated with a
k.
Proof. We divide this proof into three steps.
Step 1: estimate for σ∗(a). The sets {τ = j} are disjoint and there exist disjoint
dyadic intervals Ij,i ∈ Fj such that
{τ = j} =
⋃
i
Ij,i.
Thus
{τ <∞} =
⋃
j∈N
⋃
i
Ij,i,
where the dyadic intervals Ij,i are disjoint. It follows from the definition of the
atom that
∫
Ij,i
a dP = 0. For simplicity, instead of aχIj,i , we will write b
l, and so
a =
∑
j∈N
∑
i
aχIj,i =
∑
l
bl.
Then the support of bl is the dyadic interval Il with length 2
−Kl (Kl ∈ N), the sets
Il are disjoint and
∫
Il
bl dλ = 0.
It is easy to see that b̂l(n) = 0 if n < 2Kl and in this case σna = 0. Therefore
we can suppose that n ≥ 2Kl . If j ≥ Kl and x 6∈ Il, then x+˙2−j−1 6∈ Il. Thus for
x 6∈ Il, t ∈ Il and i ≥ j ≥ Kl, we have
bl(t)D2i(x+˙t) = b
l(t)D2i(x+˙t+˙2
−j−1) = 0.
Since n ≥ 2Kl and 2N > n ≥ 2N−1, one has N − 1 ≥ Kl. By (7.4) we obtain for
x 6∈ Il that
|σnb
l(x)|
≤
N−1∑
j=0
2j−N
N−1∑
i=j
∫ 1
0
|a(t)|
(
(D2i(x+˙t) +D2i(x+˙t+˙2
−j−1))
)
dt
. ‖χ{τ<∞}‖
−1
p(·)2
−Kl
Kl−1∑
j=0
2j
Kl−1∑
i=j
∫
Il
(
D2i(x+˙t) +D2i(x+˙t+˙2
−j−1)
)
dt
+ ‖χ{τ<∞}‖
−1
p(·)
Kl−1∑
j=0
2j
∞∑
i=Kl
2−i
∫
Il
(
D2i(x+˙t) +D2i(x+˙t+˙2
−j−1)
)
dt.
Observe that the right hand side is independent of n. Using (7.2), we can verify
that for x 6∈ Il,∫
Il
D2i(x+˙t+˙2
−j−1) dt = 2i−Kl1Il+˙[2−j−1,2−j−1+˙2−i)(x)
if j ≤ i ≤ Kl − 1, ∫
Il
D2i(x+˙t) dt = 2
i−Kl1Il+˙[2−Kl ,2−i)(x)
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if i ∈ N and∫
Il
D2i(x+˙t+˙2
−j−1) dt = 1Il+˙[2−j−1,2−j−1+˙2−Kl )(x) = 1Il+˙2−j−1 (x)
if i ≥ Kl. Therefore, for x 6∈ Il,
σ∗b
l(x) . ‖χ{τ<∞}‖
−1
p(·)
Kl−1∑
j=0
2j
∞∑
i=Kl
2−i1Il+˙2−j−1 (x)
+ ‖χ{τ<∞}‖
−1
p(·)2
−Kl
Kl−1∑
j=0
2j
Kl−1∑
i=j(
2i−Kl(Il+˙1[2−K ,2−i)(x) + 1Il+˙[2−j−1,2−j−1+˙2−i)(x))
)
. ‖χ{τ<∞}‖
−1
p(·)
Kl−1∑
j=0
2j−Kl1Il+˙2−j−1 (x)
+ ‖χ{τ<∞}‖
−1
p(·)
Kl−1∑
j=0
2j−Kl
Kl−1∑
i=j
2i−Kl1Il+˙[2−j−1,2−j−1+˙2−i)(x).
Consequently, for x ∈ {τ =∞},
σ∗a(x) . ‖χ{τ<∞}‖
−1
p(·)
∑
l
Kl−1∑
j=0
2j−Kl1Il+˙2−j−1 (x)
+ ‖χ{τ<∞}‖
−1
p(·)
∑
l
Kl−1∑
j=0
2j−Kl
Kl−1∑
i=j
2i−Kl1Il+˙[2−j−1,2−j−1+˙2−i)(x)
=: A(x) +B(x).(7.13)
For the atom ak, we denote l, Kl A and B above by kl, Kkl , Ak and Bk. Then∥∥∥∥∥∑
k
µtkσ∗(a
k)tχ{τk=∞}
∥∥∥∥∥
p(·)
t
.
∥∥∥∥∥∑
k
2ktAtk
∥∥∥∥∥
p(·)
t
+
∥∥∥∥∥∑
k
2ktBtk
∥∥∥∥∥
p(·)
t
=: Z1 + Z2.
Step 2: estimate for Z1. By Lemma 2.4, there is g ∈ L(p(·)t )′
with norm less
than 1 such that
Z1 .
∫
Ω
∑
k
2kt
∑
l
Kkl−1∑
j=0
2(j−Kkl )tχIl+˙2−j−1 |g|dP
≤
∑
k
2kt
∑
l
Kkl−1∑
j=0
2(j−Kkl )t‖χIkl +˙2−j−1
‖ r
t
‖χIkl +˙2−j−1
g‖( rt )′
.
∑
k
2kt
∑
l
Kkl−1∑
j=0
2(j−Kkl )t
∫
χIkl
(
1
P(Ikl+˙2
−j−1)
∫
Ikl +˙2
−j−1
|g|(
r
t )
′
)1/( rt )′
dP
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because P(Ikl) = P(Ikl+˙2
−j−1) = 2−Kkl . Choosing max(1, p+) < r < ∞ and
applying Ho¨der’s inequality again, we conclude
Z1 .
∫ ∑
k
2kt
∑
l
χIkl
Kkl−1∑
j=0
2(j−Kkl )t(1/(
r
t )+1/(
r
t )
′)
(
1
P(Ikl+˙2
−j−1)
∫
Ikl +˙2
−j−1
|g|(
r
t )
′
)1/( rt )′
dP
.
∫ ∑
k
2kt
∑
l
χIkl
Kkl−1∑
j=0
2(j−Kkl )t
1/(
r
t )
Kkl−1∑
j=0
2(j−Kkl )t
(
1
P(Ikl+˙2
−j−1)
∫
Ikl +˙2
−j−1
|g|(
r
t )
′
)1/(
r
t )
′
dP
.
∫ ∑
k
2kt
∑
l
χIkl
Kkl−1∑
j=0
2(j−Kkl )t
∫Ikl +˙2−j−1 |g|( rt )′
P(Ikl+˙2
−j−1)
1/(
r
t )
′
dP
≤
∫ ∑
k
2kt
∑
l
χIkl [U(|g|
( rLǫ )
′
)]
1/( rp )
′
dP
≤
∥∥∥∥∥∑
k
2kt
∑
l
χIkl
∥∥∥∥∥
p(·)/t
∥∥∥[U(|g|( rt )′)]1/( rt )′∥∥∥
(p(·)/t)′
.
Using Theorem 7.8 with βǫ replacing by t and Corollary 5.5, we get
Z1 .
∥∥∥∥∥∑
k
∑
l
2ktχIkl
∥∥∥∥∥
p(·)
t
‖g‖L
(
p(·)
t
)′
.
∥∥∥∥∥∑
k
2ktχ{τk<∞}
∥∥∥∥∥
p(·)
t
.
Step 3: estimate for Z2. In this estimate, we have to use p− > t > 1/2. We
choose again a function g ∈ L
(p(·)ε )
′ with ‖g‖L
(
p(·)
ε
)′
≤ 1 such that
∥∥∥∥∥∑
k
µtkB
t
k
∥∥∥∥∥
p(·)
t
=
∫
Ω
∑
k
µtkBk(x)
tχ{τ=∞}gdP.
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Take max(1, p+) < r < ∞ large enough such that 2t > r/(r − t). Let us apply
Ho¨lder’s inequality to obtain
Z2 .
∫
Ω
∑
k
2kt
∑
l
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)t2(i−Kl)tχIl+˙[2−j−1,2−j−1+˙2−i)|g| dx
.
∑
k
2kt
∑
l
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)t2(i−Kl)t‖χIl+˙[2−j−1,2−j−1+˙2−i)‖ rt
‖χIl+˙[2−j−1,2−j−1+˙2−i)g‖( rt )′
.
∑
k
2kt
∑
l
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)t2(i−Kl)t2Kl−i
∫
χIl
(
1
P(Il+˙[2−j−1, 2−j−1+˙2−i))
∫
Il+˙[2−j−1,2−j−1+˙2−i)
|g|(
r
t )
′
)1/( rt )′
dP,
Moreover,
Z2
.
∫ ∑
k
2kt
∑
l
χIl
Kl−1∑
j=0
Kl−1∑
i=j
2(i+j−2Kl)t(1/(
r
t )+1/(
r
t )
′)2Kl−i
(
1
P(Il+˙[2−j−1, 2−j−1+˙2−i))
∫
Il+˙[2−j−1,2−j−1+˙2−i)
|g|(
r
t )
′
)1/( rt )′
dP
.
∫ ∑
k
2kt
∑
l
χIl
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)t2(i−Kl)t

t
r
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)t2(i−Kl)t
2(Kl−i)(
r
t )
′ 1
P(Il+˙[2−j−1, 2−j−1+˙2−i))
∫
Il+˙[2−j−1,2−j−1+˙2−i)
|g|(
r
t )
′
)1/( rt )′
dP
.
∫ ∑
k
2kt
∑
l
χIl
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)t2(i−Kl)t2(Kl−i)r/(r−t)
1
P(Il+˙[2−j−1, 2−j−1+˙2−i))
∫
Il+˙[2−j−1,2−j−1+˙2−i)
|g|(
r
t )
′
)1/( rt )′
dP.
Note that ((p(·)/t)′)+ <∞ and (
r
t )
′ < (p(·)/t)′. Taking into account the definition
of the maximal operator V , Theorem 7.11 and Corollary 5.5, we obtain
Z2 ≤
∫ ∑
k
2kt
∑
l
χIl [V (|g|
( rt )
′
)]1/(
r
t )
′
dP
≤
∥∥∥∥∥∑
k
2kt
∑
l
χIl
∥∥∥∥∥
p(·)/t
∥∥∥[V (|g|( rt )′)]1/( rt )′∥∥∥
(p(·)/t)′
.
∥∥∥∥∥∑
k
2ktχ{τ<∞}
∥∥∥∥∥
p(·)
t
.
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Combining the estimates of Z1 and Z2, we finish the proof. 
We immediately get the boundedness of σ∗ from Hp(·) to Lp(·) by the above
theorems. For p = 1 it is due to Fujii [25] (see also Schipp and Simon [58]). For
other constant p’s with 1/2 < p ≤ ∞, the theorem was proved by the third author
in [64].
Theorem 7.15. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 1/2 < p− < ∞.
Then
‖σ∗f‖p(·) . ‖f‖Hp(·) , f ∈ Hp(·).
If p(·) = p and p ≤ 1/2, then the theorem is not true anymore (see Simon
and Weisz [61], Simon [60] and Ga´t and Goginava [28]). This theorem implies
the next consequences about the convergence of σnf . First we consider the almost
everywhere convergence.
corollary 7.16. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 1/2 < p− < ∞.
If f ∈ Hp(·), then σnf converges almost everywhere on [0, 1).
Proof. Fix f ∈ Hp(·) and set
gN(x) := sup
n,k≥N
|σnf(x)− σkf(x)|, g(x) := lim
N→∞
gN (x) (x ∈ [0, 1)).
It is sufficient to show that g = 0 almost everywhere.
Observe that fm is a Walsh polynomial,
‖f − fn‖Hp(·) → 0 and σnfm → fm
as n→∞. Since
|σnf(x)− σkf(x)| ≤ 2σ∗f(x)
and
gN(x) ≤ sup
n≥N
|σn(f − fm)(x)|
+ sup
n,k≥N
|σnfm(x)− σkfm(x)| + sup
k≥N
|σk(fm − f)(x)|,
we conclude that
g(x) ≤ 4σ∗(f − fm)(x)
for all m ∈ N and x ∈ I. Henceforth, by Theorem 7.15,
‖g‖p(·) ≤ 4 ‖σ∗(f − fm)‖p(·) . ‖f − fm‖Hp(·) → 0
as m→∞. Hence g = 0 almost everywhere. 
For integrable functions from the Hardy spaces, the limit of σnf will be exactly
the function. Let I ∈ Fk be an atom of Fk. The restriction of a martingale f to
the atom I is defined by
fχI := (EnfχI , n ≥ k).
corollary 7.17. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1/2 < p− < ∞ and
f ∈ Hp(·). If there exists a dyadic interval I such that the restriction fχI ∈ L1(I),
then
lim
n→∞
σnf(x) = f(x) for a.e. x ∈ I.
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Proof. For f ∈ Hp(·), let
g(x) := lim sup
n→∞
|σnf(x)− f(x)| (x ∈ I).
There exists k ∈ N such that I is an atom of Fk. Observe that
g(x) ≤ lim sup
n→∞
|σn(f − fm)(x)|+ lim sup
n→∞
|σnfm(x)− fm(x)|+ |fm(x) − f(x)|
≤ σ∗(f − fm)(x) + |f(x)− fm(x)|
for all m ∈ N and x ∈ I. Theorem 7.34 implies
‖g‖p(·) ≤ ‖σ
∗(f − fm)χI‖p(·) + ‖(f − fm)χI‖p(·)
≤ ‖σ∗(f − fm)‖p(·) +
∥∥∥∥sup
n≥k
|En(f − fm)χI |
∥∥∥∥
p(·)
≤ 2 ‖f − fm‖Hp(·) → 0
as m→∞. Hence g = 0 almost everywhere. 
Since f ∈ Hp(·) with 1 ≤ p− < ∞ implies that f is integrable, we obtain the
next corollary.
corollary 7.18. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1 ≤ p− < ∞ and
f ∈ Hp(·). Then
lim
n→∞
σnf(x) = f(x) for a.e. x ∈ [0, 1).
In the next subsection in Corollary 7.38, we will show the almost everywhere
convergence for all integrable functions.
For the norm convergence, we can prove the following consequences similarly.
corollary 7.19. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 1/2 < p− < ∞.
If f ∈ Hp(·), then σnf converges in the Lp(·)-norm.
corollary 7.20. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1/2 < p− < ∞ and
f ∈ Hp(·). If there exists a dyadic interval I such that the restriction fχI ∈ L1(I),
then
lim
n→∞
σnf = f in the Lp(·)(I)-norm.
corollary 7.21. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1 ≤ p− < ∞ and
f ∈ Hp(·). Then
lim
n→∞
σnf = f in the Lp(·)-norm.
Note that Hp(·) is equivalent to Lp(·) if 1 < p− < ∞. Considering only σ2nf ,
we do not need the restriction 1/2 < p− about p(·) ∈ P(Ω).
Theorem 7.22. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < t < p. Then
(7.14)
∥∥∥∥∥∑
k
µtk sup
n∈N
|σ2n(a
k)|tχ{τk=∞}
∥∥∥∥∥
p(·)
t
.
∥∥∥∥∥∑
k
2ktχ{τk<∞}
∥∥∥∥∥
p(·)
t
,
where τk is the stopping time associated with a
k.
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Proof. Taking into account (7.5) and the proof of Theorem 7.14, we can
suppose that 2n ≥ 2Kl . For x 6∈ Il, we obtain that∣∣σ2nbl(x)∣∣ . n∑
j=0
2j−n
∫ 1
0
|a(t)|D2n(x+˙t+˙2
−j−1) dt
. ‖χ{τ<∞}‖
−1
p(·)
Kl−1∑
j=0
2j−Kl
∫
Il
D2n(x+˙t+˙2
−j−1) dt
. ‖χ{τ<∞}‖
−1
p(·)
Kl−1∑
j=0
2j−KlχIl+˙2−j−1 (x).
If x ∈ {τ =∞}, then
sup
n∈N
|σ2na| . ‖χ{τ<∞}‖
−1
p(·)
∑
l
Kl−1∑
j=0
2j−KlχIl+˙2−j−1(x) = A(x)
and the proof can be finished as in Theorem 7.14. 
We deduce the next result from this and Theorem 7.13.
Theorem 7.23. If p(·) ∈ P(Ω) satisfies condition (4.2), then∥∥∥∥sup
n∈N
|σ2nf |
∥∥∥∥
p(·)
. ‖f‖Hp(·) , f ∈ Hp(·).
The following corollaries can be shown as above.
corollary 7.24. Let p(·) ∈ P(Ω) satisfy condition (4.2). If f ∈ Hp(·), then
σ2nf converges almost everywhere on [0, 1).
corollary 7.25. Let p(·) ∈ P(Ω) satisfy condition (4.2) and f ∈ Hp(·). If
there exists a dyadic interval I such that the restriction fχI ∈ L1(I), then
lim
n→∞
σ2nf(x) = f(x) for a.e. x ∈ I.
corollary 7.26. Let p(·) ∈ P(Ω) satisfy condition (4.2). If f ∈ Hp(·), then
σ2nf converges in the Lp(·)-norm.
corollary 7.27. Let p(·) ∈ P(Ω) satisfy condition (4.2) and f ∈ Hp(·). If
there exists a dyadic interval I such that the restriction fχI ∈ L1(I), then
lim
n→∞
σ2nf = f in the Lp(·)(I)-norm.
7.3. The maximal Feje´r operator on Hp(·),q
In this section, we extend the main results in Section 7.2 to the variable Hardy-
Lorentz space setting. Our method is new even in the classical case ([64]).
Theorem 7.28. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q ≤ ∞ and
1 < r ≤ ∞ with p+ < r. Suppose that T : Hsr → Lr is a bounded σ-sublinear
operator and
(7.15)
∥∥|Ta|βχ{τ=∞}∥∥p(·) ≤ C ∥∥χ{τ<∞}∥∥1−βp(·)
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for some 0 < β < 1 and all (1, p(·),∞)-atoms a, where τ is the stopping time
associated with a. Then we have
‖Tf‖Lp(·),q . ‖f‖Hsp(·),q , f ∈ H
s
p(·),q.
Proof. Let r = ∞. We decompose again the martingale f ∈ Hsp(·),q into the
sum of F1 and F2, f = F1 + F2 as in the proof of Theorem 5.9. Then (7.15) holds
and
‖TF1‖∞ ≤
k0−1∑
k=−∞
µk‖Ta
k‖∞
≤
k0−1∑
k=−∞
µk‖s(a
k)‖∞
≤
k0−1∑
k=−∞
µk‖χ{τk<∞}‖
−1
p(·) ≤ 3 · 2
k0 .
Thus
2k0‖χ{Tf>6·2k0}‖p(·) ≤ 2
k0‖χ{TF2>3·2k0}‖p(·),
so we have to consider
(7.16) |TF2| ≤
∞∑
k=k0
µk|Ta
k|χ{τk<∞} +
∞∑
k=k0
µk|Ta
k|χ{τk=∞}.
For the first term, we obtain similarly to Step 2 that∥∥∥χ{∑∞k=k0 µk|Tak|χ{τk<∞}>3·2k0−1}∥∥∥p(·) ≤ ‖
∞∑
k=k0
χ{τk<∞}‖p(·)
and∥∥∥∥∥
∞∑
k=k0
µk|Ta
k|χ{τk<∞}
∥∥∥∥∥
Lp(·),q
.
(
∞∑
k=−∞
µqk
)1/q
. ‖f‖Hs
p(·),q
(f ∈ Hsp(·),q)
if q <∞. In the last inequality we have used Theorem 3.4. If q =∞, then similar
to (3.3),∥∥∥χ{∑∞k=k0 µk|Tak|χ{τk<∞}>3·2k0−1}∥∥∥p(·) ≤ ‖
∞∑
k=k0
χ{τk<∞}‖p(·)
≤
(
∞∑
k=k0
2−kε2kε‖χ{τk<∞}‖
ε
p(·)
)1/ε
≤
(
∞∑
k=k0
2−kε
)1/ε
sup
k
µk
. 2−k0 sup
k
µk.
Hence∥∥∥∥∥
∞∑
k=k0
µk|Ta
k|χ{τk<∞}
∥∥∥∥∥
Lp(·),∞
. sup
k
µk . ‖f‖Hs
p(·),∞
(f ∈ Hsp(·),∞).
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To investigate the second term of (7.16), let β < δ < 1 and ǫ < min{p, q}.
Observe that inequality (7.15) is equivalent to∥∥|σ∗a|βǫχ{τ=∞}∥∥p(·)/ǫ ≤ C ∥∥χ{τ<∞}∥∥p(·)/ǫ ∥∥χ{τ<∞}∥∥−βǫp(·) .
From this it follows that∥∥∥χ{∑∞k=k0 µk|Tak|χ{τk=∞}>3·2k0−1}∥∥∥p(·) ≤
∥∥∥∥∥
∑∞
k=k0
µβk |Ta
k|βχ{τk=∞}
3β2β(k0−1)
∥∥∥∥∥
p(·)
. 2−βk0
∥∥∥∥∥
∞∑
k=k0
µβǫk |Ta
k|βǫχ{τk=∞}
∥∥∥∥∥
1/ǫ
p(·)/ǫ
. 2−βk0
(
∞∑
k=k0
µβǫk
∥∥|Tak|βǫχ{τk=∞}∥∥p(·)/ǫ
)1/ǫ
. 2−βk0
(
∞∑
k=k0
2kβǫ‖χ{τk<∞}‖p(·)/ǫ
)1/ǫ
≤ 2−βk0
(
∞∑
k=k0
2k(β−δ)ǫ2kδǫ‖χ{τk<∞}‖
ǫ
p(·)
)1/ǫ
.(7.17)
If q <∞, let us again use Ho¨lder’s inequality with q−εq +
ε
q = 1:∥∥∥χ{∑∞k=k0 µk|Tak|χ{τk=∞}>3·2k0−1}∥∥∥p(·)
. 2−βk0
(
∞∑
k=k0
2k(β−δ)ǫ
q
q−ǫ
) q−ǫ
ǫq
(
∞∑
k=k0
2kδq‖χ{τk<∞}‖
q
p(·)
)1/q
. 2−k0δ
(
∞∑
k=k0
2kδq‖χ{τk<∞}‖
q
p(·)
)1/q
.
By changing the order of the sum, we obtain
∞∑
k0=−∞
2k0q
∥∥∥χ{∑∞k=k0 µk|Tak|χ{τk=∞}>3·2k0−1}∥∥∥qp(·)
.
∞∑
k0=−∞
2k0(1−δ)q
∞∑
k=k0
2kδq‖χ{τk<∞}‖
q
p(·)
=
∞∑
k=−∞
2kδq‖χ{τk<∞}‖
q
p(·)
k∑
k0=−∞
2k0(1−δ)q
.
∞∑
k=−∞
2kq‖χ{τk<∞}‖
q
p(·).
This implies that∥∥∥∥∥
∞∑
k=k0
µk|Ta
k|χ{τk=∞}
∥∥∥∥∥
Lp(·),q
.
(
∞∑
k=−∞
µqk
)1/q
. ‖f‖Hs
p(·),q
.
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If q =∞, we use (7.17) with δ = 1 to obtain∥∥∥χ{∑∞k=k0 µk|Tak|χ{τk=∞}>3·2k0−1}∥∥∥p(·) ≤ 2−βk0
(
∞∑
k=k0
2k(β−1)ǫ2kǫ‖χ{τk<∞}‖
ǫ
p(·)
)1/ǫ
≤ 2−βk0
(
∞∑
k=k0
2k(β−1)ǫ
)1/ǫ
sup
k
µk
. 2−k0 sup
k
µk
and so∥∥∥∥∥
∞∑
k=k0
µk|Ta
k|χ{τk=∞}
∥∥∥∥∥
Lp(·),∞
. sup
k
µk . ‖f‖Hs
p(·),∞
(f ∈ Hsp(·),∞).
Now let r <∞. Similarly to the proof of Theorem 5.9, we obtain that
‖T (F1)‖Lp(·),q . ‖f‖Hsp(·),q .
On the other hand, the inequality
‖T (F2)‖Lp(·),q . ‖f‖Hsp(·),q
holds in the same way as above. This completes the proof. 
The σ-sublinearity cannot be omitted in general (see Bownik, Li, Yang and
Zhou [10, 11, 69]). However, if T is a linear operator and q < ∞, then T can be
uniquely extended.
Theorem 7.29. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q < ∞ and
1 < r < ∞ with p+ < r. Suppose that T : Hsr → Lr is a bounded linear operator
and ∥∥|Ta|βχ{τ=∞}∥∥p(·) ≤ C ∥∥χ{τ<∞}∥∥1−βp(·)
for some 0 < β < 1 and all (1, p(·),∞)-atoms a, where τ is the stopping time
associated with a. Then
‖Tf‖Lp(·),q . ‖f‖Hsp(·),q , f ∈ H
s
r ∩H
s
p(·),q
and T can be uniquely extended to a bounded linear operator from Hsp(·),q to L
s
p(·),q.
The theorem holds for q =∞ as well if we change Hsp(·),∞ by H
s
p(·),∞.
Proof. By Remark 3.8, the atomic decomposition converges in the Hsp(·),q-
norm. Similarly, writing p(·) = q = r, the atomic decomposition converges to f in
the Hsr -norm if f ∈ H
s
r . Moreover, H
s
r ∩ H
s
p(·),q is dense in H
s
p(·),q. Let us define
F1 and F2 again as in the proof of Theorem 5.9. Then for f ∈ Hsr ∩H
s
p(·),q,
F1 =
k0−1∑
k=−∞
µka
k in the Hsr -norm.
Since T : Hsr → Lr is a bounded linear operator, we have
TF1 =
k0−1∑
k=−∞
µkTa
k in the Lr-norm
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and
|TF1| =
k0−1∑
k=−∞
µk
∣∣Tak∣∣ .
The analogous inequality holds for TF2. The proof can be finished as in Theorem
7.28. 
The next two theorems can be shown similarly.
Theorem 7.30. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q ≤ ∞ and
1 < r ≤ ∞ with p+ < r. Suppose that T : Lr → Lr is a bounded σ-sublinear
operator and ∥∥|Ta|βχ{τ=∞}∥∥p(·) ≤ C ∥∥χ{τ<∞}∥∥1−βp(·)
for some 0 < β < 1 and all (3, p(·),∞)-atoms a, where τ is the stopping time
associated with a. Then
‖Tf‖Lp(·),q . ‖f‖Pp(·),q , f ∈ Pp(·),q.
Theorem 7.31. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q < ∞ and
1 < r < ∞ with p+ < r. Suppose that T : Lr → Lr is a bounded linear operator
and ∥∥|Ta|βχ{τ=∞}∥∥p(·) ≤ C ∥∥χ{τ<∞}∥∥1−βp(·)
for some 0 < β < 1 and all (3, p(·),∞)-atoms a, where τ is the stopping time
associated with a. Then
‖Tf‖Lp(·),q . ‖f‖Pp(·),q , f ∈ Lr ∩ Pp(·),q
and T can be uniquely extended to a bounded linear operator from Pp(·),q to Lp(·),q.
The theorem holds for q =∞ as well if we change Pp(·),∞ by Pp(·),∞.
For linear operators Tn let the maximal operators be defined by
T∗f := sup
n∈N
|Tnf | , TN,∗f := sup
n≤N
|Tnf | .
Theorem 7.32. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q < ∞ and
1 < r ≤ ∞ with p+ < r. Suppose that Tn : L1 → L1 is a bounded linear operator
for each n ∈ N and
(7.18) Tkfn = Tkf for 0 ≤ k ≤ 2
n.
Suppose that T∗ : Lr → Lr is bounded and∥∥|Ta|βχ{τ=∞}∥∥p(·) ≤ C ∥∥χ{τ<∞}∥∥1−βp(·)
for some 0 < β < 1 and all (3, p(·),∞)-atoms a, where τ is the stopping time
associated with a. Then
‖T∗f‖Lp(·),q . ‖f‖HSp(·),q , f ∈ H
S
p(·),q.
The theorem holds for q =∞ as well if we change HSp(·),∞ by H
S
p(·),∞.
Proof. It is easy to see that the atomic decomposition of Theorem 3.4 con-
verges in the L1-norm,
(7.19)
∑
k∈Z
µka
k = f in the L1-norm
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if f ∈ HS1 . Thus, in this case,
Tnf =
∑
k∈Z
µkTna
k
and
T∗f ≤
∑
k∈Z
|µk|T∗a
k.
Observe that for f ∈ HSp(·),q, fn ∈ H
S
1 because fn is integrable (n ∈ N). Theorem
7.30 implies that
‖T∗f‖Lp(·),q . ‖f‖HSp(·),q (f ∈ H
S
1 ).
Hence
‖T2n,∗fn‖Lp(·),q ≤ ‖T∗fn‖Lp(·),q . ‖fn‖HSp(·),q (f ∈ H
S
p(·),q).
Since
lim
n→∞
fn = f in the H
S
p(·),q-norm
because of the dominated convergence theorem Lemma 2.14, T2n,∗fn converges in
the Lp(·),q-norm, say
lim
n→∞
T2n,∗fn = V f in the Lp(·),q-norm.
However,
T2n,∗fn = T2n,∗f (f ∈ H
S
p(·),q)
by the condition of the theorem. Obviously,
lim
n→∞
T2n,∗f = T∗f a.e. (f ∈ H
S
p(·),q)
increasingly and so in the Lp(·),q-norm, too. Hence T∗f = V f for all f ∈ H
S
p(·),q,
which proves the theorem. 
Now we are able to prove the boundedness of σ∗ from Hp(·),q to Lp(·),q.
Theorem 7.33. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 1/2 < p− < ∞.
Then
(7.20)
∥∥|σ∗a|βχ{τ=∞}∥∥p(·) ≤ C ∥∥χ{τ<∞}∥∥1−βp(·)
for some 0 < β < 1 and for all (3, p(·),∞)-atoms a, where τ is the stopping time
associated with a.
Proof. We can chose 0 < β < 1 and 1/2 < ǫ < p such that βǫ > 1/2. Instead
of (7.20), we will show that∥∥|σ∗a|βǫχ{τ=∞}∥∥p(·)/ǫ ≤ C ∥∥χ{τ<∞}∥∥p(·)/ǫ ∥∥χ{τ<∞}∥∥−βǫp(·) .
We use same symbols as in the proof of Theorem 7.14. Then, by the estimate of
σ∗(a) in (7.13), we have
(7.21)
∥∥|σ∗a|βǫχ{τ=∞}∥∥p(·)/ǫ ≤ ∥∥Aβǫχ{τ=∞}∥∥p(·)/ǫ + ∥∥Bβǫχ{τ=∞}∥∥p(·)/ǫ .
By Lemma 2.4, we can choose a function g ∈ L
( p(·)ε )
′ with ‖g‖(p(·)ε )′
≤ 1 such that∥∥∥Aβǫ ∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}∥∥∥p(·)/ǫ =
∫
Ω
A(x)βǫ
∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}gdP.
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Choosing max(1, βp+) < r <∞ and applying Ho¨lder’s inequality, we obtain that∥∥∥Aβǫ ∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}∥∥∥p(·)/ǫ
≤
∫
Ω
∑
l
Kl−1∑
j=0
2(j−Kl)βǫχIl+˙2−j−1 |g|dP
≤
∑
l
Kl−1∑
j=0
2(j−Kl)βǫ‖χIl+˙2−j−1‖ rβǫ ‖χIl+˙2−j−1g‖( rβǫ )′
.
∑
l
Kl−1∑
j=0
2(j−Kl)βǫ
∫
χIl
(
1
P(Il+˙2−j−1)
∫
Il+˙2−j−1
|g|(
r
βǫ )
′
)1/( rβǫ )′
dP
because P(Il) = P(Il+˙2
−j−1) = 2−Kl . Again by Ho¨lder’s inequality,∥∥∥Aβǫ ∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}∥∥∥p(·)/ǫ
.
∫ ∑
l
χIl
Kl−1∑
j=0
2(j−Kl)βǫ(1/(
r
βǫ )+1/(
r
βǫ )
′)
(
1
P(Il+˙2−j−1)
∫
Il+˙2−j−1
|g|(
r
βǫ )
′
)1/( rβǫ )′
dP
.
∫ ∑
l
χIl
Kl−1∑
j=0
2(j−Kl)βǫ
1/(
r
βǫ )
Kl−1∑
j=0
2(j−Kl)βǫ
(
1
P(Il+˙2−j−1)
∫
Il+˙2−j−1
|g|(
r
βǫ )
′
)1/(
r
βǫ )
′
dP.
From this it follows that∥∥∥Aβǫ ∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}∥∥∥p(·)/ǫ
.
∫ ∑
l
χIl
Kl−1∑
j=0
2(j−Kl)βǫ
(
1
P(Il+˙2−j−1)
∫
Il+˙2−j−1
|g|(
r
βǫ )
′
)1/(
r
βǫ )
′
dP
≤
∫ ∑
l
χIl [U(|g|
( rLǫ )
′
)]1/(
r
βǫ )
′
dP
≤
∥∥∥∥∥∑
l
χIl
∥∥∥∥∥
p(·)/ǫ
∥∥∥[U(|g|( rβǫ )′)]1/( rβǫ )′∥∥∥
(p(·)/ǫ)′
.
Since r > βp+ and ǫ < p−, we get that
(
r
βǫ
)′ < (p(·)/ǫ)′ and ((p(·)/ǫ)′)+ <∞.
Then Theorem 7.8 implies that∥∥∥[U(|g|( rβǫ )′)]1/( rβε )′∥∥∥
(p(·)/ǫ)′
=
∥∥∥[U(|g|( rβǫ )′)]∥∥∥1/( rβǫ )′
(p(·)/ε)′
(r/βǫ)′
. ‖g‖(p(·)/ε)′ ≤ 1,
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which shows that
(7.22)
∥∥Aβǫχ{τ=∞}∥∥p(·)/ǫ . ∥∥χ{τ<∞}∥∥p(·)/ǫ ∥∥χ{τ<∞}∥∥−βǫp(·) .
Now let us investigate the second term of (7.21). We choose again a function
g ∈ L
(
p(·)
ε )
′ with ‖g‖(p(·)ε )′
≤ 1 such that∥∥∥Bβǫ ∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}∥∥∥p(·)/ǫ =
∫
Ω
B(x)βǫ
∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}gdP.
Let us apply Ho¨lder’s inequality to obtain∥∥∥Bβǫ ∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}∥∥∥p(·)/ǫ
.
∫
Ω
∑
l
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)βǫ2(i−Kl)βǫχIl+˙[2−j−1,2−j−1+˙2−i)|g| dx
.
∑
l
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)βǫ2(i−Kl)βǫ‖χIl+˙[2−j−1,2−j−1+˙2−i)‖ rβǫ ‖χIl+˙[2−j−1,2−j−1+˙2−i)g‖( rβǫ )′
.
∑
l
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)βǫ2(i−Kl)βǫ2Kl−i
∫
χIl
(
1
P(Il+˙[2−j−1, 2−j−1+˙2−i))
∫
Il+˙[2−j−1,2−j−1+˙2−i)
|g|(
r
βǫ )
′
)1/( rβǫ )′
dP,
whenever max(1, βp+) < r < ∞ is large enough such that 2βǫ > r/(r − βǫ).
Moreover,∥∥∥Bβǫ ∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}∥∥∥p(·)/ǫ
.
∫ ∑
l
χIl
Kl−1∑
j=0
Kl−1∑
i=j
2(i+j−2Kl)βǫ(1/(
r
βǫ )+1/(
r
βǫ )
′)2Kl−i
(
1
P(Il+˙[2−j−1, 2−j−1+˙2−i))
∫
Il+˙[2−j−1,2−j−1+˙2−i)
|g|(
r
βǫ )
′
)1/( rβǫ )′
dP
.
∫ ∑
l
χIl
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)βǫ2(i−Kl)βǫ
1/(
r
βǫ )
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)βǫ2(i−Kl)βǫ
2(Kl−i)(
r
βǫ )
′ 1
P(Il+˙[2−j−1, 2−j−1+˙2−i))
∫
Il+˙[2−j−1,2−j−1+˙2−i)
|g|(
r
βǫ )
′
)1/( rβǫ )′
dP
.
∫ ∑
l
χIl
Kl−1∑
j=0
Kl−1∑
i=j
2(j−Kl)βǫ2(i−Kl)βǫ2(Kl−i)r/(r−βǫ)
1
P(Il+˙[2−j−1, 2−j−1+˙2−i))
∫
Il+˙[2−j−1,2−j−1+˙2−i)
|g|(
r
βǫ )
′
)1/( rβǫ )′
dP.
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Taking into account the definition of the maximal operator V and Theorem 7.11,
we obtain∥∥∥Bβǫ ∥∥χ{τ<∞}∥∥βǫp(·) χ{τ=∞}∥∥∥p(·)/ǫ ≤
∫ ∑
l
χIl [V (|g|
( rLǫ )
′
)]1/(
r
βǫ )
′
dP
≤
∥∥∥∥∥∑
l
χIl
∥∥∥∥∥
p(·)/ǫ
∥∥∥[V (|g|( rβǫ )′)]1/( rβǫ )′∥∥∥
(p(·)/ǫ)′
.
∥∥χ{τ<∞}∥∥p(·)/ǫ
as in (7.22). The proof of the theorem is complete. 
Now we are able to prove the next theorem. It was proved by the third author
in [64] for Hp,q with constant p.
Theorem 7.34. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 1/2 < p− < ∞.
Then
‖σ∗f‖Lp(·),q . ‖f‖Hp(·),q , f ∈ Hp(·),q.
Proof. It is easy to see that (7.18) holds in this case, i.e.,
σkfn = σkf for 0 ≤ k ≤ 2
n.
Then Theorem 7.32 and 7.33 complete the proof. 
For a constant p with p ≤ 1/2, the theorem does not hold (see Simon and
Weisz [61], Simon [60] and Ga´t and Goginava [28]). Since the Walsh polynomials
are dense in Hp(·),q as well, the next three consequences can be proved as Corollaries
7.16 and 7.17 and 7.18.
corollary 7.35. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1/2 < p− < ∞ and
0 < q ≤ ∞. If f ∈ Hp(·),q, then σnf converges almost everywhere on [0, 1).
corollary 7.36. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1/2 < p− < ∞,
0 < q ≤ ∞ and f ∈ Hp(·),q. If there exists a dyadic interval I such that the
restriction fχI ∈ L1(I), then
lim
n→∞
σnf(x) = f(x) for a.e. x ∈ I.
corollary 7.37. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1 ≤ p− < ∞, 0 <
q ≤ ∞ and f ∈ Hp(·),q. Then
lim
n→∞
σnf(x) = f(x) for a.e. x ∈ [0, 1).
Now we prove that for integrable functions, the limit of σnf is exactly the
function. Since L1 ⊂ H1,∞, more exactly,
‖f‖H1,∞ = sup
ρ>0
ρP(M(f) > ρ) ≤ C‖f‖1 (f ∈ L1),
(see e.g. Weisz [62]), we obtain the next corollary, which was shown by Fine [24],
Schipp [57] and Weisz [66].
corollary 7.38. If f ∈ L1, then
lim
n→∞
σnf(x) = f(x) for a.e. x ∈ [0, 1).
The results about the norm convergence can be shown in the same way.
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corollary 7.39. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1/2 < p− < ∞ and
0 < q ≤ ∞. If f ∈ Hp(·),q, then σnf converges in the Lp(·),q-norm.
corollary 7.40. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1/2 < p− < ∞,
0 < q ≤ ∞ and f ∈ Hp(·),q. If there exists a dyadic interval I such that the
restriction fχI ∈ L1(I), then
lim
n→∞
σnf = f in the Lp(·),q(I)-norm.
corollary 7.41. Let p(·) ∈ P(Ω) satisfy condition (4.2), 1 ≤ p− < ∞, 0 <
q ≤ ∞ and f ∈ Hp(·),q. Then
lim
n→∞
σnf = f in the Lp(·),q-norm.
Note that Hp(·),q is equivalent to Lp(·),q if 1 < p− <∞.
Similarly to Theorem 7.22, we do not need the restriction 1/2 < p− in the next
results.
Theorem 7.42. If p(·) ∈ P(Ω) satisfies condition (4.2) and 0 < q ≤ ∞, then∥∥∥∥sup
n∈N
|σ2nf |
∥∥∥∥
Lp(·),q
. ‖f‖Hp(·),q , f ∈ Hp(·),q.
This implies the following corollaries.
corollary 7.43. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < q ≤ ∞. If
f ∈ Hp(·),q, then σ2nf converges almost everywhere on [0, 1).
corollary 7.44. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q ≤ ∞ and
f ∈ Hp(·),q. If there exists a dyadic interval I such that the restriction fχI ∈ L1(I),
then
lim
n→∞
σ2nf(x) = f(x) for a.e. x ∈ I.
corollary 7.45. Let p(·) ∈ P(Ω) satisfy condition (4.2) and 0 < q ≤ ∞. If
f ∈ Hp(·),q, then σ2nf converges in the Lp(·),q-norm.
corollary 7.46. Let p(·) ∈ P(Ω) satisfy condition (4.2), 0 < q ≤ ∞ and
f ∈ Hp(·),q. If there exists a dyadic interval I such that the restriction fχI ∈ L1(I),
then
lim
n→∞
σ2nf = f in the Lp(·),q(I)-norm.
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