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Abstract
General conditions where a symmetric matrix is factorable by Cholesky decomposition
are described. While numerical stability is a remaining issue whenever the Cholesky decom-
position is used to factor indefinite matrices, the existence of such factors is demonstrated
for matrix structures that are commonly found in statistics. Kalman filtering, for example, is
rediscovered in the Cholesky decomposition of an indefinite matrix. Moreover, the Cholesky
decomposition uniquely defines the likelihood function in linear statistical models, and this
includes situations when the variance matrix is singular or when the Cholesky decomposi-
tion does not run to completion. Alternative methods of likelihood evaluation (which may
involve, for example, the Bunch–Parlett factorization) are available only when the Cholesky
decomposition exists. Suggestions are made for computing an adaptive-precision Cholesky
decomposition when numerical stability is an issue. © 2001 Elsevier Science Inc. All rights
reserved.
Keywords: Cholesky decomposition; Indefinite matrix; Interior point methodology; Restricted maximum
likelihood; Linear state-space models; Symmetric elimination
1. Introduction
This paper is concerned with real symmetric matrices, usually large and sparse.
Triangular factorization, also known as elimination or Gaussian elimination, pre-
serves symmetry, provided that the pivots are chosen from the main diagonal. For
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positive definite matrices this symmetric elimination leads to the Cholesky factor-
ization
K = LD2L′ = (LD)(LD)′
and such factors exist for any permutation that preserves symmetry, K → PKP′.
Our concern is with elimination when K is not positive definite. Such factorization
is important in practice as well as in theory. When K is large and sparse, permutations
are not always welcome, and so it is useful to distinguish cases when K permits
factorization (i) with no row and column interchanges, (ii) for any interchanges, and
(iii) for some interchanges.
We list in Section 2.1, with comments, certain symmetric matrices which permit
triangular factorization. The development is extended in Section 2.2, where permu-
tation matrices, P, are generated axiomatically from an equivalence class for which
PKP′ is factorable. Conditions that describe factorability are less important in them-
selves, but they are needed to describe the main points of this paper that relate to
application. Section 3.1 makes the first important point, that Cholesky’s factorization
of an indefinite matrix provides a natural platform upon which to represent common
statistical analyses such as Kalman filtering and recursive least squares. Section 3.2
makes the most important point that the Cholesky decomposition can lead to an
original representation of a log-likelihood function for linear statistical models, and
that this representation extends to singular variance matrices in a way that was pre-
viously unknown. The results are less important with interior point methods (linear
and quadratic programming), and Section 3.3 touches only briefly on this subject. In
the final analysis, the main objection to the Cholesky decomposition is not existence,
it is numerical stability. These issues are described in Section 4, where some useful
adaptations are presented for improving backward stability.
2. Matrix factorization
2.1. Facts that connect the Cholesky decomposition directly to Kalman filtering
An investigation of the role of the Cholesky decomposition in statistical linear
models led to a large and convoluted list of facts that describe matrix factorization
in one form or another. One simple fact relates to the column space of a matrix sum,
and it states that C(B) ⊆ C(A + B), where A and B are symmetric non-negative
definite matrices. In the case that B = X′CX, where C is symmetric non-negative
definite and X is any matrix of appropriate order, a variant of the simple fact was also
encountered and it states that C(X′C) ⊆ C(A + X′CX). While the facts themselves
were non-trivial (as in the above two examples) and even original, the derivations
were found to be straightforward and uninteresting. Only those facts that pertain to
the stated objective are presented, and most of them are necessarily presented without
proof.
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The first four facts relates to all partitions of a real symmetric matrix K indicated
by
KN×N =
[
Ai Bi
Bi′ Ci
]
, (2.1)
where Ai is the lead submatrix of order i × i, bi is the first column of Bi , and 1 
i < N .
Fact 1. The following two conditions are equivalent:
C(Bi ) ⊆ C(Ai ) ∀i ∈ [1, N − 1], (2.2)
C(bi ) ⊆ C(Ai ) ∀i ∈ [1, N − 1]. (2.3)
Fact 2. Matrix (2.1) is factorable by Cholesky’s algorithm in the order given, if and
only if condition (2.2) or (2.3) is satisfied. It is not necessary for all pivots to be found
as non-zero. All zero pivots will be met with zero entries below it, so decomposition
can proceed naturally and good programs may take these cases in stride.
A referee pointed out that Fact 1 does not depend intrinsically on symmetry. Be-
cause Fact 2 does not depend on symmetry either, it also provides necessary and
sufficient conditions for factorization of a general matrix by the LU decomposition
in the row–column order given; the Cholesky decomposition is just a special case.
Fact 2 permits two recursive definitions of factorabilty and leads to the corollary
facts below. These are most useful when consideration is initially limited to a subma-
trix of K (while postponing other considerations), and they fit well with the recursive
structures found with Kalman filtering, for example.
Fact 3. Matrix (2.1) is factorable by Cholesky’s algorithm in the order given, if and
only if for any k ∈ [1, N − 1]:
C(Bi ) ⊆ C(Ai ) ∀i ∈ [k,N − 1],
Ak is factorable as indicated by Fact 2.
Fact 4. Matrix (2.1) is factorable by Cholesky’s algorithm in the order given, if and
only if for any k ∈ [1, N − 1]:
C(Bi ) ⊆ C(Ai ) ∀i ∈ [1, k],
Ck − B′kA−k Bk is factorable as indicated by Fact 2.
Note the use of the generalized inverse to define the Schur complement of Ak
in K.
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We started from general symmetric matrices in Section 1, and proceeded directly
to only those symmetric matrices that can be factored by Cholesky’s algorithm in
Facts 1–4. This is still too general for our evaluation of the Kalman filter.
In what remains of this paper, attention will be given only to matrices of the form
K =
[
A B
B′ −C
]
, (2.4)
where A and C are symmetric and non-negative definite.
Matrices like (2.4) are abundant in application, and they seem to represent the
core qualities that are needed in our study of the Kalman filter as well. The cen-
tral fact involving (2.4) is that Schur complements that are generated by applying
symmetric elimination to permutations of the form (2.4) are also permutations of the
form (2.4). Moreover, the permutations that apply to any Schur complement are the
same permutations that apply to the original matrix after the rows and columns that
have been eliminated are struck out.
When A and C are symmetric and positive definite, Vanderbei [26] referred to
(2.4) as quasi-definite. Moreover, Vanderbei found that the matrix (2.4) was strongly
factorable, in the sense that the Cholesky decomposition can be computed for all
row and column permutations of (2.4). Quasi-definite matrices are like symmetric
and non-negative definite matrices in this regard. Matrix K is weakly factorable if
there exists at least one permutation matrix P where PKP′ is factorable in the sense
that Fact 2 applies. It is sometimes feasible to factor a matrix K by dynamically
permuting rows and columns to bring a non-zero diagonal to the pivot position and
performing symmetric elimination. If such a scheme is guaranteed to produce a fac-
torization without regard to the order in which non-zero pivots are selected, K is said
to be dynamically factorable.
Fact 5. Matrix (2.4) is dynamically factorable if B = AX + Y′C for some matrices
X and Y that are of appropriate order. This follows from recursive application of
Fact 4.
Note that if A and C in (2.4) are required to be non-singular, then the factorability
of (2.4) is not merely dynamical, it is also strong. In this case, the strong factorability
of quasi-definite matrices follows as a corollary to Fact 5.
There are useful matrices that are known to be weakly factorable as seen in the
following fact.
Fact 6. A matrix of the form (2.4) that is represented by
K =
[
A B
B′ −C
]
=


G GR | G
R′G R′GR | Y′GX
− − + −
X′G X′GY | −C

 ,
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where G and C are symmetric and non-negative definite, and R, X, and Y are arbi-
trary matrices of appropriate order, can be permuted to the form:
PKP′ =

 G GX GRX′G −C X′GY
R′G Y′GX R′GR


and this matrix can be factored in the order given, in the sense that Fact 2 applies.
This fact is proven by demonstrating the conditions of Fact 4.
2.2. Facts that pertain to row and column interchanges as equivalence classes
If we only wanted to re-invent the Kalman filter, as is done in Section 3.1, all
the facts that are required are listed in Section 2.1. However, if we wish to gain
deeper insights into subtle issues that relate to general linear models, to general row
and column permutations, and to those situations where singularities are part of the
linear model, we need to develop a deeper collection of facts. Those are presented
in this section, and because we are building facts from the simple to the complex,
derivations are presented below.
If a permutation matrix P is known to permit the computation the Cholesky fac-
tor of PKP′, there are techniques for finding new permutation matrices Q where
QKQ′ also has a Cholesky factor. Albeit anticlimactic if much effort is expended
in finding the matrix P, the tools are useful in proving important results that relate
directly to application. Special nomenclature is needed. Let s be a vector that con-
tains the information of the row and column ordering of (2.4), initially given by
s′ = {A1, A2, . . . , An, C1, C2, . . . , Cm} where sj = Ai (or Ci) if the j th pivot posi-
tion is given by the ith diagonal of An×n (or Cm×m). This vector can be multiplied by
a permutation matrix so that v = Ps contains the row–column ordering that permits
a factorization of PKP′. Now extract two subsequences from v, such that a contains
only those elements representing diagonals of A, and let c be the subsequence that
contains only those elements coming from C. Together, a and c are said to contain a
partial ordering of the row–column permutations that permit a factorization of (2.4).
Fact 7. If a and c contain a partial ordering of the row–column permutations that
permit a factorization of (2.4), a permutation matrix Q exists where QKQ′ is fac-
torable, and where Q is constructed by choice, following the rules:
Step 1. Initially set i = 1, and take the matrix PKP′ as the first Schur complement.
Step 2. Choose the ith pivot position from one of the queues formed by either
a or c, by selecting the first available position from a or c that provides a non-zero
pivot. A zero pivot is acceptable if the lead row or column of the Schur complement
contains only zeros. If all candidate positions represent zero pivots, or if a and c are
empty, then stop.
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Step 3. With the selected pivot, move the appropriate row and column to the lead
position and compute the next Schur complement (apply elementary row operations
to annihilate column entries below the pivot). Lastly, remove the pivot position from
a or c, and set i = i + 1. Go to Step 2.
Proof. Let Si be the ith Schur complement so generated. Note that S1 = PKP′ has
a factor. Now assume that Si has a factor. If a new pivot is selected from the first
diagonal of Si , this is enough to make Si+1 factorable. The only other option is to
select a pivot from an interior diagonal as permitted by Step 2. Assume the kth diag-
onal is selected, and it is −p < 0. To show that Si+1 has a factor it is enough to show
that USiU′ has a factor where U provides the permutation of moving diagonal k to
position 1, and diagonals j to j + 1 (j < k); a trivial restatement of Fact 4. If USiU′
is partitioned as in (2.1), then permuting the first k rows and columns of Si maintains
the validity of the first condition of Fact 3. Therefore, it is sufficient to demonstrate
factorability for the first k rows and columns of USiU′ which is represented as a
permutation of
V X YX′ 0 0
Y′ 0 −p

 , (2.5)
where V is symmetric and non-negative definite. The zeros of the non-positive part
of (2.5) are implied by Step 2. The first diagonal and pivot of USiU′ is −p. The
Schur complements that are generated during symmetric elimination are unaffected
by the order of row operations. Therefore, the 2rd, 3rd, . . . kth pivots of USiU′ are
found by applying an auxiliary round of symmetric elimination to the first k − 1
Schur complements generated by factorizing Si :
(j + 1)th adjusted pivot = pj −
p2jL
pL
,
where pj is the j th pivot of Si , pL is that entry in j th Schur complement correspond-
ing to the last diagonal of (2.5), and pjL is the corresponding off-diagonal element.
Recall that symmetric elimination on permutations of (2.5) maintains the compart-
mentalization of non-negative and non-positive parts of the Schur complements; the
negative part will be non-negative definite even for the case p = 0. The pL entries
of the first k − 1 Schur complements are bounded: pL  −p < 0. Not only are the
pL non-zero, but the auxiliary calculation cannot create any zero pivots that were
not already present. When pj = 0, a singularity is found in the entire matrix, and
pivoting pL cannot undo this, because in this case pjL = 0. Selecting pj from the
positive part forces the adjusted pivot to be more positive. The adjusted pivot be-
comes closer to zero if it represents the negative part; it cannot become 0, because
the inequalities, pj · pL > pj · (pL + p)  p2jL. Therefore, factorization of USiU′
is unimpeded through the first k pivots, and assuming that Si has a factor implies that
Si+1 has a factor. The proof follows by induction. 
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Fact 8. If a and c contain a partial ordering of the row–column permutations that
did not permit a factorization of (2.4), then there is a permutation matrix Q such
that QKQ′ is not factorable, where Q is constructed by choice following the rules of
Fact 7 and where symmetric elimination leads to a common Schur complement that
cannot be reduced further.
Proof. Subtract the Schur complement from the original matrix, and then apply Fact
7. Note that all permutations lead to the same singularities. 
Fact 9. If a and c contain a partial ordering of the row–column permutations that
permit a factorization of (2.4), dynamic permutations of these vectors are permitted
in the context of Fact 7, and are constructed by choice, following the rules:
Step 1. From the ith Schur complement (generated by the algorithm) extract the
non-negative and non-positive submatrices, and denote these by Ai and −Ci .
Step 2. With the rows and columns of Ai and Ci ordered by the position labels in
a and c, consider the pivots that are encountered during Cholesky’s factorization of
Ai and Ci .
Step 3. Any position labels corresponding to non-zero pivots can be moved for-
ward and inserted in the respective lists (a and c). Positions representing zeros can
be held back.
Proof. It is enough to show that the permutation is permitted for one label cor-
responding to a non-zero pivot. Repetitive application of the result permits more
complex permutations. Without loss in generality, apply Fact 7 and reorder the Schur
complement, selecting the positive pivots first. Furthermore, assume that a diagonal
from the positive part of the Schur complement is being moved forward. However,
the reordering by Fact 7 moved all labels representing positive pivots found at Step 3
(of Fact 9) to the first positions. If diagonal k is inserted forward, for example, then
it is necessary that the leading matrix Ak is non-negative definite. Moving diagonal
k to position m, and j to j + 1 for m  j < k, does not invalidate the first condition
of Fact 3, and the permutation of Ak remains non-negative definite, and therefore the
second condition of Fact 3 is satisfied. The proof follows from Fact 3. 
We have arrived at an interesting level of complexity. For example, one can use
Fact 9, and the other facts to prove that if (2.4) is weakly factorable, then the matrix
given by
[
A + G X
X′ −C − B
]
is weakly factorable when G and B are symmetric and non-negative definite. Fact 9
will be used in Section 3.2.3 to fix an incomplete Cholesky decomposition.
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3. Applications
3.1. Linear state-space models
Consider the simple state-space model
yi = Hxi + ei , Var{ei} = R, (3.1)
xi+1 = Pxi + i , Var{x0} = G and Var{i} = , (3.2)
where Var{·} is the variance–covariance matrix function. Eq. (3.1) represents the
observational equations, and (3.2) describes the state equations. The matrix G is
non-singular, and  is possibly singular. The matrix R is typically non-singular, but
sometimes it is permitted to be naught. For purpose of demonstration, i  2, but the
pattern of the matrix structure for larger sample sizes is very apparent.
To calculate the likelihood function, Smith [24] proposed symmetric elimination
applied to several possible arrays, including the following indefinite array of the
form (2.4):


G I
 −P I
 −P I
R H y0
R H y1
R H y2
I −P′ H′ 0
I −P′ H′ 0
I H′ 0
y′0 y′1 y′2 0


Of course if  and R are non-singular, Fact 5 applies, and a dynamical factorization
is possible. But if  or R is singular, special care is needed with the pivot order.
Nevertheless, Fact 6 applies to submatrices like


G I
 −P
I −P 0


and this suggests orderings that are permitted with recursive application of Fact 4.
One such ordering is the following:
S.P. Smith / Linear Algebra and its Applications 335 (2001) 63–80 71


G I
I 0 H′ −P′
H R y1
−P  I
I 0 H′ −P′
H R y2
−P  I
I 0 H′
H R y3
y1 y2 y3 0


.
The application of symmetric elimination to this array essentially emulates the
recurrence formulae of the Kalman filter. There are, however, operations associat-
ed with symmetric elimination (the identity matrices that are just off the diagonal
will induce the inversion of G and the matrices representing  plus fill) that can be
avoided with some intervention, and indeed, are by-passed with Kalman filtering. But
the possibility for additional row and column permutations makes simple symmetric
elimination very promising, and advantages can be found with some implementa-
tions involving massive data sets and backward differentiation [24].
3.2. Restricted maximum likelihood
Restricted maximum likelihood (REML) is an important methodology that is per-
tinent to linear statistical models [11,18], including the state-space model described
in Section 3.1. The Cholesky decomposition is fundamentally connected to REML.
This remains true even when symmetric and indefinite matrices are encountered,
and this realization is made clear in the following sections. Other factorization al-
gorithms, e.g. [1,5,7], are available for likelihood evaluation with straightforward
adaptation and they may be preferable, but one must assume existence of a Cholesky
factor first. Conversely, the Cholesky algorithm will define the correct likelihood
function even if a factor cannot be generated. This is not such a radical concept,
because the main purpose of the Cholesky decomposition in REML is in likelihood
evaluation and variance component estimation. Estimating linear effects by solving
linear equations (see Section 3.3.3) is not the central goal, and therefore the problem
is already very different from other applications that utilize matrix decomposition
algorithms.
3.2.1. Standard data reductions
A linear statistical model is given by
y = Xb + e,
where yn×1 is an arbitrary set of observations that will be processed, Xn×p is an
incidence matrix that equates the vector bp×1 to observations, and en×1 is a vector
of random effects. The variance matrix of the random effects is given by Var{e} = V.
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In the standard data reduction, the matrix V is assumed to be non-singular (this re-
striction will be undone in Section 3.2.2). But the standard form puts no restriction
on the rank of X, which is most typically less than p. The observations are assembled
into the matrix K:
Kk×k =

V X yX′ 0 0
y′ 0 0


and the standard data reduction is implemented by Cholesky’s factorization of K.
Because V is non-singular, the matrix K is dynamically factorable, as indicated by
Fact 5. But for the purpose of likelihood evaluation, the last row and column in
K are left unchanged during symmetric elimination. To show the likelihood func-
tion, it suffices to demonstrate symmetric elimination to the partitions of K with no
row–column interchanges:
V X yX′ 0 0
y′ 0 0

→

V X y0 −X′V−1X −X′V−1y
0 −y′V−1X −y′V−1y


→

V X y0 −X′V−1X −X′V−1y
0 0 −y′Py

 ,
where P = V−1 − V−1X(X′V−1X)−X′V−1. Continuation of these steps leads to the
Cholesky decomposition as an upper triangular matrix. Because X′V−1X is most
probably singular, a factor is created with several columns of zeros.
Harville [11] gives the log-likelihood () for REML as
 = const.− 12 log|V| − 12 log|X′V−1X| − 12 y′Py,
but where enough linear dependent columns of X are removed to make X full column
rank. The conclusion is that  is a function of the Cholesky decomposition, and is
given by
 = const. −
∑
i∈
log|Lii | + 12L
2
kk, (3.3)
where LL′ = K,  = {i < k: Lii /= 0} and the absolute value function | · | is used
to treat possible imaginary numbers.
Both the determinant and the Schur complement (fixed in the last position) are
unaffected by the order of row and column permutations when a matrix is non-sin-
gular. Consequently, the calculation of  is valid for all interchanges of the first k − 1
rows and columns that may occur during factorization, provided that a common set
of singular rows and columns are identified for different calculations of .
The REML problem is presented as a maximization of  over the few param-
eters contained in V (not including b). The maximization will involve derivative
calculation and iterating a solution to non-linear equations. Fortunately, if the (3.3)
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is computed by the Cholesky decomposition, derivatives are available by backward
differentiation [23,24]. The function , by design, represents the likelihood for a
complete set of error contrasts that are invariant to b. A close examination of these
error contrasts is presented in Section 3.2.2, which shows that the above calculation
of  is still valid when V is singular.
3.2.2. Singular variance matrices
When V is singular, partition the statistical model into two parts:
y1 = X11b1 + X12b2 + e1,
y2 = X21b1 + X22b2 + e2,
where the variance matrix Var{e1} = A is non-singular, and e2 = R′e1. Moreover,
define X11 to have full column rank and C(X12) ⊆ C(X11). Since X11 being full
column rank implies R(X21) ⊆ R(X11), the conditions of Fact 6 are satisfied when
applied to the lead 3 × 3 partition matrix in
Kk×k =

V X yX′ 0 0
y′ 0 0

 =


A AR X11 X12 y1
R′A R′AR X21 X22 y2
X′11 X′21 0 0 0
X′12 X22′ 0 0 0
y′1 y′2 0 0 0

 .
Therefore, Fact 4 suggests that a Cholesky factor might be made available by per-
muting rows and columns of K as indicated below, and eliminating the first two
blocks

A X11 AR X12 y1
X′11 0 X′21 0 0
R′A X21 R′AR X22 y2
X′12 0 X′22 0 0
y′1 0 y′2 0 0


→


A X11 AR X12 y1
0 −X′11A−1X11 X′21 − R′X12 −X′11A−1X12 −X′11A−1y1
0 0 W H r
0 0 H′ 0 0
0 0 r′ 0 −y′1Py1

 ,
where
W=[X21 − R′X11](X′11A−1X11)−1[X′21 − X′11R],
H=X22 − R′X12 − [X21 − R′X11](X′11A−1X11)−1X′11A−1X12
=X22 − X21(X′11A−1X11)−1X′11A−1X12,
r=y2 − R′y1 − [X21 − R′X11](X′11A−1X11)−1X′11A−1y1, (3.4)
P=A−1 − A−1X11(X′11A−1X11)−1X′11A−1.
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The search for a Cholesky factor necessarily leads to the Schur complement, which
is given above as the 3 × 3 partition matrix in the lower right corner. This matrix
represents a new statistical model given by
r = Hb2 + v, (3.5)
where it is easily shown that Var{v} = W. The Cholesky decomposition has already
demonstrated the standard data reduction for y1, and the REML likelihood can be
built from the quantities |A|, |X′11A−1X11|, and y′1Py1 which are always available
in the Cholesky factor. The vector of error contrasts [11], represented by linear com-
binations of Py1, is never actually computed. It has been stripped of both b1 and b2.
It is uncorrelated with r, as found by considering two parts of (3.4): first, y2 − R′y1
is so constructed to be uncorrelated with e1, and therefore it cannot be correlated
with any linear combination of y1; and the second part of (3.4) is uncorrelated with
the error contrasts, because PX11 = 0. Therefore, the Cholesky decomposition has
factored the REML likelihood into two statistically independent parts, and it has
removed all traces of b1 from (3.5). What remains is the likelihood calculation for
(3.5).
Model (3.5) has no special structure, so the process can be repeated, and repeated
again until it is not possible to continue. Either a Cholesky factor is available or it is
not. If a factor is found, the total REML likelihood is evaluated by (3.3). In the case
that an equation like (3.5) results, but with W = 0, a Cholesky factor is not available.
However, this equation has nothing to add to the likelihood function that is already
computed, because it is non-stochastic (v = 0) and because b is not related to the
parameters being estimated in REML. Also note that r = Hb2 implies that b2 can
be reparameterized to give the smaller vector t2 (perhaps containing a known con-
stant), such that Tt2 = b2, and that can be plugged back into the model to effectively
remove (3.5) from consideration. This has no effect, because C(X12T) ⊆ C(X11),
and the effort to remove b1 from the likelihood will also remove t2, as it did b2.
The conclusion is that (3.3) is valid even when a Cholesky factor cannot be found,
because it suffices for the Cholesky decomposition to have exhausted all non-zero
pivots while ignoring the off-diagonals in the final Schur complement.
While it is possible to decompose K by following the above protocol, strict ad-
herence to the implied pivot order is not necessary. First, in the above discussion it
was desirable to isolate all singularities in V and represent them by the equations
e2 = R′e1. However, these restrictions are not needed in the above algebra. Provided
that A is non-singular, no further restrictions on e2 are required. When pivots are
selected for the first time to factor the matrix K, they must necessarily come from the
diagonals of V. As A is the submatrix that contains these pivots, the non-singularity
of A is assured by an axiom of choice.
The requirement that X11 have full column rank and that C(X12) ⊆ C(X11) is
the more stringent condition. These requirements forced a standard reduction of y1
in the above analysis, and this permitted the factorization of the REML likelihood
into two independent parts, from which recursive arguments were evoked. There-
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fore, likelihood evaluation can be cast as a series of standard data reductions. But
even these last requirements fall when Fact 7 is applied to generate a series of stan-
dard reductions. The same singularities will be identified, the same determinants and
Schur complements computed, as would be found by an original factorization that
just happened to be computed from a dynamically selected order of pivots, whether
or not this order ended with a factor or an incomplete factor (Fact 8).
We have found that an REML likelihood function can be generated for any dy-
namically determined set of row and column permutations. However, the total in-
formation in the error contrasts is a constant, and information cannot be lost with
the Cholesky decomposition because the operations are reversible. Therefore, we
expect the degrees of freedom associated with the error contrasts to be a constant
that is independent of the row and column permutations associated with a particular
Cholesky decomposition. In an ironic twist, we find that statistical reasoning has led
to another non-trivial fact:
Fact 10. If the Cholesky decomposition is simply attempted on any dynamically
determined permutations of (2.4), then r − s is a constant for all dynamically de-
termined permutations, where r is the number of non-zero pivots found from the
non-negative submatrix and s is the number of non-zero pivots found from the non-
positive submatrix.
3.2.3. Linear estimation as an adjunct to REML
Once the parameters contained in V are estimated by REML, attention is usually
given to estimating b by generalized least squares. These can be found by solving the
normal equations when V is non-singular, but more generally they can be obtained
by solving Siegel’s [22] equations:[
V A′
A 0
]
·
[

bˆ
]
=
[
y
0
]
, (3.6)
where  contains Lagrange variables.
Compared to REML, solving (3.6) is easy. Moreover, alternative methods for esti-
mating b and solving linear equations are available, and there is no particular reason
for using the Cholesky factorization to solve (3.6). However, if the Cholesky factor-
ization was used to perform REML, then (3.6) can be cheaply solved: both sides of
(3.6) are submatrices of K in Section 3.2.2, and the elements of a triangular system
can be extracted from the decomposition to permit solution by back-substitution.
This is feasible if a Cholesky factor is actually found.
If the selected permutation of K did not have a Cholesky factor, it is necessary for
V to be singular. In this instance, the last Schur complement contains a set of con-
sistent linear equations given by (3.5), except that the equations have no stochastic
components, i.e., v = 0. The equations can be extracted from the Schur complement
and solved by the QR algorithm. Solving the last set of equations will not change
76 S.P. Smith / Linear Algebra and its Applications 335 (2001) 63–80
the residual sums-of-squares, because Cholesky’s decomposition has systematically
removed all of the variables in b from the residual sums-of-squares which is given
by the last diagonal element of the last Schur complement. Nevertheless, a solution
to the last system is required if back-substitution is to be employed later to update
all entries of b.
The last Schur complement also contains an independent set of equations involv-
ing a few elements of , and a solution to these is also needed. However, the right-
hand side is a subvector of the non-positive definite part of a matrix of the form
(2.4). All diagonals of this matrix except last one are reduced to 0. Therefore, the
right-hand side vector is necessarily a vector of zeros, and the zero vector is one
good solution for those selected elements of .
It is permitted to place a constant (w > 0) on each of the diagonals of the non-
negative definite part of the last Schur complement because the selected entries of 
are zeros. By pivoting on the non-negative part to completion, the fill-in created in
the non-positive part is the normal equations, with a constant w−1 that can now be
factored out of the system. Solving these equations gives one solution to (3.5), but the
full Cholesky factor is now available to solve (3.6) directly by back-substitution. Any
dynamically selected factorization of a like-adjusted Schur complement will produce
correct solutions for x and  upon back-substitution, and will add and subtract a
constant from the residual sums-of-squares. This may be preferable to parsing the
last Schur complement for the QR algorithm, if there is any sparse structure left. But
if these last equations are too large and non-sparse, an entirely new factorization of
K can be attempted by permuting the w-augmented rows and columns forward in the
pivot order. This will not change the results either, and a new Cholesky factor can be
generated on the basis of Fact 9.
3.3. Interior-point methodology
Vanderbei and Carpenter [27] observed that interior-point methods for solving lin-
ear programming problems may involve the factorization of a symmetric indefinite
matrix given by
K =
[−D A′
A 0
]
, (3.7)
where D is a diagonal matrix with strictly positive diagonals. The Bunch–Parlett [3]
factorizing or one of its variants are available to treat K, but Vanderbei and Carpenter
described symmetric elimination as an alternative. The present paper concurs, and
Fact 5 implies that K is dynamically factorable, but regularization may be needed as
some of the diagonals of D approach 0 [20].
A linear or quadratic programming problem can be cast as a statistical linear mod-
el with a singular variance structure. The inequality constraints (e.g., b  0) are en-
forced with a penalty function, and this is tantamount to using a Bayesian prior distri-
bution on b. In this context, bi is distributed normally with mean zero and variance
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vi . The limiting behavior of vi will change with subsequent iteration: if bi > 0, a
diffuse prior is selected and vi →∞; with bi  0 a prior that has very little surprise
is selected, and vi → 0.
Approaching the problem as a statistical linear model will necessarily lead to a
re-invention of an interior point method. A discussion similar to Section 3.2.3 is
relevant, but one finds that estimates of b need to be iterated, because b modifies V,
depending on feasibility.
4. Numerical stability
4.1. Error analyses
The numerical stability of the Cholesky decomposition when it is applied to posi-
tive definite or semi-definite matrices is well known [12,14,16,25,28]. Emphasis had
been placed on a priori error bounds, because this was useful to evaluate the effec-
tiveness for Cholesky’s algorithm for any row and column permutation. Much less
is known about a prior error when the matrix is indefinite, but Gill et al. [9] provide
general bounds on backward error for the Cholesky decomposition of a quasi-defi-
nite matrix. General error bounds are not applicable to weakly factorable matrices,
however, and the concept is misplaced in situations where consideration is restricted
to particular row and column permutations.
The numerical stability for symmetric elimination can be poor for the indefinite
case, but not necessarily in a catastrophic way. Vanderbei [26] describes some sit-
uations that have been found for indefinite matrices associated with interior-point
methods, and notes that while instability can occur it is still possible to get results
as accurate as the square root of machine precision. Saunders [20] also describes
regularization and its value in stabilizing the Cholesky algorithm when it is used to
solve KKT systems. A practical error bound that is suitable for indefinite Cholesky
factorization is given by the following fact.
Fact 11. If Ł is the computed Cholesky decomposition of the real symmetric matrix
Kn×n, where standard floating-point arithmetic is employed,  = h/[1 − (n+ 1)h],
and h is machine precision, then the backward error is bounded by
|ŁŁ′ − K| < [|Ł| diag{1, 2, . . . , n}|Ł|′ + |diag{Ł}|2].
Proof. Follow Meinguet’s [16] argument and note that the result follows from the
computational recursions and does not require K to be positive definite. Use the
absolute value function | · | to change imaginary numbers in Ł to reals, and at the
same time to change negative numbers to positive. 
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The main restriction on Fact 11 is that Ł is assumed to have been computed suc-
cessfully. Some modifications are needed when K is singular and Ł is computed with
zero entries along the diagonal. However, an important characteristic is clear: that
practical errors grow when the elements in the computed Cholesky factor become
large. Unlike the situation when K is positive definite, bounds on the elements of Ł
are unclear.
The Kalman filter is known to be numerically unstable, but this celebrated collec-
tion of recursions is purported to be among the most important scientific discoveries
in the 20th century [10]. In Section 3.1 the famous recursions were trivially redis-
covered in Cholesky’s factorization of an indefinite matrix. Likewise, solving the
normal equation by Cholesky’s method is often criticized when compared to the QR
algorithm (in least squares). This has not diminished the enthusiasm for the Cholesky
algorithm in linear estimation. Therefore, a careful distinction is needed between the
issue of numerical stability and the issues of theoretical and practical importance. In
the event that Cholesky’s decomposition is sought, suggestions are presented in the
following section to treat instability.
4.2. Cholesky factorization in adaptive precision
Some of the instability predicted by Fact 11 is due to summing a list of positive
and negative numbers. The inner-product form of the Cholesky decomposition [8]
extends control over these errors by permitting the summation to be evaluated in
high precision or with one of the other accumulation strategies [15,17,19]. A careful
re-analysis of Fact 11 indicates that accurate inner products are not enough to save an
indefinite Cholesky factorization from possible instability. The main difficulty is that
if very large numbers are found in Ł, they cannot be stored with normal precision.
However, accurate inner products can lead to estimates of the backward error as aux-
iliary calculations. Going further, exact inner products would permit the computation
of the Cholesky factor with enough adaptive precision to reduce the backward error
to any desired level.
Multiple precision packages [2,6] are available to do this, but to reduce the com-
putational costs an effective way to represent multiple-precision numbers is need-
ed. One way to represent precise numbers is with the multiple-component format
[19,21], where a number (x) is represented by a sum of standard floating point num-
bers (x = x1 + x2 + · · · + xp). The components are usually ordered by significance,
|xi |  |xj |, where i < j . Exact addition and multiplication is available for numbers
stored in this format, and Shewchuk [21] has optimized these operations. Generally,
the exact inner product can be represented in the multiple-component format where
p is small, after the inner product terms have been collapsed into a few components.
The square-root and division operations are the last calculations needed for the
Cholesky decomposition, and although these are done with rounding, the backward
error can be forced below an a priori bound with iterative refinement. These op-
erations are more expensive than additions and multiplications, but their fewness
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Display 1
Iterative refinement calculation of y1 + y2 + · · · + yp ≈ (x1 + x2 + · · · + xk)1/2 = x1/2
y1 = float
[
x
1/2
1
]
x = mc[x − y21 ]
The calculation is done if |x1| < error
p = 1
z = mc[2 × y1]
do while |x1| < error:
p = p + 1
yp = float[x1/z1]
z = mc[z+ 2 × yp−1]
x = mc[x − yp × (z + yp)]
Definitions:
float[·] rounds to a floating point number.
mc[·] translates into a compressed multiple-component number.
contributes less to the overall computing time. Iterative refinement division is given
by Algorithm 5 of Priest [19]. The square-root operation is described in Display 1.
Iterative refinement has been described by Carter [4] in the context of fixing the
Cholesky decomposition and computing a more precise solution to a set of linear
equations. Karp and Markstein [13] describe quick ways to compute high-precision
division and square-root operations by adapting Newton–Raphson iteration.
The multiple-component format does not restrict the Cholesky decomposition to
the inner-product form. With the outer-product form, a minimum-degree ordering is
possible, but this must be computed dynamically if the matrix is indefinite. When the
degree index is equal to the total number of components in a row or column, permu-
tations can be found that reduce both fill and the number of multiple components in
the Cholesky decomposition. Sparsity is sought in terms of both zero-structure and
precision.
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