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Abstract
Every year hundreds of people die at sea because of
vessel and airplane accidents. A key challenge in re-
ducing the number of these fatalities is to make Search
and Rescue (SAR) algorithms more efficient. Here we
address this challenge by uncovering hidden TRansient
Attracting Profiles (TRAPs) in ocean-surface velocity
data. Computable from a single velocity-field snapshot,
TRAPs act as short-term attractors for all floating ob-
jects. In three different ocean field experiments, we show
that TRAPs computed from measured as well as mod-
elled velocities attract deployed drifters and manikins
emulating people fallen in the water. TRAPs, which
remain hidden to prior flow diagnostics, thus provide
critical information for hazard responses, such as SAR
and oil spill containment, and hence have the potential
to save lives and limit environmental disasters.
1 Introduction
In 2016, the United Nation Migration Agency recorded
over 5000 deaths among people trying to reach Eu-
rope by crossing the Mediterranean Sea1;2. This calls
for an enhancement of the efficiency of SAR at sea3,
which requires improved modeling of drifting objects,
as well as optimized search assets allocation (see4;5 for
reviews). Flow models used in SAR operations com-
bine sea dynamics, weather prediction and in situ ob-
servations, such as self-locating datum marker buoys6
deployed from air, which enhance model precision near
the last seen location. Even with the advent of high-
resolution ocean models and improved weather predic-
tion, however, SAR planning is still based on conven-
tional practices that do not use more recent advances in
understanding transport in unsteady flows.
∗corresponding author: serram@seas.harvard.edu
†corresponding author: georgehaller@ethz.ch
Current SAR procedures7 approach uncertainties
through Bayesian techniques, turning the modeling ex-
ercise into an ensemble integration over all unknown pa-
rameters and incorporating unsuccessful searches into
locating the next target. This strategy produces
probability-distribution maps for the lost object’s lo-
cation, which, based on a list of assigned search as-
sets, returns search plans, such as planes flying in a
regular grid pattern7. The vast uncertain parameter
space together with the continuous motion of floating
objects driven by unsteady flows, however, leads to er-
ror accumulation, “making SAR planning as much art
as science, where rescuers still often rely as much on
their hunches as on the output of sophisticated predic-
tion tools”4. Furthermore, the convergence of updated
probability computations based on a selected prior and
unsuccessful searches is usually a slow process, while
timing is everything when lives are on the line.
In a SAR scenario, one would ideally have a simply
interpretable tool based on key features of the ocean
surface dynamics. Such a tool should narrow down the
search area by promptly providing the most attracting
regions in the flow toward which objects fallen in the
water at uncertain locations likely converge. This raises
the question: How can one rigorously assess short-term
variabilities of material transport in fast-changing flows
characterized by high uncertainties? Here, we address
this question using the recently developed concept of
Objective Eulerian Coherent Structures (OECSs)8 from
dynamical systems theory. In our context, attracting
OECSs uncover hidden TRansient Attracting Profiles
(TRAPs), revealing the currently strongest regions of
accumulation for objects floating on the sea surface.
TRAPs are quickly computable as smooth curves from a
single snapshot of available modelled or remotely sensed
velocity fields, providing highly specific information for
optimal search-asset allocation (Fig. 1). The inset in
Fig. 1 shows a migrant boat that capsized on 12 April
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Figure 1: Sketch of a TRAP-based SAR operation. TRAPs (red curves) emanate from an attracting core (red dot) where
their normal attraction (black arrows) is maximal. Different TRAPs provide continuously updated and highly specific
search paths. The inset shows a migrant boat that capsized on 12 April 2015 in the Mediterranean Sea along with a
schematic TRAP and persons in water. Photo credit: Opielok Offshore Carrier.
2015 in the Mediterranean Sea, along with a schematic
TRAP attracting people in the water (PIW).
We confirm the predictive power of TRAPs in three
field experiments emulating SAR situations south of
Martha’s Vineyard in Massachusetts USA. In the first
experiment, we compute TRAPs from a submesoscale
ocean surface velocity field reconstructed from remotely
sensed High Frequency Radar (HFR) data, and show
their decisive influence on surface drifters emulating
people that have fallen in water at uncertain locations.
In actual SAR operations, however, HFR velocity data
is generally not available in real time. We address
this challenge in our second and third experiments by
computing TRAPs from an ocean model velocity field
that assimilates in situ experimental information. We
then verify the TRAPs’ role in attracting and align-
ing drifters and manikins, simulating PIW, released in
their vicinity through targeted deployments. Our anal-
ysis reveals a remarkable robustness under uncertainty
for TRAPs: even without accounting for wind-drag or
inertial effects due to water-object density difference–
typically uncertain in SAR scenarios–, the TRAPs in-
variably attract floating objects in water over two-to-
three hours. Such short-time predictions are critically
important in SAR.
2 Methods
Short-term variability in flow features (or coherent
structures) is substantial in unsteady flows. These
structures, such as fronts, jets and vortices, continue
to receive significant attention in fluid mechanics due
to their decisive role in organizing overall transport of
material in fluids. Such transport is a fundamentally
Lagrangian phenomenon, i.e., best studied by keep-
ing track of the longer-term redistribution of individ-
ual tracers released in the flow. In that setting, La-
grangian coherent structures (LCSs) have been effi-
cient predictors of tracer behavior in approximately two-
dimensional geophysical flows, such as surface currents
in the ocean9.
Larger-scale models and measurements of environ-
mental flows, however, generally produce Eulerian data,
i.e., instantaneous information about the time-varying
velocity field governing the motion of tracers. These
velocity fields can be integrated to obtain tracer trajec-
tories, but the result of this integration will generally
be sensitive to a number of factors. One such set of
factors is the exact release time, release location and
length of the observation period. Another major sensi-
tivity factor is errors and uncertainties in the velocity
field, which either arise from unavoidable simplifications
and approximations in modeling, or from inaccuracies in
remote sensing. A third source of sensitivity is the nec-
essarily approximate nature of trajectories generated by
numerical integration, due to finite spatial and temporal
resolution of the velocity data, as well as to approxima-
tions in the numerical integration process. All these fac-
tors are significant in predictions for SAR purposes: in
fast-changing coastal waters, uncertainties both in the
available velocities and in the release location and time
are high. This has prompted the use of multiple models,
stochastic simulations and probabilistic predictions, all
of which require substantial time to be done accurately,
even though time runs out quickly in these situations.
An alternative to these Lagrangian approaches is to
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Figure 2: TRAPs. (a) Deformation of a fluid patch close to an objective saddle point in an unsteady flow. Over short
times, a fluid patch aligns with the repelling OECS, and squeezes along the attracting OECS, which both evolve over time.
Attracting (Repelling) OECSs are everywhere tangent to the instantaneous e2 (e1) fields and their cores are located at
minima of s1. (b) Attracting OECSs, i.e. TRAPs, in an unsteady ocean velocity data set derived from satellite altimetry
data along with their normal attraction rate s1 encoded in the colorbar. TRAPs are completely hidden to instantaneous
streamlines shown in black. (c) Sketch of a TRAP evolving in time and attracting within a few hours floating objects
whose uncertain initial locations are represented by a square set of green dots.
find the short-term limits of LCSs purely from Eule-
rian observations, thereby avoiding all the pitfalls of tra-
jectory integration. These limiting LCSs predict path-
ways and barriers to short-term material transport un-
til the next batch of updated velocity information be-
comes available. While simple at first sight, this ap-
proach comes with its own challenges, given that most
classic instantaneous Eulerian diagnostics (streamlines,
velocity magnitude, velocity gradient, energy, vorticity,
helicity, etc) are not objective10, i.e., depend on the
observer. As such, they cannot possibly be foolproof in-
dicators of material transport, which is a fundamentally
frame-independent concept. Indeed, different observers
relying on data collected from the coast, from an air-
plane, from a ship or from a satellite should not come
to different conclusions regarding the likely location of
materials or people in the water. Yet classic Eulerian
quantities would in fact give such different answers (see
e.g. Fig. 3a in9 and Fig. 1 in8). In a SAR situation, this
ambiguity is a serious limitation that represents high
risk.
These considerations led to the development of
OECSs8, which are objective (observer-independent)
short-term limits of LCSs. Most relevant to our cur-
rent setting are hyperbolic OECSs in two-dimensional
flows, which are the strongest short-term attractors and
repellers of material fluid elements. As such, OECSs are
extensions of the notions of unstable (and stable) man-
ifolds of a saddle point in a steady flow, which attract
(and repel, respectively) fluid elements and hence ulti-
mately serve as the theoretical centerpieces of deform-
ing tracer patterns. In unsteady flows and over short
times, however, such saddle-type, instantaneous stag-
nation points lose their connection with material trans-
port8. Instead, objective saddle points – the cores of
hyperbolic OECSs – emerge, with associated attracting
and repelling OECSs (Fig. 2a), which, in turn, contin-
uously evolve over time. In our present context, we will
refer to attracting OECSs and objective saddle points
as TRAPs and TRAP cores.
Unlike stagnation points in steady flows, OECSs can-
not be located by inspection of a (frame-dependent)
streamline configuration. Instead, consider a planar
velocity field v(x, t), denoting by e2(x, t) the domi-
nant (positive) eigenvector and by s1(x, t) the nega-
tive eigenvalue of the rate-of-strain tensor S(x, t) =
1
2 (∇v(x, t) + [∇v(x, t)]∗), TRAPs are short segments
of curves tangent to e2 that emanate from local minima
of s1 8 (see Supplementary Information for details). As
an illustration, Fig. 2b shows TRAPs in an unsteady
ocean velocity data set derived from AVISO satellite al-
timetry (see8 for a detailed OECSs analysis of this flow).
Thus, the s1 scalar field along with the TRAPs provides
a skeleton of currently active attracting regions in the
flow along with their relative strengths. This in turn
gives specific and actionable input for SAR asset allo-
cation, such as high-priority flight paths for discovering
people in the water (Fig. 1). Remarkably, such path-
ways remain generally hidden in streamline plots, and
can even be perpendicular to streamlines as illustrated
in Fig. 2b. Figure 2c shows that TRAPs evolve over
time and attract floating objects whose uncertain initial
positions are represented by an array of green dots.
As Eulerian objects, TRAPs are simply computable
from a single snapshot of the velocity field v(x, t).
Moreover, velocity fields used in SAR are generally ob-
tained from models that assimilate environmental data
in the proximity to the last known position of a miss-
ing person7;4. This represents a further challenge to La-
grangian prediction methods, as much of their trajectory
forecasts tend to leave the domain of reliable velocities
and hence have questionable accuracy. In the Supple-
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Figure 3: Field experiments tools and area of interest. (a) The domain of the ocean field experiments is located south of
Martha’s Vineyard, where the ocean surface sub-mesoscale velocity, remotely sensed from High-Frequency-Radar (HFR)
measurements as described in11, is available within the hatched black polygon. The black rectangle represents the area of
interest of the 2014 field experiment. (b) Tioga WHOI vessel, CODE surface drifter, whose GPS-tracked position will be
marked with a green dot, and OSCAR Water Rescue Training manikins whose GPS-tracked position will be marked with
a magenta triangle. (c) Photo illustrating a drifter and a manikin in water during the 2018 experiment. A drone-based
video of the 2018 field experiment is available here.
mentary Information, we illustrate this effect, showing
that Lagrangian methods provide only partial coverage
when velocities are available over a finite-size domain. A
TRAP-based analysis is, therefore, not only faster but
provides complete coverage by exploiting all available
velocity data.
Finally, owing to the structural stability of its con-
struction8, TRAPs necessarily persist over short times
and are robust to perturbations of the underlying ve-
locity field. In the Supplementary Information we show
that the sensitivity of TRAPs to uncertainties is typi-
cally lower compared to those of trajectory-based meth-
ods. This makes TRAPs a trustworthy now-casting tool
for material transport, one that is resilient under uncer-
tainties in initial conditions and other unknown factors,
such as the inertia of a drifting object or windage effects.
3 Results
Here we show how TRAPs accurately predict short-
term attracting regions to which objects fallen in wa-
ter at uncertain nearby locations converge in ocean
field experiments carried out south of Martha’s Vine-
yard. Figure 3 shows the location of the experi-
ments and the tools we used. In our first exper-
iment, we compute TRAPs from ocean-surface sub-
mesoscale velocity derived from High-Frequency-Radar
(HFR) measurements available over a uniform 800m×
800m grid spanning [−70.7979◦,−70.4354◦] longitude
and [41.0864◦, 41.3386◦] latitude, and in time steps of
30 minutes. The velocity field is reconstructed from
HFR measurements as described in11, and is available
on a uniform grid within the hatched polygon in Fig. 3a
(Supplementary Information).
To mimic objects fallen in the water, we use 68
Coastal Ocean Dynamics Experiment (CODE) drifters
(Supplementary Information and Fig. 3) whose GPS-
tracked locations (green dots) are recorded once every
5min. Drifters of the same design are routinely used by
the U.S. Coast Guard in SAR operations. The starting
time of our analysis is the 4th of August 2014 at 17:00
EDT when drifters are located close to the Muskeget
channel (Fig. 3a). Figure 4a shows a zoomed ver-
sion of the black square inset in Fig. 3a, along with
drifter positions and the instantaneous streamlines of
the HFR velocity. We then compute TRAPs every
30min with the updated velocity field. As expected, we
find that the emergence of strong TRAPs at 19:00 (Fig.
4b) promptly organize the drifters into one-dimensional
structures along TRAPs within two hours (Figs. 4b-4c).
Over longer time scales (approximately a week),
drifter accumulation on the ocean surface has been iden-
tified with regions of negative divergence12;13. The di-
vergence diagnostic, however, can lead to both false pos-
itives and negatives: examples of particle accumulation
in regions of zero or positive divergence are given in
the Supplementary Information. This is precisely the
case with TRAP A in Fig. 4d, which attracts drifters
strongly, even though it is located in a region of pos-
itive divergence. The negative s1 values along TRAP
A (Fig. 4c), in contrast, correctly predict its attraction
property. Furthermore, regions of negative divergence,
irrespective of their validity, tend to be large open sets
(Fig. 4d), as opposed to specific, one-dimensional curves
over which we observe drifters clustering. These results
show that TRAPs may be completely hidden in instan-
taneous streamline and divergence plots, yet predict the
short-term fate of passive tracers, as well as inertial ob-
jects influenced by windage, such as drifters. Although
incorporating inertial, windage and leeway effects could,
in principle, provide a better prediction, in a SAR op-
4
(a) (b) (c) (d)
Figure 4: 2014 experiment. (a) Region bounded by the black rectangle in Fig. 3a showing drifter positions (green) at the
beginning of our analysis (4th August 2014 at 17:00 EDT), along with the instantaneous streamlines (black) from HFR
velocity. (b-c) TRAPs (red curves), whose normal attraction rate s1 (the more negative the more attracting) is encoded
in the colorbar, along with instantaneous streamlines and drifters’ position, at 19:00 and 20:00 EDT. (d) Same as (c) with
the colorbar encoding the divergence field (∇ · v). TRAP A in panels (c-d) strongly attracts the drifters despite being in
a region of positive divergence. The colorbars unit is 1/day.
eration the inertia of the target objects is generally un-
known14 and wind information is unavailable.
Although using HFR velocity would significantly en-
hance the success of SAR operations15, SAR planning
is generally based on model velocity data. To account
for this, we conducted two more experiments to iden-
tify TRAPs from the ocean surface velocity derived
from the MIT Multidisciplinary Simulation, Estima-
tion, and Assimilation Systems (MIT-MSEAS)16 (Sup-
plementary Information) which assimilates local mea-
surements, similarly to the models used in actual SAR.
For the experiment performed on the 17th August
2017, we compute TRAPs from the 24h forecast model
velocity provided on the 16th August at 7pm. We focus
on a region south-east of Martha’s Vineyard and identify
TRAPs from 11am on 17th August 2017 (Fig. 5a Left).
The strongest TRAPs are located along a trench of the
s1(x, t) field demarcating a one-dimensional structure
containing several TRAPs with strong attraction rates.
We note the presence of two parallel trenches from the
model. Assuming that the real trench is somewhere in
between these two because of modeling uncertainties,
we released four drifters north of the lower trench (ma-
genta squares). The right panels in Fig. 5a show later
positions of fluid particles obtained by integrating the
model velocity field from the target drifter release loca-
tion, along with the corresponding TRAPs. The figure
confirms their attracting property with respect to model
data before the float deployment. Based on the release
locations in Fig. 5a, Fig. 5b (left) shows the deployed
GPS-tracked drifters position (green dots) at 11:10am
within the area of interest bounded by the black rect-
angle in Fig. 5a, along with the streamlines computed
from the HFR velocity at the same time. The right pan-
els show later drifter positions along with the TRAPs
and the streamlines computed from the HFR velocity
field. Although our deployment strategy was purely
based on model velocities, the comparison with actual
drifter trajectories and TRAPs computed from HFR ve-
locity shows that the model provided reliable estimates
of the actual TRAPs. While these TRAPs remained
hidden in streamline plots, they nevertheless attracted
drifters within three hours.
In our last experiment, to mimic an even more re-
alistic SAR scenario, we considered a larger set of ini-
tially spread-out floating objects consisting of 8 CODE
drifters and 4 OSCAR Water Rescue Training manikins
manufactured by Emerald Marine Products (Supple-
mentary Information, and Fig. 3b). Using a strategy
similar to the 2017 experiment, we designed a deploy-
ment for the 9th of August 2018, based on the center
forecast model velocity field provided on the 8th of Au-
gust at 8pm. Figure 6a shows the target model-based
TRAPs at 10:15am on the 9th of August 2018, along
with all released drifter (green dots) and manikin (cyan
triangles) positions. We show only the strongest tar-
geted TRAPs ranked by s1. Dashed curves represent the
GPS-tracked trajectories of the deployed objects from
their release until 10:15am. In this experiment, we used
two WHOI vessels for deployment: one for the release
of drifters and manikins at the locations demarcated by
A,B,C,D in Fig. 6a, and a second vessel for the remain-
ing drifters. Figures (6b-6c) show the later positions
of drifters and manikins along with their trajectories
and the recomputed model-based TRAPs1. Similar to
the previous experiments, both drifters and manikins
show a striking alignment with the strongest nearby
TRAPs computed from the fluid model velocity within
two hours.
A closer inspection of the deployed drifter and
manikin trajectories shows that these two different ob-
jects may follow different paths even after short times
1Because of a relocation of HFR towers in 2018, HFR velocity
was not available in the domain shown in Fig. 6.
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Figure 5: 2017 experiment. (a) Drifter release plan on the 17th of August 2017 based on the 24h forecast model flow
velocity provided on the 16th at 7pm. (Left) Magenta squares denote the target drifter release location at 11:00 am
(EDT). (Center-Right) TRAPs from model velocity at later times in the focus region bounded by the black rectangle in
Left. Magenta squares are the current position of fluid particles starting at the drifters release location, and computed by
integrating the model fluid velocity. (b) Deployed drifters based on (a) along with HFR-based TRAPs. (Left) GPS-tracked
drifters position (green dots) at 11:10am along with the flow streamlines computed from the HFR velocity field. The
domain corresponds to the focus region in the panels above. The right panels show drifter positions a few hours later,
along with the corresponding TRAPs and streamlines computed from the HFR velocity field. The unit of s1 is 1/day.
(a) (b) (c)
Figure 6: 2018 experiment. (a) Deployed drifters and manikins on the 9th of August 2018 based on TRAPs computed from
the 24h forecast model velocity provided on the 8th at 8pm. Green dots and cyan triangles show the GPS-tracked location
of CODE drifters and manikins (Fig. 3) at 10:15am of the 9th August 2018. Dashed lines show object trajectories released
at locations A,B,C,D from their deployment to the current time. (b-c) Drifter and manikin positions at later times, along
with the corresponding model-based target TRAPs. The inset in (b) shows a zoomed version of the manikin and drifter
trajectories released in A, along with the trajectory of a fluid particle (magenta square) obtained by integrating the model
velocity from the same initial condition of the drifter and manikin. The unit of s1 is 1/day.
(less than 2h). This is clearly the case for objects re-
leased from locations A,D,C shown in Fig. 6. In the
inset of Fig. 6b, we show a zoomed version of the drifter
and manikin trajectories deployed in A, together with
the trajectory of a fluid particle (magenta square) ob-
tained by integrating the model velocity from A. Even
though fluid particles, drifters and manikins all follow
different trajectories due to inertia, windage and other
6
effects, they invariably converge to the same TRAP,
which provides a highly robust attracting skeleton of
the underlying flow. In the Supplementary Informa-
tion, we compare TRAP predictions with trajectory-
based ones typically used in SAR. We use nine en-
semble velocity field forecasts arising from parametric
uncertainty sources (Supplementary Information), and
compute the corresponding trajectories using the exper-
imental deployment locations as initial conditions. We
find that even though drifter, manikins and ensemble
trajectories all differ from each other, they all converge
to nearby TRAPs computed from the center-forecast ve-
locity. Using simple mathematical arguments, we also
show that TRAPs are intrinsically robust under uncer-
tainties over short times, as opposed to trajectory-based
methods, whose sensitivity to uncertainties grow with
the largest Lyapunov exponent of the underlying ve-
locity field. Admittedly, TRAPs loose their predictive
power over longer time scales because of their instan-
taneous nature. Shorter time scales, however, are pre-
cisely the relevant ones for SAR and hazard response
scenarios.
4 Conclusions
We have predicted and experimentally verified the exis-
tence of TRansient Attracting Profiles (TRAPs), which
govern short-term trajectory behavior in chaotic ocean
currents characterized by high uncertainties. We ex-
pect TRAPs to provide critical information in emer-
gency response situations, such as SAR and oil spill
containment, in which operational decisions need to be
made quickly about optimal resource allocation. Ex-
isting SAR techniques handle uncertain parameters in
models of floating objects by averaging several Monte
Carlo Simulations and providing probability maps for
the objects’ location. These maps, however, are not
readily interpretable for practical use and can converge
slowly due to the underlying chaotic processes. TRAPs
and their attraction rates, in contrast, are easily inter-
pretable and highly localized curves which can be com-
puted and updated instantaneously from snapshots of
the ocean surface velocity. This eliminates the need for
costly trajectory calculations and yields fast input for
search-asset allocation.
We have emulated different SAR scenarios in three
ocean field experiments carried out south of Martha’s
Vineyard. We computed TRAPS both from HFR sub-
mesoscale ocean surface velocity and from model veloc-
ities similar to those available in SAR operations. Our
results indicate that TRAPs have significant predictive
power in assessing the most likely current locations of
objects and people fallen in water at uncertain loca-
tions. We have specifically found that TRAPs invari-
ably attract nearby floating objects within two-to-three
hours, even though they remain hidden to instantaneous
streamlines and divergence fields, which also rely on the
same Eulerian velocity input. Such a short timing is
critical in SAR, as after six hours, the likelihood of res-
cuing people alive drops significantly. We therefore en-
vision that sea TRAPs will enhance existing SAR tech-
niques, providing critical information to save lives and
limit the fall-out from environmental disasters during
hazard responses.
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Supplementary Information
SI.1 TRAPs in two-dimensional flows
Algorithm 1 Compute TRAPs
Input: A 2-dimensional velocity field v(x, t)
1. Compute the Jacobian of the velocity field ∇v by numerically differentiating v with respect to x, and the
rate-of-strain tensor S(x, t) = 12
(∇v(x, t) + [∇v(x, t)]∗) at the current time t on a grid over the x = (x1, x2)
coordinates, where * denotes matrix transposition.
2. Compute the smallest eigenvalue field s1(x, t) ≤ s2(x, t) and the unit eigenvector field e2(x, t) of S(x, t)
associated to s2(x, t).
3. Compute the set Sm(t) of negative local minima of s1(x, t).
4. Compute TRAPs as solutions of the ODE{
r′(τ) = sign 〈e2(r(τ)), r′(τ −∆)〉 e2(r(τ))
r(0) ∈ Sm,
where τ denotes the arclength parameter, ′ differentiation with respect to τ , and ∆ the arclength increment
between two nearby points on the TRAP. Stop integration when s1(r(τ)) > 0.3s1(r(0)) or s1(r(s)) ≥ 0.
Output: TRAPs at time t along with their normal attraction rate field s1(x, t).
The sign term in step 4 guarantees the local smoothness of the direction field e2, and the termination conditions
ensure that the attraction rate of subsets of TRAPs is at least 30% of the core attraction rate, hence exerting a
distinguished attraction compared to nearby structures.
SI.2 TRAPs and uncertainties
The partial differential equations generating the fluid velocities used in SAR account for a broad set of uncertain-
ties17;18. These affect the initial conditions of all state variables including velocity, as well as external forcing and
boundary conditions such as tidal forcing, atmospheric forcing fluxes, lateral boundary conditions, etc. (see SI,
Model Velocity for details). With a set of ensemble velocities at hand, typical Lagrangian methods used in SAR
compute their corresponding trajectories with the last seen location and time used as initial conditions. Here we
consider a total of 9 ensemble forecast velocities modelling part of the above uncertainties during the 2018 field
experiment shown in Fig. 6, and compute trajectories of the different ensemble velocities from the drifter and
manikin release locations (Fig. 7). Figure 7a shows the drifter and manikin trajectories, initially released at point
B, along with fluid particle trajectoties of the ensemble velocities (gray) and the model-based TRAP computed
from the center-forecast velocity. Even within two hours from the release, ensemble trajectories already show
visible differences within each other and with the actual drifter and manikin trajectories, yet all converge towards
nearby TRAPs. Figure 7b shows the same as Fig. 7a for all the release location of our 2018 experiment.
To gain insights about the predictive power of TRAPs and Lagrangian methods under uncertainties, one can
encode the above velocity field uncertainties in the stochastic ordinary differential equation for particle motions
dx(t) = v(x(t), t)dt + R(x(t), t)dW(t) where x(t) is the random position vector, v(x(t), t) is the deterministic
drift velocity and W(t) is a two-dimensional Weiner process with diffusion matrix R(x(t), t). Then, the uncertain
rate-of-strain tensor is Su(x, t) = S(x, t) + SR(x, t)dW(t), where SR(x, t) = sym(∂xR(x(t), t) + ∂yR(x(t), t)). In
the simplest case of spatially homogeneous uncertainties SR(x, t) = 0, hence TRAP predictions remain unaffected
while Lagrangian (trajectory based) predictions will have inherent errors that grow both with the largest Lyapunov
exponent and
√
t. For TRAPs to be significantly affected by uncertainties, their spatial inhomogeneities should
be comparable to S(x, t), which means the model is highly inaccurate. These simple considerations suggest that
TRAPs are intrinsically robust predictors under uncertainties over short times.
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Figure 7: (a) Drifter and manikin trajectories (dashed lines) released at point B during the field experiment on the 9th of
August 2018. Grey lines show trajectories of fluid particles from nine different model based ensemble velocities accounting
for uncertainties (see SI, Model Velocity for details). The TRAP is computed from the center-forecast model velocity. (b)
Same as (a) for all release locations in the 2018 experiment described in Fig. 6. Despite trajectories from model velocity
realizations and real drifters and manikins are visibly different within a few hours, they converge to nearby TRAPs.
SI.3 TRAPs and velocity field divergence
By Liouville’s theorem19, the infinitesimal phase-space volume of a dynamical system shrinks along a trajectory as
long as the trajectory is contained in a domain of negative divergence. Guckenheimer and Holmes20 conclude that
if a steady vector field points everywhere inwards along the boundary of a compact region of negative divergence,
then the region contains a nonempty attractor. This criterion, however, will never hold in an unsteady flow on
its extended phase space of positions and time. Consequently, there is no applicable, classical dynamical systems
technique to find attractors based on the velocity-field divergence in a general, non-autonomous system. This
gap has been filled by the variational theory LCS9 for finite-time flows, and OECS8, as its instantaneous limit.
Indeed, accumulation of particles along lines for longer time intervals is well known to happen along attracting
LCS in incompressible velocity fields21;22. Our results show that even regions of positive divergence can contain
curves that collect drifters/manikins.
The attraction of TRAPs arises from the combination of isotropic and anisotropic deformations (Figure 8(a)).
The isotropic component is due to the instantaneous divergence of the velocity field (∇ · v), while the anisotropic
one to shear, both of which are encoded in S, and thus in the definition of TRAPs. Figure 8 (b-c) illustrate
Figure 8: (a) At leading order, the short-term deformation of a fluid patch arises from an isotropic contribution quantified
by the divergence of the velocity field (∇ · v), and an isotropic contribution due to shear. Because of this combination,
short-term attraction and clustering can occur in regions of positive divergence (b) or zero divergence (c), invariably
captured by TRAPs (red). (d) Tracers escape a region of negative divergence.
short-term clustering regions, correctly predicted by TRAPs, where the local divergence is positive or zero. Panel
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(b) is similar to Fig. 4c, panel (c) to Fig. 2b or to the findings in Ref.8. Figure 8 (d) shows that tracers can
escape a region of negative divergence.
SI.4 Datasets
SI.4.1 High Frequency Radar Velocity Field
The WHOI high frequency radar system (HFR), as operated during the 2014-2017 experiments, consisted of 3
land-based sites spaced at 10km intervals along the south side of Martha’s Vineyard, MA. These 25MHz systems
were run using a combination of 350kHz transmit bandwidth and low transmit power (10W max) which allowed
all systems to achieve resolutions of 429m and ranges of 30km (see23 for details). Doppler spectra received
from each system were processed using advanced methods11 into radial velocity estimates every 15min based
on a 24min averaging window. Radial velocity estimates were quality controlled before inclusion into the vector
velocity estimates using standard time-series QC techniques. These data were combined into vector velocities on
a uniform 800m resolution grid, given in latitude and longitude coordinates, using a unique weighted least squares
technique that employed non-velocity based signal quality metrics to weight the data to increase the accuracy of
the final product. Two successive estimates of the 15min radials are used to estimate the vector (east and north)
velocities on a 1/2h time interval centered on the hour. The spatial extent of the vector velocities was limited by
theoretical Geometrical Dilution of Precision (GDOP) values less than 1.75. An error estimate for the east, north,
and the norm of the vector velocity components is given. This estimate uses the radial velocity error estimates
(the weighted standard deviation of the individual HF radar radial returns found within each 5 degree azimuthal
bin average) in a standard (numerical recipes) vector error calculation.
Because of occasional measurement deficiency, there are grid points at which the velocity is not available within
the region of interest (blue dots inside the dashed curve in Fig. 9a). To overcome this limitation, we devise a simple
interpolation scheme by which we can obtain velocity everywhere within a well-defined boundary. Specifically, we
first compute the boundary of this region (the dashed curve in Fig. 9), using the Delaunay triangulation function
in MATLAB. For each time instance at which the velocity field data is available, we obtain an estimate of the
velocity at the blue points inside the boundary using a linear scattered interpolation scheme (see Fig. 9b). Once
the velocity field is available within the black boundary, we convert it from its original units of ms−1 to degrees
per day.
(a) (b)
Figure 9: Latitude-longitude grid points where the velocity values are available at a particular time are shown in red. Even
within the region of interest bounded by the dashed line, there are blue points where the velocity field is not available due
to occasional measurement deficiency. The dashed curve is the convex hull enclosing all the red points. Velocity field grid
points (a) before and (b) after interpolation.
Finally, we note that HFR velocities are computed by averaging the raw radial velocity estimates with a 800m
window radius at each grid point, spaced 800m apart from each other23. To yield an accurate computation of
TRAPs from HFR velocities consistent with the way the data are processed, we smooth ∇v(x, t) with a spatial
average filter whose width corresponds to two grid sizes (1600m), as in Ref.24.
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SI.4.2 Finite-size domain
(a) (b)
Figure 10: Integrating the HFR velocity field starting at 4th of August 2014 at 8pm, we compute trajectories of fluid
particles from a dense set of initial conditions covering the entire domain bounded by the dashed curve. (a) After 2.4h,
82% of fluid particles (black points) are within the finite-size domain. (a) After 12h, only 55% of fluid particles are within
the finite-size domain.
When the velocity field is available over a finite-sized domain, as the case of HFR velocity, Lagrangian Coherent
Structures (LCSs) methods9;25 invariably provide incomplete coverage because of particles leaving the domain.
Even if the velocity field is derived from models, they typically assimilate in situ measurements6 to enhance
model predictions in a specific region of interest, making the resulting velocity field more accurate in a finite-
size domain. Assuming that such a region is the domain over which HFR velocity is available, Fig. 10 shows
the coverage reduction of LCSs methods for two different integration times. We compute fluid trajectories by
integrating the HFR velocity field starting on the 4th of August 2014 at 8pm, with a dense set of initial conditions
covering the entire domain bounded by the dashed curve. After 2.4h (12h) any Lagrangian method can provide
information only on 82% (55%) of the region where the velocity field is available. Eulerian methods, instead,
provide full coverage of the domain because they do not rely on particle trajectories.
SI.4.3 Model velocity
We use the MIT Multidisciplinary Simulation, Estimation, and Assimilation Systems (MIT-MSEAS)16;26
Primitive-Equation (PE) ocean modeling system to compute ocean surface velocity forecasts in the Nantucket
and Martha’s Vineyard coastal region during August 2017 and 2018. The modeling system is set-up in an implicit
2-way nesting configuration, and provided forecasts of the ocean state variable fields (three-dimensional veloc-
ity, temperature, salinity, and sea surface height) every hour with a spatial resolution of 200m in the Martha’s
Vineyard domain and of 600m in the larger Shelf domain. The ocean forecasts are initialized using historical
and synoptic ocean CTD data from the National Marine Fisheries Service (NMFS) and the Martha’s Vineyard
Coastal Observatory (MVCO), SST images from the Johns Hopkins University’s Applied Physics Lab (JHU APL),
and other data from available sources. These ocean simulations are forced by atmospheric flux fields forecast by
the National Centers for Environmental Prediction (NCEP) and tidal forcing from TPXO8, but adapted to the
high-resolution bathymetry and coastlines27. Finally, in situ CTD measurement have been assimilated into the
modeling system at the start of the experiment within the first few days of August.
The deterministic 2-way nesting ocean forecast initialized from the estimated ocean state conditions at a par-
ticular time is referred to as the central forecast. The ensemble forecasts were initialized using Error Subspace
Statistical Estimation procedures28. The forecasts within the ensemble were commonly initialized from perturbed
initial conditions of all state variables (temperature, salinity, velocity, sea surface height) and forced by perturbed
tidal forcing, atmospheric forcing fluxes and lateral boundary conditions. These initial, forcing and boundary per-
turbations are created so as to represent the expected uncertainties in each of these quantities, respecting ocean
physics and in accord with the few observed data misfits. Each ensemble members were 2-way nested in two
domains and required respecting domain embedding conditions. Finally, parameter uncertainties (bottom drag,
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mixing coefficients, etc.) were also modeled by perturbing the values of parameters for each ensemble forecast.
Ensemble forecasts were issued twice daily during the 2 weeks of the 2017 and 2018 experiment (see http:
//mseas.mit.edu/Sea_exercises/NSF_ALPHA/2018/), with the number of ensemble forecasts issued varying
between 7 and 100 depending on the number of computing units available and on computational power. The
nine 2018 MSEAS ensemble forecasts utilized for the present study correspond to parametric uncertainties only,
representing uncertainties in the surface wind mixing, tidal mixing and tidal bottom friction.
SI.4.4 Drifters
The drifters used in our experiments (Fig. 3) have technical specifications similar to the original CODE drifters
designed by Dr. Russ Davis of the Scripps Institution of Oceanography. Each drifter consists of a thin (15cm in
diameter) 1m long cylindrical metal body with 0.5m long metal foldable cross-shaped upper arms and lower legs
that held a rectangular cloth sail. The drifter is attached by four 20cm rope segments to 4 small (15cm in diameter)
round plastic surface buoys for floatation. The round buoy shape minimizes the wave effects compared to flat
buoys, the ropes minimizes tilting of the sail compared to the “solid-neck” drifter design, and the large body-to-
buoy size ratio insures good water-following characteristics. The drifters are equipped with GPS transmitters that
provide positioning fixes every 5min. Based on land tests conducted prior to deployment, the STD of the GPS
positioning error is on the order of a few meters (exact values depend on the sky view and location). Estimates
of the expected wind slippage of CODE type drifters with standard sails such as ours are 1–2 cm/s in light wind
conditions similar to those during our field experiment29;30. Drifters of the same design are routinely used by the
U.S. Coast Guard in SAR operations, as well as in our previous field experiments south of Martha’s Vineyard,
MA31;32.
SI.4.5 Manikins
We used OSCARWater Rescue Training manikins (Fig. 3) manufactured by Emerald Marine Products (Edmonds,
WA) for man-overboard rescue training. Each manikin consists of eight heavy-duty vinyl body parts, PVC
fill/drain fittings, six stainless steel joints and two galvanized lifting shackles. The manikin filled with water
replicates an 82 kg rescue victim, 1.83 m tall and 0.46 m wide (chest). For an accurate simulation of a person
in water, the manikin is filled with water to float at chest level. The manikins are equipped with the same GPS
transmitters used for drifters, which provide positioning fixes every 5min.
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