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Abstract
Let q be a prime power with q ≡ −1 (mod 4), and let F be the finite field with q elements and
Q the set of nonzero squares in F . Let G = P SL(2, q) be the special linear fractional group on
Ω = {∞} ∪ F , the projective line over F , and set V = {∞} ∪ (Q(Q + 1)(Q − 1)), V = Ω\V ,
where  denotes the symmetric difference. First, we consider the cardinality of intersections of some
translations of Q in F and show
|Q ∩ (Q + 1) ∩ (Q − 1)| =
{
(q − 7)/8 if 2 ∈ Q,
(q − 3)/8 otherwise.
Next, when 2 /∈ Q, we determine the structure of GV = GV , the setwise stabilizer of V or V in G,
and show that the design (Ω ,V G ) is a 3-(q + 1, (q − 3)/2, λ) design, where
λ =
{
(q − 3)(q − 5)(q − 7)/64 for p = 3,
(q − 3)(q − 5)(q − 7)/(3 · 64) for p = 3.
This is a new infinite family of 3-designs. © 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction
Let q be a prime power with q ≡ −1 (mod 4), and let F be the finite field with q
elements, and Q the set of nonzero squares in F . It is well-known that the affine group
A = {x → ax +b | a ∈ Q, b ∈ F} acts 2-homogeneously on F and that the pair (F, Q A),
where Q A is the set of images of Q under A, is a symmetric 2-(q, (q − 1)/2, (q − 3)/4)
design, which is called the Paley design (see e.g. [2, p. 175] or [5, Theorem 3.29]). It is
also seen that the block set is Q A = {Q + i | i ∈ F}, and the setwise stabilizer of Q in A
is AQ = {x → ax | a ∈ Q} ∼= Q.
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Next, let Ω = {∞} ∪ F , the projective line over F and for i ∈ F set Vi =
{∞} ∪ (Q + i). The special linear fractional group G = PSL(2, q) = {x → (ax +
b)/(cx + d) | a, b, c, d ∈ F, ad − bc ∈ Q} acts 3-homogeneously on Ω , and we proved
in [7, Proposition 3.1, Theorem 3.2] that GV0 = {x → ax | a ∈ Q} ∼= Q, where GV0
is the setwise stabilizer of V0 in G, and that the pair (Ω , V G0 ), where V
G
0 is the set of
images of V0 under G, is a 3-(q + 1, (q + 1)/2, (q + 1)(q − 3)/8) design, and the block
set is
V G0 = {Vi | i ∈ F} ∪ {V i | i ∈ F} ∪ {ViVj | i = j ∈ F} ∪ {ViV j | i = j ∈ F},
where V i = Ω\Vi and  denotes symmetric difference. In particular, if (Ω , V G0 ) is a
4-design, then q = 11 and it becomes a 5-(12, 6, 1) design, namely the Mathieu-Witt
design W12 [7, p. 403].
It is now natural that we take as base block symmetric differences of three Vi ’s. In this
paper, we set V = V0  V1  V−1 and consider the pairs (Ω , V G) or (Ω , V G), where
V = Ω\V . First, we determine the cardinalities |Q ∩ (Q + 1) ∩ (Q − 1)| and |V | or |V |,
secondly when 2 is a nonsquare in F , we determine the structure of GV = GV , the setwise
stabilizer of V or V in G, and the parameters of the design (Ω , V G). Lastly we see that
this design is new.
For avoiding repetition, we introduce the following notation, which is fixed throughout
this paper:
q = pe: odd prime power such that q ≡ −1 (mod 4), that is, (q − 1)/2 is odd
F : finite field with q elements
Q := {x2 | x = 0 ∈ F}: set of nonzero squares in F
N := (F\{0})\Q: set of nonsquares in F
(Note that −1 ∈ N and N = −Q.)
Ω := {∞} ∪ F : projective line over F
V := V0  V1  V−1, where Vi = {∞} ∪ (Q + i) and  denotes symmetric difference,
namely X  Y := (X\Y ) ∪ (Y\X) for subsets X,Y of Ω
V := Ω\V
G := PSL(2, q) = {x → (ax + b)/(cx + d) | a, b, c, d ∈ F, ad − bc ∈ Q}: special
linear fractional group on Ω
H := GV = GV : setwise stabilizer of V or V in G
V G := {V σ | σ ∈ G}: set of the images of V under all σ ∈ G.
Our results are as follows.
Theorem A. For any i = 0 ∈ F,
|Q ∩ (Q + i) ∩ (Q − i)| =
{
(q − 7)/8 if 2 ∈ Q,
(q − 3)/8 if 2 ∈ N.
Corollary 1. For any i = 0 ∈ F, we have the following values.
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(1) The case 2 ∈ Q.
|Q ∩ (Q + i) ∩ (Q − i)| = |N ∩ (N + i) ∩ (N − i)| = (q − 7)/8.
|N ∩ (Q + i) ∩ (Q − i)| = |Q ∩ (N + i) ∩ (N − i)| = (q + 1)/8.
|Q ∩ (Q + i) ∩ (N − i)| = |N ∩ (Q + i) ∩ (N − i)|
=
{
(q + 1)/8 if i ∈ Q,
(q − 7)/8 if i ∈ N.
|Q ∩ (Q − i) ∩ (N + i)| = |N ∩ (Q − i) ∩ (N + i)|
=
{
(q − 7)/8 if i ∈ Q,
(q + 1)/8 if i ∈ N.
(2) The case 2 ∈ N.
All the values are equal to (q − 3)/8.
Corollary 2.
(1) If 2 ∈ Q, then |V | = |V | = (q + 1)/2.
(2) If 2 ∈ N, then |V | = (q + 5)/2 and |V | = (q − 3)/2.
Theorem B. Suppose 2 ∈ N. Then the following hold.
(1) (i) The case p = 3.
H = 〈τ, ρ〉, the subgroup generated by τ and ρ, which is the 4-group.
(ii) The case p = 3.
H = 〈τ, ρ, π〉, the subgroup generated by τ, ρ and π , which is isomorphic to
A4, the alternating group of degree 4.
Here τ : x → −1/x, ρ : x → (x + 1)/(x − 1) and π : x → x + 1.
(2) The design (Ω , V G) with point set Ω and block set V G is a 3-(q + 1, (q − 3)/2, λ)
design, where
λ =
{
(q − 3)(q − 5)(q − 7)/64 for p = 3
(q − 3)(q − 5)(q − 7)/(3 · 64) for p = 3.
Remark. In [1, Theorem 6.3.2] a result containing the case q = p in Theorem A and
Corollary 1 is proved, by making skilful use of basic facts about quadratic residues
modulo p. In the next section we shall prove Theorem A with q = pe, using the quadratic
character of F .
2. Proof of Theorem A and Corollaries 1, 2
Throughout this section, we fix the following notation.
ψ: quadratic character of F defined by
ψ(x) :=


1 for x ∈ Q,
−1 for x ∈ N,
0 for x = 0.
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f (x) := 1 + ψ(x)
2
=


1 for x ∈ Q,
0 for x ∈ N,
1/2 for x = 0.
For i = 0, 1 ∈ F ,
αi := |(Q + 1) ∩ (Q + i) ∩ Q|,
βi := |(Q + 1) ∩ (Q + i) ∩ N |,
Ψi :=
∑
x∈F
ψ(x − 1)ψ(x − i)ψ(−2x),
Φi :=
∑
x∈F
f (x − 1) f (x − i) f (−2x).
To begin with, we recall elementary facts about the Jacobi sum and two translations of Q
or N .
Proposition 2.1. The following hold.
(1) ∑x∈F ψ(1 − x)ψ(x) = 1.
(2) For any i = j ∈ F,
|(Q + i) ∩ (Q + j)| = |(N + i) ∩ (N + j)| = (q − 3)/4.
|(Q + i) ∩ (N + j)| =
{
(q + 1)/4 if i − j ∈ Q,
(q − 3)/4 if i − j ∈ N.
Proof. (1) This is a special case of a well-known elementary fact about characters (see
e.g. [1, Theorem 2.1.1(c)]), but we give a direct proof. Noting that ψ(x) = ψ(x−1) for
x = 0 ∈ F and∑x∈F ψ(x) = 0, and that ψ is a homomorphism, we have∑
x∈F
ψ(1 − x)ψ(x) =
∑
x =0∈F
ψ(1 − x)ψ(x−1) =
∑
x =0∈F
ψ((1 − x)x−1)
=
∑
x =0∈F
ψ(x−1 − 1) =
∑
x =0∈F
ψ(x − 1) =
∑
x =−1∈F
ψ(x)
=
∑
x∈F
ψ(x)− ψ(−1) = −ψ(−1) = 1.
(2) Set α = |(Q−1)∩Q|, β = |(Q−1)∩N |, α′ = |(N−1)∩Q| and β ′ = |(N−1)∩N |.
We see that α = |(Q+1)∩Q|, β = |(N+1)∩Q|, α′ = |(Q+1)∩N | and β ′ = |(N+1)∩N |
by the translation: x → x + 1, and that α = β ′ by the transformation: x → −x . Also,
noting that for any subset S of F ,
|S ∩ Q| + |S ∩ N | =
{|S| − 1 if 0 ∈ S,
|S| if 0 /∈ S,
we have
α + β = β + β ′ = (q − 3)/2, α + α′ = α′ + β ′ = (q − 1)/2.
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By appropriate transformations, we see that
|(Q + i) ∩ (Q + j)| = |(N + i) ∩ (N + j)| = α = β ′,
|(Q + i) ∩ (N + j)| =
{
α′ if i − j ∈ Q,
β if i − j ∈ N.
In fact, by the transformations: x → x − j and x → x/(i − j), we see that
|(Q + i) ∩ (Q + j)| = |(Q + (i − j)) ∩ Q| =
{
|(Q + 1) ∩ Q| if i − j ∈ Q,
|(N + 1) ∩ N | if i − j ∈ N
and so that |(Q + i) ∩ (Q + j)| = α = β ′ for any i = j ∈ F . Similarly we see
the value of |(Q + i) ∩ (N + j)|. Also, by the transformation: x → −x , we see that
|(N + i) ∩ (N + j)| = |(Q − i) ∩ (Q − j)| = α.
Here we compute the value ofΦ :=∑x∈F f (1−x) f (x) in two ways. On the one hand,
by (1)
Φ =
(
q +
∑
x∈F
ψ(1 − x)ψ(x)
)/
4 = (q + 1)/4,
as
∑
x∈F ψ(x) =
∑
x∈F ψ(1 − x) = 0. On the other hand, the possible nonzero values of
f (1 − x) f (x) are 1 and 1/2 by definition, with the value 1 for x ∈ (N + 1) ∩ Q and the
value 1/2 for x = 0 or 1. Hence
Φ = |(N + 1) ∩ Q| + 1/2 + 1/2 = β + 1.
Therefore β = (q+1)/4−1 = (q−3)/4 and so α = β ′ = (q−3)/4, α′ = (q+1)/4. 
Remark 1. The values in (2) of the proposition are obtained by different elementary ways
not using (1) or characters. For example, α = |Q ∩ (Q − 1)| = (q − 3)/4 is obtained from
the fact that |Q  (Q − 1)| = 2(|Q| − |Q ∩ (Q − 1)| and Q  (Q − 1) = {0} ∪ (Q + 1)τ ,
where τ : x → −1/x (see [7, Lemma 2.5 (v) or Corollary 2.7 (ii)]).
Remark 2. If q − 1 is divisible by 4, then∑x∈F ψ(1− x)ψ(x) = −1, and we get similar
values as in (2):
|(Q + i) ∩ (N + j)| = (q − 1)/4,
|(Q + i) ∩ (Q + j)| =
{
(q − 5)/4 if i − j ∈ Q,
(q − 1)/4 if i − j ∈ N,
|(N + i) ∩ (N + j)| =
{
(q − 1)/4 if i − j ∈ Q,
(q − 5)/4 if i − j ∈ N.
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Lemma 2.1.
(1) For any i = j ∈ F,∑
x∈F
ψ(x − i)ψ(x − j) = −1.
(2) For any i = 0 ∈ F,∑
x∈F
ψ(x − i)ψ(−2x) =
{
1 if 2 ∈ Q,
−1 if 2 ∈ N.
Proof. (1) ψ(x − i)ψ(x − j) = 1 ψ(x − i) = ψ(x − j) = 1 or − 1 x ∈
((Q + i) ∩ (Q + j)) ∪ ((N + i) ∩ (N + j)).
Similarly,
ψ(x − i)ψ(x − j) = −1 x ∈ ((Q + i) ∩ (N + j)) ∪ ((N + i) ∩ (Q + j)).
By Proposition 2.1(2), we have
|((Q + i) ∩ (Q + j)) ∪ ((N + i) ∩ (N + j))| = (q − 3)/4 + (q − 3)/4
= (q − 3)/2,
|((Q + i) ∩ (N + j)) ∪ ((N + i) ∩ (Q + j))| = (q + 1)/4 + (q − 3)/4
= (q − 1)/2,
and hence∑
x∈F
ψ(x − i)ψ(x − j) = 1 · (q − 3)/2 + (−1) · (q − 1)/2 = −1.
A similar argument as above yields (2). 
Lemma 2.2. For any i = 0, 1 ∈ F,
αi + βi = (q − 3)/4.
Proof. As 0 = (−1)+ 1 /∈ Q + 1, we have
(Q + 1) ∩ (Q + i) = ((Q + 1) ∩ (Q + i) ∩ Q) ∪ ((Q + 1) ∩ (Q + i) ∩ N),
and the lemma follows from Proposition 2.1(2). 
Lemma 2.3. Let i = 0, 1 ∈ F.
(1) If 2 ∈ Q, then
Φi =
{
βi + 1/2 if i ∈ (Q + 1) ∩ N,
βi otherwise.
(2) If 2 ∈ N, then
Φi =
{
αi + 1/2 if i ∈ ((Q + 1) ∩ Q) ∪ (N + 1),
αi otherwise.
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Proof. The possible nonzero values of f (x − 1) f (x − i) f (−2x) are 1, 1/2, 1/4 or 1/8
by definition, and it is easily checked that they do not take 1/4 or 1/8.
f (x − 1) f (x − i) f (−2x) = 1 f (x − 1) = f (x − i) = f (−2x) = 1{
x ∈ (Q + 1) ∩ (Q + i) ∩ N if 2 ∈ Q,
x ∈ (Q + 1) ∩ (Q + i) ∩ Q if 2 ∈ N.
f (x − 1) f (x − i) f (−2x) = 1/2 ‘ f (x − 1) = f (−2x) = 1 and
f (x − i) = 1/2’ or ‘ f (x − 1) = 1/2 and f (x − i) = f (−2x) = 1’{
x = i and i ∈ (Q + 1) ∩ N if 2 ∈ Q,
‘x = i and i ∈ (Q + 1) ∩ Q’ or ‘x = 1 and i ∈ N + 1’ if 2 ∈ N.
These yield the lemma. 
Lemma 2.4. For any i = 0, 1 ∈ F,
Φi =
{
(q + 1 + Ψi )/8 if 2 ∈ Q,
(q − 3 + Ψi )/8 if 2 ∈ N.
Proof. By definition,
Φi = 18
{
q +
∑
x∈F
ψ(x − 1)+
∑
x∈F
ψ(x − i)+
∑
x∈F
ψ(−2x)+
∑
x∈F
ψ(x − 1)
× ψ(x − i)+
∑
x∈F
ψ(x − 1)ψ(−2x)+
∑
x∈F
ψ(x − i)ψ(−2x)+Ψi
}
.
Any one of
∑
x∈F ψ(x−1),
∑
x∈F ψ(x− i) and
∑
x∈F ψ(−2x) is equal to
∑
x∈F ψ(x) =
0, and the lemma follows from Lemma 2.1. 
By Lemmas 2.2–2.4, we have at once
Proposition 2.2. For any i = 0, 1 ∈ F, the following hold.
(1) The case 2 ∈ Q:
(αi , βi ,Ψi ) =


(
q−3−Ψi
8 ,
q−3+Ψi
8 , 4(βi − αi )
)
if i ∈ (Q + 1) ∩ N,(
q−7−Ψi
8 ,
q+1+Ψi
8 , 4(βi − αi − 1)
)
otherwise.
(2) The case 2 ∈ N:
(αi , βi ,Ψi ) =


(
q−7+Ψi
8 ,
q+1−Ψi
8 , 4(αi − βi + 1)
)
if i ∈ ((Q + 1) ∩ Q) ∪ (N + 1),(
q−3+Ψi
8 ,
q−3−Ψi
8 , 4(αi − βi )
)
otherwise.
(3) Ψi is divisible by 4.
For i = −1, we can precisely evaluate Ψi , αi and βi .
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Lemma 2.5. Ψ−1 = 0.
Proof. Since ψ is a homomorphism,
Ψ−1 =
∑
x∈F
ψ(x − 1)ψ(x + 1)ψ(−2)ψ(x) = ψ(−2)
∑
x∈F
ψ(x3 − x)
= ψ(−2)
(∑
x∈Q
ψ(x3 − x)+
∑
x∈N
ψ(x3 − x)
)
.
Noting that −1 ∈ N and x3 − x = −((−x)3 − (−x)), we have∑
x∈N
ψ(x3 − x) = ψ(−1)
∑
−x∈Q
ψ((−x)3 − (−x)) = −
∑
x∈Q
ψ(x3 − x),
whence Ψ−1 = 0. 
Proof of Theorem A. Noting that −1 = (−2)+ 1 and so that −1 /∈ (Q + 1) ∩ N when
2 ∈ Q and −1 /∈ ((Q + 1) ∩ Q) ∪ (N + 1) when 2 ∈ N , we have
α−1 = (q − 7)/8, β−1 = (q + 1)/8 if 2 ∈ Q,
α−1 = (q − 3)/8, β−1 = (q − 3)/8 if 2 ∈ N,
by Lemma 2.5 and Proposition 2.2. Also, we have for any i = 0 ∈ F ,
|Q ∩ (Q + i) ∩ (Q − i)| = |Q ∩ (Q + 1) ∩ (Q − 1)| = α−1
by the transformations: x → i x when i ∈ Q and x → −i x when i ∈ N , and Theorem A
follows. 
Remark. We can give a shorter proof of Theorem A only by using Proposition 2.1(2)
and Lemma 2.5, not using Proposition 2.2. In fact, if we set ψ˜(x) = ψ(x − 1)ψ(x +
1)ψ(−2x) and Xi = {x ∈ F | ψ˜(x) = i} for i = 0, 1,−1, then Lemma 2.5
implies |X1| = |X−1|, and so we have |X1| = (q − 3)/2 as X0 = {0, 1,−1} and
F = X0 ∪ X1 ∪ X−1. On the other hand, setting A = Q + 1, B = Q − 1 and C = −2Q
(so that C = Q when 2 ∈ N and C = N when 2 ∈ Q), we have by definition
−X1 = [F\(A ∪ B ∪ C)] ∪ [(A ∩ B)\C] ∪ [(A ∩ C)\B] ∪ [(B ∩ C)\A]
(disjoint union). This, together with |X1| = (q − 3)/2 and Proposition 2.1(2), yields
Theorem A by the inclusion–exclusion principle. We have given Proposition 2.2 as
information about αi and Ψi for any i = 0, 1 ∈ F .
Proof of Corollary 1. By the transformation: x → −x, we have
|Q ∩ (Q + i) ∩ (Q − i)| = |N ∩ (N + i) ∩ (N − i)| etc.
The first and second values of Corollary 1 are equal to α−1, β−1 respectively, and
are already shown in the proof of Theorem A. The fourth value is obtained from the
third by replacing i with −i . Hence it suffices to show the third value. Noting that
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F = (Q − i) ∪ (N − i) ∪ {−i} and that −i ∈ Q ∩ (Q + i) if and only if i ∈ N and
2 ∈ Q, we have
Q ∩ (Q + i) =


(Q ∩ (Q + i) ∩ (Q − i)) ∪ (Q ∩ (Q + i) ∩ (N − i)) ∪ {−i}
if i ∈ N and 2 ∈ Q,
(Q ∩ (Q + i) ∩ (Q − i)) ∪ (Q ∩ (Q + i) ∩ (N − i))
otherwise.
Hence, Proposition 2.1(2) and Theorem A yield
(q − 3)/4 =


(q − 7)/8 + |Q ∩ (Q + i) ∩ (N − i)| + 1 if i ∈ N and 2 ∈ Q,
(q − 7)/8 + |Q ∩ (Q + i) ∩ (N − i)| if i ∈ Q and 2 ∈ Q,
(q − 3)/8 + |Q ∩ (Q + i) ∩ (N − i)| if 2 ∈ N,
that is,
|Q ∩ (Q + i) ∩ (N − i)| =


(q − 7)/8 if i ∈ N and 2 ∈ Q,
(q + 1)/8 if i ∈ Q and 2 ∈ Q,
(q − 3)/8 if 2 ∈ N,
which is the third value. 
Proof of Corollary 2. Using Proposition 2.1(2), we have
|V | = |V0  V1  V−1| = |V0| + |V1| + |V−1|
− 2(|V0 ∩ V1| + |V0 ∩ V−1| + |V1 ∩ V−1|)+ 4|V0 ∩ V1 ∩ V−1|
= 3(1 + (q − 1)/2)− 2 · 3(1 + (q − 3)/4)+ 4(1 + |Q ∩ (Q + 1) ∩ (Q − 1)|)
= 4(1 + |Q ∩ (Q + 1) ∩ (Q − 1)|),
and Corollary 2 follows from Theorem A. 
3. Proof of Theorem B
Throughout this section, we use or fix the following notation.
For a, b, c, d ∈ F ,
σa,b,c,d : x → (ax + b)/(cx + d),
σa,b := σa,b,0,1 : x → ax + b.
τ := σ0,−1,1,0 : x → −1/x,
ρ := σ1,1,1,−1 : x → (x + 1)/(x − 1),
π := σ1,1 : x → x + 1.
For i ∈ F ,
Vi = {∞} ∪ (Q + i),
V i := Ω\Vi .
For integers a and b,
a | b : a is a divisor of b.
The next lemma is easily checked (see [7, Propositions 2.4, 2.6]).
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Lemma 3.1. We have
(1) For any σ = σa,b(a ∈ Q, b ∈ F) and i, j ∈ F,
V σi = Viσ , V σi = Viσ , (Vi  Vj )σ = ViσVjσ .
(2) V τ0 = V0, V τi =
{
V0  Viτ if i ∈ Q
V0  Viτ if i ∈ N.
Lemma 3.2. We have
(1) V τ = V .
(2) If p = 3, then V π = V .
(3) If 2 ∈ N, then V ρ = V .
Proof. (1) By Lemma 3.1, we have
V τ = V τ0 V τ1 V τ−1 = V0  (V0  V−1) (V0  V1) = V0  V−1  V1 = V .
(2) If p = 3, then 2 = −1, and so
V π = V π0 V π1 V π−1 = V1V2 V0 = V .
(3) If 2 ∈ N , then −2 ∈ Q and so ρ ∈ G, and we can write as ρ = σ1,−1τσ−2,1.
By Lemma 3.1,
V0
σ1,−1
V−1
τ
V0  V1
σ−2,1
V1  V−1,
V1 V0 V0 V1,
V−1 V−2 V0  V1/2 V1  V0.
Hence we have
V ρ = V ρ0 V ρ1 V ρ−1 = (V1  V−1) V1  (V1  V0) = V−1V1V0 = V . 
Lemma 3.3. If 2 ∈ N, then we have
(1) 〈τ, ρ〉 is a subgroup of H and is the 4-group. In particular, |H | is divisible by 4.
(2) If p = 3, then 〈τ, ρ, π〉 is a subgroup of H and is isomorphic to A4, the alternating
group of degree 4.
Proof. By Lemma 3.2, 〈τ, ρ〉 is a subgroup of H , and when p = 3, 〈τ, ρ, π〉 is a subgroup
of H . It is immediately checked that 〈τ, ρ〉 is the 4-group and that 〈τ, ρ, π〉 ∼= A4 if
p = 3. 
In order to show that H = 〈τ, ρ〉 when p = 3 and H = 〈τ, ρ, π〉 when p = 3, several
lemmas are necessary.
Lemma 3.4. If 2 ∈ N, then both (q + 1)/4 and |H |/4 are odd.
Proof. Since q = pe ≡ −1 (mod 4), it follows that p ≡ −1 (mod 4) and e must be odd.
Hence (q + 1)/(p + 1) is odd, so that 8 | (q + 1) if and only if 8 | (p + 1). Therefore, if
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8 | (q + 1), then 2 is a square in the prime field of F and so 2 ∈ Q. Thus, if 2 ∈ N , then
(q+1)/4 must be odd. Also, |H |/4 is odd, for |G|/4 = ((q+1)/4)(q(q−1)/2) is odd. 
Lemma 3.5. If p divides |H |, then p = 3.
Proof. Let σ be an element of order p of H . Since |Ω | = q + 1 and the number of
the fixed points on Ω of any nonidentity element of G is 0, 1 or 2, that of σ must be 1.
Since σ acts on V and V , we have either (i) |V | ≡ 1 (mod p) and |V | ≡ 0 (mod p) or
(ii) |V | ≡ 0 (mod p) and |V | ≡ 1 (mod p). If 2 ∈ Q, then |V | = |V | = (q + 1)/2 by
Corollary 2, and so neither (i) nor (ii) can occur. If 2 ∈ N , then |V | = (q + 1)/2 + 2 and
|V | = (q + 1)/2 − 2 by Corollary 2, and hence case (i) implies p = 3. Case (ii) implies
p = 5, which is impossible as (q − 1)/2 is odd. 
Lemma 3.6. Suppose 2 ∈ N. If r is an odd prime divisor of |H |, then r = 3. Further,
r = p = 3 or r = 3 is a divisor of (q − 1)/2.
Proof. Since 2 ∈ N , we have |V | = (q+1)/2+2 and |V | = (q+1)/2−2 by Corollary 2.
Let σ be an element of order r of H . Since |H | divides |G| = (q + 1)q(q − 1)/2, one of
the following can occur: (1) r | (q + 1), (2) r = p, (3) r | (q − 1)/2.
Case (1): The stabilizer of one point on Ω in G is of order q(q − 1)/2, which is not
divisible by r . Therefore σ has no fixed point on Ω . Also, as σ acts on V and V , r must
divide both |V | and |V |, and so r divides |V | − |V | = 4. This is impossible as r is odd.
Case (2): By Lemma 3.5, r = p = 3.
Case (3): Since r divides neither q + 1 nor q , σ has just two fixed points, say α, β on
Ω . Also, as σ acts on V and V , we may assume that one of the following can occur: (i)
α, β ∈ V , (ii) α ∈ V , β ∈ V , (iii) α, β ∈ V .
If (i) occurs, then r must divide |V | − 2 = (q + 1)/2, which is impossible as r divides
(q − 1)/2. If (ii) occurs, then r must divide both |V | − 1 and |V | − 1, and so r divides
(|V |−1)− (|V |−1) = 4, which is also impossible. If (iii) occurs, then r must divide both
|V | and |V | − 2, and so r divides |V | − (|V | − 2) = 6, whence r = 3. 
Lemma 3.7. Suppose 2 ∈ N.
(1) If p = 3, then H = 〈τ, ρ, π〉 ∼= A4.
(2) If p = 3, then one of the following holds.
(i) H = 〈τ, ρ〉,
(ii) 〈τ, ρ〉 ⊂ H ∼= A4.
Proof. Assume H = 〈τ, ρ〉. Then, by Lemmas 3.3 and 3.6, 〈τ, ρ〉 ⊂ H and |H | =
4 · 3d(d ≥ 1) with p = 3 or 3 | (q − 1)/2. From the well-known list of the subgroups
of G (see e.g. [6, II. 8.27]), we see H ∼= A4. In particular, in the case p = 3, we have
H = 〈τ, ρ, π〉 by Lemma 3.3. 
Lemma 3.8.
(1) If 2 ∈ Q, then V ∩ (−V ) = {∞, 0}.
(2) If 2 ∈ N, then V ∩ (−V ) = {∞, 0, 1,−1}.
264 S. Iwasaki / European Journal of Combinatorics 24 (2003) 253–266
Proof. Recall the definition V := V0  V1  V−1 and so obviously∞ ∈ V ∩ (−V ). Also,
0 ∈ V ∩ (−V ), for 0 /∈ V0, 0 = (−1) + 1 /∈ V1 and 0 = 1 + (−1) ∈ V−1. Let x
be any element of (V ∩ (−V ))\{∞, 0}. Assume x ∈ Q. Then x /∈ V1  V−1  −x , for
x ∈ V0  −x and x ∈ V  −x . By the definition of Vi , −x ∈ V1 implies x /∈ V−1 as
x ∈ N − 1, and −x /∈ V−1 implies x = 1 or x ∈ V1 as x /∈ N + 1 = F\({1} ∪ (Q + 1)).
Hence, if −x ∈ V1 and −x /∈ V−1, then x = 1, for otherwise x /∈ V−1 and x ∈ V1, which
contradict x /∈ V1  V−1. Similarly, if −x /∈ V1 and −x ∈ V−1, then x = 1. Therefore, if
x ∈ Q then x = 1. This also yields that if x ∈ N then x = −1.
On the other hand, obviously 1 ∈ V0 and 1 /∈ V1. Also, if 2 ∈ Q then 1 = 2 + (−1) ∈
V−1, and if 2 ∈ N then 1 /∈ V−1. This implies that 1 /∈ V if 2 ∈ Q and that 1 ∈ V if 2 ∈ N .
Similarly, −1 /∈ V if 2 ∈ Q and −1 ∈ V if 2 ∈ N . Thus, the lemma is proved. 
Lemma 3.9. If 2 ∈ N and p = 3, then the case (2)(ii) of Lemma 3.7 cannot occur, that is,
H = 〈τ, ρ〉.
Proof. Suppose that the case (2)(ii) of Lemma 3.7 occurs, and σ is an element of order 3
of H . σ normalizes the 4-group 〈τ, ρ〉, and so σ−1τσ = τ or ρ or τρ. If σ−1τσ = τ , then
H ∼= A4 has an element στ of order 6, which is impossible. Hence, σ−1τσ = ρ or τρ.
Since σ is an element of order 3 of G, note that we can write as
σ = σa,b,c,d , ad − bc = 1, a + d = ±1.
by direct calculation. Also, noting that
σ−1τσ = σac+bd,−(a2+b2),c2+d2,−(ac+bd), ρ = σ1,1,1,−1 and τρ = σ−1,1,1,1,
we have−(a2+b2) = c2+d2 whether σ−1τσ = ρ or τρ. From ad−bc = 1, a+d = ±1
and −(a2 + b2) = c2 + d2, we have the following four possibilities:
(i) d = −a + 1 and c = b + 1 (ii) d = −a + 1 and c = b − 1
(iii) d = −a − 1 and c = b + 1 (iv) d = −a − 1 and c = b − 1.
We will show that any one of (i)–(iv) cannot occur. First, we deal with the case
σ−1τσ = ρ. In this case, ac + bd = −(a2 + b2) = c2 + d2 and we set it u. Then
u2 = −1/2, for σ−1τσ = σu,u,u,−u and u(−u)− u · u = 1. If possibility (i) occurs, then
a = 1/2, b = u−1/2, c = u+1/2, d = 1/2, and so σ : x → (x+(2u−1))/((2u+1)x+1).
Hence, we see that σ moves 0 on V as
0
σ
2u − 1 σ −(2u − 1).
Therefore, 2u − 1 ∈ V ∩ (−V ). By Lemma 3.8 this implies 2u − 1 = 0, 1 or −1,
which is impossible as u2 = −1/2 and p = 3. Thus (i) cannot occur. Likewise, if
possibility (ii) occurs, then a = 1/2 − u, b = 1/2, c = −1/2, d = u + 1/2, and so
σ : x → ((1 − 2u)x + 1)/(−x + (2u + 1)). σ and τ move 0 and ∞ on V as
0
σ
1/(2u + 1) σ 1/(2u − 1) τ −(2u − 1) ∈ V ,
∞ σ 2u − 1 ∈ V .
Hence 2u − 1 ∈ V ∩ (−V ), which is impossible as in (i). Thus (ii) cannot occur. Similarly,
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possibilities (iii), (iv) under σ−1τσ = ρ and (i)–(iv) under σ−1τσ = τρ cannot occur,
proving the lemma. 
Proof of Theorem B. (1) is obvious from Lemmas 3.7 and 3.9.
(2) From the assumption that (q − 1)/2 is odd, it is easily checked that G acts
3-homogeneously on Ω . Hence, by a well-known fact (see e.g. [2, III. 4.6 Proposi-
tion] or [7, Proposition 2.1]), (Ω , V G) is a 3-(q + 1, |V |, λ) design, where λ =
|G|(|V |3 )/|H |(q+13 ). By Corollary 2 and Theorem B(1), we see the values |V | and|H |, and the result follows. 
4. Examples and closing remark
(1) When q = 19, we have V = {4, 7, 8, 10, 13, 14, 16, 17} and (Ω , V G) is a 3-
(20, 8, 42) design. This is the very same design that was constructed in [8, p. 267] since
6V = {1, 2, 3, 4, 5, 7, 8, 10} and V G = (6V )G .
(2) When q = 33, D = (Ω , V G) is a 3-(28, 12, 55) design. This is a new design. The
reason is as follows. As another known design with the very same parameters, there is the
design E constructed in [4, p. 90] (see also [9, p. 57]). We can show that AutD, the full
automorphism group of D, is Σ = PΣ L(2, 33) = G〈θ〉, where θ : x → x3, by using the
following: (i) The (2-transitive) permutation groups of degree 28 containing G properly
are PGL(2, 33), Σ , PΓ L(2, 33), A28 and S28 (see e.g. [3, pp. 600–601]). (ii) We see that
AutD does not contain the transformation µ : x → −x , by using G(−V ) = GV = H
and the list of the subgroups of G, and considering the normalizer NG (H ). (iii) Let α be a
primitive element of F such that α3 = α − 1. Then V = {α, α2, α3, α4, α6, α7, α9, α10,
α11, α12, α18, α21} and V θ = V .
G and so Σ have no subgroup of order 22 · 13, while AutE contains such a subgroup by
[4, p. 90]. Thus D is not isomorphic to E and so D is new, as asserted. This means that the
design in Theorem B is a new infinite family of 3-designs.
(3) If the design (Ω , V G) is a 4-design, then q = 107. This is easily obtained by using
the well-known basic fact that if D is a t-(v, k, λ) design, then for any s < t, D is a
s-(v, k, λs ) design with λs = λ
(
v−s
t−s
)
/
(k−s
t−s
)
. Further, when q = 107, the design (Ω , V G)
may be a 4-(108, 52, 5 · 7 · 13 · 17) design or a 5-(108, 52, 5 · 6 · 7 · 17) design. (The author
does not see if it is true or not.) But, this design cannot be a 6-design.
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