Abstract-A low complexity range-azimuth frequencymodulated continuous-waveform (FMCW) radar sensor using joint angle and delay estimation method without singular value decomposition (SVD) and eigenvalue decomposition (EVD) is presented in this paper. Conventional joint angle and delay estimation techniques exploit the dual-shift-invariant structure of received signals through matrix decompositions, such as SVD and EVD, which increases the computational burden. The proposed method utilizes the dual-shift-invariant structure through matrix inversion and performs angle and delay estimation using extended one-dimensional pseudospectrum searching instead of two-dimensional pseudospectrum searching to reduce the computational complexity. We demonstrate the effectiveness of the proposed method through Monte-Carlo simulations. The proposed algorithm is also verified by processing real FMCW data collected in an anechoic chamber.
I. INTRODUCTION
T HESE days, the utilization of radar sensor systems for civil applications has increased significantly in all weather conditions, including rain and fog [1] . Frequencymodulated continuous-wave (FMCW) radar systems have successfully been applied to measure the distance and speed of moving targets for a very long time. In recent years, FMCW radar sensor systems have been employed in a variety of applications: 1) car radar systems, such as short-range radar [2] and long-range radar sensor for intelligent cruise control and collision avoidance; parking; anticollision warning; traffic monitoring; and stop-and-go [3] - [6] in addition to 2) airborne applications, such as commercial and military radar sensor systems with high-resolution sensing and compact system size [7] - [11] . By using a mixer in an FMCW RF module, the received FMCW chirp waveforms can be transformed into sinusoidal waveforms that convey range and angle information. We call these sinusoidal waveforms beat signals. This transformation enables the use of simpler hardware and architecture, especially in digital signal processing, due to the low frequency ranges of the transformed beat signals in comparison with the bandwidth of FMCW signals.
For this reason, to estimate the azimuth angle, elevation angle, range, and velocity of unknown targets, joint parameter estimation techniques [13] - [18] have been combined with radar sensor systems. Among these techniques, two-dimensional (2D) super-resolution algorithms, such as 2D MUSIC and 2D ESPRIT, were used in [12] and [13] for joint azimuth angle and range estimation and joint azimuth angle and elevation angle estimation, respectively. Similarly, minimum variance distortionless response (MVDR) was used in [18] for automotive FMCW radar to jointly estimate range, angle, and velocity.
It is well known that subspace-based algorithms, such as MUSIC, ESPRIT and matrix pencil, show the best performance at SNRs up to 20-25 dB, as in [19] . However, they show unsatisfactory performance in the SNR range below 5 dB when the number of targets is unknown. Correct detection of the number of sources is a major issue, as in [20] and [21] MUSIC and ESPRIT, for high-resolution parameter estimation. Thus, the number of sources is generally assumed to be known when the MUSIC or ESPRIT algorithm is simulated as in [22] . In the case of MVDR (or Capon), the number of targets does not need to be known. However, its performance is not comparable to that of MUSIC and ESPRIT. The current state-of-the-art algorithms in joint range and azimuth angle estimation for FMCW radar sensors are 2D-MUSIC [23] and multi-dimensional Capon [18] .
In this paper, we propose a low-complexity super-resolution joint angle and delay estimation algorithm for range-azimuth FMCW radar sensor development. The phase shifts in time and arrays are exploited by the temporal and spatialtemporal smoothing technique of the proposed method. The proposed method is designed to estimate the range and angle sequentially without singular value decomposition (SVD) and eigenvalue decomposition (EVD) to reduce the computational burden. After range estimation, the paired angle estimation can be achieved by the proposed spatial-temporal auto-correlation matrix with the range estimation results.
We compared the performance of the proposed method with that of the current state-of-the art algorithms of 2D-MUSIC [23] , subspace-based auto-paired range and DOA estimation (SARAD) [24] , joint angle and delay estimation (JADE) [17] , and multi-dimensional Capon [18] through a variety of simulations and experiments. Through the simulations and experiments, we found that the proposed method achieves better performance than the conventional methods.
To evaluate the performance of the algorithm in a realistic environment, a 24-GHz FMCW radar RF module composed of a single transmitter, a single transmitting antenna array of five elements, three receiving antennas, and three receiving channels in [24] was utilized for the experiment. The RF module provided I/Q beat signals through a subminiature version A (SMA) connector, and the beat signals were captured using an oscilloscope.
II. SYSTEM MODEL
In this section, the signal model of FMCW radar sensor is presented. The transmitted FMCW chirp signal can be modeled by
where ω c denotes the carrier frequency, μ is the rate of change of the instantaneous frequency of the chirp signal, and T sym is the duration of the chirp signal. Then, the bandwidth of the FMCW chirp signal is defined by f BW =μT sym /2π. Consider M far-field, non-coherent, narrowband sources impinging on the uniform linear array (ULA) consisting of K elements. Let φ m and τ m denote the angle and the time delay of the m-th source. Then, the received signal at each antenna element can be represented by
where a m denotes the complex amplitude for the m-th source, λ s denotes the wavelength of the carrier signal, d is the spacing between adjacent antenna elements, and w k (t) is the additive white Gaussian noise (AWGN) signal at the k-th antenna element.
In an FMCW radar sensor, received chirp signals can be easily transformed into a sinusoidal waveform by de-chirping, which involves multiplying the received signal with the transmitted chirp replica, followed by low-pass filtering [25] . We call these sinusoids beat signals. The beat signals of the k-th element can be represented as in [25] by
wherew k (t) denotes the transformed AWGN signal. After analog-to-digital conversion, the discrete time model of (3) 
and
III. THE PROPOSED METHOD
The proposed method has a two-step estimation approach for the development of a low-complexity algorithm, which is convenient for hardware implementation. Two kinds of matrices, a temporal auto-correlation matrix and a spatial-temporal auto-correlation matrix, are used for delay estimation and paired angle estimation, respectively. The proposed method is based on only matrix inversion and 1-D pseudo-spectrum estimation without matrix decomposition.
Matrix decompositions, such as SVD and EVD, are known to incur a heavy computational burden as in [26] and [27] . Thus, high-resolution parameter estimation methods without SVD and EVD, such as Propagator [28] , have been used in radar signal processing for low-complexity realization as in [29] and [30] . Recently, the MVDR-like TOA estimation method was reported in [31] , which is quite similar to the delay estimation step of the proposed method. The main idea of the proposed joint angle and delay estimation method is in the use of a spatial-temporal auto-correlation matrix in the second step, which enables paired angle and range estimation. The proposed 2D parameter estimation approach using the spatial-temporal auto-correlation matrix is totally different from that in [31] , which makes use of only temporally averaged auto-correlation matrix for 1D parameter estimation.
Since the second step of the proposed method makes use of the spatial-temporal auto-correlation matrix, it is also possible to jointly estimate angle and delay using only the spatial-temporal auto-correlation matrix without using the results of the first delay estimation step. However, at this time, the 2D-searhcing process should be done with the spatial-temporal auto-correlation matrix in the second step, which significantly increases the computational burden. Thus, to avoid 2D-searching, we make use of the results of the delay estimation step.
A. Delay Estimation for the M-Sources
For delay estimation, the temporal auto-correlation matrix can be defined as
where L 1 is the selection parameter that satisfies L 1 >M, and the vector
Then, the temporal auto-correlation matrix R T can be factorized by
where
represent the eigenvalues for the M dimensional signal subspace, and σ 2 n denotes the noise variance, i.e., eigenvalues for the noise subspace of R T . Based on the factorization in (7), the matrix inversion of R T also can be factorized by
Assuming high SNR, i.e., δ m σ 2 n for m=0,…,M−1, the diagonal elements of Λ −1 and 1/σ 2 n satisfy the inequality δ m −1 1/σ 2 n for m=0,…,M−1. Then, let us denote the first term of (8) and the last term of (8) as R 1 (signal subspace) and R 2 (noise subspace), such that R −1
, where ε is temporal steering vector variable, −π≤ε< π,
Comparing the Frobenius norm of sR 1 with that of sR 2 ,
since E s and E n are unitary matrices, and
Therefore, the approximation is finally satisfied:
Since R 2 denotes noise subspace, the pseudo-spectrum estimation technique of the MUSIC algorithm can be used for delay estimation using orthogonality between signal and noise subspace, i.e., R 1 ⊥R 2 . Assuming Q points pseudospectrum, the Q steering vectors s 0 ,…,s Q−1 are defined such that
for q=0,…,Q−1. Then, the pseudo-spectrum is defined using L2-norm operation as
By the peak detection method, the M peaks can be detected, and the indexes {q 0 , q 1 ,…,q M−1 }, at which the M peaks are found, are used for delay estimation based on the relationship in κ m of (4), such that
B. Paired Angle Estimation Using M Delay Estimates
In [13] and [14] , the spatial-temporal smoothed matrix is used, and the dual-shift-invariant structure is exploited by joint diagonalization. The proposed method also exploits the dualshift-invariant structure, but it makes use of the specific form of a spatial-temporal auto-correlation matrix, such that
. . .
Here, L 2 denotes the selection parameter satisfying 2≤L 2 <K . The L 1 L 2 by 1 vector of b k,n involves two kinds of phase shifts, which can be defined between the adjacent L 1 elements and between adjacent L 2 segments. The temporally and spatially averaged auto-correlation matrix
To take a close look at the shift-invariant structure in the proposed spatial-temporal auto-correlation matrix, we provide the factorization model for R S−T with an assumption of no AWGN and the transformation matrix T, such that
In (17), it can be seen that the factorization matrix P is composed of two kinds of parameters, θ m and κ m , which are angle-induced and delay-induced parameters as in (4) . Thus, it can be said that there is dual-shift-invariant structure in the spatial-temporal auto-correlation matrix R S−T based on the factorization of (16)- (17). Thus, it is possible to jointly estimate θ m and κ m based on the factorization model from R S−T . However, at this time a high cost for 2D pseudo-spectrum searching is incurred. Thus, although joint parameter estimation can be achieved using only R S−T , we make use of the delay estimation results from R T to avoid 2D pseudo-spectrum searching with R S−T for low complexity. For the proposed method, the delay-induced phase shift κ m is first estimated. Then, paired angle estimation is possible with R S−T using estimates of κ m through extended 1D searching.
In the presence of noise signals, R S−T can be factorized using EVD by (18) where E S−T ,s denotes the signal subspace of R S−T , E S−T ,n denotes the noise subspace of R S−T , and
represents the diagonal matrix having M eigenvalues, corresponding to the M column vectors of E S−T ,s , and σ 2 S−T ,n denotes the noise variance, i.e., eigenvalues for noise subspace of R S−T . Herein, the M eigenvectors in E S−T ,s can also be related to P of (16), such that
where T M denotes the M by M non-singular transformation matrix as in [14] . The inverse of R S−T is calculated as
Let us define the first term of (20) and the last term of (20) as R S−T −I nv,1 (signal subspace for spatial-temporal auto-correlation matrix) and R S−T −I nv,2 (noise subspace for spatial-temporal auto-correlation matrix), respectively. In (10)-(11), the approximation using the Frobenius norm was derived for the inverse matrix of R T . In the same way, for the spatial-temporal steering vector,
, where ⊗ denotes the Kronecker product, and β is the spatial steering vector variable, −π≤ β<π, the following approximation is satisfied based on the inequality:
In the spatial-temporal steering vector s ext , two variables, ε and β, are involved. Unless the delay-induced parameter κ m is estimated, 2D searching should be done for joint estimation of θ m and κ m . However, when the M delay-induced parameters have been estimated, temporal variable ε can be fixed to the estimated results while the spatial variable β is still unknown. Thus, extended 1D searching is needed for the angle estimation corresponding to each of the estimated delays. Now, the delay estimation results q 0 , q 1 ,…, q M−1 of (14) are used here. Since q 0 , q 1 ,…, q M−1 are given, the paired angle estimation can be achieved from the extended 1D pseudo-spectrum searching with the extended 1D steering vectors s m, p for m=0,…,M−1.
For each of the given M delay estimation results, q 0 , q 1 ,…,q M−1 , a P points pseudo-spectrum can be made, such that
for p=−P/2,…,P/2−1 and m=0, . . . , M−1. We can see the estimated results q 0 , q 1 ,…,q M−1 in the steering vector of (22) . To estimate the angle corresponding to each of q 0 , q 1 ,…,q M−1 , M times 1D searching should be done using s m, p of (22) such that
where arcsin(·) denotes and inverse sine function. Finally, the paired angle and delay estimates can be obtained
.
C. Consideration for the Special Case for Targets at Identical Distances With Different DOAs
Now, we consider the specific case in which targets are at identical distances with different DOAs. For the convenience of expressing the merit of the proposed method in such a special case, we assume that the received FMCW signals from the two targets are at the same distances with different DOAs. The perturbation by AWGN is not considered here. For this case in which two targets have the same distance, the rank of the temporal auto-correlation matrix R T becomes one since the element vector
T involves only the delay-induced phase shift κ and we do not consider noise source.
Thus, theoretically, there is no way to recognize the two targets at the same distance using only the temporal autocorrelation matrix R T .
However, even if the two targets at identical distances are not separated in the first delay estimation step, the proposed method can detect the two targets at the same distance with different DOAs using the spatial-temporal matrix R S−T . As shown in Fig. 1 , the element vector b k,n of R S−T is designed to involve both of delay-induced phase shift and DOA-induced phase shift.
Unlike the element vector y k,n involving only the delayinduced phase shift, the spatial-temporal element vector b k,n involves not only the delay-induced phase shift but also the DOA-induced phase shift. Thus, when the two targets at the same distance with different DOAs are given, the rank of R S−T becomes two by the DOA-induced phase term, shown in Fig.1 . Therefore, theoretically, the two targets can be detected through the second step of the proposed method using R S−T . The SARAD method, which was recently reported in [24] , is designed to make use of the stacked matrix,
In the case of the stacked matrix D of SARAD, the Hankel snapshot matrices are stacked in only the column direction. At this time, when two targets at the same distance with different DOAs are assumed, the rank of the stacked matrix D becomes one with an assumption of no AWGN since the element matrices are stacked only in a column direction, as can be seen in (24) . Thus, theoretically, the SARAD cannot distinguish the two targets at the same range with different DOAs.
In the case of JADE [17] , it is designed to make use of the temporal auto-correlation matrix and spatial auto-correlation matrix separately for low complexity. Thus, the two targets at the same range with different DOAs cannot be detected correctly by JADE either.
D. Performance Comparison With Capon and MUSIC
When Capon [32] is applied with the temporal autocorrelation matrix R T , the pseudo-spectrum is defined by
which is quite similar to p[q] of (13) but a little different.
In this section, we are focused on analyzing the difference between the proposed method and Capon. Now, we shall analyze the Capon method of (25) in the subspace domain. The temporal auto-correlation matrix R T can be factorized by
where V is the matrix of eigenvectors of R T , and Λ is a diagonal matrix containing the corresponding eigenvalues. Let us define V s and V n as the L s and L n eigenvectors of the signal and noise subspaces, respectively. Matrices can be grouped according to signal and noise elements as follows:
By assuming orthonormality, V −1 =V H , the inverse of R T can be represented by
Then, p Capon [q] of (25) is rewritten using (28) by
In the case of MUSIC of [33] , the pseudo-spectrum is defined by
Note that the original MUSIC algorithm of (30) can be viewed as a modification of (29) in which the matrices corresponding to the signal space are dropped,
s V H s = 0, and the noise eigenvectors are changed by ones, Λ n =1. Unlike MVDR of (29), the pseudo-spectrum of MUSIC in (30) is generated by using only noise subspace. Thus, sharper peaks occur in the pseudo-spectrum of MUSIC than in that of MVDR as seen in Fig.1 Now, the pseudo-spectrum of the proposed method in (13) can be rewritten using the subspace representation of (28) by
If the steering vector s q is spanned by (29), and p[q] of (31) are reduced to
Then, p Capon [q] of (32) is simplified to
and p [q] of (32) is rewritten using the property of unitary matrix V H s V s = I by
If the steering vector s q is spanned by V n , s * q V s = 0. Then, p Capon [q] and p [q] are given in the same way as in (32)- (34): 
In the same way, the ratio of p sig [q] to p noise [q] is approximated by
In (31)- (34), the steering vector s q is assumed to be spanned by V s , which leads to s * q V s =1 if |s q | 2 =1. In contrast, the steering vector s q is assumed to be spanned by V n in (35) , which leads to s * q V n =1 if |s q | 2 =1. Assuming the normalized steering vector (|s q | 2 =1), R Capon of (36) and R Prop of (37) can be simplified to
As the average signal-to-noise ratio (SNR) increases, the ratios of (38) , which depend on the eigenvalues of signal and noise subspaces, increase. Then, sharper peaks appear in the estimated pseudo-spectra. Comparing R Capon of (36) with R Prop of (37), the following approximation is established from (38) :
Consequently, the approximation of (39) Fig. 2 compares the pseudo-spectra of MUSIC and Capon with that of the proposed method with SNR=15 dB. Each pseudo-spectrum in Fig.2 is normalized to its maximum value. Although two peaks are observable for all methods, the peaks of Capon are not as sharp as the peaks of MUSIC and the proposed method. 
IV. SIMULATION RESULTS
We considered a uniform linear array with 4 elements with half-wavelength spacing and simulated a single-source scenario and multiple-source scenarios with 2 and 5 uncorrelated signal sources. An FMCW chirp signal of f BW =100 MHz was used for Monte-Carlo simulations. The signal parameters were the following: ω c =2π·24·10 9 , μ=2π·60·10 12 , T sym =5 μs, f s =20 MHz, and N=100. In this section, the SNR term indicates the input SNR per time sample and per antenna element. The performance of each algorithm was measured in terms of root-mean-square error (RMSE). The angle and delay estimation results are compared with those of SARAD [24] , JADE [17] , 2D-MUSIC [23] , and 2D-Capon [34] . In the case of a single-source scenario, we compared the simulated RMSEs of the above algorithms with the derived Cramer-Rao Lower Bound (CRLB). To test the decomposition capability of the algorithms, we tested the algorithms with various multitarget scenarios.
A. Single-Target Scenario
Here, we assumed two narrowband signals impinging on the array from the angle and range of (5°, 3 m).
To verify the performance of the proposed method and the conventional methods without considering the mutual interference between the multiple sources, we compared the simulated RMSEs with the derived CRLB, which was analyzed in [35] .
Putting the half-wavelength spacing d=λ s /2 in (5), the DOA-induced phase shift θ 0 is simplified as θ 0 =exp( j πsinφ 0 ).
When M antenna elements are given with the N samples for each of the K elements, the CRLB for the θ m is given with the assumption of sufficiently large N from [35] by
where SNR denotes the average signal to noise ratio for the received sample for the K antennas. As can be seen in (23), the arcsin function is essentially needed to remove the sine function from the DOA estimation process. However, this non-linear mapping function 'arcsin' affects the performance of the DOA estimation algorithm. Thus, DOA estimation performance is affected by the value of φ 0 , i.e., DOA estimation performance is degraded as φ 0 gets close to ±π/2. In this paper, this kind of arcsin effect is assumed to be ignored. Then, the CRLB for the variance of an unbiased estimator is given by
For the assumed single target, we derived the RMSEs of the algorithms with SNRs. The simulated RMSEs of the proposed method and the conventional algorithms for DOA estimation are compared with the derived CRLB of (41) in Fig.3-(a) . The RMSEs of the algorithms for delay estimation are compared in Fig.3-(b) . As shown in Fig. 3 , the RMSEs of the algorithms are similar.
B. Multi-Target Scenario
Although the algorithms show similar performance in the case of a single target, the RMSEs of the algorithms are shown in a different way for each algorithm in the case of multiple targets as shown in Fig.4 and Fig.5 . With multiple targets, the RMSEs are mainly determined by the decomposition capabilities of the algorithms. For example, if the algorithms fail to decompose two targets into individual ones, large-scale DOA and range estimation errors occur not because of the lack of SNR but because of mutual interference between the two undecomposed targets.
Example 1: In this example, we assume the narrowband signals impinging on the array from the two sources distantly placed at (−20°, 1 m) and (35°, 8 m) .
As shown in Fig.4 , the proposed method shows the best performance among the algorithms in the SNR areas below 0 dB. This is due to its superior decomposition capability, especially at low SNRs. At SNRs over 0 dB, the performance of the proposed method is similar to that of 2D-MUSIC and SARAD. When two targets are given, the most important factor of the algorithms is to distinguish the two targets correctly. Unlike the RMSEs for the single target in Fig. 3 , the RMSEs for the multiple targets are affected by how well the two targets are separated from each other by the algorithms. As seen in Fig. 4 , at SNRs below 12 dB, 2D-Capon shows the worst performance since the two targets are not distinguished correctly but recognized as a single target, whose range and DOA estimation are almost the same as the average of the ranges and DOAs of the two targets. These undecomposed targets lead to the large-scale error until they are decomposed into individual targets, as shown in Fig. 4 . At SNRs over 12 dB, all of the algorithms show similar performance.
Even if the two targets are decomposed well by the algorithms, the RMSEs at the SNRs over 12dB in Fig. 4 are slightly worse than those in the case of a single target shown in Fig. 3 . This is due to the interference between the signals reflected from the two targets.
Example 2:
In this example, we assume narrowband signals impinging on the array from two sources closely placed at (5°, 1 m) and (10°, 2 m). The RMSEs are shown with the derived CRLB of (41) in Fig.5 . Comparing the RMESs of Fig. 5 with those in Fig.4 , it can be seen that a higher SNR is needed for the algorithms to decompose the two targets correctly. As seen in Fig. 5 , the RMESs are saturated in the specific SNR interval for each of the algorithms except the proposed method. When an SNR of −4 dB is assumed, the RMSEs of range and DOA estimations for all of the algorithms are almost the same, as seen in Fig. 5 . However, when an SNR over −4 dB is given, the RMSEs of the proposed method for range and DOA estimation decreases in proportion to the SNR since the proposed method successfully decomposes the two targets. However, in the case of 2D-MUSIC, the RMSEs begin to decrease from an SNR of 4 dB, which means that two targets can be decomposed by 2D-MUSIC at SNRs over 4 dB. In the cases of SARAD and JADE, the RMSEs start to decrease at the SNR of 8 dB. For 2D-Capon, an SNR higher than 12 dB is needed to decompose the two targets correctly, as shown in Fig. 5 .
Example 3: In the next example, we assume narrowband signals impinging on the array from 5 sources at (−60°, 10 ns), (−30°, 25 ns), (0°, 40 ns), (30°, 55 ns), and (60°, 70 ns). Figure 6 depicts the 2D pseudo-spectra in delay-angle map for 2D-Capon, 2D-MUSIC, and the proposed method with different SNRs of 5 dB and 20 dB.
In fact, even if there are no delay estimation results, the second step of the proposed method can achieve the joint estimation of delay and DOA by using 2D searching in the delay-angle map instead of extended 1D searching. In this subsection, the 2D pseudo-spectrum of the proposed method is derived using the spatial-temporal auto-correlation matrix with 2D searching to show the resolution of the proposed method.
At an SNR of 5 dB, the 2D-Capon and 2D-MUSIC algorithms were not able to differentiate closely spaced targets well. With the proposed algorithm, all targets were clearly separable. At an SNR of 20 dB, almost all methods performed well except the 2D-Capon method, which did not show clearly separated peaks.
V. COMPUTATIONAL COMPLEXITY
To compare the required processing time of the conventional methods with that of the proposed method, we implemented not only the proposed algorithms but also conventional algorithms, namely, 2D MUSIC, 2D ESPRIT, and 2D-Capon, in C language with the matrix computation libraries for SVD, EVD, and matrix inversions in [36] . We tested the implemented algorithms with the TMS320C6455 fixed-point digital signal processor of [37] , running at 1 GHz, which was provided by Texas Instruments.
The processing time for each of the implemented algorithms was measured by Code Composer Studio (CCS) which provides tools for configuring, building, debugging, and analyzing. The CCS can observe the output of a DSP algorithm through a JTAG emulator, and the profiler of the CCS can measure execution cycles for the implemented algorithms. The FMCW chirp parameters used in the preceding section for Monte-Carlo simulations are applied for computation complexity in the same way. The executed processing times for the implemented TOA estimation algorithms are summarized in Table 1 .
In the case of 2D-MUSIC, the matrix decomposition of SVD or EVD and 2D pseudo-spectrum searching are needed. In the case of 2D-ESPRIT, there is no need for 2D searching, but joint diagonalization [15] , which requires iterative matrix processing, should be done for joint estimation. In the case of 2D Capon, although there is no need for matrix decompositions, 2D searching should be done. For the proposed method, there is no need for matrix decomposition or 2D searching.
VI. EXPERIMENTAL SETUP
To verify the effectiveness of the proposed method in a real environment, we performed a variety of experiments inside an anechoic chamber located at Daegu-Gyeongbuk Institute of Science & Technology (DGIST) in Korea. The chamber, shown in Fig. 7 , was built for wireless signals of 8 GHz to 110 GHz. The dimensions are 10 m (L) × 5 m (W) × 4 m (H). As shown in Fig. 7 , a maximum of four targets, which could move back and forth, were used for our experiments. By using the chamber environment, we could avoid the negative effect of unknown echoes on the algorithm performance. The size of the iron targets, shown in Fig. 7 , was 6 cm (L) × 10 cm (W).
We developed the radar testing scenario as shown in Fig. 8 . Instead of direct implementation of the algorithms on an FPGA or DSP chip, we made a data logging system, in which a radar RF transceiver is controlled by a DSP board. The transmitted signal of the RF transceiver is generated by an external signal from the DSP board. The beat signals are captured by a Tektronix TDS8200 sampling oscilloscope. The captured data was used to test the algorithms as described in the next section.
A. RF Transceiver
A block diagram of the 24-GHz FMCW radar sensor system is shown in Fig. 9 . The system comprises a single transmitter, a single transmitting antenna array of five elements, three receiving antennas, and three receiving channels. The transmitter generates FMCW signals. The initial transmission time of each sweep is determined by a signal processing board. The received signal from the receiving antennas is used to process the proposed algorithm. A photograph of the 24 GHz radar sensor system is shown in Fig. 10 . The transmitter contains a voltage-controlled oscillator (VCO), frequency synthesizer, and a 26 MHz oscillator. To generate the FMCW source, a frequency synthesizer controls the input voltage of the VCO. The source sweeps over the range of 24.025-24.225 GHz with 8 dBm output power as shown in Fig. 11 . An RF signal is moved to the TX antenna and receiver mixer via the power divider. The power divider with an S21 parameter of −6 dB, an S31 parameter of −1.5 dB, and an S11 parameter of −20 dB were used.
The receiver comprises three LNAs, three mixers, three high-pass filters (HPF), and three low-pass filters (LPF). The receiver has an overall noise figure of 8 dB. The gain and noise figure of the LNAs are 14 dB and 2.5 dB, respectively. An RF signal is downconverted to an IF signal (beat signal) by the mixer. The measured 3 dB cutoff frequency of the HPFs and the LPFs are about 13 KHz and 2 MHz, respectively.
As illustrated in Fig. 9 , we only used two antennas for our experiments, not all three. Beat signals are captured by the oscilloscope. The sampling rate of the A/D converters of the oscilloscope is 5 MHz.
B. Antennas
A three-element linear array of receiving antennas with a half-wavelength inter-element spacing is used in the current system implementation. Each antenna element in this array is a multi-patch antenna. This multi-patch antenna has a gain of 15.6 dBi and a 3-dB beamwidth of 24°. Another multi-patch antenna of the same type is used for the components of the transmitting antenna. The measured radiation pattern of the antenna with horizontal polarization is shown in Fig. 12 .
C. Signal Capture
The received signal of the FMCW radar from the RF transceiver is shown in Fig. 13 . There are two kinds of output of the RF transceiver. One is the input signal of the VCO in the transmitted part at the top of Fig. 13 . Through the input signal, we can know the sweep direction of the transmitted chirp signal for the FMCW radar. The other is the beat signal reflected from the object shown at the bottom of Fig. 13 . The dynamic voltage of the beat signal is 0.5 Vp-p. Overshoot between sweeps occurs because of the radical frequency change.
D. Transform for Complex Signal Generation
To evaluate the algorithms including the proposed method, complex beat signals are required, as modeled in (3). However, real beat signals, rather than complex beat signals, are generated for the received signals at the two antennas in the RF module as shown in Fig. 6 . Thus, we adopt the DFT-based transformation proposed in [38] .
It is well known that a real-valued continuous-time signal has the property that its frequency spectrum is complex symmetric. Thus, the negative frequency half of the signal spectrum contains redundant information with respect to the positive frequency half. Let us denote the discrete time These complex-valued beat signals were used for the verification of the algorithms.
VII. EXPERIMENTS
In our chamber environment, we carried out two kinds of experiments, single-target experiments and multi-target experiments. For performance evaluation, the two-dimensional pseudo-spectra of the proposed method, 2D-MUSIC, and 2D-Capon were compared. In this section, the 2D pseudospectrum of the proposed method is derived using the spatial-temporal auto-correlation matrix with 2D searching to show the resolution of the proposed method.
The detected peaks of the pseudo-spectrum representing range and azimuth angle were also plotted for performance comparison.
A. Single-Target Experiments
We evaluated the performance of the proposed method with a single-target scenario in the chamber. In this subsection, two single-target scenarios are discussed. When a target was located at an angle of 25°and a range of 3.5 m relative to the FMCW RF module, the 2D range-angle spectrum of the proposed method was obtained as shown in Fig.14. In Fig.14 , the peak is found at an angle of 24.045°and 3.375 m. Thus, the ranging error is 0.125 m, and the angle error is about 1°.
B. Multi-Target Experiments
To evaluate the effectiveness of the proposed method in a multi-target environment, we performed experiments with two targets and compared the pseudo-spectrum of the proposed method with those of the conventional methods 2D-Capon and 2D-MUSIC.
When the two targets were placed at [R 1 For the proposed method, the two peaks were detected from the range-angle spectrum, as indicated in Fig. 17 For the gathered samples, the approximately estimated SNR is 13dB by the SNR estimation method in [39] . This SNR is enough for 2D-MUSIC and the proposed method to obtain two sharp peaks clearly, while 2D-Capon produces pointless two peaks. This tendency is similar to the simulation results in Fig. 6 , in which the five sharp peaks are obtained for the proposed method and 2D-MUSIC in high SNR of 20dB, while the pointless peaks are obtained for the 2D Capon.
VIII. CONCLUSION
We proposed a low-complexity super-resolution joint angle and delay estimation method without SVD and EVD for the realization of low-complexity range-azimuth FMCW radar sensors. We verified the effectiveness of the proposed method through Monte-Carlo simulations and evaluated the performance of the proposed method using the real data of the FMCW radar sensor implemented in an anechoic chamber. The proposed method achieved good results in comparison with other methods.
