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CONTINUATIONS OF HERMITIAN INDEFINITE
FUNCTIONS AND CORRESPONDING
CANONICAL SYSTEMS: AN EXAMPLE
Heinz Langer, Matthias Langer, and Zolta´n Sasva´ri
Received: 29.04.2003
Abstract. M.G. Kre˘ın established a close connection between the continuation
problem of positive definite functions from a finite interval to the real axis and the
inverse spectral problem for differential operators. In this note we study such a
connection for the function f(t) = 1 − |t|, t ∈ R, which is not positive definite
on R: its restrictions fa := f |(−2a,2a) are positive definite if a ≤ 1 and have one
negative square if a > 1. We show that with f a canonical differential equation or a
Sturm–Liouville equation can be associated which have a singularity.
1. Introduction
1.1. Let 0 < a ≤ ∞ and κ ∈ N ∪ {0}. Recall that a continuous complex valued
function (or kernel) F (t, s), defined for s, t in some set D, is said to have κ negative
squares if F (t, s) = F (s, t), s, t ∈ D, and the maximum of the numbers of negative
eigenvalues, counted with multiplicities, of the matrices
(
F (tj , tk)
)n
j,k=1
, n ∈ N,
t1, . . . , tn ∈ D, is equal to κ; if κ = 0, the kernel F (t, s) is called positive definite.
Following [12], by Pκ;a (Gκ;a, respectively) we denote the set of all functions f
(g, respectively) that are defined and continuous on the interval (−2a, 2a) and such
that f(−t) = f(t) (g(−t) = g(t), respectively) and the kernel
f(t− s)
(
Gg(t, s) := g(t− s)− g(t)− g(s) + g(0), respectively
)
, s, t ∈ (−a, a),
has κ negative squares; functions of the class P0;a are also called positive definite
on (−2a, 2a). If κ = 0, functions f ∈ P0;a and g ∈ G0;a and their continuations to
the whole real axis R within the class P0;∞ and G0;∞, respectively, play a decisive
role in M.G. Kre˘ın’s method for solving inverse spectral problems, see [9], [10], [11].
Key words and phrases. Inverse spectral problem, continuation of Hermitian functions, canon-
ical differential system, Titchmarsh–Weyl coefficient, Pontryagin space, symmetric operator, self-
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In particular, suppose that a given function g ∈ G0;∞ has an accelerant, that is it
admits a representation
(1.1) g(t) = g(0)− α|t| −
∫ t
0
(t− s)H(s) ds, t ∈ R,
with some α > 0 and a function H ∈ L1loc(R), H(−t) = H(t), t ∈ R (note that
H(t) = −g′′(t) almost everywhere). Using continuous analogues of orthogonal poly-
nomials, M.G. Kre˘ın derived a canonical system, whose spectral measure coincides
with the spectral measure of g (which is the measure in the integral representation
of g ∈ G0;∞, see [14, (11.16)]).
If κ > 0 and 0 < a < ∞, in [14] for a function g ∈ Gκ;a with accelerant which
has infinitely many continuations in Gκ;∞ a description of all these continuations
was given, and a canonical system was associated with g. However, this canonical
system could be defined only on intervals not containing a singular point of g. We
recall the definition of a singular point of g ∈ Gκ;a: consider for 0 < a′ < a the
restriction ga′ := g|(−2a′,2a′) and let κ(a′) be the number of negative squares of the
kernel Gga′ (t, s), s, t ∈ (−a′, a′). Since g is supposed to have an accelerant, κ(a′)
is zero for sufficiently small a′, and it is piecewise constant and nondecreasing on
(0, a). A point a0 ∈ (0, a) is singular for g if κ(a′) has a jump at a0. Up to now the
general form of the ‘canonical system’ in such a singular point is not known.
The canonical system which is defined by a function g ∈ Gκ;a with accelerant
is related to the continuation problem as follows, see [14]. Consider for x ∈ (0, a)
which is not a singular point for g the function gx = g|(−2x,2x). Then gx ∈ Gκ(x);x
with some κ(x), 0 ≤ κ(x) ≤ κ, and all its continuations g˜x ∈ Gκ(x);∞ are described
by a formula
(1.2) i z2
∫ ∞
0
ei zt g˜x(t) dt =
w11(x; z)τ(z) + w12(x; z)
w21(x; z)τ(z) + w22(x; z)
, Im z > γ,
for some γ ≥ 0. In fact, there exist four entire functions wjk(x; · ), j, k = 1, 2, such
that the fractional linear transformation (1.2) establishes a bijective correspondence
between all continuations g˜x ∈ Gκ(x);∞ of gx and all τ ∈ N˜0; by N˜0 we denote the
class of all Nevanlinna functions (these are the functions which are holomorphic in
the upper half-plane and have a non-negative imaginary part there) augmented by
the constant ∞. The matrix function W( · ; z) =
(
w11( · ; z) w12( · ; z)
w21( · ; z) w22( · ; z)
)
, some-
times called the resolvent matrix of this continuation problem, is shown to satisfy
the canonical system
(1.3)
dW(x; z)
dx
J = zW(x; z)H(x)
on the subintervals of [0,∞) containing no singular points of g, and the initial
condition
(1.4) W(0; z) =
(
1 0
0 1
)
;
here J :=
(
0 −1
1 0
)
, and the Hamiltonian H(x) is a continuous 2 × 2-matrix
function, with values being real symmetric matrices, see [14, Theorem 11.2].
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In the present note we derive this Hamiltonian of the canonical system in (1.3)
explicitly for the function g:
(1.5) g(t) := −|t|+ t2/2, t ∈ R,
i.e., α = 1 and H(s) ≡ −1 in (1.1). It follows from [14, Theorem 2.1]1 that
ga = g|(−2a,2a) ∈
{
G0;a if 0 < a ≤ 1,
G1;a if 1 < a ≤ ∞,
hence g ∈ G1;∞ and it has one singular point a0 = 1. The Hamiltonian H(x) of the
corresponding canonical system (1.3) is singular at 1, which means that its trace is
not summable there. In fact we show in Theorem 7.1 below that for the function g
in (1.5) we have
(1.6) H(x) =
( (x− 1)2 0
0
1
(x− 1)2
)
, x ∈ [0,∞) \ {1}.
That is, the initial value problem (1.3), (1.4) for the resolvent matrix W(x; z) from
(1.2) becomes
(1.7)
dW(x; z)
dx
J = zW(x; z)
( (x− 1)2 0
0
1
(x− 1)2
)
, W(0; z) =
(
1 0
0 1
)
.
1.2. The formula (1.2) can be derived using the extension theory of symmetric
operators in a Hilbert or Pontryagin space, see [14]. In fact, the right-hand side of
(1.2) describes the set of all u-resolvents of a symmetric operator in the reproducing
kernel Hilbert or Pontryagin space generated by the kernel Ggx(t, s), s, t ∈ (−x, x),
with an improper (that is a generalized) module element u. In order to avoid
generalized elements in the present note we use a connection between functions
g ∈ Gκ;a and f ∈ Pκ;a from [12, Section 5] and [14, Section 5]. In fact, together
with g we consider the simpler function f :
(1.8) f(t) := 1− |t|, t ∈ R.
It is connected with the function g in (1.5) by the integral equation
(1.9) −
∫ t
0
(t− s)2
2
f(s) ds+
∫ t
0
f(s)g(t− s) ds =
∫ t
0
g(s) ds, t ∈ R;
this connection between g and f becomes more transparent if one considers the
one-sided Fourier transforms, see (6.4) below. The function f has the property (see
(i) in Subsection 1.5)
fx = f |(−2x,2x) ∈
{
P0;x if 0 < x ≤ 1,
P1;x if 1 < x <∞,
1Observe that in (1.5) α = 1/2, whereas in [14, Theorem 2.1] α = 1.
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and a great part of this note is concerned with the explicit description of the set
of all continuations f˜x ∈ P0;∞ or ∈ P1;∞ of fx for x < 1 and x > 1, respectively
(observe (ii)–(iv) in Subsection 1.5). Analogously to (1.2), these continuations are
given by a formula
(1.10) i
∫ ∞
0
ei zt f˜x(t) dt =
ŵ11(x; z)τ(z) + ŵ12(x; z)
ŵ21(x; z)τ(z) + ŵ22(x; z)
, Im z > γ,
and it is shown that the resolvent matrix Ŵ(x; z) from (1.10) satisfies the same
differential equation as W(x; z) in (1.7) but a different initial condition:
(1.11) Ŵ(0; z) =
(
1 0
−z 1
)
.
We mention that the z-dependence of the initial condition (1.11) for Ŵ(x; z)
could be avoided by extending the canonical system to the interval [−1,∞) with
the Hamiltonian
H˜(x) :=

(
0 0
0 1
)
if − 1 ≤ x < 0,
H(x) if x ≥ 0.
1.3. The differential equation in (1.3) corresponds to the initial value problem
(1.12) −J dy(x)
dx
= zH(x) y(x), 0 ≤ x ≤ a, y1(0) = 0,
where y =
(
y1
y2
)
. Here ‘corresponds’ means that in case of a non-singular non-
negative Hamiltonian (in our example for instance for a < 1) the spectral measures
for the problem (1.12) are described through a formula (1.2) (with W(x; z) deter-
mined by the problem (1.3)) as the spectral measures of the Nevanlinna function
on the right-hand side of (1.2) with x = a if the parameter τ runs through the class
N˜0, see [5].
For the function f from (1.8) if a < 1, the Hilbert space Π(fa) and the symmetric
operator Sa, which are the main objects in our construction (see Sections 2 and 3),
are in a canonical way isomorphic to the Hilbert space L2(H˜; a) of all 2-vector
functions on [−1, a] with inner product∫ a
−1
(
H˜(x)
(
ϕ1(x)
ϕ2(x)
)
,
(
ψ1(x)
ψ2(x)
))
dx,
and the minimal symmetric operator in L2(H˜; a) generated by the initial value
problem
(1.13) −J dy(x)
dx
= z H˜(x) y(x), −1 ≤ x ≤ a, y1(−1) = 0.
If a > 1, with the singular (in x = 1) Hamiltonian H˜ a Pontryagin space with
negative index one (cf. [4]) and also a minimal symmetric operator can be associated
which are again isomorphic to the space Π(fa) and the symmetric operator Sa
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from Section 3. The construction of Pontryagin spaces ‘L2(H˜; a)’ and operators
associated with a Hamiltonian with singularities will be considered elsewhere.
If the problem (1.12) with H from (1.6) is considered as a singular problem on
the interval [0, 1), the corresponding Titchmarsh–Weyl coefficient in the class N0 is
tan z
z2
− 1
z
= i
∫ ∞
0
ei zt f˜1(t) dt,
where f˜1 is the periodic extension (1.14) of f1. If a > 1, then all the extensions
f˜a of fa are extensions in P1;∞ of the function f1. In other examples it happens
that for a singular point x0 of the Hamiltonian there exists a number κ0 > 1 such
that the positive definite function fx0 has no continuous continuations in the classes
Pκ;∞ for 1 ≤ κ < κ0 but infinitely many continuations in Pκ0;∞ (see [15], where
this number κ0 was determined by means of the Titchmarsh–Weyl coefficient for
the interval [0, x0), cf. also [6]).
1.4. We outline the contents of the paper. For a 6= 1 in Section 2 we introduce the
Hilbert or Pontryagin space Π(fa) which is the reproducing kernel space generated
by the Hermitian kernel fa(t − s), s, t ∈ (−a, a). A corresponding symmetric
operator Sa with defect index (1, 1), which is, roughly, the differentiation operator,
is introduced in Section 3, and the self-adjoint extensions of Sa are described in
Section 4. An application of M.G. Kre˘ın’s formula for the generalized resolvents
yields in Section 5 an explicit formula of the form (1.10) for the continuations f˜a ∈
P0;∞ or ∈ P1;∞, depending on a < 1 or a > 1, of fa. In Section 6 the continuation
problem for the function g is solved using the above mentioned connection between
f and g.
It is shown in Section 7 that the resolvent matrices W(x; z) and Ŵ(x; z) satisfy
the same canonical differential equation (1.7), but different initial conditions. Fi-
nally, corresponding scalar differential equations of second order are derived which
have singular coefficients. In particular, here appear close connections with the
study of the Bessel differential operator in an indefinite setting in [3].
1.5. We conclude this introduction with some statements about the function
f(t) = 1− |t|, t ∈ R,
and its restrictions fa = f |(−2a,2a). They will also follow from the considerations
in Sections 2–5, but the proofs indicated here are more elementary.
(i) fa ∈ P0;a if 0 < a ≤ 1 and fa ∈ P1;a if a > 1.
(ii) If a < 1, then fa has infinitely many continuations in P0;∞.2
(iii) If a > 1, then fa has infinitely many continuations in P1;∞.
(iv) If a = 1, then fa has exactly one continuation in P0;∞.
The statement (i) is a consequence of (ii)–(iv).
If a ≤ 1, then the periodic extension f˜a of fa is positive definite, which can be
seen from its Fourier series
(1.14) f˜a(t) = 1− a+
∞∑
k=−∞
a
(k + 12 )
2pi2
ei t(k+
1
2 )
pi
a .
2M.G. Kre˘ın notes already in [8] that fa has infinitely many continuations in P0;∞ if and only
if a < 1.
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If a < 1, then for each b ∈ (a, 1), the periodic extension f˜b in (1.14) is an
extension of fa.
If a = 1 and f˜1 is a positive definite extension of f1, then f˜1(2) = −1 and
therefore f˜1 is periodic with period 4 in view of [16, Corollary 1.4.2].
If a > 1, then fa is not positive definite since its modulus is not majorized by
f(0). On the other hand, for each b ≥ a the function h(t) = max(−|t| + 2b, 0),
t ∈ R, is positive definite (since it is non-negative, non-decreasing, and convex on
(0,∞), Theorem of Po´lya, see [16, Exercise 1.10.12]) and hence f˜a(t) = h(t)+1−2b,
which is a continuation of fa, has (at most) one negative square. This also implies
that fa ∈ P1;a.
2. The model space Πm(fa)
Recall that, for a > 0,
fa(t) = 1− |t|, −2a < t < 2a.
In the space Ca := C([−a, a]) of continuous functions on [−a, a] the following inner
product is defined by
(2.1)
[u, v] :=
∫ a
−a
∫ a
−a
fa(t− s)u(t)v(s) dt ds
=
∫ a
−a
∫ a
−a
(
1− |t− s|)u(t)v(s) dt ds, u, v ∈ Ca.
Integration by parts yields the relation
(2.2) [u, v] = 2
∫ a
−a
û(s) v̂(s) ds+ û(a) v̂(a)−
∫ a
−a
û(s) ds · v̂(a)− û(a)
∫ a
−a
v̂(s) ds,
where
û(s) :=
∫ s
−a
u(t) dt.
The inner product in (2.1) has at most one negative square. In order to see this
we consider the Hilbert space L2([−a, a])⊕C, and equip it with the inner product
(2.3)
〈u˜, v˜〉 := 2(û, v̂) + ξ η − (û,1a) η − ξ (1a, v̂),
u˜ =
(
û
ξ
)
, v˜ =
(
v̂
η
)
∈ L2([−a, a])⊕ C,
where ( · , · ) denotes the inner product of L2([−a, a]) and 1a is the function iden-
tically equal to 1 on [−a, a]. This inner product in L2([−a, a])⊕C is generated by
the Gram operator
Ga :=
(
2I −1a
−( · ,1a) 1
)
.
It is easy to see that the operator Ga is uniformly positive if a < 1, that it is
non-negative with the isolated and simple eigenvalue zero if a = 1, and that
its non-positive spectrum consists of one simple negative eigenvalue if a > 1.
It follows that the space
(
L2([−a, a])⊕ C, 〈 · , · 〉) is a Hilbert space if a < 1,
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a Pontryagin space with negative index 1 if a > 1, and that the factor space(
L2([−a, a])⊕ C/ kerGa, 〈 · , · 〉
)
is a Hilbert space if a = 1; in all three cases we
denote this space by Πm(fa), where m stands for model.
Now we return to the space Ca, equipped with the inner product (2.1), and
consider the mapping
(2.4) u 7→ u˜ :=
(
û
û(a)
)
from (Ca, [ · , · ]) into Πm(fa).
Since the linear functional ϕ 7→ ϕ(a), defined for all functions ϕ ∈ Ca, is not contin-
uous on L2([−a, a]), the image of the mapping (2.4) is a dense subset of Πm(fa), and
because of the relations (2.2) and (2.3) the mapping (2.4) is an isometry. There-
fore, if a < 1, the space (Ca, [ · , · ]) can be completed to a Hilbert space, if a > 1,
it can be completed to a Pontryagin space with negative index 1, and for a = 1
the corresponding factor space can be completed to a Hilbert space. In all three
cases, we denote this space by Π(fa). It is isomorphic to the space Πm(fa), the
isomorphism given by (2.4).
For t ∈ (−a, a), consider a sequence (ut,n)∞1 ⊂ Ca which converges in the sense
of distributions to the Dirac distribution δt concentrated at t. Because of the
continuity of f the sequence (ut,n)
∞
1 is a Cauchy sequence in Π(fa), hence we find
that δt ∈ Π(fa):
lim
n→∞ u˜t,n = δ˜t =
(
χ[t,a]
1
)
∈ Πm(fa),
where χ[t,a] is the characteristic function of the interval [t, a], and
f(t− s) = 〈δ˜t, δ˜s〉, s, t ∈ (−a, a).
3. The symmetric operators Sa and Sa,m
In the space Π(fa) we define a symmetric operator Sa as follows:
domSa :=
{
u ∈ Ca : u absolutely continuous, u′ ∈ Ca, u(−a) = u(a) = 0
}
,
Sau := − i u′.
Under the isomorphism between Π(fa) and Πm(fa), given by (2.4), the closure of
the operator Sa in Π(fa) becomes the operator Sa,m in Πm(fa) defined as follows:
domSa,m :=
{
u˜ =
(
u
u(a)
)
: u abs. continuous, u′ ∈ L2([−a, a]), u(−a) = 0
}
,
Sa,mu˜ :=
(− iu′
0
)
.
The simple proof of this fact is left to the reader.
Next we determine the adjoint S∗a,m of Sa,m. To this end we consider the relation
〈Sa,mu˜, v˜〉 = 〈u˜, w˜〉, u˜ ∈ domSa,m,
where u˜ =
(
u
ξ
)
, v˜ =
(
v
η
)
and w˜ =
(
w
ζ
)
. Using (2.3) and the definition of Sa,m
this relation becomes
−2 i(u′, v) + i(u′,1a) η = 2(u,w) + u(a)ζ − (u,1a) ζ − u(a)(1a, w).
8 HEINZ LANGER, MATTHIAS LANGER, AND ZOLTA´N SASVA´RI
Further, i(u′,1a) = iu(a) and 2(u,w)− (u,1a) ζ = (u, 2w − ζ), and we obtain
(3.1) −2 i(u′, v) = (u, 2w − ζ) + u(a)
(
− i η + ζ − (1a, w)
)
.
Since
{
u ∈ L2(0, 1) : u abs. continuous, u′ ∈ L2, u(−a) = u(a) = 0} ⊂ domSa,m,
for all such u the relation − i(u′, v) = (u,w − 12ζ) holds. Consequently, v is abso-
lutely continuous and − i v′ = w − 12ζ. The relation
− (iu′, v) = − iu(a)v(a) + (u,− i v′) = − iu(a)v(a) +
(
u,w − 1
2
ζ
)
and (3.1) imply
− iu(a)v(a) = 1
2
u(a)
(− i η + ζ − (1a, w)).
Using this and the relation
(1a, w) =
(
1a,− i v′ + 12ζ
)
= i
(
v(a)− v(−a)
)
+ a ζ,
we obtain ζ =
i
(a− 1)
(
η − v(a)− v(−a)) if a 6= 1, and η = v(a) + v(−a) if a = 1.
Summing up, if a 6= 1, then
(3.2)
domS∗a,m =
{(
v
η
)
∈ Πm(fa) : v absolutely continuous, v′ ∈ L2([−a, a])
}
,
S∗a,m
(
v
η
)
=
(
− i v′ + i2(a−1) (η − v(a)− v(−a))
i
(a−1) (η − v(a)− v(−a))
)
.
If a = 1, it can be shown that Sa,m is self-adjoint.
4. The self-adjoint extensions of Sa,m
In this section we describe the self-adjoint extensions of the operator Sa,m if
a 6= 1. To do this we use boundary mappings, see for instance [1]. Recall that for
a symmetric operator S with defect index (1, 1), two linear functionals Γ1, Γ2 on
domS∗ are called a pair of boundary mappings of S if
〈S∗u˜, v˜〉 − 〈u˜, S∗v˜〉 = Γ1u˜ · Γ2v˜ − Γ2u˜ · Γ1v˜ for all u˜, v˜ ∈ domS∗.
CONTINUATIONS OF HERMITIAN INDEFINITE FUNCTIONS AND . . . 9
For the operator Sa,m and the elements u˜ =
(
u
ξ
)
, v˜ =
(
v
η
)
we obtain
〈
S∗a,mu˜, v˜
〉− 〈u˜, S∗a,mv˜〉
=− i
〈(
u′ − ξ−u(a)−u(−a)2(a−1)
− ξ−u(a)−u(−a)(a−1)
)
,
(
v
η
)〉
− i
〈(
u
ξ
)
,
(
v′ − η−v(a)−v(−a)2(a−1)
−η−v(a)−v(−a)(a−1)
)〉
=− i
[
2(u′, v)− (u′,1a)η +
(
ξ − u(a)− u(−a))η
+2(u, v′)− ξ(1a, v′) + ξ
(
η − v(a)− v(−a))]
=− i
[
2
(
u(a)v(a)− u(−a)v(−a)
)
− (u(a)− u(−a))η − ξ(v(a)− v(−a))
−(u(a) + u(−a)− ξ)η − ξ(v(a) + v(−a)− η)]
=− i(u(a)− u(−a)− ξ)(v(a) + v(−a)− η)
− i(u(a) + u(−a)− ξ)(v(a)− v(−a)− η).
Therefore a possible choice for Γ1, Γ2 is
Γ1u˜ = (a− 1)
(
u(a)− u(−a)− ξ
)
, Γ2u˜ =
i
(a− 1)
(
u(a) + u(−a)− ξ
)
.
The factor (a − 1) is chosen in order to get a resolvent matrix Ŵ with Ŵ(a; 0) =(
1 0
0 1
)
, see (5.8). According to [1, Proposition 2.1] the canonical self-adjoint
extensions of Sa,m are the restrictions of S∗a,m to ker(Γ1+τΓ2), where τ ∈ R∪{∞},
i.e., restrictions to those elements u˜ =
(
u
ξ
) ∈ domS∗a,m for which
(4.1) (a− 1)2
(
u(a)− u(−a)− ξ
)
+ τ i
(
u(a) + u(−a)− ξ
)
= 0.
For a given τ ∈ R ∪ {∞}, we denote this self-adjoint extension by A〈τ〉a,m.
The relation (4.1) can be written as
ξ = u(a) + θu(−a), where θ = τ + i(a− 1)
2
τ − i(a− 1)2 .
If τ runs through R ∪ {∞}, then θ runs through the unit circle T, and we denote
the self-adjoint extension A〈τ〉a,m also by A
(θ)
a,m. Thus we have proved the following
theorem.
Theorem 4.1. If a 6= 1, then the self-adjoint extensions of Sa,m in Πm(fa) are
the operators A(θ)a,m, θ ∈ T, given by the relations
domA(θ)a,m =
{(
u
ξ
)
: u is abs. continuous, u′ ∈ L2([−a, a]), ξ = u(a) + θu(−a)
}
,
A(θ)a,m
(
u
ξ
)
=
− iu′ +
i(θ − 1)
2(a− 1)u(−a)
i(θ − 1)
(a− 1) u(−a)
 .
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In the next section we describe the δ˜0-resolvents of Sa,m by M.G. Kre˘ın’s resol-
vent formula. To this end we calculate the Q-function corresponding to the fixed
self-adjoint extension A(1)a,m ≡ A〈∞〉a,m :
A(1)a,m
(
u
u(a) + u(−a)
)
=
(− iu′
0
)
.
As defect elements ϕ(z), which are solutions of the equation (S∗a,m − z)ϕ(z) = 0,
we can choose
(4.2) ϕ(z) =
− (a− 1) i e
i tz
2 cos az
− 1
2z
−1
z
 , z ∈ C \ R,
which fulfill Γ2ϕ(z) ≡ 1. According to [1, Proposition 2.2] we have
ϕ(z) = (A(1)a,m − z0)(A(1)a,m − z)−1ϕ(z0).
Due to [1, Definition 2.2 and Proposition 2.3] a corresponding Q-function is given
by
(4,3) Qa(z) = Γ1ϕ(z) = (a− 1)2 tan az + a− 1
z
.
In order to describe the generalized resolvents we use the parameter τ . The following
theorem, which is an immediate consequence of M.G. Kre˘ın’s resolvent formula,
follows directly from [1, Theorem 2.2], see also [13, Behauptung 1.1]. By Nκ we
denote the set of all complex functions Q that are meromorphic in the upper half-
plane and such that the kernel NQ(z, ζ) :=
Q(z)−Q(ζ)
z−ζ for z, ζ in the upper half-plane
and in the domain of holomorphy of Q has κ negative squares; and we set as in the
introduction N˜0 := N0 ∪ {∞}.
Theorem 4.2. Let a 6= 1. There is a bijective correspondence between all minimal
self-adjoint extensions A〈τ〉a,m of Sa,m and all functions τ ∈ N˜0, given by
(4.4) P (A〈τ〉a,m − z)−1
∣∣∣
Πm(fa)
=
(
A〈∞〉a,m − z
)−1 − 〈 · , ϕ(z)〉
τ(z) +Qa(z)
ϕ(z),
where P is the orthogonal projection onto Πm(fa) in the extending space, and
ϕ(z), Qa(z) are defined by (4.2) and (4.3), respectively. The Sˇtraus extension of
Sa,m corresponding to the self-adjoint extension A
〈τ〉
a,m is described by the eigenvalue
problem (
S∗a,m − z
)(u
ξ
)
= 0, ξ = u(a) +
τ(z) + i(a− 1)2
τ(z)− i(a− 1)2u(−a).
The expressions on the left-hand side of (4.4) are the generalized resolvents of
Sa,m; for the definition of the Sˇtraus extension we refer to [2].
For later use we note that the spectrum of the operator A〈∞〉a,m consists of the
simple eigenvalues 0 and (k + 12 )
pi
a , k ∈ Z, and the resolvent of A〈∞〉a,m is given by
(4.5)
(
A〈∞〉a,m − z
)−1(u
ξ
)
=
(
ei zt
(
c+ i
∫ t
−a u(s) e
− i zs ds
)
− ξz
)
,
where
c =
−1
2 cos az
(
ξ
z
+ i ei az
∫ a
−a
u(s) e− i zs ds
)
.
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5. Description of the continuations of fa
In order to find a description of the set of all δ˜0-resolvents 〈(A〈τ〉a,m − z)−1δ˜0, δ˜0〉,
τ ∈ N˜0, of Sa,m, we use the relation (4.4). Recall that δ˜0 =
(
χ[0,a]
1
)
, and it remains
to calculate 〈(A〈∞〉a,m − z)−1δ˜0, δ˜0〉 and 〈ϕ(z), δ˜0〉.
For the latter we get
〈ϕ(z), δ˜0〉 =
(
− (a− 1) i e
i tz
2 cos az
− 1
2z
, 2χ[0,a] − 1a
)
− 1
z
(−(1a, χ[0,a]) + 1) = a− 1
z cos az
,
and with (4.5) we find
(A〈∞〉a,m − z)−1δ˜0 =
− e
i z(t+a)
2z cos az
+ χ[0,a](t)
ei zt−1
z
−1
z
 ,
hence
r(z) :=
〈
(A〈∞〉a,m − z)−1δ˜0, δ˜0
〉
=
tan az
z2
− 1
z
.
By continuity, this relation holds also if a = 1. Since res(r; 0) = a − 1, it follows
easily that r ∈ N0 if a ≤ 1 and r ∈ N1 if a > 1. Putting it all together, it follows
from (4.4) that
(5.1)〈(
A〈τ〉a,m − z
)−1
δ˜0, δ˜0
〉
=
tan az
z2
− 1
z
− (a− 1)
2
z2 cos2 az
(
τ(z) + (a− 1)2 tan az + a−1z
) ,
where τ ∈ N˜0 and z ∈ ρ(A〈τ〉a,m).
Now we observe (see, e.g., [14, Theorem 3.1]) that with γ = 0 for a < 1 and some
γ > 0 for a > 1 a bijective correspondence between all extensions f˜a,τ of fa, in the
class P0;∞ if a < 1 and in the class P1;∞ if a > 1, and the minimal self-adjoint
extensions A〈τ〉a,m of Sa,m is given by the formula
i
∫ ∞
0
ei zt f˜a,τ (t) dt =
〈(
A〈τ〉a,m − z
)−1
δ˜0, δ˜0
〉
, Im z > γ.
Therefore the following theorem is proved.
Theorem 5.1. If a < 1, then the relation
(5.2)
i
∫ ∞
0
ei zt f˜a,τ (t) dt
=
tan az
z2
− 1
z
− (a− 1)
2
z2 cos2 az
(
τ(z) + (a− 1)2 tan az + a−1z
) , Im z > γ,
with γ = 0 establishes a bijective correspondence between all extensions f˜a,τ ∈ P0;∞
of fa and all τ ∈ N˜0; if a > 1, then the relation (5.2) with some γ > 0 establishes
a bijective correspondence between all extensions f˜a,τ ∈ P1;∞ of fa and all τ ∈ N˜0.
The expression in (5.2) as a function of z, which we denote by pa,τ (z), can be
meromorphically extended to the upper half-plane and by symmetry (i.e. pa,τ (z) =
pa,τ (z)) also to the lower half-plane. This function pa,τ belongs to N˜0 ∪N1.
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If pa,τ ∈ N0 (i.e., if a < 1 and τ ∈ N˜0), then
(5.3) pa,τ (z) =
∫ ∞
−∞
1
x− z dµa,τ (x)
with a finite measure µa,τ , and the function f˜a,τ has the representation
(5.4) f˜a,τ (t) =
∫ ∞
−∞
ei xt dµa,τ (x).
We consider some special extensions.
(a) If τ(z) ≡ ∞, then
(5.5) i
∫ ∞
0
ei zt f˜a,∞(t) dt =
tan(az)
z2
− 1
z
=
∫ ∞
−∞
1
t− z dµa,∞(t),
where µa,∞ is the measure concentrated on σ(A
〈∞〉
a,m ) = {0} ∪ {(k + 12 )pia : k ∈ Z},
given by
µa,∞
({(
k +
1
2
)pi
a
})
=
a
(k + 12 )
2pi2
, µa,∞
({0}) = 1− a.
The corresponding extension f˜a,∞ is the 4a-periodic extension of fa,
f˜a,∞(t) = 1− a+
∞∑
k=−∞
a
(k + 12 )
2pi2
ei t(k+
1
2 )
pi
a .
(b) For τ(z) = (a−1)2 i−a− 1
z
, Im z > 0, the corresponding extension is f˜a,τ (t) =
1−|t|, t ∈ R, which follows from (5.2). Observe that f˜a;τ ∈ P1;∞ and if a > 1, then
fa ∈ P1;a and τ ∈ N0, if a < 1, then fa ∈ P0;a and τ ∈ N1, which is in accordance
with [13, Behauptung 1.1]. The function pa,τ in this case is equal to
(5.6) pa,τ (z) =
i
z2
− 1
z
for Im z > 0.
We can give an interpretation of formulae (5.3) and (5.4) in this case using the
distribution ∫ ∞
−∞
ϕ(x) dµa,τ (x) := ϕ(0) +
1
pi
p.v.
∫ ∞
−∞
ϕ(x)− ϕ(0)
x2
dx,
ϕ ∈ C∞(R), ϕ bounded,
where p.v. denotes the principal value at 0. This follows since
i
z2
− 1
z
=
1
−z +
1
pi
p.v.
∫ ∞
−∞
( 1
x− z +
1
z
) 1
x2
dx, Im z > 0,
1− |t| = 1 + 1
pi
p.v.
∫ ∞
−∞
ei tx−1
x2
dx, t ∈ R,
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or equivalently,
1− |t| = 1 + 2
pi
∫ ∞
0
cos(tx)− 1
x2
dx, t ∈ R.
(c) If τ(z) = (a−1)2 i, Im z > 0, then for the corresponding measure µa,τ we obtain
dµa,τ (x) =
1
pi
lim
y↓0
Im pa,τ (x+ i y) dx
=
(a− 1)2
pi((a− 1)2x2 + (a− 1)x sin(2ax) + cos2(ax)) dx.
This implies the relation3
2
pi
∫ ∞
0
(a− 1)2 cos(tx)
(a− 1)2x2 + (a− 1)x sin(2ax) + cos2(ax) dx = 1− |t|,
0 < a < 1, −2a < t < 2a.
Setting τ(z) = (a− 1)2b i, b > 0, we obtain the more complicated formula
2
pi
∫ ∞
0
(a− 1)2b cos(tx)
(a− 1)2x2 + (a− 1)x sin(2ax) + [1 + x2(b2 − 1)(a− 1)2] cos2(ax) dx = 1−|t|,
where again 0 < a < 1, −2a < t < 2a.
The right-hand side of (5.2) can be written as a fractional linear transformation
of τ(z):
(5.7) pa,τ (z) =
ŵ11(a; z)τ(z) + ŵ12(a; z)
ŵ21(a; z)τ(z) + ŵ22(a; z)
, τ ∈ N˜0,
with the matrix
(5.8)
Ŵ(a; z) = (ŵjk(a; z))2j,k=1
=
 sin az − z cos az(a− 1)z
( 1
z2
− (a− 1)
)
sin az − a cos az
z
z cos az
a− 1 (a− 1)z sin az + cos az
 .
It is entire in z and has the properties Ŵ(a; 0) =
(
1 0
0 1
)
, Ŵ(0; z) =
(
1 0
−z 1
)
.
6. Description of the continuations of ga
We consider now the function
g(t) = −|t|+ t
2
2
, t ∈ R,
3See [17] for a different proof.
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which belongs to the class G1;∞. As mentioned in Subsection 1.2 it is connected
with f from (1.8) by the equation
(6.1) −
∫ t
0
(t− s)2
2
f(s) ds+
∫ t
0
f(s)g(t− s) ds =
∫ t
0
g(s) ds, t ∈ R.
The functions
q(z) := i z2
∫ ∞
0
ei tz g(t) dt = i+
1
z
, Im z > 0,(6.2)
p(z) := i
∫ ∞
0
ei tz f(t) dt =
i
z2
− 1
z
, Im z > 0,(6.3)
are related by
(6.4) q(z) =
p(z)
zp(z) + 1
,
cf. [12, (5.7)]. Note that p is equal to pa,τ in (5.6). Because of relation (6.4) the
resolvent matrix W(x; z) of g can be calculated from Ŵ(x; z) in (5.8):
(6.5)
W(x; z) =
(
w11(x; z) w12(x; z)
w21(x; z) w22(x; z)
)
=
(
1 0
z 1
)
Ŵ(x; z)
=

sin zx− z cos zx
z(x− 1)
( 1
z2
− (x− 1)
)
sin zx− x cos zx
z
sin zx
x− 1
sin zx
z
− (x− 1) cos zx
 .
If
qx,τ (z) =
w11(x; z)τ(z) + w12(x; z)
w21(x; z)τ(z) + w22(x; z)
and px,τ (z) =
ŵ11(x; z)τ(z) + ŵ12(x; z)
ŵ21(x; z)τ(z) + ŵ22(x; z)
,
then
(6.6) qx,τ (z) =
px,τ (z)
zpx,τ (z) + 1
.
With the resolvent matrixW, according to [14, Theorem 5.2] the solutions g˜a,τ (t)
of the continuation problem for ga are described as follows.
Theorem 6.1. If a < 1, then the relation
(6.7) i z2
∫ ∞
0
ei zt g˜a,τ (t) dt =
w11(a; z)τ(z) + w12(a; z)
w21(a; z)τ(z) + w22(a; z)
, Im z > γ,
with γ = 0 establishes a bijective correspondence between all extensions g˜a,τ ∈ G0;∞
of ga and all τ ∈ N˜0; if a > 1, then the relation (6.7) with some γ > 0 establishes
a bijective correspondence between all extensions g˜a,τ ∈ G1;∞ of fa and all τ ∈ N˜0.
The function q(z) can be written as
q(z) = i+
1
z
=
∫ ∞
−∞
( 1
x− z −
x
1 + x2
)
dµ(x)
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with the signed measure µ = 1piλ− δ0, where λ is the Lebesgue measure on R and
δ0 is the Dirac measure concentrated in 0. With this measure µ we can write the
kernel Gg as
Gg(t, s) =
∫ ∞
−∞
(ei tx−1)(e− i sx−1)
x2
dµ(x)
= −ts+ 1
pi
∫ ∞
−∞
(ei tx−1)(e− i sx−1)
x2
dx, s, t ∈ R.
7. The differential equations
7.1. Now we consider W(x; z) and Ŵ(x; z) in (6.5) and (5.8), respectively, as
functions of x on [0,∞) \ {1}. We set J :=
(
0 −1
1 0
)
and
(7.1) H(x) :=
( (x− 1)2 0
0
1
(x− 1)2
)
.
By a straightforward calculation the following theorem can be proved.
Theorem 7.1. The matrix functions W( · ; z) and Ŵ( · ; z) satisfy the same differ-
ential equation
(7.2)
dV(x; z)
dx
J = z V(x; z)H(x), x ∈ [0,∞) \ {1},
and the initial conditions
W(0; z) =
(
1 0
0 1
)
, Ŵ(0; z) =
(
1 0
−z 1
)
.
In relations (5.2) and (6.7) we can let a tend to infinity, which yields the relations
(6.3) and (6.2). This means that limit-point case prevails at infinity for the canonical
systems (1.12), (1.13) and that p and q are the corresponding Titchmarsh–Weyl
coefficients; for the definition of a Titchmarsh–Weyl coefficient associated with a
resolvent matrix with singularities see also [7].
7.2. Recall that with the Hamiltonian (7.1) we have associated in (1.12) the dif-
ferential system
(7.3) −J dy(x)
dx
= z
( (x− 1)2 0
0
1
(x− 1)2
)
y(x), 0 ≤ x ≤ a, y1(0) = 0.
Since the HamiltonianH(x) has diagonal form (which is a consequence of the reality
of the functions f and g), the system in (7.3) can be transformed into one second
order differential equation, e.g., for the component y2 we obtain
(7.4) −
(
1
(x− 1)2 y
′
2
)′
= λ
1
(x− 1)2 y2.
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This equation leads to a function space of L2-type with respect to the singular
weight 1/(x− 1)2, similar to those mentioned in Subsection 1.3, and which will be
considered elsewhere.
According to [14, (4.9)] the canonical system (7.3) can be transformed into a
canonical system with a potential: for
v(x) := H(x)1/2y(x) =
( |x− 1| 0
0
1
|x− 1|
)
y(x)
we get the differential equation
−J dv(x)
dx
+
 0 1x− 11
x− 1 0
 v(x) = zv(x).
This first order system can again be transformed into one second order equation.
For the second component v2(x) of v(x) we obtain the following Sturm–Liouville
equation with a potential which has a singularity at x = 1:
−v′′2 +
2
(x− 1)2 v2 = λv2,
where again λ = z2. The Bessel differential equation, where the same type of
singularity of the potential appears at x = 0, was studied in an indefinite setting
in [3]. We hope to return to this connection in future publications.
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