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[1] To the extent that deﬁciencies in GCM simulations of
precipitation are due to persistent errors of location and
timing, correcting the spatial and seasonal distribution of
features would provide a physically based improvement in
inter-model agreement on future changes. We use a tool for
the analysis of medical images to warp the precipitation
climatologies of 14 General Circulation Models (GCMs)
closer to a reanalysis of observations, rather than adjusting
intensities locally as in conventional bias correction
techniques. These warps are then applied to the same GCMs’
simulated changes in mean climate under a CO2 quadrupling
experiment. We ﬁnd that the warping process not only makes
GCMs’ historical climatologies more closely resemble
reanalysis but also reduces the disagreement between the
models’ response to this external forcing. Developing a tool that
is tailored for the speciﬁc requirements of climate ﬁelds may
provide further improvement, particularly in combination with
local bias correction techniques. Citation: Levy, A. A. L.,
W. Ingram, M. Jenkinson, C. Huntingford, F. H. Lambert, and
M. Allen (2013), Can correcting feature location in simulated
mean climate improve agreement on projected changes?, Geophys.
Res. Lett., 40, 354–358, doi:10.1029/2012GL053964.
1. Introduction
[2] Precipitation is among the most important climate
variables, and so understanding how it varies in response to
climate change is a priority in projections for the future.
However, the relatively small spatial scales of precipitation,
combined with the complexities of the hydrological cycle,
mean that even state of the art General Circulation Models
(GCMs) not only struggle to agree on changes in precipitation
distribution but also have difﬁculties recreating the current
climate [Dai, 2006]. This has led to challenges for the
detection and attribution of historical changes in precipitation
[Zhang et al., 2007], as well as the prediction of trends under
climate change scenarios [Hegerl et al., 2007]. Such biases
can dramatically impact the mean climate of hydrological
variables, as well as their projected changes, and so correction
of such errors is vital for reliable hydrological impact
assessment [Ashfaq et al., 2010].
[3] GCMs’ projections will differ, partly due to differences
in their physical responses to forcings but partly due to biases
in the simulation of their mean climate. The former reﬂect
model uncertainty as to the physical nature of the response
but the latter do not. Such errors can be conceptually classed
as spurious or missing features, wrong location of features
[Allen and Ingram, 2002], and wrong intensity distribution
of features, although typically no one of these dominates.
Whilst improvements in GCM physics are needed to correct
completely spurious features, biases within features can be
corrected using bias correction techniques. Local bias
correction methods are a powerful way of correcting precipita-
tion intensity distributions by adjusting historical distributions
to match observations [Piani et al., 2010; Li et al., 2010] but
are less appropriate when the error is one of location [Haerter
et al., 2011]. However, if errors in GCMs’ spatial and seasonal
distribution can be corrected, based on each GCM’s simulated
historical climate, subsequent local bias corrections may be
smaller and have more physical basis in their use.
[4] While correcting locations of climatological features
necessarily brings the GCMs’ present-day climates closer
together, it remains an interesting question whether it reduces
the spread of their projected future changes. For example,
most GCMs might simulate a feature’s response to climate
change in the same way but would appear to disagree if
they all contain different errors in the mean location of the
feature. Hence, correcting location biases can clarify how far
differences between GCMs’ projections are due to different
physical responses, as opposed to different simulations of
the mean climate.
[5] Although several spatial mapping tools have been
developed for investigating precipitation distributions, these
have only been used as weather forecast veriﬁcation tools
[Brown et al., 2012] and not for climate scales. We propose
a new technique for the correction of projections, based upon
the errors in the GCMs’mean historical climate. We make use
of a publicly available (http://fsl.fmrib.ox.ac.uk/fsl/) medical
image registration tool, FNIRT (FMRIB’s Non-linear Image
Registration Tool, part of the FMRIB Software Library)
[Woolrich et al., 2009; Andersson et al., 2010], which was
developed for the transformation of brain images taken from
MRI (Magnetic Resonance Imaging) scans onto a common
grid, so that inter-patient comparisons can be made.
[6] Using FNIRT, we derive transforms (or “warps”) for
14 CMIP5 (Coupled Model Intercomparison Project Phase 5
(http://cmip-pcmdi.llnl.gov/)) GCMs (Table 1), which shift
each model’s precipitation climatology to more closely match
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the observed distribution. These warps are then applied to each
GCM’s projected changes under a prescribed external forcing,
to evaluate whether greater agreement is reached through this
technique than with uncorrected model outputs.
2. Methods
2.1. Medical Image Registration
[7] Medical image registration operates by warping an
input image to better resemble a reference image. For inter-
patient registration, this requires a non-linear, reversible
(diffeomorphic) transform [Beg et al., 2005] that can distort
an image smoothly but cannot create folds or tears. One
approach to determine this warp is to represent it with
basis functions [Rueckert et al., 1999; Ashburner and Friston,
1999] and ﬁnd the coefﬁcients (parameters) by numerically




C Wi Ið Þ;Rið Þ þ lO Wið Þ½  (1)
where the i indexes grid points, I and R are the input and
reference images, respectively, W is the warp, C is a cost
function, which quantiﬁes the difference between the reference
image and the warped input image, l is a tuneable parameter,
and O is a regularization function, penalizing warps that are
not spatially smooth [Andersson et al., 2010].
[8] InFNIRT, we set the cost function,C, to take the form of
a sum of squared differences, and the regularization term,O, is
the mechanical bending energy of an elastic solid subject to
the warp W [Ashburner and Friston, 1999]. The tuning of l
determines how smooth the warp will be, as it determines
how great a role O plays in the objective function.
2.2. Applying FNIRT to Climate Models
[9] FNIRT conserves intensities (in our case, precipitation
rates) when warping, and so total rainfall is not conserved.
In addition, FNIRT is designed to warp medical images of
patients’ brains and so does not have the periodic boundary
conditions that our problem requires both longitudinally and
seasonally, in order to allow features to move across the
prime meridian as well as between late and early seasons
(e.g., between December and January). FNIRT naturally
operates on a three-dimensional Cartesian geometry with no
periodicity. For a preliminary investigation of the potential
of these methods, we therefore align the longitudinal, latitudi-
nal, and temporal dimensions along the rectilinear x, y, and z
Table 1. List of Models Used in Study
Model Name(s) Modeling Group
CNRM-CM5 Centre National de Recherches
Meteorologiques
CanESM2 Canadian Center for Climate
Modelling and Analysis
GFDL-ESM2G, GFDL-ESM2M NOAA Geophysical Fluid Dynamics
Laboratory
HadGEM2-ES Met Ofﬁce Hadley Centre
INM-CM4 Institute for Numerical Mathematics
IPSL-CM5A-LR, IPSL-CM5A-MR Institut Pierre-Simon Laplace
MIROC-ESM, MIROC5 Japan Agency for Marine-Earth
Science and Technology
MPI-ESM-LR, MPI-ESM-P Max Planck Institute for Meteorology
MRI-CGCM3 Meteorological Research Institute
NorESM1-M Norwegian Climate Center
Figure 1. Example of the warping process, showing
precipitation in millimeters per day for January and one GCM,
INM-CM4. Panels illustrate (a) ERA-Interim, (b) INM-CM4
with warp vectors, (c) INM-CM4 after warping, (d) INM-CM4
(before warping) minus ERA-Interim, and (e) INM-CM4 (after
warping) minus ERA-Interim.
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dimensions, respectively, padding each climatologywith copies
of itself at the longitudinal and temporal boundaries. This
allows the central warp to move features across the boundaries,
approximating the behavior of true periodic boundary condi-
tions. As there is little precipitation at high latitudes, we do
not address the polar boundary condition. In our grid, we deﬁne
1 month as equivalent to 10 of latitude or longitude, chosen as
giving the greatest improvement (not shown) to the climatology
of HadCM3 (a model from the previous generation of GCMs).
[10] For our reference, R in equation (1), we take the
monthly means of the ERA-Interim reanalysis [Dee et al.,
2011] of January 1979 to December 2005 interpolated to each
GCM’s grid. Although reanalysis datasets do not precisely
match observations, they are much closer to reality than GCMs,
and their complete coverage is convenient for our purposes. We
take each model’s monthly historical climatology for the
same period as our input, I in (1), as sampling uncertainty in
such 27 year means will be small compared to the GCMs’
systematic errors. We repeat the warping process iteratively,
until convergence is reached, for a range of different values of
l, varying from 25 to 200 (mmd1)2. The warps derived using
a l of 150 (mmd1)2 were selected, as (on average) they max-
imized the correlation between the models and ERA-Interim’s
climatology, whilst preventing features from entering on both
the Eastern andWestern boundaries and avoiding regionswhere
the warp’s Jacobian becomes very large or small (the Jacobian
of a transformation quantiﬁes the extent to which regions are
stretched and compressed).
[11] Figure 1 illustrates how 1 month (January) of one
model (INM-CM4) is modiﬁed under the registration process.
One conspicuous error in this model (Figure 1d) is the “split
ITCZ”—a common error in GCMs [Dai, 2006]. However,
as the warp can stretch and distort, but cannot cause regions
to vanish, the warp is limited to shifting the lower branch
West, as well as compressing it latitudinally (Figure 1b). The
high value of l imposes a smoothness on the warp, which
restricts its ability to shift the Northern ITCZ East. The level
of smoothness required can lead to increased discrepancies
with reanalysis in some areas, as seen in the North Atlantic
storm tracks. Another conspicuous error, the over-extensive
region of heavy rain over the IndianOcean shown in Figure 1b,
is more amenable to warping and is shrunk down to closely
resemble the ERA-Interim pattern (as illustrated by the
reduction in red for this region in Figure 1d relative to 1e).
[12] To investigate the potential of this technique to remove
avoidable uncertainty from projections, we now consider the
change in precipitation climatology predicted by the models
under a prescribed external forcing. Errors of location will
not remain totally unchanged through climate change, but
our hope is that any substantial error in the present-day
simulation will be physically persistent enough that such a
correction will continue to remove more error than it intro-
duces. We choose the CMIP5 1% CO2 experiment, in which
carbon dioxide levels are increased by 1% each year until they
have reached quadruple their initial values (140 years), as such
a strong forcing will have a high signal-to-noise ratio. For each
GCM, we evaluate the monthly mean climatology for the ﬁrst
and last 30 years of the experiment (a separation time of
110 years) and take the difference. We then apply the GCMs’
(a) Before Warping
(b) After Warping
Figure 2. Historical zonal mean for January for all models
used (see legend) with latitude on the x axis, before (a) and
after (b) the warping process is applied. (a) Before Warping
(b) After Warping
Figure 3. Zonal mean change in precipitation for January for
all models used (see legend) under the 1% CO2 experiment,
with latitude on the x axis, before (a) and after (b) warping.
All models have a reduced root mean square difference from
the multi-model mean.
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warps, derived purely from the historical climate, and investi-
gate how the agreement between models changes as a result.
3. Results
[13] Warping the models’ mean monthly climatologies to
ERA-Interim with a l of 150 (mmday1)2 reduces the error
(difference from 1) in their correlation with the reanalysis by
35%, on average. Figure 2 shows this improvement and
veriﬁes that applying our warping technique to GCMs does
shift their mean climatologies closer to the observations, as
it should by construction.
[14] We next evaluate the variation within the GCMs’
projected changes under the 1% CO2 scenario. We quantify
inter-model agreement using the standard deviation and range
at each point on the globe, after themodels have been resampled
to a 1 grid for utmost detail, although spatial smoothing can
provide more information in the sense of increasing the signal
to noise (C. F. McSweeney and R. G. Jones, No consensus
on consensus: The challenge of ﬁnding a universal approach
to measuring and mapping ensemble consistency in GCM
projections, submitted to Climatic Change, 2012). We ﬁnd that
the standard deviation and range are both reduced by 15%, after
we apply the historically derived warps, which is exempliﬁed by
the zonal means shown in Figure 3. This improvement covers
much of the globe, with 71% of the world seeing a reduction in
standard deviation, and is also substantial in some regions, more
than halving standard deviation for 5% of the Earth’s surface.
[15] In contrast, a crude local bias correction (scaling the
mean precipitation of each month to match the local value
of the reanalysis—the only correction possible if one has
only mean ﬁelds) increases inter-model standard deviation
unless the scaling is limited to a very restricted range
(a factor of 1.5 or less), in which case it makes little difference,
with the global mean reduction never exceeding 2.6%. More
sophisticated local techniques might perform better but are
less appropriate if a feature, such as a convergence zone, is
in the wrong place, rather than of the wrong magnitude
[Haerter et al., 2011], as this may introduce spuriously large
intensity changes. However, we could physically expect
judicious combination of the two classes of correction to
out-perform either alone.
[16] Hegerl et al. [2007, Figure 10.9] use a single plot to
represent the changes projected by the models, as well as a
measure of the inter-model agreement, which is evaluated
based on the sign of changes across GCMs. Tebaldi et al.
[2011] argue that quantifying the inter-model agreement
relative to an absolute value fails to allow for the range in
natural variation across the globe and that comparing it to
the signal itself can be misleading when the signal is small,
whereas C. F. McSweeney and R. G. Jones (No consensus
on consensus: The challenge of ﬁnding a universal approach
to measuring and mapping ensemble consistency in GCM
projections, submitted to Climatic Change, 2012) additionally
stress the importance of such ﬁgures’ legibility. We therefore
deﬁne the agreement thresholds at each geographical location
with respect to the historical inter-annual and estimated inter-
decadal variability. These thresholds are chosen as the size
of variation in the local climate is intuitive to those living in
that region [Tebaldi et al., 2011]. These thresholds are taken





of this value, respectively. This is equivalent to criterion
(1) of Tebaldi et al. [2011]. We use this technique to represent
both summer and winter, before and after the warp is applied
(Figure 4).
Figure 4. Projected change in precipitation seasonal climatology over 110years under the 1% CO2 CMIP5 experiment (mean of
ﬁrst 30 years, subtracted from the mean of last 30 years), displayed in millimeters per day. Color indicates an inter-model standard
deviation smaller than the historical inter-annual variability at that location, and stippling denotes a standard deviation smaller than
the estimated inter-decadal variability. An increase in color and stippling therefore illustrate greater agreement between GCMs. The
panels show December–February (a and c) and June–August (b and d), both before (a and b) and after (c and d) warping.
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[17] Figure 4 demonstrates that although the distribution of
precipitation changes averaged across models is not greatly
altered by the warping technique, the technique does improve
inter-model agreement (as measured by standard deviation).
This can be seen by the increase in color and especially
stippling in several regions in Figures 4c and 4d, relative to
Figures 4a and 4b. There are some regions where agreement
deteriorates but such regions are considerably smaller than
the regions where agreement increases.
4. Conclusions
[18] We have demonstrated that techniques used in medical
image registration can be adapted and applied to this problem
in climate science. Warping GCMs to reanalysis of the obser-
vations not only improves their ability to recreate the historical
precipitation distribution but also creates greater inter-model
agreement on projected changes under a prescribed forcing
(the CMIP5 1% CO2 experiment). The latter result conﬁrms
that GCM errors of location do tend to persist under simulated
climate change and that such errors can mask agreement
within GCMs’ responses to forcings. In contrast, a simple
local bias correction technique increased inter-model discre-
pancies, unless so restricted that it had little effect, illustrating
the difﬁculties in applying such techniques when the errors are
location based.
[19] Improvements are most notable over sea, particularly the
North Paciﬁc, Southern subtropical oceans and Southern Ocean,
although Australia in summer and East Asia in winter also show
improvements (Figure 4). These areas of improvement result
from the relatively large value for l that was required for physical
and numerical constraints and constrains warps to be smooth
over larger scales. This limits warps to shifting larger features,
such as the ITCZ, and prevents great improvements to smaller
scale features, such as those of orographic precipitation.
[20] FNIRT’s inability to deal with the spherical geometry of
this problem not only limits our ability to deal with periodic
boundary conditions but also means that the areas of features
could not be conserved when they are moved latitudinally
(all 1  1 grid squares are treated as equal area). Further, it
is not clear whether it is more meaningful to conserve intensities
or total precipitation upon warping, but FNIRT currently limits
our investigation to conservation of precipitation density.
[21] We are therefore developing a registration tool
designed speciﬁcally for this climatological problem, which
we plan to make freely available. Its features will include
operation in the correct geometry of our problem (handling
the spherical geometry of the Earth’s surface, as well as the
seasonal cyclicity), the option to conserve total precipitation
instead of precipitation rate, and the ability to weight regions
(such as all land or a region of speciﬁc interest such as the
Sahel), so they can be prioritized by the warp. These changes
will also allow us to ﬁnd less smooth transformations, and it
is our hope that this will allow for closer mapping to observa-
tions, particularly for features with smaller scales. We also
intend to allow for the derivation of warps based on a multi-
variate ﬁeld, which would allow us to maintain physical
consistency between a set of variables.
[22] The revised method will be applied to a range of
more realistic climate forcing experiments, such as the IPCC’s
RCP scenarios, and could be combined with local bias
corrections, to correct errors in both the intensity and spatial
distributions of features. As well as achieving more physically
and statistically robust estimates of future changes through
such applications, we aim to apply this technique to the
detection and attribution of climate change and hope that such
applications will clarify our understanding of precipitation
projections and so inform future policy and adaptation.
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