Heterotic sigma models via formal geometry and BV quantization by Ladouce, James
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2021
Heterotic sigma models via formal




GRADUATE SCHOOL OF ARTS AND SCIENCES
Dissertation




B.S., Rensselaer Polytechnic Institute, 2013
M.S., Boston University, 2016
Submitted in partial fulfillment of the








Maciej Szczesny, Ph.D. 
Professor of Mathematics
Second Reader




Associate Professor of Mathematics
Fourth Reader
Brian Williams, Ph.D.
Whittaker Research Fellow at the University of Edinburgh
If anyone on the verge of action should
judge himself according to the outcome,




First, I would like to thank my advisor Matt Szczesny for all of the help over the
years. Now and then I think about how I first came to his office years ago to ask
about what I would need to learn to prepare myself for a graduate mathematics
program. He then offered to tutor me in abstract algebra, which I continued with
until I started as a student at BU. Hopefully someday I can do something like that
for someone else. It has been a pleasure to work with Matt and learn from him
these past years, especially when working on the project that eventually turned
into this thesis.
Second, I would like to thank Brian Williams who was very much like a second
advisor for the past few years. The work for this thesis stems from his previous
work and our many discussions have helped immensely.
Additionally, I would like to thank the faculty who, over the years, have spent
time helping me learn mathematics. In particular, I would like to thank David
Fried who, like my advisor, also generously helped me get up to speed before
graduate school.
As for my fellow graduate students, it has been a wonderful pleasure working
and making coffee together. It’s unfortunate that circumstances have prevented us
from enjoying each other’s company in person over the past year.
Finally, thank you to my parents, brothers, sister and all of my extended family
for the support during my studies as well as the ever-present sense of humor. I
always laugh when I am reminded that I was the first among my siblings to go to
school as well as the last to finish.
v
HETEROTIC SIGMA MODELS VIA FORMAL GEOMETRY
AND BV QUANTIZATION
JAMES LADOUCE
Boston University, Graduate School of Arts and Sciences, 2021
Major Professor: Maciej Szczesny, PhD
Professor of Mathematics
ABSTRACT
Nonlinear σ-models in physics have been a source of interesting and important
ideas in geometry, topology, and algebra. One such model is the curved βγ sys-
tem. This purely bosonic model studies maps from a Riemann surface to a target
complex manifold X. The solutions to the classical equations of motion are holo-
morphic maps. An extension of this model - the so-called heterotic model, incor-
porates fermionic fields valued in a holomorphic vector bundle E on the complex
manifold. In this thesis, I study this extended model within the framework of ef-
fective field theory and BV quantization developed by Kevin Costello. Building
on earlier work of Gorbounov-Gwilliam-Williams in the purely bosonic case, my
approach uses tools of Gelfand-Kazhdan formal geometry and derived deforma-
tion theory to extract obstructions to quantization (anomalies) and identify these
with characteristic classes of the target manifold. Specifically, I show that the ob-
struction to solving the Quantum Master Equation can be identified with the class
ch2(TX)− ch2(E), and the obstruction to the quantizing equivariantly with respect
to holomorphic vector fields on the source Riemann surface can be identified with
c1(TX)− c1(E). By analyzing the theory where the source is an elliptic curve, an
vi
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Nonlinear σ-models are a class of physical theories whose fields consist of smooth
maps
E = Maps(Σ, M) (1.1)
from a Riemann surface Σ to a smooth manifold M. The target space M is of-
ten endowed with additional geometric structures such as a Riemannian metric,
complex structure, gauge bundle etc. Classical configurations of such a theory are
described by the critical locus (i.e. solutions to the Euler-Lagrange equations) of
an action functional
S : Maps(Σ, M)→ C
In order to quantize a classical field theory, physicists employ the technique of
Feynman path integrals. Physically speaking, to describe a quantum field theory






O(φ)e− ih̄ S[φ]Dφ, (1.2)
where







is called the partition function. The expressions (1.2), (1.3) are problematic from a
mathematical standpoint. In particular, the space of fields E over which the inte-
gration is to be carried out is ∞-dimensional, and does not in general carry a mea-
sure Dφ with reasonable properties. One approach to assigning meaning to (1.2) is
to perform a formal asymptotic expansion in various parameters (i.e. coupling con-
stants) around the quadratic term of S by analogy with finite-dimensional Gaussian
integrals - this is called the perturbative expansion. The terms in the resulting series
are given by finite-dimensional (though often divergent) integrals corresponding
to graphs called Feynman diagrams. In order to tame the divergences occurring in
the perturbative expansion physicists use techniques of renormalization.
Manipulations of the formal heuristic expression such as (1.2), (1.3) have led
physicists to make startling and profound predictions about various geometric and
topological invariants of the target manifold M which in turn have driven the de-
velopment of rigorous mathematical theory. For example, they have led to the for-
mulation and development of quantum cohomology/Gromov-Witten invariants,
Floer homology, mirror symmetry, etc. Finding mathematically rigorous quanti-
zations of σ-models is therefore of central importance in differential and algebraic
geometry as well as topology.
The starting point of this thesis is what physicists refer to as a heterotic (0, 2)
σ-model [Tan06]. In addition to bosonic fields 1.1, it may contain fermionic fields
valued in a holomorphic vector bundle E → M. If the E-valued fields are not
present, we will refer to this as the basic model. The (0, 2) refers to the presence of
supersymmetries - in particular, these models possess two right-moving supersym-
metries. While these models are quite complicated in the sense that the algebras of
observables are very large, they may be simplified via the procedure of twisting,
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whereby the algebra of observables is reduced by taking cohomology with respect
to a differential Q constructed from the supersymmetry generators. One particular
choice of Q corresponds to what physicists call the halft-twist. In this case, a physi-
cal argument shows that perturbatively (i.e. in the large-volume limit), the algebra
of Q-invariant observables (i.e. the Q-cohomology) can be described in terms of a
sheaf of vertex algebras on the manifold M..
Several attempts have been made to give a rigorous mathematical construction
of these (0, 2) models, or rather, their underlying sheaves of vertex algebras. One
such is the theory of chiral differential operators (CDOs) introduced in [MSV99,
GMS00a, GMS04]. For an n-dimensional complex manifold M, CDOM is a sheaf of
vertex algebras on M locally modeled on a rank n βγ system. The ability to glue
these local models to a global sheaf is obstructed by ch2(TM). When fermions
valued in a vector bundle E → M of rank k are added (i.e. the heterotic case), the
resulting sheaf CDOM(E) is locally modeled on a βγ − bc system of rank (n, k),
and the gluing obstruction becomes ch2(TM)− ch2(E).
Historically, the mathematical constructions of [MSV99] were carried out di-
rectly at the level of sheaves of vertex algebras, without establishing a clear link
with σ-models. Such a relationship was established a posteriori in [Wit07, Kap05,
Tan06, Nek05], at the physical level of rigor. As such, the original construction of
CDOM, CDOM(E) is not framed as a solution to a quantization problem, and there-
fore somewhat mysterious. It is therefore desirable to obtain these objects using the
language and methods of quantum field theory, while maintaining mathematical
rigor.
Along these lines, there have been two earlier constructions, but only of the
4
basic theory (i.e. with no E-valued fermions present), both using techniques
of rigorous BV quantization developed by Kevin Costello and Owen Gwilliam
[Cos11, CG16, CG22].
1. The first is the work of Kevin Costello [Cos11] using L∞-spaces and a homo-
logical approach to path integral quantization using BV formalism. Using
this machinery, Costello gives a geometric construction of the perturbative
facet of the holomorphic σ-model and exhibits the Witten genus as the parti-
tion function. This construction sheds light on the geometric origin of elliptic
cohomology and it’s relationship to quantum field theory. However, a direct
comparison with the work [MSV99, GMS00a, GMS04] is difficult because the
latter construction is done in local coordinates and does not use L∞-spaces.
2. The second is the construction of [GGW20] that combines techniques of
Gelfand-Kazhdan formal geometry with BV quantization. The idea here is
to avoid the global geometry geometry of M by first constructing a σ-model
with target the formal disc. By quantizing this theory equivariantly with
respect to automorphisms of the formal disc, the quantization can be glob-
alized to M using techniques of Gelfand-Kazhdan descent. This essentially
amounts to a rigorous gluing of quantization across coordinate patches on M.
Then, using the construction of vertex algebras from holomorphic factoriza-
tion algebras given in [CG16] , the construction of [MSV99, GMS00a, GMS04]
is recovered. This construction gives a bridge between those in [Cos11] and
[MSV99, GMS00a, GMS04].
In this thesis, I generalize the construction of [GGW20] from the basic to het-
erotic setting by incorporating a holomorphic gauge bundle E→ M, and fermions
valued in E. This involves the following main steps:
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1. I begin by constructing a σ-model from a Riemann surface S to the n-
dimensional formal disk equipped with a vector bundle E → M (essentially
a formal version of the βγ− bc system.
2. To globalize this construction to M, it must be made equivariant with respect
to not only automorphisms of the disc, but also gauge transformations of E.
The resulting equivariant theory is not longer free, and its quantization is
a non-trivial problem. In the language of the BV formalism, quantizations
correspond to solutions of the Quantum Master Equation (QME), and the
existence of solutions is in general obstructed by anomalies, which can be ex-
pressed in terms of Feynman diagrams.
3. I compute the anomalies to equivariant quantization, and identify these with
characteristic classes of the target manifold M and the bundle E. In partic-
ular, I show that the obstruction to solving the QME can be identified with
ch2(TM)− ch2(E). Thus, quantizations correspond to trivializations of this
class. I also study the related problem of quantizing equivariantly with re-
spect to holomorphic vector fields on the source S. This amounts to the
quantization possessing Virasoro symmetry. I show that this is obstructed
by c1(TM)− c1(E).
4. I compute the partition function of the theory, obtaining a twisted version of
the Witten genus.
The following is a more detailed description of each of the chapters.
The first chapter provides an overview of quantizing a field theory in the BV
formalism as developed in [Cos11, CG16, CG22]. To motivate the mathematical
techniques used, the BV formalism is discussed in the context of a theory where
the space of fields is a finite-dimensional manifold. Integration is interpreted ho-
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mologically in a divergence complex. Correlation functions are then given an in-
terpretation as homology classes in the BV complex. This then gives a way to
interpret correlation functions mathematically in the setting where the space of
fields is infinite-dimensional. The process of quantizing involves two main steps:
constructing a pre-quantization and solving the QME. The prequantization and
obstructions to solving the QME are expressed using Feynman diagrams. This
chapter concludes with a discussion of the problems of divergences and defining
the BV Laplacian as well as how this is dealt with using renormalization and effec-
tive field theory.
The second chapter establishes the formal geometry machinery needed to
apply Gelfand-Kazhdan descent. In [GGW20], the Lie algebra Wn of holomorphic
vector fields on the holomorphic disk is used to build a connection on an infinite
dimensional principal bundle called the coordinate bundle. This structure allows
us to construct a formal version of vector bundles and their characteristic classes
and then, using the connection, descend this formal geometric object to the
corresponding geometric object on a manifold. This machinery is generalized
to the case where the target has the additional data of a Z-graded holomorphic
vector bundle of rank δ concentrated in degree −1. A larger Lie algebra Wn,δ
will be used for descent. In the same way that holomophic vector fields encode
infinitesimal changes of coordinates of the formal holomorphic disk, Wn,δ captures
infinitesimal changes of coordinates of the holomorphic disk with a vector bundle
that respect the bundle structure. An analogous principal bundle with connection
is built over the target manifold.
The third chapter sets up the classical field theory. The abelian dg Lie alge-
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bra gn encodes the formal holomorphic disk because
T0D̂n ∼= Cn ∼= gn[1].
Similarly, gn ⊕ VE encodes the formal holomorphic disk with a Z-graded vector
bundle of rank δ concentrated in degree −1 because
T0(D̂n ×Cδ[1]) ∼= Cn ⊕Cδ[1] ∼= gn[1]⊕VE[1].
The field content contains differential forms valued in gn[1]⊕ VE[1] and it’s dual.
This is interpreted as the cotangent theory to the space Maps(Σ, D̂n × Cδ[1]) for-
mally completed along the zero section. Symmetries of the classical theory are
encoded via action functionals by a version of Noether’s theorem. This is done
for both Wn,δ and the Lie algebra of holomorphic vector fields on Σ. The resulting
theory is deformation from a free theory to an interacting theory with background
fields given by these symmetry algebras. Additionally, maps J and K are con-
structed that relate closed formal 2-forms and formal 1-forms to functionals.
The fourth chapter studies the equivariant quantization of the theory. The pre-
quantization is set up as an h̄-deformation of the algebra of classical observables
as a P0-algebra to a family of quantum observables as BD algebras parametrized
by the length scale L ∈ (0, ∞). Quantum observables at different length scales are
quasi-isomorphic to each other by homotopy renormalization group flow. Such
a prequantization always exists. To get a full quantization, the quantum master
equation (QME) must be solved. This gives the obstructions to quantization in
terms of Feynman diagrams. These obstructions are then identified identified with
topological data of the target via the maps J and K mentioned above. The obstruc-
tions are then trivialized to give a quantization that is equivariant with respect to
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a large symmetry Lie algebra when the obstructions do not vanish.
The fifth chapter gives a construction of the partition function by considering
the theory with Σ an elliptic curve. The above construction is done with Σ = C.
To get the theory on an elliptic curve, we consider observables that are invari-
ant with respect to the action of the defining lattice Λ. In physics, the partition
function is also known as the correlation function of the identity observable. This
is constructed diagrammatically by considering the Feynman expansion where all
diagrams have one or more loops and have vertices labeled by the interaction func-
tional. The only diagrams that are nonzero are those with a single loop with no
trees attached. Each diagram is the product of a trace of a differential operator and
a power of the Atiyah class. Harmonic functions give a basis of eigenfunctions
of the differential operators and summing eigenvalues gives an Eisenstein series.
Taking the trace of a power of the Atiyah class gives components of the Chern
character. Specializing to the case where E = TM, the partition function reduces
to the formal logarithmic two-variable elliptic genus which, under descent, is the
two-variable elliptic genus of M.
The sixth chapter focuses on studying the quantization of theN = 2 symmetry
of the theory when E = TM. In this special case, the theory can be interpreted
as the pertrubative sector of the theory studying Maps(Σ1|1, M). In the same way
we studied the quantization of the conformal symmetry in terms of holomorphic
vector fields on the source, we can study the quantization of the N = 2 symmetry
in terms of holomorphic super vector fields on the super Riemann surface Σ1|1.
The obstruction to quantizing this theory is identified with the first Chern class of
the target. In this instance, the theory can be interpreted as studying the space of
maps from a super Riemann surface Σ1|1 to a complex manifold M. The ideas of
9





This section provides a sketch of the BV formalism, generally recognized as the
most powerful tool for quantizing field theories in the presence of symmetries.
We begin in dimension 0, where the BV formalism can be framed as a tool for
evaluating integrals using homological algebra. We then proceed to the infinite-
dimensional setting (i.e. that of field theory), and give a quick overview of how
BV quantization can be implemented in the perturbative setting, following the ap-
proach of Kevin Costello [Cos11].
2.1 BV in finite dimensions
2.1.1 BV as homological integration.
Let M be a smooth, closed, oriented manifold of dimension n with deRham com-
plex (Ω∗(M), d). Integration is a map Ωn(M)→ R which, by Stokes’ theorem, has
kernel given by closed forms. This means that the integration map factors through




Given a volume form µ on M, there is an isomorphism ∧kTM→ Ωn−k(M) sending
a polyvector field v1 ∧ · · · ∧ vk to its contraction with the volume form ιv1∧···∧vk µ.
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This isomorphism allows us to transport the de Rham differential differential to
∧∗TM, where it becomes a type of divergence operator. Denote this differential by





specified by sending the equivalence class [1] of the constant function 1 ∈ C∞(M)
to 1 ∈ R. This maneuver is important because in the infinite-dimensional setting,
there is no notion of ”top form”, while an analog of ∆µ can still be defined. This
will allow us to define a notion of integration in infinite dimensions.
Suppose now we consider a smooth function S : M → R and a constant h̄ ∈
R×. The volume form can be modified by considering e−
S






as a zero-dimensional model for the path integrals arising in QFT. Given this mod-













(ιvi(d S))v1 ∧ · · · v̂i · · · ∧ vk.
This allows us to define the complex with a differential given by the divergence
operator (∧∗TM, h̄∆µ + ιdS), which we will call the quantum BV complex. ∆µ will
be referred to as the BV Laplacian. For any f ∈ C∞(M), the integral 2.1 (i.e. ”cor-
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relation function”) is the corresponding equivalence class
〈 f 〉 ∈ C∞(M)/ Im(h̄∆µ + ιdS).
If we now consider h̄ a formal parameter, we have the following complex
Oq = (∧∗TM[[h̄]], h̄∆µ + ιdS).
This can be understood as a quantization of the “classical BV complex”
Ocl = (∧∗TM, ιdS),
which is obtained by taking the classical limit h̄→ 0.
2.1.2 Derived symplectic interpretation.
From the perspective of derived geometry, Ocl is a model for
C∞(Γ(d S))⊗LC∞(T∗M) C
∞(M),
the algebra of functions on the derived critical locus of S, i.e. the algebra of func-
tions on the derived intersection of the graph Γ(d S) of d S inside T∗M with the
graph of the zero-section M ⊂ T∗M. In the special case where S = 0, this is the
space of functions on the graded manifold T∗[−1]M. Here, T∗[−1]M is total space
of the cotangent bundle of M, but with additional property that the fibers of the
cotangent bundle are in cohomological degree +1. Thus Oq can be thought of as a
deformation of the ring of functions on T∗[−1]M.
The total space of the cotangent bundle T∗M has a natural symplectic structure,
which gives the O(T∗M) a Poisson bracket. For T∗[−1]M, an analogous structure
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emerges, except that the symplectic form has a shift of cohomological degree −1
and the Poisson bracket has a shift of cohmological degree +1. This is referred to
as the BV bracket. The differential ιdS on ∧∗TM can be expressed as {S,−} using
the BV bracket.
2.1.3 Quantum Master Equation.
We have seen that the problem of doing finite-dimensional integrals of the form
2.1 can be re-cast in terms of homological algebra by embedding M into the shifted
cotangent bundle T∗[−1]M, where it is Lagrangian submanifold. We consider
the problem of computing 2.1 perturbatively, around a critical point of the ac-
tion S. In order to implement perturbation theory, we need the critical point to
be non-degenerate - i.e. the quadratic part of S to be non-degenerate. This can’t
be achieved in general without deforming M to an isotopic nearby Lagrangian.
For the deformation procedure to make sense, we have to know that the answer
won’t depend on the choice of nearby Lagrangian. This will be the case as long as
S satisfies the Quantum Master Equation (QME).
To describe this result, we pass to the following setup (see [Cos11] for details).
Let F be a finite-dimensional graded vector space with a (−1) shifted symplectic
form ω ∈ ∧E∗, and Q : E → E a differential of degree 1 skew-adjoint with respect
to ω. The operation of contracting with the odd Poisson bivector ω∨ ∈ ∧2E then
coincides with the divergence operator ∆µ for the measure induced by ω on E. We
assume our action S can be written as S(x) = 1/2ω(x, Qx) + I(x), x ∈ F where
I(x) ∈ O(F)[[h]] (the interaction term) is at least cubic. We have the following
Lemma 2.1.1. Let L ⊂ F be a Lagrangian on which the pairing ω(x, Qx) is non-
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degenerate. Then the integral ∫
L
eS/h




{I, I}+ h∆I = 0
A discussion of the measure induced by ω on a Lagrangian L ⊂ F involves
some details of Berezin integration for which we refer the reader to [Cos11]. From
the point of view of physics, the QME thus expresses a consistency condition for
the partition function of the theory under deformations of the integration cycle,
which amounts to a choice of gauge-fixing condition. The QME can be solved
perturbatively, order by order in h.
2.2 Field Theory
In the infinite-dimensional case, we cannot take integration as the starting point.
However, given certain structures, we can define a divergence complex.
2.2.1 Classical field theory.
Let X be a smooth manifold and let E→ X be a graded vector bundle concentrated
in finitely many degrees with space of global smooth sections E - the space of fields
of the classical BV theory. E will be the analogue to the graded manifold T∗[−1]M
above.
Definition 2.2.1. Let Φ : E ⊗ E → Dens(X) be a map of vector bundles on X
satisfying the following requirements:
• Φ is of cohomological degree −1,
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• anti-symmetric,
• and fiber-wise nondegenerate.
Composing Φ with integration on X gives a degree −1 anti-symmetric pairing
ω : E ⊗ E → C




This yields a (−1)-symplectic structure on E with (−1)-shifted symplectic form ω.
We note that E - the space of BV fields of the theory, is typically the shifted
cotangent space to the space of ”naive” fields, and so includes what physicists call
the anti-fields and anti-ghosts.
Let
Oloc(E) := Dens(X)⊗DX O(J∞E)
be the space of local functionals on E . Here, J∞E denotes the jet bundle of E, and
carries a natural left DX-module structure given by the Grothendieck connection,
whose flat sections are sections of E, while Dens(X) carries a natural right DX-
module structure via the Lie derivative. Thus, in simple terms, a local functional is
simply an expression involving integrating a polydifferential operator on E against
a density, modulo relations induced by integration by parts.
The (−1)-symplectic structure on E induces a (+1)-shifted Poisson backet
on Oloc(E). Let S ∈ Oloc(E) be a functional of at least quadratic degree of
cohomological degree 0. As above, we can bracket any other functional with S,
but this alone is not sufficient to guarantee that this gives a differential on Oloc(E).
For this, we require that S satisfies the classical master equation {S, S} = 0. From
this, we take the following as our definition of a classical field theory.
16
Definition 2.2.2. A classical field theory on the smooth manifold X consists of a
graded vector bundle E with a −1 shifted symplectic structure and a local func-
tional S ∈ Oloc(E) of cohomological degree 0 with the following properties.
• S satisfies the classical master equation {S, S} = 0.
• S is at least quadratic, so that 0 ∈ E is a critical point of S and S(φ) =
〈φ, Qφ〉+ I(φ) where Q is a skew self-adjoint differential operator of coho-
mological degree 1.
• Q is an elliptic differential operator, making (E , Q) and elliptic complex.
We will refer to (Oloc, {S,−}) as the classical BV complex.
2.2.2 Quantum Field Theory.
In the finite-dimensional case above, a quantization amounts to an h̄-deformation
of the classical BV complex by adding a divergence operator ∆ to the differential.
However, there are analytic issues that arise when trying to define ∆ in the infinite-
dimensional setting. This is where the machinery for renormalization comes into
play.
In the setup of the last section, we have an infinite-dimensional linear space
E with a (−1)-shifted symplectic structure ω, and following 2.1.3, would like to
define ∆ as contraction with the bivector ω∨. The trouble is that ω∨ now a dis-
tributional section of E⊗̂E , and contracting a general local functional with it now
leads to divergent integrals. To deal with this, Costello [Cos11] regularizes ω∨ us-
ing the heat kernel, parametrized by a length scale L ∈ (0, ∞). Changing the length
scale is known as the renormalization group (RG) flow.
To make this more explicit, we first choose a gauge fixing operator QGF : E → E
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associated with Q with the following properties (the choice of QGF is analogous to
the choice of the Lagrangian L in 2.1.3).
• it is a square-zero differential operator of cohomological degree −1,
• it is self-adjoint with respect to the symplectic pairing on E ,
• D = [Q, QGF] is a generalized Laplacian on X.
Note that choosing such a QGF involves choosing a Riemannian metric on M.
However, this choice does not pose any problems because the space of Rieman-
nian metrics is contractible, hence is unique up to homotopy. Once the choice of
QGF has been made, we have a heat kernel
Kt ∈ E⊗̂E
associated to the operator e−tD. The mollified BV Laplacian ∆L at scale L is given





Contraction with the propagator gives a second order differential operator ∂P. Let
O+(E)[[h̄]] be the algebra of functionals that are at least cubic module h̄. This oper-
ator ∂P then defines a map
W(Pε<L,−) : O+(E)[[h̄]]→ O+(E)[[h̄]]
J 7→ h̄ log(eh̄∂P eJ/h̄).
W(Pε<L,−) is the RG flow which sends observables at length scale ε to observables
18
at length scale L. More explicitly, RG flow is given by




where g(Γ) is the genus of the graph Γ, wΓ(Pε<L, J) ∈ E∨⊗T(Γ) is the weight
associated to the graph Γ with T(Γ) the number of tails of Γ, and the sum is taken
over all stable connected graphs. We also require that all genus 0 vertices are at
least trivalent.
Definition 2.2.3. For a classical field theory with space of fields E and action func-
tional S = S f ree + I, a BV quantization of this classical field theory is a family
of effective interactions {I[L]}L∈(0,∞), where I[L] is of degree 0 and at least cubic
modulo h̄ in
(O(E)[[h̄]], Q + {I[L],−}+ h̄∆L),
satisfying the following three requirements:
1. an exact renormalization group flow equation,
W(PLε , I[ε]) = I[L]
for all 0 < ε < L,




{I[L], I[L]}L + h̄∆L I[L] = 0
at each length scale L ∈ (0, ∞), and
3. limL→0 I[L] has an asymptotic expansion that is local.




Formal geometry in this context will use the machinery of Gelfand-Kazhdan de-
scent. Consider the complex manifold X of complex dimension n. Each point
x ∈ X has a formal neighborhood around it which can be given a system of holo-
morphic coordinates by specifying generators for the maximal ideal of the ring Ôn
of holomorphic jets. Geometric structures on X can be thought of as assigning an
object (such as a vector space or function) to each point in X and then requiring
the structure to vary, say, smoothly or holomorphically as x ∈ X changes. Another
way of thinking about this is assigning an object to each point expressed in terms
of coordinates centered at that point and then requiring gluing compatibility. Any
formal disk in X is biholomorphic to any other formal disk, so this can be done by
first specifying the structure on a single formal disk. The gluing compatibility is
expressed by requiring the geometric object to have an appropriate action of the
automorphism group Autn of the formal disk. For our purposes, it is sufficient to
work with Harish-Chandra pair.
The machinery of this works by first defining a principal bundle with respect
to the Harish-Chandra pair where the fibers over x are local jets centered at x.
Representations of this Harish-Chandra pair are then used to create an associated
bundle whose flat sections with respect to a canonical connection are the sheaf of,
say holomorphic, sections of a vector bundle on X. This is packaged up in the
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descent functor which sends representations to vector bundles. The construction
also allows us to construct various characteristic classes on the formal disk and,
through the descent functor, send them to characteristic classes on X.
3.1 Setup
3.1.1 The formal disk.
Following [GGW20], we set the stage with a few definitions. Let Ôn be the algebra
of functions on D̂n, the holomorphic formal disc of n complex dimensions, with
maximal ideal mn which, after a choice of coordinates, is Ôn ∼= C[[t1, . . . , tn]]. Let
gn = C[−1] be the abelian dg Lie algebra concentrated in cohomological degree
1. The tangent complex to D̂n, thought of as a formal moduli problem, is T0D̂n '
gn[1] and the ring of functions on the formal moduli problem associated to this dg
Lie algebra are given by C∗Lie(gn) = Ŝym(gn[1]) ∼= C[[t1, . . . , tn]] ∼= Ôn. In this way,
gn is a dg Lie algebra that encodes the formal disk. The Lie algebra of derivations of









: fi ∈ Ôn
}
,
where the Lie bracket is the commutator. Wn is thought of as the Lie algebra of
vector fields on the formal disk D̂n. This can also be thought of as encoding the
infinitesimal coordinate changes of the formal disk.
Definition 3.1.1. Let X be a complex manifold of complex dimension n. The co-
ordinate bundle Xcoor → X consists of points (x, φ), where x ∈ X and φ is an
isomorphism of completed commutative algebras
φ : Ôx → C[[t1, . . . , tn]].
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Here, Ôx is the inverse limit lim←Ox/mk+1x where Ox is the germ of holomorphic
functions at x and mx is the maximal ideal of functions vanishing at x.
Let Autn be the pro-Lie group of filtration-preserving automorphisms of Ôn.
The filtration is given by powers of the maximal ideal mn = (t1, . . . , tn). Autn acts
on the fibers of Xcoor → X. A Gelfand-Kazhdan structure (defined below) on the
frame bundle FrX → X is then used to formulate a notion of descent. This allows
us to perform geometric constructions on a complex manifld X by first performing
the construction on the formal disk equivariantly with respect to Wn, and then
applying the descent functor.
3.1.2 The formal disk with fiber of E.
This notion of descent will be extended to the case where X also has a Z-graded
holomorphic vector bundle E with fiber Cδ[1]. In the formal picture, D̂n is replaced
with D̂n × Cδ[1] thought of as the total space of a Z-graded vector bundle on the
formal disk. Hence, we have T0(D̂n × Cδ[1]) ' gn[1]⊕ VE[1], where VE = Cδ[0].
The corresponding algebra of functions on the total space D̂n × Cδ[1] is Ôn,δ :=
C∗Lie(gn ⊕ VE) with maximal ideal mn,δ. Given a choice of coordinates t1, . . . , tn on
D̂n and τ1, . . . , τδ on Cδ[1], we have
C∗Lie(gn ⊕VE) ∼= Ôn ⊗C
∧
[τ1, . . . , τδ] ∼= C[[t1, . . . , tn]]⊗C
∧
[τ1, . . . , τδ].
Note that for each 0 ≤ i, j ≤ δ, τk, the cohomological degree implies τiτj = −τjτi,
so in particular τ2i = 0.
The analogous Lie algebra of infinitesimal coordinate changes of the total space
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that respect the bundle structure is
Wn,δ := Wn nglδ(Ôn),
where glδ(Ôn) := glδ ⊗C Ôn. Let {vi|i = 1, . . . , δ} be a basis for VE with dual basis
{τi|i = 1, . . . , δ}, so that homogeneous elements of glδ(Ôn) are given by
tl11 · · · t
ln
n ⊗ τp ⊗ vq.
The action of Wn on glδ(Ôn) that specifies the semidirect product structure is given
on homogeneous components by
(tm11 · · · t
mn
n ∂j) · (t
l1
1 · · · t
ln
n ⊗ τp ⊗ vq) = ljt
m1+l1
1 · · · t
mn+ln−1
j · · · t
mn+ln
n ⊗ τp ⊗ vq.
This Lie algebra is considered in [Kho07].
3.2 Harish-Chandra pair.
In order to formulate descent for this more general situation, we must first recall
some definitions.
Definition 3.2.1. A Harish-Chandra pair (HC-pair) is a pair (g, K) where g is a Lie
algebra and K is a Lie group together with
1. an action of K on g, ρK : K → Aut(g)
2. an injective map of Lie algebras i : Lie(K)→ g
such that the induced Lie algebra action Lie(ρK) : Lie(K) → Der(g) is the adjoint
action induced from the embedding i.
23
The Harish-Chandra pair that is used for descent in this context is
(Wn,δ, GLn,δ) := (Wn nglδ(Ôn), GLn×GLδ).
A natural variant of the coordinate bundle Xcoor → X will be used to make sense
of descent with E→ X.
Definition 3.2.2. Let XcoorE be the coordinate bundle with points in X
coor
E consisting
of triples (x, φ, ψ) where x ∈ X, φ : Ôx → C[[t1, . . . , tn]] is the isomorphism defined
above, and ψ is the isomorphism of dg commutative algebras
ψ : Ô(x,e) → C[[t1, . . . , tn]]⊗C
∧
[τ1, . . . , τδ].
Here, Ô(x,e) is the inverse limit lim←O(x,e)/mk+1(x,e) where O(x,e) is the germ of holo-
morphic functions at (x, e) in the total space of E and m(x,e) is the maximal ideal of
functions vanishing at (x.e). Additionally, we require the following diagram to be
commutative. of E near x such that the following diagram
Ôx C[[t1, . . . , tn]]
Ô(x,e) C[[t1, . . . , tn]]⊗C
∧
[τ1, . . . , τδ]
φ
ψ
commutes where the vertical arrows are the natural inclusions. XcoorE can be real-
ized as the limit of spaces XcoorE,k , which are triples (x, [φ]k, [ψ]k) with [φ]k and [ψ]k
the equivalence classes of the kth jet of the formal coordinate φ and ψ, respectively.





(x, φ, ψ) 7−→ (x, φ) 7−→ x.
The pro-Lie group Autn,E := Autn nGLδ(Ôn) acts naturally on the fibers of πcoorE
so that XcoorE is principal bundle over X. The Lie algebra of Autn is W
0
n ⊂ Wn, i.e.
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the Lie subalgebra of formal vector fields which vanish at the origin, so the Lie
algebra of Autn,E is W0n,δ := W
0
n nglδ(Ôn).
Let VE := C∗Lie(gn, VE[1]) ∼= Ôn ⊗C VE[1]. VE can be thought of as the sections
of the vector bundle over the formal disk, i.e. a free and finite rank module over
Ôn. Autn,E will be constructed as the set of filtration-preserving automorphisms
of VE. There is a natural filtration on this module induced by the maximal ideal
mn ⊂ Ôn. Let VE,k ∼= (Ôn/mk+1n )⊗C VE[1]. Then VE is the limit of
· · · → VE,k → · · · → VE,2 → VE,1 ∼= VE[1].
VE is then the limit of a sequence of finite-dimensional Z-graded vector spaces
over C. GLn,δ acts on VE by
(Mn, Aδ) · h(t)⊗ v = h(M · t)⊗ (Aδ · v).
The Lie algebra action of Wn,δ on VE is that induced from the semidirect product
of the natural actions of Wn and glδ(Ôn). More explicitly,
( f i∂i, glkτ
k ⊗ vl) · (h(t)⊗ v) = ( f i
∂
∂ti
h(t))⊗ v + (h(t)glk)(τ
k ⊗ vl) · v).
Let Autn,E,k denote the image of Autn,E in Aut(VE,k). We then have, for instance,
Autn,E,1 = GLn,δ. Autn,E,k is finite-dimensional for each k. Autn,E is then the pro-
Lie group obtained as the inverse limit of the natural sequence of Lie groups
· · · → Autn,E,k → Autn,E,k−1 → · · · → Autn,E,1 = GLn,δ .
Let Aut+n,E be defined by the short exact sequence
1→ Aut+n,E → Autn,E → GLn,δ → 1.
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Aut+n,E is contractible, so sections always exist.
3.3 Gelfand-Kazhdan descent.
To see the relationship between Wn,δ and the tangent space of the coordinate bun-
dle, first define
W0n,δ,k = mn ·Wn,δ /(mn)
k+1 ·Wn,δ .
For each k, W0n,δ,k ∼= Lie(Autn,E,k). This implies an isomorphism of limits
W0n,δ ∼= Lie(Autn,E). Let Tx,[φ]k,[ψ]k X
coor
E be the tangent space of X
coor
E,k at the point
(x, [φ]k, [ψ]k). We have the following exact sequences of tangent spaces
0→W0n,δ,k → Tx,[φ]k,[ψ]k X
coor
E → TxX → 0.
From this, we find that Wn,δ,k = Wn,δ /(mn)k+1 ·Wn,δ ∼= Tx,[φ]k,[ψ]k X
coor
E . Taking the
limit of both sides gives Wn,δ ∼= Tx,φ,ψXcoorE .
Let π f rE : FrX ×X FrE → X be the fiber product of frame bundles and πcoorE :
XcoorE → FrX ×X FrE the natural projection. Let θ : Wn,δ → X hol(XcoorE ) be the
natural Lie algebra homomorphism where X hol denotes the Lie algebra of holo-
morphic vector fields. The inverse map provides a connection one-form ωcoorE ∈
Ω1hol(X
coor






E ] = 0.
ωcoorE is called the Grothendieck connection. Let ExpE(X) denote the quotient
XcoorE / GLn,δ. A smooth section of the quotient map ExpE(X) → X is called a
formal exponential. Note that ExpE(X) can be given the structure of a principal
Aut+n,E-bundle.
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Proposition 3.3.1. A formal exponential pulls back to a GLn,δ-equivariant map
σ : FrX ×X FrE → XcoorE
which makes (FrX ×X FrE, σ∗ωcoorE ) a principal (Wn,δ, GLn,δ)-bundle with flat connec-
tion. Any two choices of formal exponential are gauge equivalent.
Proof. The space of formal exponentials is contractible since Aut+n,E is contractible.
Hence a gauge equivalence can be explicitly constructed.
Definition 3.3.2. A Gelfand-Kazhdan structure (X, E, σ) on E → X is a choice of
formal exponential pulled back to a GLn,δ-equivariant map σ : FrX ×X FrE → XcoorE .
Let us define the proper category of modules over the Harish-Chandra pair
(Wn,δ, GLn,δ). First, recognize that Wn,δ has a two-step filtration
F0(Wn,δ) = Wn,δ ⊃ F−1(Wn,δ) = glδ(Ôn).
Definition 3.3.3. Let (X, A) ∈ Wn,δ, f ∈ Ôn, and (Mn, Mδ) ∈ GLn,δ. The category
Modfiln,δ of formal filtered modules have objects Z-graded vector spaces equipped
with
• a filtered (Wn,δ, GLn,δ)-module structure;
• the structure of a Ôn-module;
such that for v in the formal filtered module V
1. (X, A)( f · v) = (X · f ) · v + f · ((X, A) · v);
2. (Mn, Mδ) · ( f · v) = (Mn · f ) · ((Mn, Mδ) · v).
A morphism is an Ôn-linear map of (Wn,δ, GLn,δ)-modules that preserves the fil-
tration.
Taking the associated graded gives a functor Gr : Modfiln,δ → ModZ/2Zn,δ to the
category of (Wn,δ, GLn,δ)-modules with an action that preserves the Z/2Z grading.
We can then consider the subcategory VBZ/2Zn,δ generated by modules that are free
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and finitely generated as Ôn-modules. Restricting further to modules V = Ôn ⊗C
V coming from a finite dimensional representation V of GLn,δ with a coinduced
Wn,δ-module structure gives the subcategory denoted by Tens
Z/2Z
n,δ . Pulling back
these subcategories along the associated graded functor gives the subcategories
Tensfiln,δ ⊂ VBfiln,δ ⊂ Mod
fil




Remark 3.3.4. There are two natural ways to obtain a formal filtered module. The
first is to take (Wn, GLn)-module V and then pull back the module structure along
the projection (Wn,δ, GLn,δ)→ (Wn, GLn) so that the action is given by
(X, A) · v = X · v
(Mn, Mδ) · v = Mn · v.
The second is to take a module V over (glδ, GLδ) and induce the natural module
structure on V = Ôn ⊗C V. Explicitly, for h⊗ v ∈ V , ( f ∂i, glkτ
k ⊗ vl) ∈ Wn,δ, and
(Mn, Mδ) ∈ GLn,δ we have
( f ∂i, glkτ
k ⊗ vl) · (h⊗ v) = f (∂ih)⊗ v + (glkh)⊗ ((τ
k ⊗ vl) · v)
(Mn, Mδ) · (h⊗ v) = (Mn · h)⊗ (Mδ · v).
Example 3.3.5. The formal tangent bundle T̂n ∈ Tensfiln,δ is constructed by tensoring
Ôn with the defining representation Cn of GLn, which is then the adjoint represen-
tation of Wn. The Wn,δ-module structure is then induced from the projection to
Wn.
Example 3.3.6. VE[1] is a module over (glδ, GLδ). The formal vector bundle VE =
Ôn ⊗C VE[1] ∈ Tensfiln,δ then has the induced (Wn,δ, GLn,δ)-module structure.
Let GKn,E denote the category fibered over H̃oln,E whose objects over (X, E)
are Gelfand-Kazhdan structures (X, E, σ).
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n,δ → Pro(VB) f lat
sends a Gelfand-Kazhdan structure (X, E, σ) and a formal vector bundle V to the
pro-vector bundle (FrX ×X FrE)×GLn,δ V on X with flat connection induced by the
Grothendieck connection.
Remark 3.3.8. For V = Ôn, there is an isomorphism
descGK((X, E, σ),V) ∼= J∞hol((FrX ×X FrE)×GLn,δ V).
Definition 3.3.9. The corresponding de Rham complex, which is a module over
Ω∗(X), is descGK((X, E, σ),V) = Ω∗(X, (FrX ×X FrE) ×GLn,δ V) with differential
ddR +σ∗ωcoorE .
Definition 3.3.10. Let D escGK be the functor that composes descGK in Pro(VB) f lat
with the functor of taking the associated local system, i.e.
D escGK((X, E, σ),V) ∼= Γhol((FrX ×X FrE)×GLn,δ V)
where Γhol(−) denotes sheaf of holomorphic sections.
3.4 Formal characteristic classes.
Now let us recall the formal analogy of the characteristic map.
Definition 3.4.1. The characteristic map is the natural transformation
char : C∗Lie(Wn,δ, GLn,δ;−)⇒ Ω∗(−, desc(−,−))
between the Gelfand-Fuchs Lie algebra cohomology of a (Wn,δ, GLn,δ)-module and
the de Rham complex of it’s associated local system along a flat (Wn,δ, GLn,δ)-
bundle.
One relevant characteristic class used here is the Gelfand-Fuks-Atiyah class as-
sociated to a formal vector bundle. For V ∈ VBn,δ, consider the formal Atiyah
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sequence
Ω̂1n ⊗Ôn V → J
1V → V .
Here, J1V is the first order jets of the formal vector bundle. A splitting of this
sequence as Ôn-modules j : V → J1V is given by id+ddR. The failure of this to be
a splitting of (Wn,δ, GLn,δ)-modules is the Atiyah class
AtGF(V) ∈ C1Lie(Wn,δ, GLn,δ, Ω̂1n ⊗Ôn EndÔn(V)).
Define a C-linear map ∇ : V → Ω̂1n ⊗Ôn V by
∇( f v) = ddR( f )v,
where ddR is the formal de Rham differential. Letting ρV : Wn,δ⊗V → V now be
the action of Wn,δ on V , the composition
Wn,δ⊗V
id⊗i−−→Wn,δ⊗V
ρV−→ V ∇−→ Ω̂1n ⊗Ôn V
determines a C-linear map
αV ,∇ : Wn,δ → Ω̂1n ⊗Ôn EndÔn(V),
αV ,∇((X, A))( f v) = f∇(ρV ((X, A))(i(v))).
Example 3.4.2. For the formal vector bundles T̂n and VE introduced above in 3.3.5
and 3.3.6, respectively, the Gelfand-Fuks-Atiyah classes AtGF(T̂n) and AtGF(VE)
have explicit representatives
αT̂n,∇ : Wn,δ → Ω̂
1
n ⊗Ôn EndÔn(T̂n)
αT̂n,∇((X, A))( f ⊗ u) = f∇(ρT̂n(X, A)(i(u)))
and




αVE,∇((X, A))(g⊗ v) = g∇(ρVE(X, A)(i(v)))
for f ⊗ u ∈ T̂n and g⊗ v ∈ VE. Written in terms of homogeneous components
X = f i and A = glk of Wn,δ, we have αT̂n,∇ and αVE,∇ given, respectively, by
( f i∂i, glkτ
k ⊗ vl) 7→ ddR(∂j f i)(dtj ⊗ ∂i)
and
( f i∂i, glkτ
k ⊗ vl) 7→ ddR(glk)(τ
k ⊗ vl).








and Tr is the graded trace. Note that chGFk (V) ∈ CkLie(Wn,δ, GLn,δ; Ω̂kn,cl). Here, Ω̂
k
n,cl
are formal k forms that are closed for the formal de Rham differential.
Proposition 3.4.4. The second component of the Chern character given explicitly by
chGF2 (T̂n)((X, A), (Y, B)) = ddR(∂j f i) ∧ ddR(∂i f̃ j),
and




((X, A), (Y, B)) = (( f i∂i, glkτ
k ⊗ vl), ( f̃ i∂i, g̃lkτ
k ⊗ vl)).
Both are exact with respect to the formal de Rham differential as there are αT̂ and
αVE such that
αT̂n(X, Y) = (∂j f
i)ddR(∂i f̃ j)
and






so that chGF2 (T̂n) = ddR(αT̂n) and ch
GF
2 (VE) = ddR(αVE).
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Chapter 4
CDO(X,E) as a BV Theory
4.1 bcβγ system.
The βγ system appears as the chiral sector of the large volume limit of a 2D sigma
model with a Hermitian manifold as the target space. The limit is taken with re-
spect to the metric on the target space. Let X be a complex manifold, the target
space, and let Σ be a Riemann surface, the source. The βγ system has two types of
fields:
1. a smooth map γ : Σ→ X;
2. an element β ∈ Ω1,∗(Σ, γ∗T1,0∨X ).





The resulting Euler-Lagrange equations are ∂β = ∂γ = 0. In other words, the
critical locus of S consists of holomorphic fields.
The twisted heterotic sigma model considers the above model with fermions
valued in an auxiliary vector bundle. The resulting field theory that is analogous
to the βγ system above is as follows. Let E be a holomorphic Z-graded vector
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bundle over X whose fiber is Cδ[1] . Let Σ be a Riemann surface. There are four
types of fields for this theory:
1. a smooth map γ : Σ→ X;
2. an element β ∈ Ω1,∗(Σ, γ∗T1,0∨X );
3. a smooth map φ ∈ Ω0,∗(Σ, γ∗E);
4. an element ψ ∈ Ω1,∗(Σ, γ∗E∨).
The action functional for this theory is
S(γ, β, φ, ψ) =
∫
Σ
〈β, ∂γ〉T1,0X + 〈ψ, ∂Eφ〉E,
where ∂E is the Dolbeault operator that specifies the holomorphic structure on E.
The resulting Euler-Lagrange equations are ∂β = ∂γ = 0 and ∂Eψ = ∂Eφ = 0, so
that the critical locus of S consists of holomorphic fields.
4.2 Classical formal bcβγ system.
In this thesis, we are concerned with the perturbative facet of the curved bcβγ sys-
tem, but first let us consider the perturbative βγ system. The point in the critical
locus of S that we are perturbing is a constant map with image some point x ∈ X.
In the BV formalism, this constant map corresponds to the base point of the cor-
responding formal moduli problem. Since we are working perturbatively, we can
effectively replace the target Hermitian manifold X with D̂n, the formal holomor-
phic disk in n complex dimensions.
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4.2.1 Recollections on the classical formal βγ system.
Consider the abelian dg Lie algebra gn = Cn[−1] concentrated in cohomological
degree 1 introduced above. Using this, consider a modification of the βγ system
where the target is the formal disk. Given a Riemann surface Σ, the formal βγ
system has as it’s space of fields
EΣX = Ω0,∗(Σ, gn[1])⊕Ω1,∗(Σ, g∨n [−1]).
The associated dg lie algebra is
DgΣn := EΣX [−1] = Ω0,∗(Σ, gn)⊕Ω1,∗(Σ, g∨n [−2])
with differential given by ∂. The γ fields have bi-degree (0, ∗) and the β fields have
bi-degree (1, ∗). The −1-shifted symplectic pairing on EΣX is given by
〈γ + β, γ′ + β′〉 =
∫
Σ
evgn(γ ∧ β′) + evgn(γ′ ∧ β).
The action functional of the theory is
S(γ, β) = 〈β, ∂γ〉,
which has critical points corresponding to holomorphic fields. The Lie algebra Wn
of vector fields on D̂n preserves the shifted pairing and action functional via the
L∞-action. Wn maps to Der(gn) := C∗Lie(gn, gn[1]) by t
m1
1 . . . t
mn
n ∂j 7→ tm11 . . . t
mn
n ξ j. It
can be shown that the formal βγ system is a Wn-equivariant theory via this map.
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4.2.2 Adding fermions.
The formal bcβγ system includes fermions valued in an auxillary vector bundle on
the target space. To encode this using a dg Lie algebra as above, let VE ∼= Cδ[0] be a
Z-graded vector space concentrated in degree 0, which will be considered a trivial
gn-module. The abelian lie algebra gn⊕VE then encodes the total space D̂n×Cδ[1]
formally completed along the zero section. The space of fields is then expanded to
EΣE→X = Ω0,∗(Σ, gn[1]⊕VE[1])⊕Ω1,∗(Σ, g∨n [−1]⊕V∨E [−1]).
The associated abelian dg Lie algebra is
DgΣn,E := EΣE→X[−1] = Ω0,∗(Σ, gn ⊕VE)⊕Ω1,∗(Σ, g∨n [−2]⊕V∨E [−2]).
The new fields will be denoted by φ ∈ Ω0,∗(Σ, VE[1]) and ψ ∈ Ω1,∗(Σ, V∨E [−1]).
The cohomological grading of a field has contributions both from it’s degree in the
Dolbeault complex as well as from the degree of the vector space the field is valued
in. More explicitly, components of EΣE→X in degree 0 are
Ω0,0(Σ, gn[1])⊕Ω0,1(Σ, VE[1])⊕Ω1,0(Σ, g∨n [−1]),
components in degree 1 are
Ω0,1(Σ, gn[1])⊕Ω1,1(Σ, g∨n [−1])⊕Ω1,0(Σ, V∨E [−1]),
components in degree 2 are
Ω1,1(Σ, V∨E [−1]),
and components in degree −1 are
Ω0,0(Σ, VE[1]).
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The pairing that gives a −1-shifted symplectic structre on EΣE→X is
〈γ + β + φ + ψ, γ′ + β′ + φ′ + ψ′〉 =
∫
Σ
evgn(γ ∧ β′) + evgn(γ′ ∧ β)




The action functional is then
S(γ, β, φ, ψ) = 〈β + ψ, ∂γ + ∂φ〉,
with critical points satisfying the condition given by the Euler-Lagrange equations
∂γ = ∂β = 0 and ∂φ = ∂ψ = 0.
4.3 Symmetries of the classical theory.
Proposition 4.3.1. GLn,δ acts on EΣE→X in such a way that it preserves the shifted pairing
and the action.
Proof. The action of GLn,δ on the space of fields is induced by the action of it’s
components GLn and GLδ. For GLn, these are the defining action on gn[1] = Cn and
the coadjoint action on g∨n [−1]. For GLδ, these are the defining action on VE[1] =
Cδ[1] and the coadjoint action on V∨E [−1].
In the same way that the action of Wn encodes the action of infinitesimal diffeo-
morphisms on D̂n, the Lie algebra that encodes the action of infinitesimal diffeo-
morphisms of D̂n×Cδ[1] that respect the bundle structure is Wn,δ := Wn nglδ(Ôn).
Specifying the action of this Lie algebra amounts to giving a map
ρ : Wn,δ → Der(gn ⊕VE) := C∗Lie(gn ⊕VE, gn[1]⊕VE[1]).
Let ti and ξi, for i = 1, . . . , n, be the bases for g∨n and gn as above and let {vi|i =
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1, . . . , δ} be a basis for VE with dual basis {τi|i = 1, . . . , δ}. It is convenient to write
glδ(Ôn) ∼= Ôn ⊗C V∨E ⊗C VE. Homogeneous elements of Wn,δ are of the form




1 · · · t
ln
n ⊗ τp ⊗ vq)|j ∈ {1, . . . , n}; mi, li ∈ Z≥0; p, q ∈ {1, . . . , δ}}.
ρ is then given by




1 · · · t
ln
n ⊗ τp ⊗ vq) 7→ t
m1
1 · · · t
mn
n ξ j + t
l1
1 · · · t
ln
n ⊗ τp ⊗ vq,
where the elements in Der(gn ⊕ VE) act via contraction. The evaluation pairing
then gives an action on g∨n ⊕ V∨E (where the shift of the individual components is
ignored). Then, tensoring with Ω0,∗(Σ) and Ω1,∗(Σ) results in an action on EΣE→X
that preserves the shifted pairing and the differential.
4.4 Obstruction-deformation complex.
Definition 4.4.1. Let Defn = C∗loc(Dg
Σ
n,E) = DensΣ⊗DΣ C
∗
Lie,red(J
∞(V)) be the ob-
struction deformation complex, where
V = T∗Σ0,∗ ⊗C (gn[1]⊕VE[1])⊕ T∗Σ1,∗ ⊗C (g∨n [−1]⊕V∨E [−1]).
This is the cochain complex of local functionals on EΣE→X and consists of formal
sums I = ∑
k>0
Ik where each Ik is a local functional of homogeneous degree k. Here
DΣ is the ring of differential operators on Σ, DensΣ are the smooth densities on
Σ, and J∞(V) is the sheaf of smooth ∞-jets of sections of the dg vector bundle V
associated to EΣE→X.
Defn[−1] has a Lie algebra structure coming from the BV bracket {−,−}, which
is determined by the shifted pairing on DgΣn,E. The differential on Defn is Q :=
{S,−}.
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4.5 Lie algebras and functionals.
The correspondence between L∞ and formal moduli problems allows us to de-
scribe geometric objects on the formal moduli problem Bg in terms of the L∞ alge-
bra g. The following dictionary will be useful.
Geometric Object Expressed in Terms of g
Functions O(Bg) on Bg C∗Lie(g)
Vector bundle V on Bg C∗Lie(g, V) for a g-module V
Sections of TBg/vector fields on Bg Der(g) := C∗Lie(g, g[1])




Formulating this field theory in terms of L∞ algebras provides a framework
that allows us to easily express symmetries of the field theory in terms of func-
tionals in Defn. This is an expression of the relationship between symmetries and
Noether currents. A symmetry of the field theory manifests as a map of L∞ alge-
bras. Recall that such a map f : h → g can be equivalently described as either a
map of augmented dg commutative algebras f ∗ : C∗Lie(g) → C∗Lie(h) or a Maurer-
Cartan element in the L∞ algebra C∗Lie(h, g). For the classical theory we concerned
with, we have h = Wn,δ and g = Defn[−1] with the map f being a lift of the map
ρ : Wn,δ → Der(Defn[−1]), which will be described below. The corresponding
Maurer-Cartan element will end up being a local functional.
4.6 IW interaction.
Encoding the action of Wn,δ via a functional in order to quantize equivariantly
means that our free theory becomes an interacting theory.
Definition 4.6.1. Let IW : Wn,δ → Defn[−1] be the linear extension of the map
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given on homogeneous elements by




1 . . . t
ln
n ⊗ τp ⊗ vq) 7→ IW(X,A)(γ, β, φ, ψ)
where
IW(X,A)(γ, β, φ, ψ) =
∫
Σ
γ∧m11 ∧ · · · ∧ γ
∧mn
n ∧ βi +
∫
Σ
γ∧l11 ∧ · · · ∧ γ
∧ln
n ∧ φp ∧ ψq.
To introduce some useful notation, write IW = IWn + Iglδ as a sum of two terms
where
IWn : Wn ⊂Wn,δ → Defn[−1]
IWnX (γ, β, φ, ψ) := I
Wn
(X,A)(γ, β, φ, ψ) =
∫
Σ
γ∧m11 ∧ · · · ∧ γ
∧mn
n ∧ βi
Iglδ : glδ(Ôn) ⊂Wn,δ → Defn[−1]
IglδA (γ, β, φ, ψ) := I
glδ
(X,A)(γ, β, φ, ψ) =
∫
Σ
γ∧l11 ∧ · · · ∧ γ
∧ln
n ∧ φp ∧ ψq.
From the poisson bracket on Defn[−1], we get another map
Defn[−1]→ Der(Defn[−1])
J 7→ {J,−}.
We then have that ρ(X, A) = {IW(X,A),−}. I
W is in fact a Maurer-Cartan element of
C∗Lie(Wn,δ, Defn), i.e. satisfies the Maurer-Cartan equation
(dW⊗1 + 1⊗Q)IW +
1
2
{IW, IW} = 0,










where Ω2cl(Bg) = C
∗
Lie(gn ⊕ VE, (g∨n [−1] ⊕ V∨E [−1])∧2), will be defined and will
play an important role in identifying obstructions to quantization. Let θ ∈ Ω1(Bg)
and denote the homogeneous degree k component by
θk : Sym
k(gn[1]⊕VE[1])→ g∨n [−1]⊕V∨E [−1].
This leads to the natural map
θΣk : Sym





(γi1 ⊗ ξi1) · · · (φik ⊗ vik) 7→ (γi1 ∧ · · · ∧ φik)⊗ θk(ξi1 , . . . , vik).
Let θΣ = ∑
k
θΣk . Each θ defines a functional J̃θ ∈ C
∗
loc(EΣE→X) by




〈θSk ((γ + φ)
⊗k), ∂γ + ∂φ〉gn⊕VE ,
J̃θ(β + ψ) = 0.
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1 · · · τ
µn+δ
δ dtj + t
ν1




1 · · · τ
νn+δ
δ dτs then



















1 ∧ · · · ∧ φ
∧νn+δ
δ ∧ ∂φs.
Similarly, for f ∈ C∗Lie(gn ⊕VE), the homogeneous degree k component
fk : Symk(gn[1]⊕VE[1])→ C
leads to the natural map
f Σk : Sym
k(Ω0,∗Σ ⊗ (gn[1]⊕VE[1]))→ Ω
0,∗
Σ
(γi1 ⊗ ξi1) · · · (φik ⊗ vik) 7→ (γi1 ∧ · · · ∧ φik)⊗ fik(ξi1 , . . . , vik).
Let f Σ = ∑
k
f Σk .
Proposition 4.7.1. J̃ satisfies the following properties:
1. For all θ, J̃θ is closed in Defn and lies in the subcomplex (Defn)C
××Aff(C).
2. θ 7→ J̃θ is Wn,r|δ-equivariant. In other words, J̃L(X,A)θ = (X, A) · J̃θ.
3. J̃θ = 0 if θ is an exact one-form.
J̃θ descends to a Wn,δ-equivariant map J : Ω2cl(Bg)[1]→ (Defn)C
××Aff(C).
Definition 4.7.2. J is defined by J(α) = J̃θ for any θ such that α = dθ.
Let us construct an operator J valued in desnsities such that J̃θ =
∫
Σ Jθ in the
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following way. Consider the following composition for homogeneous degree k:














where the last map is the evaluation pairing between gn ⊕ VE and g∨n ⊕ V∨E . By
symmetrizing this composition, we obtain the (k + 1)th homogeneous component
of Jθ
(Jθ)k+1 : Sym
k+1(Ω0,∗Σ ⊗ (gn[1]⊕VE[1]))→ Ω
1,∗
Σ .
It will be useful to establish the following properties of J.
Lemma 4.7.3. Suppose f ∈ Ôn and θ ∈ Ω1(Bg). Then
1. J f θ = f Σ ∧ Jθ and
2. JddR f = ∂ ◦ f
Σ.
Proof. For simplicity, assume that f and θ are homogeneous of degree k and l,
respectively. Then f θ defines the map
( f θ)Σ : Symk+l(gn[1]⊕VE[1])→ Symk(gn[1]⊕VE[1])⊗ Syml(gn[1]⊕VE[1])
→ g∨n [−1]⊕V∨E [−1],
(ξi1 , . . . , vik , ξ
′
j1 , . . . , v
′
jl) 7→ (ξi1 , . . . , vik)⊗ (ξ
′
j1 , . . . , v
′
jl)
7→ f (ξi1 , . . . , vik)θ(ξ
′
j1 , . . . , v
′
jl).
Thus ( f θ)Σ = f ΣθΣ, which implies (1). Now consider the special case of a linear
functional h : (gn[1]⊕VE[1])→ C, which is viewed as an element in C∗Lie(gn⊕VE).
The deRham differential of h is
ddR h : Sym0(gn[1]⊕VE[1])→ g∨n [−1]⊕V∨E [−1],
1 7→ h.
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Then JddR h = ∂Jh. The general case for (2) follows from the fact that both the
left and right sides are derivations with respect to the product of functions. More
explicitly, if f , g ∈ C∗Lie(gn ⊕VE), then
∂(( f g)Σ) = ∂( f ΣgΣ) = ∂( f Σ) ∧ gΣ + f Σ ∧ ∂(gΣ).
Proof of 4.7.1. For θ as above, Jθ is described by applying a constant coefficient
holomorphic differential operator to the fields γ and φ. Jθ is then holomorphic
and invariant under linear transformations. It follows that J̃θ is holomorphic, i.e.
∂ J̃θ = 0, so it is closed in Defn. This proves (1).
(3) follows from (2) of the above lemma because integration of a ∂-exact form
is 0. This also implies that J̃ descends to a map J : Ω2cl(Bg)[1]→ (Defn)C
××Aff(C).
To show (2), let us recall that the action of Wn,δ on Defn is encoded through the
BV bracket, hence it is sufficient to show that, for all θ ∈ C∗Lie(gn ⊕ VE), J̃L(X,A)θ =
{IW(X,A), J̃θ}. For simplicity, let (X, A) = (∂i, τp ⊗ vq). Then, for a homogeneous
one-form




1 · · · τ
µn+δ
δ dtj + t
ν1










1 · · · t
µi−1









1 · · · t
νi−1













1 · · · τpτ
µn+q−1









1 · · · τpτ
νn+q−1
q · · · τ
νn+δ
δ dτs.




A introduced above, the bracket above can be
written as {IW(X,A), J̃θ} = {I
Wn , J̃θ}+ {Iglδ , J̃θ}. IWn has a single βi input that pairs
with a single γi input from J̃θ. Iglδ has one input from φp and one from ψq, but only
the ψq pairs with a single φq input from J̃θ. J̃θ has µi + δij and νi such γi inputs in
the first and second terms, respectively, and µn+q and νn+q + δqs such φp inputs in
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the first and second terms, respectively. The δij and δps come from the ∂γj and ∂φp,
repsectively, in J̃θ. This gives





1 ∧ · · · γ
∧µi−1
i ∧ · · · ∧ γ
∧µn
n


















γ∧ν11 ∧ · · · γ
∧νi−1
















1 ∧ · · · ∧ φp










1 ∧ · · · ∧ φp










1 ∧ · · · ∧ φ
∧νn+δ
δ ).
The negative signs come from integration by parts. The second and sixth terms
vanish and what is left over is precisely J̃L(X,A)θ. For homogeneous coefficients,




1 . . . t
ln
n ⊗ τp ⊗ vq), so then
L(X,A)θ = µit
m1+µ1
1 · · · t
mi+µi−1






















1 · · · t
mi+νi−1













1 · · · τpτ
µn+q−1









1 · · · τpτ
νn+q−1

















The corresponding Poisson bracket is





1 ∧ · · · γ
∧(mi+µi−1)
i ∧ · · · ∧ γ
∧(mn+µn)
n












1 ∧ · · · ∧ φ
∧µn+δ
δ )








1 ∧ · · · γ
∧(mi+νi−1)
i ∧ · · · ∧ γ
∧(mn+νn)
n












1 ∧ · · · ∧ φp












1 ∧ · · · ∧ φp






γ∧l11 ∧ · · · ∧ γ
∧ln
n ∧ φp ∧ ∂(γ
∧ν1
1 ∧ · · · ∧ γ
∧νn
n
∧ φ∧νn+11 ∧ · · · ∧ φ
∧νn+δ
δ ).
Integration by parts of the second and sixth terms gives exactly J̃L(X,A)θ. The case
for general θ and (X, A) follows from linearity of the Lie derivative and J̃.
Proposition 4.7.4. J is a quasi-isomorphism.
Proof. It was just shown that J is Wn,δ-equivariant. To show that J is a quasi-
isomorphism first recognize all functionals are either independent of or linear in
either β or ψ. C× acts by scaling the cotangent fibers, so functionals linear in β and
ψ are of weight one with respect to this action. By considering functionals that are
invariant with respect to this action, we have
(Defn)C
××Aff(C) ' C∗loc(Ω0,∗(C, gn ⊕VE))Aff(C),
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since each functional can be written as the wedge product of either β or ψ with a
nontrivial Lagrangian in the γ and φ fields. The quasi-isomorphism then follows
from Proposition 15.1.1 in [Cos11]. The argument applied to this context will be
presented here. A description of translation invariant local functionals in terms of
D-modules gives
C∗loc(Ω








where Jet0 denotes the jets of sections at 0.
Using z for the holomorphic coordinate on C, we have
Jet0(Ω
0,∗(C, gn ⊕VE)) ∼= (gn ⊕VE)[[z, z̄, d z̄]],
so the above identification via D-modules is Wn,δ-equivariant. It follows that there
is a Wn,δ-equivariant quasi-isomorphism
(Defn)C




(gn ⊕VE)[[z, z̄, d z̄]]
)
,
where we are taking invariants with respect to C× ×C ⊂ C× × (C n C×) = C× ×
Aff(C). The quasi-isomorphism of dg Lie algebras
((gn ⊕VE)[[z]], 0)
'−→ ((gn ⊕VE)[[z, z̄, d z̄]], ∂)
is Wn,δ-equivariant. In the case g = gn ⊕ VE, Costello’s calculation then implies
that(
















Ω2(Bg)[1]→ Ω3(Bg)[0]→ · · ·
)
is the quasi-isomorphism coming from the Chevalley-Eillenberg differential. These
quasi-isomorphisms are Wn,δ-equivariant. Applying the Chevalley-Eilenberg
functor gives the quasi-isomorphism,







When JW is evaluated on elements of Wn,δ, both terms only contain ploynomi-
als in the t variables, hence both will map to functionals that depend only on the




0,∗(C, gn))Aff(C)) ⊂ C∗Lie(Wn,δ, (Defn)C
××Aff(C)).
Now assume that X and Y are homogeneous of degree p and q, respectively. Ap-
plying J̃ gives
J̃αT̂ (X,Y)(γ1, . . . , γp−1, γ
′






〈(∂j f i)Σ(γ1, . . . , γp−1), ∂((∂i f̃ j)Σ(γ′1, . . . , γ′q−1))〉gn .
(4.3)
The differential is what causes the drop in degree. Similarly, if we assume A and B
are homogeneous of degree p and q, respectively we have
J̃αVE (A,B)(γ1, . . . , γp, γ
′






Σ(γ1, . . . , γp), ∂((g̃kl )
Σ(γ′1, . . . , γ
′
q−1))〉gn .
This then allows us to calculate the images of the Chern classes under JW because,
as above,
JW(chGF2 (T̂ ))((X, A), (Y, B), γ) = J̃αT̂ ((X,A),(Y,B))(γ)
and
JW(chGF2 (VE))((X, A), (Y, B), γ) = J̃αVE ((X,A),(Y,B))(γ).
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4.8 IT interaction.
Another functional can encode the action of the Lie algebra of holomorphic vector
fields TΣ := TΣ1,0 on the source. Define the dg Lie algebra T Σ = Ω0,∗(Σ, TΣ) with
differential ∂ and Lie bracket the extension of that on TΣ. There is a natural action
on Ω0,∗(Σ, Cn)⊕Ω0,∗(Σ, Cδ[1]) given by the Lie derivative of (0, ∗)-forms
ξ · (γ⊗ v + φ⊗ w) = (Lξγ)⊗ v + (Lξφ)⊗ w.
This extends to an action on EΣE→X so that it preserves the shifted pairing.
Definition 4.8.1. This action can be encoded in a functional via
IT : T Σ → Defn[−1]
ξ 7→ 〈β + ψ,Lξ(γ + φ)〉.
Then, {ITξ ,−} = Lξ and there is a semidirect product structure on T Σ ⊕DgΣn,E.
4.9 The functional K and the cocycle ωGF.
In the special case that Σ = C, the T C−equivariant deformation complex is given
by DefTn = C
∗
loc(T C nDgCn,E) ∼= C
∗
loc(T C)⊕C∗loc(T C, Defn). Following Proposition
8.16 in [GGW20], the cohomology of C∗loc(T C) is isomorphic to H3Lie(W1) and is
concentrated in degree 1, so H∗(C∗loc(T C)) ∼= C[−1]. An explicit generator for the
cohomology is
ωGF : T Cc × T Cc → C











There is a map K : Ω1(Bg)→ C∗loc(T C, Defn) that plays a role similar to J.
Definition 4.9.1. For η ∈ Ω1(Bg), define the cocycle Kη ∈ C1loc(T C, Defn) by

















0,1dz̄〈ηΣ(γ + φ), ∂Lφ〉VE ,
where ξ = ξ0∂z + ξ0,1dz̄∂z.
Proposition 4.9.2. K is a Wn,δ-equivariant map.
Proof. It is sufficient to show that KL(X,A)η = {I
W
(X,A), Kη} for all η ∈ Ω
1(Bg). This
follows a similar argument for the map J. Applying the Chevalley-Eilenberg func-
tor to K gives the map
KW : C∗Lie(Wn,δ, Ω
1(Bg))→ C∗Lie(Wn,δ, C∗loc(T C, Defn)),
which is analogous to JW .
Putting this together, there is a map of dg Lie algebras
(ωGF, K, J) : C[−2]⊕Ω1(Bg)[−1]⊕Ω2cl(Bg)→ Def
T
n [−1]
(1, η, ω) 7→ (ωGF, Kη, Jω).
It was shown earlier that J is equivariant for Wn,δ. An analogous argument shows
that K is equivariant for Wn,δ. By considering T C and C as trivial Wn,δ-modules,
ωGF is trivially equivariant for Wn,δ. Hence this map is equivariant for Wn,δ.
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4.10 The equivariant obstruction-deformation complex.





The interaction term will be the sum of those coming from each symmetry Lie
algebra, namely IW + IT . Hence, the differential will be
dT + dW + Q + {IW + IT ,−}.
4.11 Algebraic Part of Interaction.
For this section we restrict to the special case where Σ = C. Using the natural
framing of the tangent bundle given by ∂z, write Ω0,∗(Σ) = C∞(C)⊗ C[d z̄] and
























For X = ai∂i and A = bp,q ⊗ τp ⊗ vq with homogeneous coefficients ai, bp,q ∈ Ôn of











Splitting these up into analytic and algebraic factors gives
IWn,anX ∈ Sym(C∞(C))k+1, I
glδ,an
















Now assume that k = l + 1 so that the analytic component can be factored out. For
any (X, A), IWnX is linear in inputs gn d z̄ and (g
∨
n [−2]⊕ g∨n [−2]d z̄)d z with no de-
pendence on VE or V∨E . For any (X, A), I
glδ
A is linear in inputs VE⊕ (gn⊕VE)d z̄ and(
(g∨n [−2] ⊕ V∨E [−2]) ⊕ (g∨n [−2] ⊕ V∨E [−2])d z̄
)













gn, V∨E [−1]⊗ gn[1](d z d z̄)∨ ⊕V∨E [−1]⊗VE[1](d z d z̄)∨ ⊕ . . .
)
.
These can be expressed as elements in
IWn,algX ∈ C
∗



























The formal de Rham differential ddR : Ôn → Ω̂1n determines a map






















A ) = At










can equivalently be seen as
IWn,alg + Iglδ,alg : Wn,δ⊗C(T0 ⊕VE[1])→ Ôn ⊗C (T0 ⊕VE[1]) = T̂n ⊕ VE.
We have IWn,alg + Iglδ,alg = ρT̂n |T0⊕ ρVE |VE[1]. Results in the section on characteristic
classes in formal geometry imply that ddR⊗1(IWn,alg + Iglδ,alg) is a representative










The main result of this chapter is the following theorem.
Theorem 5.0.1. There is an obstruction to a T Σ ⊕Wn,δ-equivariant quantization of the
formal βγ-system coupled to a vector bundle on the target. It is represented by a nontrivial
cocyle
2(n− δ)ωGF + ΘW + ΘT ∈ C∗Lie(Wn,δ, DefTn ).
Moreover, we have
2(n− δ)ωGF ∝ lim




ε , Kε, I
T [ε]),
ΘW = aJW(chGF2 (T̂n) + chGF2 (VE)),
and
ΘT = bKW(cGF1 (T̂n) + cGF1 (VE))
for some nonzero constants a and b.
Remark 5.0.2. This recovers the anomalies for the existence of sheaves of vertex al-
gebras as well as the existence of a conformal structure on those sheaves found
in [GMS00b]. Additionally, the cocycle 2(n − δ)ωGF is not usually viewed as an
obstruction in physics, but rather as a central extension term associated to the Vi-
rasoro algebra. This is a manifestation of the quantization procedure producing
central extensions of symmetry algebras.
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5.1 Review of quantization in BV formalism.
The idea of BV quantization is to first construct a prequantization of a classi-
cal BV field theory, which is a family of deformations of (O(E), Q + {I[L],−}),
parametrized by the “length scale” L, related by the renormalization group flow,
and then check to see if the quantum master equation can be solved. Recall the
following definition of quantization.
Definition 5.1.1. For a classical field theory with space of fields E and action func-
tional S = S f ree + I, a BV quantization of this classical field theory is a family
of effective interactions {I[L]}L∈(0,∞), where I[L] is of degree 0 and at least cubic
modulo h̄ in
(O(E)[[h̄]], Q + {I[L],−}+ h̄∆L),
satisfying the following three requirements:
1. an exact renormalization group flow equation,
W(PLε , I[ε]) = I[L]
for all 0 < ε < L,




{I[L], I[L]}L + h̄∆L I[L] = 0
at each length scale L ∈ (0, ∞), and
3. limL→0 I[L] has an asymptotic expansion that is local.
The BV Laplacian ∆L is constructed from the shifted symplectic structure on E .
BV quantization as above is not sufficient for our purposes. What is needed
is a way to quantize a classical theory equivariantly with respect to the action
of a Lie algebra. A classical field theory with space of fields E and action func-
tional S = S f ree + I is an h-equivariant classical field theory if the action of h
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preserves both S and the symplectic pairing on E . The action can then be en-
coded as a Maurer-Cartan element Ih ∈ C∗Lie(h)⊗ C∗loc(E). S + Ih is then viewed
as the action functional of a theory with space of fields h⊕ E and local function-
als C∗Lie(h)⊗ C∗loc(E) equipped with the differential {S + Ih,−}, which is “square
zero” because {S + Ih, S + Ih} ∈ C∗Lie(h) (i.e. thought of as a constant or element
in the base ring), so is annihilated by the BV bracket. This is an example of the
background field method in physics.
For what follows, it is convenient to write the action functional S of a classical
field theory as S f ree + I, i.e. the sum of it’s quadratic and interacting parts. Only
the interaction term changes in quntization, so S[L] = S f ree + I[L].
Definition 5.1.2. An h-equivariant BV quantization is the data of the h-equivariant
classical field theory above and a non-equivariant BV quantization {I[L]}L∈(0,∞)
satisfying the following three requirements:
1. an exact renormalization group flow equation
W(PLε , I[ε] + I
h[ε]) = I[L] + Ih[L]
for all 0 < ε < L,
2. the equivariant scale L quantum master equation, i.e.
Q(I[L] + Ih[L]) + dh Ih[L] +
1
2
{I[L] + Ih[L], I[L] + Ih[L]}L + h̄∆L(I[L] + Ih[L])
is in C∗Lie(h) for every scale L, and




(I[L] + Ih[L])mod h̄ = I + Ih.
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5.2 The equivariant pre-theory.
We want to apply this to the classical field theory described above first with h =
Wn,δ (the more general case with h = T Σ ⊕Wn,δ will be dealt with later). The
situation is simplified because the classical field theory is free, hence I = 0 and the
only interaction term comes from the functional IW associated to the Lie algebra






and then add counter terms to the interaction so that this limit exists. As shown by
Costello’s work in [Cos11], such a pre-theory is guarenteed to exist. However, this
pre-theory will not necessarily satisfy the QME. This will be addressed in the next
subsection.
The pre-theory will use the following data. Since we are working with the
Riemann surface Σ = C as the source, it is natural to choose the Euclidean metric
as the Riemannian metric that is necessary to specify the heat kernel and gauge
fixing operator. This choice is not canonical, however the space of Riemannian
metrics on Σ is contractible so any two choices of metric give field theories related
via homotopy. Hence, any two choices results in field theories that are essentially
equivalent. The analytic heat kernel used is




2/4t · (dz− dw) ∧ (dz̄− dw̄).
The full heat kernel is then Kt(z, w) = Kant (z, w)(Idgn + Idg∨n + IdVE + IdV∨E ). Using
the gauge fixing condition QGF = ∂
∗
(so that [∂, QGF] = ∆ is the standard Laplacian
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∗ ⊗ 1)Kant (z, w)dt.
The full propagator has two components which, as edges of Feynman diagrams,
correspond to either edges with one end γ and the other end β or edges with one
end φ and the other end ψ.
Proposition 5.2.1. For a connected genus one graph Γ, the limit limε→0 WΓ(Pε<L, IW)
exists.
Proof. It is sufficient to assume Γ is a connected genus one graph without any trees
attached (i.e. all vertices are in the loop) because singularities can only arise from
the wheel itself and not from any trees attached. The decomposition of the propa-
gator allows the following decomposition
WΓ(Pε<L, IW) = WΓ(Pε<L, IWn + Iglδ) = WΓ(Pε<L, IWn) + WΓ(Pε<L, Iglδ).
We can write each component of WΓ(Pε<L, IW) as the product of an analytic factor
and an algebraic factor
WΓ(Pε<L, IW) = WanΓ (Pε<L, I
Wn)WalgΓ (Pε<L, I
Wn) + WanΓ (Pε<L, I
glδ)WalgΓ (Pε<L, I
glδ).
The algebraic factor is independent of L, hence to show the limit exists, it suffices
to consider the analytic weights. Additionally, we have
WanΓ (Pε<L, I
Wn) = WanΓ (Pε<L, I
glδ).
The analytic factor WanΓ (Pε<L, I
Wn) was shown to converge in Proposition 9.5 in
[GGW20].
Definition 5.2.2. For L > 0, let
IW[L] := lim
ε→0






where the sum is over all isomorphism classes of stable connected graphs. The
collection {IW[L]}L∈(0,∞) is then a Wn,δ-equivariant prequantization. As explained
below, graphs with more than one loop are trivial so it is convenient to write











5.3 The QME and simplifications.
First, let us consider the quantum master equation for the Wn,δ-equivariant theory.
The non-equivariant theory is free, so the only interaction terms is the functional
IW. IW satisfies the classical master equation, so all obstructions will be of order h̄
or higher.
Proposition 5.3.1. The QME at scale L is
(dW + Q)IW[L] +
1
2
{IW[L], IW[L]}L + h̄∆L IW[L] = h̄ΘW[L].
Proof. The right hand side, which contains the obstructions, does not have any
terms of order h̄2 or higher for the following reason. Any Feynman diagram with
this interaction term that has a loop can only have vertices labelled with either IWn
or Iglδ . This is because the propagator terms will be edges with either γ and β ends
or φ and ψ ends. So, any mixing of these edges leads to a zero term. If the graph
has one or more loops, then all external legs will be γ fields. For graphs with two
or more loops, there is an internal vertex which has two β or two ψ edges from
propagators, which means any graph with two or more loops vanishes. Hence the
obstruction to solving the QME consists of one-loop diagrams.
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Proposition 5.3.2. Writing IW[L] = IW,0[L] + h̄IW,1[L] as above, the QME can be sim-
plified to
h̄(dW + Q)IW,1[L] + h̄{IW,0[L], IW,1[L]}L + h̄∆L IW,0[L] = h̄ΘW[L].
Proof. From the classical master equation,which is automatically satisfied, we have
(dW + Q)IW,0[L] + {IW,0[L], IW,0[L]}L = 0. ∆L acts on a diagram by contracting
two external legs with the integral of the heat kernel. Since all external legs of
a one-loop diagram are γ fields, ∆L IW,1[L] = 0. The bracket {IW,1[L], IW,1[L]}L
vanishes since each of these interaction terms are functions of the γ fields only
and each term in the bracket involves derivatives with respect to at least one other
variable.
5.4 Obstructions to solving QME
Apply the Chevalley-Eilenberg cochain functor C∗Lie(Wn,δ,−) to the quasi-
isomorphism
J : Ω2cl(Bg)[1]→ (Defn)C
××Aff(C).
This quasi-isomorphism comes from Proposition 15.1.1 in [Cos11]. Recall the iden-
tification Ω2cl(Bg)
∼= C∗Lie(gn ⊕ VE, (g∨n [−1] ⊕ V∨E [−1])∧2). Since ΘW[L] is only a
function of γ fields and background fields from Wn,δ,
ΘW[L] ∈ C∗Lie(Wn,δ, C∗loc(Ω0,∗(C, gn))Aff(C))
and is of cohomological degree 1. The following lemma is a result from [Li16].

































It will be explained below why there are no diagrams that mix vertices labeled by IWn and
Iglδ .
For ((X, A), (Y, B)) = (( f i∂i, glkτ
k ⊗ vl), ( f̃ i∂i, g̃lkτ
k ⊗ vl)), we have the follow-
ing proposition.
Proposition 5.4.2.









Σ(γ1, . . . , γp), ∂((g̃kl )
Σ(γ′1, . . . , γ
′
q−1))〉gn .














Proof. This follows from the properties of JW defined above.
Proposition 5.4.3. The obstruction ΘW to solving the Wn,δ-equivariant QME is in
(DefWn )C
××Aff(C) and
ΘW = aJW(chGF2 (T̂n) + chGF2 (VE))
for some nonzero constant a.
Proof. We can write ΘW[L] = ΘWn [L] + Θglδ [L] since IW = IWn + Iglδ . For homo-
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The first graph is precisely the graph studied in section 9 in [GGW20]. For the sec-
ond graph, let A = tk11 · · · t
kn
n ⊗ τp⊗ vq and B = tl11 · · · t
ln


















1 (z2) · · · γ
∧ln
n (z2)) ∧ Kanε (z1, z2) ∧ Panε<1(z2, z1).
The target coordinates are taken care of through the algebraic component, hence to
compute the analytic factor it is sufficient to consider the case n = 1. The integral
is nonzero only when there is the right number of factors of dzi and dz̄i in the γ























































2/4ε z̄1 − z̄2
−4t e
−|z1−z2|2/4t d t,
where we suppress the factors of dzi and dz̄i. We now make the coordinate changes
































































































































In the ε → 0 limit, only the first term in the Wick expansion for integrating over
























which, after recognizing that w1 = 0 imples z1 = z2 = z, evaluating the limit ε→ 0
















For k = l and fi = gi gives aJW(ch
GF
2 (VE))((X, A), (Y, B), fi = gi) for some
nonzero constant a.
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5.5 The conformal anomaly.
Now let us consider quantizing equivariantly with respect to the Lie algebra T Σ⊕
Wn,δ. For L > 0, let
IT [L] := lim
ε→0







where the sum is over all isomorphism classes of stable connected graphs.
Theorem 5.5.1 (Restatement of 5.0.1). There is an obstruction to a T Σ ⊕ Wn,δ-
equivariant quantization of the formal βγ-system coupled to a vector bundle on the target.
It is represented by a nontrivial cocyle
2(n− δ)ωGF + ΘW + ΘT ∈ C∗Lie(Wn,δ, DefTn ).
Moreover, we have
2(n− δ)ωGF ∝ lim




ε , Kε, I
T [ε]),
ΘW = aJW(chGF2 (T̂n) + chGF2 (VE)),
and
ΘT = bKW(cGF1 (T̂n) + cGF1 (VE))
for some nonzero constants a and b.
Remark 5.5.2. T Σ and Wn,δ commute, so the corresponding obstructions can be
computed by considering the QME associated the sum of the corresponding inter-
actions.
Proof. The computation proving the statement for ΘW is provided above. The term
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The first diagram has internal edges connecting γ legs to β legs of the vertices
while the second diagram has internal edges connecting φ legs to ψ legs of the
vertices. This reflects the two terms in the definition of IT . Note that ωGF only
depends on the background fields ξ ∈ T Σ and this reflects the central charge of
the Virasoro symmetry. See [GGW20] and [Wil17] for details.

















The first diagram is precisely the diagram corresponding the weight
bKW(cGF1 (VE)), as shown in [GGW20]. For the second diagram, it suf-
fices to let A = tk11 · · · t
kn




k j. For simplicity, assume
ξ = ξ0∂z ∈ Ω0,0(C, TC) ⊂ T Σ. Then, KW(cGF1 (VE))(ξ,−) which means that
KW(cGF1 (VE))(ξ, A, γ) =
∫
Σ




As with the proof for the other obstruction, we let n = 1 so that for Σ = C
KW(cGF1 (VE))(ξ, A, f (z)) =
∫
Σ
(∂zξ0)∂z f k d z2.
65
The analytic weight of the second graph is
∫
C2






d z̄2 ∧ Kε(z1, z2).









2/4t d t(d z1 − d z2).









































































6.1 The theory on an elliptic curve.
The theory considered above is invariant with respect to affine transformations of
C (as the target space). This implies that the theory descends to an elliptic curve
Σ = C/Λ, where Λ = Z1 ⊕Zτ for some τ ∈ H. By choosing a holomorphic
volume form ω on Σ, there is an isomorphism
DgΣn,E
∼= Ω0,∗(Σ, gn ⊕VE ⊕ g∨n [−2]⊕V∨E [−2])
given by
γ⊗ (ξ, t) + φ⊗ (v, τ)↔ γ⊗ ξ + φ⊗ v + (γ ∧ω)⊗ t + (φ ∧ω)⊗ τ.
ω can be chosen to be harmonic such that ω∨ = v(Σ)−1dz̄. Let δ = (iπ)−1ω∨
and letH(Σ) ⊂ DgΣn,E be the sub dg Lie algebra of harmonic forms so thatH(Σ) ∼=
C[δ]⊗ (gn⊕VE⊕ g∨n [−2]⊕V∨E [−2]). Then C[δ]⊗ (gn[−1]⊕VE[−1]) ∼= (gn⊕VE)n




Lie,red(C[δ]⊗ (gn ⊕VE))) ∼= C∗Lie(Wn,δ, Ω−∗cl (Bg)).
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Suppose that chGF2 (T̂ ) + chGF2 (VE) is trivial so that a quantization exists. By re-
stricting the scale ∞ effective interaction to H(Σ) we get an h̄-dependent cocycle
in the Lie algebra cochains:
IW[∞]|H(Σ) ∈ C∗Lie
(
W̃n,δ, C∗Lie,red(C[δ]⊗ (gn ⊕VE ⊕ g∨n [−2]⊕V∨E [−2]))
)
[h̄].
6.2 Scale ∞ effective interaction
Let Σ be an elliptic curve with holomorphic volume form ω ∈ Ω1,0(Σ). The one






















where µ = iπ
∫





∗ ⊗ 1)Kt(z, w)dt.








(δ⊗ 1− 1⊗ δ)⊗ (idgn + idg∨n + idVE + idV∨E ).
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)−1 ⊗ (idVE + idV∨E ).















and is in C∗Lie(Wn,δ, Ω















= (2k− 1)!(2πi)2k p∗ chGF2k (VE).



























for k = 1. Here, e2(τ) is a renormalized version of the Eisenstein series. The














































































This can be viewed as a twisted version of the Witten genus.
6.3 Interesting cases.
As should be expected, when δ = 0, there are no fields valued in VE and we recover
the case in the original paper where the partition function is the logarithmic Witten
genus because
chGFk (VE) = ch
GF
k (Ôn ⊗Cδ[1]) = − ch
GF
k (Ôn ⊗Cδ) = 0
for k > 1. For the case where E = TX[1], we have VE = T̂n[1]. This means that, in
particular,
chGFk (VE) = ch
GF








In this section we will focus on the specific case where VE = T̂n[1], which cor-
responds to the case where E = TX[1]. In physics, a theory is supersymmetric
when the bosons and fermions can be exchanged. Mathematically, this can only
arise when both the bosonic and fermionic fields are valued in the same bundle, so
when we restrict to this case it is natural to look for some degree of supersymme-
try. One nice feature of this restriction is that, as previously mentioned, the above
anomalies vanish. This is a manifestation of the vanishing of the obstruction to
defining the chiral de Rham complex on any complex manifold. With this restric-






This theory is studied from a different perspective in [She13] and the identifica-
tion of the obstruction matches the result presented here. The main results of this
section are the following.
Theorem 7.0.1. i) The obstruction to quantizing the N = 2 symmetry is trivial if and
only if c1(TX) = 0.
ii) When c1(TX) = 0, the anomaly to quantizing the action of the N = 2 symmetry al-
gebra may be identified with a two-cocycle proportional to that yielding the topological
N = 2 superconformal algebra in [MSV99] and [Gat00].
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Tha Harish-Chandra pair can be reduced to (Wn, GLn) while still using the
machinery above through the diagonal embedding
Wn →Wn,δ=n
X 7→ (X, Jac(X)).
where Jac(X) is the Jacobian of X. Explicitly,




(∂j f )⊗ τj ⊗ vi.
7.1 Symmetry of the Theory: IT.
Let ε be a basis element of the trivial line bundle on Σ concentrated in cohomolog-
ical degree −1. This is thought of as a fermion coordinate. Let T = Ω0,∗(Σ, T1,0Σ ) be
local Lie algebra associated to holomorphic vector fields on Σ. The dg Lie algebra
structure comes from ∂. The twisted N = 2 local Lie algebra has the underlying
bundle of cochain complexes





where ∂∂ε is a basis for the trivial line bundle concentrated in cohomological degree
+1. Using this identification, Note that ∂∂ε φ is a γ field and εγ is a φ field. The dg











This is a symmetry of the classical theory which is encoded via a Maurer-Cartan el-
ement in C∗Lie(T
N=2, Defn[−1]). This element is expressed via the Noether current
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IT : TN=2 → Defn[−1] given by









(γ, β, φ, ψ) =
∫
Σ













(γ, β, φ, ψ) =
∫
Σ
〈ψ, α̃ ∧ φ〉L⊗gn
An abelian subalgebra TJ := Ω0,∗(Σ)ε ∂∂ε ⊂ T
N=2 is generated by elements of
the form α̃ε ∂∂ε . The corresponding Noether current that encodes the action of this
subalgebra is ITJ specified by IT
α̃ε ∂∂ε
above.
7.2 The functional K.
There is a map K : Ω̂1n → C∗loc(TJ , Defn).








where α̃0ε ∂∂ε + α̃
0,1dz̄ε ∂∂ε is in TJ . For example, if η = t
m1






α̃γm11 · · · γ
mn
n ∂γj.
Lemma 7.2.2. The map K has the following properties.
i) Kη is closed for the differential on C∗loc(TJ , Defn).




iii) K induces a map
KW : C∗Lie(Wn, Ω̂
1
n)→ C∗Lie(Wn, C∗loc(TJ , Defn)).
Proof. The differential on C∗loc(TJ , Defn) is
∂ + {S,−}+ {ITJ ,−}+ dCE .
dCE Kη = 0 because TJ is abelian and {ITJ , Kη} = 0 becasue Kη does only depends
on γ fields. ∂Kη + {S, Kη} = 0 because it is the integral of a total derivative. Using
similar arguments for the map J above, K is equivariant for an action of Wn so
gives the desired map
KW : C∗Lie(Wn, Ω̂
1
n)→ C∗Lie(Wn, C∗loc(TJ , Defn)).
7.3 Obstruction to Quantization
By a result from [Li16] reproduced in 5.4.1, the obstruction to quantization in terms
of Feynman diagrams is all wheels with two vertices. The obstructions to quantiz-
ing equivariantly with respect to Wn,δ⊕TN=2 will be denoted ωN=2, ΘW and ΘT.



























7.3.1 Identifying the obstruction.
In this subsection, we identify the vanishing of the obstruction with the vanishing
of c1(X), hence prove part i) of 7.0.1.
Proposition 7.3.1. If the above obstruction to solving the QME vanishes, then c1(X) = 0.








This diagram is the only diagram depending on Wn that is obtained when quantiz-
ing the abelian symmetry algebra TJ . The form of this integral is exactly the same
as those for the conformal anomaly discussed above, hence is the image of cGF1 (T̂n).
If these diagrams vanish under the descent functor, then this identification through
KW implies that c1(X) = 0.
For the other direction, we will need the following two lemmas.
Lemma 7.3.2. Let Wdivn be the Lie sub-algebra of Wn consisting of divergence-free vector









∂i fi = 0}.
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Then any vector field X ∈ onWdivn can be written as a linear combination of terms of the
following two forms
tm11 · · · t̂i · · · t
mn
n ∂i,
tm11 · · · t
mi+1





tm11 · · · t
mj+1
j · · · t
mn
n ∂j, for i 6= j.
Here, t̂i means that ti is absent in the polynomial.
Proof. The divergence of a vector field is zero if and only if the divergence of each
homogeneous degree k component vanishes for each k ≥ 0. Thus we can consider
a vector field with a fixed homogeneous degree k. If k = 0, then the statement is





where fi = t
m1
1 · · · t
mi+1
i · · · t
mn
n and λi is a constant. We can reduce to fi having this
form because the only way for the divergence to vanish is if each ∂i fi has the same




λi(mi + 1) = 0.
If there is only one fi that is nonzero, then this condition reduces to mi + 1 = 0,
which means the vector field is of the form λit
m1
1 · · · t̂i · · · t
mn
n ∂i, which is the first
form. Now assume that at least two coefficients λi are nonzero and there are terms
not of the first form. Suppose, without loss of generality, that λn 6= 0 and mn + 1 6=
0. Then the condition for zero divergence becomes































which is exactly a linear combination of vector fields of the second form.
Lemma 7.3.3. If X is such that c1(X) = 0 and ω is the global nonvanishing ho-
molorphic volume form, then the Harish-Chandra pair (Wn, GLn) can be reduced to
(Wdivn , SLn). This allows us to use the machinery of Gelfand-Kazhdan descent with a
sub-bundle XcoorCY → X of Xcoor → X consisting of pairs (x, φ) ∈ Xcoor such that
ω = dx1 ∧ · · · ∧ dxn in the coordinate system φ.
Proof. The reduction of the Harish-Chandra pair amounts to finding a Harish-
Chandra pair that preserves the volume form. S ∈ GLn acts on the volume form
by
S · dx1 ∧ · · · ∧ dxn = det(S)dx1 ∧ · · · ∧ dxn
so the Lie group preserving the volume form is SLn. f ∈ Wn acts via the Lie
derivative
L f (dx1 ∧ · · · ∧ dxn) = div( f )dx1 ∧ · · · ∧ dxn
so the Lie algebra preserving the volume form consists of divergence-free vector
fields, which is Wdivn .
Now we are ready for the other proposition.
Theorem 7.3.4. If c1(X) = 0, then the obstruction ΘT is trivial.
Proof. By 7.3.2 and 7.3.3, we can consider two cases. For the first case, let X =
tm11 · · · t̂i · · · t
mn
n ∂i. Then the only nonzero entries in the Jacobian are off-diagonal








γm11 ∧ · · · γ̂i · · · γ
mj−1
j · · · γ
mn
n ∧ φj ∧ ψi,
where as above the γ̂i means γi does not appear. In the above diagrams, I
glδ
Jac(X)
pairs with IT3 for the first diagram and with I
T
5 for the second diagram. The inter-
action IT is diagonal in the sense that the pairing requires the fields to have the
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same indices. As a result, the first diagram is zero if there is no γi leg because of
the ψi and the second diagram is zero if there is no φi leg also because of the ψi.
Hence the diagrams vanish identically.
For the second case, let
X = tm11 · · · t
mi+1





tm11 · · · t
mj+1
j · · · t
mn
n ∂j, for i 6= j.








γm11 ∧ · · · γ
mk+δk,i−1
k · · · γ
mn









γm11 ∧ · · · γ
mk+δk,j−1
k · · · γ
mn
n ∧ φk ∧ ψj
Again, because of the way the interaction IT requires indices of fields to be the









(mk + δk,i)(mi + 1− δk,i)−
mi + 1
mj + 1
(mk + δk,j)(mj + 1− δk,j) = 0, ∀k.











(mj + 1) = 0.
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This shows that the sum of all diagrams is identically zero.
7.3.2 Two-cocycle.
In what follows, we prove prove part ii) of 7.0.1. Consider the following diagrams


































The first two diagrams are exactly the obstruction for quantizing the conformal
symmetry considered above, hence they cancel each other out because δ = n. Here
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The last integral is the Heisenberg central extension term. If α̃1 = zk and α̃2 = zm,






The relative proportionality between these integrals matches exactly the relative
proportionality of the central extension terms in commutators for the topological
N = 2 superconformal algebra. These are recorded, for example, in [Gat00]. This
proves part ii) of 7.0.1.

































The first two diagrams cancel each other out by the discussion for the general the-


























































































































































ΘW is the following obstruction. It vanishes because these two terms cancel each



























In this thesis, I provided a BV quantization of the heterotic σ-model with a formal
target. Gelfand-Kazhdan descent allows for this quantization to be globalized to
the entire curved target. This is achieved by requiring the coordinate changes that
respect the bundle structure of the formal target to manifest as a symmetry, hence
as Noether current, in the field theory. Additionally, a symmetry by holomorphic
diffeomorphisms of the source gives another Noether current. After constructing
a prequantization, obstructions to solving the QME are identified with topological
data of the target as well as the Virasoro cocyle. By studying the theory on an
elliptic curve, the partition function can be identified with a twisted version of the
formal logarithmic Witten genus. In the special case where the fermions are valued
in the tangent bundle of the target, the obstructions are trivial. In this case, theN =
2 symmetry algebra, interpreted as holomorphic vector fields on a super Riemann
surface, gives a Noether current. With this symmetry, the obstruction to solving
the QME is identified with the first Chern class of the target as well as the cocycle
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