In this paper, we classify 3-dimensional complete self-shrinkers in Euclidean space R 4 with constant squared norm of the second fundamental form S and constant f 4 .
introduction
One of the most important problems in mean curvature flow is to understand the possible singularities that the flow goes through. A key starting point for singularity analysis is Huisken's monotonicity formula. The monotonicity implies that the solution to the flow is asymptotically self-similar near a given type I singularity. Thus, it is modeled by self-shrinking solutions of the flow. An n-dimensional submanifold X : M → R n+p in the (n + p)-dimensional Euclidean space R n+p is called a self-shrinker if it satisfies H + X ⊥ = 0, where X ⊥ and H denote the normal part of the position vector X and mean curvature vector of this submanifold. It is known that self-shrinkers play an important role in the study on singularities of the mean curvature flow because they describe all possible blow-ups at a given singularity. For the classification of complete self-shrinkers with co-dimension 1, many nice works were done. Abresch and Langer [1] classified closed self-shrinkering curves in R 2 and showed that the round circle is the only embedded self-shrinker. Huisken [15, 16] , Colding and Minicozzi [10] classified n-dimensional complete embedded selfshrinkers in R n+1 with mean curvature H ≥ 0 and with polynomial volume growth. According to the results of Halldorsson [13] , Ding and Xin [11] , Cheng and Zhou [9] , one knows that for any positive integer n, Γ × R n−1 is a complete self-shrinker without polynomial volume growth in R n+1 , where Γ is a complete self-shrinking curve of Halldorsson [13] . Hence, the condition of polynomial volume growth in [16] and [10] is essential. Furthermore, for the study on the rigidity of complete self-shrinkers, many important works have been done (cf. [4] , [6] , [7] , [8] , [11] , [12] , [21] , [22] and so on). In particular, by estimating the first eigenvalue of the Dirichlet eigenvalue problem, Ding and Xin [12] studied 2-dimensional complete self-shrinkers with polynomial volume growth. They proved that a 2-dimensional complete selfshrinker X : M → R 3 with polynomial volume growth and with constant squared norm S of the second fundamental form is isometric to one of R 2 , S 1 (1) × R and S 2 ( √ 2). Recently, Cheng and Ogata [6] have given a complete classification for 2-dimensional complete self-shrinkers with constant squared norm S of the second fundamental form, that is, they have proved the following:
Theorem CO. A 2-dimensional complete self-shrinker X : M → R 3 in R 3 with constant squared norm of the second fundamental form is isometric to one of the following:
For the higher dimension n, it is not easy to classify self-shrinkers in Euclidean space with constant squared norm S. In this paper, under the assumption that f 4 constant, we give a complete classification for 3-dimensional complete self-shrinker in R 4 with constant squared norm S. In fact, we prove the following result. 
In particular, S must be 0 and 1; f 4 must be 0, 
Remark 1.1. It is well-known that in the some senses, the behavior of complete self-shrinkers X : M n → R n+1 is similar to one of compact minimal hypersurfaces in the unit spheres. Since Chern conjecture on 3-dimensional compact minimal hypersurfaces in the unit sphere was solved affirmatively, one wants to give a complete classification for 3-dimensional complete self-shrinker in R 4 with constant squared norm S. It is very difficult. In fact, for 3-dimensional minimal hypersurfaces in the unit sphere, f 4 = 1 2 S 2 . Hence, in this case, if S is constant, then f 4 is also constant. But for self-shrinkers, we do not have this property. Hence, in the proof of our theorem, it plays an important role that f 4 is constant.
Preliminaries
Let X : M → R n+1 be an n-dimensional connected hypersurface of the n + 1dimensional Euclidean space R n+1 . We choose a local orthonormal frame field
, such that, restricted to M, e 1 , · · · , e n are tangent to M n . From now on, we use the following conventions on the ranges of indices:
1 ≤ i, j, k, l ≤ n and i means taking summation from 1 to n for i. Then we have
where ω ij is the Levi-Civita connection of the hypersurface. By restricting these forms to M, we get (2.1) ω n+1 = 0 and the induced Riemannian metric of the hypersurface is written as ds 2 M = i ω 2 i . Taking exterior derivatives of (2.1), we obtain
By Cartan's lemma, we know
are called the second fundamental form and the mean curvature of X : M → R n+1 , respectively. Let S = i,j (h ij ) 2 be the squared norm of the second fundamental form of X : M → R n+1 . The induced structure equations of M are given by
where R ijkl denotes components of the curvature tensor of the hypersurface. Hence, the Gauss equations are given by
Defining the covariant derivative of h ij by
we obtain the Codazzi equations
By taking exterior differentiation of (2.4), and defining
we have the following Ricci identities:
and taking exterior differentiation of (2.6), we get
For a smooth function f , we define
The L-operator is defined by
where ∆ and ∇ denote the Laplacian and the gradient operator, respectively.
Formulas in the following Lemma 2.1 can be found in [8] . 
Proof. By making use of the Ricci identities (2.7), (2.9) and a direct calculation, we can obtain (2.16).
We define two functions f 3 and f 4 as follows:
then we get the following result.
Then we can choose a local field of orthonormal frames on M 3 such that, at the point, h ij = λ i δ ij ,
h ijl h jkp h ki , for l, p = 1, 2, 3.
and
, for m, p = 1, 2, 3.
(2.17)
for k, l, m, n=1, 2, 3.
We need the following lemma due to Cheng and Peng [7] to prove our result.
Proof of the main result
From (2.15) of the Lemma 2.1, one has either S = 0, or S ≥ 1. If S = 0, then we know that X :
Next, we assume that S ≥ 1. From the Lemma 2.3, it is sufficient to prove that inf H 2 > 0. We now prove the following theorem. 
From (2.15), (2.16) and S being constant, we know that {h ij (p t )}, {h ijk (p t )} and {h ijkl (p t )} are bounded sequences, one can assume
From
h 1123 +h 2223 +h 3323 = kh 23k lim t→∞ X, e k (p t ).
Since S is constant, we know
Thus,
Specifically,
From Ricci identities (2.7), we obtain
that is,
From the lemma 2.3, we have
Since f 4 is constant, we know from the Lemma 2.3,
Now we consider three scenarios.
1.λ 1 ,λ 2 andλ 3 are all equal. FromH =λ 1 +λ 2 +λ 3 = 0,λ 1 =λ 2 =λ 3 = 0, we get S = 0. It is impossible since S ≥ 1.
2. Two of the values ofλ 1 ,λ 2 andλ 3 are equal. Without loss of generality, we assume thatλ 1 =λ 2 =λ 3 . FromH =λ 1 +λ 2 +λ 3 = 0, we infer thatλ 1 =λ 2 = 0 andλ 3 = 0. From (2.18), lim t→∞ f 3 (p t ) = 0 andH ,k = 0 for k = 1, 2, 3, we have lim t→∞ ∇ l ∇ k f 4 (p t ) = 0,H ,kl = 0, for k, l = 1, 2, 3.
Then, it follows from (3.11) thatH ,kk =λ k = 0 for k = 1, 2, 3. It is a contradiction.
3. The values ofλ 1 ,λ 2 andλ 3 are not equal to each other. Case 1:λ 1λ2λ3 = 0. Without loss of generality, we assume thatλ 3 = 0. That is,λ 1 = 0,λ 2 = 0 and λ 1 =λ 2 . FromH = 0 and S = 0, we have thatλ 1 = −λ 2 = 0, S = 2λ 2 1 and lim t→∞ f 3 (p t ) = 0. By (3.1) and (3.4), we have
From (3.5), (3.10) and (3.12), we get From (2.19) , lim t→∞ f 3 (p t ) = 0 andH ,k = 0 for k = 1, 2, 3, we know From (2.20) , lim t→∞ f 3 (p t ) = 0 andH ,k = 0 for k = 1, 2, 3, we know (3.21) 
− 2SH ,mnH,kl − 2SH ,kmH,ln − 2SH ,knH,lm = 0, for k, l, m, n = 1, 2, 3.
Using (3.3) and (3.13), we have that 
Choosing k = l = m = n = 1; k = l = m = n = 2; k = l = m = n = 3 and k = l = 1, m = n = 2 in (3.23), respectively, we obtain 
Then, Ifh 123 = 0, we haveh ijk = 0 for i, j, k = 1, 2, 3. From (2.16) and (3.24), we havē h ijkl = 0 for i, j, k, l = 1, 2, 3, and thenλ 1 = 0, this contradicts the hypothesis. Hence, we geth 123 = 0. From (2.15) in Lemma 2.1, we have i,j,k 
Then,
From (2.16), (3.29), (3.31) and (3.32), we have Then, it follow that
Whenh 112 = 0, this case is the same as that case of 2h 112 +h 233 = 0. Whenh 112 = 0, from (3.39), we have 
and (3.47)
Choosing k = l = m = 1; k = l = 2, m = 1; k = l = 3, m = 1; k = l = 1, m = 2; k = l = 1, m = 3 and k = 2, l = 3, m = 1 in (3.38), respectively, we obtain
whereH ,3 = 0 and lim t→∞ ∇ 3 f 3 (p t ) = 0. And then, from (3.43), we have Then, lim t→∞ X, e 3 (p t ) = 0 andh 2 123 = 1 15 S. As in the previous case, it is a contradiction. Case 2:λ 1λ2λ3 = 0. From S(p) = 0,H = 0 and f 3 = H 2 (3S − H 2 ) + 3λ 1 λ 2 λ 3 , we have lim t→∞ f 3 (p t ) = 0.
