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Recently, attention has been given to the problem of counting the 
number of equivalence classes of finite automata. The enumeration 
problem for strongly connected sequential machines has remained 
unsolved. This paper develops a recursive solution from which the 
number of strongly connected, complete sequential machines can be 
determined for an arbitrary state set, input set, and output set. 
Attention has been given to the problem of counting the number of 
equivalence classes of finite automata by Harary (1960), Harrison 
(1963), Gill (1962), and Ginsburg (1962). However, as stated by 
Harrison (1963), "The general enumeration problem for strongly con- 
nected digraphs (automata) is still unsolved." This paper develops a 
solution for a problem which can be stated explicitly as follows: 
Determine the number 9Z(n, p, q) of strongly connected, complete 
sequential machines for an arbitrary state set of size n, input set of size p, 
and output set of size q. 
A complete sequential machine (Ginsburg, 1962) is a five-tuple 
S = (K, Z A, ~, ),), where 
(i) K is a nonempty set of states of size n. 
(ii) E is a nonempty set of inputs of size p. 
(iii) A is a nonempty set of outputs of size q. 
(iv) ~ is a function ("next-state" function) which maps K X 
into K. 
(v) h is a function ("output"  function) which maps K X ~ into ~. 
A sequential machine is said to be strongly connected if for every 
ordered pair (s~, sj) of states, where s~ is the starting state, there exists a 
sequence zkl , zk~ "" ,  ~k, of input symbols uch that the resultant 
sequence sm~, s~,  . . .  , s~, of "next-states," where s~ = ~(s~_~, zk~) 
and s~ 0 = s~, ends in the state s~-, i.e., sj- = s~,. 
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The problem can be looked upon as a directed graph problem in which 
the graph has n states (nodes), p arcs directed from each Of the n states. 
Each arc (for each originating state) has a distinct name that can be 
stated as an ordered pair (~ ,  8j) where z~ ~ ~ and ~ ~ zk for i ~ k and 
where 8~- ~ A, j = 1, . . .  , q. The adjective "complete" is ascribed to 
the directed graphs in this paper to indicate that each state 10ns p arcs 
directed from it. This definition is in agreement with that for the cor- 
:responding complete sequential machine. 
There are two approaches which may be taken to determine 
:g~(n, p, q). Either the graphs which possess the strongly connected 
property may be enumerated or the size of the complementary set of 
igraphs may be determined and subtracted from the total number of 
igraphs with no restrictions. It is the latter approach which is used in the 
development of 9~(n, p, q). 
DEVELOPMENT OF APPROACH 
Assume a directed graph of m states and partition this graph into three 
subgraphs, one of m - n states, G~_n ; one of r states, G, ; aud one of 
n - r states, G~_,. The graph of m - n states can only receive arcs from 
the other two subgraphs and is introduced to establish a variable which 
can represent the size of a "sink" for the subgraphs of interest. The 
graph consisting of n states contains subgraphs which are allowed to 
take on three configurations. These configurations are listed as follows: 
(a) Case 1: No arcs allowed from G~ to G~_, 
No arcs Mlowed from G._~ to G~. 
(b) Case 2: Arcs allowed from G~_~ to Gr 
No arcs allowed from G~ to G._~. 
(c) Case 3: No arcs allowed from G~_~ to G~ 
Arcs allowed from G,. to G . . . .  
For Case 1, G, and G._, are isolated subgraphs relative to G~. For 
Case 2 G~ is an absorbing subgraph relative to Gn, and for Case 3 G~ is a 
transient subgraph. The three cases are illustrated in Fig. 1. 
Since there are transient and absorbing raphs as well as the isolated 
graphs, we require that two variables be specified in the numbering func- 
tions T and N defined below. The letters "n" and "m" are used to denote 
these variables; the result is anMogous to the graph partitioning described 
above. 
Let T(n, m, p, q) be the total number of ways in which the graph 
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C~ITi-n b"  "-  Gn-£ 
(a) Case 1 (b) Case 2 
(e) Case 3 
FIG. 1. Three configurations such that Gr is not strongly connected. (a) G~ 
for Case 1, (b) G,~ for Case 2, (c) G,~ for Case 3. 
G~ may be drawn; it is well known that T(n ,  m,  p ,  q)  = (mq)  n~ since from 
each of n states, each of p arcs may take on q different names and go to m 
different states. 
Let N (n ,  m,  p ,  rkl , rk~ , • • • rko , q )  be the number of complete directed 
graphs that may be drawn such that within the graph G. there are no 
strongly connected, complete subgraphs of size rkl, r~2, " " ,  or rk, 
which are isolated, absorbing, or transient. 
LE~MA 1. 
9~(n ,  p ,  q) = N(n ,  n ,  p ,  r l  , r2 , . . .  , r~,_l , q ) ,  
where  
r l  = 1, r2 = 2, . . .  , r , _~ = n - -  1. 
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Proof: The proof follows from the definition of strongly connected. If
a graph G~ has no strongly connected subgraphs of size 1, 2, • • • , n -  1 
which are either isolated, absorbing, or transient, then there must 
exist a directed path from any state to any other state and hence G~ is 
strongly connected. 
LEMMA 2. For all m, n ~ 1, p >= 1, q >= 1 
N(n ,  m, p, r i ,  r~, . . .  , rn - i ,  q) -- N (n ,  m, p, r i ,  . . .  , r~l~l , q), 
where In/2] is the largest integer less than or equal to n /2 .  
Proof: By definition N(n ,  m,  p, r l ,  . . .  , r[n/2], q) is the number of 
graphs G~ such that there are no strongly connected subgraphs of size 
r~, . . .  , rE~/21 which are either isolated, absorbing, or transient. If no 
such strongly connected subgraphs of size rk, k -<_ In/2] exist, then there 
can be no isolated, absorbing, or transient strongly connected subgraphs 
of size n - rk. 
Lemma 2 becomes more obvious when 
N(n ,  m, p, ri , . . .  , r~_i , q) 
A 
= T(n ,  m, p, q) -- M(n ,  m, p, r i ,  . . .  , r~_i,  q) 
where M(n, m, p, r~, • • • , r~_i, q) is the total number of graphs G~ each 
of which has at least one subgraph of size r~, 1 =< i -<_ n -- 1, which is 
strongly connected and is isolated, absorbing, or transient relative to 
G~. But observe that M ( n, m,  p, ri , q) must include M ( n, m, p, r~_l , q) 
since if G~_~ is isolated, absorbing, or transient, then the remaining sub- 
graph G~ is also and, hence, the graph G~ for this particular case is counted 
whether G~_~ relative to G~ is counted or G~ relative to G,~ is counted. In 
like manner 
M(n,  m,  p, r i ,  r~, q) 
includes 
M(n,  m, p, rl , r2 , r3 , q) 
includes 
M(n,m,p ,  r i , r2 ,  . . .  , rE~/21 , q) 
includes 
M(n,  m, p, r~_2, r~_i , q) 
M ( n, m, p, rn-3 , rn-2 , rn_i , q) 
M(n ,  m, p, rc~/~+i, •"" , r , - l ,  q). 
ENUMERATION OF SEQUENTIAL MACHINES 
(O'l'~l)  (0"I,Sj)~( ~ 
381 
Fro. 2. Example of isolated sub~r~phs not counted by M (5, m, 1, r~, r~, 1) 
Notice, however, that for all m, n, p, q 
N(n ,  m, p, rl , r2, . . .  , m- l ,  q) ~ N(n ,  m, p, rrn/2]+l , . . .  , rn -1 ,  q) 
since M(n,  m,  p ,  r[~/21+i , . . .  , rn -1 ,  q)  does not necessarily include all 
graphs of size r l ,  . . .  , r[~/21 which are isolated, absorbing, or transient 
relative to Gn ; for example, the graph in Fig. 2 has not been included in 
M(5, m, 1, r4 , r3 ,1 ) .  
The specific problem then is to find N(n ,  m,  p ,  r l  , r~ , • • • , r[~/21). 
SOLUTION TO ENUMERATION PROBLEM 
Let A~.....~,k be the set of complete directed graphs of size n,  G,~, 
which can be drawn according to Case 1, where si~ , . . .  , s~r k are the 
distinct states in the strongly connected complete subgraph Gr~ • Like- 
wise, let B~,... ~ and C~1,....~,~ berespectively the set of graphs which 
can be drawn according to Case 2 and Case 3. Observe that 
Ai l . . . i ,  k c_ B i l . . .#~ 
dil. . . ir k C___ Cil.,.ir]z 
and that 
Ail...~rk = Bi l . . . i r~ [7 Ci,...¢,~ • 
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Further, observe that if for some but not all m and l, i~ = i~, then 
Ch...~,~...¢,~ I'l Bh. . .h. . . j ,~) 
Bh...i ~...% D Bsl...h...S,~} = ¢, the null set, 
C~,..~...~,~ Cl Q . . . ; , . . . s J  
since if the subgraph G~ is required to be strongly connected, the con- 
ditions of Case 2 and Case 3 are violated; observe ~hat the intersection 
operator is commutative. ~ , 
Recall that for any set of sets, xs, x2, • • • , x~, 
(xs U x~ U . . .  Ux~) 
= ~(xd+ ~(x~)  +. . .  + ~(~) -  ~(x~nx~)  
- ~ (x~ Cl ~)  . . . . .  ~ (x~_s [3 x~) + ~ (~s Cl z~ Cl x~) (1) 
+ . . -  + (-1)~-~(x~ Cl x~ f? . . .  f3 x~), 
where g (x) indicates the number of elements in the set. Also for the 
problem at hand numbers in such intersections as 
and 
Ah...~,~ 17 Bs~...ik, D Ckl...k,~ 
A~ 1 ..... ~ D B~l...y~ N C~ 1 ..... io 
are identical, i.e. 
(A~,..% N Bh...j,~ n = ~ . . . . .  ~ N B~...~,~ N C~ ..... ~), 
for any two sets of distinct indices is , . .  i~ j l  . . .  j,~ ks: .... k,~ and 
xl - . .  xrk ys "-. YrkZs . . .  zr~. 
Let T h...~ be the set of all possible graphs G~ which may be drawn 
and let Dh... % = (Bh...~,~ U Ci~...~,~). The total number of sets of the 
() form Dh... % is ; let the union of nil n such sets be represented by 
" \ rk /  r~ 
D ~. Then the set of strongly connected, complete graphs can be stated as 
Th... < -- (D "~ U D ~ U . . .  U D q~'21). (2) 
After the substitution of Ah...~,~ for the intersection B~...~,~ D Ch...~,~ 
in the expansion (1) of ~ (D~I U D ~ U • .- U D ~E~2~ ), for each distinct 
term of this expansion let kkl be the number of Ah... i ,~'s, kk~ the number 
of Bh...~,k's, and kk~ the number of Ch.. .%'s.  
Because the indices in any nonvoid intersection must be distinct 
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Let 
[n/2l 
i=1 
In/2] 
koro = n - ~_, (]~r~ + k~r~ + k~r~), 
i=1 
where r0 = 1. 
As is well known (Riordan, 1958) the number of cycles of permuta- 
tions of n elements of a class (ko, kn, k~2, ]c1.3, . - . ,  kE~/m , k~E~/2~2 , 
[n/~l 
koro -~ ~ (]Qff i "~- ~i2ri ~- ]Q.~ri) = n 
i=l 
is 
n! 
C'(k0 kn,  . . .  kin/m) = ~E./21 3 
' ~_]fi=l { ( r , )  ~=1 k i ' /H j= l  - (ki]!)}ko[(ro) kO" 
However, since the intersection operator is commutative, the interest is 
in combinations rather than permutations and the r~ must be changed 
to ri [. Therefore, the number of separations of n distinct elements into 
(3[n/2] + l) classes (possibly empty) of k0, kn, . . .  kE,/m elements 
each, where each such set contains r0, r l ,  r l ,  r~, r2, • • •, Tin/2] elements 
respectively, is 
C(ko, lc11, k~2, . . . ,  kE,/m) 
= ~.E-/~1 n! } (3) 
t . l l ,= l  {(r~!)z~=~ k iII~=l(klj!)} k0!(r0l) k° " 
The sign of the terms in the expansion (1) of ~ (D ~ O D ~2 U -. .  [J 
D ~t~1 ) depends upon the number of sets in the particular intersection. 
If the number is even then the number of elements in the intersection 
is added to T(n,  m, p, q), whereas if the number is odd the number of 
elements in the intersection is subtracted from T(n,  m, p, q). Therefore, 
the sign is determined by 
[n/2] 
Z (/zi 2+kla) 
s(kn, 1¢~2, k~3, . . .  /¢E~/~I~) -- (--1)~=~ (4) 
TI~EOREM 1. Let j represent he class (leo, lcn, k~2, tcu, • • • lq~/m, 
lq,~/2~2 , k~/213) then 
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N(n, m, p, rl , r2, . . .  , rt~/2j , q) = ~ C( j ) s ( j ) I ( j )  
i 
where the sum is over all possible separations in the class and I ( j )  is a 
number corresponding toeach distinct separation. 
Proof: The number  in (2) is 
N(n,  m, p, rl, r2, . . .  , fin~2] , q )  
= T(n, m, p, q) -- ~ (D ~ U D r2 U . . .  0 D ~I~/~l). 
For each distinct term in ~ (D ~ [J D ~: U .. • U D ~I~l ) let I ( j )  represent 
the number  of elements in the part icular intersection which is represented 
by the separation j ; C(j) as defined by (3) gives the number  of like terms 
in the expansion and s(j) as defined by (4) gives the sign. Let 
T(n, m, p, q) be represented by I ( j )  when the separat ion j is (n, 0, 
0, . . .  , 0);  for this separat ion C(j) = 1 and s(j)  = ~-1 as is required. 
The problem which remains then is to find I ( j )  for each separat ion j.
Consider Fig. 3; for a single but  arbi trary r~ the result can be stated 
recursively as follows: 
T rms  erms 
For 
k~a Terms 
kkl = 0, kk2 = 0, k~3 = 0 we have /c0 = n 
and, hence, 
I (n,  0, 0, 0) - T(n, m, p, q) as expected. 
The number  N(1,  m, p, r l ,  q) is defined to be (qm) p. 
In  general, following the approach i l lustrated by  Fig. 3, we obta in 
for the class j, (]Co, kl l ,  k~2, k13, " ' "  , kE,~/m, k[~/212, k[,~/213), 
-~ I (ko ,  kkl , kk2, k~3) 
= {N(rk ,  m -- n -t- rk,  p, r l ,  r2, . - .  ,rtk/21 , q)}(k~l+kk2) 
X {N(r~,  m -- kkl rk -- kka rk ~- rk ,  p, r l ,  r2, " ' "  , rtk/2] , q )}~ 
X {T(n -  kklrk -- k~2rk -- kk~rk ,m-  kk l r~-  kk3rk,p,q)}.  
t / / 
! 
1 
1 | 
\d 
~q 
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C-n-k~l rk" kk2 r k -kk3 r k 
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FIG. 3. I l lus t ra t ion  for der ivat ion  of I (ko, kkl , k~., kk3) 
( 
] ( j )  = ~lN( r l ,  m - n + r l ,  p,  r[1/~] , q) 
}~1,+k,2 × D D ~ 
X {N( rk ,  m -- n + rk,  p, r l ,  " "  ,rckm , q)}k~l+kk~ X " ' "  
× lN(rc~l~l,  m - n + rc,<i~l, p, r~,  . - -  , r c~/~,  q) /k i" '~J l+k~"m~l 
i=l i=l  i=1 
× N(r l ,  T~ - -  (k j l  -~ ]¢J3)~'i -~ r l ,  p,  r[1/21 , q) × " ' "  
j=l 
{ In/2] )}k/c 3 
× N(rk ,  m - -  ~_, (k~1 + kys)ry + rk ,  p, r l ,  ' ' '  , r[k/21 , q 
j=l 
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X N(rt~/2] , m - (k~l + ki3)r i  + r~/21, 
p,  r l  , * • • , rtn/3] , q 
An instance of Theorem l ,  i.e., for a par t i cu lar  summat ion  over all 
possible separat ions  of the class (k0, k~ , k~2 , k~s , • • • , k~/2j3 ) is s tated 
as a corol lary. 
COROLLARY 1. 
N(n ,  m,  p,  r l  , r3 , . . .  , rt,/2] , q) -- ~_, 
]~11~0 k12~0 ~13~0 
7; ' -  L' ,'-'i ..-, , . -  ~ -- 
• .- E E E 
k~1=O k~=O kkz=O 
r [~/2]_1 s -1 n-- ~ ~ kijr¢.| --k[nl~]l--k[nl~]2 
i-1 j-1 
• " X :  . . . ,  
k[nl~]3=O 
X s (ko ,  k~,  . . . ,  k t~/m)  I( l¢o, k~,  . . . ,  k~/21a) }. 
The  fol lowing are solut ions for N(n ,  m,  p,  r , ,  . . .  , rt~/21, q),  n = 
1, 2, 3, 4. Recal l  that  by  Lemma 1 and  Lemma 2, 
9Z(n,  p,  q) = N(n ,  n,  p,  rl , . . .  , rt,~/21 , q) .  
(a)  n = 1, N(1 ,  m, p, r l ,  q) = (qm) ' .  
(b)  n = 2, N(2 ,  m,  p,  r~, q) = q2~'{mZ' ~ (m - -  1)"} 2. 
(c) n = 3, N(3 ,  m, p, r~, q) = q3:°{(m~' - (m - 1)P) ~ 
--  2 ( (m --  1)" - -  (m --  2 ) ' )  3 + 3(m p --  (m --  1)") 3 
• ((m --  1) ~ --  (m - -  2)P)}. 
(d)  n = 4, N(4 ,  m, p, r~, r3, q) 
= ~'{n)  ~ - 4m~(m _ 3) ~ - 6m3~(m _ 2) 3~ 
z r- 12m3"(m _ 2)~(m - 3) ~ - 4m~(m - 1) ~ 
+ 12m~'(m - -  1)2~(m --  3)"  + 12m~(m --  1 )~(m --  2) 3" 
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-- 24m' (m - 1)~(m - 2 ) ' (m -- 3) ~ + 4(m -- 1)aP(m -- 3) p 
- 120n - 1 )~0n - 3 )  ~ - 12( ,~ - 1 )~(~n - 2 )2~0n - 8 )  ~ 
+ 24(m -- l )P(m -- 2)1~(m -- 3) 2p -~- 3(m -- 2) ~ 
- -  12(m -- 2)a~(m -- 3) p ~- 24(m -- 2)2P(m -- 3) 2p 
-- 24(m -- 2)P(m -- 3) ~ d- 6(m - -  3 )4p} .  
Let N~(n, m, p, r~, r2, •. .  , r[,/2~ , q) in like manner be the number of 
connected directed graphs (i.e., the graph does not contain isolated 
subgraphs). 
COROLLARY 2. Let j represent he class (k0, /~ ,  - - - ,  ]%,~/'~]0 then 
Nc(n, m, p, r~, r2, " - . ,  r~,,/2~, q) = ~ C( j ) s ( j ) L ( j )  
J 
where C( j )  and I , ( j )  are as defined before but with 1~i2 = 0 and ki3 = 0 
for all i and 
[,/21 
s ( j )  = ( -1 )  ~ , 
and with N functions replaced with N~ functions. 
Quite obviously D~...% ~ A~. . .~ .  Now, however, the sign of the 
terms in the expansion (1) of gg (D ~ U . . .  U D "r'/~l) strictly depends 
upon the number of sets of A~,...% in the particular interseetiom 
The following theorem gives the number a for the special condition 
p = 1 and for arbitrary n and q. 
T~onn~ 2. For p = 1 and arbitrary n and q 
~z(~, 1, q) = g~(~ - 1)!.  
Proof: Selecting one fixed state there are (n - 1) ways of choosing 
the next state and q different names to choose for the single are. The 
third state then may be selected in (n - 2) ways and so forvh. In general 
there are (n ~ 1)! different ways of drawing the s~rongly connected 
directed graphs and q'~ ways of selecting names for the arcs. 
Table 1 gives values for certain n, p, q of g~(n, p, q)/q~S. Observe t.hat 
ail ~Yc(n, p, q)/q~P in the table are divisible by (n -- 1) ! buB not by n! 
I t  may be conjectured that 9Z(n, p, q)/q~J' is divisible by (n - 1)1. 
Other theorems eoneem~ing enmneratiou of strongly connected, com- 
plete sequential machines may also be stated, for example the following: 
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~P 
n \  1 
1 
1 
2 
6 
24 
20 
'20 
5040 
2 
1 
9 
296 
20,958 
VALU~ 
1 
49 
13754 
11,127,270 
TABLE 1 
oF 9~ (n, p, q)/q~p 
1 
225 
1 
961 
458,000 
3,673,458,750 
.13,474,802 
1,034,052,542,406 
1 
3969 
377,160,056 
T~oR~ 3. The number of strongly connected simply rain imal machines 
is given by 
R(n ,  p, q) - p, I I  - r). 
qnp r=o 
Proof: A machine is called simply minimal if for every i and every 
j ~ i, there is at least one k such that 
We need look only at the output combinations such that the desired 
condition is maintained. Gill (1962) gives the desired factor as 
GENERAL REMARKS 
The number of strongly connected machines was developed recursively 
on two variables denoted by n and m in the numbering functions T and 
N. As stated earlier the second variable is required because the method 
of enumeration i cludes absorbing and transient graphs as well as iso- 
lated- graphs. It  is significant o note that in Corollary 2, I~(j) can be 
~a'itten strictly in terms of the functions 
~(n,  p, q) and 5(n, p, q) 
where ~(n ,  p, q) = N~(n, n, p, r~, . . .  , r~nm, q) and 5(n ,p ,q )  = 
T(n, n, p, q). Thus, the number of complete connected machines 
~(n ,  p, q) can be determined recursively on a single variable n. Although 
the enumeration i  this paper includes all isomorphic machines (with 
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respect to permutation of state, input, and output names), it can be 
expected that in general enumeration of connected nonisomorphie 
machines can be stated reeursively on a single variable whereas enumera- 
tion of strongly connected nonisomorphie mael~nes might require a 
recursive relation on two variables. 
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