Empirical studies have demonstrated that electrical activity of the neuron can directly a ect the outgrowth of its neurites. In this paper, the implications of activity-dependent neurite outgrowth are studied in a simple two-cell model containing one excitatory and one inhibitory cell. We show that activity-dependent outgrowth in combination with the presence of inhibition can account for bistability. The attractors, which can be both point and limit cycle attractors, may be associated with`normal' and`pathological' end states of network development. A slight modi cation of the model makes it also applicable to a range of other activity-dependent processes in neurons, such as changes in the number or e cacy of receptors. The main results of the previous model are also found in this modi ed model.
Introduction
During development, as neurons become assembled into functioning networks, many processes that determine network structure and function are a ected by the neuron's electrical activity (for reviews see Fields & Nelson, 1992; Van Ooyen, 1994) . Intrinsically generated electrical discharges and synaptic interactions are especially important in this respect during the primary phases of network development (Corner, 1994) . As a result of such activity-dependent processes, a reciprocal in uence, or feedback loop, becomes established between the development of neuronal form, function and connectivity on the one hand, and network activity on the other hand. A given network may generate activity patterns which modify the organization of the network, leading to altered activity patterns which could further modify structural or functional characteristics, and so on. A developing network is thus a dynamic system in which the structure, number of elements, and functional characteristics of the elements are variable, in part being under the in uence of the system's own activity. The presence of such feedback loops has implications not only for the emergence of network organization and function, but also for the functioning of the mature system: processes that are involved in development often appear to remain operative in adulthood (for references see Van Ooyen, 1994) . In this paper, we address the implications of one of these activity-dependent processes, namely neurite outgrowth and receptor adaptation.
A number of studies have demonstrated that the neuron's electrical activity a ects, presumably via changes in intracellular calcium levels ( Ca 2+ ] in ), the outgrowth of its neurites, with high levels of activity (resulting in high Ca 2+ ] in ) causing neurites to retract, whereas low levels of activity and, consequently, low Ca 2+ ] in allow further outgrowth (Cohan & Kater, 1986; Mattson, 1988; Kater et al., 1990) . From these studies, the realization is growing that electrical activity is not only involved in information coding, but may also play important roles in shaping neuronal form and network structure (Mattson, 1988) . By means of simulation models, we tried to make this more explicit. We previously demonstrated that such activity-dependent neurite outgrowth in a purely excitatory neural network model can, under a wide range of conditions, give rise to a transient phase during development in which the connectivity is larger than in the nal, stable state (Van Ooyen & Van Pelt, 1994a ). An essential condition for the occurrence of such an`overshoot' is a hysteresis relationship between network activity and connectivity, which in the model is brought about by the ring threshold in the neuronal response function. Overshoot phenomena with respect to many structural elements (e.g., the number of synapses) constitute a widespread feature of nervous system development, in vivo as well as in vitro (for references see Van Ooyen & Van Pelt, 1994a) .
We have also studied networks made up of both excitatory and inhibitory cells (Van Ooyen et al., 1995) (throughout this paper, this model will be referred to as the`network model'), and in such mixed networks overshoot still takes place. New is, however, that the`basin of attraction' of the attractor of the system is diminished as a consequence of inhibition. In other words, whereas purely excitatory networks end up in the same attractor regardless of initial conditions, mixed networks do not necessarily do so. In a mixed network with a moderate level of inhibition and an initial average connection strength that is larger than a critical value, connectivity will not be reduced but, instead, will continue to increase (the studied network was not found to end up in a second attractor, see Section 6).
A similar phenomenon has been observed in developing cultures of dissociated cortex cells with respect to the number of synapses. Cultures developing under normal conditions show a transient overproduction of synapses (i.e., overshoot'), with an initial period of neurite outgrowth and synapse formation being followed by a period of substantial synapse elimination towards a stable level (Van Huizen et al., 1985 , 1987a Van Huizen, 1986 ). In contrast, a developing culture that is chronically deprived of electrical activity (thus resulting in enhanced neurite outgrowth with no subsequent elimination of synapses) for longer than a certain period, does not eliminate its excess synapses when electrical activity is allowed to return (Van Huizen et al., 1987b) . This observation has been taken to indicate that there may exist a`critical', or`sensitive', period after which electrically controlled pruning of connections is no longer possible.
The aim of the present paper is to better understand the phenomenon of such critical periods, and to pinpoint the interactions that may be important for its existence. To this end the network model (Van Ooyen et al., 1995) , which contains a large number of spatially distributed cells, is greatly simpli ed. The rst simpli cation is the exclusion of the spatial dimension. Secondly, the number of neurons is reduced to two, where, since the presence of inhibition was found to be crucial for the existence of critical periods in the network model, one of them is taken to be inhibitory. A rst attempt to analyse this simpli ed model has been made in Van Ooyen et al., 1995 . The results suggested that the end state of the network is dependent on initial conditions and that, therefore, the phenomenon of a critical period could exist in this simple model. This could not be tested explicitly, however, since activity-dependent neurite outgrowth was not explicitly included. In this paper, we therefore introduce activity-dependent neurite outgrowth to the simpli ed model. For simplicity, at rst only the excitatory cell is allowed to adapt its neurites, whereas those of the inhibitory cell are held constant. Focusing on the possible existence of multistability, we analyse the complete dynamic behaviour generated by this model. In addition, we make a start at analysing an extended model in which the neurites of both cells are variable.
Besides neurite outgrowth, many other processes that are important in determining the structure and function of the nervous system are activitydependent. With a slight modi cation of the model, it also applies to a range of other activity-dependent processes, such as changes in receptor number or e cacy. The main results of the previous models are also found in this model, which underlines the generality of our ndings.
Preliminary results of this study have been reported in Van Oss & Van Ooyen (1995a) .
The Model
The shunting model of (Grossberg, 1988) is used for describing neuronal activity. Here the dimensionless equations (Carpenter & Grossberg, 1983; Van Ooyen et al.,, 1995) are used. In this model, excitatory inputs drive the membrane potential towards a nite maximum (or saturation potential, e.g., the Na + equilibrium potential), while inhibitory inputs drive the membrane potential towards a nite minimum (e.g., the K + equilibrium potential). The general form of these equations is:
(1) where X represents the time averaged membrane potential of the excitatory cell, Y that of the inhibitory cell (X; Y in the range < ?H; 1 >), W XX ; W XY ; W Y X and W Y Y are the connection strengths of cell X to X, Y to X, X to Y and Y to Y , respectively (all W 0). Parameter W XX can be interpreted as the connection strength between cell X and itself or, alternatively, between two completely identical excitatory cells (which also have the same initial conditions). For simplicity, we exclude mutual inhibition (W Y Y = 0) and assume that the connection between the excitatory and inhibitory unit is symmetrical (W Y X = W XY ). This last assumption is relaxed in Section 5. The output of the cells is their mean ring rate f, which is a sigmoidal function of the membrane potential u:
1 + e ( ?u)= ; (2) where determines the steepness of the function, while represents the ring threshold. The low ring rate when the membrane potential is subthreshold may be considered as representing spontaneous activity, arising from threshold or membrane potential uctuations and synaptic noise.
An alternative interpretation of Eq. (1) is that X and Y represent the average membrane potential of a population of excitatory and inhibitory neurons, respectively (see Wilson & Cowan, 1972) .
For modelling neurites, we use the concept of a neuritic eld with radius R, as yet without distinguishing axons and dendrites (but see Section 5). The size of the neuritic elds of the cells is governed by the following equations (R X > 0 and R Y > 0):
where R X is the size of the neuritic eld of cell X, R Y that of cell Y , q is the growth rate of R X and R Y , b determines the degree of saturation, and determines the membrane potential at which dR u =dT = 0. The change in size of the neuritic eld of a cell thus depends on its membrane potential u: if u < ( ? b R 2 u ), the cell's neuritic eld will increase, whereas it will decrease if u > ( ? b R 2 u ). This is a phenomenological description of the empirical results obtained by Kater et al., 1990 ( 
Throughout this paper, the model de ned by Eq. (6) will be called thè simple model'. This model and those outlined in Sections 4 and 5 are analysed using phase plane and bifurcation analysis, for which we used the computer programs GRIND (De Boer, 1983) and LOCBIF (Khibnik et al., 1992) .
Outgrowth of neurons is on a time scale of days, so that connectivity is quasi-stationary on the time scale of membrane potential dynamics (i.e., q is small). To avoid unnecessarily slowing down the simulations, q is chosen as large as possible while maintaining the quasi-stationary approximation. We use q = 5 10 ?3 . In combination with an excitatory saturation potential of 1, we chose H = 0:1, since the (absolute) value of the inhibitory saturation potential is often about ten times smaller (e.g., Hodgkin & Huxley, 1952 Fig. 1 ) and to characterize them in terms of number and stability of equilibrium points (Table 1 ). The plane can be divided by fold and Hopf lines. A fold line consists of points at which a fold bifurcation (= saddle-node bifurcation) occurs. Crossing such a line, due to a small change in or p, means that two equilibrium points appear or disappear.
A Hopf line consists of points at which a Hopf bifurcation occurs. Crossing such a line indicates that the stability of an equilibrium point has changed and that stable or unstable limit cycles may appear or disappear. Since other codimension 1 bifurcations do not occur in this system, the number and stability of equilibria at every point in the parameter plane is known once all Hopf and fold lines are found. A collection of points bounded by fold and Hopf lines is called a parameter region, which is homogeneous with respect to the number and stability of equilibrium points (but not necessarily so with respect to the existence of stable or unstable limit cycles). Table 1 gives an overview of all regions in the parameter plane of Fig. 1 . In the model, three types of limit cycles can exist; these will be explained in the following sections. The existence of a speci c type of limit cycle could not always be excluded within a particular parameter region. In the following, only the parameter regions showing the most interesting behaviour will be described. Table 1 : Number and stability of the equilibrium points in every region of the parameter plane shown in Fig. 1 . The regions are divided into subregions, which have equal equilibrium points, but di er in the presence of limit cycle attractors. L.C.1': limit cycle attractor of type 1, showing relaxation oscillations;`L.C.2': limit cycle attractor of type 2, showing bursting oscillations;`L.C.3': limit cycle attractor of type 3;`+': this type of limit cycle exists at some points in the parameter region; -': the existence of this type of limit cycle cannot be excluded, but was not found; 0': this type of limit cycle or equilibrium point does not exist in the parameter region. Parameter regions 6, 9, 10 and 12: Two point attractors When p is increased, the slow manifold changes shape ( Parameter regions 5b, 7 and 11: One point attractor, one limit cycle attractor of type 2
Region
In region 5 there are three equilibrium points, one stable and two unstable (see Fig. 4 (a); one unstable equilibrium point is not shown). In addition to the point attractor there is another attractor in the system, namely a stable limit cycle Fig. 4 a saddle and a stable node appear. At this point, the limit cycle glues with the stable manifold of the newly appeared saddle node (i.e., a homoclinic bifurcation). A very slight increase in W causes the trajectory to move via the unstable manifold of the saddle to the stable node. Let us now consider the full system again, where changes in W are dependent on X: dW=dT > 0 when X < ( ? b W 2 ), and dW=dT < 0 when X > ( ? b W 2 ). In the (W; X)-plane this means that W increases below, and decreases above, the W-nullcline. At W < 17, X and Y oscillate and, on average, X < ( ?bW 2 ), as a result of which W will increase. At W > 17, on the other hand, X and Y have a steady activity level whereby X > ( ? b W 2 ), so that W again decreases. Thus, W pulls the system back and forth through the homoclinic bifurcation. The limit cycle is stable, since W increases when W < 17, and decreases when W > 17. This type of oscillations, which in this paper will be denoted as a`type 2' limit cycle, is known as`bursting oscillations' (Rinzel & Ermentrout, 1989) .
The period of the limit cycle can be changed by varying . A smaller results in a longer period in region 2b and 11, and a shorter period in the other regions (the phase with steady activity becomes shorter). Only in region 2b and 11 is the dynamic behaviour of the type 2 limit cycle dependent on q, the parameter determining the growth rate. With a smaller q (thus slower dynamics of W), X and Y , which oscillate with a small amplitude, can make more oscillations before becoming trapped by the stable manifold of the saddle node compare Fig. 5(b) and Fig. 5(d) ]. In the other regions, in contrast, the amplitude of the oscillations of X and Y is so large that they are immediately trapped by the stable manifold of the saddle node.
For the occurrence of a type 2 limit cycle, three conditions must be met: occurs. Because of these conditions, the type 2 limit cycle can exist only in parameter regions 2b, 4b, 5b, 7 and 11, although not everywhere in these regions, depending on whether or not condition (iii) is met. In all regions, the type 2 limit cycle, if present, is the second attractor.
Parameter region 4b: Two limit cycle attractors, one of type 1 and one of type 2
In region 4, there are three unstable equilibrium points (Fig. 6 ) and a stable limit cycle of type 1. If the three conditions summed up in the previous paragraph are met, there also exists a limit cycle attractor of type 2. The two limit cycles show quite di erent dynamics. In the type 1 limit cycle, X, Y and W oscillate very slowly with a high amplitude Fig. 2(c), (d) ].
In contrast, the type 2 limit cycle in this region consists of a single, fast oscillation in X and Y , and a longer phase with high steady activity, while W is virtually constant throughout the process Fig. 4 Parameter region 1b: One point attractor, one limit cycle attractor of type 3
In region 1 there is only one point attractor see Fig. 7(a) ]. At some places there exists also a limit cycle attractor (which we will call a`type 3' limit cycle) Fig. 7 
Summary
In quite a number of parameter regions, two attractors exist (i.e., bistability), which can be either points attractors or limit cycles. The limit cycles can be classi ed into three types: one with regular, slow oscillations (type 1 or relaxation oscillations); one with regular, fast oscillations (type 3); and one with intermittent behaviour (type 2 or bursting oscillations): a relatively long phase with a steady activity level, alternating either with a single, fast oscillation or with a sequence of fast oscillations (see Figs 4 and 5) . In most cases there is a point attractor (A) at a low value of W (and intermediate values of X and Y ) and another attractor (B) at a high value of W (see Figs 3, 4, 6 and 7) Attractor B can be either a point attractor or a limit cycle of type 2 or 3.
The initial conditions of the network determine which of these attractors will be reached. Thus, a trajectory starting at W = 0 (which is a normal initial condition for developing neurons) will approach attractor A in most cases.
A trajectory starting at high enough values of W, however, will approach attractor B. At a value of W in between those of the two attractors, there must exist an unstable node or unstable limit cycle, forming the boundary between the basins of attraction of both attractors. For example, let us consider a parameter setting with p < 0:77, so hysteresis is present see Fig. 4 is in the basin of attraction of B (see Fig. 8 ).
If electrical activity is chronically blocked in the model (analogous to the`critical' period experiment described in Section 1) until W has become higher than W critical , the system will approach attractor B rather than A when electrical activity is allowed to return. Switching from one attractor to the other can be accomplished by changing either W, X or Y . To switch from attractor A to B we need either to increase W, to chronically increase Y , or to chronically decrease X. The opposite changes are required to switch from B to A.
Parameter q determines the time scale of the slow connectivity changes. Changing the value of q over a range of 1 10 ?5 ; 2] does not alter the stability nor the location of the attractors. However, as mentioned earlier, it can in uence the dynamic behaviour of the type 2 limit cycle in parameter regions 2b and 11. Furthermore, if q is increased, the amplitude of the oscillations in W of the type 3 limit cycle increases. Fig. 2 Bistability is found for various parameter settings. In all these cases, there is a point attractor where W XX and W XY are smaller than 10 (attractor A), and a limit cycle attractor, where X; Y; W XX and W XY oscillate with high amplitude (attractor B). Which of these attractors will be approached is highly dependent on the initial conditions, as shown in Fig. 10 : a trajectory starting at R X = R Y = 0 approaches the point attractor Fig. 10(a), (b) ], whereas one starting at 15 R X = R Y < 28 approaches the limit cycle attractor Fig. 10(c), (d) ]. New compared to the simple model is that trajectories starting at even higher connectivity values (R X = R Y 28) approach the point attractor once again. Obviously, the asymptotic behaviour of the extended model is much more di cult to predict from the initial conditions than the asymptotic behaviour in the simple model. Also, the transient behaviour in the extended model is more complex than in the simple model. The trajectories often show transient oscillations before ending up in an attractor. Such behaviour is also found in the network model (Van Ooyen et al., 1995) but is scarcely present in the simple model. In addition, the limit cycle attractor has much more complex dynamics than any limit cycle in the simple model Fig. 10(c) ].
Similar to the simple model is that for low values of p (p < 0:43) and for most values of , trajectories starting at R X = R Y = 0 approach attractor A, whereas for high values of p they approach attractor B.
Generalization
In the previous sections, we have considered neurite outgrowth as an example of a relatively slow, activity-dependent process that attempts to stabilize neuronal activity by adapting a cellular property. Another example of such a general process is postsynaptic receptor adaptation. After prolonged exposure to its neurotransmitter a receptor may become desensitized (Schwartz & Kandel, 1991) . Also the number of receptors can be regulated, with downregulation generally following an increase, and up-regulation following a decrease, in electrical activity. In the following, we describe a two-cell model in which the receptor number/sensitivity of the postsynaptic cell adapts to the cell's membrane potential. 
where q determines the rate of change in r X and r Y , and b the degree of saturation. As in Eq. (3), the term ?b r 2 prevents r from ever increasing inde nitely. Note that in Eq. (11) we took the same variable, r X , for the receptors in the excitatory and inhibitory connections, so that the excitatory cell changes the strength of its incoming excitatory connection (W X ) in the same way as the strength of its incoming inhibitory connection (p W X ). The assumption is that the receptors of both the inhibitory neurotransmitter (e.g., GABA) and the excitatory neurotransmitter (e.g., glutamate) increase their e cacy at low X, and decrease it at high X. Indeed, the number of AMPA receptors (a glutamate receptor sub-type) has been found to decrease as a result of increased neuronal activity (Shaw & Lanius, 1992) . Also a decreased GABA receptor function due to activity-dependent Ca 2+ in ux has been found (Stelzer & Shi, 1994) . Conversely, the e cacy of both GABA and glutamate receptors have been shown to increase as a result of chronically blocking electrical activity (Ramakers et al., 1994) .
In analogy with Eq. (6), we have studied the case in which r Y is constant.
Thus, the full model becomes combining Eqs (11) and (12)] The slow manifold and the W -nullcline (thin, nearly horizontal line) in the (W; X)-plane. The meaning of the bold lines is as in Fig. 2(a) . ( This model will be referred to as the`receptor model'. An interpretation of Eq. (13) in terms of neurite outgrowth would be that only the dendrites of the excitatory cell grow out in an activity-dependent manner, while the axons do not react to electrical activity, and thus remain at a certain size. The parameter values used are the same as those in the model de ned by Eq. (6). Although the shape of the slow manifold is di erent from that in the simple model, the dynamic behaviour is still similar. Bistability can be found, with a point attractor at a low value of W, and a limit cycle attractor of type 3 at a higher value of W (Fig. 11) . A trajectory from the initial condition W = 0 approaches the point attractor, whereas a trajectory from an initial condition W 8:0 approaches the limit cycle attractor. In analogy with the extended model, we expect that multistability will still be present if W Y too is made activity-dependent.
Discussion
In this paper, we have shown that a simple, activity-dependent neurite outgrowth rule, in combination with inhibition, can generate extremely rich dynamic behaviour. The models which we used were very much simpli ed: in our`simple model' Eq. (6)], two cells were considered of which only the excitatory cell could adapt its neurites to the level of electrical activity. This enabled us to systematically study the complete repertoire of dynamic behaviour. Despite the simpli cations, this model appears to capture the essential interactions necessary for generating two important properties of the much more complicated`network model' (see Section 1 and Van Ooyen et al., 1995) . These properties of the network model are (i) overshoot with respect to connectivity and (ii) the`normal' attractor at low connectivity is not approached under all initial conditions; more speci cally, if the initial connection strength exceeds a critical value, connectivity will not decrease, but instead increases still further.
In the network model, in contrast to the simple model, an attractor at high connectivity has not been found: the connectivity just continues to increase (Van Ooyen et al., 1995) . The speci c description of neuritic elds as circles in the network model may account for this di erence, since the equivalence between both models is worse at high connectivity. In addition, the equation for the outgrowth of neuritic elds in the network model does not contain a saturation term (which is, of course, biologically implausible). Introducing a saturation term would obviously create an attractor at high connectivity, since neuritic elds can then no longer grow out without bound (in the simple model such an attractor occurs also without a saturation term, see below).
The most important properties of the simple model (namely bistability along with point and limit cycle attractors) are retained in the model with neurite adaptation of both the excitatory and inhibitory cell (the`extended model'), as well as in the modi ed model (`receptor model'). With the latter model a new range of activity-dependent processes could be described. These are processes whereby a postsynaptic cellular property a ecting the e cacy of the incoming connections, is modulated by the cell's own level of electrical activity (an example of such a process is postsynaptic receptor adaptation). What all these models have in common is that a neuron attempts to reach and maintain a given level of its electrical activity (`homeostasis'), in such a way that the adaptational changes in the connections from the inhibitory and excitatory units to this neuron are somehow coupled. Thus, for example, when a neuron increases the size of its neurites because the level of activity is too low, more input will be received from both excitatory and inhibitory cells. This seems biologically plausible. In the case of uniform changes in receptor sensitivity, both glutamate receptors and GABA receptors become more sensitive. This has indeed been reported in a number of studies on receptor function (see Section 5). (Note, that these homeostatic processes are di erent from the Hebbian principle, in that the latter acts to modify electrical activity by increasing the connection strength between two neurons when they are simultaneously active.)
To investigate whether saturation is essential for our results, we removed the saturation terms in Eqs (3), (6), (12) and (13). Limit cycles of type 1, 2 and 3 are still found. Without saturation, there is only one attractor in some parameter regions. Either this attractor is approached or the connection strength increases inde nitely. In various other parameter regions, however, the two attractors are still present. In any case, the attractor that is reached when the system starts at low connectivity will not be reached when the initial connectivity exceeds a critical value. Thus saturation is not essential for this phenomenon.
Since our aim in this study was not to investigate the implications of saturation per se, the e ect of di erent b values was not investigated systematically. Small changes in b do not a ect the results, but if b is of the order 10 ?2 , the results can become di erent. For example, at b = 3 10 ?2 ; p = 0 and = 0:7, the W-nullcline intersects the slow manifold three times. This will give two stable equilibrium points, whereas for lower b there exists only one equilibrium point.
Comparison with Empirical Data
In comparing the model results with empirical ndings, one should keep in mind that the model results are not much a ected by changes in q, the parameter determining the rate of change of the adaptational process (e.g., neurite outgrowth or receptor sensitivity). The activity-dependent process implemented in the model could thus stand for a range of such processes that may operate on di erent time scales. In this discussion, we will consider activity-dependent processes on a time scale of days or weeks, and those on a time scale of hours. They include developmental processes as well as processes operating in adulthood. In comparing the model with experiments, one should further realize that individual action potentials are not modelled but, rather, ring rates (and, therefore, time averaged membrane potentials).
A high value of X and, consequently, F(X)] stands for a high ring rate of the excitatory cell over a certain period of time. A steady activity level represents a ring rate that does not alter signi cantly over time, which does not necessarily imply that the neurons re regularly. Thus, an oscillation of type 2 as shown in Fig. 5(c) consists of a short phase during which many action potentials are generated (`bursts') and a longer quiescent phase. An oscillation as in Fig. 5 (e) consists of a long quiescent phase and a phase during which bursts are separated by very short relative silent intervals.
`Critical' period When electrical activity is chronically blocked, developing cultures of dissociated cerebral cortex cells show enhanced neurite outgrowth and a persistence of a high density of synapses (Van Huizen & Romijn, 1987) . If then placed in control medium, the electrical activity rapidly returns, although there is no subsequent elimination of the excess synapses (Van Huizen et al., 1987b) . These results have been taken as suggestive that a`critical', or`sensitive', period exists after which electrically controlled elimination of synapses is no longer possible (also see Section 1). Although the intrinsic properties of the cells in the model do not change over time (as they might well do in the living system), the interactions between excitation, inhibition and outgrowth are nevertheless capable of generating similar phenomena. In the simple model, trajectories starting at the normal initial condition W = 0 end up (if the relative strength of the inhibitory connection (p) is not too high) in the attractor at low connectivity (attractor A). Blocking electrical activity for longer than a certain period, so that the connectivity W becomes higher than a critical value, causes the system to end up in the attractor at high connectivity (attractor B) when electrical activity is allowed to return.
In the above mentioned experiments with dissociated cortex cells, abnormal or`pathological' conditions (such as chronically blocking electrical activity) lead to a persistent state with a high density of synapses. In the model, this state corresponds to attractor B, which suggests that attractor A represents the end state of a`normally' developed network, whereas attractor B would stand for that of a`pathologically' developed network. This interpretation is further supported by comparing the activity patterns in the attractors with those found in culture. Cells whose electrical activity has been blocked during development have signi cantly altered activity patterns in comparison with normally developed cells, the main di erence being the enhanced`bursting' pattern of the former (Corner & Ramakers, 1992) . This supports the pathological nature of attractor B, the activity pattern of which is indeed burst-like in some parameter regions.
Balance of excitation/inhibition
In all models, switching from attractor A to B can be accomplished either by increasing W (or R X ) or Y , or, alternatively, by decreasing X. The switch from B to A requires one of the opposite modi cations. In the receptor model, this switch would be relatively fast, since changes in receptor sensitivity can take place on a time scale from minutes to hours. The model may also have relevance, therefore, for phenomena that occur on that time scale, for example epilepsy. An epileptic seizure may be viewed as a sudden switch from one state of the network to another (e.g., Lopes da Silva et al., 1994) . If we maintain our interpretation of A being a`normal', and B a`pathological' state of the network, a switch from A to B might represent an epileptic seizure. Interestingly, it is not a lack of inhibitory activity in this case that makes possible the seizure, but rather an excess. A recovery from the attack, i.e., a switch from B to A, would be attained by enhancing excitatory activity. This as a result of the neuronal adaptational processes taking place in response to electrical activity, which underlines the relevance of such processes for understanding epilepsy.
An important parameter in the nervous system is the balance between excitation and inhibition. Roughly de ned, this is the ratio of excitatory to inhibitory elements (abbreviated as E/I ), which includes the total number of excitatory and inhibitory cells, and the number and strength of their synapses. In the models, a high p corresponds to a low E/I . For all models, it holds that for a high p, a trajectory starting at W = 0 will reach attractor B. Thus, a network developing under conditions of relatively high inhibition with, for the rest, normal conditions will end up in the`pathological' state with oscillatory activity. In contrast, a low level of inhibition during the initial stage of development enables the system to move to the normal state. Interestingly in this regard is that during the development of the nervous system, the normally inhibitory neurotransmitter GABA initially works in an excitatory fashion (Cherubini et al., 1991) . One could thus hypothesize that this is so in order to reduce the risk of pathological development.
A number of recent experiments are in agreement with the above. Induced hypoxic-ischemic encephalopathy (HIE, i.e., brain damage a result of lack of oxygen) in rat pups can lead to permanent epileptiform activity later on in adulthood (Romijn et al., 1994a) . HIE may result in an unstable cortical network generating abnormal oscillations in electrical activity (of both excitatory and inhibitory cells) which can be ampli ed and propagated as true epileptic discharges (Romijn et al., 1994b) . Contrary to the authors' expectations, such epileptiform activity was not the result of a preferential loss of inhibitory elements following HIE, i.e., GABAergic cell bodies (Romijn et al., 1992) or GABAergic nerve endings (Romijn et al., 1993) in the damaged cerebral cortex. In fact the data show that there was a preferential survival of GABAergic nerve endings (an e ect that was directly proportional to the severity of the incurred damage) and a higher proportion of GABA-immunoreactive neurons in the damaged areas. In interpreting these experiments with respect to the model, it is unimportant whether or not one assumes the system already to be in attractor A before HIE is induced, or still developing towards either attractor A or B. A higher p, as possibly induced by HIE, increases the size of the basin of attraction of B, so that: (i) when the system is still developing, the system is more likely to end up in B; or (ii) if the system is already in A, the decrease in electrical activity following HIE (e.g., Du y & Plum, 1981) , and the subsequent adaptational process, could switch the system to B. Since attractor B is at a higher connectivity W (but, of course, at the same p, since this is not a variable in the simple model) a prediction of the model is that in rats in which HIE has been induced, the total number of excitatory and inhibitory elements in adulthood will be larger than in control rats.
