Abstract. In the present paper, the positivity of the differential operator with nonlocal boundary conditions is established. The structure of fractional spaces is investigated. In applications, we will obtain new coercive inequalities for the solution of local and nonlocal boundary value problems for parabolic equations.
Introduction
Various local and nonlocal boundary value problems for partial differential equations can be considered as an abstract boundary value problem for ordinary differential equations in a Banach space with a densely defined unbounded space operator. The theory of differential and difference operators and their related applications has been investigated by many researchers (see, for example, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ).
In the present paper, we consider the differential operator A x defined by the formula
with the domain Moreover, for a positive operator A in the Banach space E, let us introduce the fractional spaces E α = E α (E, A) (0 < α < 1) consisting of those v ∈ E for which norms v E α = sup λ>0 λ α A(λ + A) −1 v E are finite. We will investigate the resolvent of the operator −A x , that is, we consider the equation
u (0) = 0, u(1) = u µ , 0 ≤ µ < 1.
We establish the positivity of the differential operator A x in C [0, 1] . The structure of fractional spaces E α (C[0, 1], A x ) will be investigated. It is established that for any 0 < α < 1/2 the norms in the spaces . In applications, we will obtain new coercive inequalities for the solution of a nonlocal boundary value problem for parabolic equation.
Green's Function and Positivity of A x in C [0, 1]
In this section, we will explain the proof of the positivity in C [0, 1] of the operator A x defined by formula (1).
Lemma 2.1. Let λ > 0. Then, the following equation
is uniquely solvable, and the formula holds: 
Here
Proof. We see that problem (3) can be obviously rewritten as the equivalent nonlocal boundary value problem for the second order linear differential equation
We have the following formula:
for the solution of the boundary value problem
for second-order linear differential equations. Applying formula (7) and nonlocal boundary conditions
Solving the equation, we obtain
Finally, applying formulas (7)- (8), we obtain formula (5). This finishes the proof of Lemma 2.1.
The function G(x, s; λ + δ) is called the Green function of the resolvent equation (4).
Lemma 2.2.
For all 0 ≤ x ≤ 1, the following formula holds
Proof. Applying formula (6) and taking the integral, we get
where
This finishes the proof of Lemma 2.2. Proof. Let λ = ρe iϕ = ρ cos ϕ + i sin ϕ. Then
and we have that (
. Therefore, using the triangle inequality, we get 
Proof. There are three possible cases:
In the first and second cases, it is easy to see that
for any x, s ∈ [0, 1]. By Lemma 2.3 and estimate (11) we have the following estimate for the Green function of resolvent equation (4) G
Then, applying (12), we get
Estimate (10) for this case follows from the last estimate and the following inequality
In the third case 1+µ 2 < x ≤ 1. It is easy to see that
for any x, s ∈ [0, 1]. By Lemma 2.3 and formula (15), we have the following estimate for the Green function of resolvent equation (4) G
Then, applying (16), we get
Lemma 2.4 is proved.
Lemma 2.5. For any λ ∈ R ϕ = {λ : arg λ ≤ ϕ, ϕ < π/2}, µ ∈ [0, 1) and x ∈ [0, 1] the following estimate for the derivative of Green's function of resolvent equation (4) with respect to x holds
Proof. By using the equation (6), if x − s < 0, then we get
If x − s > 0, then we get
There are three possible cases:
In the first and second cases, we have estimate (11) . By Lemma 2.3 and estimate (11), we have the following estimate from (20) and (21).
Then, applying (22), we get
Estimate (18) for this case follows from the last estimate and inequality (14) . In the third case, by Lemma 2.3 and formula (15) we have the following estimate from (20).
Then, applying (24), we get
Estimate (10) for this case follows from the last estimate and inequality (12) . Lemma 2.5 is proved.
Applying formula (7) we can establish the positivity of A x in C[0,1] as follows.
Theorem 2.6. For all λ ∈ R ϕ = {λ : arg λ ≤ ϕ, ϕ < π/2}, the resolvent (λI + A x ) −1 defined by formula (7) is subject to the bound
Proof. Using the formula (7) and the triangle inequality, we get
From that it follows
Second, the positivity of A x in C [0, 1] is investigated.
The Structure of Fractional Spaces
Clearly, the operators A x and its resolvent (λ + A x ) −1 commute. Thus, from the definition of the norm in the space E α (C[0, 1] , A x ) it follows that
.
Hence, by using Theorem 2.6, we obtain the positivity of the operator A x in the fractional spaces E α (C[0, 1], A x ). Moreover, the following theorem holds. Proof. For any λ ≥ 0 we have the following equality
By formula (5), we can write
From equation (9), we have the following formula
By using (26) and (27), we get
Using the definition of norm space δ+λ ≤ 1, we can write ] or
We have that
Then, using the triangle inequality and the estimate p α e −pt ≤ M t α , p > 0, we can write 1] for any x ∈ [0, 1] . Then,
Now, we will estimate P 3 (x). From (12) for 0 ≤ x ≤ µ and µ < x ≤ 1+µ 2 , we get
Using the substitution y = δ 2 + |λ| 2 1/4 √ 2 2 |x − s| we have the following inequality
And using estimate (16) for 1+µ 2 < x ≤ 1, we get
Let us estimate |P 31 (x)| .
By the triangle inequality, we have
Using the definition of norm, the following inequality holds.
Let us put
Then, by the inequality e −at ≤ M (at) θ ; 0 < θ < 1,
Taking the integral, we have 
Let us estimate |P 32 (x)| .
Using the substitution y = δ 2 + |λ|
(x − s) we have the following inequality
Let us estimate |P 33 (x)| .
(s − x) , we have the following inequality
Then, we can write the following
Using estimates (28), (29) and (30), we get
for any λ ≥ 0. Hence,
. Now, let us prove the opposite inequality. For any positive operator A x in the Banach space, we can write
where I is the identity operator. From formulas (5) and (32) it follows that
Consequently,
Hence,
Then for any x, τ ∈ R + , we have that
Now, we will prove that
We will estimate T 1 , T 2 and T 3 . First, let us estimate T 1 .
By changing variable
Then,
Second, let us estimate T 2 .
(s−x) dsdλ,
we get
Similarly, by changing variable
we get,
Finally, let us estimate T 3 .
Using (34), we get
Finally,
Theorem 3.1 is proved.
An Application
Now, we consider an application of Theorem 3.1. First, we consider the boundary value problem
Here, ϕ(x) and f (t, x) are sufficiently smooth functions in x and they satisfy and compatibility conditions which guarantee problem (37) has a smooth solution u(t, x). .
The proof of Theorem 4.1 is based on Theorem 3.1 on the structure of the fractional spaces E α = E α (C(0, 1), A x ) and Theorem 2.6 on the positivity of the operator A x on the following theorems on coercive stability of initial value for the abstract parabolic equation. Second, we consider the nonlocal boundary value problem for the parabolic equation ∂u(t, x) ∂t − ∂ 2 u(t, x) ∂x 2 + δu(t, x) = f (t, x), 0 < t < T, x ∈ [0, 1]
u(0, x) = u(T, x), x ∈ [0, 1] u(t, 0) = 0, u(t, 1) = u(t, µ), 0 ≤ µ < 1, 0 < t < T.
Here, f (t, x) is a sufficiently smooth function in x and it satisfies any compatibility conditions which guarantee problem (39) has a smooth solution u(t, x). holds.
