Abstract-In this paper a tool called RDBNorma is proposed, that uses a novel
INTRODUCTION
Profit of any commercial organization is depends on its productivity and quality of the product. To improve the profit they need to increase productivity without scarifying quality. To achieve this, it is necessary for organizations to automate the tasks involved in the design and development of their products.
From past few decades relational databases proposed by Dr. Codd [1] are widely used in almost all commercial applications to store, manipulate and use the bulk of data related with a specific enterprise, for decision making. Detail discussion on relational database can be found in [2] . Their proven capability to manage the enterprise in a simple, efficient and reliable manner increased a great scope for software industries involved in the development of relational database system for their clients.
Success of relational database modeled for a given enterprise is depending on the design of relational schema. An important step in the design of relational database is "Normalization", which takes roughly defined bigger relation as input along with attributes and functional dependencies and produces more than one smaller relational schema in such a way that they will be free from redundancy, insertion and deletion anomalies [1] . Normalization is carried out in steps. Each step has a name First normal form, second normal form and third normal form represented shortly with 1NF, 2NF and 3NF respectively. First three normal forms are given in [1] [2] . Some other references also help to understand the process of normalization [3] , [4] , [5] , [6] , [7] , [8] and [9] .
We found some papers very helpful about normalization. This paper [10] , explains 3NF in an easiest manner. The 3NF is defined in different in equivalent ways in various text books again their approach is non-algorithmic. They have compared definitions of 3NF given in various text books and present it an easy way so that students can understand it easily. They have also claimed that an excellent algorithmic method of explaining 3NF is available which is easy to learn and can be programmed. Ling et.al [11] , proposed an improved 3NF, since Codds 3NF relations may contain Superfluous (redundant / unnecessary) attributes resulting out of transitive dependencies and inadequate prime attributes. In their improved 3NF guarantees removal of superfluous attributes. They have proposed a deletion normalization process which is better than decomposition method. Problems related with functional dependencies and algorithmic design of relational schema are discussed in [12] . They have proposed a tree model of derivation of functional dependency from other functional dependencies, a linear time algorithm to test if a functional dependency is in closure set and quadratic time Bernstein's third normal form. Concept of multivalued dependency [13] which is generalization of functional dependency and 4NF which is used to deal with it is defined in [3] . This normal form is stricter as compared to Codd's 3NF and BCNF. Every relation can be decomposed into family of relations into 4NF without loss of information. The 5NF also called as PJ/NF is defined in [14] . This is an ultimate normal form where only projections and joins operations are considered hence called PJ/NF.
It is stronger than 4NF. They have also discussed relationship between normal forms and relational operators. In [15] a new normal form is defined called DK/NF. That focuses on domain and key constraints. If a relation is in DK/NF then it has no insertion and deletion anomalies. This paper defines concept of domain dependency and key dependency. A 1NF relation is in DK/NF if every constraint is inferred from domain dependencies and key dependencies. This paper [16] proposed a new normal form between 3NF and BCNF. It has qualities of both. Since 3NF has inadequate basis for relational schema design and BCNF is incompatible with the principle of representation and prone to computational complexity. [17] proposed new and fast algorithms of databse normalization.
RELATED WORK
Normalization is mostly carried out manually in the software industries, which demand skilled persons with expertise in normalization. To model today's enterprise we require large number of relations, each containing large number of attributes and functional dependencies. So, generally, more than one persons need to be involved in manual process of normalization. Following are the obvious drawbacks of normalization carried out manually.
1. It is time consuming and thus less productive:-To model an enterprise a large number of relation containing large number of attributes and functional dependencies may be required. 2. It is prone to errors: -due to reasons stated in 1. 3. It is costly: -Since it need skilled persons having expertise in Relational database design.
To eliminate these drawbacks several researchers already tried for automation of normalization by proposing new tools/methods. We have also seen a US patent [18] , where a database normalizing system is proposed. This system takes input as a collection of records already stored in a table and by observing a record source it normalizes the given database. Hongbo Du and Laurent Wery [19] proposed a tool called Micro, which uses two linked lists to represent a relation along with its functional dependencies. One list stores all the attributes and other stores functional dependencies holds on it. Ali Ya zici, et.al [20] proposed a tool called JMathNorm, which is designed using inbuilt functions provided by Mathematica and thus depend on Mathematica. This tool provides facility to normalize a given relation up to Boyce-codd normal form including 3NF. Its GUI interface is written in Java and linked with Mathematica using Jlink library. Bahmani et. al [21] , proposed an automatic database normalization system that creates dependency matrix and dependency graph. Then algorithms of normalization are defined on them. Their method also generates relational tables and primary keys.
In this work, we also found some good tools specifically designed for learning/teaching/understanding the process of normalization, since the process is difficult to understand, dry and theoretical and thus it is difficult to motivate the students as well as researchers. Maier [22] , also claimed that the theory of relational data modeling (normalization) tend to be complex for average designers. CODASYS, a tool that helps new database designer to normalize with consultation [23] . A web based, client-server, interactive tool proposed in [24] , called LBDN (Learn DataBase Normalization) that can provide hands-on training to students and some lectures for solving assignments. It represents attributes, functional dependencies and keys of a relation in the form of sets, stored as array of strings. A similar tool is proposed in [25] , which is also web based and can be used for system analysis and design and data management courses. Authors of this tool claimed that this tool is having a positive impact on students.
Our tool RDBNORMA uses only one linked list to represent a relation along with functional dependencies holds on it and thus a novel approach that requires less space and time as compared to Micro. Our proposed system RDBNORMA works at schema level This paper is a sincere attempt to develop a new way of representation of a relational schema and its functional dependencies using one linked list thus saving memory and time both. This representation helps to automate the process of relational database schema normalization using a tool which works at schema level, in a faster manner. This work reduces the drawbacks of manual process of normalization by improving productivity.
Remaining parts of the paper are organized as follows. Section 3 describes signally linked list node structure used to represent a relation in computer memory along with Functional Dependencies ( FD's). Algorithms for storing a relations and their FD's are described in section 4. Section53 demonstrates a real world example for better understanding of algorithms to store a relation. Design constraints are discussed section 6. Section 7 elaborates algorithm for 1NF. Algorithm of minimal cover is discussed in Section 8. Algorithm of 2NF and 3NF are discussed in Section 9 and 10, respectively. Standard relational schemas used for experimentation are discussed in Section 11. Experimental results and comparison is done in Section 12. Conclusions based on empirical evidences are drawn in section 13 and references are cited at the end.
NODE STRUCTURE USED FOR REPRESENTATION OF A RELATION IN RDBNORMA

A.Problems in representing a relation
At the initial stage we have decided to represent a relation using a signally linked linear list. But we need to address two things for it; first, how to store attributes? and the second, how to store FD's?. We have decided to store one attribute per linked list node as in Micro [Du and Wery, 1999] . But using a separate linked list for storing all the FD's holds on that relation as in Micro [Du and Wery, 1999] , according to us, although it is convenient but not optimal. Thus we have decided to incorporate the information about the FD's in the same linked list and come up with following design of the node structure. Again in what order we have to inter attributes into a linked list? Need to be finalized. We have decided to enter all the prime attributes first and then non prime ones. This specific order helps us to get determiners of non prime attributes since they will be already entered in linked list.
B. Node structure
The node structure used to represent a relation need to have ten fields as shown in Fig. 1 . The description and use of these fields are as follows.
attribute_name:-
This field is used to hold the attribute name. It allows underscores and special character and size can at least 50 characters or more based on the problem at hand . We assume unique attribute names within a given databases, but two relations can have same attribute names for referential integrity constraints like foreign keys. 2. attribute_type:-This field is used to hold type of the attribute and will hold *-for multivaled attribute, 1 for atomic attribute. It will be of size 1 character long. 3. determiner: -Determiner is a field which takes part in left hand side of FD. This field indicates whether this attribute is determiner or not and of binary valued a size of 1 character will be more than sufficient. If this filed is set to 1 indicates that this attribute is a determiner otherwise it is dependant. 4. nodeid:-It is a node identifier ( a unique number ) assigned to each newly generated node and is stored inside the node itself . This number can be generated by using a NodeIDCounter, which needs to be reset for normalizing a new database. When new node is added on a linked list NodeIDCounter will be incremented by 1. A sufficient range need to be defined for this nodeid e.g. [0000-9000]. Upper bound 9000 indicate that a database can have at most 9000 attributes. Size of this filed is based on the range defined for this attribute.
5-8. determinerofthisnode1, determinerofthisnode2, determinerofthisnode3 and determinerofthisnode4:-
These fields hold all the determiners of this attribute assuming that there can be at the most 4 determiners of an attribute, for example as shown in following FD's an attribute E has 4 determiners ABCD, GH, AH and DH.
A Determiner can be composite or atomic. E.g. Consider this node represents an attribute C and we have AB->C and D->C then the two determiners of C are (A,B) and (D) and thus their nodeid's will be stored in determinerofthisnode1 and determinerofthisnode2and determinerofthisnode3 and determinerofthisnode4 will be hold NULL. Each of this field can hold at most 4 nodeid's, it means that left hand side of a FD's can not have more than 4 attributes. To illustrate use of these fields consider following set of FD's for a dependant attribute H. 
ALGORITHMS FOR STORING A RELATION AND ITS FUNCTIONAL DEPENDENCIES (FD'S)
This tool needs three algorithms for doing its work. Representing a relation using linked list in computer memory involve adding a new node for each attribute and for adding each separate FD's we need to update information in nodes representing those attributes participating in this FD's. For adding all the attributes of a relation we need algorithm AddNewAttribute, which uses another algorithm CreateNewNode internally. User has to find out composite attributes and need to be replaced by their atomic attribute components, thus 1NF can be achieved at the attribute entry level.
A. Algorithm for adding a new attribute on linked list.
Algorithm AddNewAttribute ( listptr, x, NodeIDCounter)
This algorithm adds a new attribute node with attribute name x on linked list using a nodeid= NodeIDCounter value. Name of the relation is used as listptr, which points to the first node on that linked list. If listptr=NULL means list is empty we need to create first node for that relation. It uses function CreateANewNode( ), which creates a new node and returns its link. This algorithm uses two variable pointers p and q. This algorithm is described in Fig. 3 .
B. Algorithm for creating a new node.
Algorithm CreateANewNode( ) This algorithm returns a list node pointer. Operator new will create a new node of struct node type as shown in Fig. 1 and will return its pointer. It is as shown in Fig. 4 . Algorithm AddAFD (determiner,dependant, listptr) This algorithm assumes that The functional dependency set it is taking into account is a minimal cover, which is having minium number of FD's and no redundant attribute. Since 2NF and 3NF algorithms work heavily on FDs using minimal cover make them more efficient. Thus each FD's has exactly one attribute towards its right hand side. This algorithm takes input as one FD at a time containing composite or atomic determiner (left hand side of FD)of a single dependent attribute and set this information in the node structure of that dependent by taking into account the nodeids of its determiner nodes. E.g. Consider a FD, C AB → then determiner1 string of node representing attribute C will hold nodeids of A and B and determiner2, determiner3 and determiner4 will be set to NULL. An attribute can have at most 4 determiners may be composite or atomic since only 4 fields named determinerofthisnode1, determinerofthisnode2, determinerofthisnode3 ,and determinerofthisnode4 are used. It is shown Fig. 5 .
There will be no problem in finding nodeid's of determiners, since we have imposed an order in which attributes need to be entered is that all the prime attributes need to be entered first, then all the attributes which are nonprime and determiners of some attributes and at last all those attributes which are non-prime and non determiners.
AN EXAMPLE OF STORING A REAL WORLD RELATION AND ITS FUNCTIONAL DEPENDENCIES USING ONE LINKED LIST
This section describes an example of representing a real word relation and its FD's using a signally linked list for better understanding of algorithms discussed above. Consider a relation employee taken from [9] containing e_id as primary key e_s_name as employee surname, j_class indicating job category and CHPH representing charge per hour. This relation and all FD's holds on it are shown below. Initially a new and first node will be created for the prime attribute e_id. Let that NodeIDCounter is set to 001. Then a node for e_id attribute will be created and is as shown in Fig. 6 and will be pointed by a pointer Employee (name of the relation).
The second field in Fig.6 is set to 1, since e_id is an atomic attribute. Third field is set to 1, since e_id is a determiner. Fourth field is set to 001, since it is the nodeid of this node. Remaining four fields are set to NULL, indicating that each cell of this field is set to NULL. The ninth field is set to 1, since e_id is a key attribute. The last attribute is set to NULL indicating it is the last node on the list. After adding all the attributes we need to add information about all the FD's holds on the relation Employee in the linked list representation of this relation using algorithm described in Fig. 5 . Note that FD's will be added one after the other. One more thing is that we need to convert FD into a format such that right hand side will contain only dependant, this will be automatically done in finding minimal cover. Thus FD (1) will be broken into three FD's as follows CHPH e_id j_class e_id e_s_name e_id → → → Thus we will have total 4 FD's to be added. When these four FD will be added one after the other linked list will look like as shown in Fig. 8 . Not that only the determiner of this node fields will be updated and the nodeid's of their corresponding determiner are set in these fields according to algorithm shown in Fig.5. 
DESIGN CONSTRAINTS.
Every system needs to be designed by taking into account set of constraints. Our system has following constraints 1. It restricts the total number of determiners of a single dependant attribute to four. 
BEGIN
than four attributes as composite determiner. If implementation is done in Java then this restriction can also be removed. But if needed it can be increased. 2. It also applies restrictions on length of attribute name but by setting as much length as possible e.g. 100, any possible attribute name can be stored. 3. Order of entering the attribute can also be treated as a constraint, but it is immaterial to the user.
In overall we want to say that the constraints can easily handle most frequently observable real world relations and thus they are less restrictive.
. Fig. 7 . Linked list when all four attributes are added
ALGORITHM OF 1NF.
Converting a relation into 1NF is done at the time of entering the relation using a GUI interface like [19] . For each composite attribute GUI asks for the set of atomic attributes corresponding to composite attribute. Thus 1NF is achieved at the time of entering the relation schema like Micro [19] . Similarly, multi-valued attributes are handled as follows. Each multi-valued attribute is replaced by "attribute name_ID", so that only one valus can be inserted at a time in that column. 
ALGORITHM OF NORMALIZATION
This algorithm takes input as a Head pointer of linked list, which stores a relation in 1NF, in computers memory in a linked list format as discussed above. Second input is a Flag3NF. Database designer will provide value of flag Flag3NF, if designer want to normalize this relation up to 3NF, one will set this flag. For normalizing this relation in 2NF, designer will reset this flag. During the process of normalization, in step 2 it creates table structures , which are nothing but array of strings and then these 
EXAMPLE TRACE OF NORMALIZATION ALGORITHM
STANDARD RELATIONS USED FOR EXPERIMENTATION.
We want to test the performance of our tool RDBNorma with the existing tool Micro [19] . For this purpose we have collected 10 examples of relation normalization up to 3NF from various research papers. Table 1 shows description of these relations. Table 2 shows the decomposition of relations shown in Table 1 into 2NF and 3NF. In Table 1 and 2 FD are separated by semicolon. Table 1 is spread over multiple pages. Table 2 is used for testing the output of our tool RDBNorma. These relations can also be helpful to the readers as a reference. Table 2 shows the expected output of RDBNorma collected from the above research papers. We have compared output of RDBNorma with the expected output from Table 2 and can say that output of RDBNorma is valid and it works in expected manner.
EXPERIMENTAL RESULTS OF RDBNORMA.
Sr No
Relation Name 2NF 3NF 
AB ( A, B, C, E, F, G, H ) A (A, D) AB( A, B, C, E, F, G, H ) F (F, G) A (A, D)
PERFORMANCE COMPARISON OF RDBNORMA WITH MICRO.
For comparison purpose both RDBNORMA and Micro [Du and Wery, 1999] , are implemented using Java. We have compared performance of RDBNORMA with the Micro in terms of time required to convert a relation into 2NF and 3NF, in milli seconds. Table 3 shows this performance of Micro. Performance of proposed tool RDBNorma, is shown in Table 4 .
The time, on average, required to convert a given relation in 2NF by Micro is around 3.9 times the time required by RDBNorma. The time, on average, required to convert a given relation into 3NF by Micro is 2.89 times the time required by RDBNorma. Thus RDBNorma is more faster than Micro in both 2NF and 3NF, conversions Plot of number of attributes and time required to bring relation in 2NF and 3NF using RDBNorma are shown in Fig.12 and Fig.13 We have also observed that the time required to convert a given relation into 2NF and 3NF is depend not only on the number attributes of a relation but also on number of functional dependencies holds on that relation. We have also compared RDBNorma and Micro in terms of memory space required to store a relation in terms of number of bytes. For this purpose the above mentioned standard relations are used and the memory requirement is shown in Table 5 . From Table 5 
CONCLUSION
It is concluded that a relation can be represented with only one singly linked list along with its set of FD's. Thus we can save considerable space as compared with representing a relation using two linked list one for attributes and other for FD's. Since understanding linked list is easy, the representation will be easy to understand. The definitions of 2NF and 3 NF algorithms on such a representation will be efficient since linked list structure can be manipulated/accessed efficiently.
From the performance comparison of RDBNorma and Micro we can conclude that the time on average required to convert a given relation in 2NF by Micro is around 3.9 times the time required by RDBNorma and the time required to convert a given relation into 3NF by Micro is 2.89 times the time required by RDBNorma. Thus RDBNorma is at least 2.89 times faster than the Micro. When they are compared in terms of momory space, we can conclude that the memory requirement of Micro on average is around 2.17 times the memory requirement of RDBNorma.
Thus RDBNorma is better than Micro in terms of both the speed and memory space requirement.
