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DECOMPOSITION OF POINTWISE FINITE-DIMENSIONAL S1
PERSISTENCE MODULES
ERIC J. HANSON AND JOB D. ROCK
To Kiyoshi Igusa and Gordana Todorov
Abstract. We prove that pointwise finite-dimensional S1 persistence modules
over an arbitrary field decompose uniquely, up to isomorphism, into the direct
sum of a bar code and finitely-many Jordan cells. These persistence modules
have also been called angle-valued or circular persistence modules. We also
show that a pointwise finite-dimensional S1 persistence module is indecom-
posable if and only if it is a bar or Jordan cell (a string or a band module,
respectively, in the language of representation theory).
Contents
Introduction 1
1. S1 Persistence Modules 2
2. Bar Codes and Jordan Cells 6
3. Refinement and Representation Lifting 9
4. Main Results 12
References 14
Introduction
History. Persistent homology is an essential tool in topological data analysis. Out-
side of pure mathematics it has been used in studying the structure of silica glass
[HNH+] and biological aggregation (swarms) [TZH]. Mathematical applications in-
clude Floer-Novikov theory [UZ] and Morse theory [PSS]. Burghelea and Dey study
persistence modules from certain angle-valued maps (called circular persistence in
[V-J]) and show they decompose into a bar code and Jordan cells [BD]. Burghelea
and Dey’s decomposition have been used in other works [DMW, B, BH, CM, D].
Explicitly used in Burghelea and Dey’s work is the decomposition of represen-
tations of type A˜n quivers. There has been recent work on the decomposition
of pointwise finite-dimensional persistence modules (which we abbreviate pwf per-
sistence modules) from the perspective of representation theory. Crawley-Boevey
proved pwf persistence modules over R decompose into a direct sum of bars, or a
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bar code [C-B15]. Botnan and Crawley-Boevey proved that pwf persistence mod-
ules of the continuous zigzag (or continuous type A) decompose in a similar way
[BC-B]. The second author, with Igusa and Torodov, recovered this result via a
representation-theoretic approach [IRT].
Contributions and Outline. The purpose of this paper is to extend Burghelea
and Dey’s decomposition of circular persistence modules to all pwf S1 persistence
modules (Theorem 4.6) and provide a description of all indecomposable pwf S1
persistence modules (Corollary 4.8). We introduce continuous quivers of type A˜
as categories (Definition 1.3) whose representations (Definition 1.8) are exactly S1
persistence modules, where S1 may have a partial order instead of the standard
cyclic order. We then define bar(code) and Jordan cell persistence modules in this
context (Definitions 2.2 and 2.6).
We define finitistic S1 persistence modules (Definition 3.2), each of which de-
termines a partition PV on S
1 (Definition 3.4) that yields an auxiliary quiver QV
of type A˜|PV |−1 (Definition 3.12). We show that direct sums of indecomposable
representations of QV can be “pushed down” to indecomposable S
1 persistence
modules (Lemmas 4.2, 4.3, and 4.5). We use this technique to prove our main
results, summarized below.
Theorem (Theorems 4.4 and 4.6, Corollary 4.8). Let V be a pointwise finite-
dimensional S1 persistence module.
(1) V is indecomposable if and only if it is either a bar or Jordan cell.
(2) V decomposes uniquely (up to isomorphism) into a direct sum of a bar code
and finitely-many Jordan cells.
Further Study. The category we call A˜R is analogous to a continuous version
of a type A˜n quiver. Path algebras over such quivers are part of a more general
classification called string algebras. The decomposition of discrete representations
of string algebras are attributed to Butler and Ringel [BR] and Crawley-Boevey
[C-B18], for the finite- and infinite-dimensional string algebras, respectively. There
is not yet a general decomposition theory for continuous string algebras.
Persistence modules over other types of quivers besides type A and A˜ have
also been considered. In studying atomic arrangements in silica glass, Escolar
and Hiraoka use persistence modules over commutative ladder quivers and show
such persistence modules decompose into a finite class of indecomposables [EH].
Continuous analogues for these decompositions remains an open question.
The category of finitely-generated pwf S1 persistence modules, analogous to
finite-dimensional A˜n representations, has yet to be explored in a meaningful way.
Furthermore, similar objects to pwf S1 persistence modules were used by Igusa and
Todorov in [IT13] to construct Continuous Frobenius categories which were later
used in studying (continuous) cluster categories [HJ, IT15]; this connection requires
further investigation.
1. S1 Persistence Modules
Let k be a field. We will denote the elements of S1 by eiθ corresponding to the
unit circle in C. By ξ we denote the standard covering ξ : R→ S1 given by θ 7→ eiθ.
In this section we define the types of partial orders we allow on S1 and its persis-
tence modules in this context. One may think of the partial order on S1 as obtained
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from some certain partial order on R via the 1 point compactification. Such partial
orders are described by the second author along with Igusa and Todorov in [IRT]
as having finitely-many sinks and sources. For example, one may invert R’s stan-
dard order on (−∞, 0] and then compactifiy R. This partial order yields Example
1.7 (1), shown in Figure 1. We construct a category from this intuition, drawing
inspiration from [IRT].
Definitions 1.1 and 1.2 are used for indexing and partitioning throughout the
rest of the paper.
Definition 1.1. Let S ⊂ S1 such that |S| is even (possibly 0). If S 6= ∅, elements
of S are indexed by an interval subset of N containing 0 such that sn denotes the
element of S with index n. The elements of S are indexed counterclockwise starting
from a chosen s0 such that there exists β, γ where 0 < γ − β < 2π, s0 = eiβ , and
s|S|−1 = e
iγ . Additionally, for all sn ∈ S there exists θ such that sn = eiθ and
β ≤ θ ≤ γ. For convenience we denote by s|S| the element s0 ∈ S.
Definition 1.2. Let S ⊂ S1 be as in Definition 1.1.
• If S = ∅ define α0 = 0, α1 = π, and α2 = 2π.
• If S is nonempty define α0 ∈ [0, 2π) such that eiα0 = s0. For 0 < n < |S|,
let αn ∈ (α0, α0 + 2π) such that sn = eiαn . Let α|S| = α0 + 2π.
For each α0 ≤ αn < α0 + 2π define
Rn = {e
iθ : αn < θ < αn+1} Rn = {e
iθ : αn ≤ θ ≤ αn+1}.
Furthermore, define R = {Rn} and note
⋃
RRn = S
1.
Definition 1.3. A continuous quiver of type A˜, denoted A˜R, is a category from
S
1 and S constructed in the following way. Let S and R be as in Definitions 1.1 and
1.2. The objects of A˜R are the elements of S
1. There is a generating morphism
gx,y : x→ y if and only if there exists θ, φ ∈ R where x = e
iθ, y = eiφ such that the
following hold.
S = ∅: The inequality 0 ≤ φ− θ < 2π is satisfied.
S 6= ∅: We have (1) θ, φ ∈ [αn, αn+1] for Rn ∈ R and (2) if n is even then φ ≤ θ and
if n is odd then θ ≤ φ. When |S| = 2 there are two generating morphisms
g↑s1,s0 , g
↓
s1,s0 : s1 → s0.
When θ = φ we define the generating morphism to be the identity.
Let geiθ,eiφ and geiφ,eiψ be generating morphisms. To define geiφ,eiψ ◦ geiθ,eiφ ,
suppose without loss of generality |φ − θ| < 2π and |ψ − φ| < 2π. When |S| = 2,
eiθ = s1, and s
iψ = s0 the composition is g
↑
s1,s0 if θ < ψ and g
↓
s1,s0 if ψ < θ. In other
cases where |ψ− θ| < 2π we define the composition to be the generating morphism
geiθ,eiψ . If none of these are satisfied, geiφ,eiψ ◦ geiθ,eiφ is a distinct morphism.
Notation 1.4. Let A˜R be a continuous quiver of type A˜. If there is a generating
morphism x→ y for x, y ∈ S1 we write y  x.
Remark 1.5 (Ordering). If S = ∅ we have the standard counterclockwise cyclic
order on S1 (By symmetry this covers the clockwise cyclic order as well).
If S 6= ∅ then  is a partial order that satisfies the following properties:
(1) The order “reverses” at each element of S.
(2) If sn ∈ S with n even, then sn is a sink. That is, if x  sn then x = sn.
(3) If sn ∈ S with n odd, then sn is a source. That is, if sn  x then x = sn.
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s0 = s2
s1
s0 = s4
s1
s2
s3
Figure 1. Example 1.7 (1) and (2) on the left and right, respectively.
Remark 1.6 (Hom sets). Suppose S = ∅. For each x ∈ S1 there is a morphism
ωx : x→ x obtained as the composition gy,x ◦ gx,y for any other y 6= x in S1. Thus,
for x 6= y in S1 we have
HomA˜R(x, y) = {gx,y ◦ (ωx)
n : n ≥ 0} = {(ωy)
n ◦ gx,y : n ≥ 0},
where (ωx)
0 = 1x and (ωy)
0 = 1y.
Now suppose |S| > 2. Then we have
HomA˜R(x, y) =
{
{gx,y} y  x
∅ otherwise.
In the special case when |S| = 2 (see Example 1.7 (1)) we have HomA˜R(s1, s0) =
{g↑s1,s0 , g
↓
s1,s0} but all other Hom sets are as described above for S 6= ∅.
Example 1.7. We give two examples of a continuous quiver of type A˜. Visualiza-
tions of the partial orders are depicted in Figure 1.
(1) We now formally observe the example from the beginning of this section.
Let S ⊂ S1 be {ei3π/2, e5iπ/2} where s0 = e3iπ/2 and s1 = ei5π/2. If
θ < φ in [ 3π2 ,
5π
2 ] then e
iθ  eiφ. If θ < φ in [ 5π2 ,
7π
2 ] then e
iφ  eiθ.
(2) We will use this example for Examples 2.3 and 2.8.
Let S = {e0, eiπ/2, eiπ, ei3π/2} where s0 = e0, s1 = eiπ/2, s2 = eiπ, and
s3 = e
i3π/2. If θ < φ in [0, π2 ] or [π,
3π
2 ] then e
iθ  eiφ. If θ < φ in [π2 , π] or
[ 3π2 , 2π] then e
iφ  eiθ.
Throughout the paper we will often replace the phrase “S1 persistence module”
with “representation” both for brevity and to indicate the point of view of our
proof techniques. Let k-V ec be the category of k-vector spaces (including infinite-
dimensional spaces).
Definition 1.8. Let A˜R be a continuous quiver of type A˜. A representation V
of A˜R over k is a functor V : A˜R → k-V ec. If y  x ∈ S1 we denote by V (x, y) the
morphism in k-V ec obtained by applying V to the generating morphism gx,y in A˜R
with two caveats.
(1) If |S| = 2 we write V (s1, s0) to mean V (g↓s1,s0) and write V (s1, s2) to mean
V (g↑s1,s0). (2) If S = ∅ we write V (x, x) for the identity on V (x). The morphism
obtained by applying V to ωnx , for n ≥ 1, is written V (ω
n
x ).
The reader may note that tn in the definition of an S1 representation by Igusa
and Todorov [IT13, Definition 1.1.1] plays a similar role to V (ωnx ) in Definition 1.8.
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Throughout the paper we will often state definitions only over generating mor-
phisms as they indeed generate all the morphisms in A˜.
Definition 1.9. Let A˜R be a continuous quiver of type A˜. We call a representation
V of A˜R pointwise finite-dimensional (or pwf) if dim V (x) <∞ for all x ∈ S1.
The direct sum of a set of representations {Vζ}, denoted
⊕
ζ Vζ , is given by⊕
ζ
Vζ
 (x) =⊕
ζ
(Vζ(x))
⊕
ζ
Vζ
 (x, y)(~v) =⊕
ζ
[(Vζ(x, y) ◦ πζ(x))(~v)] ,
where πζ(x) is the projection
⊕
ζ Vζ(x)։ Vζ(x). Each Vζ is a summand of
⊕
ζ Vζ .
Definition 1.10. Let A˜R be a continuous quiver of type A˜ and V,W representa-
tions of A˜R over k. A morphism of representations f : V → W is a natural
transformation from V to W . I.e., the following diagram commutes for each gener-
ating morphism gx,y in A˜R.
V (x)
V (x,y)
//
f(x)

V (y)
f(y)

W (x)
W (x,y)
// W (y).
If f(x) is an isomorphism for all x ∈ S1 we call f an isomorphism. If there is
an isomorphism f : V →W we say V and W are isomorphic and write V ∼=W .
Remark 1.11. Let f : V → W be a morphism of representations. If f is an
isomorphism then by letting g(x) = f−1(x) for all x ∈ S1 we obtain a morphism
g : W → V . Furthermore, (g ◦ f)(x) is the identity on each V (x) and (f ◦ g)(x) is
the identity on each W (x), thus justifying the name isomorphism.
Remark 1.12. Direct sums are commutative and associative, up to isomorphism,
even if one takes a direct sum of arbitrary cardinality.
Definition 1.13. Let A˜R be a continuous quiver of type A˜R and V a representation
of A˜R. Let R ⊂ S
1 be an arbitrary subset. Recalling our notation in Definition 1.8,
define the restriction of V to R, denoted V |R, to be
V |R(x) =
{
V (x) x ∈ R
0 otherwise
V |R(x, y) =
{
V (x, y) V (z, y) ◦ V (x, z) = V (x, y)⇒ z ∈ R
0 otherwise
Note if S = ∅ then V (ωx) = 0 for all x ∈ S1 unless R = S1.
The following lemma is essential to prove our results in Section 4.
Lemma 1.14. Let A˜R be a continuous quiver of type A˜ and V a representation of
A˜R. Let β, γ ∈ R such that 0 < γ − β ≤ 2π and let
R = {eiθ : β < θ < γ} R = {eiθ : β ≤ θ ≤ γ}.
Suppose there exists a representation U of A˜R such that suppU ⊂ R and there
exists morphisms f : U → V |R and g : V |R → U such that gf = 1U . Then there
exist morphisms f˜ : U → V and g˜ : V → U such that g˜ ◦ f˜ = 1U .
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Proof. For all x ∈ S1, define f˜(x) : U(x)→ V (x) and g˜(x) : V (x)→ U(x) as
f˜(x) =
{
f(x) x ∈ R
0 otherwise.
g˜(x) =
{
g(x) x ∈ R
0 otherwise.
By definition g˜(x) ◦ f˜(x) = 1U(x) for all x ∈ S
1. We must show that {f˜(x)} and
{g˜(x)} yield morphisms f˜ : U → V and g˜ : V → U .
Let gx,y be a generating morphism in A˜R and consider the diagram
U(x)
U(x,y)

f˜(x)
// V (x)
V (x,y)

g˜(x)
// U(x)
U(x,y)

U(y)
f˜(y)
// V (y)
g˜(y)
// U(y).
If there exists z ∈ R \R such that gx,y = gz,y ◦ gx,z then V (z, y) ◦ (x, z) ◦ f˜(x) = 0
by assumption. In this case U(x, y) = 0 as well and so the diagram commutes. It
is clear the diagram commutes if there is no such z ∈ R \R or when x, y /∈ R. 
2. Bar Codes and Jordan Cells
In this section we describe the bar (string) and Jordan cell (band) representa-
tions. We will show both representations are indecomposable in Section 4.
Definition 2.1. Let I ⊂ R be a bounded interval inheriting the ordering from R.
For each eiθ ∈ S1 define E(eiθ) = ξ−1(eiθ) ∩ I also inheriting the ordering from R.
Definition 2.2. Let A˜R be a continuous quiver of type A˜. Let I and the E(e
iθ)’s
be as in Definition 2.1. We define a representation MI with vector spaces MI(e
iθ):
MI(e
iθ) = k|E(e
iθ)|.
For each eiθ ∈ S1 we do the following. Let B(eiθ) be the standard ordered basis
of MI(e
iθ). There is a unique order-preserving bijection E(eiθ) → B(eiθ). Denote
by ~bβ the image of β in B(eiφ).
Let θ, φ ∈ [αn, αn+1] such that geiθ,eiφ is a generating morphism in A˜R. We
define MI(e
iθ, eiφ) on each basis vector ~bβ ∈MI(eiθ) by
MI(e
iθ, eiφ)(~bβ) =
{
~bβ−θ+φ β − θ + φ ∈ E(eiφ)
0 otherwise.
In the case S = ∅, eiθ ∈ R0, and eiφ ∈ R1: MI(eiθ, eiφ) and MI(eiφ, eiθ) are the
compositions MI(e
iπ, eiφ) ◦MI(eiθ, eiπ) and MI(e0, eiθ) ◦MI(eiφ, e0), respectively.
A representation isomorphic to MI a bar. A direct sum of bars is a bar code.
In Definition 2.2 the idea behind the linear maps is to send a basis vector in
MI(e
iθ) to the “next” basis vector in MI(e
iφ). Replacing β− θ+φ with γ we have
the equation β − γ = θ − φ if γ ∈ E(eiφ); this is precisely what we want.
Example 2.3. We consider the orientation of A˜R as in Example 1.7 (2).
(1) For the interval
(
0, 3π2
)
and θ 6= φ ∈ [0, 2π] where eiφ  eiθ we have
M(0, 3pi2 )
(eiθ) =
{
k 0 < θ < 3π2
0 otherwise
M(0, 3pi2 )
(eiθ, eiφ) =
{
1k 0 < θ ≤ φ <
3π
2
0 otherwise.
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Figure 2. Example 2.3 (2) on the left, a bar. Visually, we think
of ξ
[
−π, 7π2
]
as a string wrapping around S1 counterclockwise be-
tween 2 and 3 times. Example 2.8 (2) on the right, a Jordan cell.
The crossings indicate the basis vectors combining while elsewhere
there is the identity. We think of this as a band.
(2) For the interval
[
−π, 7π2
]
and θ 6= φ ∈ (0, 2π] where eiφ  eiθ we have
M[−π, 7pi2 ]
(eiθ) =
{
k3 π ≤ θ ≤ 3π2
k2 otherwise
M[−π, 7pi2 ]
(eiθ, eiφ) =

1k3 π ≤ θ ≤ φ ≤
3π
2
A 3π2 = θ < φ ≤ 2π
B π2 ≤ θ < φ = π
1k2 otherwise.
with
A =
(
1 0 0
0 1 0
)
B =
(
0 0
1 0
0 1
)
.
A visual depiction is in Figure 2.
The basis elements of M[−π, 7pi2 ]
(eiθ) correspond to the intersections of
the string with eiθ and M[−π, 7pi2 ]
(eiθ, eiφ) can be considered as the linear
map which acts by ‘sliding’ the basis elements down the string.
(3) For the interval (0, 2π] and φ 6= θ ∈ [0, 2π] where eiφ  eiθ we have
M(0,2π](e
iθ) = k M(0,2π](e
iθ, eiφ) =
{
1k θ 6= 0
0 θ = 0
Remark 2.4. By definition MI ∼= MJ if and only if there exists n ∈ Z such that
x 7→ 2nπ + x is a bijection I
∼=
→ J .
Definition 2.5. Let A˜R be a continuous quiver of type A˜ and let V be a represen-
tation of A˜R. Suppose V (e
iθ, eiφ) is an isomorphism for each generating morphism
geiθ,eiφ in A˜R. Recalling the notation in Definition 1.8:
S = ∅: Define V̂↑ = V (eiα1 , eiα2) and V̂↓ = V (eiα0 , eiα1)−1.
S 6= ∅: Define V̂↑ = V (eiα|S|−1 , eiα|S|) and
V̂↓ =V (e
iα1 , eiα0) ◦ V (eiα1 , eiα2)−1 ◦ · · ·
◦ V (eiα|S|−3 , eiα|S|−2)−1 ◦ V (eiα|S|−1 , eα|S|−2)
In both cases, define V̂ = V̂↑ ◦ (V̂
−1
↓ ). Note that if S = ∅ then V̂ = V (ωe0).
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Definition 2.6. Let A˜R be a continuous quiver of type A˜. Let V be a representation
of A˜R such that the following hold:
• There exists d ≥ 1 such that dimV (x) = d for all x ∈ S1.
• For all generating morphisms g, V (g) is an isomorhism.
• Let x0 = e0 if S = ∅ and x0 = s0 if S 6= ∅. If V (x0) ∼= U ⊕W , where U
and W are invariant subspaces under V̂ , then either U = 0 or W = 0.
Then we call V a Jordan cell.
Remark 2.7. The definition of a Jordan cell is meant to be a continuous version
of band representations of type A˜n quivers. The isomorphism class of a Jordan cell
is completely determined by the map V̂ . In particular, by a result of Kronecker,
when k is algebraically closed one can change the bases of V (eiα0) and V (eiα1) such
that V̂↓ is the identity and V̂↑ is a Jordan block. This is why Burghelea and Dey
called similar circular persistence modules ‘Jordan cell representations’.
Example 2.8. We consider the orientation of A˜R as in Example 1.7 (2).
(1) Let ρ ∈ k∗ and θ 6= φ ∈ [0, 2π] where eiφ  eiθ. The representation U
defined by
U(eiθ) = k U(eiθ, eiφ) =
{
ρ 0 ≤ φ < θ = π2
1k otherwise
is a 1-dimensional band representation. In this case, we have Û = ρ−1.
(2) Denote by
A =
(
1 1 0
0 1 1
0 0 1
)
.
The representation V defined by, for θ 6= φ ∈ [0, 2π] where eiφ  eiθ,
V (eiθ) = k3 V (eiθ, eiφ) =
{
A π2 = θ < φ ≤ π
1k3 otherwise.
is a 3-dimensional Jordan cell. In this case V̂ = A. A visual depiction is in
Figure 2.
(3) Let ρ, σ ∈ k∗. Denote by
A =
(
ρ 0 0
1 ρ 0
0 1 ρ
)
B =
(
σ 0 0
0 1 0
0 0 −σ
)
The representation W defined by, for θ 6= φ ∈ [0, 2π] where eiφ, eiθ,
W (eiθ) = k3 W (eiθ, eiφ) =

A π2 ≤ θ < φ = π
B π ≤ φ < θ = 3π2
1k3 otherwise
is a 3-dimensional Jordan cell. In this case Ŵ = B−1A.
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3. Refinement and Representation Lifting
In this section we describe how to refine and lift certain kinds of representations
of a continuous quiver of type A˜. The refinements provide an easier version to work
with and the lift is a representation of a type A˜n quiver.
Note, for a continuous type A˜ quiver, each Rn and Rn (from Definition 1.2) is
totally ordered with the ordering inherited from A˜R.
Remark 3.1. Recall Crawley-Boevey proved a pwf representation of R decom-
poses uniquely up to isomorphism into a bar code [C-B15]. Moreover, each bar is
indecomposable. For each Rn ∈ R consider Rn as a closed interval subset of R.
Thus, since  on R is a total order, the restriction V |Rn of a pwf representation V
of a continuous quiver A˜R decomposes uniquely up to isomorphism into a bar code.
Definition 3.2. Let A˜R be a continuous quiver of type A and V a pwf representa-
tion of A˜R. We call V a finitistic representation if for all Rn ∈ R, the support of
each bar in the bar code decomposition of V |Rn has an element in Rn \Rn.
Remark 3.3. The persistence modules considered in [BD] are finitistic; however,
not all finitistic modules are considered in [BD].
Definition 3.4. Let A˜R be a continuous quiver of type A˜ and V a finitistic repre-
sentation of A˜R. Write V |Rn =
⊕mn
i=1(An,i)
ji where each An,i is a bar and ji is its
multiplicity in the sum. By Definition 3.2 each An,i has support in Rn \Rn.
We define subintervals of Rn for each An,i. If An,i does not have support at
αn+1 let J
i
n = suppAn,i. If An,i has support at αn+1 let J
i
n = Rn \ (suppAn,i),
which may be empty. We let Jn = {J in : J
i
n 6= ∅}. Note that if J
i
n = J
i′
n then there
is only one copy in Jn.
If Jn = ∅ then we construct a partition Pn of Rn as follows. We let P 1n be the
closed subinterval [αn,
αn+αn+1
2 ] of Rn. Then let P
2
n = Rn \P
1
n and Pn = {P
1
n , P
2
n}.
If Jn 6= ∅ we perform an algorithm to construct a partition Pn of Rn. Notice Jn
is finite and totally ordered by inclusion. Set ℓ = 0, J0n = Jn, and P
0
n = ∅.
(1) Let P ℓ+1n = (min J
ℓ
n) \ (
⋃ℓ
i=0 P
i
n).
(2) Let Jℓ+1n = J
ℓ
n \ {min J
ℓ
n}.
(3) Replace ℓ with ℓ+ 1.
(4) (i) If Jℓn = ∅ then set P
ℓ+1
n = Rn \(
⋃ℓ
i=0 P
i
n) and Pn = {P
i
n : 0 < i ≤ ℓ+1}.
Then exit the algorithm. (ii) If Jℓn 6= ∅ then return to step 1.
Denote by R|S| and R|S| the sets R0 and R0, respectively. Similarly, denote by
P|S| and P
i
|S|, for 1 ≤ i ≤ |P0|, the sets P0 and P
i
0 , respectively. Our partition is
the collection of P in’s, taking the union where the ends overlap:
PV = {P
i
n : 0 ≤ n < |S|, 1 < i < |Pn|} ∪ {P
|Pn|
n ∪ P
0
n+1 : 0 ≤ n < |S|}.
Note that if S 6= ∅ then the unique s ∈ P
|Pn|
n ∩ P 0n+1 is in S.
Proposition 3.5. Let A˜R be a continuous quiver of type A˜ and V a finitistic
representation. Let PV be as in Definition 3.4. Then PV is indeed a partition of
S1 and each P ∈ PV is path-connected.
Proof. For each x ∈ S1 there is Rn such that x ∈ Rn. Then there is a P in such that
x ∈ P in and thus a P ∈ PV such that x ∈ P .
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Consider P im, P
j
n ∈ PV . If m 6= n or i 6= j then P
i
m ∩ P
j
n = ∅. For a fixed n and
P in ∈ PV we see P
i
n ∩ P
0
n = ∅ and P
i
n ∩ P
|P|
n = ∅. Now consider(
P |Pm|m ∪ P
0
m+1
)
∩
(
P |Pn|n ∪ P
0
n+1
)
.
Ifm 6= n this intersection is empty. Thus, if P, P ′ ∈ PV and P 6= P ′ then P∩P ′ = ∅.
Finally, each P in is path-connected and P
|Pn|
n ∩P 0n+1 contains exactly one element.
Thus, each P ∈ PV is path-connected. 
We will often reuse the hypotheses in the preceding proposition as “the setup in
Proposition 3.5.”
Definition 3.6. Consider the setup in Proposition 3.5. For P ∈ P write ∂P =
{eiβ, eiγ} so that 0 ≤ β < 2π and 0 ≤ γ−β < 2π. We denote St(P ) = eiβ the start
of P and En(P ) = eiγ the end of P . We denote St∡(P ) = β and En∡(P ) = γ.
Definition 3.7. Consider the setup in Proposition 3.5.
• If P = P in then let δP =
1
2 (St∡(P ) + En∡(P )) and xP = e
iδP .
• If P = P
|Pn|
n ∪ P 0n+1 then let xP be the unique point in P
|Pn|
n ∩ P 0n+1.
We call each xP ∈ P the representative point of P .
Definition 3.8. Consider the setup in Proposition 3.5. Let U be the following
representation of A˜R:
U(x) = V (xP ) where x ∈ P
U(x, y) = V (xP , xP ′) where x ∈ P, y ∈ P
′.
Note if x, y ∈ P then U(x, y) is the identity. We call U the refinement of V .
Proposition 3.9. Let A˜R be a continuous quiver of type A˜, V a finitistic repre-
sentation of A˜R, and U the refinement of V . Then U ∼= V .
Proof. First, let y  x ∈ P in for some P
i
n ∈ Pn. Then x, y ∈ Rn for some Rn ∈ R.
By definition, x ∈ suppAn,j if and only if y ∈ suppAn,j where the An,j ’s are the
distinct bar summands of V |Rn . Thus, V (x, y) is an isomorphism. Therefore, if
y  x ∈ P for P ∈ PV then V (x, y) is an isomorphism.
Let x ∈ S1 and P ∈ PV such that x ∈ P . Define f(x) : U(xP ) = U(x) → V (x)
to be V (xP , x) if x  xP and to be V (x, xP )−1 if xP  x. Thus, the following
diagram is always commutative:
U(x)
U(x,y)

U(xP )
V (xP ,xP ′ )

f(x)
// V (x)
V (x,y)

U(y) U(xP ′)
f(y)
// V (y).
Therefore, the collection {f(x)} yields a morphism f : U → V and each f(x) is an
isomorphism. By Remark 1.11 we see f is an isomorphism. 
We now briefly recall the definitions of quivers and their representations. Readers
are referred to [ASS, Chapter II,III] for precise details.
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Definition 3.10. A quiver Q = (Q0, Q1) is a set of vertices Q0 and arrows Q1
(both typically finite) whose source and target are in Q0. I.e., Q is a directed graph
where loops and cycles are allowed. If the underlying undirected graph of Q is a
cycle then Q is of type A˜|Q0|−1.
A representation M of Q assigns to each vertex i in Q0 a k-vector space M(i)
and to each arrow a : i→ j in Q1 a k-linear transformation M(a) : M(i)→M(j).
Morphisms, isomorphisms, and direct sums of representations of the same
quiver are defined similarly to those over A˜R.
Convention 3.11. Let Q = (Q0, Q1) be an A˜n quiver. For convenience, enumerate
the vertices counterclockwise 0, 1, . . . , n, n+1 where n+1 is another name for 0 ∈ Q0.
If Q has two vertices then it has two arrows. In this case we always assume that we
have fixed one to be between 0 and 1 and the other between 1 and 2, thus moving
‘around’ the underlying cycle. If Q is an auxiliary quiver (see Definition 3.12) we
follow the cycle from the continuous type A˜ quiver.
Definition 3.12. Consider the setup in Proposition 3.5. We define an auxiliary
quiver QV . For vertices, (QV )0 := PV . Let ∆ be the diagonal of (QV )0 × (QV )0;
now we define the arrows of QV :
(QV )1 = {(P, P
′) ∈ ((QV )0)
2 \∆ : (∃y ∈ P ′, x ∈ P ) ∋ y  x and P ∪ P ′ is p-c}
where “p-c” means “path-connected.” Note that (QV )0 has at least 2 elements and
QV is a quiver of type A˜|PV |−1. We call QV the auxiliary quiver of V .
Definition 3.13. Consider the setup in Proposition 3.5. Let QV be the quiver in
Definition 3.12. We define a representationMV of QV by defining its vector spaces
at each vertex and the linear maps on the arrows of QV :
MV (P ) = V (xP ) MV (P, P
′) = V (xP , xP ′).
Note MV is finite-dimensional. We call MV the auxiliary representation of V .
We now recall bars and Jordan cells (Definitions 3.14 and 3.15) for type A˜n quiv-
ers. These are known to representation theorists as strings and bands, respectively.
Definition 3.14. Let Q = (Q0, Q1) be an A˜n quiver and ξn : Z→ Q0 be given by
i 7→ r where i ≡ r mod (n+1). Let I = {i, i+1, . . . , i+ ℓ} be an interval in Z and
for each j ∈ Q0 let En(j) = ξ−1n (j) ∩ I.
For each j ∈ Q0 letMI(j) = k
|E(j)|. Give eachMI(j) the standard ordered basis
B(j) and observe the unique order preserving bijection En(j) → B(j). Denote by
~bi the image of i in B(j).
For each arrow j → j′ in Q1, where |j−j′| = 1, defineMI(j, j′) on each~bi ∈ B(j):
MI(j, j
′)
(
~bi
)
=
{
~bi−j+j′ i− j + j′ ∈ En(j′)
0 otherwise.
A representation isomorphic toMI is called a bar; a direct sum of bars a bar code.
Definition 3.15. Let Q = (Q0, Q1) be an A˜n quiver. Let d ≥ 1 ∈ N and let M
be a representation of A˜n such that dimM(j) = d for all j ∈ Q0. Furthermore,
assume M(j, j′) is an isomorphism for all arrows j → j′ ∈ Q1.
By inverting necessary isomorphisms, there is an isomorphism
M̂ : M(0)→M(1)→ · · · →M(n− 1)→M(n) =M(0).
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We callM a Jordan cell if wheneverM(0) ∼= U⊕W , where U andW are invariant
subspaces under M̂ , then either U = 0 or W = 0.
The decomposition of finite-dimensional representations of A˜n type quivers over
an algebraically closed field is due to Donovan and Freislich [DF] and Nazarova
[N]. Burghelea and Dey in [BD], for example, provide a technique for decomposing
representations over arbitrary fields. We recall the combined version of their results.
Theorem 3.16 (From [DF, N] and [BD]). A finite-dimensional representation of
an A˜n type quiver decomposes uniquely (up to isomorphism) into a direct sum of a
bar code and Jordan cells. Each bar and each Jordan cell are indecomposable.
4. Main Results
In this section we prove the main results via a method called “pushing down.”
We show how the finite-dimensional indecomposable representations of a type A˜n
quiver are related to the pwf indecomposable representations of a type A˜R quiver.
Definition 4.1. Let A˜R be a continuous quiver of type A˜ and V a finitistic rep-
resentation of A˜R. Let QV and MV be the auxiliary quiver and representation,
respectively. Let M ∼=
⊕n
i=1M
ℓi
i be a decomposition of MV as in Theorem 3.16,
where ℓi denotes multiplicity and each Mi is a bar or Jordan cell.
For eachMi we define a representation Ui of A˜R. We define its vector spaces and
maps between vector spaces in adjacent partitions of S1. Using their composition
yields the whole representation Ui.
Ui(x) =Mi(P ) where x ∈ P
Ui(x, y) =Mi(P, P
′) where x ∈ P, y ∈ P ′.
We call Ui the push down of Mi. Note if y  x ∈ P then Ui(x, y) is the identity.
Lemma 4.2. Consider the set up in Definition 4.1. (1) If Mi is a bar then Ui is
a bar. (2) If Mi is a Jordan cell then Ui is a Jordan cell.
Proof. (1) Suppose Mi = MI˜ for some interval I˜ ⊂ Z. By reindexing the vertices
of QV and rotating the quiver A˜R if necessary, we can assume I˜ = {0, 1, . . . , ℓ} for
some ℓ and St∡(P0) = 0. Thus there exists m ≥ 0 such that m|P| ≤ ℓ < (m+1)|P|.
Now define I := |St∡(P0), 2πm + En∡(Pℓ)| where the interval is closed on the
left if and only if St(P0) ∈ P0 and is closed on the right if and only if |En(Pℓ)| ∈ Pℓ.
We claim that Ui = MI .
For x ∈ S1, write x = eiθ with 0 ≤ θ < 2π and suppose x ∈ Pj . Then there
is an order preserving bijection Fx : ξ
−1
n (j) ∩ I˜ → ξ
−1(θ) ∩ I given by Fx(j +
ℓ|P|) = θ + 2πℓ. Thus we can identify the basis element ~bi ∈ MI˜(j) = Ui(x) with
~bFx(i) ∈MI(x). With this identification, we have Ui(x) = MI(x).
Now suppose y  x in A˜R. Suppose x ∈ Pj and y ∈ Pj′ and write x = eiθ, y = eiφ
with θ, φ ∈ [0, 2π). If j = j′, then Ui(x, y) is the identity and thusMI(x, y)(~bFx(i)) =
~bFy(i) with Fx(i) − Fy(i) = θ − φ. Likewise, if j
′ = j ± n, then MI(x, y)(~bFx(i)) =
~bFy(i±n) and Fx(i)− Fy(i± n) = θ − φ. Thus MI(x, y) = Ui(x, y) as claimed.
(2) Let Mi be a Jordan cell. Assume, without loss of generality, that e
iα0 ∈ P0.
It follows immediately the the push down Ui has Ûi = M̂i satisfying Definition 2.6
and is thus a Jordan cell. 
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Lemma 4.3. Each Ui in Definition 4.1 is indecomposable.
Proof. Suppose Ui ∼= A⊕B. Since Ui is constant on each P ∈ PV we may assume
both A and B are also constant on each P ∈ P . Let f : Ui
∼=
→ A ⊕ B be an
isomorphism. Deifne MA and MB to be representations of QV given by
MA(P ) = A(xP ) MA(P, P
′) = A(xP , xP ′)
MB(P ) = B(xP ) MB(P, P
′) = B(xP , xP ′).
By the following commutative diagram we see Mi ∼= MA ⊕MB:
Mi(P )
Mi(P,P
′)

Ui(xP )
f(xP )
//
U(xP ,xP ′ )

A(xP )⊕B(xP )
A(xP ,xP ′ )⊕B(xP ,xP ′)

MA(P )⊕MB(P ′)
MA(P,P
′)⊕MB(P,P
′)

Mi(P
′) Ui(xP ′)
f(xP ′)
// A(xP ′)⊕B(xP ′ ) MA(P ′)⊕MB(P ′).
Since Mi is indecomposable, up to symmetry Mi ∼= MA and MB = 0. Then B = 0
and so Ui ∼= A. Therefore, Ui is indecomposable. 
Theorem 4.4. Let V be a bar or Jordan cell representation of A˜R. Then V is
indecomposable.
Proof. If suppV ⊂ Rn for some Rn ∈ R the result follows from Crawley-Boevey’s
bar code theorem [C-B15] and Remark 3.1. Thus we can assume V is finitistic
and, without loss of generality, that V is its own refinement. Let PV , QV and MV
be the partition of S1, auxiliary quiver, and auxiliary representation, respectively,
obtained from V . Further assume without loss of generality that eiα0 ∈ P0.
Suppose V ∼= MI is a bar. Without loss of generality, assume inf(I) ∈ [0, 2π).
Then inf(I) = St∡(Pi) for Pi ∈ PV where ei·inf(I) ∈ Pi if and only if inf(I) ∈ I.
Similarly there exists m ∈ N such that sup(I) = En∡(Pj)+2mπ for Pj ∈ PV where
ei·sup(I) ∈ Pj if and only if sup(I) ∈ I. Let I˜ = {i, i+ 1, . . . , j +m|PV |}. Then for
each P ∈ PV and x ∈ P we see |E(x)| = |En(P )|. One may use a similar technique
to that in Lemma 4.2 to see MI˜ is a bar. By Lemma 4.2 and its proof the push
down of MI˜ is MI . By Lemma 4.3, V
∼= MI is indecomposable.
Now suppose V is a Jordan cell. Then M̂V in Definition 3.15 is equal to V̂ . Thus,
MV is a Jordan cell and its push down is V . By Lemma 4.3 V is indeomposable. 
Lemma 4.5. Consider the set up in Definition 4.1. Let U be the refinement of V .
Then U ∼=
⊕n
i=1 U
ℓi
i .
Proof. Denote the isomorphismM
∼=
→
⊕n
i=1M
ℓi
i by f˜ . Let x ∈ S
1 and P ∈ PV such
that x ∈ P . Define f(x) : U(x) →
⊕
U ℓii (x) to be f˜(P ) : M(P )→
⊕n
i=1M
ℓi
i (P ).
Notice U(x) = M(P ) and
⊕
U ℓii (x) =
⊕n
i=1M
ℓi
i (P ).
U(x)
U(x,y)

f(x)
++
MV (P )
f˜(P )
//
MV (P,P
′)

⊕
M ℓii (P )
⊕
Mi(P,P
′)

⊕
U ℓii (x)
⊕
Ui(x,y)

U(y)
f(y)
33
MV (P
′)
f˜(P ′)
//
⊕
M ℓii (P
′)
⊕
U ℓii (y)

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Theorem 4.6. Let A˜R be a continuous quiver of type A˜ and V a pointwise finite-
dimensional representation of A˜R. Then V decomposes uniquely (up to isomor-
phism) into a direct sum of a bar code and finitely-many Jordan cells.
Proof. Let the Rn’s, the Rn’s, and R be as Definition 1.2. For each Vn := V |Rn let
Wn be the direct sum of all bars in the bar code of Vn whose support is contained
in Rn. Then by Lemma 1.14 each summand of each Wn is a summand of V . Thus,
V ∼= V ′ ⊕
( ⊕
Rn∈R
Wn
)
,
where V ′ is finitistic. Notice that
(⊕
Rn∈R
Wn
)
is a bar code but may contain
uncountably many bars.
Since V ′ is finitistic let U be its refinement. By Lemma 4.5 we see U ∼=
⊕m
i=1 U
ℓi
i
where each Ui is a bar or Jordan cell. Since V
′ ∼= U by Proposition 3.9, we have
V ∼=
(
m⊕
i=1
U ℓii
)
⊕
( ⊕
Rn∈R
Wn
)
.
Since each of the decompositions we have used is unique up to isomorphism so is
the whole decomposition. In the decomposition of MV there are only finitely-many
summands. Thus, only finitely-many of the Ui’s (which each have finite multiplicity)
may be Jordan cells. 
Remark 4.7. An example in Crawley-Boevey’s paper [C-B15] and another in the
paper by the second author with Igusa and Todorov [IRT] show that the pwf require-
ment is the most general hypothesis one may use. I.e., without this assumption one
must already know something about the decomposition of an S1 persistence module
in order to guarantee it decomposes into a bar code and Jordan cells.
Corollary 4.8. Let V be a pointwise finite-dimensional representation of A˜R. Then
V is indecomposable if and only if V is a bar or Jordan cell.
Proof. Combine Theorems 4.4 and 4.6. 
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