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Once that site is saturated,
construction begins at the site of
the old SPBs and this results in
the formation of four spores. With
low levels of nutrients, meiotic
plaque components are limited
and only two meiotic plaques are
built, resulting in a dyad.
Initiation of assembly of meiotic
plaques on new SPBs ensures
that dyads are non-sisters and
can mate with one another if
needed.
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Signals-to-Symbols Transformation
How the temporal information that is crucial for understanding speech
and music is processed in the brain is poorly understood, but a new
study shows how the auditory cortex is tuned to the spectro-temporal
acoustic features characteristic of natural biological sounds.Purvis Bedenbaugh
Music and speech are perceived
through the auditory modality, and
are comprehended as sequences
of identifiable sounds. Sequences
are characterized more by
contrast between elements, and
by sequential order, than by their
fine acoustic details (Figure 1A).
Different meanings are obtained
from the same basic elements
depending upon the order in which
they are experienced, in accord
with hierarchical rules of
combination and recombination
(Figure 1B). Much of motor
planning, such as planning for
music and speech production, can
also be characterized as planning
a sequence of gestures aimed at
spatial and temporal targets.
Speech models often ascribe a
primary acoustic analysis function
to the auditory cortex. This
analysis must support progressive
generalization and association [1].
Sound arrives at the ears as a
continuous wave, however, without
obvious tags to differentiate the
basic elements of sound as a
sequence. The ascending auditory
system must provide the interface
between the external world of
continuous sound, and the internalworld of sequence processing.
How this signals-to-symbols
transformation occurs, and thecontributions to it made by each
station in the auditory pathway, are
far from clear. Most studies of
auditory processing build upon the
idea that the auditory system is like
a spectrum analyzer, or like
multiple parallel spectrum
analyzers with different spectral
and temporal integration functions.
Within this framework, estimates
of the time-course of auditory
integration are shortest at the
periphery, and progressively
longer at more central stations [2].
Temporal integration in theFigure 1.
(A) The interpretation of
speech sounds is highly
sensitive to serial order,
but less sensitive to how
the sounds are pro-
nounced. Changing the
order of phonemes in two-
syllable words drastically
alters their interpretation.
Changing how phonemes
are pronounced, for
example, at faster or
slower rates, by different
speakers, or with different
emphasis, matters less.
(B) Speech and language
models typically ascribe a
basic auditory analysis
function to auditory cortex.
This analysis must bind
acoustic cues from limited
time periods, so that they
can be mapped to categor-
ical representations, which
are processed as symbols
by the language faculty.
The mapping is compli-
cated by context-depen-
dencies in the acoustic
realization of phonemes.
(Figure modified with per-
mission from [1].)
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R128Figure 2. Representative
auditory cortex spectro-
temporal integration
function.
(A) Convolving such a func-
tion with a spectro-tempo-
ral representation of a
sound, such as its spectro-
gram, computes an esti-
mate of how a neuron in the
auditory cortex responds to
the sound. The time-course
of the deviation from back-
ground intensity is the tem-
poral integration window. It
typically ranges from 5 to
40 milliseconds in duration.
The reciprocal of the inter-
val from time zero to the
intensity peak of this func-
tion is an estimate of the
preferred repetition rate of
the neuron, typically 17 Hz
in the auditory cortex [4].
(Data supplied by M.
Escabi). (B) The response of
an auditory midbrain neuron
to a sinusoidally amplitude-
modulated tone can be
considered as arising from
a cascade of sequential
responses. This improves the description of the initial part of the response, compared
with prediction by a simple spectro-temporal integration function (reproduced with per-
mission from [7]).
3
4
5
6
0 25 50
Time before evoked action potential (msec)
Fr
e
qu
en
ce
y 
(kH
z)
Temporal integration window
Duration = 34 msec
Sounds more intense
than average evoke
response
Sounds less intense
than average evoke
response
A
NA NCV CI
B
Current Biologyauditory cortex typically begins
with a period of excitation,
followed by an inhibitory period,
together lasting 5–40 milliseconds
[2]. In musical terms,
20.8 milliseconds corresponds to
the duration of sixteenth notes at a
meter of 180 beats per minute.
What have been reported as
typical time constants for temporal
integration in the auditory cortex
correspond to the edge of what is
possible for sequential auditory
perception and motor planning.
Data reported recently in
Current Biology [3] suggest that
the auditory cortex also responds
well to acoustic contrast on time
scales more typical of sequences.
Garcia-Lazaro et al. [3] generated
sounds with parametrically varied
acoustic spectra and modulation
spectra with density function 1/fγ,
where γ ranges from 1/2 to 4.
When these sounds were played
to anesthetized ferrets, the
magnitude of neuronal activity in
the auditory cortex was greatest
when γ was 1, corresponding to
1/f modulation spectra. The
reliability of the response to
repeated presentations of the
same sound was also greatest inthe γ = 1 condition. Modulation in
these sounds can be described
as frequent small fluctuations
mixed with less frequent jumps.
The representative time-course of
modulation in these sounds is
much slower than that of the
temporal integration functions
reported for the auditory cortex,
and somewhat slower than the
modulation rate preferred by
auditory cortex neurons [4]
(Figure 2A).
Activity in the auditory cortex
decreased whenever γ was
changed, whether it increased
corresponding to a faster average
modulation rate, or decreased
corresponding to a slower
average modulation rate. The
modulation spectra for speech
and music approximate a 1/f
distribution [5,6] — so the new
results [3] suggest that the
auditory cortex may have
properties which permit it to play
an important role in sequence
processing, as yet poorly
understood.
The data reported by Garcia-
Lazaro et al. [3] underscore the
importance of sequential context
to the responses of neurons in theauditory cortex, placing some
long familiar phenomenology into
context. The data show that, not
only do auditory cortex neurons
respond well to stimuli with
frequent small fluctuations mixed
with less frequent jumps, they
also respond well to sudden
acoustic contrast in general. The
average response magnitude
during the first second of the
sound was approximately double
that observed during the
remainder of the sound for low to
medium values of γ.
The authors also show an
example of a large magnitude
response just after the sound
ends. Sound onset and offset can
be thought of as sudden
sequential transitions from and to
silence. The neuronal activity in
silence is the internal noise of the
auditory system. Neuronal activity
during a sound can be
constrained by the details of a
fluctuating acoustic spectrum,
and by sequential context. The
auditory cortex particularly favors
some relative proportion of
acoustic fluctuations and jumps.
That would be expected if there is
a link between the neuronal
processes which serve to
represent spectro-temporal
acoustic features, and processes
which serve to identify transitions
and interface to brain areas
involved with sequence and
symbol processing.
Viewing modulation as a type of
sequence has already been
shown to provide a superior
explanation for the response of
auditory midbrain neurons to
sinusoidally modulated tones [7]
(Figure 2B). Classical work
described neuronal responses as
the output of a linear filter
operating on the stimulus
envelope. A new analysis [7]
shows that modeling responses
as the result of sequential fast
excitation and slow inhibition
describe the data much better,
especially over the time course
over which speech features are
discriminated.
Since investigations of the
dynamics of neuronal activity in
the auditory pathway are in their
early stages, it is helpful to
consider an analogy to electronic
systems. The dynamics of
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Ships inbound from South America
have carried agricultural goods
into the trans-American trade hub
of Mobile, Alabama for several
centuries. It appears that these
ships inadvertently also delivered
fire ant queens in the 1930s when
dumping earth ballast in order to
receive heavy cargo for the return
trip [1,2]. Initially, this fire ant
introduction caused little alarm, as
the US already had an endemic fire
ant fauna and an earlier fire ant
invasion of a different species
appeared to do little ecological
harm. After a decade of tenuous
existence in the vicinity of the port,
however, the new invader’s range
expanded rapidly (Figure 1), with
nests virtually blanketing the
landscape in some areas. As the
number of fire ants increased, so
Invasive Species: Customs
Intercepts Reveal What Makes a
Good Ant Stowaway
A recent analysis of decades of US customs intercepts has revealed
which ants had an opportunity to become established in the United
States, providing insights into the requisite traits that enable an ant
species to become a successful invader.electronic circuits is often
characterized for small-signal and
large-signal behavior. For small
signals, input-output relationships
are approximately linear. For large
signals, nonlinearities, such as
thresholds and saturation,
become apparent. Electronic
filters and amplifiers are often
designed so that the circuit
operates mostly in the linear,
small-signal range. Combinatorial
switching circuits are designed to
operate exclusively in the large-
signal domain. The (small-signal)
spectrum analyzer model of
auditory processing has been
fruitful. Garcia-Lazaro et al.’s [3]
data suggest that it is time to
explore auditory models that
combine small and large-signal
dynamics.
We understand that the
dynamics of the auditory forebrain
are complex. Serial context effects
can extend over long time intervals
[8,9]. There are circumstances in
which neurons can shift from
apparent event or feature coding,
to rate coding without a precise
temporal relationship to the
stimulus [10,11]. We do not
understand the circumstances that
favor different dynamical modes,
the transitions between modes, or
the extent of the neuronal
assemblies which may have their
activity constrained in different
ways as a sound sequence
unfolds [12–14]. As studies of
plasticity have also been chiefly
aimed at the spectrum-analyzer
model of the auditory system
[15,16], we also know very little
about how experience and
behavioral training affect forebrain
dynamics. These issues pervade
studies of how the auditory cortex
responds to animal vocalizations
and speech sounds [17–20].
Garcia-Lazaro et al.’s [3] analytical
framework is a step beyond the
strictly empirical, towards a more
hypothesis driven understanding.
Perhaps most telling is that
Garcia-Lazaro et al.’s [3] optimal
stimuli sound biological, rather
like a howling cat, while their
other stimuli sound mechanical.
This is not likely to be an accident.
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