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Resumen
Este trabajo se centra en el diseño de un controlador lineal 
mediante la estrategia de optimización de múltiple objetivo sobre 
una máquina de inducción modelada en el sistema de coordena-
das de flujo del rotor. Los índices de desempeño seleccionados son 
la sensibilidad de las variables de estado de forma individual, 
la ganancia del controlador y la sensibilidad mixta. La técnica 
de control empleada es la asignación de estructuras propias; la 
cual posiciona los polos usando los valores y vectores propios; la 
optimización es realizada con el método heurístico de algoritmo 
genético. Se realizaron los diseños del controlador de estructuras 
propias más control robusto con optimización de múltiple objetivo 
y un solo objetivo. Los resultados de simulación y comparación 
muestran que la optimización de múltiple objetivo lleva a la me-
jora del desempeño del sistema frente a la optimización de un solo 
objetivo y el control robusto H∞.
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Abstract
A linear controller is calculated by the use of a multiobjective 
optimization technique, and is applied over the induction machi-
ne; which is modeled in the oriented coordinate rotor flux system. 
The performance indexes chosen are sensitivity of state variables, 
closed loop gain and the mixed sensitivity. The method used is the 
eigenstructure assignment; in which, the objective is to determine 
the controller through pole placement using eigenvalues and eig-
envectors; the optimization is realized by the genetic algorithms. 
The tests applied over the system imply the controller design in 
combination with the robust problem and genetic algorithms, and 
two cases are taken into account; one objective and multiobjective. 
The computational results and comparisons show that the mul-
tiobjective optimization increases the performance of the system 
against the one objective optimization and the H∞ controller.
Keywords
Eigenstructure assignment, Genetic Algorithms, Induction 
motor, Robust control, Sensitivity.
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1. introduCCión
El control de máquinas eléctricas rotativas se ha trabajado en 
diferentes campos, tanto los sistemas de control no lineal, como 
los controladores lineales; los modelos dinámicos estudiados son 
presentados en los diferentes marcos por Leonhard (2001), Bose 
(2002) y Chiasson (2005); donde este último describe el sistema 
de la máquina de inducción en el sistema de coordenadas de 
flujo del rotor, empleado en este trabajo como modelo para la 
prueba. La selección de la técnica de control varía en el grado de 
conocimiento del diseñador así como la complejidad de esta; esto 
puede llevar a obtener sistemas con elevado costo computacional y 
una posible variación de los parámetros empleados podría causar 
una inestabilidad (Chiasson, 1998; Mohanti & De, 2006); algunas 
metodologías que reducen el costo de diseño y computacional del 
controlador sobre la máquina eléctrica son las técnicas lineales; 
algunas de estas emplean un regulador proporcional integral con 
sintonización por algoritmos genéticos de un modelo estimado con 
lógica borrosa (Ustun & Dermitas, 2009).
El control descrito por Duval et al. (2006) con asignación de 
estructuras propias, hace uso del la optimización analítica que 
incrementa la complejidad de diseño y no garantiza una solución 
óptima global. El diseño del control de múltiple objetivo empleado 
en este trabajo consiste en definir claramente los índices de 
desempeño que debe presentar el controlador sobre el sistema y 
mejorarlos por medio de un método ya sea analítico o heurístico. 
Estos índices de desempeño consisten en la mejora de las propie-
dades robustas del sistema; entre estas propiedades se encuentra 
el garantizar al sistema una estabilidad nominal con sus siglas 
en inglés (NS), un comportamiento nominal (NP) y la estabilidad 
robusta (RS) (Whidborne et al., 2003) las anteriores propiedades 
se obtienen calculando la sensibilidad mixta.
Otros objetivos a considerar son minimizar la sensibilidad de 
los polos de forma individual y mejorar la ganancia del controlador, 
ambas clases de objetivos son incluidos en este trabajo por el 
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hecho de determinar la respuesta del sistema en el tiempo bajo 
perturbaciones y de mejorar la ganancia de realimentación; ya 
que estos son elementos clave para las funciones de sensibilidad, 
sensibilidad complementaria, comportamiento nominal y 
estabilidad robusta. Para cumplir estas condiciones se utiliza la 
asignación de estructuras propias, esta técnica de diseño considera 
al mismo tiempo el cálculo de un controlador y la determinación 
de la sensibilidad en el dominio de la frecuencia; de forma que se 
crean unas funciones de desempeño y se usa un modelo heurístico 
para mejorar el comportamiento de estas funciones de acuerdo a 
las necesidades de diseño (Liu & Patton, 1997; 1998a; Whidborne 
et al., 2003).
El modelo de optimización heurístico usado para este trabajo 
son los algoritmos genéticos (AG). Debido a su manera de plantear 
la búsqueda del valor óptimo; estos algoritmos son aplicados a una 
gran cantidad de problemas con tiempo de respuesta muy competi-
tivo con otras técnicas de optimización. Este trabajo está organizado 
por tres partes, la siguiente sección da una explicación del modelo 
de la máquina de inducción, la asignación de estructuras propias, 
sintonización de múltiple objetivo y optimización del control de 
múltiple objetivo, la tercera sección presenta los resultados de 
simulación y la cuarta sección muestra las conclusiones obtenidas 
de la aplicación del controlador.
2. MetodoloGía
2.1 Modelo del motor de inducción
El modelo del motor de inducción emplea el sistema de coor-
denadas de flujo orientado del rotor descrito en (Leonhard, 2001; 
Chiasson, 1998; 2005), lo cual simplifica el diseño del controlador. 
El sistema es representado mediante un sistema de espacio de 
estados a partir de (1) hasta (5).
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Donde θ es la posición angular [rad], w la velocidad angular 
[rad/s], id e iq representa las corrientes en el estator para el eje 
directo y el eje en cuadratura [A], d es la magnitud del campo de 
flujo del rotor [Wb], y ρ es el ángulo del campo de flujo del rotor 
[rad], uq,ud la entrada del sistema son los voltajes del estator 
[V]. Los parámetros del estator y del rotor son descritos por Ls 
la inductancia en el estator, Lr la inductancia en el rotor y Lm la 
inductancia de acoplamiento [H], Rs y Rr las resistencias en el 
estator y el rotor [Ω], J el momento de inercia [kgm2], f la constante 
de amortiguamiento viscoso [Nms], np corresponde a los pares de 
polos y TL es el toque de carga [Nm]. Además,  = 1−Lm/ (LrLs) es 
el factor de acoplamiento,  =Rr/Lr el inverso de la constante de 
tiempo y para simplificar se asumen y = npLm/(JLr).
Para obtener un modelo lineal del sistema se asume que el án-
gulo del flujo del rotor puede ser estimado mediante la observación 
de los estados que actúan en (5) y que las otras variables de estado 
no dependen de este, además se puede hacer lineal el conjunto de 
ecuaciones compuesto por (1) a (4) alrededor del punto de operación 
(w0, 0, id0, iq0, 0, ud0, uq0) (Sánchez et al., 2008). Con las entradas 
Vd = 90V, Vq = 0.9V y TL = 5Nm y un punto de equilibrio x0 = [d; 
iq; id;ω;Te] = [0.16;17.98;39.87;234.46;5] el sistema lineal se puede 
expresar por las matrices de espacio de estado de (7) hasta (9).
(1)
(2)
(3)
(4)
(5)
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El modelo ahora tiene cuatro variables de estado x = (Δω, Δid, 
Δiq, Δd), dos entradas u =(Δud, Δuq) y una salida y = Δω. El sistema 
puede ser expresado con (10) y (11).
   x = Ax + Bu
.
    (10)
   y = Cx (11)
Donde x∈Rn es el vector de estados, u∈Rm es el vector de 
entradas en lazo abierto o la señal de control en lazo cerrado, y 
∈Rr corresponde al vector de salida, y A∈Rn×n, B∈Rn×m y C∈Rr×n son 
las matrices del sistema.
2.2 Asignación de estructuras propias
El método empleado para el diseño del controlador es la asigna-
ción de estructuras propias en el cual se usa la estructura propia 
completa (valores propios, vector propio derecho e izquierdo) para el 
lazo cerrado, adicionalmente para este trabajo se usa una variación 
del problema original; considerando la solución del problema de 
robustez. Para calcular los parámetros requeridos por el sistema 
se procede con las etapas descritas a continuación. La primera 
etapa consiste en el análisis de la máquina en lazo abierto; una 
(7)
(8)
(9)
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vez analizada la respuesta en lazo abierto, se procede de acuerdo 
a los criterios de diseño como respuesta en frecuencia, seguido se 
realiza la selección de los polos del sistema (valores propios) en lazo 
cerrado; los cuales se obtienen de forma que el sistema se base en 
una respuesta de un modelo de referencia y los vectores propios 
derechos e izquierdos de lazo cerrado son calculados por medio de 
una proyección ortogonal de los vectores propios de lazo abierto. 
Como segunda etapa, se ajusta el controlador modificando los 
valores propios de acuerdo al análisis de robustez (Liu & Patton, 
1997; 1998b; Whidborne, 2003).
El desarrollo de esta técnica consiste esencialmente de tres 
etapas. En el paso inicial se debe seleccionar la posición de los 
polos de acuerdo al número de variables de estado. El siguiente es 
hallar los vectores propios determinados a partir del paso anterior 
conviniendo con algunas estrategias de diseño y finalmente 
se calcula una ley de control apropiada para la selección de la 
estructura propia.
Para describir esta técnica, considere un sistema de espacios de 
estados de múltiple entrada y múltiple salida (MIMO) invariante 
en el tiempo tal y como se muestra en la Fig. 1.
 
Fig. 1. SiStema de variableS de eStadoS
Por medio de la Fig. 1, y empleando (10) y (11), se determinan 
dos fórmulas claves dentro del diseño.
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2.2.1 Ley de control
   u = Ky (12)
Donde K∈Rm×p. Reemplazando (12) en (10) y a su vez reempla-
zándola en (11), se obtiene (13).
   x = (A + BKC)x (13)
De esa forma para la matriz (A+BKC), i, vi∈Rn×1, qi∈R1×n son 
los valores propios, los vectores propios derechos e izquierdos, 
respectivamente, donde wi∈Rm×1 queda definido en (14).
             wi = KCvi    (14)
La siguiente proposición se emplea para la asignación de 
estructuras propias con realimentación fija (Liu & Patton, 1997; 
Whidborne, 2002; 2003).
2.2.2 Proposición
Considere i y vi los cuales satisfacen el vector wi
   [A – iI  B] 
 vi
wi[     ]  = 0     (15)
Con los valores de vi, wi se crean las matrices V = [v1 v2 … vr] y 
W = [w1 w2 … wr]; con ambos términos se determina el controlador 
K de la forma indicada en (16) (Duval et al., 2006).
    K = W(CV)–1  (16)
2.3 Sintonización de múltiple objetivo
Dentro de la técnica de diseño como es la asignación de estruc-
turas propias, se obtienen un número determinado de funciones de 
desempeño que al ser optimizadas mediante un modelo analítico 
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o numérico se genera un control de múltiple objetivo óptimo. Los 
objetivos usados en este controlador se describen a continuación.
2.3.1 Sensibilidad del valor propio individual
       
(17)
Siendo vi y qi el i-ésimo vector propio derecho e izquierdo, para 
la matriz A+BKC. El principal objetivo es la minimización de 
las funciones de desempeño (Liu & Patton, 1997; 1998a; 1998b; 
Whidborne et al., 2003).
2.3.2 Control Robusto H∞
El control robusto H∞ corresponde a un función objetivo para 
determinar un controlador tal que el comportamiento nominal 
con sus siglas NP y la estabilidad robusta (RS) (ambos siendo 
propiedades robustas) sean garantizadas para un sistema de 
control. El problema H∞ parte del problema de sensibilidad mixta 
descrita en (18) (Rodríguez & López, 1996).
 
(18)
donde:
 
�     
S = (I-(SI-A)-1BK)-1     
T = K((SI-A)-1BK-I)-1     
Siendo S la función de sensibilidad (19), T la sensibilidad 
complementaria (20) y Ws  y WT las funciones de peso cuyo oficio 
es garantizar los objetivos de diseño mencionados con anterioridad 
y corresponden a un comportamiento de filtros pasa bajo o pasa 
alto de acuerdo al problema (Liu & Patton, 1997; Whidborne et al., 
2002; 2003). El objetivo para garantizar un buen desempeño con 
(19)
(20)
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esta función se muestra en (21) y se define como la minimización 
sobre todo el conjunto de controladores K.
    
      
(21)
2.3.3 Ganancia del controlador K
Como otra función de desempeño, se consideran algunas 
restricciones en la ganancia de la matriz de control K. Una medida 
de tipo escalar que refleja dicha restricción es (22).

 

      
 
         
 
 
2
, , 1
( , , )
min ; ( , , )φ φ ε
ε
+
=

< K
n
i
i i
v u i i
K v q K v q     
 
    
(22)
donde Kij son los elementos de la matriz del controlador K. Todas 
las funciones objetivo tienen como criterio de optimización las 
minimización de sus valores, por esta razón se formula la optimi-
zación dentro del problema de múltiple objetivo como se muestra 
en la expresión (23).
 

 

      
 
         
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n
i
i i
v u i i
K v q K v q     
 
   
(23)
Donde εi son valores positivos y se interpreta como los valores 
límites seleccionados por el diseñador para que estos índices de 
desempeño no superen los permitidos.
2.4 Control de múltiple objetivo óptimo
En la etapa de sintonización del controlador se emplean las 
funciones descritas en (17), (18) y (22) y como modelo completo de 
optimización de múltiple objetivo (23), el método de optimización 
usado es el algoritmo genético que asume los pasos presentados 
en esta sub-sección (Whidborne, 2003).
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Paso 1. Representación del individuo
Cada solución en la población está representada como una 
cadena de números reales en lugar de una cadena binaria. Está 
formada por un vector aleatorio Z∈R1×n y la matriz W = [w1, w2,..., wn] 
∈Rn×n, entonces la representación del individuo está dada en (24).
            P = [Z, w1T, … , wnT] (24)
Los parámetros de Z al ser reemplazado en (25) generan el 
vector de valores propios dentro de un rango establecido por el 
diseñador.
   
 
   
 
 
     
 
 


    
   
(25)
donde i y i son los límites inferiores y superiores para cada uno 
de los valores propios asignados.
Paso 2. Generación de la población inicial
Aleatoriamente se genera primero los N conjuntos de individuos 
P, donde N es un número impar.
Paso 3. Evaluación de las funciones de desempeño
Evaluar las funciones de desempeño i(Pj) para todo N conjuntos 
de parámetros Pj. por medio de (26) y (27).
   
      
(26)
  
       
(27)
Paso 4. Selección
De acuerdo a la aptitud de las funciones de desempeño para 
cada conjunto de parámetros, remover los (N −1)/2 miembros más 
débiles de la población y reordenar los conjuntos de parámetros. 
La aptitud de las funciones de desempeño se mide por (28).
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


   
 



 -

   
 
 

-

   
   
(28)
Paso 5. Cruce
El cruce se realiza mediante un promedio en la función de cruce 
para generar los (N −1)/2 descendientes. Este operador de cruce 
toma dos parientes en el cual son seleccionados del paso anterior 
y de esa forma produce un descendiente (PCj) que es el resultado 
del promedio de los dos parientes. La función promedio de cruce 
está definida como (29).
 
  
 



   
 



 -

   
 
 

-

   
   
(29)
Paso 6. Mutación
Un operador de mutación se considera como un número real de 
arrastre. La función que se va a optimizar se considera como un 
proceso continuo con colinas y valles. Si se encuentra una buena 
colina y además se desea realizar un salto alrededor de ellas para 
alcanzar la máxima colina global, este número real genera este 
efecto. Este efecto lo que hace es un barrido a lo largo del individuo 
arrastrándolo hacia arriba o hacia abajo con un pequeño valor 
aleatorio, por lo que se representa como una probabilidad que 
depende del parámetro del operador. La operación de mutación se 
presenta en (30).
  
 



   
 



 -

   
 
 

-

   
  
 (30)
donde dm es el máximo valor por alterar y ej ∈[-1, 1]  corresponde 
a una selección aleatoria de la dirección que toma la mutación.
Paso 7. Elitismo
La estrategia de elitismo consiste en copiar los mejores paráme-
tros impidiendo que los mejores individuos pierdan los parámetros 
en la generación, esto se hace con el propósito de incrementar la 
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velocidad de dominación dentro de una población para crear un 
súper individuo haciendo que mejore el desempeño del algoritmo 
genético. Los mejores conjuntos de parámetros Pb se satisfacen por 
medio de (31).
 --   
 


    
 

-

    
 
  
(31)
donde, Δm se calcula con (32)
 
 --   
 


    
 

-

    
 
    
(32)
Em y El corresponde a Δm y Δl, α>1 y δ es un número positivo 
puesto por el diseñador.
Paso 8. Nuevos descendientes
Se adicionan los (N-1)/2 nuevos descendientes a la población los 
cuales son generados aleatoriamente. Actualmente, los nuevos des-
cendientes son formados por la mutación de los mejores parámetros 
Pb con una probabilidad definida en (33).
      
     
 --   
 


    
 

-

    
 
    
(33)
donde dn corresponde a la nueva mutación por alterar y ej ∈[-1, 1] 
corresponde a una variable aleatoria. Además la nueva población 
estará formada por un conjunto de parámetros  -    -  y . 
 
–   
 
 
 -    -  y . 
 
–   
 
Paso 9. Restricción de parada
Repite el paso 3 hasta que pase un valor finito de iteraciones 
o logre la convergencia. La población es considerada a tener 
convergencia cuando se cumple (34).
  
 -    -  y . 
 
–   
 
    (34)
donde ε es un número positivo empleado como criterio de parada.
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3. resultados
Esta sección presenta los resultados más trascendentes y 
la comparación de la aplicación de la técnica de control robusto 
sobre el modelo lineal de la máquina de inducción, el controlador 
de estructuras propias considerando el problema de robustez 
y su sintonización óptima mediante el algoritmo genético con 
optimización de un objetivo y múltiple objetivo. De (Sánchez et 
al., 2008) los parámetros del motor de inducción son: Rs = 1,7 Ω, 
Rr = 3,9Ω, Lr = Ls = 0,014 H, Lm = 0,0117 H, np = 2, J=0,0011 kgm2, 
f = 0,00014 Nm/rad/s. El par del motor es considerado constante 
con los siguientes valores iniciales uqo = 141,8 V, udo = 1,42 V, 
ido = 16,434 A, iqo = 11,910 A, fdo = 0,192 Wb y wo = 163,2 rad/s y 
las siguientes funciones de peso Ws y WT que son el resultado del 
empleo de una etapa inicial de diseño de controladores H∞ con 
comportamiento de filtro pasa bajo y frecuencia de corte 100Hz.


--    


--    
   
(35)


--    


--       
(36)
Para el algoritmo genético de la sección 2.4 se emplea la 
restricción en los valores propios de la máquina -4000 ≤ λ1,2,3,4 
≤ -20, la población es seleccionada con 40 individuos, dm= 0,03, 
dn= 0,08, a = 1,1, γ = 0.1, el número de generaciones es 31, 
F∈[0,01–105], fi ≤ 769, para i = 1,2,3,4, f5 ≤ 1, f6 ≤ 10000. Al emplear 
los pasos del algoritmo genético mencionados en la sección 2.4, 
la evolución de cada función objetivo se muestra desde la Fig. 2 
hasta la Fig. 7.
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Los parámetros del mejor regulador encontrado dentro del 
algoritmo se observan en (37) y los valores propios óptimos en (38).
   
(37)
 (38)
Los índices de desempeño que hace parte del mejor regulador 
son fi = 170,9753, f2 = 5,9984, f3 = 69,1032, f4 = 105,1939, f5 = 
0,2163 y 1,0053x103.
Al aplicar el regulador al sistema como se muestra en la Fig. 
1; que representa un regreso al punto de operación seleccionado 
desde una condición inicial. Se observan en la Fig. 8 cinco pruebas 
para la velocidad angular con ganancias obtenidas por el AG mono 
objetivo y la Fig. 9 presenta el caso del AG múltiple objetivo, 
donde se tiene la respuesta para cuatro matrices de ganancia y 
la ganancia óptima; también se presenta la prueba de robustez 
para el sistema con perturbación de ruido blanco y se observa la 
regulación en la velocidad. Las Fig. 10 y 11 presentan la forma en 
que las ganancias de la población del AG llevan la intensidad de 
eje directo y cuadratura al punto de operación; de allí se visualiza 
la ganancia óptima (Kop) regulando sin sobre pasos las variables 
de estado con optimización de múltiple objetivo.
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El comportamiento del sistema en lazo cerrado obtenido en la 
última generación de AG de múltiple objetivo y con ci co individuos 
de la población incluyendo el Kop infiriendo en la variable de estado 
Δfd se muestra en la Fig. 12.
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Fig. 12. rEgulación dE la variablE dE Estado Δfd
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El controlador hallado a parte de garantizar la regulación y 
una sensibilidad en cada una de las variables de estado, también 
garantiza unas propiedades robustas como es el comportamiento 
nominal (NP) y la estabilidad robusta (RP). Las Fig. 13 y 14 
muestran el comportamiento nominal del sistema adecuado debido 
a que al aumentar la frecuencia los valores singulares en cada una 
de las variables de estado tiende a cero y la estabilidad robusta 
disminuye a igual ritmo.
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La Tabla 1 muestra la comparación entre las técnicas de control 
H∞, el AG simple y el AG de múltiple objetivo; de allí se observa 
como la ponderación y normalización de las funciones objetivo 
para la asignación de estructuras propias caso múltiple objetivo 
(EP-AG-MO) es menor que el caso mono objetivo (UO) y el índice 
de desempeño sensibilidad para el control H∞.
tabla 1. comparación de laS técnicaS de control
Controlador Índice de desempeño
H∞ 0.6484
EP-AG-UO 0.7469
EP-AG-MO 0.2443
4. ConClusiones
Se usó un controlador lineal fijo para un motor de inducción 
modelado en el sistema de coordenadas de flujo del rotor cuyas 
entradas son los voltajes en el eje directo y en el eje de cuadratura. 
La sintonización del controlador presenta como objetivos garan-
tizar una estabilidad nominal, propiedades robustas como es el 
comportamiento nominal y la estabilidad robusta, minimizar la 
sensibilidad en los polos del sistema frente a perturbaciones de 
forma individual y la ganancia en el controlador. Logrando así que 
el objetivo del controlador sea alcanzado por la implementación de 
un sistema de optimización heurístico de múltiple objetivo.
En este trabajo el uso de funciones de desempeño cumple 
el objetivo de mejorar las propiedades de robustez en un rango 
de frecuencias, la disminución del tiempo de respuesta de cada 
variable de estado y reducción del valor de la ganancia del regulador 
para que de esta forma las tensiones de entrada no lleguen a niveles 
superiores a los de operación correcta.
El uso de la asignación de estructuras propias con optimización 
de múltiple objetivo en este trabajo genera que el polinomio 
característico del sistema se mantenga dentro de los límites dados 
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por el diseñador y se halle un controlador con minimización de la 
energía de entrada.
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