p-Adic valuation of weights in Abelian codes over /spl Zopf/(p/sup d/) by Katz, Daniel J.
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 51, NO. 1, JANUARY 2005 281




Abstract—Counting polynomial techniques introduced by
Wilson are used to provide analogs of a theorem of McEliece.
McEliece’s original theorem relates the greatest power of di-
viding the Hamming weights of words in cyclic codes over GF ( )
to the length of the smallest unity-product sequence of nonzeroes
of the code. Calderbank, Li, and Poonen presented analogs for
cyclic codes over
2
using various weight functions (Hamming,
Lee, and Euclidean weight as well as count of occurrences of a
particular symbol). Some of these results were strengthened by
Wilson, who also considered the alphabet for an arbitrary
prime. These previous results, new strengthened versions, and
generalizations are proved here in a unified and comprehensive
fashion for the larger class of Abelian codes over with any
prime. For Abelian codes over 4, combinatorial methods for use
with counting polynomials are developed. These show that the
analogs of McEliece’s theorem obtained by Wilson (for Hamming
weight, Lee weight, and symbol counts) and the analog obtained
here for Euclidean weight are sharp in the sense that they give the
maximum power of 2 that divides the weights of all the codewords
whose Fourier transforms have a specified support.
Index Terms—Abelian codes, codes over rings, counting polyno-
mials, McEliece’s theorem.
I. INTRODUCTION
I NVESTIGATIONS into cyclic codes over have shednew light on problems in algebraic coding theory [1]. This
has stimulated the already existing study of cyclic and Abelian
codes whose alphabets are , in an attempt to obtain theorems
like those already available when the alphabet is a finite field
[2]–[10]. It is common to consider alphabets with a
prime, since codes over arbitrary are isomorphic to direct
sums of codes over various via the Chinese Remainder
Theorem.
In this paper, we generalize a theorem of McEliece [11] on
cyclic codes over GF to Abelian codes over . McEliece’s
original theorem provides -adic estimates (i.e., estimates
modulo powers of ) of the Hamming weight or the number
of occurrences of a given symbol in codewords of a cyclic
code over GF . These estimates are given in terms of the
set of nonzeroes, i.e., roots of the check polynomial, of the
code. More precisely, one must determine the length of the
shortest unity-product sequence of nonzeroes, i.e., the shortest
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sequence of nonzeroes with . (In
this Introduction, we will assume that is not a nonzero of
our code in order to simplify the discussion.) One must also
determine the length of the shortest unity-product sequence
of nonzeroes with length divisible by . Then McEliece’s
theorem shows that the number of occurrences of a given
nonzero symbol GF in each codeword is divisible by
but some word has a number of occurrences of
not divisible by . McEliece’s Theorem also shows that
the Hamming weight of each codeword is divisible by
and says that some word has Hamming weight not divisible by
. For , , but for odd, we can have , as
shown in Example 1 of [11, Sec. 3]. McEliece’s theorem has
found use beyond the obvious applications to cyclic codes over
GF . The case has been used to derive results on the
divisibility of Lee weights and on the minimum Lee distance in
-linear trace codes [12]. McEliece’s theorem has also been
used in calculations of the cross correlation of pseudorandom
sequences [13], [14].
Later, Delsarte and McEliece [15] generalized their argument
to give an analog of the theorem for Abelian codes over arbi-
trary finite fields GF . In doing this, the set of nonzeroes of
the code is very naturally replaced by the support of the Fourier
transform of the code and new and intricate combinatorial argu-
ments are necessary to handle alphabets that are finite fields not
of prime order.
Generalizations of McEliece’s theorem to cyclic codes over
were obtained by Calderbank, Li, and Poonen and are stated
in [10, Corollary 3.6 and Theorem 3.7]. In particular, they show
that the number of occurrences of a nonzero symbol
in a codeword of such a code is divisible by . With
regard to cyclic codes over , they show that the Hamming,
Lee, and Euclidean weights of a word must be divisible by
, , and , respectively. They ob-
tain these results by use of the -adic numbers and algebraic
extensions thereof along with Galois rings, which are quotients
of rings of algebraic integers in unramified algebraic extensions
of the -adic numbers.
Improvements to the results of Calderbank, Li, and Poonen
for Hamming weight, Lee weight, and symbol counts were
obtained by Wilson [16], [17], whose counting polynomial
method is the starting point for this research. In particular,
Wilson showed that for cyclic codes over , the number
of occurrences of a nonzero symbol is divisible by
and the Lee weight is divisible by ([16,
Theorems 3 and 2], respectively). When applied to cyclic codes
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over , this shows that Hamming and Lee weights are all di-
visible by and , respectively. Wilson also provided
a generalization to codes over for an arbitrary prime; in
[17, Theorem 9] he showed that the number of occurrences
of any nonzero symbol (and hence the Hamming weight) is
divisible by .
Our setting will be Abelian codes with alphabet , where
the underlying Abelian group has order coprime to . We con-
sider Hamming, Lee, and Euclidean weights, as well as the
weight function that counts instances of a particular symbol.
In Section II, we shall investigate the structure of such codes
while developing the mathematics necessary for the statements
and proofs of our theorems. Then, in Section III, we shall prove
the Main Theorem of which our specific analogs of McEliece’s
theorem are applications. Since this Main Theorem will not pro-
vide good analogs of McEliece’s theorem without carefully con-
structed counting polynomials, we dedicate Section IV to proofs
of the existence and properties of such polynomials. Then we
derive our analogs of McEliece’s theorem in Section V. We
show how our results imply those of McEliece in [11] as well
as Wilson’s improvements [16], [17] of the results of Calder-
bank, Li, and Poonen [10]. We also improve Wilson’s analog
for Hamming weights and derive a new analog for Euclidean
weights of Abelian codes over which, when specialized to
codes over , is stronger than the version of Calderbank, Li,
and Poonen. Finally, for codes with alphabet , we shall de-
velop further combinatorial ideas which will provide even more
explicit and refined analogs of McEliece’s theorem than any de-
veloped so far for these codes and, in the process, we prove that
these analogs are sharp in a certain sense.
II. STRUCTURE OF ABELIAN CODES OVER
In this section, we develop the mathematical background nec-
essary for the presentation and proof of our results. Most of
this material focuses on understanding the structure of Abelian
codes over through their Fourier transforms.
A. Abelian Codes and Number Systems
In this paper, the word integer will always mean a rational
integer, while -adic integer is used for algebraic integers in the
-adics or extensions thereof. denotes the set of nonnegative
integers. We shall be interested in codes whose alphabet is ,
where always denotes a prime in and a positive integer.
denotes a finite Abelian group with . We shall write
the group operation of multiplicatively and shall denote the
identity of by or simply by where there is no occasion
for confusion. By an Abelian code over or a -Abelian
code we mean a -algebra ideal of the group ring . An
element of is written as a sum and is
often regarded as a function from into . If
is another such element and , then the addition, scalar
multiplication, and ring multiplication in are given by
, , and .
This ring multiplication is sometimes called convolution. If is
given an ordering, then it is clear that the elements of can
be regarded as words of length with symbols in the alphabet
.
Note that we assume that the order of the group is coprime
to the characteristic of the alphabet. We do this because we
intend to make extensive use of the Fourier transform and in-
verse Fourier transform in an algebra , where is a ring
extension of our alphabet . For the usual Fourier transform
and its inverse to exist, it is necessary that have a multiplica-
tive inverse in (see [18, Theorem 3]). Since is an extension
of , it is also of characteristic , and so will be invert-
ible in it if and only if . It is possible in some situations
(e.g., in certain repeated-residue cyclic codes) to apply counting
polynomial techniques without this restriction on , but the
methods presented in this paper would need to be modified sig-
nificantly in such cases.
We will not be content to perform our calculations of code-
word weights in the alphabet of our code, since the weights
we encounter may exceed . We would like to compute weights
in a ring as much like as possible, so we shall use a larger
ring that has as one of its quotients. It would seem that
is the natural choice for such a ring, but in fact, -adic numbers
have been found to be most suitable for these studies [10], [11].
To this end, we introduce the field of -adic rational numbers,
denoted , which has characteristic zero. See [19, Ch. II] for a
construction of the -adics and an exposition of their basic prop-
erties, some of which we recall here. Also see [9] and [10] for
an overview of the -adics and their uses in the study of cyclic
codes over . We denote the set -adic integers in by ,
a useful if unconventional notation employed in [9]. This pre-
vents a clash with the notation for the integers modulo .
is a ring of characteristic and contains the rational in-
tegers , so it is suitable for counting and calculating weights.
is a local ring with unique nonzero prime ideal . All
other ideals (except ) are powers of this ideal. Furthermore,
is the quotient of by the ideal . We define the
-adic valuation in the usual way, namely,
that
Then is seen to be the set of elements of with nonneg-
ative valuation and the units in (i.e., elements in with
a multiplicative inverse in ) are precisely those elements of
zero valuation. We also use the -adic absolute value which
has and for . This provides a
metric on which makes it into a metric space with a topology
which we call the -adic topology. We shall also make use of
the fact that contains primitive roots of unity of order .
Since McEliece’s theorem relates the weights of codewords
to their Fourier transforms, we must introduce the Fourier trans-
form to state our analogs. We must first define a ring extension
of containing sufficiently many roots of unity to allow for
a Fourier transform (cf. [18, Theorem 3] and [8, Theorem 1]).
However, just as we do not wish to calculate weights in , so
we do not want to do so in any ring extension thereof, for such
an extension would have characteristic . Therefore, in addi-
tion to finding an extension of with sufficient roots of
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unity for the Fourier transform, we would like to find an exten-
sion of that has as its quotient. In fact, we shall start
by extending the -adics. We shall first define an algebraic ex-
tension of , then obtain our extension of as the ring
of elements in that are integral over , and finally obtain
our extension of by passing to a quotient of .
Our idea is to adjoin a root of unity of order to the
field and to the ring , where is chosen to be large
enough that the extended ring and its quotient by the ideal
will both contain all the roots of unity necessary for Fourier
analysis with the group . The quotient of the extension of
is called a Galois ring and is an extension of the ring . See
[20] for properties of Galois rings in general and [6], [8], and
[10] for their uses in the study of cyclic codes over . See also
[21, Sec. I.B] for a brief account of the relationship between
-adic fields and Galois rings, which are used in that paper to
construct sequences of low correlation. Although we choose a
particular value of suitable for our purposes, varying over
the positive integers in the discussion below would produce all
Galois rings with characteristic . To determine the value of
we need, we choose elements of having orders
, respectively, so that and so that
any element of has a unique representation as
with for all . Then let be the least positive integer
so that .
Let be a root of unity of order over . Then is
a degree Galois extension of . See [22, Ch. IV, Proposition
16] for this and many of the properties mentioned below. The
group of automorphisms of that pointwise fix is the
cyclic group of order generated by the automorphism which
takes to . is the ring of elements in the field
that are integral over . has a unique nonzero prime
ideal generated by . All other ideals (except ) are powers
of this prime ideal. We can extend the domain of the -adic
valuation from to so that
Then is seen to be the set of elements in with
nonnegative valuation and the units of (i.e., elements
of whose multiplicative inverse is in ) are the
elements of zero valuation. In this paper, the congruence
is equivalent to , so that congruences
modulo powers of between elements of are meaningful.
Now we define the Galois ring GR to be the quotient of
by the ideal . We shall always use to denote
the quotient map from to GR . The restriction of
to is the quotient map from to . GR is
our extension of the ring . In fact, GR
and is a root of unity of order . Thus, both
and GR contain primitive roots of unity of order for
. Since the automorphism of maps the ideal
onto itself, GR has an automorphism induced
by which fixes the points in and maps to . By
abuse of notation, we denote this automorphism by also. We
shall call both versions of the Frobenius automorphism. Then
, with the former being the automorphism on
and the latter being the automorphism on GR .
We refer to this property as commutativity of the quotient map
with the Frobenius automorphism. The ideals of GR are
generated by with , where we note that .
Note that if , then GR is actually the
finite field GF .
We shall analyze the weights of codewords with alphabet
GR , but wish to perform calculations in , so
we shall choose a right-inverse of the quotient map , which
we call the standard lift. Any element GR can be
written uniquely as
where each lies in the set
Any element can be written uniquely as
where each lies in .
We call these representations the canonical expansions of ele-
ments in GR and . Then the standard lift of above
is the element
where if and if .
Note that , with the former being the auto-
morphism on and the latter being the automorphism
on GR . We refer to this property as commutativity of the
standard lift with the Frobenius automorphism. Another prop-
erty of is that if and only if , so that a func-
tion from some set to GR has zeroes precisely where
has zeroes. We call this property preservation of support,
a name which is natural in the light of definitions to be made in
Section II-C.
B. Fourier Transform
The Fourier transform for Abelian codes over is pre-
sented by Rajan and Siddiqi [8], but we shall try to stay close
to the treatment of Delsarte and McEliece [15], who present the
Fourier transform for Abelian codes over finite fields. This will
help us to compare our analogs of McEliece’s theorem with the
results of Delsarte and McEliece. The reader should note that in
order to ease the presentation of our results, we write our group
operation multiplicatively rather than additively and we use a
notation slightly different from that of either of the two accounts
just cited.
Since we are not working solely with cyclic codes, we cannot
use a Fourier transform like that of Mattson and Solomon
(i.e., the Mattson–Solomon polynomial in [23]), but must use
a version of the more general Fourier transform introduced
for Abelian codes by MacWilliams [24]. In this setting, the
Fourier transform becomes a function whose domain is the
set of characters of the Abelian group , i.e., the set of group
homomorphisms from into the multiplicative group of an
appropriate field. Characters of finite Abelian groups are them-
selves important in information theory; see [25] for a brief
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introduction to complex-valued characters and their use in pro-
ducing sequences with good correlation properties. The set of
characters of is itself a group isomorphic to , which is most
easily seen by employing the bilinear pairing introduced by
Delsarte [26] and used by Delsarte and McEliece [15] in their
generalization of McEliece’s original theorem. In this way, the
Fourier transform becomes a function defined on rather than
on the set of characters of . We continue to write elements
of in the form as in Section II-A above. Let
for so that is a root of unity of
order in . If and
are in , then define
This defines a function . For
and , we have
and
where if and , otherwise. Also,
for all if and only if
These properties are straightforward to verify.
For , we define the Fourier transform of ,
written , as the function from to with
where we are writing the value of the function at the point as
rather than in the more usual notation . Thus, the Fourier
transform maps into the set of functions
from to . It is straightforward to show that the Fourier
transform is a bijection from to with inverse
given by
If we consider as a -algebra with pointwise ad-
dition and multiplication of functions as the ring operations,
then the Fourier transform and its inverse are in fact -al-
gebra isomorphisms from to (cf. [8, The-
orem 2] and [15, eq. (2.9)]).
Since if and only if , the
Fourier transform and its inverse on and
induce a Fourier transform and inverse Fourier transform on
GR and GR . These transforms could have
been constructed directly by replacing with in the
definition of our pairing .
If is a set of functions, we use to denote . It
will also be useful in the presentation of our results to introduce
a scaled version of the Fourier transform. If
(resp., GR ), then the scaled Fourier transform of ,
written , is . The inversion formula for the scaled Fourier
transform is just
Note that is a unit in and in GR .
We have presented the Fourier transform as a map defined
on GR , but recall that our codewords are elements
. We need a characterization of the Fourier transforms
of elements of and of to shed light on the struc-
ture of our Abelian codes and to aid in our proofs of analogs of
McEliece’s theorem.
Proposition 2.1: (cf. [8, Theorem 3], [15, eq. (2.10)]) Let
(resp., GR ). Then (resp.,
) if and only if for all . Equivalently,
(resp., ) if and only if for
all . Thus, the Fourier transform is an isomorphism of
-algebras from to the -algebra consisting of the
elements GR that meet the condition .
Proof: The “only if” part of our proposition with
GR is Theorem 3 of [8] and the “if” part
can be proved in a similar fashion (for the “if and only if” state-
ment see the beginning of [8, Sec. III]). The proof of the version
with is analogous. Since
both in GR and in , the version of the proposition
with scaled Fourier transforms follows immediately from the
version with the usual Fourier transforms.
Here we record a corollary of this proposition which will be
crucial in proving our main result.
Corollary 2.2: Let and let be the unique ele-
ment of so that . Then is in with
.
Proof: By the proposition, we have for all
. Applying to both sides, we have
for all . By commutativity of the standard lift with the
Frobenius automorphism (see Section II-A), we have
, i.e., , for all . Then the proposition
shows that .
If we let , we have , and so . We
shall apply the inverse Fourier transform to both sides of this
equation and then compose on the left with the quotient map
. Considering the definition of the inverse Fourier transform
from GR to GR as the map induced by the
inverse Fourier transform from to via re-
duction modulo , we see that if we apply the inverse Fourier
transform to and then compose on the left with , we get .
If we do the same to , then we get .
Thus, , so that .
We also need another corollary for some of our results on
Abelian codes over .
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Corollary 2.3: Let and let be the unique ele-
ment of so that . If we write the canonical
expansion
for each , then for all and .
Proof: Since by the previous corollary, we
have for all by the proposition. Taking
canonical expansions, we get
Since all coefficients in canonical expansions are roots of unity
or zero, takes them to their th power, and so
for all . Uniqueness of canonical expansions finishes the
proof.
Our proposition tells us that if , then
are all determined by the value of . This leads us to
define two elements and of to be -equivalent if
for some , where powers of are construed to be integers
modulo . This defines an equivalence relation which parti-
tions into -classes, and a subset of is -closed if it is a
union of -classes (cf. [8, Definition 5] and [15, Sec. 1]). With
this terminology, our proposition tells us that for ,
is uniquely determined by its values on a set of -class repre-
sentatives. This notion can be elaborated further.
Proposition 2.4: (cf. [8, Theorem 4]) Let be a set of -class
representatives in and for each , let be the cardinality
of the -class of . Then for each . Let be the -sub-
algebra of GR as defined in Proposition 2.1. Then re-
striction of domain from to is an isomorphism of -al-
gebras from to
GR
Proof: Since the -class of has elements, is the
minimum positive integer so that . On the other
hand, is divisible by and all elements in have order
a divisor of , so . So
By the minimality of , we must have , or equiv-
alently, . For the second claim, see [8, Theorem 4].
Our two propositions can be combined to give a characteri-
zation of the convolution ideals (i.e., codes) in .
Theorem 2.5: If is a set of -class representatives of and
is the cardinality of the -class of , then the -algebra
is isomorphic (via Fourier transform followed by restric-
tion of domains to ) to
GR
This establishes a bijective correspondence between convolu-
tion ideals (codes) in and (pointwise) ideals in , which
are of the form GR with .
Proof: The isomorphism is proved by Propositions 2.1
and 2.4. Recall that ideals in a Galois ring are generated by
for .
Since pointwise ideals in a direct sum are simple to identify
and manipulate, this theorem tells us a great deal about the codes
in . For instance, all codes in have a single gen-
erator and the number of codes is precisely , where
is the the number of -classes in . In the next subsection, we
shall introduce the notion of support, which will provide an eco-
nomical way of summarizing the content of our theorem.
C. Supports and Accounts
Suppose we have a function with domain , e.g., the
Fourier transform of a codeword. A support of is any subset
of so that for . If our function takes
values in the ring GR , then a support of modulo
or a -support of is a set so that for
. Since in GR , a -support is identical
to a support. By minimal supports or -supports we mean
minimal ones under the inclusion relation . If is a minimal
-support of for , then the sequence
is called the tower of supports of .
For a set of functions, a support (resp., -support) of
is a set that is simultaneously a support (resp., -support)
of all the elements of . If consists of functions mapping
into GR , it also has a tower of supports formed from its
minimal -supports. With this terminology, we may now state
the essential content of Theorem 2.5 succinctly in the following
corollary.
Corollary 2.6: For each convolution ideal (i.e., code) in
the -algebra , let be the tower of supports of
. Then is a bijection between the set of codes in and
the set of towers of -closed
subsets of .
Proof: Suppose that is a code. Given any , Propo-
sition 2.1 tells us that for any , . Note
that for any GR , if and only if
. So the minimal -support of is -closed.
Thus, the minimal -support of is -closed and so all the sets
in the tower are -closed.
On the other hand, given any tower
of -closed subsets of , construct the function with domain
so that if for and
if . Thus, has as
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its tower of supports. By Proposition 2.1, this for some
. Let be the code generated by in . Then
an arbitrary element of has for all ,
so that the minimal -supports of are no larger than those of
. Yet is in , so that the minimal -supports of are
those of , namely, the tower .
Finally, fix a set of -class representatives of and suppose
that is a code in with
the tower of supports of . Then let
for and so that form
a partition of . Restriction of domains from to maps
to a pointwise ideal of GR which is of the form
GR with .
Now suppose that for . Then, ,
so that has some element with . Thus
. On the other hand for all
since . Thus, and so .
Suppose that . Then so that for all
. So .
So for any , we have for . Thus, the pointwise
ideal of GR to which is mapped by restriction
of domains is entirely determined by and these
are entirely determined by . Thus, the bijective correspon-
dence of Theorem 2.5 tells us that no two codes in can
have the same tower of supports for their Fourier transforms.
From this corollary we see that Abelian codes over have
a greater richness than Abelian codes over the prime field in
that their Fourier transforms characterize them through a tower
of supports rather than a single support set. The single support
set which characterizes a code over a finite field is called the
spectrum in [15].
We have already encountered many subsets of and func-
tions with domain in these preliminary investigations into the
structure of Abelian codes over . To help state and prove
combinatorial facts, we define an account to be a function from
to . If is an account, we shall write the value of at
as rather than and write the accounts as if they are
elements of the group ring so that and
so that with distinct is
the account with for and
if . Accounts that take only nonnegative
values are identified with multisets of in the obvious way. If
, we write to mean that is a multiset supported
on . Accounts that take only the values and are identified
with subsets of .
If is an account, then define the size of , denoted , to
be . If is a set or multiset, then is the cardinality.
For an account, we define the product of the account, denoted
, to be . An account with is said to be
a unity-product account.
For a multiset, is a shorthand for . Thus, there
are ways of ordering the elements of . For
and a multiset, is a shorthand for . An account
supported on is said to be all-unity, otherwise is not
all-unity. We denote the set of all-unity multisets, i.e.,
, by .
D. Weight Functions
In studying codes with alphabet , there are many ways
of reckoning weights of codewords besides the ubiquitous
Hamming weight which assigns all nonzero symbols a weight
of . For us, a weight function is simply a function from our
alphabet to . For each symbol , there is a weight
function which maps to and all other symbols to
. We give the special name to and note that the
Hamming weight function for symbols is just .
We also have the Lee weight function which takes
to , where in the last expression is being regarded
as a coset of the ideal in the ring . Finally, we have the
Euclidean weight function , for which .
We do not want to compute the weights of letters alone, but
rather of codewords. If is a weight function and ,
then the weight of the codeword is simply , and
this will be denoted . Then is the number of
occurrences of the symbol in the codeword , is the
number of zeroes, and , , and are, respec-
tively, the Hamming, Lee, and Euclidean weights of . In this
work, our goal is to find the highest power of dividing the
weights of all codewords in a code.
III. THE MAIN THEOREM
We are now ready to state the general theorem which can be
used to produce our analogs of McEliece’s theorem for Abelian
codes over . The proof is a general form of the argument
used by Wilson [16], [17].
Theorem 3.1: Let be a weight function. Let
be given and suppose that is a
polynomial in with the property that
for all . Suppose that with a support of
. Let be the unique element of with .
Then
where is the set of all multisets supported on with
, , and not all-unity.
Proof: Let us consider an arbitrary codeword
and let be the unique element of such that
. Then by Corollary 2.2
Another application of Corollary 2.2 shows that for
all , so that our polynomial can be used on it to
approximate . Thus,
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Now we write using the inversion formula for the scaled
Fourier transform to get
Now regard the last expression as a polynomial with coefficients
in and variables in . If we segregate all terms
that only have the variable , we get
(1)
where is some polynomial in and we begin the sum
in at because any unity-product multiset with less than
two elements must be all-unity.
Now vary over all words for which is supported on .
By the preservation of support by (see Section II-A),
will be supported on for all such words. So the second
term of the right-hand side of (1) vanishes for these words. Such
words have for all and so have
Thus, we have
for all words with Fourier transform supported on . But for
these words, varies over all of . So
for all
Now recognize that any word , regardless of the
support of its Fourier transform, will have . Since
, we can replace the first term on the right-hand
side of congruence (1) with to obtain
Now let us suppose that is supported on a subset of
and that but . Then , so that and
so by preservation of support by . So if with
, then . Thus, the previous congruence becomes
which is what we were to prove.
To use this theorem at all, we need to find a polynomial
in with the property that
for all . To use this theorem to the greatest effect, we
would like the degree of to be as low as possible so that fewer
nonzero terms appear in the approximation of . Therefore,
we dedicate the next section to finding such polynomials. We
close this section with some examples to show how this Main
Theoremcan be used to calculate -adic estimates of weights of
codewords in cyclic codes over .
Example 3.2: Let be the cyclic group of order gener-
ated by an element and let be the code in consisting
of all words whose Fourier transforms are supported on
. In a more conventional presentation of cyclic codes,
this is a code in whose check polynomial is one
of the irreducible factors of of degree , either
or . Equivalently, it
is the code generated either by or by .
We are interested in the Euclidean weights of words.




Later, in Example 4.24, we will see the motivation for choosing
to approximate Euclidean weight. Let be any codeword in
and set so that . Then the Main Theorem tells us
that
where is the set of all multisets supported on with
, , and not all-unity. Note that
is a sequence of three elements in with product unity and also
note that there is no sequence of two elements in with product
unity. Thus, and the minimum length of a unity-product
and not all-unity sequence of elements in is . Further-
more, is not an element of , so . Thus,
, so that all words in have Euclidean weight divisible
by . Note that this specific calculation gives us more informa-
tion than we would get from [10, Corollary 3.6], which tells us
that Euclidean weights of words in are divisible by .
Example 3.3: Let the group generated by , the subset
of , and the code be as described in the previous example.
Now we are interested in Lee weights.
Consider the polynomial . We claim
that
for all
The origin of this polynomial will be made clear later in Ex-
ample 4.17, when we have a theory of counting polynomials.
For now, we will prove the claim we made. Note that ,
, , and , so that
for . Since we have proved that takes the
appropriate values on a set of representatives of the equivalence
classes modulo in , it suffices to show that
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whenever with . One
can calculate that equals
Since is a -adic integer, the right-hand side always vanishes
modulo if . Thus, we have proved that ap-
proximates modulo on all of .
Write our polynomial as . Let be any
codeword in and set so that . Then the Main
Theorem tells us that
where is the set of all multisets supported on with
, , and not all-unity. In the previous example, we
saw that . Note that the set itself, which can be written
in account form as , is an element of . It is
not hard to prove that this is the only element of . So
Note that is not an element of , so . Also,
and , so we obtain
and so
Since the -class of is the set of cardi-
nality , the scaled Fourier coefficient parameterizes the code
as it ranges over GR (see Theorem 2.5). The coefficients
are therefore elements of the ring ,
where is a root of unity of order . Write canon-
ical expansions and note that each
ranges over the set , so that takes 64
different values for the 64 different codewords. Using these ex-
pansions in our congruence and reducing modulo , we obtain





Note that the Lee weight modulo is independent of
. Thus, there are eight words with Lee weight
divisible by and 56 words with Lee weight congruent to
modulo . Since the minimum length of a unity-product and not
all-unity sequence of elements in is , both Corollary
3.6 of [10] and Theorem 2 of [16] (quoted in the Introduction)
predict that codewords have even Lee weights. This calculation
goes beyond these theorems by showing that they are sharp (that
is, some words do not have weight divisible by ). Our calcu-
lation even tells us how many codewords do not have weights
divisible by .
These examples show how one can employ our Main
Theorem when given appropriate counting polynomials, but
they do not explain how these polynomials are found. The dis-
covery of such polynomials is undertaken in the next section.
IV. POLYNOMIAL APPROXIMATIONS OF LIFTED
WEIGHT FUNCTIONS
If is a weight function, then we call
a lifted weight function. A polynomial is said to
approximate (uniformly) modulo if
for all . Here we determine minimum de-
gree approximating polynomials for typical lifted weight func-
tions. Many of these forthcoming results on Lee weight func-
tions (for ) and symbol-counting weight functions (for all
) have been obtained by Wilson [16], [17], [27], using cal-
culations in quotients of polynomial rings. The following pre-
sentation also considers Lee weight functions for when
is odd and Euclidean weight functions. We also sharpen some
of Wilson’s existing results in areas critical for our use of the
Main Theorem and shall obtain both the old and new results by
a method which is different from that of Wilson and interesting
in its own right.
A. Newton Expansions
In order to study polynomials that are used to -adically ap-
proximate lifted weight functions, we introduce the Newton ex-
pansion of a function from to . This is an expansion of
the function as an infinite series in terms of the polynomials
for
The following proposition summarizes the most fundamental
properties of the Newton expansion.
Proposition 4.1: For any sequence of elements of
, the infinite series
defines a function from to . Given any function
, there exists a unique sequence in such that
(2)
for all . The truncation
is the unique polynomial in of degree less than or equal to
that agrees with on the set .
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We call the infinite series (2) the Newton expansion of the
function and the coefficients are called the Newton coef-
ficients. If is a function whose domain contains we may
speak of the Newton expansion of , which we shall simply
call the Newton expansion of . The proof of this proposition is
routine, depending almost entirely on the fact that and
when . This proves that the Newton expansion,
when evaluated at a nonnegative integer, has only finitely many
nonzero terms. It also means that if we are trying to determine
the coefficients of the expansion of some function , they can
be computed recursively by setting for
all . The following corollary to our proposition is also easy
to prove.
Corollary 4.2: Let and . Then is a
function that vanishes modulo on all of if and only if all
its Newton coefficients vanish modulo .
Given a weight function , our approach to
finding a low-degree polynomial approximating modulo
will be to consider the Newton expansion of and
then to truncate the infinite series so that every coefficient in
the tail removed vanishes modulo . If this can be done, then
Corollary 4.2 tells us that we shall have an approximation of
modulo . The following Proposition shows that the
approximation holds good on the larger domain and tells
us more about all possible polynomial approximations.
Proposition 4.3: Let be a -adically con-
tinuous function and let
be the Newton expansion of . Suppose that there is some
such that and for all . Then
there exists a polynomial of degree such that
(3)
for all . One such polynomial is given by the truncation
No polynomial of degree less than can satisfy (3) for all
. Any polynomial of minimal degree
satisfying (3) has and if or if
is odd, then it also has
Proof: By Corollary 4.2, and agree modulo
on the set . Since (being a polynomial) and are both -ad-
ically continuous, since they agree modulo on the set
which is dense in , and since the ideal in is closed,
we must have for all .
Suppose that is a polynomial satisfying (3) for all
. Then we can write the Newton expansion
which is in actuality a finite sum. By Corollary 4.2, we must
have so that and
so . Now suppose further that is of degree .




By Corollary 4.2, for all . This proves that
. It also proves that
provided that . This condition is certainly fulfilled
if or if is odd.
If is a weight function then will be
periodic with period , since is reduction modulo . This
prompts us to study the effect of translation on the Newton ex-
pansion, which is summarized in the next proposition. We use
the convention that if in the rest of this paper.
Proposition 4.4: Let have Newton expansion
. For , the translated function
has Newton expansion
Proof: This follows from Pascal’s identity
iterated times to produce
The proposition follows from plugging this in for in the
expansion
and rearranging the sum to collect all terms involving with a
particular value of . Because we are dealing with functions on
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, all series involved are actually finite sums when evaluated at
a point, so this rearrangement is possible.
We now introduce the finite difference operators . If
is a function whose domain is or , then
. We also introduce the operator , for which
. The Newton expansion is apt
for problems involving such operators, particularly , as the
following proposition shows.
Proposition 4.5: If has Newton expansion
, then has Newton expansion .
If has Newton expansion , then has Newton
expansion .
Proof: The first statement comes from calculating
using Proposition 4.4. The second statement comes
from setting
and noting that and , so that .
B. Periodic Functions
We wish to approximate functions of the form where
is a weight function. Such functions will of
course be periodic with period , i.e., constant on cosets of
the ideal in . Since these cosets are open in the -adic
topology, will always be -adically continuous. It will
be worthwhile to see what properties all -periodic functions
have in common with regard to their Newton expansions. The
following theorem tells us how quickly the coefficients of the
Newton expansion must diminish in -adic magnitude (equiv-
alently, how quickly they must increase in -adic valuation).
Furthermore, it tells us more about the Newton expansions of
characteristic functions of cosets of the ideal in , from
which functions we can form any function of period by linear
combination.
Theorem 4.6: (cf. Wilson [17, Lemma 1]) Let
be periodic with period . Suppose that is
the Newton expansion of . Then for any , and
, we have . Suppose further that
is the restriction to of the characteristic function of some
coset of the ideal in . Then for any and
, we have .
In order to prove this theorem, we first investigate a recursion
which must hold for the coefficients in the Newton expansion of
any function with period .
Proposition 4.7: Let be periodic with period
and with Newton expansion . Then
for all .
Proof: By periodicity, for all .
Applying Proposition 4.4, we obtain
for all . By the uniqueness of Newton expansions (Propo-
sition 4.1), we conclude that
for all . From this we obtain the recursion which we were
to show.
Knowing this recursion will enable us to estimate -adic val-
uations of the coefficients in the Newton expansion of periodic
functions. However, to do this we need to have some idea of the
-adic valuations of the numbers for . The fol-
lowing lemma provides what we need in this area.
Lemma 4.8: For any integer with and
, we have
For any integer with , we have
but . Furthermore,
if
Proof: It is a well-known fact that for
. This is equivalent to .
That for is evident from the
fact that .
If we can show that
for all
then setting and comparing coefficients on either side,
we see that we shall have proved both statements about for
. We proceed by induction on . For , the
result is immediate. Suppose now that and we know that
. Then
for some . Then
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and note that all terms but the term vanish modulo ,
giving the result we need to complete the induction.
To prove the statements about , we shall show that
(4)
We know that
and note that divides the polynomials on both sides of this
congruence. and are distinct irreducible elements in the
unique factorization domain , so we can divide through by
to obtain (4).
Now we are ready to prove the theorem with which we began
this section.
Proof of Theorem 4.6: For now assume only that has pe-
riod . We shall prove the lower bound on by induction
on . Of course, for all since the are -adic inte-
gers by Proposition 4.1. So let and assume that the lower
bound on holds for coefficients with . Let be
the positive integer so that
Then, by Proposition 4.7, we have
(5)
Let us examine the terms of the sum for various values of . For
all in the sum, we have
Suppose . Then we have
by induction (unless , in which case this conclusion
is true anyway because all are -adic integers). Note that
, so that and
so by Lemma 4.8. Thus, all terms of (5)
indexed by these values of vanish modulo .
If , then we have
by induction. Note that for all of the in our sum by
Lemma 4.8. So all terms of (5) indexed by these values
of vanish modulo .
Therefore, all terms in the sum in (5) vanish modulo and
so . This completes our inductive proof.
Now let us suppose further that is the characteristic function
of some coset of the ideal in . Write the coset as
for some with . We shall prove the
additional claim made for the coefficient by
induction on . First consider . If we consider the sum
of the first terms of the Newton expansion of , then Proposi-
tion 4.1 tells us that this is the polynomial of degree less than or
equal to which vanishes on every point of
except , where it has value . So it must be the polynomial
which has leading coefficient
Thus, we can deduce that . Then,
by Lemma 4.8, we have .
Now suppose and that the claim holds for all pertinent
with . Now apply (5) specifically
to . The terms with
have by the first half of this theorem. Also,
for all in the sum (Lemma 4.8), so that the terms
of (5) indexed by vanish modulo
. The terms with have
by the first half of this theorem. Also, for
such by Lemma 4.8, so that the terms of (5) indexed
by such vanish modulo . So the only term in (5) that might
not vanish modulo is the one where . Thus,
Now
by the induction hypothesis while
by Lemma 4.8. Thus, and our
proof is complete.
Combining Theorem 4.6 with Proposition 4.3 yields the
following corollary, which will enable us to use our Main
Theorem 3.1 effectively.
Corollary 4.9: (cf. Lemma 1 and Theorem 10 of Wilson
[17]) Let be , , or for
some . For any , there exists a polynomial
of degree so that
for all
No polynomial of lesser degree has this property. If we write
, then
if or , while
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if . Furthermore, if or , then we can
choose so that whenever .
Proof: Since the functions , including
, are precisely the characteristic functions of cosets
of the ideal in and since , all statements
other than the last follow from Proposition 4.3 and Theorem 4.6.
To prove the last statement, let be a primitive root
of unity of order . Then since is a unit in , we have
for all . Thus,
for all . So for any , we have
This proves our final claim for and for since
.
We pause for an example of how our theory may be used to
construct a specific counting polynomial.
Example 4.10: Let and , so that our code
alphabet is . Suppose that we want to calculate Hamming
weights modulo . Then Corollary 4.9 asserts that there is a
polynomial of degree (and no polynomial of lower de-
gree) such that for all .
By Proposition 4.3, one such polynomial is the degree trunca-
tion of the Newton expansion of . We can
calculate
and
by hand and then use the recursion
furnished by Proposition 4.7 to compute , ,
, and . Thus, the polynomial we seek is
It is not difficult to calculate from the recursion that all with
vanish modulo , and thus the rest of the Newton ex-
pansion is dropped in our approximation. We can write out the
polynomial we found as
If we reduce the coefficients modulo (using the notion of con-
gruence modulo powers of in described in Section II-A),
we obtain the polynomial
which also approximates modulo .
C. Polynomials Approximating Lee Weight
Now we shall examine polynomials that approximate the Lee
weight. The results for differ somewhat from those with
odd, so we deal with these two cases separately. First we explore
the case when is an odd prime.
Proposition 4.11: Suppose that is odd. Let be
the Newton expansion of . Then for any and
, we have . For any
and , we have
Proof: Note that
and Theorem 4.6 provides adequate information about the
Newton coefficients of the functions .
Combined with Proposition 4.3, this proposition shows that
when is odd, the polynomials approximating Lee weight
modulo are no less in degree than those approximating
Hamming weight or symbol counts. This is recorded in the
following corollary to our proposition.
Corollary 4.12: Suppose that is odd. For any ,
there exists a polynomial of degree
so that for all
. No polynomial of lesser degree has this property. Fur-
thermore, has
The situation is more favorable for approximating Lee weight
with polynomials when and . When
and , Lee weight coincides with Hamming weight. To
see the properties of Lee weight modulo powers of will re-
quire some calculation, starting from the following observation,
whose proof is a straightforward calculation.
Lemma 4.13: Let . Then .
This enables us to determine a recursion satisfied by the
Newton coefficients of when . We do this in the
following lemma.
KATZ: -ADIC VALUATION OF WEIGHTS IN ABELIAN CODES OVER 293
Lemma 4.14: Let and let be the Newton
expansion of . Then
for .
Proof: This is similar in spirit to the proof of Propo-
sition 4.7. Use Lemma 4.13 along with two applications of
Proposition 4.5 followed by an application of Proposition 4.4
to obtain a Newton expansion for the zero function in terms of
the coefficients .
Knowing this recursion allows us to set a bound on the -adic
valuations of the Newton coefficients of . We do this in
the following proposition.
Proposition 4.15: Let and let be the
Newton expansion of . Then for , we have
for all and
Proof: This is similar in spirit to the proof of Theorem 4.6.
Calculate and by hand and then proceed by induction,
using the recursion of Lemma 4.14 along with Lemma 4.8.
Combined with Proposition 4.3, this proposition shows
that the polynomials approximating Lee weight modulo
(for ) have a lower degree than those approximating
Hamming weight. This is recorded in the following corollary
to our proposition.
Corollary 4.16: (cf. Wilson [16, Lemma 5]) Suppose that
. For any , there exists a polynomial
of degree so that
for all . No polynomial of lesser degree has
this property. Furthermore, has
We pause for a brief example which should make clear
the hitherto mysterious choice of counting polynomial in
Example 3.3.
Example 4.17: Let and , so that our code al-
phabet is . Suppose we are interested in reckoning the Lee
weight of codewords modulo . This is precisely the situation in
Example 3.3, where we employed the polynomial
without explaining where we got it. Corollary 4.16 asserts
that there is a polynomial of degree (and no polynomial
of lower degree) such that for all
. By Proposition 4.3, one such polynomial is the degree
truncation of the Newton expansion of . We
can calculate
and
Thus, the polynomial we seek is
which is precisely the polynomial used in Example 3.3. It is not
hard to see from the recursion
furnished by Lemma 4.14 that vanishes modulo for ,
and thus the rest of the Newton expansion is dropped in our
approximation.
D. Polynomials Approximating Euclidean Weight
We shall find that polynomials approximating Euclidean
weight can often be of considerably lower degree than their
counterparts for Hamming or Lee weight, both in the case
when and when is odd. There are differences between
the results for and odd, so we handle each case sepa-
rately, starting with the latter. Our investigation begins with the
following observation, which is a straightforward calculation.
Lemma 4.18: Suppose that is odd. Then
From this we may estimate the Newton coefficients of .
We do so in the following proposition.
Proposition 4.19: Suppose that is odd. Let be
the Newton expansion of . Then , , and
so that . For , we have
. For any and ,
we have . For any and
, we have .
Proof: Calculate and by hand and use Lemma 4.18
with two applications of Proposition 4.5 to express for
in terms of the Newton coefficients of
and
concerning which Theorem 4.6 supplies adequate information.
As usual, such a proposition combined with Proposition 4.3
tells us about the polynomial approximations to when
is odd. We record our results as a corollary.
Corollary 4.20: Suppose that is odd. For any , there
exists a polynomial so that
for all . The minimum degree of poly-
nomials having this property is a function of as follows: If
, then the minimum degree is and one such
polynomial is . If , then the minimum degree is
. Furthermore, suppose that
is one of these minimal degree polynomials and write
Then if and
if .
Proof: This is done as usual. Note that the Newton coeffi-
cients for modulo are all zero except ,
, and that .
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Polynomial approximation is even more favorable for
Euclidean weights modulo . We shall begin our investigation
into this case with the following observation, which is a routine
calculation.
Lemma 4.21: Let . Then
From this we may estimate the Newton coefficients of .
We do so in the following proposition.
Proposition 4.22: Suppose that . Let be
the Newton expansion of . Then , , and
so that . For , we have
. For any and , we
have . For any and ,
we have .
Proof: Calculate and by hand and use Lemma 4.21
with two applications of Proposition 4.5 to express for
in terms of the Newton coefficients of , con-
cerning which Theorem 4.6 supplies adequate information.
From this proposition, combined with Proposition 4.3, we ob-
tain information about polynomials approximating when
. We record this as a corollary.
Corollary 4.23: Suppose that . For any , there
exists a polynomial so that
for all . The minimum degree of polyno-
mials having this property is a function of as follows: For
, the minimum degree is and is such a polynomial.
If , then the minimum degree is and is
such a polynomial. If , then the minimum degree is
. Furthermore, suppose that is one of these




We pause to note that we have used a polynomial furnished
by this corollary in a previous example.
Example 4.24: In Example 3.2, we wanted to calculate
Euclidean weights modulo with the alphabet . We used the
polynomial , which is precisely the polynomial suggested by
Corollary 4.23 for this application.
E. Polynomials Approximating Weights for Codes Over
In this subsection, we shall assume that and , so
that we are working with weight functions on the alphabet .
We shall calculate explicitly the Newton coefficients for
, and from these, use Proposition 4.4 to deduce
the coefficients for with . We shall be
able to calculate the Newton coefficients of , ,
and , since these are linear combinations of the functions
. We begin with a lemma on .
Lemma 4.25: Let and and suppose that
is the Newton expansion of . Then




Proof: We can calculate , , , and
by hand. The rest of the can be determined by the
recursion for given in
Proposition 4.7. One can check that the values proposed above
match these first four values and satisfy the recursion.
Proposition 4.26: Let , , and
for or or , , or . Let
be the Newton expansion for . If , then ,
otherwise, . For , , where
is given in the following arrays as a function of and of
taken modulo :
Proof: The Newton coefficients for are from
Lemma 4.25. Since for
, Proposition 4.4 tells us how to compute the Newton
coefficients of from those of . In a similar
way, we may compute the Newton coefficients of
and by translation. For the other weight functions,
we can compute the Newton coefficients using the identities
, ,
and .
These calculations in conjunction with Proposition 4.3 allow
us to determine the minimum degree polynomials approxi-
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mating the various weight functions. We record these results as
corollaries.
Corollary 4.27: Suppose that , , and
, , , , or . For , there
exists a polynomial of degree so that
for all . No polynomial
of lesser degree has this property. If we write
then
If and or if and
, then .
If and or if and
, then .
Proof: If we write the Newton expansion of as
, then Proposition 4.26 tells us that
and for . Thus, Proposition 4.3
establishes the existence and minimal degree of polynomials ap-
proximating modulo . Furthermore, this proposition
tells us that for any such polynomial of
minimal degree, we have
and
Thus, using the values of and computed in Propo-
sition 4.26, we can compute the estimates of (for
) given above.
Corollary 4.28: Suppose that and . For any
there exists a polynomial of degree
so that
for all
No polynomial of lesser degree has this property. If we write
then
Proof: This is similar to the proof of Corollary 4.27.
Corollary 4.29: Suppose that and . For any
and
For any there exists a polynomial of
degree so that
for all
No lower degree polynomials exist with these properties. For
, if we write
then
Also, when .
When , we can use
so that , . and .
Proof: This is similar to the proof of Corollary 4.27. For
the cases, the polynomials proposed above are trunca-
tions of the Newton expansion of , whose
coefficients are given in Proposition 4.26.
V. ANALOGS OF MCELIECE’S THEOREM FOR
ABELIAN CODES OVER
Now we are ready to obtain analogs of McEliece’s theorem
by combining our Main Theorem (Theorem 3.1) with the re-
sults we have just obtained concerning polynomials approxi-
mating weight functions. Throughout this section, we shall have
a codeword with , a support of . We let
be the word with . We let be the set
of all unity-product, not all-unity multisets supported on . In
some of our results, we shall need to know that is nonempty.
If contains any , then the multiset , with the order
of , is an element of . If or , then .
If , then is the all-zero word. If , then is
a constant word (i.e., all letters in are the same symbol). In
either of these degenerate cases, we have ,
so analysis of weights is transparent.
For , we let . Note that
since a unity-product multiset of or elements
must be all-unity. If , we let
and . We can be sure that
exists if since if . Note that if
, but in general for odd we may have (see [11, Sec.
3, Example 1]). When we use or , we are tacitly assuming
that , or equivalently, that contains some .
A. Analogs for General and
1) Hamming Weight and Number of Occurrences of a
Symbol: A generalization of McEliece’s theorem that can be
used to count zeroes or to compute Hamming weights of words
in Abelian codes over comes immediately from enlisting
the polynomials of Corollary 4.9 for use in Theorem 3.1. We
record it without proof.
Theorem 5.1: For any , let
Then
where
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is a polynomial approximating modulo on as
described in Corollary 4.9. Equivalently, we have
We can see that the expression for in our theorem
is especially easy to calculate when many the of the sets
with are empty. This occurs when the support
of is such that there are no unity-product multisets of ele-
ments in having small cardinalities divisible by . (Note
that we are excluding all-unity multisets from consideration.)
In graph-theoretic terms, this corresponds to there being no cir-
cuits of short lengths divisible by in the Cayley graph
generated by the elements of (other than perhaps circuits that
correspond to all-unity multisets, i.e., circuits visiting only one
vertex). We make our notions more formal in the following
corollary to our theorem which closely resembles the original
results of McEliece [11].
Corollary 5.2: We have
and, equivalently
Proof: Set
and apply our theorem. All in the sum are empty by
hypothesis.
Note that this is an improvement of Wilson’s theorem [17,
Theorem 9] applied to Hamming weights, since we have re-
placed by , which is sometimes larger than .
If one is interested in counting the number of occurrences of
some nonzero symbol in our word , one may take one of
two approaches. In the first approach, Corollary 4.9 provides
minimum-degree polynomials approximating for all
, so that the following analog of McEliece’s theorem
for counting any particular symbol can be formulated from the
Main Theorem in conjunction with these polynomials.
Proposition 5.3: (Wilson [17, Theorem 9], generalized) Let
be a symbol in the alphabet of the code. For any ,
let . Then
where
is a polynomial approximating modulo on
as described in Corollary 4.9. Furthermore
Note that when and , this proposition tells us
that the number of occurrences of the symbol is divisible by
. This was proved for cyclic codes in Wilson [16],
[17]. This is stronger than the result presented by Calderbank,
Li, and Poonen in [10, Theorem 3.7], which claims that the
number of occurrences of is divisible by (also as-
suming is cyclic). In particular, the proposition presented here
gives an additional power of when is a multiple of (oth-
erwise, the results match). Consider the case when our alphabet
is (so ) and our group is the cyclic group gener-
ated by an element of order . Suppose that our code con-
sists of all words whose Fourier transforms are supported on
. Here , so that Proposition 5.3
tells us that the number of occurrences of each symbol is even,
while Theorem 3.7 of Calderbank, Li, and Poonen gives no in-
formation.
A second approach to counting the number of occurrences of
an arbitrary nonzero symbol is to use Theorem 5.1 to count
zeroes in the word that has for all (and
hence for while ). We note that
this approach only requires us to determine for , as
a result of the special property of polynomials approximating
. However, the subtraction of from all positions of the
codeword will yield unless we originally had .
The presence of in the support of the Fourier transform will
mean that a unity-product multiset of cardinality divisible by
can always be obtained by adding extra unity elements
to a unity-product multiset of arbitrary cardinality. Hence, we
should expect this technique to lend no great facility to compu-
tation except when .
2) Lee Weight: Now consider Lee weight, for which we
shall need two theorems, depending on whether or not.
For odd, Corollary 4.12 and our Main Theorem combine
immediately to yield the following result, recorded as a propo-
sition without proof.
Proposition 5.4: Suppose that is odd. For any , let
. Then
where
is a polynomial approximating modulo on as
described in Corollary 4.12. Furthermore
For and , our polynomials approximating
modulo are of lower degree than those approximating
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or modulo (compare Corollary 4.16 with Corol-
lary 4.9 and note that Hamming and Lee weight coincide when
). Therefore, in this milieu, we expect to obtain stronger
divisibility properties for Lee weight than for Hamming weight,
as can be seen from the immediate application of Corollary 4.16
with the Main Theorem which follows.
Theorem 5.5: (Wilson [16, Theorem 2], generalized) Sup-
pose that . For any , let .
Then
where
is a polynomial approximating modulo on as
described in Corollary 4.16. Furthermore
Wilson proved this theorem in the case where is cyclic.
3) Euclidean Weight: We now turn to Euclidean weight. As
with Lee weight, it is necessary to distinguish cases where is
odd from those where . In both cases, the approximating
polynomials can be of significantly lower degree than those for
any other weight function. For odd, we combine the results of
Corollary 4.20 with our Main Theorem to obtain an analog to
McEliece’s theorem for Euclidean weight.
Proposition 5.6: Suppose that is odd. Then
For any , let . Then
where
is a polynomial approximating modulo on as
described in Corollary 4.20. Furthermore, if ,
then
If , then
For , the approximating polynomials can be of excep-
tionally low degree, as perusal of Corollary 4.23 shows. These
results, combined with the Main Theorem, yield the following
strong analog of McEliece’s theorem.
Theorem 5.7: Suppose that . Then
and
For any , let . Then
where
is a polynomial approximating modulo on as
described in Corollary 4.23. Furthermore, if ,
then
If , then
Proof: Most of these results follow immediately from use
of Corollary 4.23 with the Main Theorem. Note that we have
omitted the factor of in the first congruence modulo
because can only contain accounts of the form with
since the order of is coprime to . Thus, for
all .
We have obtained analogs of McEliece’s theorem for Abelian
codes over which give -adic estimates of the number of
occurrences of symbols and of Hamming, Lee, and Euclidean
weights. McEliece’s original theorem [11] includes a statement
of sharpness. For the code consisting of words with sup-
ported on , it gives an integer so that
for all
like the analogs in this paper. But it also states that
for some
Our theorems above do not include analogs of this second part;
such statements of sharpness can be difficult to prove. The re-
mainder of this paper shows that we can obtain such statements
of sharpness in certain situations. In the next subsection, we
shall show that our estimates are sharp when , thus giving
a well-known generalization of the McEliece theorem for cyclic
codes over prime fields. The last portion of the paper will show
that our estimates are also sharp in the same way when
and , i.e., when the alphabet is .
B. The Delsarte–McEliece Theorem for Abelian Codes Over
Prime Fields ( )
Here we shall show that the special case of Theorem 5.1 with
can be used to obtain a generalization of the original
theorem of McEliece [11] for counting the number of zeroes in
cyclic codes over prime fields. This specialization of Theorem
5.1 is at the same time a special case of the theorem of Del-
sarte and McEliece [15] for counting the number of zeroes in
Abelian codes over finite fields. Our presentation will include
a proof of sharpness (in the sense described at the conclusion
of Section V-A), which will require tools which will be needed
again in the proofs of sharpness for our theorems on codes over
in Section V-E.
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Theorem 5.8: (cf. McEliece [11, Theorem 1], Delsarte and
McEliece [15, Theorem 1.1]) Suppose that , so that
, a prime field. Assume that is -closed. Let be the code
consisting of all codewords in with Fourier transform
supported on . Set . Then we have
Furthermore, all factors appearing here are -adic inte-
gers so that
There is some particular choice of that makes
Proof: Apply Theorem 5.1 with to obtain
where
is a polynomial approximating modulo on as
described in Corollary 4.9. Then all in our congruence are
empty, save , so
(6)
Now we prove that the terms appearing in the sum are in fact
nonzero modulo . Recall that , and so it suffices
to prove that for all . If were greater than
for some , then consider the multiset , which
is a unity-product (but not all-unity) multiset supported on
(since is -closed). Furthermore, , which
is divisible by , thus contradicting the minimality of .
Thus, both and are -adic integers with valuation .
Hence, the sum in (6) is itself a -adic integer in . Also,
note that by Corollary 4.9, so
we obtain the desired congruence. It remains to show that there
is some choice of codeword that makes the sum
nonvanishing modulo . We write the canonical expansion
for each and then note that for
since is obtained from by the standard lift. So our
sum is
The fact that this sum is nonvanishing modulo for some choice
of follows immediately from Proposition 5.9 below, since
we have proved that every appearing in the sum has
for all and a unit in .
We now supply the result which was used to prove the sharp-
ness of our theorem. It will be useful again when we prove the
sharpness of our analogs for codes over .
Proposition 5.9: Suppose that is -closed. Let be the
code consisting of all codewords whose Fourier transform is
supported on . Write canonical expansions
for all . Let be a polynomial with coefficients in
and indeterminates in , where no
indeterminate occurs with an exponent greater than and
where the minimum of the -adic valuations of the coefficients
is . Then our polynomial evaluated with
yields a number that has -adic valuation at least , and there
is some so that the number yielded has -adic valuation
precisely .
Proof: We reduce to the case by dividing the poly-
nomial by . Then the statement that with always
has -adic valuation at least is immediate from the fact that the
coefficients of and the numbers are -adic integers.
Now we need to prove that there is some particular as de-
scribed above for which with yields a number that
is nonzero modulo . From Corollary 2.3, we know that
Thus, for the purposes of evaluating our polynomial at the points
of interest, we can replace the indeterminate with .
To do this in an orderly fashion, fix a set of -class represen-
tatives of and let be the cardinality of the -class repre-
sented by each . Then for each representing
-class , we modify the polynomial by
replacing each instance of the indeterminate with for
. The resulting polynomial, which we call , has in-
determinates in and an exponent
of the indeterminate can never exceed
Furthermore, the only way to obtain a monomial in which
appears with exponent (where
for all ) is to start with a monomial having
appearing with exponent for each . Thus, monomials in
with different exponents give rise to monomials in with dif-
ferent exponents. Thus, distinct monomials in give rise to dis-
tinct monomials in and so , like , has some coefficient that
does not vanish modulo .
Let GF denote reduction modulo , which
we extend in the usual way to polynomial rings over . We
want to prove that there is some among the codewords with
supported on so that evaluated with
yields a nonzero value. Note that is a nonzero polynomial
with coefficients in GF and the same restrictions on powers
of the indeterminates as are stated for above.
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From Theorem 2.5, we know that (and hence ) ranges
over the pointwise ideal in the ring
consisting of the elements that vanish at all points not in .
That is, ranges over the ring
Thus, each with and may be
varied independently of the others over the set consisting of
zero and the th roots of unity. Thus, each with
and may be varied independently over
GF and note that for each by Proposition 2.4, so
that GF GF . Thus, each indeterminate in
will be varied over some subset of GF of cardinality greater
than any exponent which has in . Then Lemma 3.10 of
[15], an elementary lemma on zeroes of polynomials over fi-
nite fields, shows that some assignment of values makes
nonvanishing.
C. Combinatorial Analysis of Accounts
In this subsection, which is preliminary to our analysis of
Abelian codes over , we always assume and that
is a -closed subset of with and , so that
. We shall be interested in unity-product but not all-unity
multisets supported on because such multisets play an impor-
tant role in our Main Theorem (Theorem 3.1) and its ramifica-
tions. In particular, we shall investigate instances of such mul-
tisets having minimal or close-to-minimal cardinality, namely,
the multisets in , , and .
We introduce some notation which we shall use in this and
the following sections. We shall often write terms like
where , , and . This simply means
where is a multiplicative inverse modulo in of . We
shall use the notation to denote the set of all elements of
that are true sets, i.e., have only and as coefficients. Then
set . For we also introduce the following
associated sets of accounts:
and
Note that all the elements of these sets are unity-product, not all-
unity multisets which are not sets. Furthermore, these multisets
consist of elements in since is -closed. Any has
and any or has .
Ultimately, we shall be able to classify elements of for
using the sets and such modified versions of as
appear in the collections described above. Our first step in
this classification is to establish that our collections of the form
are disjoint.
Lemma 5.10: Suppose that are unity-product, not all-
unity subsets of . Then for , the sets and
are disjoint unless and .
Proof: Consider sets of the form with a unity-
product and not all-unity subset of and . If
, then each has precisely one value of
such that and for this , we have ( if
or if ). On the other hand, if ,
then each has precisely one value of such that
and for this , we have . Finally, if , then
each has precisely two values of such that .
Thus, there is no overlap between sets of the form if their
second indices differ.
Now suppose that and are not disjoint. From the
previous paragraph, we must conclude that . If ,
there is some for some
. So and both must be the unique element
of where takes a value two or greater. So and then
. The proofs for and are similar.
We now provide the our classification of elements of for
sufficiently small in the following proposition.
Proposition 5.11: Suppose that . Then
(7)
and every has . Also,
(8)
where all the unions are disjoint. Finally
(9)
where all the unions are disjoint.
Proof: Note that the discussion before Lemma 5.10 proves
that the right-hand sides of (7)–(9) are included in , ,
and , respectively. We shall prove the other inclusions
later. The unions are disjoint by Lemma 5.10 and because the
sets contain sets while the sets contain multisets that
are not sets. We shall occupy ourselves with proving the case
. Once we finish this, we shall show that the others follow
almost immediately.
The proof of our claims above relies mainly on the following
construction: Suppose that is a unity-product and not all-unity
multiset supported on with for some (i.e., is a
multiset but not a set). Then is a unity-product
and not all-unity multiset with and is supported
on because is -closed. Thus, to prove (7) for , note
that if contained some element , then would
contain the element constructed above from , violating the
minimality of . If with , then
would be in , contradicting the minimality of .
To prove (8) for , let with
and form as above. Then and if we set ,
then we have with , i.e., .
To prove (9) for , let with
and form as described in the first paragraph of this proof. Set
and note that and . Now
and we use (8) to classify . If , then we
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see that . So henceforth assume that
for some , . Then .
If , then we have . So henceforth suppose
that is not a subset of . So either (i.e., is not a
set) or . We claim that is impossible. If , then
has a negative value at since is a set. Then is
since is a multiset,
but this implies . But then ,
contradicting a previous part of this proposition. So . But
then has a negative value at . Then is either
or since is a multiset. So
or . In the former case,
and note that (since , we must have
by a previous part of this proposition) and we have
and so . In the latter case, we have
with and . Thus,
.
Now note that the cases where follow easily from what
we have proved in the case . Specifically, for ,
so (7) is obvious. For , (8) becomes
which is just (7) when we had . For , both
sides of (8) are empty, so it is clearly true. The proofs of (9) for
are similar.
In the next subsection, we shall use this combinatorial clas-
sification of elements of for sufficiently small to compute
-adic approximations of terms arising in our Main Theorem
(Theorem 3.1) in the case where the alphabet is . These cal-
culations will be critical to proving the sharpness (in the sense
described at the conclusion of Section V-A) of our analogs of
McEliece’s theorem for Abelian codes over .
D. Polynomials Associated to Accounts
In our Main Theorem, we encounter terms of the form
where is defined so that for some
codeword and where is a unity-product but not
all-unity multiset supported on some support of . Such
terms will naturally arise in our analogs of McEliece’s theorem
for Abelian codes over . In order to prove the sharpness (in
the sense described at the conclusion of Section V-A) of such
analogs, we shall approximate -adically (i.e., modulo powers
of ) such terms as arise in our explorations.
In the remainder of this paper, all our theorems and lesser
results will assume that is a codeword with sup-
ported on a -closed set and that is the word
with . In stating and proving these results, and in em-
ploying them in the next section, we make use of the canonical
expansions of Section II-A to write . Note
that only two terms appear in the canonical expansion since
is obtained from by the standard lift. In this way, we define
functions
for
We begin with our -adic approximations of in the case
where is a set.
Proposition 5.12: Let be a subset of . Then
Proof: Since is a set, or for all , and so
. So
Expanding this product out and omitting terms whose coeffi-
cients vanish modulo finishes the proof.
Now we approximate terms associated to multisets which
are not sets but which are in for a set.
Proposition 5.13: Let be a subset of . Then
where is the number of with or
Thus, has -adic valuation at least and is a
-adic integer if is even.
Proof: For each , let be the account ,
so each is of the form for some .
Then
where we have used Corollary 2.3 in the first terms on either
side the third congruence. Now if , we have
or if , so . If , then ,
so . If , then , so . Otherwise,
and , so that and . So there
are multisets in with and the rest have .
Now
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and we know that the outer sums on the right-hand side index
over sets of size and , respectively, so that
All the are -adic integers, and and
, so we obtain
We can simplify the double sum to a single sum to obtain
and , thus finishing the proof.
Corollary 5.14: For any
has -adic valuation at least . If or is odd, then the
sum is a -adic integer.
Proof: Since , Proposition 5.11 shows that our
sum is
Now all the terms of the first sum are -adic integers by Propo-
sition 5.12 and all of the sums over have -adic valuation
at least by Proposition 5.13. If , then is empty
and so the double sum vanishes. If is odd, then our proposition
tells us that the sums over are -adic integers, since
is even.
We conclude with two lemmas which will be necessary for
proving sharpness in a particular unusual case of our analog of
McEliece’s theorem for Euclidean weight in Abelian codes over
. This is the case when but , and it is the only
situation in which we must examine elements of that have
cardinality two more than the minimal cardinality. Both lemmas
assert that we can approximate certain terms associated to such
elements of with polynomial functions of the ’s having
the following property.
Property 5.15: The polynomial has coefficients in , vari-
ables in the set , no variable appears
with exponent greater than one, and each monomial contains at
most one variable in the set .
Now we state and prove our two lemmas.
Lemma 5.16: Suppose that and let . Then
is congruent modulo to a polynomial with
Property 5.15.
Proof: Note that a sum of polynomials with Property 5.15
is a polynomial with Property 5.15. Thus, we shall prove the
claim by showing that each term in the sum is congruent
modulo to a polynomial with Property 5.15. Pick an arbitrary
and write and
where , , and are distinct elements of . Here we have
used the fact that from Proposition 5.11, so that
is a set. Then if , otherwise,
. In either case, to show that is congruent modulo to
a polynomial with Property 5.15, it suffices to show that is
congruent modulo to a polynomial with Property 5.15. Now
(10)
Note that
and applying Corollary 2.3, we obtain
Now substituting this into (10), we obtain
Expanding the product out, we obtain
Now all the terms on the right-hand side surely have Property
5.15 except possibly the terms for .
Such a term will not have all exponents less than or equal to
one if is not a set. In such a case, we shall show
that can be replaced with a polynomial with
Property 5.15. Since is assumed not to be a set, we
have . Then where is
the unique element of . Then is the set
and
where we have used Corollary 2.3 in the last equality. But this
last polynomial has Property 5.15.
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Our second lemma deals with terms associated with elements
of just as the previous one dealt with terms associated with
elements of .
Lemma 5.17: Suppose that and let . Then
is congruent modulo to a polynomial with
Property 5.15.
Proof: Note that a sum of polynomials with Property 5.15
is a polynomial with Property 5.15. Thus, we shall prove the
claim by showing that each term in the sum is congruent
modulo to a polynomial with Property 5.15. Pick an arbitrary
and write and ,
where , , and are distinct elements of . Here we have used
the fact that from Proposition 5.11, so that is a set.
Then note that by the definition of . Thus,
if , otherwise, . In either case,
to show that is congruent modulo to a polynomial with
Property 5.15, it suffices to show that is congruent modulo
to a polynomial with Property 5.15. Now
So
where the last congruence uses Corollary 2.3. Thus,
and another application of Corollary 2.3 gives
Thus,
Now all the terms on the right-hand side have Property 5.15 once
we establish that is a set. But
and
by the definition of , so we are done.
Now armed with sufficient knowledge of unity-product, not
all-unity accounts , and the terms associated to them,
we are ready to prove sharp analogs of McEliece’s theorem for
Abelian codes over .
E. Analogs of McEliece’s Theorem for Abelian Codes Over
Here we present sharp analogs of McEliece’s theorem for
Abelian codes over , where our notion of “sharpness” is es-
sentially as described at the conclusion of Section V-A. To be
more precise, we shall describe the common assumptions for the
theorems in this subsection and examine more carefully what we
mean by sharpness. We assume that is -closed and we always
consider the code consisting of all words whose Fourier trans-
form is supported on . Note that in doing this for all -closed
subsets of , we are not examining all Abelian codes over ,
as different codes can have the same minimal support for their
Fourier transform. As we saw in Corollary 2.6, only the tower
of supports of the Fourier transform, i.e., the minimal support
of the Fourier transform along with the minimal support of the
Fourier transform modulo , fully characterizes an Abelian code
over . Our sharp analogs of McEliece’s theorem can be sum-
marized as follows: For a given weight function of interest,
we prove that there is some so that is di-
visible by for all . This depends on and . The
results are sharp in the sense that there is some word such
that is not divisible by .
1) Hamming Weight and Number of Occurrences of a
Symbol: First we present the analogs to McEliece’s theorem
where the weight function is one that counts symbols:
Theorem 5.18: Set so that .
Then for and or for and
, we have
(11)
For and or for and
, we have
(12)
The sums over in the above congruences are -adic integers,
so that . If we vary over
all codewords with supported on , then
for some codeword.
Proof: By combining the Main Theorem (Theorem 3.1)
with Corollary 4.27, we obtain
where is the polynomial of degree
described in Corollary 4.27 which approximates uni-
formly modulo . Since for , we have
Now Corollary 5.14 shows that the sums over are all -adic
integers. We use the information about the coefficients of
given in Corollary 4.27 to obtain
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where and has a value which depends
on the weight function and , thus giving (11) or (12) in the
appropriate cases.
Now we use Proposition 5.11 to obtain
Then we use Propositions 5.12 and 5.13 to obtain
where is as defined in Proposition 5.13. Thus,
Now we regard the right-hand side as a polynomial with vari-
ables in . Note that no variable ap-
pears with exponent greater than one. The monomials in each of
the sums are distinct, since those in the second sum have higher
total degree than the others and those in the last sum have vari-
ables of the form which do not appear in the others. Finally,
at least one of the latter two sums is nonempty, since
by choice of , by Proposition 5.11, and or
by choice of . Therefore, we know that some mono-
mial has coefficient with -adic valuation precisely and
clearly all monomials have coefficients with -adic valuation at
least . Thus, we may apply Proposition 5.9 to prove that
always vanishes modulo but does not
vanish modulo for some codeword with sup-
ported on .
This proves Wilson’s strengthening ([16, Theorem 3], [17,
Theorem 9]) of the results of Calderbank, Li, and Poonen ([10,
Corollary 3.6]) and, in addition, shows that it is sharp. It also
generalizes Wilson’s result to Abelian codes. The improved re-
sult states that when , the Hamming weight is divisible
by , while the result of Calderbank et al. states that the
Hamming weight is divisible by (also as-
suming that is cyclic). The theorem here is stronger by an
additional power of when is even and greater than or equal
to . Otherwise, the results match. For example, if is the
cyclic group of order generated by the element and we
consider codewords whose Fourier transforms are supported on
, then and the strengthened
theorem tells us that Hamming weights are divisible by , while
Corollary 3.6 of Calderbank et al. tells us only that Hamming
weights are even.
2) Lee Weight: Now we examine Lee weight for Abelian
codes over . The theorem and its proof are quite similar to
the one for symbol counts and Hamming weights above.
Theorem 5.19: Set so that
. Then we have
The sums over here are -adic integers, so that
If we vary over all codewords with supported on , then
for some codeword.
Proof: The proof is similar to that of Theorem 5.18.
This proves Wilson’s strengthening ([16, Theorem 2]) of the
results of Calderbank, Li, and Poonen ([10, Corollary 3.6 ]) and,
in addition, shows that it is sharp. It also generalizes Wilson’s
result to Abelian codes. Calderbank et al. state that when
, the Lee weights are divisible by (in the case where
is cyclic). The improved result states that the Lee weights are
divisible by when . This strengthened version is
stronger by an additional power of for even. Otherwise the
results match.
3) Euclidean Weight: In our last theorem, we examine
Euclidean weight for Abelian codes over . The spirit of
the proof is the same as that of the proof of Theorem 5.18,
and the analysis of most cases closely parallels the analysis
found in that proof, but the cases when is small are somewhat
idiosyncratic because of the peculiar efficacy of polynomials
in approximating modulo small powers of . Thus,
the statement and proof of the theorem are somewhat more
intricate.
Theorem 5.20: If , we have
and for all codewords with
supported on , but for
some such codeword. If , then
(13)
and for all codewords with
supported on , but for
some such codeword. If or , then
and for all codewords with
supported on , but for
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some such codeword. If , set so that
. Then
The sums over here are -adic integers, so that
. If we vary over all codewords
with supported on , then
for some codeword.
Proof: First suppose that . By combining the Main
Theorem (Theorem 3.1) with Corollary 4.29, we obtain
since is a polynomial which approximates uniformly
modulo . By Corollary 5.14, the sum in our congruence is a
-adic integer and by using Proposition 5.11, we have
Thus, by Proposition 5.12, we have
Now we regard the right hand side as a polynomial with vari-
ables in . Note that no variable
appears with exponent greater than one. The monomials in each
of the sums are distinct, since those in the second sum have vari-
ables of the form which do not appear in the others. The
minimal -adic valuations of the coefficients is . Thus, we may
apply Proposition 5.9 to prove that always
vanishes modulo but does not vanish modulo for some code-
word with supported on .
Now suppose that . By combining the Main Theorem
with Corollary 4.29, we obtain
where
so that , , and . First note that
Corollary 5.14 shows that the -adic valuation of is
at least . Thus, the -adic valuation of
is at least and so vanishes modulo . So the term drops
out of the sum. Now Corollary 5.14 shows us that the sum over
is a -adic integer, so we may replace with in
our congruence to obtain (13).
We use Proposition 5.11 to obtain
(14)
Now we claim that can be approximated
modulo as a polynomial in variables
having rational coefficients, where the maximum ex-
ponent of any given variable is one and where the minimum
-adic valuation of the coefficients is . We begin the proof
of this by replacing the summands of the first sum over on
the right-hand side of (14) with their approximations modulo
from Proposition 5.12. We also replace the summands of the first
sum over with their approximations modulo from Proposi-
tion 5.12. Then replace the sums over (resp., , )
with their approximations modulo in Proposition 5.13 (resp.,
Lemma 5.16, Lemma 5.17). This will give
where is a polynomial with rational coefficients and vari-
ables in the set we specified and no variable appears with ex-
ponent greater than one. Furthermore, the polynomials which
arise from the application of Proposition 5.13 and Lemmas 5.16
and 5.17 have Property 5.15. On the other hand, the polynomial
arising from the two applications of Proposition 5.12 is
which has the monomial where
is some element of . Because the other polynomials have
Property 5.15, they do not have this monomial. Thus, has some
monomial whose coefficient has a -adic valuation of . We
claim that has no monomials with -adic valuation less than
. For if this were the case, then we could use Proposition 5.9
to prove that there is a codeword with supported on and
with
But this would contradict the latter part of Theorem 5.7 (ap-
plied with ). Thus, we have proved our claim about our
polynomial . So we may apply Proposition 5.9 to prove that
always vanishes modulo but does not
vanish modulo for some codeword with sup-
ported on .
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The cases and have proofs similar to that of
Theorem 5.18.
This slightly strengthens the results of Calderbank, Li, and
Poonen [10] and proves that the strengthening is sharp in our
usual sense. Their Corollary 3.6 states that when , the
Euclidean weights are divisible by (in the case where
is cyclic). Our theorem states that the Euclidean weights are
always even, divisible by if , and divisible by
when . Our theorem is stronger by an additional power of
when or is an even number greater than or equal to .
Otherwise the results match.
VI. CONCLUSION
Counting polynomial techniques have been used here to
prove some new analogs of McEliece’s theorem for Abelian
codes over . It is hoped that the theorems proved here will
be useful to coding theorists analyzing cyclic and Abelian
codes over . Such counting polynomial techniques show
great promise for attacking further problems in coding theory
and combinatorics, some of which is intimated in [17]. We
intend to deal with the application to codes whose alphabets
are arbitrary finite fields and Galois rings in another paper.
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