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1Approximation Algorithms for Wireless Link
Scheduling with SINR-based Interference
Douglas M. Blough, Senior Member, IEEE, G. Resta, and P. Santi
Abstract—In this paper, we consider the classical problem of
link scheduling in wireless networks under an accurate interfer-
ence model, in which correct packet reception at a receiver node
depends on the signal to interference plus noise ratio (SINR).
While most previous work on wireless networks has addressed
the scheduling problem using simplistic graph-based or distance-
based interference models, a few recent papers have investigated
scheduling with SINR-based interference models. However, these
papers have either used approximations to the SINR model or
have ignored important aspects of the problem. We study the
problem of wireless link scheduling under the exact SINR model,
and present the first known true approximation algorithms for
transmission scheduling under the exact model. We also introduce
an algorithm with a proven approximation bound with respect to
the length of the optimal schedule under primary interference.
As an aside, our study identifies a class of “difficult to schedule”
links, which hinder the derivation of tighter approximation
bounds. Furthermore, we characterize conditions under which
scheduling under SINR-based interference is within a constant
factor from optimal under primary interference, which implies
that secondary interference only degrades performance by a
constant factor in these situations.
Index Terms—Wireless link scheduling, spatial-TDMA, SINR-
based interference model, approximation algorithms.
I. INTRODUCTION
The classical problem of link scheduling in wireless net-
works, first studied in [11], has recently gained renewed inter-
est from the networking research community, mainly because
of its potential application in wireless mesh networks [3], [4],
[14], [16], [19], where the tight time synchronization between
nodes needed to schedule wireless transmissions is deemed
technically feasible. In fact, both the 802.16 [2] and 802.11s
[1] standards for mesh networks are considering TDMA-based
MAC implementation. Study of the link scheduling problem is
motivated by the likelihood that good scheduling techniques
can optimize mesh performance by maximizing throughput
and improving fairness properties.
There are several different versions of the scheduling prob-
lem for multihop wireless networks. In one version [6], flows
are given, flow demands are elastic, and the problem is to
construct a set of routes and a link schedule, over a sufficiently
long scheduling interval, that maximize the total throughput
(i.e. the sum of individual flow rates). In a second version
of the problem [7], link demands are given and the problem
is to construct a schedule of minimum length that satisfies
all demands. If new demands are placed on the network as
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soon as one set of demands is satisfied, minimizing schedule
length will also maximize throughput. While our algorithms
are formulated for this second version of the problem, we
discuss related work on SINR-based scheduling for the first
version as well. Yet another version, which is less common,
specifies end-to-end flow demands [6] instead of link demands.
For this version, as for the first version mentioned above,
routing and scheduling must be jointly considered. Given a
routing algorithm, this version can be trivially converted to
the link demand version. However, note that this version still
differs from the first in that demands are fixed rather than
elastic.
A crucial point to address when tackling any of the schedul-
ing problems is to determine whether a certain set of wireless
transmissions can occur in parallel without corrupting each
other. This, in turn, requires using appropriate models for
radio signal propagation and interference. In fact, in contrast
to wired networks, wireless communications share the same
(radio) communication channel, and interference between si-
multaneously transmitting links must be considered. The inter-
ference model has been shown to have a major impact on the
complexity of optimal wireless link scheduling. In fact, while
the first problem version is solvable in polynomial time under
the primary interference model1 [10], both problem versions
are known to be NP-hard under more complex interference
models (e.g., graph-based models [18] and SINR-based models
[7]).
Using accurate radio signal propagation and interference
models is fundamental to ensure that the schedules com-
puted by a certain algorithm do not lead to collisions in a
practical scenario. This explains the efforts in the research
community to derive near-optimal scheduling algorithms using
increasingly accurate models. In particular, several interference
models have been considered in the literature, including, most
recently, the physical (or SINR-based) interference model,
used for the first time in [8] to investigate asymptotical
wireless network capacity. The basic assumption of the SINR-
based interference model, i.e., that it is cumulative interference
power, and not the number of interfering signals, which
determines whether a packet is correctly received at the
intended receiver, has been recently experimentally validated
in a low-power wireless network [9]. Furthermore, in the same
paper, the authors show that graph-based and distance-based
interference models are inaccurate, and lead to throughput
degradation with respect to SINR-based models. Thus, usage
1In the primary interference model, two links conflict if and only if they
share a common endpoint.
2of the physical interference model for determining feasible
transmission schedules is motivated by its practical relevance.
According to the physical interference model, a set of
concurrent transmissions along links l1, . . . , lk do not corrupt
each other if and only if the SINR (Signal to Interference +
Noise Ratio) at each receiver is at least a certain threshold β,
when all nodes at the transmitter end of links l1, . . . , lk are
concurrently transmitting.
Designing and analyzing algorithms under this SINR-based
model is especially difficult, since, contrary to what happens
with simpler models such as graph-based [18] and protocol
interference [8], interference under this model is not local-
ized (i.e., even far-away interferers can potentially corrupt
a transmission), and does not induce binary “conflict” rela-
tionships between links (e.g., transmissions along links l1, l2
might not corrupt each other by themselves, but they might
corrupt each other when a third transmission along link l3 is
occurring). These intrinsic properties of the SINR model have
hindered derivations of computationally efficient wireless link
scheduling algorithms under this model. Only very recently
have these problems been approached in the literature [4], [5],
[6], [7], [12]. However, these prior works are either based on
unrealistic assumptions (unbounded transmit power) [12], or
use approximate SINR models in which the effect of noise
[7] or of far-away interferers [4], [5] is ignored, or ignore
certain difficult to schedule links [6]. Thus, to the best of our
knowledge, the problem of designing computationally efficient
wireless link scheduling algorithms with proven, deterministic
approximation bounds under the exact SINR model remains
open for both versions of the wireless scheduling problem.
Summary of contributions. In this paper, we present com-
putationally efficient scheduling algorithms for the schedule-
length-minimization version of wireless link scheduling under
the assumption that nodes use the same, fixed, transmission
power P . Through analysis of these algorithms, we prove,
for the first time under the exact SINR model, deterministic
approximation bounds on schedule length. While the first
algorithm we present is based on a greedy approach similar to
the one used in [4], [7], the second one significantly departs
from this approach. More specifically, the latter algorithm is
based on the idea of first computing an optimal schedule
under primary interference and then partitioning each of the
computed transmission sets Si into subsets S1i , . . . , Ski , with
the property that each of the Sji s is a feasible transmission
set under the (exact) SINR model. Thanks to this novel
algorithmic approach, we are able to prove an approximation
bound that is relative to the optimal schedule computed
under primary interference. Since the optimal schedule under
primary interference is, in general, shorter than the optimal
schedule under SINR-based interference, this approximation
bound is even stronger than approximation bounds relative to
the optimal SINR-based solution. This result is significant as
long as an optimal schedule under primary interference is com-
putable in polynomial time. In this paper, we present an exact
polynomial-time optimal algorithm for primary-interference-
based scheduling in forests, which can be used, e.g., in
many mesh network backbones wherein tree-based routing
from backbone nodes to gateways is done. Optimal primary-
interference-based scheduling can also be accomplished in
polynomial time for arbitrary networks, albeit for a slightly
different problem formulation than is used herein [10].
As a second major contribution of this work, we present
insights into which factors affect the complexity of optimally
scheduling links under the SINR model. In particular, we
identify a paradox that we call the “black-gray link paradox”,
which leads to the identification of a class of links that are
‘difficult to schedule’ (gray links). As our analysis shows,
the higher the fraction of gray links in the set of links to
schedule, the looser the approximation bounds we are able
to prove for our algorithms. In case no gray link occurs
in the network, our algorithms are proven to be within a
constant factor from optimal (Corollary 1). The same constant
approximation bound can be obtained if nodes are deployed
in a region of constant diameter, independently of the number
of black/gray links to schedule (Theorem 4). Furthermore, if
density of nodes per unit area is assumed to be constant, one
of our algorithms is proven to be within a constant factor
from optimal under primary interference (Theorem 8). To the
best of our knowledge, ours is the first characterization of
conditions under which wireless link scheduling under the
SINR model asymptotically achieves the same performance
as that achievable under primary interference. This result
indicates that under some (reasonable) assumptions, the impact
of secondary interference on network throughput is asymp-
totically marginal. The approximation bounds of the various
algorithms considered in this paper, as well as of existing
algorithms, are summarized later in Table I.
The rest of this paper is organized as follows. In Section
II, we survey recent works related to our study. In Section
III, we introduce notation and define the problem considered
in the rest of the paper. In Section IV, we elaborate on the
effect of ignoring noise in a recently proposed approximation
algorithm for the wireless link scheduling problem under an
SINR-based model, and describe a phenomenon which we call
the “black-gray link paradox”, which hinders the derivation
of tight lower bounds to wireless link scheduling complexity
under the exact SINR-based model. In Section V we present
our approximation algorithms based on the exact SINR-based
model, and prove their properties in terms of performance
bounds and time complexity. Section VI concludes.
II. RELATED WORK
The problem of wireless link scheduling has been deeply
investigated in the literature following the seminal work by
Nelson and Kleinrock [11]. It has been investigated either in
isolation (the approach considered in this paper), or as part of
the more general problem of investigating network capacity
limits, which encompasses also finding optimal routes between
source destination pairs, transmission power assignment, and
so on. Herein, we focus primarily on the schedule length
minimization version of the problem [7].
Given the shared nature of the communication medium
in a wireless network, how to model interference between
transmissions occurring on different, spatially separated links
is a fundamental component of the network model, which con-
siderably affects computational and algorithmic complexity. A
3first fundamental distinction is between models that consider
only primary interference, and those considering also effects
of secondary interference. Primary interference, according to
which two links interfere with each other if and only if they
share a common endpoint, is a mandatory constraint to model
single radio per node networks. On the other hand, secondary
interference models a peculiar feature of wireless communica-
tions, i.e., usage of a shared communication medium, implying
that two links can interfere with each other even if they
do not share endpoints. Several models accounting for both
primary and secondary interference have been considered in
the literature, which can be roughly classified into graph-based
(e.g., hop-based [18]), distance-based (e.g., the protocol model
of [8]), and SINR-based models (e.g., the physical model of
[8]).
It is important to observe that there is a significant difference
in the complexity of computing a minimum-length schedule,
depending on whether secondary interference is considered
or ignored: while this problem can be solved in polynomial
time with primary interference only (which is equivalent to 1-
hop, graph-based interference) [10], it becomes NP-hard when
considering models that include secondary interference, e.g.
SINR-based models [7].
A second important distinguishing feature of interference
models is whether only local, pair-wise interference is consid-
ered, or all possible simultaneous communications occurring in
the network are taken into account. Graph-based and distance-
based interference models belong to the former category,
whereas SINR-based interference models belong to the latter.
The global nature of the SINR-based interference models
challenges the design of algorithms with proven approximation
bounds with respect to optimal, since under these models it
is not possible to spatially divide the deployment area into
smaller regions, with the property that link scheduling in
different regions can be done independently. Furthermore, the
global nature of SINR-based interference models hinders the
design of localized, distributed scheduling algorithms based
on these models.
Recently, a few papers have addressed some of the chal-
lenges related to SINR-based interference models.
In [12], Moscibroda and Wattenhofer derive upper bounds
on the length of schedules built according to the exact SINR
model, under the assumption that nodes can use arbitrarily
high transmission power, which is unrealistic in practical
scenarios. The works that are more closely related to ours
are [4], [7], in which the authors present computationally effi-
cient scheduling algorithms with proven approximation bounds
under the assumption that nodes use the same, constant,
transmission power. However, the bounds proven in [4] are
very loose, hold only in a probabilistic sense under a random
node distribution assumption, and are obtained for an SINR-
based interference model in which interference from far-away
transmitters is neglected. The interference model used in [7]
is also an approximation of the SINR model, in which the
effect of noise is neglected. As we will thoroughly discuss
in the following, the interference model considered in [7] is
significantly different from the exact SINR model, and the
approximation bound given in [7] does not hold in the exact
model.
Another work which is closely related to ours is [6],
in which the authors consider the throughput maximation
version of the link scheduling problem under the exact SINR-
based interference model. The authors present polynomial time
algorithms that achieve a throughput within certain, non-trivial
bounds from optimal. Interestingly, the approximation bounds
are valid only under the assumption that the transmit power
of nodes is slightly decreased (by a constant, multiplicative
amount (1 + ²), where ² > 0 is an arbitrary constant) with
respect to the transmit power used in the original problem
instance. A consequence of this is that certain links, including
the so-called black and gray links that we have identified as
critical, are ignored by the algorithm. Thus, the approximation
bounds hold only when no such links are present in the
network.
It is also worth mentioning two recent papers in which local-
ized, distributed algorithms working under SINR-based inter-
ference models have been designed. In [5], Brar et al. present
a localized, distributed implementation of the GreedyPhysical
scheduling algorithm presented in [4], which thus achieves
the same approximation bounds (under the approximate SINR
interference model described above). In [17], Scheideler et
al. present a localized, distributed algorithm for building a
dominating set under the exact SINR interference model. Both
algorithms make extensive use of physical carrier sensing to
achieve local computation at the nodes, while guaranteeing al-
gorithm operations under the global SINR interference model.
III. BACKGROUND
A. Problem Formulation
Given is a weighted communication graph G = (V,E)
where edge e = (s, r) ∈ E represents a directed wireless link
between a sender s and a receiver r in the network. Graph G
is geometric, i.e., nodes in V can be thought of as points in the
two-dimensional plane, and edge e = (s, r) ∈ E implies that
d(s, r) ≤ rt, where d(s, r) is the Euclidean distance between
nodes s and r. In other words, a directed edge between nodes s
and r can exist only if r is within distance rt from s, where rt
is the maximum transmission range (see below for a formal
definition). Directed edges in E represent directed wireless
communication links used to carry traffic between network
nodes. For this reason, in the following we will use terms
“edge” and “link” interchangeably.
Note that E in general is a subset of the set of all possible
links between nodes in V . This is to model situations in
which a routing algorithm has selected a subset of all possible
communication links to actually carry traffic (e.g., a set of trees
routed at the gateways in case of wireless mesh networks).
Again, we stress that the focus of this paper is on optimal
link scheduling, hence we assume that a routing algorithm
has already been executed, and the set of links to schedule
with relative demands (see below) is given.
For each edge e ∈ E, weight de represents the (current)
traffic demand on link e. In case of time-varying traffic de-
mands, we can think of periodically re-exucuting the presented
algorithms in order to adapt to the new traffic distribution.
4In some places, we assume all edges have a weight of one.
This is referred to as the unit demand case, as has been done
in some previous work [7], [12]. The problem is then to
construct a schedule, S1, S2, ... , Sk, where edge e is assigned
to exactly de of the Si slots, the set of edges Ei assigned
to slot Si is a feasible transmission set with respect to the
interference model under consideration, and k is as small as
possible. A feasible transmission set is a set S¯ of wireless
links for which, if all of nodes at the transmitter end of edges
in S¯ are transmitting concurrently, all of the receivers will
correctly receive their intended packets, according to some
model of the interference caused by one communication on
reception of another communication. We discuss interference
models later in this section. A schedule S1, S2, ... , Sk is
feasible if and only if all the Si’s are feasible transmission sets
(w.r.t. the considered interference model). We are interested
in constructing minimum-length feasible schedules, so as to
maximize the overall throughput of the network. This is the
problem considered, e.g., in [4], [7], [10], [12], [18]. Note
that the dimension of our problem is the number n of links to
schedule, i.e., |E|, and not the number of network nodes.
B. Radio signal propagation
We adopt the classical model for radio signal propagation
in wireless networks, which is referred to as the log-distance
path loss model. In this model, the radio signal strength
(power) at a distance d from the transmitter is given by
P/dα, where P is the transmission power and α > 2 is the
path loss coefficient [15] (the actual value of the constant
α depends on the environment – e.g., indoor or outdoor).
Up to technical details, our results can be extended to more
general radio propagation models that accounts for irregular
radio coverage area, such as the cost-based model proposed
in [17], which is shown to closely approximate log-normal
shadowing propagation. In the following, we assume all nodes
use the same transmit power, an arbitrary constant P .
C. Interference Models
The simplest interference model for single radio, half-
duplex wireless networks (i.e., networks in which each node
is equipped with a single, half-duplex radio) is the primary
interference model, according to which two links cannot
transmit simultaneously if and only if they share an endpoint.
More accurate interference models consider also secondary
interference, which accounts for the fact that all nodes in a
wireless network share the same radio communication channel.
In particular, in this paper we use the SINR interference
model [8] (a.k.a. physical interference model), according to
which the successful reception of a packet sent by node s
and destined to node r depends on the Signal-to-Noise-plus-
Interference-Ratio (SINR) at r. To be specific, denoting by
Pr(x) the received power at node r of the signal transmitted
by node x, a packet along link (s, r) is correctly received if
and only if:
Pr(s)
N +
∑
w∈V ′−{s} Pr(w)
≥ β , (1)
Fig. 1. 4-coloring used in step 6. of algorithm GOW*.
where constant N is the background noise, V ′ is the subset
of nodes in V that are transmitting simultaneously, and β is a
constant threshold (the SINR threshold)2. In the SINR model,
every concurrent transmission in the network (including trans-
missions between very distant nodes) must be explicitly con-
sidered when evaluating whether any single given transmission
is successful.
Combining equation (1) with the formula for radio signal
propagation, we have that a packet sent along link (s, r) is
correctly received if and only if:
P
d(s,r)α
N +
∑
w∈V ′−{s}
P
d(w,r)α
≥ β .
The above formula leads to the notion of maximum trans-
mission range, denoted rt, which is defined as the maximum
distance up to which a packet can be correctly received in
absence of interference, i.e., when set V ′ − {s} is empty.
Formally,
rt = α
√
P
βN
. (2)
In [7], the SINR model is considered without noise, i.e., it
is assumed that N = 0 in Inequality (1). We refer to this as the
SIR model. Observe that in the SIR model, a link has a positive
budget up to infinite distances in absence of interference, i.e.,
the transmission range is infinite. This is a major difference
w.r.t. to the SINR model in which the link budget is positive up
to a finite distance even in absence of interference. As we shall
see, this difference between the two models has a significant
impact on the complexity of deriving efficient approximation
algorithms for the scheduling problem. More specifically, the
fact that the transmission range is finite in the SINR model
gives rise to what we call the “black-gray link paradox”, which
we carefully describe in the next section.
IV. THE BLACK-GRAY LINK PARADOX
Consider a transmission from a node s to a node r and
assume that r is exactly at the border of s’s transmission
range (i.e., the SINR at node r in absence of interference
– the SNR – is exactly β). In this situation, independently
2In practice, the exact value of β depends on the desired data rate on the
wireless channel, the modulation scheme, etc.
5of the size of the deployment region, no other transmission
concurrent with that along link (s, r) is possible, since even a
very tiny contribution to the interference is sufficient to drive
the SINR at r below β. Hence, if we call black those links
such that the sender-receiver distance is exactly equal to rt,
then sequentially scheduling black links is the best that even
the optimal algorithm can do (i.e., black links are “easy to
schedule”). However, let us now consider a link (w, z) (call it
a gray link) such that the SINR at z in absence of interference
is β + ², for some arbitrarily small constant ² > 0. If the
deployment region is unbounded, then we can put a concurrent
transmitter t1 at a large enough distance from z in such a way
that the SINR at z when t1 is transmitting is some value β+²′,
for some 0 < ²′ < ². Since we can repeat this argument over
and over, if the deployment region is unbounded, we can have
an infinite number of transmissions going on in parallel to
the transmission along link (w, z) without impairing correct
message reception at z. We thus have the following apparent
paradox, which we call the black-gray link paradox: if l is a
black link, it must be scheduled sequentially (i.e., only one
simultaneous transmission is possible) even if the deployment
region is unbounded; on the other hand, if l is a gray link,
then an infinite number of transmissions can potentially be
scheduled in parallel with transmission along l (i.e., Ω(n)
simultaneous transmissions are, in principle, possible). This
huge difference in potential concurrency comes despite an
arbitrarily small difference in SNR values for black and gray
links.
As we shall see, the “black-gray link paradox” hinders the
derivation of tight lower bounds to the number of time slots
needed to schedule optimally gray links. As a consequence, the
quality of our derived approximation bounds for the wireless
link scheduling problem under the SINR model is heavily
affected by the black-gray link paradox. In particular, gray
links are ‘difficult to schedule’: if few or no gray links are
present, we can prove an O(1) approximation bound for our
scheduling algorithm; however, if relatively more gray links
are present in the network, the approximation bound becomes
looser; in the extreme case in which all the links to schedule
are gray, we can prove only the trivial O(n) approximation
bound.
A possible way to limit the extent of the “black-gray link
paradox” is to make some assumptions on the size of the
deployment region. In particular, if the deployment region is
assumed to have bounded diameter, we can prove an O(1)
approximation bound for the problem of optimally scheduling
transmissions under the SINR model regardless of the number
of gray links to schedule.
We close this subsection with a brief analysis of how the
black-gray link paradox manifests itself also in the work
presented in [6], which, similarly to our work, is based on
the exact SINR interference model. In fact, the approximation
bounds reported therein (which are of the form O(g(L)) for
the case of homogeneous transmit power assignment, where
g(L) is defined as in [7]) are valid up to the following technical
trick. Let I= (V,E,D, P ) be a problem instance, where V
is the set of nodes, E is the set of possible links, D is the
vector of source/destination pairs, and P is the nodes transmit
power3. Furthermore, let I ′(²) be the ² power-reduced instance
of I (² is an arbitrary constant > 0), i.e., the problem instance
in which all nodes use transmit power P/(1 + ²), and the
set E′ ⊆ E of all possible links is reduced accordingly. The
authors of [6] show that the solution S of a certain linear
program built on I ′ is feasible also for the original problem
instance I, and that the throughput achieved by S is within
a factor O(g(L)) from the optimal solution of I ′, not of the
original instance I. Technically speaking, the one presented
in [6] is not an approximation bound, since no relationship
between the optimal throughput for instance I and that for
instance I ′ is proven. Note that the introduction of the (1+ ²)
margin to the nodes transmission power is needed to keep
possible communication links (the set E′) sufficiently above
the required threshold β for correct message reception, i.e., to
avoid occurrence of gray links.
V. APPROXIMATION ALGORITHMS
A. Analysis of Algorithm GOW
Our first approximation algorithm, referred to as GOW*,
is presented in the next subsection. GOW* builds on the
algorithm of [7], which is referred to as GOW in the rest of
this paper. In order to understand GOW*, we first review the
operation of Algorithm GOW, and we also evaluate GOW’s
performance under the true SINR model in light of the black-
gray link paradox.
Algorithm GOW is designed for the case of unit link
demands, i.e., de = 1 for each e ∈ E, and is based on
the idea of partitioning links into length classes C0, C1, . . . ,
with the property that ∀li, lj ∈ Ch, 12 ≤ length(li)length(lj) < 2. For
each such class Ci, a proper square cell partitioning of the
(possibly infinite) deployment region (i.e., of the portion of the
plane where nodes in V lie) is defined. The analysis of GOW
in [7] ignores the effect of noise and thus, given that rt =∞
in the SIR model, the possible number of length classes is
infinite as well. Cells are then 4-colored in such a way that
no two adjacent cells have the same color (see Figure 1). A
fundamental property of algorithm GOW is that, if the side
of the square cells is chosen properly, links whose receivers
are in different cells with the same color can be scheduled in
the same slot without corrupting each other’s transmissions.
A crucial point in the derivation of the approximation factor
reported in [7] is that the above property holds if the cell
side for length class Cx is set to a constant multiple of the
minimum length of links in Cx. The value of this constant is
denoted µ. For each of the cell partitionings corresponding to
the various length classes, the authors then prove an upper
bound on the maximum number of feasible transmissions
whose receivers are in the same cell, which is shown to be
a certain constant q(µ) depending on µ. This upper bound
is used to prove the approximation bound: the basic argument
here is that algorithm GOW schedules all links whose receivers
are in the same length class and same cell sequentially, while
the optimal algorithm can schedule at most q(µ) of them in
3We recall that the authors of [6] consider the more general problem
of approximating network capacity, hence routes between source/destination
pairs are not specified, but are part of the computed solution.
6a single slot, resulting in an overall O(g(L)) approximation
bound, where g(L) is the number of length classes (which can
be as high as O(n) if link lengths grow as a geometric series).
To factor noise into the analysis, we first observe that links
have a maximum possible length, which equals rt, as defined
in Equation 2. Another effect of considering noise is that the
value of µ used to determine the cell partitioning is no longer
a constant, but is instead a function µ(x) of the considered
length class Cx. In particular, µ(x) is unbounded for the last
length class (the one including links whose length is within a
factor 12 from the transmission range). Since µ(x) for the last
length class is unbounded, also the number q(µ(x)) of feasible
concurrent transmissions in the same cell becomes unbounded
for this length class. On the other hand, algorithm GOW
schedules all links in the last length class sequentially (because
µ(x) is unbounded), implying a trivial O(n) approximation
bound (even if g(L) is a constant) for the performance of the
scheduling algorithm.
In summary, due to the difficulty of scheduling gray links,
the result of directly applying Algorithm GOW in the true
SINR model is a trivial approximation bound. In the next
subsection, we show how Algorithm GOW can be extended
to handle gray links and provide non-trivial approximation
bounds even in the true SINR model.
B. Algorithm GOW*
Similarly to [7], we assume unit link demands through-
out this section. Algorithm GOW* is reported in Figure 2.
There are two main differences between Algorithms GOW
and GOW*: 1) links are grouped according to a SNR-based,
instead of distance-based, criterion; and 2) links with the
smallest SNR values (black and gray links according to the
terminology introduce above) are treated separately.
Grouping links according to SNR instead of distance has
several advantages. The major advantage is that, independently
of the actual link lengths, there are a constant number of
classes to consider. This is because: i) the minimum possible
SNR value for a feasible link is β, by the very same defi-
nition of SINR model; and ii) the maximum possible SNR
value is P/N , corresponding to the situation in which the
receiver is within a distance known as near-field [15] from
the transmitter, where the received signal power is the same
as the transmitted power4. It is worth noting that situations in
which the minimum link length converges to 0 (e.g., when an
increasing number of nodes is distributed uniformly at random
in a region of unit area – see, e.g., the analyses of [4], [8])
are also handled by our model, since the maximum possible
SNR value of P/N is assigned to arbitrarily short links.
Note that, under our working assumption of log-distance
radio propagation with path loss exponent α > 2, links in the
k-th SNR class have length
Dk+1 =
(
P
(1 + ²)k+1βN
) 1
α
< Lk ≤
(
P
(1 + ²)kβN
) 1
α
= Dk ,
4By fundamental laws of physics, the received signal power can be at most
as large as the transmitted power.
Algorithm GOW*:
Input: A set E of n edges (links) with unit demand
Output: A feasible schedule S01 , . . . , S0k0 , S1, . . . , St
under SINR model
1. t = 1
2. Let C = {C0, . . . , Cblog1+²(P/βN)c=k¯} be such that Ck
is the set of links li such that
(1 + ²)kβ ≤ SNR(li) < (1 + ²)k+1β in E
3. sequentially schedule all the links in class C0
in slots S01 , . . . , S0k0
4. for each Ck 6= ∅, with 1 ≤ k ≤ k¯
5. Partition network deployment region into squares
of width µ ·Dk+1
6. 4-color the squares such that no two adjacent squares
have the same color
7. for j = 1, . . . , 4
8. Select color j
9. repeat
10. For each square A of color j, choose a link li ∈ Ck
with receiver in A; Lkj = Lkj ∪ {li}
11. t = t+ 1; St = Lkj
12. until all links of Ck in selected squares are scheduled
13.return S01 , . . . , S0k0 , S1, . . . , St
Fig. 2. The GOW* Algorithm.
and that black and gray links are included in class k = 0
(this amounts to classifying as gray those links whose SNR is
below (1+²)β and greater than β, for a given value of ² > 0).
When considering links in class k ≥ 1, the deployment
region is divided into square cells of side µDk+1, where
constant µ is defined as follows:
µ = 2
(
64(1 + ²)β(α− 1)
α− 2
) 1
α
.
Cells in the same class are then 4-colored in such a way
that no to adjacent cell have the same color (recall Figure 1).
Then, at steps 7–12 links are greedily scheduled in successive
slots, with the property that only links with the same color
whose receivers are in different cells are assigned with the
same slot.
We first prove that the schedule computed by Algorithm
GOW* is feasible under the SINR model. Then, we show an
upper bound to the length of the schedule constructed by our
algorithm w.r.t. optimal.
Theorem 1: Assume that ² ≥ 17 . Then, the schedule com-
puted by Algorithm GOW* is feasible under the SINR model.
Proof: We first observe that links in class C0 are sched-
uled sequentially, thus the resulting slots are obviously feasible
under the SINR model. Let us now consider a slots containing
links in class Ck, for some 1 ≤ k ≤ blog1+²(P/βN)c = k¯.
We now upper bound the interference that a receiver r in
a certain cell S in the partitioning obtained for class Ck.
Once we focus on a receiver r in specific cell S, the cells
containing receivers of the interfering links can be arranged
in circumcentric square frames around S. The inner frame
contains 32 − 12 = 8 cells, the second frame contains
52− 32 = 16 cells, and in general the h-th frame will contain
7(2h + 1)2 − (2h − 1)2 = 8 · h cells. The generic receiver
contained in the h-th frame will be at least (2h − 1)µDk+1
apart from r. Considering that in class k all links have a
length smaller that Dk, the minimum distance between r and
a sender relative to frame h is (2h − 1)µDk+1 − Dk =
(2h−1)µDk/(1+²)1/α−Dk = Dk((2h−1)µ(1+²)−1/α−1).
Hence, the total interference Ir experienced by r can be upper
bounded by
Ir <
∞∑
h=1
8h · P
Dαk · ((2h− 1)µ(1 + ²)−1/α − 1)α
(3)
≤ 8P
Dαk
∞∑
h=1
h
( 12 (2h− 1)µ(1 + ²)−1/α)α
(4)
=
8(1 + ²)P
(1/2)αµαDαk
∞∑
h=1
h
(2h− 1)α (5)
≤ 8(1 + ²)P
(1/2)αµαDαk
∞∑
h=1
h
(2h− h)α (6)
=
8(1 + ²)P
(1/2)αµαDαk
∞∑
h=1
1
hα−1
(7)
≤ 8(1 + ²)P
(1/2)αµαDαk
· α− 1
α− 2 (8)
where (4) follows because x− 1 > x/2 for x > 2 and indeed
(2h−1)µ(1+²)−1/α is always greater than 2, and (8) follows
from a known bound on Riemann’s zeta function.
The SINR for the receiver r can thus be bounded by
SINR(r) ≥
P
Dαk
Ir +N
=
8 · (1 + ²)k
(1 + ²)k + 8
· β ≥ β
since k ≥ 1 and ² ≥ 17 .
Definition 1: Given a problem instance G = (V,E),
the maximal SNR density ∆max is the maximal number
of receivers in a cell of class Ck, for some 1 ≤ k ≤
blog1+²(P/βN)c = k¯. Constant k¯ is called the SNR diversity
of instance G.
We now prove an upper bound on the length of the schedule
computed by Algorithm GOW*.
Theorem 2: The schedule computed by Algorithm GOW*
has O(|C0|+∆max) length, where |C0| is the number of links
in class C0 .
Proof: Links in class C0 are scheduled sequentially,
which brings the |C0| term in the big-O notation. Links in
class Ck, for 1 ≤ k ≤ k¯, whose receivers are in a cell of color,
say, j, are scheduled in parallel if they are in different cells;
hence, the number of slots needed to accommodate all links in
class Ck is the number of receivers in the maximally occupied
cell, which we denote ∆kmax, times the number of colors. We
then have that the total schedule length is upper bounded by
|C0|+
∑k¯
k=1 4·∆kmax ≤ |C0|+4·k¯ ·∆max ∈ O(|C0|+∆max).
We are now ready to prove the approximation bound for
Algorithm GOW*.
Theorem 3: Algorithm GOW* computes a schedule whose
length is within a factor:
i) O(|C0|) = O(n) from optimal when ∆max = 0;
ii) O( |C0|∆max ) from optimal when ∆max > 0 and ∆max ∈
o(|C0|);
iii) O(1) from optimal when ∆max > 0 and ∆max ∈
Ω(|C0|).
Proof: We first consider case i). In this case, we can
use the trivial lower bound 1 on optimal schedule length and
Theorem 2 to conclude that Algorithm GOW* is within a
factor O(|C0|) from optimal, which is O(n) since ∆max = 0
implies that all links are in class C0.
Assume now that ∆max > 0. We start by proving an upper
bound on the number of feasible transmissions with receivers
belonging to the same cell S relative to length class Ck, for
1 ≤ k ≤ k¯. In particular, we prove that no more than
q =
((1 + ²)1/α +
√
2µ)α
β
links with receiver belonging to the same cell can be scheduled
together, where link class Ck as above is considered. The value
of q is obtained by solving the following inequality
P/Dαk+1
N + x · P/(√2µDk+1 +Dk)α
< β (9)
which leads to
x < (1− 1
(1 + ²)k+1
)
((1 + ²)1/α +
√
2µ)α
β
from which the above value of q is obtained. Inequality (9)
comes from assuming the largest possible received power
at the numerator, and the minimum possible contribution to
interference from links whose receiver end is in cell S.
From the above fact, it follows that links belonging to a cell for
which link occupancy is ∆max are scheduled in at least ∆maxq
slots in the optimal schedule. This leads to an Ω(∆max) lower
bound on the length of the optimal schedule. By Theorem 2,
we have an approximation ratio with respect to optimal of
O( |C0|+∆max∆max ). In case ii), we have that O(|C0|+∆max) =
O(|C0|), and the approximation bound becomes O( |C0|∆max ). In
case iii), we have O(|C0| + ∆max) = O(∆max), and the
approximation bound becomes O(1). This concludes the proof
of the theorem.
Corollary 1: If |C0| ∈ O(1), then the approximation bound
of algorithm GOW* becomes O(1).
As observed above, the GOW* approximation bound de-
pends on the number of long links (black and gray links) in the
network: the higher this number, the worse the approximation
bound. This suggests that the network designer might want
to select links with a relatively high SNR value for routing
network traffic (i.e., to include in link set E), so that the
performance of the scheduling algorithm becomes close to
optimal. Note that wireless links are typically subject to link
quality fluctuations, due to the time varying nature of radio
signal propagation. Hence, selecting links with relatively high
SNR values is very reasonable in practice, since they provide
good transmission quality also in presence of radio signal
fluctuations5.
5Time varying radio signal propagation is not accounted for in the log-
distance path loss model, which can be thought of as representing the time
averaged intensity of the radio signal at a certain distance from transmitter.
8For instance, if we consider typical settings of P =
100mW = 20dBm, N = −90dBm, β = 10dB, and α = 3,
we have a nominal transmission range of 2.154Km; if we
set ² = 1/7 when defining the SNR classes, we get an O(1)
approximation bound for GOW-PI by excluding links of length
larger than 2.060Km from the set of links used to route traffic.
We now prove a stronger approximation bound for the case
where network nodes V are deployed in a region R with
bounded diameter.
Theorem 4: Assume nodes in V are deployed in a region
R of constant, bounded diameter diam(R). Then, Algorithm
GOW* computes a schedule whose length is within a factor
O(1) from optimal, regardless of the number of links in class
C0.
Proof: To prove the theorem it is sufficient to show that,
under the assumption that diam(R) is a constant, at most
a constant number q′ of links in class C0 can be scheduled
concurrently by the optimal algorithm. From this observation,
we have a lower bound of Ω(|C0| + ∆max) on the optimal
schedule length, and the theorem follows by Theorem 2.
The above fact can be easily shown by solving inequality
P/Dα1
N + q′ · P/diam(R)α < β
where diam(R) is the maximum distance between a pair of
nodes in R, which results in q′ > diam(R)α ·N/P , which is
a constant under the theorem assumptions.
To the best of our knowledge, the bounds proved in Theo-
rems 3 and 4 are the first non-trivial, deterministic approxima-
tion bounds for the problem of wireless link scheduling under
the SINR model.
Before ending this section, we formally prove that GOW*
has polynomial time complexity.
Theorem 5: Algorithm GOW* has O(n · k¯ · ]C · ∆max),
where ]C is the maximum number of cells in a partitioning of
the deployment region computed at step 5. of the algorithm.
Proof: The outer for cycle (steps 4.–12.) is executed k¯
times. At each iteration, for each of the 4 colors considered, all
the squares of current color are scanned (O(]C) operations),
and possibly a link is selected in each square (O(∆max)
operations). This repeat-until cycle is repeated O(|E| = n)
times. Hence, GOW* time complexity is O(n · k¯ · ]C ·∆max).
C. Algorithm PRIMARYSINR
In this subsection, we present an algorithm for which
we prove approximation bounds with respect to the optimal
scheduling under the primary interference model. We recall
that a transmission set S = {l1, . . . , lh} is feasible under the
primary interference model if and only if no two links share
a common endpoint. Furthermore, throughout this subsection
we allow arbitrary integer link demands.
We first present algorithm PRIMARY (Figure 3), which
computes an optimal schedule under primary interference in
polynomial time, under the assumption that links in E form a
forest. This is a very reasonable assumption, e.g., in a wireless
mesh network scenario, where traffic is typically directed to
Algorithm PRIMARY:
Input: A disjoint forest G = (V,E) of links to schedule
An integer weight di > 0 associated with each link li ∈ E
Output: An optimal schedule SPr under primary interference
1. Let E = {RT (u1), .., RT (uk)}, where RT (ui) are the
trees forming the forest and x is the root of tree RT (x)
2. CurForest = E; SPr = ∅
3. create empty slot S1; lastSlot = 1
4. repeat
5. CurTree = Extract(CurForest)
6. L = {unmarked links incident into root(CurTree)}
7. h = 1
8. for each li ∈ L
9. repeat
10. if (root(CurTree) /∈ Sh) then
Add li to Sh; di = di − 1
11. h = h+ 1
12. if h > lastSlot then
create empty slot Sh; lastSlot = h
13. until di = 0
14. mark link li
15. if (endnode(li) is not a leaf)
then CurForest = CurForest ∪RT (endnode(li))
16. until CurForest = ∅
17. return SPr
Fig. 3. Algorithm PRIMARY
gateway nodes along a reversed tree. Note that under this
assumption, the number of links to schedule is in the same
order as the number of network nodes. Hence, throughout this
subsection, we assume the network has n nodes and at most
n− 1 links.
Differently from the algorithms for optimally scheduling an
arbitrary link set under primary interference based on linear
programming reported in [10], [13], algorithm PRIMARY is
based on a simple greedy approach, and has a much lower
computational complexity (O(n3), instead of O(n4|E|) =
O(n5) for the algorithm of [13] – faster than the original
algorithm of [10]).
Algorithm PRIMARY separately considers each tree in the
forest. Function Extract (step 5.) extracts a tree from the
current forest according to some policy (e.g., FIFO)6. When
tree RT (x) rooted at node x is considered, all links incident
into x that are still unprocessed are inserted in set L (step
6.). Then, transmission slots are scanned starting from the
beginning, and the currently considered link li is inserted into
slot Sh provided node x is not an endpoint of a transmission
already scheduled in Sh (this is the meaning of the condition of
the if at step 10.). If the link is scheduled in slot Sh, its demand
is decreased by one (step 10.). Independently of whether link
li has been scheduled in slot Sh, the slot index is increased by
one (step 11.), and a new slot is created in case all currently
available slots have already been considered (step 12.). Link
li is repeatedly scheduled into non-conflicting slots until its
demand is 0. When the demand on link li is satisfied, possibly
a new tree is inserted in the current forest. This occurs when
the node at the other endpoint of link li (returned by function
6The policy used to extract trees form CurForest has no influence on the
optimality of the algorithm.
9endnode(li) – step 15.) is not a leaf of RT (x). After link li
has been processed, the next link in set L is considered and
so on, until all links in set L have been considered. After all
links in L have been processed, a new iteration begins at step
4. Note that when a new iteration is started the slot index is
set to 1 (step 7.). This ensures that a minimum length schedule
is built (see the following for a formal proof). The iterative
process stops when the current forest becomes empty, and the
computed schedule is returned (step 17.).
Theorem 6: Algorithm PRIMARY computes a schedule SPr
for the input forest G = (V,E) that has the following
properties: i) it accommodates the input demand; ii) it is
feasible under primary interference; and iii) it has minimum
length d(E) among all schedules satisfying i) and ii), where
d(E) = maxu∈V
∑
li∈Eu di and Eu is the set of links incident
into node u.
Proof: Property i) follows easily from the fact that each
link is repeatedly included in different slots until its demand
is satisfied (steps 9.–17.). To prove property ii), it is sufficient
to show that links scheduled in the same slot by algorithm
PRIMARY do not share a common endpoint. This follows from
the fact that links in set L (which share a common endpoint –
the root of the current tree) are scheduled in consecutive slots,
and that link li is added to slot Sh only if the other endpoint
of li is not already scheduled for transmission in Sh (step
10.). To prove property iii), we first observe that a disjoint
forest is a bipartite graph. Hence, by Corollary 1 of [10], the
length of the shortest schedule satisfying conditions i) and ii)
equals d(E) = maxu∈V
∑
li∈Eu di, where Eu is the set of
links incident into node u. We now prove that the length of
the schedule computed by PRIMARY is exactly d(E), from
which optimality follows. We first prove that the computed
schedule is composed of at least d(E) slots. Consider a node
u such that
∑
li∈Eu di = d(E). Since all links in Eu share
the common endpoint u, they must be scheduled in different
slots, implying that the total number of slots is at least d(E).
We now prove that schedule length is at most d(E). Assume
by contradiction that schedule length is at least d(E) + 1,
and consider an arbitrary link li = (u, v) scheduled in slot
Sh, with h > d(E). The only links conflicting with li under
primary interference are those incident into either node u or
node v. Consider link sets E1 = Eu − {li} and E2 = Ev −
{li}. Assume w.l.o.g. that node u is the root of the tree under
consideration when link li is processed (note that a link is
processed only when it is incident into a tree root). We claim
that link li is scheduled starting at most from slot Sh¯ with
h¯ =
∑
lj∈E1 dj . This follows from the following facts: 1)
slots are scanned starting from the beginning when the tree
rooted at u is processed; 2) links incident into the children of
u in the tree (including links in set E2) are processed after all
links in E1; and 3) links in other trees do not conflict with
links in E1. Hence, the demand on link li is satisfied within
slot Sh¯+di . Since h¯+di ≤ d(E), we have a contradiction. We
have thus proved that the length of the schedule computed by
PRIMARY is exactly d(E), which concludes the proof of the
theorem.
Theorem 7 (Time complexity): Algorithm PRIMARY has
O(n2d(E)) time complexity.
Algorithm PRIMARYSINR:
Input: A disjoint forest G = (V,E) of links to schedule
A weight di > 0 associated with each link li ∈ E
Output: A feasible schedule SSINR under SINR model
Phase1: Compute optimal schedule under primary interference
Let SPr = {S1, . . . , Sd(E)} be the resulting schedule
Phase2:
1. SSINR = ∅
2. for h = 1, . . . , d(E)
3. Execute algorithm GOW* on links in Sh
4. Let S1h, . . . , Skh be the transmission slots
computed by GOW*
5. SSINR = SSINR ∪ S1h ∪ · · · ∪ Skh
6. return SSINR
Fig. 4. Algorithm PRIMARYSINR
Proof: To prove the theorem, it is sufficient to observe
that: i) each of the O(n) links in E is processed exactly
once; ii) processing a link li requires possibly scanning all
the current schedule (whose length is ≤ d(E)); and iii)
checking whether link li can be included in a slot requires
O(n) operations.
Note that, under our working assumption of link set E
being a disjoint forest and the further assumption that the ratio
between the minimum and the maximum demand generated by
a node is a constant, d(E) ∈ O(n), implying that PRIMARY
time complexity is O(n3). This should be compared with the
O(n5|E|) time complexity of the algorithm for computing
an optimal schedule in general graphs [10], and with the
O(n4|E|) complexity of the algorithm reported in [13], both
of which assume a slightly different problem formulation.
We now present Algorithm PRIMARYSINR (see Figure 4),
which is based on the following two-phase approach: first, an
optimal schedule SPr under primary interference is computed,
e.g. by algorithm PRIMARY if the network is a forest; then,
for each slot Sh in SPr, links assigned to Sh are colored
with k distinct colors and slots S1h, . . . , Skh are formed, with
the property that all links with the same color i (assigned to
the same slot Sih) can be scheduled concurrently according to
the SINR model. This is done through repeatedly executing
algorithm GOW*.
The following theorem states an approximation bound with
respect to optimal scheduling under primary interference for
algorithm PRIMARYSINR:
Theorem 8: Algorithm PRIMARYSINR computes a sched-
ule SSINR for the input forest G = (V,E) that has the
following properties: i) it accommodates the input demand;
ii) it is feasible under the SINR model; and iii) it has length
which is within a factor O(Ψ) from the length of the optimal
schedule under primary interference, where Ψ is defined as
maxh=1,...,d(E){|Ch0 | + ∆hmax}, |Ch0 | is the number of links
in slot Sh belonging to class C0, and ∆hmax is the maximum
number of links in slot Sh whose receivers are in the same
cell (for some link class Cx, with x ≥ 1).
Proof: Properties i) and ii) are immediate implications
of Theorem 1. To prove property iii), we first observe that,
by Theorem 6, schedule SPr computed by Phase 1 of PRI-
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Algorithm Approx. factor Interference model Reference model Networks Link demands
GREEDYPHYSICAL [4] O(n1−c(α)(logn)c(α)) w.h.p., 0 < c(α) < 1 bounded SINR bounded SINR arbitrary integer
GOW [7] O(g(L)) SIR SIR arbitrary unit/integer
GOW* O( |C0|+∆max
max{1,∆max} ) SINR SINR arbitrary unit
O(1) – bounded diameter SINR SINR arbitrary unit
O(
|Cd0 |+∆dmax
max{1,∆dmax}
) SINR SINR arbitrary integer
PRIMARYSINR O(Ψ) SINR primary int. forests integer
O(Ψ) SINR primary int. arbitrary real
O(1) – no black/gray links, constant density SINR primary int. forests/arbitrary integer/real
TABLE I
COMPARISON OF THE SCHEDULING ALGORITHMS.
MARYPI is optimal under primary interference. Each of the
slots Sh ∈ SPr is transformed in Phase 2 of the algorithm
into kh slots which are feasible under the SINR model, where
kh is the number of slots produced by algorithm GOW* with
the links in Sh in input (call this link set Lh). Note that, due
to the primary interference constrain, a link li cannot appear
twice in slot Sh, hence links in set Lh have unit demand. By
Theorem 2, kh ∈ O(|Ch0 | + ∆hmax), where |Ch0 | and ∆hmax
are defined as in the statement of the theorem, from which
property iii) follows.
It is worth observing that, under some conditions (e.g.,
constant number of black/gray links to schedule and constant
node density per unit area), algorithm PRIMARYSINR builds a
schedule which is within a constant factor from optimal under
primary interference. To the best of our knowledge, this is
the first characterization of conditions under which wireless
scheduling under SINR interference achieves a performance
comparable to that under primary interference presented in
the literature. This result is very interesting, since it shows
that, under certain conditions, secondary interference reduces
network throughput by at most a constant factor with respect
to primary interference. It is also worth observing that the
conditions for the above to happen are indeed satisfied in most
realistic application scenarios.
The following theorem is a straightforward consequence of
Theorems 5 and 7.
Theorem 9 (Time complexity): When using Algorithm
PRIMARY in Phase 1, Algorithm PRIMARYSINR has
O(d(E)(n2 + n · k¯ · ]C ·∆max)) time complexity.
Observe that algorithm PRIMARYSINR can be generalized
to accept arbitrary link sets (instead of a disjoint forest)
as input by replacing algorithm PRIMARY with an optimal
algorithm for allocating transmission requests under primary
interference (see, e.g., [10], [13]). Furthermore, algorithms for
unit link demands (i.e., GOW and GOW*) can be extended
to the case of arbitrary integer link demands by replacing a
link with demand de into de copies of the same link with unit
demand. The resulting approximation bounds are O(g(L)) for
algorithm GOW and O( |C
d
0 |+∆dmax
max{1,∆dmax} ) for algorithm GOW*,
where |Cd0 | is the sum of the demands on links in class C0,
and ∆dmax is the maximal sum of demands of links whose
receivers are in the same cell.
Note that we could also use the optimal polynomial-time al-
gorithms for computing a primary-interference-based schedule
in arbitrary networks from [10] or [13] in Phase 1. However,
those algorithms assume a slightly different problem formula-
tion, wherein demands are real-valued instead of integers. With
this slight change in problem formulation and using either of
these algorithms in Phase 1, PrimarySINR remains polynomial
time and provides the same approximation bound relative to
primary interference, but for arbitrary networks instead of
forests.
The approximation bounds of the various algorithms con-
sidered in this paper, are summarized in Table I.
VI. DISCUSSION AND CONCLUDING REMARKS
In this paper, we have investigated the problem of wireless
link scheduling under the exact SINR interference model.
First, we have shown that even tiny contributions to the SINR
at the receivers (e.g., the noise, or the interference from
far-way transmitters) cannot be ignored when building the
schedule, nor when evaluating the approximation bounds. In
view of this observation, we have provided the first known al-
gorithm for wireless link scheduling with proven, deterministic
approximation bounds under the SINR model, and identified
a class of links that are “difficult to schedule” and hinder
the derivation of tighter approximation bounds. We have also
introduced an algorithm with proven approximation bounds
with respect to primary interference, and identified conditions
under which scheduling under SINR interference is within a
constant factor from optimal under primary interference. These
conditions might serve as a guideline in the design of wireless
networks (e.g., avoid routing along links whose SINR value
is close to the threshold β for correct message reception).
The study reported in this paper leaves several avenues open
for further research on this intriguing problem. In particular,
the problem of finding better lower bounds on the length
of optimal schedules for the class of “difficult to schedule”
links, which might lead to the derivation of non-trivial worst-
case approximation bounds, remains open. In view of this, it
is interesting to observe that the “black-gray link paradox”
is a consequence of using a thresholded interference model,
according to which the packet reception rate on a link is 100%
if the SINR value at the receiver is ≥ β, and it is 0 if the SINR
is even slightly below β. Indeed, such a sharp SINR threshold
for correct packet reception is unlikely to occur in practical
settings, where transition between near 0 packet reception rates
and near 100% rates spans a few dBs (see, e.g., [9]): hence,
there exists a gray SINR area in which packet reception is still
possible, although with a rate significantly below 100% (and
above 0). A promising direction for future work is studying
the wireless link scheduling problem using a non-thresholded
SINR-based interference model, and proving approximation
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bounds under this model. Usage of non-thresholded SINR-
based interference model has the potential to improve (ex-
pected) throughput (e.g., 30% throughput improvement with
respect to thresholded SINR model has been observed in [9]
in an experimental testbed), while at the same time (possibly)
countering the “black-gray link paradox” described in this
paper.
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