We present a method for binary on-line classification of triggered but temporally blurred events that are embedded in noisy time series in the context of on-line discrimination between left and right imaginary hand-movement. In particular the goal of the binary classification problem is to obtain the decision, as fast and as reliably as possible from the recorded EEG single trials. To provide a probabilistic decision at every time-point t the presented method gathers information from two distinct sequences of features across time. In order to incorporate decisions from prior time-points we suggest an appropriate weighting scheme, that emphasizes time instances, providing a higher discriminatory power between the instantaneous class distributions of each feature, where the discriminatory power is quantified in terms of the Bayes error of misclassification. The effectiveness of this procedure is verified by its successful application in the 3rd BCI competition. Disclosure of the data after the competition revealed this approach to be superior with single trial error rates as low as 10.7, 11.5 and 16.7% for the three different subjects under study.
Introduction
The ultimate goal of brain-computer interfacing (BCI) is to translate human intentions into a control signal for a device, such as a computer application, a wheelchair or a neuroprosthesis (e.g. [20] ). Most pursued approaches utilize the accompanying EEG-rhythm perturbation in order to distinguish between single trials (STs) of left and right hand imaginary movements e.g. [8, 11, 14, 21] . Up to now there are just a few published approaches utilizing additional features, such as slow cortical potential, e.g. [3, 4, 9] This paper describes the algorithm that has been successfully applied in the 2005 international data analysis competition on BCI-tasks [2] (data set IIIb) for the on-line discrimina-tion between imagined left and right hand movement. The objective of the competition was to detect the respective motor intention as early and as reliably as possible. Consequently, the competing algorithms have to solve the on-line discrimination task as based on information on the event onset. Thus it is not within the scope of the competition to solve the problem of detecting the event onset itself.
We approach this problem by applying an algorithm that combines the different characteristics of two features: the modulations of the ongoing rhythmic activity and the slow cortical Movement Related Potential (MRP). Both features are differently pronounced over time and exhibit a large trial to trial variability and can therefore be considered as temporally blurred. Consequently, the proposed method combines at one hand the MRP with the oscillatory feature and on the other hand gather information across time as introduced in [8, 16] . More precisely, at each time point we estimate probabilistic models on the labeled training data -one for each class and feature -yielding a sequence of weak instantaneous classifiers, i.e. posterior class distributions. The classification of an unlabeled ST is then derived by weighted combination of these weak probabilistic classifiers using linear combination according to their instantaneous discriminatory power.
The paper is organized as follows: section II describes the feature and its extraction, In section III introduces the probabilistic model as well as the combinatorial framework to gather information from the different features across time. In section III the results on the competition data are given, followed by a brief conclusion.
Feature

Neurophysiology
The human perirolandic sensorimotor cortices show rhythmic macroscopic EEG oscillations (µ-rhythm) [6] , with spectral peak energies around 10 Hz (localized predominantly over the postcentral somatosensory cortex) and 20 Hz (over the precentral motor cortex). Modulations of the µ-rhythm have been reported for different physiological manipulations, e.g., by motor activity, both actual and imagined [7, 13, 18] , as well as by somatosensory stimulation [12] . Standard trial averages of µ-rhythm power show a sequence of attenuation, termed event-related desynchronization (ERD) [13] , followed by a rebound (event-related synchronization: ERS) which often overshoots the pre-event baseline level [15] .
In case of sensorimotor cortical processes accompanying finger movements Babiloni et al. [1] demonstrated that movement related potentials (MRPs) and ERD indeed show up with different spatio-temporal activation patterns across primary (sensori-)motor cortex (M1), supplementary motor area (SMA) and the posterior parietal cortex (PP). Most importantly, the ERD response magnitude did not correlate with the amplitude of the negative MRPs slope.
In the subsequent we will combine both features. Thus, in order to extract the rhythmic information we map the EEG to the time-frequency domain by means of Morlet wavelets [19] , whereas the slow cortical MRP are extracted by the application of a low pass filter, in form of a simple moving average filter.
Extraction
] denote the EEG signal of one single trial (ST) of length T , recorded from the two bipolar channels C3 and C4, i.e.
T . The label information about the corresponding motor intention of a ST is denoted by Y ∈ {L, R}. For information obtain from observations until time s ≤ T , we will make use of subscript |s throughout this paper, e.g. X |s refers to [x [1] , . . . , x [s] ]. This observational horizon becomes important with respect to the causality of the feature extraction process, especially in order to ensure the causality of filter operations we have to restrict the algorithm to a certain observational horizon. Note that X |T denotes a completely observed ST. However for notational convenience we will omit the index |T in case of complete observations. Considering ERD as a feature for ST classifications we model the hand-specific time course of absolute µ-rhythm amplitudes over both sensorimotor cortices. Therefore we utilize the time-frequency representations of the ST at two different frequency bands (α, β), obtained by convolution of the EEG signal with complex Morlet wavelets [19] . Using the notation Ψ α , and Ψ β for a wavelet centered at the individual spectral peak in the alpha and the beta (16-24Hz) frequency domain, the ERD feature of a ST, observed until time s is calculated as:
, with
In a similar manner we define the ST feature for the MRP by convolution with a moving average filter of length 11, abbreviated as MA (11).
According to (1) and (2) the k-th labeled, observed STs for training, i.e.
Probabilistic Classification Model
Before we start with the model description, we briefly introduce two concepts from Bayesian decision theory. Therefore let p(x|µ y , Σ y ), y ∈ {L, R} denote the PDFs of two multivariate Gaussian distributions with different means and covariance matrices (µ y , Σ y ) for two classes, denoted by L and R. Given the two class-conditional distribution models, and under the assumption of a class prior of P (y) = 1 2 , y ∈ {L, R}, and given an observation x, the posterior class distribution according to Bayes formula is given by
Furthermore the discriminative power between these two distributions can be estimated using the Bayes error of misclassification [5] . In case of distinct class covariance matrices, the Bayes error cannot be calculated directly. However, by using the Chernoff bound [5] we can derive an upper bound and finally approximate the discriminative power w between the two distributions by
In case of Gaussian distributions the above integral can be expressed in a closed form [5] , such that the minimum solution can be easily obtained (see also [16] ).
Based on these two necessary concepts, we will now introduce our probabilistic classification method. Therefore we first model the class-conditional distribution of each feature at each time instance as multivariate Gaussian distribution. Hence at each time instance we estimate the class means and the class covariance matrices in the feature space, based on the mapped training STs, i.e. ERD (k) , MRP (k) . Thus from erd (k) [t] we obtain the following two classconditional sets of parameters:
For convenience we summarize the estimated model parameters for the ERD feature as
) denote the class means and the covariance matrices obtained in the similar manner from mrp (k) [t] . Given an arbitrary observation x from the appropriate domain, applying Bayes formula as introduced in (3), yields a posterior distribution for each feature:
Additionally, according to (4) we get approximations of the discriminative power w[t] and v[t] of the ERP resp. MRP feature at every time instance.
In order to finally derive the classification of an unlabeled single trial at a certain time s ≤ T , we incorporate knowledge from all preceding samples t ≤ s, i.e. we make the classification based on the causally extracted features: ERD |s and MRP |s . Therefore we first apply (7) and (8) .
As described in [16] this yields an evidence accumulation over time about the decision process. Strictly speaking Eq. (9) gives the expectation value that the ST, observed until time s, is generated by either one of the class models (L or R), until time s. Due to the submission requirements of the competition the final decision at time s is
where a positive or negative sign refers to right or left movement, while the magnitude indicates the confidence in the decision on a scale between 0 and 1.
Application
Competition data
The EEG from two bipolar channels (C3, C4) was provided with bandfilter settings of 0.5 to 30 Hz and sampled at 128 Hz. The data consist of recordings from three different healthy subjects. Except for the first data set, each contains 540 labeled (for training) and 540 unlabeled trials (for competition) of imaginary hand movements, with an equal number of left and right hand trials (first data set provides just 320 trials each). Each trial has a duration of 7 s: after a 3 s preparation period a visual cue is presented for one second, indicating the demanded motor intention. This is followed by another 3 s for performing the imagination task (for details see [2] ). The particular competition data was provided by the Dept. of Med. Informatics, Inst. for Biomed. Eng., Univ. of Techn. Graz. The specific competition task is to provide an on-line discrimination between left and right movements for the unlabeled STs for each subject based on the information obtained from the labeled trials. More precisely, at every time instance in the interval from 3 to 7 seconds a strictly causal decision about the intended motor action and its confidence must be supplied. After competition deadline, based on the disclosure of the labels Y (k) for the previously unlabeled STs the output C (k) [t] of the methods were evaluated using the time course of the mutual information (MI) [17] , i.e.
More precisely, since the general objective of the competition was to obtain the single trial classification as fast and as accurate as possible, the maximum steepness of the MI was considered as final evaluation criterion, i.e. max t≥3.5
Note, that the feature extraction relies on a few hyperparameters, i.e. the center frequency and the width of the wavelets, as well as the length of the MA filter. All those parameters were obtained by model selection using a leave-one-out cross-validation scheme of the classification performance on the training data.
Results and Discussion
As proposed in section 3 we estimated the class-conditional Gaussian distributions cf. (5) - (8) . The resulting posterior distributions were then combined according to (9) in order to obtain the final classification of the unlabeled STs. After disclosure of the label information our method turned out to succeed with a MI steepness (cf. (13)) of 0.17, 0.44 and 0.35 for the individual subjects. Table 4 .2 summarizes the results in terms of the achieved minimum binary classification error, the maximum MI, and the maximum steepness of MI for each subject and each competitor in the competition. The resulting time courses for the MI and the steepness of the MI are presented in the left panel of Fig. 1 . For subject two and three, during the first 3.5 seconds (0.5 seconds after cue presentation) the classification is rather by chance, after 3.5 seconds a steep ascent in the classification accuracy can be observed, reflected by the raising MI. The maximum steepness for these two subjects is obtained quite early, between 3.6 − 3.8s. In opposite, for subject one the maximum is achieved at 4.9 seconds, yielding a low steepness value. However, a low value is also found for the submission of all other competitors. Nevertheless, the MI constantly increases up to 0.64 Bit per trial at 7 seconds, which might indicate a delayed performance of subject one.
The right panel in Fig. 1 provides the weights w[t] and v[t], reflecting the Bayes error of misclassification cf. (4) , that were used for the temporal integration process. For subject two one can clearly observe a switch in the regime between the ERP and the MRP feature at 5 seconds, as indicated by a crossing of the two weighting functions. From this we conclude that the steep increase in MI for this subject between 3 and 5 seconds is mainly due to the MRP feature, whereas the further improvement in the MI relies primarily on the ERD feature. Subject one provides nearly no discriminative MRP and the classification is almost exclusively based on the ERD feature. For subject three the constant low weights at all time instances, reveal the weak discriminative power of the estimated class-conditional distributions. However in Fig. 1 the advantage of the integration process across time can clearly be observed, as the MI is continuously increasing and the steepness of the MI is surprisingly high even for this subject. A comprehensive comparison of all submitted techniques to solve the specific task for data set IIIb of the BCI-competition is provided in [2] or available on the web 1 . Basically this evaluation reveals that the proposed algorithm outperforms all competing approaches.
Conclusion
We proposed a general Bayesian framework for temporal combination of sets of simple classifiers based on different features, which is applicable to any kind of sequential data providing a binary classification problems. Moreover, any arbitrary number of features can be combined in the proposed way of temporal weighting, by utilizing the estimated discriminative power over time.
Furthermore the estimation of the Bayes error of misclassification is not strictly linked to the chosen parametric form of the class-conditional distributions. For arbitrary distributions the Bayes error can be obtained for instance by statistical resampling approaches, such as Monte Carlo methods.
However for the successful application in the BCI-competition 2005 we chose Gaussian distribution for the sake of simplicity concerning two issues: estimating their parameters and obtaining their Bayes error. Note that although the combination of the classifiers across time is linear, the final classification model is non-linear, as the individual classifiers at each time instance are non-linear.For a discussion about linear vs. non-linear methods in the context of BCI see [10] . More precisely due to the distinct covariance matrices of the Gaussian distributions the individual decision boundaries are of quadratic form. In particular to solve the competition task we combined classifiers based on the temporal evolution of different neuro-physiological features, i.e. ERD and MRP. The resulting on-line classification model finally turned out to succeed for the single trial on-line classification of imagined hand movement in the BCI competition 2005.
