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Abstract—We address the problem of identifying a graph
structure from the observation of signals defined on its nodes.
Fundamentally, the unknown graph encodes direct relationships
between signal elements, which we aim to recover from observable
indirect relationships generated by a diffusion process on the
graph. The fresh look advocated here permeates benefits from
convex optimization and stationarity of graph signals, in order to
identify the graph shift operator (a matrix representation of the
graph) given only its eigenvectors. These spectral templates can be
obtained, e.g., from the sample covariance of independent graph
signals diffused on the sought network. The novel idea is to find a
graph shift that, while being consistent with the provided spectral
information, endows the network with certain desired properties
such as sparsity. To that end we develop efficient inference
algorithms stemming from provably-tight convex relaxations of
natural nonconvex criteria, particularizing the results for two
shifts: the adjacency matrix and the normalized Laplacian.
Algorithms and theoretical recovery conditions are developed not
only when the templates are perfectly known, but also when
the eigenvectors are noisy or when only a subset of them are
given. Numerical tests showcase the effectiveness of the proposed
algorithms in recovering social, brain, and amino-acid networks.
Index Terms—Network topology inference, graph signal pro-
cessing, network deconvolution, graph sparsification.
I. INTRODUCTION
Advancing a holistic theory of networks necessitates funda-
mental breakthroughs in modeling, identification, and control-
lability of distributed network processes – often conceptualized
as signals defined on the vertices of a graph [3], [4]. Under the
assumption that the signal properties are related to the topology
of the graph where they are supported, the goal of graph
signal processing (GSP) is to develop algorithms that fruitfully
leverage this relational structure [5], [6]. Instrumental to that
end is the so-termed graph-shift operator (GSO) [6], a matrix
capturing the graph’s local topology and whose eigenbasis is
central to defining graph Fourier transforms [7]. Most GSP
works assume that the GSO (hence the graph) is known, and
then analyze how the algebraic and spectral characteristics of
the GSO impact the properties of the signals and filters defined
on such a graph. Here instead we take the reverse path and
investigate how to use information available from graph signals
to infer the underlying graph topology; see also [1], [8]–[11].
Our focus in this paper is on identifying graphs that explain
the structure of a random signal, meaning that there exists a
diffusion process in the GSO that can generate the observed
signal. Alternatively, we can say that the goal is to recover the
GSO which encodes direct relationships between the elements
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of the signal from observable indirect relationships generated
by a diffusion process. Such a problem is shown to be under-
determined and related to the concept of stationarity of graph
signals [12], [13]. More precisely, it is established that the
sought GSO must have the same eigenvectors as the signal’s
covariance matrix. This motivates a two-step network topology
inference approach whereby we: i) leverage results from GSP
theory to identify the GSO’s eigenbasis from realizations of
the diffused signal; and ii) rely on these (possibly imperfect
and incomplete) spectral templates to recover the GSO by
estimating its eigenvalues.
Network topology inference from a set of (graph-signal)
observations is a prominent problem in Network Science [4],
[14]. Since networks encode similarities between nodes, sev-
eral approaches infer the so-termed association networks by
constructing graphs whose edge weights correspond to cor-
relations or coherence measures indicating a nontrivial level
of association between signal profiles at incident nodes [4,
Ch. 7.3.1]. This approach is not without merit and widely
used in practice, but it exhibits several drawbacks, the main
one being that links are formed taking into account only
pairwise interactions, ignoring that the observed correlations
can be due to latent network effects. Acknowledging these
limitations, alternative methods rely on partial correlations [4],
[15], Gaussian graphical models [16]–[19], structural equation
models [20], [21], Granger causality [14], [22], or their non-
linear (kernelized) variants [23], [24]. Differently, recent GSP-
based network inference frameworks postulate that the network
exists as a latent underlying structure, and that observations
are generated as a result of a network process defined in such
graph. For instance, network structure is estimated in [9] to
unveil unknown relations among nodal time series adhering
to an autoregressive model involving graph-filter dynamics. A
factor analysis-based approach is put forth in [8] to infer graph
Laplacians, seeking that input graph signals are smooth over
the learned topologies; see also [11]. Different from [8], [9],
[11] that operate on the graph domain, the goal here is to
identify graphs that endow the given observations with desired
spectral (frequency-domain) characteristics. Two works have
recently explored this approach and addressed the problem of
identifying a GSO based on its eigenvectors. One is [1], which
assumes perfect knowledge of the spectral templates. The other
is [10], which only focuses on a Laplacian GSO.
After surveying the required GSP background, in Section II
we formulate the problem of identifying a GSO that explains
the fundamental structure of a random signal diffused on a
graph. The novel idea is to search among all feasible networks
for the one that endows the resulting graph-signal transforms
with prescribed spectral properties (those guaranteeing graph
stationarity [12]), while the inferred graph also exhibits de-
sirable structural characteristics such as sparsity or minimum-
energy edge weights. It is argued that the required spectral
templates can be pragmatically obtained, e.g., via principal
component analysis (PCA) of an ensemble of graph signals
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2resulting from network diffusion dynamics. Additional sources
for the spectral templates are provided in Section II-B. Using
the templates as input, a fairly general optimization problem
is then formulated to identify the network structure. For
concreteness, emphasis is laid on the recovery of two particular
GSOs; namely the adjacency matrix and the normalized graph
Laplacian, but our methodology can be applied to other matrix
representations of graphs. In Section III-A we derive conditions
under which the feasible set of the optimization problem
reduces to a singleton, a situation in which pursuit of addi-
tional network structure is rendered vacuous. When multiple
solutions exist, provably-tight convex relaxations – leading
to computationally-efficient algorithms – are developed to
identify the sparsest GSO consistent with the given eigenspace
(Section III-B). We then introduce an inference method for the
pragmatic case where knowledge of the spectral templates is
imperfect (Section IV-A), and establish that the proposed algo-
rithm can identify the underlying network topology robustly.
Last but not least, in Section IV-B we investigate the case
where only a subset of the GSO’s eigenvectors are known.
Such incomplete spectral templates arise, for example, when
the observed graph signals are bandlimited. Comprehensive
numerical tests corroborate our theoretical findings and confirm
that the novel approach compares favorably with respect to:
(i) established methods based on (partial) correlations; and (ii)
recent graph signal processing-based topology inference algo-
rithms (Section V). Test cases include the recovery of social
and structural brain networks, as well as the identification of
the structural properties of proteins from a mutual information
graph of the co-variation between the constitutional amino-
acids [25].
Notation: The entries of a matrix X and a (column) vector x
are denoted by Xij and xi, respectively. Sets are represented
by calligraphic capital letters and XI denotes a submatrix of X
formed by selecting the rows of X indexed by I. The notation
T and † stands for transpose and pseudo-inverse, respectively;
0 and 1 refer to the all-zero and all-one vectors. For a vector
x, diag(x) is a diagonal matrix whose ith diagonal entry is
xi; when applied to a matrix, diag(X) is a vector with the
diagonal elements of X. The operators ◦, ⊗, and  stand
for the Hadamard (elementwise), Kronecker, and Khatri-Rao
(columnwise Kronecker) matrix products. ‖X‖p denotes the
`p norm of the vectorized form of X, whereas ‖X‖M(p) is the
matrix norm induced by the vector `p norm.
II. PROBLEM STATEMENT
A weighted and undirected graph G consists of a node set
N of known cardinality N , an edge set E of unordered pairs
of elements in N , and edge weights Aij ∈ R such that Aij =
Aji 6= 0 for all (i, j) ∈ E . The edge weights Aij are collected
as entries of the symmetric adjacency matrix A and the node
degrees in the diagonal matrix D := diag(A1). These are used
to form the combinatorial Laplacian matrix Lc := D − A
and the normalized Laplacian L := I−D−1/2AD−1/2. More
broadly, one can define a generic GSO S ∈ RN×N as any
matrix having the same sparsity pattern of G [6]. Although
the choice of S can be adapted to the problem at hand, most
existing works set it to either A, Lc, or L.
The main focus in this paper is on identifying graphs that
explain the structure of a random signal. Formally, let x =
[x1, ..., xN ]
T ∈ RN be a graph signal in which the ith element
xi denotes the signal value at node i of an unknown graph G
with shift operator S. Further suppose that we are given a zero-
mean white signal w with covariance matrix E
[
wwT
]
= I.
We say that the graph S represents the structure of the signal x
if there exists a diffusion process in the GSO S that produces
the signal x from the white signal w, that is
x = α0
∞∏
l=1
(I− αlS)w =
∞∑
l=0
βlS
lw. (1)
While S encodes only one-hop interactions, each successive
application of the shift percolates (correlates) the original
information across an iteratively increasing neighborhood; see
e.g. [26]. The product and sum representations in (1) are
common – and equivalent – models for the generation of
random signals. Indeed, any process that can be understood as
the linear propagation of a white input through a static graph
can be written in the form in (1). These include processes
generated by graph filters with time-varying coefficients or
those generated by the so-called diffusion Laplacian kernels
[27], to name a few.
The justification to say that S is the structure of x is that we
can think of the edges of S as direct (one-hop) relationships
between the elements of the signal. The diffusion described
by (1) generates indirect relationships. Our goal is to recover
the fundamental relationships described by S from a set X :=
{xp}Pp=1 of P independent samples of the random signal x.
We show next that this is an underdetermined prob-
lem closely related to the notion of stationary signals
on graphs [12]. Begin by assuming that the shift oper-
ator S is symmetric. Define then the eigenvector matrix
V := [v1, . . . ,vN ] and the eigenvalue matrix Λ :=
diag(λ1, . . . , λN ) to write
S = VΛVT . (2)
Further observe that while the diffusion expressions in (1)
are polynomials on the GSO of possibly infinite degree,
the Cayley-Hamilton theorem implies they are equivalent to
polynomials of degree smaller than N . Upon defining the
vector of coefficients h := [h0, . . . , hL−1]T and the graph filter
H ∈ RN×N as H := ∑L−1l=0 hlSl, the generative model in (1)
can be rewritten as
x =
( L−1∑
l=0
hlS
l
)
w = Hw (3)
for some particular h and L. Since a graph filter H is a
polynomial on S [6], graph filters are linear graph-signal
operators that have the same eigenvectors as the shift (i.e., the
operators H and S commute). More important for the present
paper, the filter representation in (3) can be used to show that
the eigenvectors of S are also eigenvectors of the covariance
matrix Cx := E
[
xxT
]
. To that end, substitute (3) into the
covariance matrix definition and use the fact that E
[
wwT
]
= I
to write
Cx = E
[
Hw
(
Hw
)T ]
= HE
[
wwT
]
HT = HHT . (4)
If we further use the spectral decomposition of the shift
in (2) to express the filter as H =
∑L−1
l=0 hl(VΛV
T )l =
3V(
∑L−1
l=0 hlΛ
l)VT , we can write the covariance matrix as
Cx = V
∣∣∣∣ L−1∑
l=0
hlΛ
l
∣∣∣∣2 VT := Vdiag(p)VT , (5)
where the matrix squared-modulus operator | · |2 should be
understood entrywise, and we have defined the vector p :=
diag(|∑L−1l=0 hlΛl|2) in the second equality.
The expression in (5) is precisely the requirement for a graph
signal to be stationary [12, Def. 3]; hence, the problem of
identifying a GSO that explains the fundamental structure of
x is equivalent to identifying a shift on which the signal x
is stationary. In this context, p is termed the power spectral
density of the signal x with respect to S. A consequence of
this fact, which also follows directly from (5), is that the
eigenvectors of the shift S and the covariance Cx are the
same. Alternatively, one can say that the difference between
Cx, which includes indirect relationships between components,
and S, which includes exclusively direct relationships, is only
on their eigenvalues. While the diffusion in (1) obscures the
eigenvalues of S, the eigenvectors V remain present in Cx as
templates of the original spectrum.
Identity (5) also shows that the problem of finding a GSO
that generates x from a white input w with unknown coef-
ficients [cf. (1)] is underdetermined. As long as the matrices
S and Cx have the same eigenvectors, filter coefficients that
generate x through a diffusion process on S exist.1 In fact,
the covariance matrix Cx itself is a GSO that can generate
x through a diffusion process and so is the precision matrix
C−1x . To sort out this ambiguity, which amounts to selecting
the eigenvalues of the shift, we assume that the GSO of interest
is optimal in some sense. To be more precise, let S be a convex
set that specifies the type of shift operator we want to identify
(details on S are provided in Section II-A) and let ‖S‖0 count
the number of nonzero entries in the GSO. We then want to
identify S∗0 ∈ S with the smallest number of nonzero entries
S∗0 := argmin
{S,λ}
‖S‖0,
s. to S = VΛVT =
N∑
k=1
λkvkv
T
k , S ∈ S, (6)
where λ = [λ1, . . . , λN ]T . To simplify notation we have
purposely ignored the optimal eigenvalues λ∗0 that belong
to the argument of the minimum. Also, we have written
VΛVT =
∑N
k=1 λkvkv
T
k to emphasize that if the eigenvectors
vk are known, the constraints in (6) are linear on the unknown
eigenvalues λk. Alternatively, we can introduce criteria in the
form of generic convex functions f(S,λ) and define the shift
operator that is optimal with respect to these criteria
S∗ := argmin
{S,λ}
f(S,λ),
s. to S = VΛVT =
N∑
k=1
λkvkv
T
k , S ∈ S. (7)
Possible convex choices for the criteria in (7) are to: (i) Adopt
f(S,λ) = f(S) = ‖S‖F which finds a GSO that minimizes
1To simplify exposition, the general description of the recovery problem
in this section assumes that neither S nor Cx have repeated eigenvalues.
Technical modifications in the formulation to accommodate setups where the
eigenvalues are not all distinct are discussed in Section IV-B.
the total energy stored in the weights of the edges. (ii) Make
f(S,λ) = f(S) = ‖S‖∞ which yields shifts S associated with
graphs of uniformly low edge weights. This can be meaningful,
e.g., when identifying graphs subject to capacity constraints.
(iii) Minimize f(S,λ) = f(λ) = −λ2, where λ2 is the second
smallest eigenvalue of S. If the GSO is further assumed to be
a Laplacian matrix, this yields a shift operator that promotes
solutions with fast mixing times [28].
Independently of the criteria, the definitions in (6) and (7)
provide a formal description of a GSO S that is considered to
be the best possible description of the structure of the signal x.
Our goal is to find estimators of these operators as described
in the following two formal problem statements.
Problem 1 Given a covariance matrix Cx identify the optimal
description of the structure of x in the form of the graph-shift
operator S∗0 defined in (6) or S
∗ defined in (7).
Problem 2 Given a set X := {xp}Pp=1 of P independent sam-
ples of the random signal x estimate the optimal description
of the structure of x in the form of the graph-shift operator
S∗0 defined in (6) or S
∗ defined in (7).
Problem 1 is a simple convex optimization problem in the
case of the convex objectives in (7) but necessitates relaxations
in the case of the minimum zero-norm formulations in (6).
To solve Problem 1 we use ensemble covariance matrices
to obtain the eigenvectors and show that the estimation of
the eigenvalues yields consistent estimators of sparse network
structures. Problem 1 is addressed in Section III. To solve
Problem 2 we first use independent samples of the random
signal to estimate the covariance eigenvectors. Then we es-
timate the eigenvalues using reformulations of (6) and (7)
which are robust to errors stemming from the aforementioned
eigenvector estimation step; see Section IV for a detailed
treatment of Problem 2. Although Problem 1 can be thought as
a prerequisite to study Problem 2, Section II-B illustrates other
situations in which the estimation of a GSO with prescribed
eigenvectors is of practical interest.
Remark 1 (Precision matrices) As already mentioned, the
precision matrix C−1x =VΛ
−1VT is a possible solution to the
problem of finding a GSO that explains the structure of x. This
establishes a clear connection between (6) and the problem of
finding sparse estimates of precision matrices [4, Ch. 7]. If the
precision matrix C−1x is the sparsest matrix that explains the
structure of x, this matrix is also the solution to (6) and we
have S∗0 = C
−1
x . In general, however, C
−1
x may not be sparse
and, even if it is, there may be sparser graphs that explain x.
In these cases the solution to (6) is a more parsimonious GSO.
We can then think of (6) as a generalization of the problem
of finding a sparse precision matrix.
A. A priori knowledge about the GSO
The constraint S ∈ S in (6) and (7) incorporates a priori
knowledge about S. If we let S = A represent the adjacency
matrix of an undirected graph with non-negative weights and
no self-loops, we can explicitly write S as follows
SA :={S |Sij ≥ 0, S∈MN, Sii = 0,
∑
j Sj1 =1}. (8)
4The first condition in SA encodes the non-negativity of the
weights whereas the second condition incorporates the fact
that the unknown graph is undirected, hence, S must belong
to the set MN of real and symmetric N×N matrices. The
third condition encodes the absence of self-loops, thus, each
diagonal entry of S must be null. Finally, the last condition
fixes the scale of the admissible graphs by setting the weighted
degree of the first node to 1, and also rules out the trivial
solution S = 0. Naturally, the choice of the first node is
(almost) arbitrary; any node with at least one neighbor in the
sought graph suffices. Although not considered here, additional
sources of information such as knowing the existence (or not)
of particular edges can be incorporated into S as well.
Alternatively, when S = L represents a normalized Lapla-
cian [5], the associated SL is
SL:={S |Sij ∈ [−1, 0] for i 6=j, S∈MN+ ,
Sii=1 for all i, λ1 = 0}. (9)
In SL we impose that S is symmetric and positive semi-
definite, its diagonal entries are 1 and its off-diagonal entries
are non-positive. Moreover, since S is a normalized Lapla-
cian we know that the vector
√
d containing as entries the
square roots of the node degrees is an eigenvector whose
associated eigenvalue is zero, and this is incorporated into
the last constraint. Notice that for this last constraint to be
implementable we should be able to identify
√
d among all
the spectral templates in V. This can be done since
√
d is the
only eigenvector whose entries have all the same sign [29]. In
the same way that fixing a scale discards the solution S = 0
for adjacency matrices, the constraint λ1 = 0 rules out the
uninformative solution S = I from the feasible set SL.
Naturally, the identification of other GSOs can be of interest
as well, including for instance the combinatorial Laplacian Lc
and the random walk Laplacian [28]. These can be accommo-
dated in our proposed framework via minor modifications to
the set S. For concreteness, we henceforth focus exclusively
on adjacency and normalized Laplacian matrices.
B. Additional sources for the spectral templates
The central focus of this paper is to solve the problems
in (6) and (7) when eigenvectors vk are estimated from a
sample set X (cf. Problem 2). Notwithstanding, the network
topology inference problems in (6) and (7) are applicable as
long as eigenvectors or eigenvector estimates are available.
Four examples are outlined next.
GSO associated with orthogonal transformations. Expressing
signals x in an alternative domain x˜ by using an orthonormal
transform x˜ := UTx, such as Fourier, wavelets, or discrete-
cosine, is a cornerstone operation in signal processing. If we
make V = U in (6) and (7) we formulate the problem of
identifying a graph shift S = VΛVT = UΛUT whose
graph Fourier transform [7] x˜ := VTx = UTx is the given
orthonormal transform of interest. This is important because
it reveals the proximity structure between signal components
that is implicitly assumed and exploited by the transform U.
Design of graph filters. In addition to describing linear diffu-
sion dynamics [cf. (3)], graph filters represent linear transfor-
mations that can be implemented in a distributed manner [30]–
[32]. In the context of distributed algorithms, consider imple-
menting a prescribed linear network operator B using a graph
filter H =
∑N−1
l=0 hlS
l [26]. A necessary condition to accom-
plish this goal is that the eigenvectors of the shift S = VΛVT
and those of the linear transformation B = VBΛBVTB must
coincide; [26, Prop. 1]. Since VB can be obtained from the
prescribed B, the problems in (6) and (7) can be solved using
V = VB as input. Problem (6), for example, enable us to
find the sparsest S which facilitates implementation of a given
network operator B via distributed graph filtering.
Graph sparsification. Given a GSO T, we can use our frame-
work to obtain a different shift S with the same eigenvectors
as T, but with desirable properties encoded in S and f(S,λ)
[cf. (7)]. If we set f(S,λ) = ‖S‖0, this graph sparsification
problem can be addressed by solving (6) using as inputs
the eigenvectors of T. Note that, different from the setup in
Problem 1, the matrix T is not necessarily a covariance matrix.
Network deconvolution. The network deconvolution problem is
the identification of an adjacency matrix S that encodes direct
dependencies when given an adjacency T that includes indirect
relationships. The problem is a generalization of channel
deconvolution and can be solved by making S = T (I + T)−1
[33]. This solution assumes a diffusion as in (1) that results in
a single-pole-single-zero graph filter. A more general approach
is to assume that T can be written as a polynomial of S but
be agnostic to the form of the filter. This leads to problem
formulations (6) and (7) with V given by the eigenvectors of
T. As in the graph sparsification problem and different from
Problem 1, the matrix T is not necessarily a covariance matrix.
III. TOPOLOGY INFERENCE FROM SPECTRAL TEMPLATES
As discussed in the previous section, the goal is to find
a graph shift S that is diagonalized by the given spectral
templates V = [v1, . . . ,vN ]. In the absence of additional
constraints the problem is ill-posed, so we further impose
conditions on S via the set S and search for the shift that
minimizes a pre-specified cost f [cf. (7)].
The structure of the feasible set in (7) plays a critical role
towards solving our network topology inference problem. The
reason is twofold. First, notice that both sets SA and SL are
convex. Hence, convexity of problem (7) depends exclusively
on the choice of the objective f(S,λ), a key property to
facilitate the solution of (7) in practice. If f(S,λ) is chosen
to be convex – e.g., equal to ‖S‖p with p ≥ 1 – the overall
optimization will be convex too. Second, the dimension of the
feasible set is generally small. In fact, it can be shown that
in a number of setups the feasible set reduces to a singleton,
or otherwise to a low-dimensional subspace. This is important
because even if the objective is non-convex, searching over a
small space need not be necessarily difficult.
We first investigate the size of the feasible set and provide
conditions under which it reduces to a singleton thus rendering
f inconsequential to the optimization. Then, for the cases
where there are multiple feasible solutions, we focus on the
sparsity-promoting formulation, i.e., f(S,λ) = ‖S‖0. The
resultant optimization is non-convex and in fact NP-hard, so
we propose computationally-efficient convex relaxations which
are provably tight under some technical conditions.
A. Size of the feasibility set
The feasible set of problem (7) for both SL and SA is in
general small. To be more precise, some notation must be
5introduced. Define W := V V ∈RN2×N , where  denotes
the Khatri-Rao product. Notice that from the definition of S
we can write s := vec(S) as s = Wλ. Hence, each row of
W represents the N weighting coefficients that map λ to the
corresponding entry of S. Further, define the set D containing
the indices of s corresponding to the diagonal entries of S and
select the corresponding rows of W to form WD ∈ RN×N .
Also, define the matrix U := V1 ◦V1 ∈RN×N , where ◦ de-
notes the elementwise product and V1 := [1,v2,v3, . . . ,vN ].
Using these conventions, the following result holds.
Proposition 1 Assume that (7) is feasible, then it holds that:
a) If S = SA, then rank(WD) ≤ N −1. Similarly, if S = SL,
then rank(U) ≤ N − 1.
b) If rank(WD) = N −1 when S = SA or rank(U) = N −1
when S = SL, then the feasible set of (7) is a singleton.
Proof: We show statements a) and b) for the case S = SA. The
proofs for S = SL are analogous and thus omitted. The key of
the proof is to note that we may write WDλ = diag(S) = 0
for all feasible λ. Hence, feasibility implies that WD is rank-
deficient as stated in a). To show b), assume that rank(WD) =
N − 1 so that λ in null(WD) is unique up to a scaling factor.
However, since one of the conditions in SA forces the first row
of S to sum up to 1 [cf. (8)], this scaling ambiguity is resolved
and the unique feasible λ (and hence S) is obtained.
Proposition 1 offers sufficient conditions under which (7)
reduces to a feasibility problem. More specifically, when
condition b) is met, the objective in (7) is inconsequential
since there exists only one feasible S. For more general cases,
however, the GSO that minimizes the particular cost function
f chosen is recovered. Among the potential cost functions, the
sparsity-inducing `0 norm f(S,λ) = ‖S‖0 is non-convex, thus,
challenging to solve in practice. Due to the widespread interest
in identifying sparse graphs (e.g., of direct relationships among
signal elements), we devote the ensuing subsection to study
this latter case separately.
B. Relaxation for the sparse formulation
Many large-scale, real-world networks are sparse [4], so it
is often meaningful to infer a sparse GSO where most of the
entries in S are zero [cf. (6)]. In practice, the usual approach
to handle the non-convex `0 (pseudo) norm objective in (6) is
to relax it to an iteratively re-weighted `1 norm. Specifically,
with p denoting an iteration index, we aim to solve a sequence
p = 1, ..., P of weighted `1-norm minimization problems
S∗ω :=argmin
{S,λ}
∑
i,j
ωij(p)|Sij | s. to S =
N∑
k=1
λkvkv
T
k , S∈S,
(10)
with weights ωij(p) := τ/ (|Sij(p− 1)|+ δ), for appropri-
ately chosen positive constants τ and δ. Intuitively, the goal of
the re-weighted scheme in (10) is that if |Sij(p− 1)| is small,
in the next iteration the penalization ωij(p) is large, promoting
further shrinkage of Sij towards zero [34].
Naturally, under condition b) in Proposition 1 the solutions
S∗0 of (6) and S
∗
ω of (10) are guaranteed to coincide given
that the feasible set is reduced to a singleton. Moreover, even
when condition b) is not satisfied, there exist weights ωij
that guarantee the equivalence of both solutions. To state this
formally, define the set J containing the indices identifying the
support of S∗0 and denote by J c its complement. Whenever S∗0
is the unique solution to (6), it is not hard to establish that by
setting weights in (10) as ωij = 1 for (i, j) ∈ J c and ωij = 0
otherwise, then S∗ω is unique and equal to S
∗
0.
The upshot of this simple observation is that there exist op-
timal weights so that the sparsest solution S∗0 can be recovered
by solving a convex optimization problem. This result confers
validity to the re-weighted formulation in (10), nonetheless,
we can neither choose these weights without knowing S∗0 a
priori nor there is a guarantee that the succession of weights
ωij(p) converges to these optimal weights. Hence, we now
focus on the derivation of theoretical guarantees for a particular
set of weights that can be set a priori, namely, we consider
the formulation in which each entry of the GSO is equally
weighted. This boils down to solving the convex optimization
problem
S∗1 :=argmin
{S,λ}
‖S‖1 s. to S=
∑N
k=1 λkvkv
T
k , S ∈ S. (11)
Interestingly, under certain conditions we can ensure that the
solution S∗1 to the relaxed problem (11) coincides with S
∗
0.
To be more specific, define s∗0 := vec(S
∗
0), denote by Dc
the complement of D and partition Dc into K and Kc, with
the former indicating the positions of the nonzero entries of
s∗0Dc := (s
∗
0)Dc , where we recall that matrix calligraphic
subscripts select rows. Denoting by † the matrix pseudo-
inverse, we define
M := (I−WW†)Dc ∈ RN2−N×N2 , (12)
i.e., the orthogonal projector onto the kernel of WT con-
strained to the off-diagonal elements in Dc. With e1 denoting
the first canonical basis vector, we construct the matrix
R := [M, e1 ⊗ 1N−1] ∈ RN2−N×N2+1, (13)
by horizontally concatenating M and a column vector of size
|Dc| with ones in the first N−1 positions and zeros elsewhere.
With this notation in place, the following recovery result holds.
Theorem 1 Whenever S = SA and assuming problem (11) is
feasible, S∗1 = S
∗
0 if the two following conditions are satisfied:
A-1) rank(RK) = |K|; and
A-2) There exists a constant δ > 0 such that
ψR := ‖IKc(δ−2RRT + ITKcIKc)−1ITK‖M(∞) < 1. (14)
Proof: Recalling that s = vec(S), problem (11) for the case
where S = SA can be reformulated as
min
{s,λ}
‖s‖1 s. to s = Wλ, sD = 0, (e1 ⊗ 1N )T s = 1,
(15)
where the last equality imposes that the first column of S must
sum up to 1 [cf. (8)]. Notice that the non-negativity constraint
in SA is ignored in (15). However, if we show that (15) can
recover the sparse solution s∗0, then the same solution would
be recovered by the more constrained problem (11). Notice
that we may solve for λ in closed form as λ∗ = W†s.
Consequently, (15) becomes
min
s
‖s‖1 s. to (I−WW†)s = 0, sD = 0, (e1⊗1N )T s = 1.
(16)
6Leveraging the fact that I − WW† is symmetric, the first
equality in (16) can be rewritten as [cf. (12)]
(I−WW†)TDsD + MT sDc = 0, (17)
and the second equality in (16) forces the first term of (17) to
be zero. With these considerations, we may restate (16) as
min
sDc
‖sDc‖1 s. to RT sDc = b, (18)
where b is a binary vector of length N2 +1 with all its entries
equal to 0 except for the last one that is a 1. Problem (18)
takes the form of classical basis pursuit [35]. Notice that the
system of linear equations in (18) is overdetermined since
RT ∈ RN2+1×|Dc|, however, feasibility of (15) guarantees
that the mentioned system of equations is compatible. The
following two conditions are required for the solution of (18)
to coincide with the sparse solution s∗0Dc (cf. [36]):
a) ker(IKc) ∩ ker(RT ) = {0}; and
b) There exists a vector y ∈ R|Dc| such that y ∈ Im(R),
yK = sign((s∗0Dc)K), and ‖yKc‖∞ < 1.
The remainder of the proof is devoted to showing that if
conditions A-1) and A-2) in the statement of the theorem hold
true, then a) and b) are satisfied.
To see that A-1) implies a) notice that the nullspace of IKc
is spanned by the columns of ITK. Hence, for a) to hold we
need the |K| columns of RT in positions K to form a full
column rank matrix. In condition A-1) we require RK to be
full row rank, which is an equivalent property.
The next step is to show that condition A-2) implies b). For
this, consider the following `2-norm minimization problem
min
{y,z}
δ2‖z‖22 + ‖y‖22 s. to y = Rz, yK = sign((s∗0Dc)K),
(19)
where δ is a positive tuning constant. The inclusion of the
term δ2‖z‖22 in the objective guarantees the existence of a
closed-form expression for the optimal solution, while pre-
venting numerical instability when solving the optimization.
We will show that the solution y∗ to problem (19) satisfies
the requirements imposed in condition b). The two constraints
in (19) enforce the fulfillment of the first two requirements
in b), hence, we are left to show that ‖y∗Kc‖∞ < 1. Since
the values of yK are fixed, the constraint y = Rz can be
rewritten as ITKsign((s
∗
0Dc)K) = −ITKcyKc + Rδ−1δz. Then,
by defining the vector t := [δzT ,−yTKc ]T and the matrix
Φ := [δ−1RT , IKc ], (19) can be rewritten as
min
t
‖t‖22 s. to ITKsign((s∗0Dc)K) = ΦT t. (20)
The minimum-norm solution to (20) is given by t∗ =
(ΦT )†ITKsign((s
∗
0Dc)K) from where it follows that
y∗Kc =−IKc(δ−2RRT + ITKcIKc)−1ITK sign((s∗0Dc)K). (21)
Condition a) guarantees the existence of the inverse in (21).
Since ‖sign((s∗0Dc)K)‖∞=1, we may bound the `∞ norm of
y∗Kc as ‖y∗Kc‖∞ ≤ ‖IKc(δ−2RRT + ITKcIKc)−1ITK‖M(∞) =
ψR. Hence, condition A-2) in the theorem guarantees
‖y∗Kc‖∞ < 1 as wanted, concluding the proof.
Theorem 1 offers sufficient conditions under which the relax-
ation (11) guarantees sparse recovery for adjacency matrices.
Simulations in Section V reveal that the bound imposed on ψR
is tight by providing examples where ψR is equal to 1 and for
which recovery fails. In Theorem 1, condition A-1) ensures
that the solution to (11) is unique, a necessary requirement
to guarantee sparse recovery. Condition A-2) is derived from
the construction of a dual certificate specially designed to
ensure that the unique solution to (11) also has minimum `0
norm [36].
Recall that the `∞ norm in (14) is the maximum `1 norm
across the rows of the argument matrix, which has |Kc|
rows each containing |K| elements. It is thus expected that
sparser graphs (small |K|) might have smaller values of ψR.
Furthermore, to have an intuitive understanding of ψR it is
helpful to see that condition A-2) is always satisfied whenever
RRT is non-singular. More specifically, for small values of
δ we have that ψR ≈ δ2‖IKc(RRT )−1ITK‖M(∞), which can
be made arbitrarily small and, in particular, strictly smaller
than 1. Matrix RRT can be shown to be invertible whenever
rank(WD) = N − 1 (cf. Proposition 1). Thus, in the extreme
case where the feasible set is a singleton, Theorem 1 guarantees
recovery, as expected. A more general characterization of the
ensembles of random graphs that tend to satisfy (14) with high
probability is of interest, but left as future research.
The recovery result of Theorem 1 can be replicated for the
case where the shift of interest is a normalized Laplacian, i.e.,
when S = SL. To state this formally, if we define Q := (I−
U˜U˜†)Dc , where U˜ := V˜  V˜ for V˜ := [v2,v3, . . . ,vN ] the
following result holds. The proof follows the same steps as
those in Theorem 1 and, thus, is omitted.
Theorem 2 Whenever S = SL and assuming problem (11) is
feasible, S∗1 = S
∗
0 if the two following conditions are satisfied:
L-1) rank(QK) = |K|; and
L-2) There exists a constant δ > 0 such that
ψQ := ‖IKc(δ−2QQT + ITKcIKc)−1ITK‖M(∞) < 1. (22)
IV. IMPERFECT SPECTRAL TEMPLATES
Whenever the number of observed graph signals is limited or
the observations are noisy, assuming perfect knowledge of the
spectral templates V may be unrealistic. This section broadens
the scope of the network inference problems dealt with so far,
to accommodate imperfect spectral templates that can either
be noisy or incomplete. Specifically, we investigate pragmatic
scenarios where: i) only an approximate version of V can be
obtained (e.g., from the eigenvectors of a sample covariance
matrix); and ii) where only a subset of V is available (e.g.,
when the observed signals are bandlimited and one can only
estimate the non-zero frequencies that are present).
A. Noisy spectral templates
We first address the case where knowledge of an approx-
imate version of the spectral templates Vˆ = [vˆ1, . . . , vˆN ]
is available. The question here is how to update the general
formulation in (7) to account for the discrepancies between the
estimated spectral templates Vˆ and the actual eigenvectors of
S. An instructive reformulation is to include V = [v1, . . . ,vN ]
as decision variables and formulate the following problem
min
{S,λ,V}
f(S,λ) (23)
s. to S =
∑N
k=1 λkvkv
T
k , S ∈ S, d(vk, vˆk) ≤ k for all k,
7where d(·, ·) is a convex vector distance function, such as the
`p norm of the vector difference for p≥ 1. The idea in (23)
is to find a sparse S that satisfies the desired properties in
S, while its eigenvectors vk are each of them close to the
observed ones vˆk. The value of k must be chosen based on a
priori information on the imperfections, such as the number of
signals used to estimate the sample covariance, or the statistics
of the observation noise. While conceptually simple, problem
(23) is more challenging than its noiseless counterpart, since
the first constraint is non-convex given that both λk and vk
are optimization variables.
A more tractable alternative is to form S′ :=
∑N
k=1 λkvˆkvˆ
T
k
and search for a shift S that possesses the desired properties
while being close to S′. Formally, one can solve
Sˆ∗ := argmin
{S,λ,S′}
f(S,λ) (24)
s. to S′ =
∑N
k=1 λkvˆkvˆ
T
k , S ∈ S, d(S,S′) ≤ ,
where d(·, ·) is a convex matrix distance whose form depends
on the particular application. E.g., if ‖S − S′‖F is chosen,
the focus is more on the similarities across the entries of
the shifts, while ‖S − S′‖M(2) focuses on their spectrum.
Additional conic constraints of the form ‖(S−S′)vˆk‖2 ≤ λkk
enforcing that particular eigenvectors are well approximated
can also be incorporated. From an application point of view,
the formulation in (24) is also relevant to setups where the
templates Vˆ are not necessarily noisy but the goal is to enlarge
the set of feasible GSOs. This can be of interest if, for example,
finding an S that is both sparse and with the exact templates
collected in Vˆ is impossible (cf. Section II-B).
The difficulty in solving (24) is determined by f and S.
Hence, the challenges and approaches are similar to those in
Section III. For the particular case of sparse shifts, the `1 norm
relaxation of (24) yields [cf. (11)]
Sˆ∗1 := argmin
{S,λ,S′}
‖S‖1 (25)
s. to S′ =
∑N
k=1 λkvˆkvˆ
T
k , S ∈ S, d(S,S′) ≤ ,
where iteratively re-weighted schemes are also possible. More-
over, further uncertainties can be introduced in the definition of
the feasible set S, e.g. in the scale of the admissible graphs for
the case of S = SA (cf. Proposition 2 and (28) for additional
details).
When the interest is in recovering a normalized Laplacian
[cf. (9)], a possible implementation is to enforce the constraint
λ1 = 0 talis qualis on (25) entailing that one of the eigenvalues
of S′ (and not S) is equal to zero. However, the smallest
eigenvalue of S must be close to zero due to the constraint
on the distance between S and S′. Alternatively, the objective
can be augmented by also considering the nuclear norm ‖S‖∗
to further promote rank-deficiency on S.
To assess the effect of the noise in recovering the sparsest S,
we define matrices Wˆ, Rˆ and Qˆ which are counterparts of W,
R and Q defined prior to Theorem 1, but based on the noisy
templates Vˆ instead of V. Further, we drop the non-negativity
constraint in SA – to obtain S˜A – and incorporate the scale
ambiguity by augmenting d(S,S′) as d˜(S,S′) = (d(S,S′)2 +
(
∑
j Sj1− 1)2)1/2. With this notation, the following result on
robust recovery of network topologies holds.
Proposition 2 When d(S,S′) = ‖S − S′‖F, and assuming
that there exists at least one S′ such that d˜(S∗0,S
′) ≤ ,
the solution sˆ∗1 := vec(Sˆ
∗
1) to (25) for S = S˜A with scale
ambiguity satisfies
‖sˆ∗1 − s∗0‖1 ≤ C, with C = 2C1 + 2C2C3, (26)
if the same conditions stated in Theorem 1 hold but for Rˆ
instead of R. Constants C1, C2, and C3 are given by
C1 =
√|K|
σmin(RˆTK)
, C2 =
1 + ‖RˆT ‖M(2)C1
1− ψRˆ
, C3 =‖Rˆ†‖M(2)N,
(27)
where σmin(·) denotes the minimum singular value of the
argument matrix. An analogous result can be derived for the
case S = S˜L (where the non-positivity constraint is dropped)
whenever Qˆ satisfies the conditions in Theorem 2.
Proof: We reformulate (25) in vector form for the case S = S˜A
with scale ambiguity to obtain
min
{s,λ,s′}
‖s‖1 s. to s′ = Wˆλ, sD = 0, (28)
‖s− s′‖22 + ((e1 ⊗ 1N )T s− 1)2 ≤ 2.
Substituting the first equality constraint in (28) into the in-
equality constraint, then solving for λ as λ∗ = Wˆ†s, and
finally using the second equality constraint to reduce the
optimization variables to sDc , we may restate (28) as [cf. (18)]
min
sDc
‖sDc‖1 s. to ‖RˆT sDc − b‖2 ≤ , (29)
where b is, as in the proof of Theorem 1, a binary vector with
all its entries equal to 0 except for the last one that is equal to
1. Notice that (29) takes the form of a basis pursuit problem
with noisy observations [35]. Expressions (26) and (27) can
be derived by applying the second claim in [36, Theorem 2]
to problem (29). In order to do so, a few factors must be
taken into consideration. First, since RˆT is not full row rank
(since it is a tall matrix), constant C3 depends on the `2 norm
of Rˆ†. Moreover, in order to make constants C1, C2, and C3
independent of the dual certificate y ∈ R|Dc| – see condition b)
within the proof of Theorem 1 – we have used that ‖y‖2 ≤ N
and ‖yKc‖∞ ≤ ψRˆ, where the first one follows from the fact
that the magnitude of every element in y is at most 1 and the
second one was shown after (21).
A similar procedure can be used to show the result pertaining
the case where S= S˜L.
When given noisy versions Vˆ of the spectral templates of
our target GSO, Proposition 2 quantifies the effect that the
noise has on the recovery. More precisely, the recovered shift is
guaranteed to be at a maximum distance from the desired shift
bounded by the tolerance  times a constant, which depends
on Rˆ and the support K. In particular, this implies that as
the number of observed signals increases we recover the true
graph shift as stated in the following remark.
Remark 2 (Consistent estimator) As the number of ob-
served signals increases the sample covariance Cˆx tends to
the covariance Cx and, for the cases where the latter has
no repeated eigenvalues, the noisy eigenvectors Vˆ tend to
the eigenvectors V of the desired shift; see, e.g., [37, Theo.
3.3.7]. In particular, with better estimates Vˆ the tolerance 
8in (25) needed to guarantee feasibility can be made smaller,
entailing a smaller discrepancy between the recovered S∗1 and
the sparsest shift S∗0. In the limit when Vˆ = V and under
no additional uncertainties, the tolerance  can be made zero
and (26) guarantees perfect recovery under conditions A-1) and
A-2) in Theorem 1 or L-1) and L-2) in Theorem 2.
B. Incomplete spectral templates
Thus far we have assumed that the entire set of eigenvectors
V = [v1, . . . ,vN ] is known, either perfectly or corrupted by
noise. However, it is conceivable that in a number of scenarios
only some of the eigenvectors (say K out of N ) are available.
This would be the case when e.g., V is found as the eigenbasis
of Cx and the given signal ensemble is bandlimited. More
generally, whenever Cx contains repeated eigenvalues there
is a rotation ambiguity in the definition of the associated
eigenvectors. Hence, in this case, we keep the eigenvectors that
can be unambiguously characterized and, for the eigenvectors
with repeated eigenvalues, we include the rotation ambiguity
as an additional constraint in our optimization problem.
Formally, assume that the K first eigenvectors VK =
[v1, ...,vK ] are those which are known. Then, the network
topology inference problem with incomplete spectral templates
can be formulated as [cf. (11)]
S¯∗1 := argmin
{S,SK¯ ,λ}
‖S‖1 (30)
s. to S = SK¯ +
∑K
k=1λkvkv
T
k , S ∈ S, SK¯VK = 0,
where we already particularized the objective to the `1 convex
relaxation. The formulation in (30) enforces S to be partially
diagonalized by the known spectral templates VK , while its
remaining component SK¯ is forced to belong to the orthogonal
complement of range(VK). Notice that, as a consequence, the
rank of SK¯ is at most N − K. As in the previous cases, S
incorporates a priori information about the GSO. Notice that
the constraint in S imposing symmetry on S combined with
the first constraint in (30) automatically enforce symmetry on
SK¯ , as wanted. An advantage of using only partial information
of the eigenbasis as opposed to the whole V is that the set
of feasible solutions in (30) is larger than that in (11). This
is particularly important when the templates do not come
from a preexisting shift but, rather, one has the freedom
to choose S provided it satisfies certain spectral properties.
A practical example is the selection of the topology of a
sensor network aimed at implementing estimation tasks such as
consensus averaging, which can be oftentimes written as rank-
one transformations of the sensor observations (cf. Section II-B
and [26]).
Theoretical guarantees of recovery analogous to those pre-
sented in Section III-B can be derived for (30). To formally
state these, the following notation must be introduced. Define
WK := VK  VK and Υ := [IN2 ,0N2×N2 ]. Also, define
matrices B(i,j) ∈ RN×N for i < j such that B(i,j)ij = 1,
B
(i,j)
ji = −1, and all other entries are zero. Based on this,
we denote by B ∈ R(N2 )×N2 a matrix whose rows are the
vectorized forms of B(i,j) for all i, j ∈ {1, 2, . . . , N} where
i < j. In this way, Bs = 0 when s is the vectorized form of
a symmetric matrix. Further, we define the following matrices
P1 :=

I−WKW†K
ID
B
0NK×N2
(e1 ⊗ 1N )T

T
, P2 :=

WKW
†
K − I
0N×N2
0(N2 )×N2
I⊗ V TK
01×N2

T
, (31)
and P := [PT1 ,P
T
2 ]
T . With this notation in place, and denoting
by J the support of s∗0 = vec(S∗0), the following result holds.
Theorem 3 Whenever S = SA and assuming problem (30) is
feasible, S¯∗1 = S
∗
0 if the two following conditions are satisfied:
A-1) rank([P1TJ ,P
T
2 ]) = |J |+N2; and
A-2) There exists a constant δ > 0 such that
ηP := ‖ΥJ c(δ−2PPT + ΥTJ cΥJ c)−1ΥTJ ‖M(∞) < 1. (32)
Proof: With s = vec(S) and sK¯ = vec(SK¯), we reformulate
(30) for S = SA as
min
{s,sK¯ ,λ}
‖s‖1 (33)
s. to s = sK¯ + WKλ, sD = 0, Bs = 0,
(e1 ⊗ 1N )T s = 1, (I⊗VTK)sK¯ = 0.
The first and last constraints in (33) correspond to the first
and last constraints in (30) written in vector form. The second
constraint in (33) imposes that S has no self-loops, the third
one imposes symmetry on S, and the fourth one normalizes
the first column of S to sum up to 1 [cf. (8)]. Notice that the
non-negativity constraint in SA is ignored in (33); however,
if we show that (33) can recover the sparse solution s∗0, then
the same solution would be recovered by the more constrained
problem (30). Using the first constraint to solve for λ, we
obtain λ = W†K(s−sK¯). Moreover, defining the concatenated
variable t := [sT , sT
K¯
]T , it follows from the definitions of Υ
and P that (33) can be reformulated as
min
t
‖Υt‖1 s. to PT t = b, (34)
where b is a vector with every entry equal to 0 except for the
last one which is equal to 1. We utilize existing results on `1-
analysis [36] to state that the solution to (34) coincides with
the sparsest solution if:
a) ker(ΥJ c) ∩ ker(PT ) = {0}; and
b) There exists a vector y ∈ RN2 such that ΥTy ∈ Im(P),
yJ = sign(s∗0J ), and ‖yJ c‖∞ < 1.
As was the case for Theorem 1, the proof now reduces to
showing that conditions A-1) and A-2) in the statement of the
theorem imply the above conditions a) and b).
From the specific form of Υ, the kernel of ΥJ c is a space
of dimension |J |+N2 spanned by the set of canonical basis
vectors ei of length 2N2 where i ∈ J ∪ {N2 + 1, N2 +
2, . . . , 2N2}. Thus for a) to hold we need the matrix formed
by the columns of PT indexed by J ∪ {N2 + 1, . . . , 2N2} to
be full column rank, as stated in condition A-1).
Finally, the procedure to show that A-2) implies b) follows
the same steps as those detailed in the proof of Theorem 1 –
from (19) onwards – and, thus, is omitted here.
Theorem 3 provides sufficient conditions for the relaxed
problem in (30) to recover the sparsest graph, even when
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Fig. 1. (a) Proportion of topology inference problems with a unique feasible point for Erdo˝s-Re´nyi graphs as a function of N and p for adjacency (top) and
normalized Laplacian (bottom) matrices. (b) Recovery rate for the same set of graphs in (a) when implementing the iteratively re-weighted approach in (10).
(c) Histogram of the rank of matrix U for N=10 and p=0.2. (d) Experimental validation of Theorem 1. Whenever ψR < 1 perfect recovery is achieved.
incomplete information about the eigenvectors is available.
In practice it is observed that for smaller number K of
known spectral templates the value of ηP in (32) tends to be
larger, indicating a less favorable setting for recovery. This
observation is aligned with the results obtained in practice;
see Fig. 2(c).
To state results similar to those in Theorem 3 but for the
recovery of normalized Laplacians, we define U˜K := V˜K 
V˜K where V˜K := [v2,v3, . . . ,vK ] and define the matrices
T1 :=

I− U˜KU˜†K
ID
B
0NK×N2

T
, T2 :=

U˜KU˜
†
K − I
0N×N2
0(N2 )×N2
I⊗ V TK

T
, (35)
and T := [TT1 ,T
T
2 ]
T . Under the assumption that the first
eigenvector (i.e., the one whose associated eigenvalue is zero)
is among the K eigenvectors known, the following result holds.
The proof – here omitted – follows the same steps as those in
Theorem 3.
Theorem 4 Whenever S = SL and assuming problem (30) is
feasible, S¯∗1 = S
∗
0 if the two following conditions are satisfied:
L-1) rank([T1TJ ,T
T
2 ]) = |J |+N2 ; and
L-2) There exists a constant δ > 0 such that
ηT := ‖ΥJ c(δ−2TTT + ΥTJ cΥJ c)−1ΥTJ ‖M(∞) < 1. (36)
Notice that scenarios that combine the settings in Sec-
tions IV-A and IV-B, i.e. where the knowledge of the K
templates is imperfect, can be handled by combining the
formulations in (25) and (30). This can be achieved upon
implementing the following modifications to (30): considering
the shift S′ as a new optimization variable, replacing the first
constraint in (30) with S′ = SK¯ +
∑K
k=1λkvkv
T
k , and adding
d(S,S′) ≤  as a new constraint [cf. (25)].
V. NUMERICAL EXPERIMENTS
We test the proposed topology inference methods on differ-
ent synthetic and real-world graphs. A comprehensive perfor-
mance evaluation is carried out whereby we: (i) investigate the
recovery of both adjacency and normalized Laplacian matrices;
(ii) corroborate our main theoretical findings; (iii) assess the
impact of imperfect information in the recovery; (iv) carry out
comparisons with state-of-the-art methods; and (v) illustrate
how our framework can be used to promote sparsity on a given
network.
A. Topology inference from noiseless templates
Consider Erdo˝s-Re´nyi (ER) graphs [38] of varying size
N ∈ {10, 20, . . . , 50} and different edge-formation probabili-
ties p ∈ {0.1, 0.2, . . . , 0.9}. For each combination of N and p
we generate 100 graphs and try to recover their adjacency A
and normalized Laplacian L matrices from the corresponding
spectral templates V. In Fig. 1(a) we plot the proportion of
instances where the corresponding optimization problems –
problem (7) for S = SA and S = SL – have singleton
feasibility sets. Notice that multiple solutions are more frequent
when the expected number of neighbors of a given node is
close to either 1 or N . For intermediate values of p, the
rank of both WD and U is typically N − 1, guaranteeing a
single feasible point (cf. Proposition 1). Using the same set of
graphs that those in Fig. 1(a), Fig. 1(b) shows the recovery
rate when solving the iteratively re-weighted problem (10)
for both the adjacency (top) and the normalized Laplacian
(bottom). As expected, the rates in Fig. 1(b) dominate those in
Fig. 1(a) since every instance with a unique feasible point is
recovered successfully. Moreover, the improved rates observed
in Fig. 1(b) are indicative of the beneficial effect that the
weighted `1 norm objective has in the recovery.
As indicated by Proposition 1, the rate of recovery is
intimately related to the ranks of WD and U for the adjacency
and normalized Laplacian cases, respectively. Fig. 1(c) further
illustrates this relation via a histogram of the rank of U for
the 100 graphs with N = 10 and p = 0.2. For more than half
of the instances, the rank of U is equal to 9 (blue bar) and, as
stated in Proposition 1, for all these graphs there is a unique
feasible point (yellow bar) that is successfully recovered (cyan
bar). We see that, as the rank of U degrades, uniqueness is
no longer guaranteed but for most cases the true graph can
still be recovered following the iteratively re-weighted scheme
proposed. Only in 8 of the cases where rank(U) < 9 the
recovery was not successful, entailing a recovery rate of 0.92,
as reported in the corresponding entry (N = 10, p = 0.2) of
the bottom plot in Fig. 1(b).
Finally, in order to corroborate the conditions for noiseless
recovery stated in Theorem 1, we draw ER random graphs of
size N = 20 and edge-formation probability p = 0.25. For
each graph, we make sure that the associated WD matrix
has rank strictly smaller than N − 1 (to rule out the cases
where the feasible set is a singleton), and that condition A-1)
in Theorem 1 is satisfied. In Fig. 1(d) we plot the number of
successes and failures in recovering the adjacency as a function
of ψR in (14). We consider 1000 realizations and for each
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Fig. 2. (a) Brain graph recovery error for three patients as a function of the number of signals observed in the estimation of the spectral templates. (b) Recovery
error for four social networks as a function of the number of signals observed in the estimation of the spectral templates. (c) Recovery error for four social
networks (with N = 32 nodes) as a function of K, the number of spectral templates that are known.
of them the constant δ in (14) is chosen to minimize ψR.
Fig. 1(d) clearly depicts the result of Theorem 1 in that, for all
cases where ψR < 1, relaxation (11) achieves perfect recovery.
Equally important, it is clear that the bound stated in (14) is
tight since a large proportion of the realizations with ψR equal
to 1 or just above this value lead to failed recoveries.
B. Topology inference from noisy and incomplete templates
We consider the identification of unweighted and undi-
rected graphs corresponding to human brains [39]. Each graph
consists of N = 66 nodes, which represent brain regions
of interest (ROIs). An edge between two ROIs exists if the
density of anatomical connections is greater than a threshold,
which is chosen as the largest one that entails a connected
graph [39]. We test the recovery from noisy spectral templates
Vˆ [cf. (25)] obtained from sample covariances of synthetic
signals generated through diffusion processes (cf. Section II).
These processes are modeled by graph filters of random
degree between 3 and 7, and with independent and normally
distributed coefficients. Denoting by Vˆi the noisy spectral tem-
plates of patient i∈{1, 2, 3} and by Aˆi the adjacency matrices
recovered, Fig. 2(a) plots the recovery error as a function of
the number of signals observed in the computation of the
sample covariance. The error is quantified as the proportion
of edges misidentified, i.e., ‖Ai−Aˆi‖0/‖Ai‖0, and each point
in Fig. 2(a) is the average across 50 realizations. Notice that for
an increasing number of observed signals we see a monotonous
decrease in the recovery error. For example, when going from
104 to 105 observations the error is (approximately) divided by
seven, when averaged across patients. This is reasonable since
a larger number of observations gives rise to a more reliable
estimate of the covariance matrix entailing less noisy spectral
templates. Traditional methods like graphical lasso [15] fail to
recover S from the sample covariance of filtered white signals.
For example, when signals are generated using a filter of the
form H = h0I + h1S, graphical lasso performs significantly
worse than the method based on spectral templates. More
precisely, when 105 signals are observed, the recovery error of
graphical lasso averaged over 50 realizations and with optimal
tuning parameters is 0.303, 0.350, and 0.270 for patients 1, 2,
and 3, respectively. Such errors are between 5 and 50 times
larger than those reported in Fig. 2(a). Further comparisons of
our method with graphical lasso and other existing alternatives
are provided in Section V-C.
We repeat the previous experiment on four social networks
defined on a common set of N = 32 nodes, which represent
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Fig. 3. Performance comparison between spectral templates (SpecTemp),
graphical lasso, and correlation-based recovery. For general filters, SpecTemp
outperforms the other two.
students from the University of Ljubljana2. Links for each of
the networks capture different types of interactions among the
students, and were built by asking each student to select a
group of preferred college mates for different situations, e.g.,
to discuss a personal issue or to invite to a birthday party
(see footnote 2 for further details). The considered graphs
are unweighted and symmetric, and the edge between i and
j exists if either student i picked j in the questionnaire or
vice versa. As done for the brain graphs, we test the recovery
performance for noisy spectral templates Vˆ obtained from
sample covariances. Fig. 2(b) plots the reconstruction error as
a function of the number of observed signals for the different
networks studied. As was observed in Fig. 2(a), we see a
monotonous decrease in recovery error for all the analyzed
networks.
Finally, we illustrate the recovery performance in the pres-
ence of incomplete spectral templates by solving (30) for the
four networks in Fig. 2(b). More specifically, in Fig. 2(c) we
plot the recovery error as a function of the number K of
eigenvectors available. Each point in the plot is the average
across 50 realizations in which different K eigenvectors were
selected from the N = 32 possible ones. As expected, the
performance for all four networks improves with the number
of spectral templates known. The performance improvement is
sharp and precipitous going from a large error of over 0.85 for
three of the networks when 17 spectral templates are known to
a perfect recovery for all the networks when 24 eigenvectors
are given. Moreover, notice that network 4 is consistently the
2Access to the data and additional details are available at http://vladowiki.
fmf.uni-lj.si/doku.php?id=pajek:data:pajek:students
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TABLE I
PERFORMANCE COMPARISON BETWEEN SPECTRAL TEMPLATES (SPECTEMP), KALOFOLIAS [11], AND DONG ETAL [8].
Inverse Laplacian Diffusion Exponential
SpecTemp Kalofolias Dong etal SpecTemp Kalofolias Dong etal SpecTemp Kalofolias Dong etal
Erdo˝s-Re´nyi
F-measure 0.896 0.791 0.818 0.924 0.868 0.828 0.703 0.651 0.667
edge error 0.108 0.152 0.168 0.071 0.149 0.177 0.276 0.318 0.332
degree error 0.058 0.071 0.105 0.040 0.055 0.111 0.162 0.201 0.222
Baraba´si-Albert
F-measure 0.926 0.855 0.873 0.945 0.845 0.894 0.814 0.732 0.798
edge error 0.143 0.173 0.209 0.135 0.154 0.235 0.310 0.314 0.393
degree error 0.108 0.124 0.169 0.109 0.092 0.188 0.240 0.244 0.282
easiest to identify both for noisy [cf. Fig. 2(b)] and incomplete
[cf. Fig. 2(c)] spectral templates. For example, when given 19
spectral templates the error associated with network 4 is 0.224
whereas the average across the other three networks is 0.584.
This hints towards the fact that some graphs are inherently
more robust for identification when given imperfect spectral
templates. A formal analysis of this phenomenon is left as
future work.
C. Performance comparison
We compare the performance of the presented method
based on spectral templates (we refer to it as SpecTemp for
conciseness) with established statistical approaches as well as
recent GSP-based algorithms.
Comparison with established methods. We analyze the
performance of SpecTemp in comparison with two widely
used methods, namely, (thresholded) correlation [4, Ch. 7.3.1]
and graphical lasso [15]. Our goal is to recover the adjacency
matrix of an undirected and unweighted graph with no self-
loops from the observation of filtered graph signals. For the
implementation of SpecTemp, we use the eigendecomposition
of the sample covariance of the observed signals in order to
extract noisy spectral templates Vˆ. We then solve problem
(25) for S = SA, where  is selected as the smallest value that
admits a feasible solution. We include as a priori knowledge
that each node has at least one neighbor. For the correlation-
based method, we keep the absolute value of the sample
correlation of the observed signals, force zeros on the diagonal
and set all values below a certain threshold to zero. This
threshold is determined during a training phase, as explained in
more detail in the next paragraph. Lastly, for graphical lasso
we follow the implementation in [15] based on the sample
covariance and select the tuning parameter ρ (see [15]) during
the training phase. We then force zeros on the diagonal and
keep the absolute values of each entry. Leveraging that the
sought graphs are unweighted, for SpecTemp and graphical
lasso a fixed threshold of 0.3 is used so that, after recovery,
every edge with weight smaller than the threshold is set to
zero.
We test the recovery of adjacency matrices S = A of ER
graphs with N = 20 nodes and edge probability p = 0.2.
We vary the number of observed signals from 101 to 106 in
powers of 10. Each of these signals is generated by passing
white Gaussian noise through a graph filter H. Two different
types of filters are considered. As a first type we consider a
general filter H1 = Vdiag(ĥ1)VT , where the entries of ĥ1 are
independent and chosen randomly between 0.5 and 1.5. The
second type is a specific filter of the form H2 = (δI+S)−1/2,
where the constant δ is chosen so that δI + S is positive
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Fig. 4. Comparison of edge recovery error as a function of the number of
signals observed for SpecTemp, Kalofolias [11], and Dong etal [8].
definite to ensure that H2 is real and well-defined. Following
the discussion in Section II, this implies that the precision
matrix of the filtered signals is given by C−1x = H
−2
2 = δI+S,
which coincides with the desired GSO S in the off-diagonal
elements. For each combination of filter type and number of
observed signals, we generate 10 ER graphs that are used for
training and 20 ER graphs that are used for testing. Based on
the 10 training graphs, the optimal threshold for the correlation
method and parameter ρ for graphical lasso are determined
and then used for the recovery of the 20 testing graphs. Given
that for SpecTemp we are fixing  beforehand, no training is
required.
As figure of merit we use the F-measure [40], i.e. the
harmonic mean of edge precision and edge recall, that solely
takes into account the support of the recovered graph while
ignoring the weights. In Fig. 3 we plot the performance of the
three methods as a function of the number of filtered graph
signals observed for filters H1 and H2, where each point is
the mean F-measure over the 20 testing graphs.
When considering a general graph filter H1 SpecTemp
clearly outperforms the other two. For instance, when 105
signals are observed, our average F-measure is 0.81 while the
measures for correlation and graphical lasso are 0.29 and 0.25,
respectively. Moreover, of the three methods, our approach is
the only consistent one, i.e., achieving perfect recovery with
increasing number of observed signals. Although striking at
a first glance, the deficient performance of graphical lasso
was expected. For general filters H1, the precision matrix
is given by C−1x = H
−2
1 which in general is neither sparse
nor shares the support of S, the GSO to be recovered. When
analyzing the specific case of graph filters H2, where the
precision matrix exactly coincides with the desired graph-shift
operator, graphical lasso outperforms both our method and the
correlation-based method. This is not surprising since graphical
lasso was designed for the recovery of sparse precision ma-
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Fig. 5. (a) Real and inferred contact networks between amino-acid residues for protein BPT1 BOVIN. Ground truth contact network (top left), mutual
information of the co-variation of amino-acid residues (top right), contact network inferred by network deconvolution (bottom left), contact network inferred
by our method based on spectral templates (bottom right). (b) Fraction of the real contact edges between amino-acids recovered for each method as a function
of the number of edges considered. (c) Counterpart of (b) for protein YES HUMAN.
trices. Notice however that for large number of observations
SpecTemp, without assuming any specific filter model, also
achieves perfect recovery and yields an F-measure equal to 1.
Comparison with GSP methods. We compare the recovery
using SpecTemp with the algorithms in [8] and [11], both
methods designed to identify the (combinatorial) Laplacian
of a graph when given a set of smooth graph signals. Small
modifications can be made to our framework to accommodate
this setting, thus permitting a fair comparison. More precisely,
in solving (25) we use the set of admissible shifts given by
SLc := {S |Sij ≤ 0 for i 6=j, S∈MN+ , S1 = 0}. (37)
Moreover, in order to account for the smoothness of the
observed signals in the unknown graph we sort the eigen-
vectors vˆk of the sample covariance in increasing order of
their corresponding eigenvalues, and we require the recovered
eigenvalues λ to satisfy λi ≥ λi+k+δ for all i, and fixed k and
δ. In this way, we assign the frequencies with larger presence
in the observed signals to low eigenvalues in the recovered
Laplacian. Unless otherwise noted, we set δ = 0.1 and k = 3.
We compare the three methods of interest on two different
types of graphs and three different signal generation models.
We consider the recovery of the Laplacian S = L of ER
graphs with N = 20 nodes and edge probability p = 0.3 as
well as Baraba´si-Albert preferential attachment graphs [38]
with N = 20 generated from m0 = 4 initially placed nodes,
where each new node is connected to m = 3 existing ones.
Following [11] we consider three models for smooth graph
signals: i) multivariate normal signals with covariance given
by the pseudo-inverse of L, i.e., x1 ∼ N (0,L†); ii) white
signals filtered through an autoregressive (diffusion) process,
that is x2 = (I + L)−1w, where w ∼ N (0, I); and iii) white
signals passed through an exponential filter, x3 = exp(−L)w.
For each of the six settings considered (two graphs combined
with three signal types) we generate 10 training graphs, 100
testing graphs, and for every graph we generate 1000 graph
signals. The training set is used to set the parameters in [8]
and [11], and in our case it serves the purpose of selecting the
best  [cf. (25)]. To increase the difficulty of the recovery task,
every signal x is perturbed as xˆ = x + σ x ◦ z, for σ = 0.1
and where each entry of z is an independent standard normal
random variable. We focus on three performance measures,
namely, the F-measure as explained in the previous experiment,
the `2 relative error of recovery of the edges, and the `2 relative
error of recovery of the degrees. The performance achieved by
each method in the testing sets is summarized in Table I. In all
but one case, our method attains the largest F-measures and the
smallest errors for all the graphs and signal types considered.
Finally, for the particular cases of ER graphs and signals x1
(inverse Laplacian), we replicate the above procedure varying
the number of observed signals P from 100 to 1000. For
SpecTemp, we increase k when the number of observations
decreases to account for the noisier ordering of the eigenvectors
in the sample covariance. In this experiment we use k = 5 for
P ≤ 400, k = 4 for 400 < P < 800 and k = 3 for P ≥ 800.
In Fig. 4 we plot the associated `2 edge recovery errors. Notice
that for small number of observations, the method in [11]
outperforms SpecTemp whereas the opposite is true when more
signals are observed. This can be attributed to the fact that
SpecTemp assumes no specific model on the smoothness of
the signal, thus, when enough signals are observed our more
agnostic, data-driven approach exhibits a clear performance
advantage.
D. Network sparsification
With reference to the network sparsification problem out-
lined in Section II-B, our goal here is to identify the structural
properties of proteins from a mutual information graph of the
co-variation between the constitutional amino-acids [25]; see
[33] for details. For example, for a particular protein, we want
to recover the structural graph in the top left of Fig. 5(a)
when given the graph of mutual information in the top right
corner. Notice that the structural contacts along the first four
sub-diagonals of the graphs were intentionally removed to
assess the capability of the methods in detecting the contacts
between distant amino-acids. The graph recovered by network
deconvolution [33] is illustrated in the bottom left corner
of Fig. 5(a) whereas the one recovered using SpecTemp is
depicted in the bottom right corner of the figure. Comparing
both recovered graphs, SpecTemp leads to a sparser graph that
follows more closely the desired structure to be recovered.
To quantify this latter assertion, in Fig. 5(b) we plot the
fraction of the real contact edges recovered for each method
as a function of the number of edges considered, as done
in [33]. For example, if for a given method the 100 edges
with largest weight in the recovered graph contain 40% of
the edges in the ground truth graph we say that the 100 top
edge predictions achieve a fraction of recovered edges equal
to 0.4. As claimed in [33], network deconvolution improves
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the estimation when compared to raw mutual information
data. Nevertheless, from Fig. 5(b) it follows that SpecTemp
outperforms network deconvolution. Notice that when  = 0
[cf. (25)] we are forcing the eigenvectors of S to coincide
exactly with those of the matrix of mutual information S′.
However, since S′ is already a valid adjacency matrix, we end
up recovering S = S′. By contrast, for larger values of  the
additional flexibility in the choice of the eigenvectors allows us
to recover shifts S that more closely resemble the ground truth.
For example, when considering the top 200 edges, the mutual
information and the network deconvolution methods recover
36% and 43% of the desired edges, respectively, while our
method for =1 achieves a recovery of 53%. In Fig. 5(c) we
present this same analysis for a different protein and similar
results can be appreciated.
VI. CONCLUSIONS
With S = VΛVT being the shift operator associated with
the graph G, we studied the problem of identifying S (hence
the topology of G) using a two-step approach under which we
first obtain V, and then use V as input to find Λ. The problem
of finding Λ given V was formulated as a sparse recovery
optimization. Efficient algorithms based on convex relaxations
were developed, and theoretical conditions under which exact
and robust recovery is guaranteed were derived for the cases
where S represents the adjacency or the normalized Laplacian
of G. In identifying V, our main focus was on using as input
a set of graph signal realizations. Under the assumption that
such signals resulted from diffusion dynamics on the graph
or, equivalently, that they were stationary in S, it was shown
that V could be estimated from the eigenvectors of the sample
covariance of the available set. As a consequence, several well-
established methods for topology identification based on local
and partial correlations can be viewed as particular instances
of the approach here presented. The practical relevance of the
proposed schemes and the gains relative to existing alternatives
were highlighted carrying out numerical tests with synthetic
and real-world graphs.
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