Abstract. Both the shortest and the longest blowup time for a controlled system are considered.
mentioned in their paper(see [2] ), although the researchers' initial interest is about the optimal control to the distributed systems, they met some difficulties. Hence, some researchers discuss the relevant problems governed by ordinary differential equations.
According to our knowledge, the related research is very limited. Barron and Liu [2] posed an optimal control problem to maximize the blowup time in 1996 . They consider an autonomous system, which is described as:    dy(t) dt = f (y(t), u(t)), t > 0,
(1.1)
where for some p > 1,
uniformly in z.
For a fixed control u(·), the blowup time is considered as a map x −→ T x (u). And the value function is defined as:
They study the properties of the blowup time and the value function. Then they conclude from the dynamic programming principle that the value function is the unique continuous viscosity solution of the Hamilton-Jacobi equation:
which leads to the maximum principle.
In 2011, Lin and Wang [7] studied an optimal control problem to minimize the blowup time, which is governed by a special non-autonomous system:    dy(t) dt = |y(t)| p−1 y(t) + B(t)u(t), t > 0, y(0) = y 0 .
(1.5)
The main results are the existence and the maximum principle of the optimal control problem.
Their strategy to get the existence is to transform the problem into the classical case. In detail, they show the existence of a series of relevant problems (P R ), where the target sets are the sphere of the ball in R n , centered at the origin and of different radius R. And prove the existence of the origin problem by taking limit of R. Then, they introduce a new penalty function to conclude the maximum principle. In [8] , Lou, Wen and Xu gave another approach to discuss the problem.
In this paper, we will consider the minimal/maximal blowup time optimal control problem, governed by a general system, which covers the systems mentioned above:
   dy(t) dt = f (t, y(t), u(t)), t > 0, y(0) = y 0 .
( 1.6) where f (t, y, u) takes the following form:
f (t, y, u) = G(t, |y|) y |y| + A(t)y + b(t, u), ∀ (t, y, u) ∈ [0, +∞) × R n × U (1.7)
with (U, ρ) being a separable metric space, G(·, ·) being a function on [0, +∞) 2 , A(·) being an n×n-matrix-valued function on [0, +∞) and b(·, ·) being an n dimensional vector-valued function on [0, +∞) × U . We say (1.6) holds on [0, T ) or y(·) is a solution of (1.6) on [0, T ) for some T > 0 always means that y(·) ∈ C[0, T ) and
(1.8)
Moreover, P, P ad and U ad are named as the set of feasible triples, the set of admissible triples and the set of admissible controls, respectively.
If U ad = ∅, the corresponding minimal time optimal control problem is:
If U ad = U , then we can consider the maximal time optimal control problem:
The focus of this paper is to introduce a new approach to yield the maximum principle.
The key of our strategy is to bridge the gap between classical cases and the blowup ones.
Roughly speaking, our results will be based on establishing "the front part local optimality" by some monotonicity of controlled systems. More precisely, ifū(·) is an optimal control for a time optimal control problem andt is the optimal time, then its rear part is also optimal, i.e., for any T ∈ (0,t ),ū(·)| [T,t ) is also an optimal control for the time optimal control problem restricted on [T,t ]. However, for a non-autonomous system, it is not necessary thatū(·)| [0,T ] is an optimal control for the time optimal control problem in the front part. Nevertheless, by studying some monotonicity of the controlled system, we can construct some kind of the front part local optimality of the optimal trajectory before blowup. Then the maximum principle follows by taking limit of the classical results. On the other hand, as to autonomous systems, translation invariance of the trajectory ensures the local optimality-"the front part local optimality" as well as "the rear part local optimality". Thus, results for autonomous systems can be got much easily and under relatively weaker assumptions than non-autonomous cases.
Based on the new approach, the controlled systems we considered are more general than those considered in the previous works.
The existence results (see Theorems 2.3 and 2.4) will be established in Section 2. Section 3 will be devoted to the maximum principles for optimal control to Problem (TI) (see Theorems 3.2 and 3.3). While Section 4 is devoted to the maximum principles for optimal control to Problem (TS) (see Theorem 4.1). In Section 5, we mention that for autonomous systems, the maximum principles for optimal triples are relatively easy to be established. Finally, we will list some examples to show that our results can be applied to most of interested systems.
Existence of Time Optimal Control Problem
In this section, we will discuss the existence of optimal control. We make the following assumptions:
(P1) Let (U, ρ) being a separable metric space; (P2) Function G(t, r) is measurable in t ∈ [0, +∞), continuously differentiable in r ∈ [0, +∞) and
Moreover,for any M > 0,
where A represents the norm of a n × n matrix A: A = sup x∈S n−1 |Ax|.
(P4) Function b(·, ·) takes values in R n and it is a Carathéodory function that it is measurable in the first variable and continuous in the second variable. Moreover, U (t) ≡ {b(t, u)|u ∈ U } is a convex compact set.
(P5) There exists an R 0 > 0 and a nonnegative function ζ(·) defined on [R 0 , +∞), which satisfies
We notice that the solution of equation (1.6) is well-posed before blow-up according to (P2). So it is reasonable to represent the solution of (1.6) as y(·; u(·)).
We introduce the following lemma to establish the existence theorem:
Then, there exist δ > 0 and K > 0, such that y k (·) ≡ y(·; u k (·)), which is the solution of equation
and satisfies Let
and ℓ be an integer. By the weak convergence, it is not difficult to prove that for some K > 0,
We claim that when k ≥ K,
We have
Adopting Grownwall's inequality, we can get
In particular,
which contradicts |y k (S)| = M . Therefore, (2.10) holds. Further, we get (??) from (2.10) (see (2.12)).
The proof is completed. ✷
Then,t ≤ T , wheret is the optimal time of problem (TI) (see (1.9)).
Proof. Let
Based on Mazur's Theorem (see [10] , for example), there exists a sequence defined by the convex combination
compact convex set, we get
Then according to Filippov's Lemma (see [4] , for example), there exists u(·) ∈ U , such that Therefore, y(·) has to blow up in [0, T ], which proves our conclusion. ✷ Next, we can get the following existence theorem of problem (TI). Proof. Let (T k , y k (·), u k (·)) ∈ P ad be a minimizing sequence, that is,
Similar to the proof of Lemma 2.2, there is u(·) ∈ U , such that
Let y(·) = y(·; u(·)). Then we can easily see that (t, y(·), u(·)) ∈ P.
We claim that y(·) blows up att 1 , that is (t, y(·), u(·)) ∈ P ad . Otherwise, by Lemma 2.1, there exist δ > 0 and K > 0, such that y k (·) exists and is bounded uniformly on [0,t + δ] for k ≥ K. This contradicts (2.14) and the fact that y k (·) blows up at T k .
Therefore, (t, y(·), u(·)) ∈ P ad , and (t, y(·), u(·)) is an optimal triple to Problem (TI). ✷ For Problem (TS), it holds that:
hold and U ad = U . Let t * be defined by (1.10) and it is finite. Then, Problem (TS) has at least one solution.
Let y(·) = y(·; u(·)).
We claim that y(·) blows up at t * . Otherwise y(·) blows up at some S < t * since U ad = U .
By (2.5), there exists an R > R 0 , such that
Since y(·) blows up at S, we have some T < S, such that
Using Lemma 2.1 and lim k→+∞ S k = t * > S, we get some K > 0, such that S k > S, and
we have
which contradicts the assumption t * > S. Thus, the blowup time of y(·) is t * . Therefore, (t * , y(·), u(·)) ∈ P ad and (t * , y(·), u(·)) is an optimal triple of Problem (TS). ✷
Maximum Principles to Problem (TI)
In this section, we will discuss the maximum principle of problem (TI). For simplicity, we may relabel some previous assumptions.
(S1) Let (U, ρ) being a separable metric space;
and
To simplify the discussion, forρ > 0 and s ∈ (0, s 0 ), denote
where Φ(·) is the inverse function of ϕ(·). 
We have the following lemma.
y(·) be the solution of
on [t 0 , T ] with the initial state y(t 0 ) =ỹ 0 and y(t 0 ) =ŷ 0 , respectively.
Suppose that
where ρ > 0 satisfies
Proof. Since Φ(·) is monotonically decreasing, we get |ỹ 0 | > |ŷ 0 | > ρ from (3.12).
As a solution of (3.10), y(·) satisfies
Hence, |y(·)| is monotonically increasing on [t 0 , T ] when |y(t 0 )| > ρ. Especially,
or equivalently,
Then,
We know X(t 0 ) − |Θ(t 0 )| > 0. Denote
Moreover, X(S) − |Θ(S)| = 0 if S < T .
By (3.16)-(3.18), we get
Therefore, X(t) − |Θ(t)| is monotonically increasing on [t 0 , S]. Consequently X(S) − |Θ(S)| > 0.
Thus, S = T . We get the proof. ✷
Thanks the above lemma, we can obtain the maximum principle of problem (TI) easily now.
Theorem 3.2. Assume that (S1)-(S4) hold. Let (t,ȳ(·),ū(·)) be an optimal triple of (TI).

Then, there exists a nontrivial solutionψ(·) ∈ C([0,t ); R n ) of the following equation
such that
Proof. Denote
Set ρ > 0 such that
It is not difficult to see the existence of such ρ. On the other hand, there exists δ > 0, such that
For |z| > ρ, let
Then, by Lemma 3.1, (ȳ(·),ū(·)) is an optimal pair of the following optimal control problem for any T ∈ [t − δ,t ): to find a control u(·) ∈ U , such that the solution y(·) of
maximizes |y(T )| 2 with terminal constraint y(T ) ∈ Eȳ (T ) .
Otherwise, there existsũ(·) ∈ U and ℓ > 1, such that
In this case, That is y(·;û(·)) blows up at S, which contradicts the optimality of (t,ȳ(·),ū(·)).
Then, using the classical maximum principle, there exists a nontrivial pair (ϕ 0,T , ϕ T (·)) ∈ R × C([0, T ]; R n ), which satisfies
and Furthermore, by (3.4), we know there exist T 0 ∈ (0,t ) and c ∈ (0, 1) such that
By (3.20), we get 1 2
On the other hand, using 1 2
and lim
Therefore, by (3.27)
Thus, (3.22) can be derived from (3.29) and the above inequality. ✷
We will find later that any optimal triple of problem (TS) also satisfies the above theorem.
Thus, we would like to make some further observation on the optimal triple of problem (TI).
We assume that:
(S5) Let b(t, U ) be a convex set with the origin point being its interior point for almost all t ∈ [0, +∞). Meanwhile, for any x ∈ ∂ b(t, U ) , there exists a unique λ ∈ S n−1 , such that
Remark 3.1. If U is a closed ball in R m , in which the origin is an interior point, 30) and B(t) ∈ R n×m always has full row rank, then (S5) holds.
We have: 
Proof. We will use symbols that used in the proof of Theorem 3.2. We need only to prove (3.31).
Ift − δ ≤ T 1 < T 2 <t, then it follows from (3.25) that
Thus, (S5) and (3.32) imply that
for some constant c > 0. Using the continuity of
Consequently,ψ
On the other hand, since 0 is an interior point in b(t, U ) for almost all t ∈ [0,t ),
Using (S2),
is well-defined in (0,t ) and it follows from (3.38) that
Finally, (3.31) follows easily from (3.36) and (3.40). We complete the proof. ✷
Maximum Principles to Problem (TS)
For Problem (TS), we assume that (S5 ′ ) For almost all t ∈ [0, +∞), the origin point is an interior point of b(t, U ).
We have:
Theorem 4.1. Assume that (S1)-(S4) hold and (t * , y * (·), u * (·)) is an optimal triple of Problem (TS). Then there exists a nontrivial solution ψ * (·) ∈ C([0, t * ); R n ) of the following equation
Proof. The proof is similar to that of Theorems 3.2 and 3.3. Let
and ρ > 0, such that
The existence of such a ρ is obvious, and we have some δ > 0, such that
For |z| > ρ, denote 2
Then, for any T ∈ [t * − δ, t * ), it is easy to derive that (y * (·), u * (·)) is an optimal pair of the following problem by Lemma 3.1: to find a control u(·) ∈ U , such that the solution y(·) of
minimizes |y(T )| 2 with the terminal constraint y(T ) ∈ E y * (T ) .
Otherwise, there exists aũ(·) ∈ U and an ℓ ∈ [ In this case
We setû
Then, by Lemma 3. According to the classical maximum principle, we get a nontrivial pair (ϕ 0,T , ϕ
Obviously, (4.9) ensures
If ϕ 0,T = 0, we get ϕ T (·) = 0 from the non-triviality. If ϕ 0,T = 0, we get from (4.10) that
Then, ϕ T (·) = 0 also holds.
To conclude, ϕ T (·) = 0 is always tenable. Then, we can reset ϕ T (·) such that |ϕ T (0)| = 1.
While (4.7)-(4.8) and
Next, similar to the proof of Theorem 3.2, we get that, at least along a subsequence, ϕ T (·) convergence uniformly to ψ * (·) on [0, t * − ε] for any ε > 0. Then we get the conjugate function ψ * (·) and (4.1)-(4.3).
When (S5 ′ ) holds, similar to (3.40), we have
where
Combining (4.11) with (4.12), we get
Therefore, 
then in stead of (4.4), we would get the following transversality condition:
5 Results for Autonomous Systems.
If (1.6) is an autonomous system, then maximum principles and their proofs can be simplified. That is because in such a situation, when we limit the optimal triple (t,ȳ(·),ū(·)) of problem(TI)/(TS) on [0, T ] for any T ∈ (0,t ), it should be a solution of a time optimal control problem that changes the state from y 0 to the target set {ȳ(T )} most quickly/slowly. In this case, we can conclude the maximum principle of Problem (TI)/(TS) from the classical results
We set the following assumptions:
(A1) Let (U, ρ) being a separable metric space; (A2) Function f (y, u) is continuous in (y, u) and continuously differentiable in y ∈ R n .
Meanwhile,
for some L > 0. Moreover, for any R > 0, there exists L R > 0 such that such that ψ (t), f (ȳ(t),ū(t)) = max u∈U ψ (t), f (ȳ(t), u) , a.e. t ∈ [0,t ), (5.5)
Proof. The translation invariance of the autonomous systems ensures that for any T ∈ (0,t ), (T,ȳ(·),ū(·)) is an optimal triple of the following optimal control problem: to find (t * , y * (·), u * (·)) ∈ P T ad such that Remark 5.2. We need some mild assumptions to yield transversality conditions. We will not discuss transversality conditions since it is quite technical when assumptions are weak.
Some Examples
We mention that the assumptions in Theorems 3.3 and 4.1 concerns mainly about G and ϕ.
They looks quite technical. In fact, most systems that we care about satisfy these assumptions-(S2) and (S3). We list them in the following.
We always assume that p > 1, β > 
