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Large-N expansion and θ-dependence of 2d CPN−1 models beyond the leading order
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We investigate the θ-dependence of 2-dimensional CPN−1 models in the large-N limit by lattice
simulations. Thanks to a recent algorithm proposed byM. Hasenbusch to improve the critical slowing
down of topological modes, combined with simulations at imaginary values of θ, we manage to
determine the vacuum energy density up the sixth order in θ and up to N = 51. Our results support
analytic predictions, which are known up to the next-to-leading term in 1/N for the quadratic term
in θ (topological susceptibility), and up to the leading term for the quartic coefficient b2. Moreover,
we give a numerical estimate of further terms in the 1/N expansion for both quantities, pointing
out that the 1/N convergence for the θ-dependence of this class of models is particularly slow.
PACS numbers: 12.38.Aw, 11.15.Ha,12.38.Gc,12.38.Mh
1. INTRODUCTION
The existence of field configurations with non-trivial
topology characterize the non-perturbative properties of
QCD and QCD-like models, leading in particular to a
non-trivial dependence on a possible coupling to the
topological charge operator q(x), the so-called θ param-
eter. A non-zero θ implies an additional factor exp(iθQ)
in the path-integral of the theory, where Q =
∫
d4x q(x)
is the global topological charge (winding number); since
Q is integer-valued for field configurations decaying fast
enough at infinity, the theory is invariant under θ →
θ + 2π, so that θ behaves as an angular variable. For
small values of θ, the free energy (vacuum energy) density
f(θ) can be Taylor expanded around θ = 0, a common
parameterization being [1]
f(θ)− f(0) =
1
2
χθ2
(
1 +
∞∑
n=0
b2nθ
2n
)
. (1)
The expansion contains only even terms because θ breaks
CP-symmetry explicitly and the theory is CP-invariant
at θ = 0. The quadratic coefficient χ is the topological
susceptibility and is related to the second cumulant of
the topological charge distribution at θ = 0, while the
coefficients b2n are related to higher-order cumulants of
this distribution.
Since θ-dependence is connected to intrinsically non-
perturbative properties of Quantum Field Theories, a
numerical approach based on lattice Monte Carlo simula-
tions is the natural first-principle approach to its investi-
gation. However, various analytical strategies permit to
obtain useful information, at least in certain limits.
Semiclassical approaches to θ-dependence consider
classical configurations with non-trivial topology, like
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instantons and anti-instantons, and compute the path-
integral by integrating fluctuations around such class of
configurations. One usually considers configurations with
just one instanton or anti-instanton, so that the whole
information is contained in the single-instanton effective
action. In this way, one obtains results valid for an en-
semble of independent (non-interacting) instantons and
anti-instantons (dilute instanton gas approximation or
DIGA), leading to a universal dependence of the free en-
ergy θ:
f(θ)− f(0) = χ(1 − cos θ) . (2)
This approximation is expected to work well at least in
some regimes, like for SU(N) Yang-Mills theories in the
deconfined, high-temperature phase, where the typical
instanton effective action gets large (because of asymp-
totic freedom) and topological charge fluctuations be-
come rare and dilute.
On the other hand, DIGA is known to break down
when instanton interactions cannot be neglected, like in
the confined phase of QCD and similar models. In this
regime, an alternative approach is represented by an ex-
pansion in the inverse of the number of field components,
i.e. in 1/N for SU(N) Yang-Mills theories or for CPN−1
models. Under very general assumptions, like requiring
the existence of a non-trivial dependence on θ, large-N
expansion leads at least to semi-quantitative insights, like
the prediction that the coefficients b2n in Eq. (1) be sup-
pressed as 1/N2n [2, 3], which for SU(N) Yang-Mills
theories has been checked by lattice simulations during
the last few years [4–12].
The case of CPN−1 models in two dimensions, which
is the subject of the present investigation, is special, be-
cause the large-N expansion permits to obtain for them,
as for other vector-like models, also quantitative predic-
tions. Leading order computations are available for χ
[13] and for all b2n coefficients [11, 14], and even next-
to-leading corrections are known for the topological sus-
ceptibility [15]. Despite the fact that numerical simula-
tions for these models are less demanding than those for
SU(N) Yang-Mills theories, lattice results have failed up
2to now to provide a clear confirmation of these quanti-
tative analytical predictions, apart from the case of the
leading 1/N term for χ [16–19]. Numerical results ap-
peared in some cases to be even inconsistent with next-
to-leading predictions for χ [18, 19]. A recent investiga-
tion [20] pointed out that at least the consistency can
be recovered once one takes into account further terms
in the 1/N expansion. The purpose of the present in-
vestigation is to go beyond the simple consistency, try-
ing to achieve a quantitative agreement between lattice
computations and analytical predictions, at least for the
next-to-leading correction to χ and for the leading term
in the b2 coefficient: in Ref. [20] it was suggested that,
in order to do so, one should explore N = 50 or larger.
At the same time, we would like to achieve a numerical
estimate of the further terms in the 1/N expansion for
both quantities.
In order to achieve our goal, we have pushed our in-
vestigation up to N = 51, where however standard al-
gorithms face severe critical slowing down problems in
the decorrelation of the topological charge [18], which
can only partially be ameliorated by numerical strategies
like simulated (or parallel) tempering in the coupling of
the theory [17, 20]. For this reason, we have decided
to adopt an algorithm recently introduced by M. Hasen-
busch in Ref. [19], in which simulations with open and
periodic boundary conditions are smartly combined in a
parallel tempering framework. In addition to that, fol-
lowing the same strategy adopted in Ref. [20], we will
assume analyticity around θ = 0 and exploit simulations
performed at imaginary values of θ in order to improve
the signal-to-noise ratio, something which turns out to
be essential in order to achieve a precise determination
of the higher-order cumulants of Q.
The paper is organized as follows. In Section 2 we
provide a concise review of CPN−1 models and of large-N
predictions for their θ-dependence. In Section 3 we give
details about the lattice discretization and the numerical
algorithm employed in our study. Numerical results and
their analysis within the framework of the 1/N expansion
are presented in Section 4. Finally, in Section 5, we give
our conclusions.
2. CPN−1 MODELS AND THEIR
θ-DEPENDENCE IN THE LARGE-N LIMIT
CPN−1 models in two space-time dimensions share
many properties with Yang-Mills theories: apart from θ-
dependence, they are also characterized by confinement
of fundamental matter fields; for this reason they have
represented a theoretical test-bed for the study of non-
perturbative physics in gauge theories since long [13, 21–
23].
The elementary fields belong to the projective space
of N -component complex vectors. The projective con-
ditions is enforced by normalizing the modulus of the
vectors fields to one and by writing an action which is
independent of the residual arbitrary local phase factor
of the fields. In some formulations, such as the one con-
sidered in our study, this is rephrased by introducing an
auxiliary and non-propagating abelian gauge field Aµ, so
that the arbitrary local phase is gauged away with the
advantage of having an action quadratic in the fields. In
particular the Euclidean action, already including the θ-
term, reads
S(θ) =
∫ [
N
g
D¯µz¯(x)Dµz(x)− iθq(x)
]
d2x , (3)
where z is a complex N -component scalar field satisfying
z¯(x)z(x) = 1, Dµ is the usual U(1) covariant derivative,
g is the ’t Hooft coupling, which is kept fixed as N →∞,
and
Q =
∫
q(x)d2x =
1
4π
ǫµν
∫
Fµν (x)d
2x (4)
is the global topological charge. The free energy (or vac-
uum energy) density is defined, using the path-integral
formulation of the theory, as
f(θ) ≡ −
logZ(θ)
V
= −
1
V
log
∫
[dA][dz¯][dz]e−S(θ) , (5)
where V is the 2d space-time volume. From this expres-
sion it is clear that the parameters entering the Taylor ex-
pansion of f(θ) around θ = 0, see Eq. (1), can be related
to the cumulants kn of the path-integral distribution of
the topological charge, P (Q), computed at θ = 0:
χ =
1
V
k2
∣∣∣∣
θ=0
=
1
V
〈Q2〉
∣∣∣∣
θ=0
,
b2 = −
k4
12 k2
∣∣∣∣
θ=0
=
−〈Q4〉+ 3 〈Q2〉
2
12 〈Q2〉
∣∣∣∣
θ=0
, (6)
b4 =
k6
360 k2
∣∣∣∣
θ=0
=
〈Q6〉 − 15 〈Q4〉 〈Q2〉+ 30 〈Q2〉
3
360 〈Q2〉
∣∣∣∣
θ=0
.
Large-N arguments predict1 χ = χ¯N−1 + O(N−2) and
b2n = b¯2nN
−2n + O(N−2n−1). On a more quantitative
level, one can show that [11, 15, 27, 28]
ξ2χ =
1
2πN
+
e2
N2
+O
(
1
N3
)
, (7)
b2 = −
27
5
1
N2
+O
(
1
N3
)
, (8)
b4 = −
25338
175
1
N4
+O
(
1
N5
)
, (9)
1 Notice that such predictions are valid for the vacuum, while at
finite temperature the θ-dependence could be different, see, e.g.,
Refs. [24–26] for a recent discussion.
3where the length scale ξ appearing in Eq. (7) is the second
moment correlation length, defined as:
ξ2 ≡
1∫
G(x)d2x
∫
G(x)
|x|2
4
d2x , (10)
with
G(x) ≡ 〈Pij(x)Pij(0)〉 −
1
N
, Pij(x) ≡ zi(x)z¯j(x) . (11)
The next-to-leading correction to ξ2χ is the result of a
non-trivial analytic computation performed in Ref. [15],
leading to the prediction e2 ≃ −0.0605. Numerical sim-
ulations have fully confirmed the leading order behavior
of ξ2χ [16, 19, 29, 30], however so far they have been elu-
sive in confirming the prediction for e2: many numerical
works on the CPN−1 theories show a deviation from the
leading term which appears to be of opposite (positive)
sign, and only recently the hypothesis has been made
that this could be due to a poor convergence of the series
due to quite large next-to-next-to-leading-order (NNLO)
contributions [20]. Also for the O(θ4) coefficient b2, con-
sistency with the prediction in Eq. (8) is found only as-
suming large NNLO corrections [20].
3. NUMERICAL SETUP
In the following we describe various aspects of the nu-
merical methods used in this investigation, starting from
the discretization adopted for the path-integral and for
the topological observables, then describing the strategy
based on the introduction of an imaginary θ term and on
analytic continuation, and finally discussing the applica-
tion of the Hasenbusch algorithm [19] to our numerical
setup.
A. Lattice discretization
The theory has been put on a square lattice of size
L and, even if the updating algorithm considers differ-
ent kinds of boundary conditions at the same time in
a parallel tempering framework, average values of ob-
servables have been computed only in the case of pe-
riodic boundary conditions (p.b.c.). We have adopted
the tree-level Symanzik-improved lattice discretization
for the non-topological part of the action [29]
SL = −2NβL
∑
x,µ
{
c1ℜ
[
U¯µ(x)z¯(x+ µˆ)z(x)
]
+c2ℜ
[
U¯µ(x+ µˆ)U¯µ(x)z¯(x+ 2µˆ)z(x)
]}
, (12)
where c1 = 4/3, c2 = −1/12, βL ≡ 1/gL is the inverse
bare coupling and Uµ(x) are the U(1) elementary parallel
transporters. The coefficients c1 and c2 are chosen so as
to cancel logarithmic corrections to the leading O(a2)
approach to the continuum limit, where a is the lattice
spacing.
The continuum limit is achieved, by asymptotic free-
dom, as βL → ∞. In this limit the lattice correlation
length ξL diverges as 1/a; ξL is defined as usual in terms
of two-point correlation functions [31]:
ξ2L =
1
4 sin2 (k/2)
[
G˜L(0)
G˜L(k)
− 1
]
, (13)
where G˜L(p) is the Fourier transform of GL, which is
the discretized version of the two-point correlator of P
defined in Eq. (11), and k = 2π/L. Corrections to con-
tinuum scaling can be expressed as inverse powers of 1/ξL
so that, for the adopted discretization, the expectation
value of a generic observable will scale towards the con-
tinuum as:
〈O〉L (ξL) = 〈O〉cont + c ξ
−2
L +O
(
ξ−4L
)
. (14)
Regarding the topological charge Q, several lattice dis-
cretizations exist, all agreeing in the continuum limit,
where a well defined classification of relevant configura-
tions in homotopy sectors is recovered. In general, any
lattice discretization QL of the topological charge opera-
tor will be related to the continuum one by a finite mul-
tiplicative renormalization [30]:
QL = Z (βL)Q . (15)
The above relation holds when one considers correlation
functions of QL, i.e. it is not valid configuration by con-
figuration, where one should instead write QL = ZQ+η,
where η is noise contribution related to field fluctuations
at the ultraviolet (UV) scale, which is stochastically inde-
pendent of the global topological background Q but can
lead to further additive renormalizations as correlations
with higher powers of QL are considered.
Various smoothing algorithms have been commonly
adopted in the literature to dampen UV fluctuations re-
sponsible for such renormalizations, like cooling [32], the
gradient flow [33], or smearing; these procedures have
been shown to be practically equivalent, once they are ap-
propriately matched to each other [34–36]. In this study
we adopt cooling, because of its relative simplicity, which
consists in the sequential application of local modifica-
tions of the lattice fields in which the action is minimized
locally at each step. For the purpose of smoothing, the
minimized action can be different from the one used to
define the path-integral, our choice has been to set c1 = 1
and c2 = 0 in Eq. (12) for cooling.
The most straightforward discretization of Q makes
use of the plaquette operator Πµν(x):
QL =
1
4π
∑
x,µ,ν
ǫµνℑ [Πµν(x)] =
1
2π
∑
x
ℑ [Π12(x)] , (16)
where, as usual,
Πµν(x) ≡ Uµ(x)Uν(x + µˆ)U¯µ(x+ νˆ)U¯ν(x) . (17)
4This choice leads to an analytic function of the gauge
fields which is non-integer valued and has Z < 1. There
are alternative definitions, known as geometric, which are
always integer valued for p.b.c. (hence they have Z = 1);
one possibility [29] is based on the link variables Uµ(x)
QU =
1
2π
∑
x
ℑ{log [Π12(x)]} , (18)
the other [37] on the projector P defined in Eq. (11).
The geometric charge QU can be easily interpreted as
the sum of the magnetic fluxes (modulo 2π) going out of
each plaquette, then normalized by 2π, which is integer
valued for any 2d compact manifold.
We have adopted the unsmoothed non-geometric def-
inition QL to introduce a θ-term in the action, even if
this implies the presence of renormalization effects which
will be discussed below: QL is linear in the fields, hence
it allows to make use of standard efficient algorithms
like over-heatbath. As for measurements, it has been
checked [20] that all definitions yield practically indis-
tinguishable results after the application of a modest
amount of cooling, in particular O(10) sweeps of local
minimization of each site/link variable over the whole
lattice; in any case we adopted the geometric one (mea-
sured after 25 cooling step) which always yields exactly
integer values.
B. Imaginary-θ method
The coefficients b2n appearing in the Taylor expansion
of f(θ) around θ = 0 are observables plagued by a large
noise-to-signal ratio, especially when one tries to deter-
mine them in terms of the topological charge distribution
at θ = 0, as in Eq. (6), since one has to measure tiny non-
gaussianities in an almost-Gaussian distribution. A bet-
ter strategy is to add a source term to the action, i.e. to
consider the theory at θ 6= 0, and study the dependence
of lower cumulants on θ, which contains the relevant in-
formation on the higher order cumulants. This is not
possible in practice, because the theory at non-zero θ
has a complex path-integral measure and is therefore not
suitable to numerical Monte Carlo simulations. However,
one can consider a purely imaginary source: this strat-
egy has been developed to study QCD at finite baryon
density [38–41], and has been successfully applied also to
the study of θ-dependence [7, 9, 42–50].
In practice, one sets θ = −iθI and assumes analyticity
around θ = 0. The action is modified as follows
S(θ)→ S(θI) = Sθ=0 − θIQ , (19)
from which it follows that the cumulants of Q are related
to the corresponding derivatives of the free energy. Using
the expression for f(θ) in Eq. (1) we have
k1(θI)
V
= χ
[
θI − 2b2θ
3
I + 3b4θ
5
I +O(θ
6
I )
]
,
k2(θI)
V
= χ
[
1− 6b2θ
2
I + 15b4θ
4
I +O(θ
5
I )
]
,
k3(θI)
V
= χ
[
−12b2θI + 60b4θ
3
I +O(θ
4
I )
]
,
k4(θI)
V
= χ
[
−12b2 + 180b4θ
2
I +O(θ
3
I )
]
.
(20)
Such equations provide an improved way of measuring χ
and the b2n coefficients, since one can perform a global
best-fit exploiting the information contained in the θI -
dependence of lowest order cumulants, which is statisti-
cally more accurate [9, 51].
In the practical numerical implementation of this pro-
cedure, as in Ref. [20], we have used the geometric defi-
nition QU taken after a few cooling steps, which is free
of renormalizations, to define the cumulants kn. On the
other hand, as explained above, it is convenient, for algo-
rithmic reasons, to discretize the imaginary θ-term in the
action by means of the non-geometric definition given in
Eq. (16):
SL(θL) = SL − θLQL , (21)
so that one would like to know how to re-express Eqs. (20)
in terms of θL.
As explained above, the relation between QL and Q is,
configuration by configuration, QL = ZQ+ η, where η is
an UV noise. That means that, for any n,
d
dθL
〈Qn〉 = Z
(
〈Qn+1〉 − 〈Qn〉〈Q〉
)
+ (〈Qnη〉 − 〈Qn〉〈η〉)
= Z
(
〈Qn+1〉 − 〈Qn〉〈Q〉
)
(22)
where the second term drops out because η is stochasti-
cally independent of Q. Based on that, for any kn one
has
dkn
dθL
= Z
dkn
dθI
, (23)
so that the Taylor expansion of the cumulants in Eq. (20)
can be rewritten in terms of θL by simply replacing θI =
Z θL, i.e the renormalization constant Z represents just
an additional fit parameter.
C. The Hasenbusch algorithm
The lattice action in Eq. (21), being analytic in all
fields, can be easily sampled by standard local algo-
rithms. However, these algorithms become non-ergodic
approaching the continuum limit, failing to correctly
sample the path-integral. The non-ergodicity is due to
the fact that, in the continuum theory, different topologi-
cal sectors are disconnected and a smooth deformation of
5FIG. 1: The dashed line represents the line defect on the time
boundary. Arrows depict links or product of links appearing
in the Symanzik action that cross the defect.
the gauge fields cannot change the homotopy class of the
configuration. This means that, approaching the contin-
uum limit, the number of Monte Carlo steps required to
change Q increases exponentially with 1/a ∼ ξL: this is
usually known as critical slowing down (CSD), and rep-
resents a well known problem in a wide range of theories
sharing the presence of topological excitations [4, 18, 52–
60]. Moreover, the problem worsens exponentially in-
creasing N [18], so that the study of the large-N limit
becomes rapidly not feasible, even at not-so-large values
of ξL.
Being the CSD related to the existence of non-trivial
homotopy classes, a possible solution is to switch from
periodic boundary conditions to open boundary condi-
tions (o.b.c.) [56]: topological sectors disappear and Q
can smoothly change between different values. That does
not come for free: finite size effects are more severe, con-
straining to measure observables only in the bulk of the
lattice; Q is no more integer valued and the information
on the nth order cumulant is typically obtained in terms
of integrated n-point correlation functions of the topolog-
ical charge density, with a consequent worsening of the
signal-to-noise ratio.
The idea put forward in Ref. [19], in order to bypass
these complications and still take advantage of the im-
provement of o.b.c., is to consider a collection of sim-
ilar systems, differing among them for the value of a
global parameter which gradually interpolates between
o.b.c. and p.b.c.: while each system has an independent
Monte Carlo evolution, swap of configurations between
different systems are proposed from time to time in a par-
allel tempering framework. In this way, the fast decorre-
lation of Q achieved for the open system is progressively
transferred to the periodic one, which is also the sys-
tem where observables are actually measured, thus com-
pletely avoiding the complications of open boundaries.
The analysis of Ref. [19] shows that it suffices to open
boundary conditions just along a line defect of length
comparable to ξL. Moreover, hierarchical updates around
the defect, combined with discrete translations of the pe-
riodic system from time to time, helps optimizing the
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MC step
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c(
r)
FIG. 2: Time evolution of the global parameter c(r) for a
given configuration during parallel tempering: data refer to
N = 51, βL = 0.6 and Nr = 15. One MC step corresponds
to 4 sweeps of over-relaxation + 1 sweep of over-heatbath;
the showed time window corresponds to 0.0025% of the total
statistics collected for that run. In this case swap acceptances
range from 60% to 20% and are larger for c(r) closer to 1.
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FIG. 3: Evolution of QU after cooling for N = 51 at βL = 0.5
(above) and βL = 0.6 (below). Results obtained by the Hasen-
busch algorithm are compared to the standard algorithm. The
horizontal scale corresponds to the same CPU time for the two
algorithms and is reported for convenience in MC step units
(see caption of Fig. 2). The reported time windows respec-
tively correspond to around 0.013% and 0.0037% of the total
statistics collected for the two parallel tempering runs.
6algorithm. For more details, we refer to Ref. [19].
The only differences characterizing our implementa-
tion are that the algorithm is adapted to the Symanzik-
improved action, and that it is used also for simulations
at non-zero imaginary θ. Actually, a few preliminary
tests showed that the choice of boundary conditions in
the θ-term does not affect the efficiency of the algorithm:
this is expected, since it is just the usual action term
which develops barriers between different topological sec-
tors. Therefore, in order to avoid further complications,
we decided to keep periodic boundary conditions in the
θ term for all replicas.
The line defect D was put and held fixed on the time
boundary: D = {x |x0 = L− 1 ∧ 0 < x1 < Ld}, where
Ld is the defect length: a geometrical representation is
depicted in Fig. 1. Each link crossing the defect line
gets multiplied by a factor c(r), where r is the replica
index, r = 0, . . .Nr − 1. The interpolation between
p.b.c. (c(r) = 1) and o.b.c. (c(r) = 0) can be chosen so
as to optimize the algorithm, however in practice a simple
linear interpolation works already well: c(r) = 1− r
Nr−1
.
The explicit expression of the lattice action is the follow-
ing:
S
(r)
L = −2NβL
∑
x,µ
{
k(r)µ (x)c1ℜ
[
U¯µ(x)z¯(x+ µˆ)z(x)
]
+k(r)µ (x+ µˆ)k
(r)
µ (x)c2ℜ
[
U¯µ(x+ µˆ)U¯µ(x)z¯(x+ 2µˆ)z(x)
]}
,
where
k(r)µ (x) =
{
c(r) , x ∈ D ∧ µ = 0 ;
1 , otherwise.
(24)
The replica swap was proposed, after every update sweep,
for each couple of consecutive replicas, and then accepted
according to a Metropolis step with probability:
p = min
{
1, e−∆SL
}
, (25)
where ∆SL is the global change in the action of the two
involved replicas. The length of the defect Ld was chosen
so that Ld ∼ ξL at the highest βL. Concerning Nr, for
each N we chose it so that, at the highest value of βL,
the lowest acceptance was not lower than 20%.
In Fig. 2 we show how a given configuration evolves
through different values of c(r) in a typical run. To get
the algorithm properly working one should check that
swaps happen uniformly, as in the shown example, other-
wise the fast decorrelation achieved for o.b.c. is not trans-
ferred efficiently across the systems. Finally, in Fig. 3 we
compare the MC evolution of Q, with and without us-
ing parallel tempering, for N = 51 and for two different
values of βL. Without parallel tempering the charge is
almost frozen, while many fluctuations are observed dur-
ing the same clocktime in the other case, allowing us to
perform measures which would have been practically im-
possible with just the local algorithm.
N βL L ξL
L
ξL
L2
ξ2LN
θL,max Nr Ld
Stat.
θ = 0
Stat.
θ 6= 0
21
0.68 102 4.772(4) 20 20 0 10 6 76M -
0.7 114 5.409(4) 21 21 0 11 6 109M -
31
0.54 56 2.218(4) 25 20 6 10 4 12M 10.5M
0.56 64 2.516(4) 25 20 6 10 4 12M 10.5M
0.58 72 2.856(5) 25 20 6 10 4 12M 10.5M
0.6 82 3.239(5) 25 20 6 10 4 16M 21.7M
0.62 92 3.672(6) 25 20 6 10 4 15M 27.3M
41
0.51 58 1.952(3) 29 21 6 13 4 19M 11.2M
0.53 64 2.213(4) 29 20 6 13 4 17M 11.9M
0.55 74 2.517(4) 29 21 6 13 4 16M 15.4M
0.57 82 2.840(5) 29 20 6 13 4 20M 21M
0.59 92 3.226(5) 28 20 6 13 4 22M 20.3M
0.61 104 3.655(7) 28 20 6.5 13 4 17M 31.9M
0.65 132 4.698(6) 28 20 0 15 5 39M -
51
0.5 62 1.902(3) 33 21 6 15 4 17M 11.2M
0.52 70 2.104(4) 33 22 6 15 4 19M 11.2M
0.54 78 2.445(4) 32 20 6 15 4 19M 11.9M
0.56 88 2.779(5) 32 20 6 15 4 18M 11.9M
0.58 100 3.153(6) 32 20 6.5 15 4 17M 29.7M
0.6 114 3.560(7) 32 20 6.5 15 4 18M 28.6M
TABLE I: Summary of the simulation parameters adopted
for all values of N . We also report the total accumulated
statistics, where each measure was taken after every parallel
tempering step. The imaginary-θ fit was always performed in
the range [0, 6] with 7 points in steps of δθL = 1, except for the
βL with θL,max = 6.5 where 11 points were taken (δθL = 1 up
to θL = 3 and then δθL = 0.5); θL,max = 0 indicates that no
simulation at imaginary θ has been performed: in this case a
single high-statistics run at θ = 0 has been used to determine
χ and ξ at the same time. Nr indicates the number of replicas
used for parallel tempering, the number of hierarchical levels
was always 3 (see [19] for more details on the hierarchical
update).
4. NUMERICAL RESULTS
In Tab. I we summarize the parameters and statistics
of the simulations performed in the present study, which
regardedN = 21, 31, 41 and 51. In addition, we will also
consider results obtained at lower N in previous studies,
in order to investigate the large-N behavior of the the-
ory. Results for N = 21 and N = 31 have been already
reported in Ref. [20], but using lower statistics and/or
smaller correlation lengths than in the present work.
Statistics at θL = 0 are generally larger because in
this case, apart from the cumulants of the cooled charge
QU , we determined the value of the correlation length ξL,
which is needed with the best possible precision since it
affects the final precision on the continuum extrapolation
of ξ2χ. Statistical errors on the cumulants have been
estimated by means of a bootstrap analysis.
In the following we will first discuss the impact of fi-
nite size effects, in order to justify the choices for the
lattice sizes used in our simulations. Then we will illus-
7trate the procedure and discuss the systematics both for
the analytic continuation from imaginary θ and for the
extrapolation to the continuum limit of our results; in
this respect, we notice that some of our results for ξ2χ
have been produced without relying on analytic continu-
ation (see Tab. I), in order to provide a robust test that
the systematics of analytic continuation and continuum
extrapolation are actually under control.
Finally, we will study the large-N expansion of ξ2χ,
b2, b4 based on our and on previous numerical results,
illustrating the systematics, the comparison with existing
analytic predictions and the estimate of further terms in
the expansion.
A. Finite size effects
In all of our simulations, and for each fixed value of
N , we decided to approach the continuum limit keeping
the ratio L/ξL fixed, so as to ensure that the physical
volume is kept fixed. In general, taking a ratio L/ξL ≫ 1
should ensure that finite size effects be negligible. How-
ever, as discussed in Ref. [61], this is not the case for the
θ-dependence of 2d CPN−1 models in the large-N limit:
the large-N limit and the thermodynamic limit do not
commute for this class of models, and wrong results might
be obtained if the former limit is taken first, leading in
practice to the more restrictive condition (L/ξL)
2 ≫ N .
Since this is strictly related to the particular large-N be-
havior of the θ-dependence of the theory, we will try to
give an intuitive explanation of this condition (see also
Ref. [24] for a related discussion).
Basically, the reason can be traced back to the fact that
both ξ2χ and the b2n coefficients vanish in the large-N
limit; indeed, ξ2χ vanishes as 1/N , thus, indicating by
l = La the size in physical units, one expects for large N
〈Q2〉 = χ l2 ≃
l2
2πξ2N
. (26)
If l/ξ = L/ξL is kept fixed while N → ∞, one ends
up with a system where 〈Q2〉 ≪ 1: in these condi-
tions, the distribution of Q is strongly peaked at Q = 0,
with only rare occurences of Q = ±1 and even rarer
occurences of higher values of |Q|. It is easy to check
that such a distribution leads to b2n coefficients which
are very close to those predicted by DIGA, i.e., for in-
stance, b2 = −〈Q
4〉c/(12〈Q
2〉) ≃ −1/12. Let us stress
that this happens in practice in many other situations,
like for instance for 4d Yang-Mills theories in the high-T
phase, where χ vanishes rapidly above Tc and one can-
not afford to take very large lattice volumes, ending up
again with 〈Q2〉 ≪ 1; however, in that case the system is
really close to DIGA even in the thermodynamical limit,
so that, luckily enough, this does not imply significant
systematic errors (see Ref. [62] for a thorough discussion
about this point).
For 2d CPN−1 models, instead, the large-N limit is
qualitatively different from DIGA, indeed one expects
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FIG. 4: Study of the dependence of ξ2χ and b2 on the lattice
size for N = 41 and βL = 0.57. Lattice sizes range from L =
20 to L = 82. Results were obtained by parallel tempering
and using the same setup (apart from the lattice size) reported
in Tab. I. The value employed for ξL is, for all sizes, the one
obtained for the largest L.
b2 ∝ 1/N
2, which is quite different from DIGA pre-
dictions. Stated in another way, the particularity of 2d
CPN−1 models is that while global topological excita-
tions become rarer and rarer as N → ∞, they never
become really dilute, as one would naively expect. The
additional condition (L/ξL)
2 ≫ N ensures that 〈Q2〉 is
at least of O(1) or larger, so that the non-trivial interac-
tions between topological excitations, which characterize
the large-N limit, can be properly taken into account.
In order to illustrate the above considerations in prac-
tice, in Fig. 4 we report the behavior of ξ2χ and b2 as a
function of the lattice size for N = 41. It clearly appears
that in the small volume limit the system is described by
DIGA (b2 ≃ −1/12), and that finite size corrections are
still significant for L/ξL = 10. We stress, however, that
the range of L/ξL for which finite size effects are visible
at this particular value of N is still compatible with the
range observed for other generic (non topological) observ-
ables in the same class of models, i.e. L/ξL . 20 [63]: in
order to really observe discrepancies with respect to the
indications of Ref. [63] one should study a case for which
L/ξL & 20 and L
2/(Nξ2L) . 1, however that requires N
to be of the order of a few hundreds.
8N βL ξL Z a
2χ · 103 ξ2χ · 103 b2 · 10
3 b4 · 10
6 χ˜2 dof
21
0.68 4.772(4) - 0.3404(6) 7.750(18) - - - -
0.7 5.409(4) - 0.2647(4) 7.746(16) - - - -
31
0.54 2.218(4) 0.876(2) 1.0907(19) 5.365(21) -2.90(9) -4.6(1.5) 1.0 17
0.56 2.517(4) 0.892(2) 0.8353(17) 5.290(22) -2.67(10) -1.7(1.6) 0.8 17
0.58 2.856(5) 0.895(2) 0.6471(17) 5.279(24) -2.75(12) -2.8(1.9) 0.7 17
0.6 3.240(5) 0.903(2) 0.4993(13) 5.240(21) -2.82(11) -4.3(1.7) 0.9 17
0.62 3.672(6) 0.913(3) 0.3876(12) 5.227(23) -2.59(11) -2.1(1.7) 1.0 17
41
0.51 1.953(3) 0.896(2) 1.0642(16) 4.057(14) -1.99(8) -3.5(1.3) 0.9 17
0.53 2.213(4) 0.903(2) 0.8222(15) 4.027(15) -1.85(8) -2.1(1.3) 1.3 17
0.55 2.517(4) 0.915(2) 0.6295(14) 3.987(17) -1.84(9) -2.2(1.4) 0.6 17
0.57 2.840(5) 0.924(2) 0.4873(11) 3.930(16) -1.69(9) -1.1(1.4) 1.2 17
0.59 3.226(5) 0.928(3) 0.3775(11) 3.930(17) -1.72(12) -1.0(1.8) 1.3 17
0.61 3.655(7) 0.928(3) 0.2936(10) 3.922(20) -1.76(10) -2.1(1.3) 1.3 29
0.65 4.698(6) - 0.1772(7) 3.912(18) - - - -
51
0.50 1.902(3) 0.917(2) 0.8970(16) 3.244(13) -1.38(8) -2.2(1.3) 1.2 17
0.52 2.104(4) 0.919(2) 0.7297(16) 3.231(14) -1.55(10) -4.4(1.5) 1.2 17
0.54 2.445(4) 0.929(2) 0.5317(13) 3.178(13) -1.39(11) -3.4(1.7) 0.9 17
0.56 2.779(5) 0.932(3) 0.4125(13) 3.186(16) -1.23(12) -0.4(2.0) 0.8 17
0.58 3.153(6) 0.943(3) 0.3172(10) 3.154(16) -1.27(9) -1.7(1.1) 1.2 29
0.60 3.560(7) 0.938(4) 0.2478(10) 3.140(17) -1.52(18) -4.2(1.5) 1.7 29
TABLE II: Summary of results obtained for ξ2χ, b2, b4, Z and ξL for all explored values of βL and N . All results have been
obtained through the imaginary-θ fit of the first 3 cumulants, except for the two measures at N = 21 and for the measure at
the highest βL at N = 41, where no fit was performed. For all fits we also report the number of dof and the reduced χ˜
2.
In any case, in our simulations we kept L2/(ξ2LN) ∼ 20
for all explored values of N , meaning that L/ξL de-
pends on N (see Tab. I). We stress that the condition
L2/(ξ2LN) ≫ 1 was also ensured in the numerical simu-
lations reported in Ref. [20].
B. Analytic continuation from imaginary θ and
continuum extrapolation
In Fig. 5 we show an example of the global imaginary-θ
fit discussed in Section 3B. The best-fit procedure was
performed according to Eq. (20) and for just the first
3 cumulants in all cases, exploiting the whole available
imaginary θ range. In order to assess the impact of sys-
tematic effects related to analytic continuation, we have
tried in each case to change the range fit and the order
(i.e. the truncation) of the fit polynomial, verifying that
the variation of the fit parameters was within statistical
errors, or adding it to the total error otherwise.
A complete summary of the results obtained for Z,
ξL, ξ
2χ, b2 and b4 at all explored values of N and β is
reported in Tab. II.
Results collected at different values of βL have then
been used to obtain continuum extrapolated quantities.
In order to discuss the procedure that we have adopted
in all cases, we illustrate in details our analysis for the
continuum extrapolation of ξ2χ at N = 21. Results at
finite ξL are reported in Fig. 6 as a function of 1/ξ
2
L,
and include both results from Ref. [20] (obtained via an-
alytic continuation) and from this work (obtained just
from simulations at θ = 0). In general, for the lattice
discretization adopted in this work, one expects correc-
tions to the continuum limit for a generic observable O,
including only the two lowest non-trivial terms, to be as
follows:
〈O〉L (ξL) = 〈O〉cont +
A
ξ2L
+
B
ξ4L
. (27)
In general, for all the quantities considered in this study,
a linear extrapolation in 1/ξ2L, i.e. setting B = 0, has
worked perfectly well, i.e. with reduced χ˜2 of order 1 for
the best fit, in the whole explored range of ξL. However,
in order to correctly assess the impact of systematic er-
rors related to the extrapolation, we have also analyzed
the effect of including the non-linear term (B 6= 0), or
of considering the linear fit in a restricted range of ξL,
i.e. discarding points which are farther from the contin-
uum limit. The systematics of this procedure are re-
ported in Tab. III, some of the best fits are reported in
Fig. 6 as well. After considering the observed systemat-
ics, our final determination for ξ2χ at N = 21 has been
ξ2χ = 0.00765(4), to be compared with ξ2χ = 0.00759(5)
from Ref. [20], ξ2χ = 0.00767(5) from Ref. [19] (adopting
a different discretization) and ξ2χ = 0.00800(20) from
Ref. [18].
The procedure above has been repeated for all ex-
plored quantities and for all N . In Figs. 7, 8 and 9 we
show the continuum extrapolations for ξ2χ, b2 and b4 for
N = 31, 41 and 51, for simplicity of figure reading we
report just the linear best fits over the whole range, even
if the final continuum determinations take into account
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FIG. 5: Example of the global imaginary-θ fit for N = 51 and
βL = 0.56, exploiting the 3 lowest order cumulants and fitting
up to O(θ6L) terms. The best fit yields a reduced χ˜
2 = 0.83
with 17 degrees of freedom (dof).
the whole systematics, as in the example above.
Final results are shown in Tab. IV, where we report the
continuum limit of ξ2χ, b2 and b4 for N = 21, 31, 41 and
51, along with continuum results of these observables for
other values of N taken from Refs. [19, 20].
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FIG. 6: Continuum extrapolation of ξ2χ for N = 21. The
solid line represents a linear fit in 1/ξ2L in the whole range,
the dashed line a linear fit on a restricted range and the dotted
one a quadratic fit in 1/ξ2L in the whole range. Round points
represent lattice measures from this study, triangle points are
taken from Ref. [20], while the square point is the continuum
extrapolated value. Best fit results and the corresponding
reduced χ˜2 values are reported in Tab. III.
.
ξL,min included ξ
2χ · 103 χ˜2 dof
3.07 (quadratic fit) 7.64(6) 1.09 10
3.07 (linear fit) 7.654(21) 0.99 11
3.28 7.636(24) 0.91 9
3.49 7.652(27) 0.88 7
3.72 7.66(3) 1.14 5
3.95 7.66(4) 1.21 3
4.21 7.71(5) 0.10 1
TABLE III: Summary of systematics for the continuum ex-
trapolation of ξ2χ for N = 21. Our final determination in
this case is ξ2χ = 0.00765(4).
C. Results for ξ2χ and its large-N scaling
The main purpose of this section is to make use of
the results reported in Tab. IV to investigate the large-
N behavior of the topological susceptibility and compare
it with analytical predictions. In Fig. 10 we plot the
quantity Nξ2χ, which should approach a constant for
N →∞, as a function of 1/N , together with the LO and
NLO analytic computations, and one of our best fits to
be discussed in the following.
Similarly to what has been done in Ref. [20], we fit our
data with a function of the type
Nξ2χ = e1 +
e2
N
+
e3
N2
+
e4
N3
(28)
which includes up to N3LO corrections in the 1/N expan-
sion: all best-fit systematics are summarized in Tab. V;
in all cases, the LO term has been fixed to the well estab-
lished analytic prediction e1 = 1/(2π). The systematics
for the e2 coefficient are also plotted in Fig. 11 in order
to make the discussion clearer.
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FIG. 7: From top to bottom: continuum extrapolations of
ξ2χ for N = 31, 41 and 51. The solid line represents a linear
fit in 1/ξ2L in the whole range, all best fits yield a reduced χ
2
of order 1. Systematics of the continuum extrapolation have
been estimated as for N = 21, the final extrapolated result
which is plotted for 1/ξ2L = 0 includes such systematics.
If one sets e3 = e4 = 0, thus allowing only for the NLO
correction, acceptable or marginally acceptable best fits
are obtained when data for N < 13 are discarded. Nev-
ertheless, results obtained for e2 are not stable and show
a systematic drift as the fit range is changed, suggesting
that NNLO corrections could be important. They are
positive and in clear disagreement with the analytic pre-
dictions e2 = −0.0605 [15] (as also reported in previous
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FIG. 8: From top to bottom: continuum extrapolations of b2
for N = 31, 41 and 51. The solid line represents a linear fit
in 1/ξ2L in the whole range, all best fits yield a reduced χ
2
of order 1. Systematics of the continuum extrapolation have
been estimated as for N = 21, the final extrapolated result
which is plotted for 1/ξ2L = 0 includes such systematics.
literature) if the fitted range is large enough, but decrease
systematically and out-of-the-errors as the fit range is re-
stricted to larger and larger values of N , finally becoming
negative compatible with the analytic predictions, even
if within very large error bars (see Fig. 11).
On the other hand, when the NNLO correction is in-
cluded in the fit, e3 6= 0, results obtained for e2 are rea-
sonably stable and compatible with the analytic predic-
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FIG. 9: From top to bottom: continuum extrapolations of b4
for N = 31, 41 and 51. The solid line represents a linear fit
in 1/ξ2L in the whole range, all best fits yield a reduced χ
2
of order 1. Systematics of the continuum extrapolation have
been estimated as for N = 21, the final extrapolated result
which is plotted for 1/ξ2L = 0 includes such systematics.
tions. Moreover, the NNLO term e3 appears quite stable
as well, also when the NLO coefficient e2 is fixed to the
theoretically predicted value, and even when a further
term (e4 6= 0) is included in the fit, so that we can provide
a quite conservative estimate e3 = 1.5(5), which consid-
ers all variations observed for this coefficient in the var-
ious fits. The values obtained for e4 are not sufficiently
precise or stable to allow for any estimate, however we
N ξ2χ · 103 b2 · 10
3 b4 · 10
5
9 20.00(15) -13.90(13) 2.04(18)
10 17.37(8) - -
11 15.24(12) -10.7(4) 2.3(5)
13 12.62(9) -9.1(3) -0.6(5)
15 10.87(11) -6.7(3) 0.5(6)
21 7.65(4) -5.0(5) -1.7(1.2)
26 6.14(5) -3.0(4) -0.3(5)
31 5.14(3) -2.55(15) -0.2(3)
41 3.88(3) -1.65(15) -0.06(15)
51 3.10(2) -1.27(16) -0.24(14)
TABLE IV: Summary of continuum determinations of ξ2χ, b2
and b4 for several values of N . Results for N = 9, 11, 13, 15
and 26, as well as b2 and b4 for N = 21, are taken from
Ref. [20] while the one for N = 10 from Ref. [19]. The re-
sult obtained for ξ2χ at N = 41 is in good agreement (less
than 1σ) with that obtained using a different discretization
in Ref. [19] (ξ2χ = 0.00391(2)), where however no determina-
tion was given for b2 and b4; for N = 31 instead one should
compare with the results of Ref. [20] (ξ2χ = 0.00503(6),
b2 = −0.00231(22)), also in this case the agreement is rea-
sonable (1.6σ and 0.9σ respectively).
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FIG. 10: Behavior of Nξ2χ as a function of 1/N compared to
LO (dashed line) and NLO (dot-dashed line) analytic compu-
tations of the 1/N series. The solid line is the result of a best
fit to data with N ≥ 10 where the LO is fixed to the analytic
result and the NLO and NNLO are fitted (see Tab. V for the
complete systematics).
can state it is of O(10).
Finally, we point out that the values obtained for the
reduced χ˜2 for the fits including N2LO and N3LO cor-
rections are generally low: one possible interpretation is
that we have been too conservative in estimating the er-
rors on continuum extrapolated quantities, that might
also explain why the fit including just e2 yields accept-
able values of χ˜2 but is not stable.
Present results clarify why previous lattice studies ob-
served a positive deviations with respect to the LO pre-
diction, in contradiction with the fact that e2 is nega-
tive: the NNLO term has an opposite sign and, given
its estimated magnitude, it is expected to dominate un-
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FIG. 11: Summary of the fit systematics for the NLO coef-
ficient e2 of the 1/N expansion of ξ
2χ. Empty round points
depict determinations of e2 from fits with a reduced χ
2 with
p-value smaller than 5% or non existent. The empty diamond
point represents our overall estimation: e2 = −0.05(3).
til N > |e3/e2| ∼ 20 − 30. Our analysis fully supports
the analytic prediction of e2. On the other hand, if we
had to provide an independent determination of e2, a
conservative estimate based on our systematics would be
e2 = −0.05(3), which is still quite inaccurate despite the
large numerical effort; the difficulty is clearly related to
the fact that e2 turns out to be quite small in magni-
tude, both with respect to e1 and e3, so that it is hardly
detectable.
D. Large-N scaling for b2 and b4
We turn now to the analysis of the large-N limit for
b2. In this case, following again the lines of Ref. [20], we
employ a fit function including N3LO corrections
N2b2 = b¯2 +
k1
N
+
k2
N2
+
k3
N3
; (29)
that was the minimal polynomial in 1/N capable to fit
the data available in Ref. [20] after fixing the leading or-
der term to the predicted theoretical value, b¯2 = −27/5.
In Tab. VI we report systematics for the best-fit proce-
dure, while in Fig. 12 we plot the best fit obtained fitting
data to Eq. (29) in the whole available range; the sys-
tematics for b¯2 are also reported, to improve clarity, in
Fig. 13. As it can be appreciated, the new data collected
at large N permit us to perform a best fit without fixing
the value of the LO term. Results obtained for b¯2 are not
stable as the fit range is changed if only NLO corrections
are included in the fit (k2 = k3 = 0), and tend to be
more and more compatible with the analytic prediction
b¯2 = −5.4 as the range is restricted to larger and larger
values of N . When k2 and/or k3 are included, results for
b¯2 are more stable and always compatible with the ana-
lytic prediction: an independent conservative estimate in
this case would be b¯2 = −5(1).
Nmin e1 e2 e3 e4 χ˜
2 dof
51 1/(2pi) -0.054(52) - 0
41 ” -0.028(37) 0.49 1
31 ” -0.007(23) 0.51 2
26 ” -0.001(18) 0.42 3
21 ” 0.016(13) 0.71 4
15 ” 0.025(12) 1.03 5
13 ” 0.039(9) 1.6 6
11 ” 0.054(8) 2.8 7
10 ” 0.098(6) 11 8
9 ” 0.115(5) 15 9
31 1/(2pi) -0.12(13) 3.9(4.3) 0.21 1
26 ” -0.09(9) 2.8(2.7) 0.16 2
21 ” -0.07(6) 2.2(1.4) 0.13 3
15 ” -0.06(4) 1.8(8) 0.13 4
13 ” -0.042(28) 1.4(5) 0.16 5
11 ” -0.046(24) 1.5(4) 0.15 6
10 ” -0.080(22) 2.2(3) 1.02 7
9 ” -0.093(23) 2.4(3) 1.35 8
41 1/(2pi) -0.0605 1.8(1.8) 0.36 1
31 ” ” 1.9(8) 0.21 2
26 ” ” 1.9(6) 0.14 3
21 ” ” 1.9(3) 0.11 4
15 ” ” 1.9(3) 0.10 5
13 ” ” 1.71(15) 0.20 6
11 ” ” 1.70(11) 0.17 7
10 ” ” 1.9(7) 1.02 8
9 ” ” 2.0(6) 1.23 9
11 ” ” 2.0(6) -4(7) 0.14 6
10 ” ” 1.3(4) 7(5) 0.9 7
9 ” ” 1.0(4) 10(4) 0.92 8
TABLE V: Summary of the fit systematics for the determi-
nation of the large-N behavior of ξ2χ using the fit function
Nξ2χ = e1 + e2/N + e3/N
2 + e4/N
3. Blank spaces mean
that the corresponding coefficient was set to 0 in the fit pro-
cedure, while numerical values with no error mean that the
corresponding coefficient was fixed to that value.
Present precision allows also to obtain a rough esti-
mation of the order of magnitude of the corrections to
the large-N scaling of b2: a conservative estimate for the
NLO term, which is sufficiently stable in all performed
fits, is k1 = 120(60). Our results point out that they
seem to increase by around one order of magnitude at
each step in the expansion, resulting in a very slow con-
vergence towards the large-N limit, as it has already been
observed for the topological susceptibility.
Concerning b4, so far continuum extrapolated results,
which are reported in Fig. 14 in terms of the quantity
N4b4, are compatible with zero within statistical and
systematic uncertainties, so that we can only set up-
per bounds. Nevertheless, such upper bounds are al-
ready interesting enough when compared to LO large-
N prediction. Indeed, with present data one would
naively set an upper bound on the modulus of the LO
order coefficient |b¯4| . 20, which is almost one order
of magnitude smaller than the theoretical prediction,
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FIG. 12: Behavior of N2b2 as a function of 1/N compared to
the LO (dashed line) analytic computation of the 1/N series.
The solid line is the result of a best fit to data with N ≥ 9
where all coefficients up to the N3LO are fitted (see Tab. VI
for the complete systematics).
0 5 10 15 20 25 30
Nmin
−11
−9
−7
−5
−3
−1
b¯
2
b¯
theo
2
= −5.4
quadratic fit
cubic fit
FIG. 13: Summary of the fit systematics for the LO coefficient
b¯2 of the 1/N expansion of b2. The empty diamond point
represents our overall estimation: b¯2 = −5(1).
|b¯4| = |− 25338/175| ≃ 145. Therefore, we conclude that
large corrections to LO large-N scaling are expected also
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FIG. 14: Behavior of N4b4 as a function of 1/N compared to
the LO (dashed line) analytic computation of the 1/N series.
Nmin b¯2 k1 k2 k3 χ˜
2 dof
41 -5.5(2.4) 111(101) - 0
31 -4.2(8) 55(27) 0.32 1
26 -4.3(7) 58(21) 0.17 2
21 -3.5(4) 32(12) 0.90 3
15 -3.44(21) 29(3) 0.70 4
13 -3.09(18) 21(3) 2.88 5
26 -4.4(2.9) 67(200) -156(3000) 0.35 1
21 -5.8(1.6) 167(100) -1901(1300) 0.33 2
15 -4.1(9) 60(40) -320(400) 0.75 3
13 -4.6(5) 87(19) -606(180) 0.69 4
11 -3.8(3) 50(10) -245(80) 1.56 5
9 -3.56(25) 40(6) -161(40) 1.56 6
15 -7.4(3.0) 329(230) -7020(6000) 51526(40000) 0.43 2
13 -4.1(1.5) 50(100) 123(1000) -4434(11000) 0.89 3
11 -5.7(1.1) 159(60) -2133(1000) 10022(6000) 1.21 4
9 -4.6(6) 92(30) -939(400) 3521(1900) 1.25 5
41 −27/5 108(9) 0.001 1
31 ” 94(4) 1.22 2
26 ” 93(3) 1.07 3
21 ” 84(3) 5.26 4
31 ” 147(40) -1727(1100) 0.15 1
26 ” 134(25) -1256(800) 0.23 2
21 ” 144(14) -1598(400) 0.24 3
15 ” 121(6) -942(100) 1.11 4
13 ” 117(5) -871(60) 1.06 5
11 ” 98(3) -591(40) 5.22 6
26 ” 180(110) -4000(7000) -50000(100000) 0.27 1
21 ” 126(60) -573(4000) -13634(40000) 0.32 2
15 ” 173(30) -3254(1300) 23117(13000) 0.44 3
13 ” 134(12) -1467(400) 4959(3500) 0.85 4
11 ” 145(9) -1892(260) 8768(1700) 0.98 5
9 ” 132(7) -1513(150) 6040(800) 1.36 6
TABLE VI: Summary of the fit systematics for the determi-
nation of the large-N behavior of b2 using the fit function
N2b2 = b¯2 + k1/N + k2/N
2 + k3/N
3. The convention is the
same of Tab. V.
in the case of b4.
5. CONCLUSIONS
The main purpose of our study was to clarify the
matching between lattice computations and analytic
large-N predictions regarding the dependence on the θ-
parameter of 2d CPN−1 models. The picture emerging
from previous lattice studies pointed out to an apparent
disagreement for the sign of the deviation of the topo-
logical susceptibility from its LO 1/N prediction, and to
values for the LO 1/N2 behavior of the b2 coefficient miss-
ing the predicted analytic value by around a factor 2. A
possible way out was proposed in Ref. [20], which showed
that assuming large higher order contributions in the 1/N
expansion, the disagreement could disappear, leading at
least to a partial consistency between lattice data and an-
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alytic computations. In Ref. [20] it was also pointed out
that, assuming the presence of such higher-order correc-
tions, it was necessary to reach at least N = 50 to make
the situation clearer.
In this work we accomplished this goal, exploiting a
recent algorithm proposed by M. Hasenbusch to defeat
critical slowing down [19], which has been adapted to
our Symanzik improved discretization in the presence of
a θ-term. That allowed us to push our investigation up
to N = 51.
In this way we have been able to provide indepen-
dent determinations of the NLO and LO coefficients,
respectively for χ and b2, which are in agreement with
analytic predictions. In particular, we have estimated
e2 = −0.05(3) (analytic prediction e2 ≃ −0.0605 [15])
and b¯2 = −5(1) (analytic prediction b¯2 = −5.4). At
the same time, we have provided a first estimate for the
NNLO contribution to χ (e3 = 1.5(5)) and for the NLO
contribution to b2 (k1 ∼ 120(60)) which are presently
unknown analytically.
Instead, no definite results have been obtained for b4,
because of the larger statistical uncertainties involved in
the determination of this observable, apart from upper
bounds which however seem to be in disagreement with
the LO large-N prediction by around one order of mag-
nitude, pointing to the presence of large NLO corrections
also in this case.
Our results, apart from successfully confirming present
analytic estimates for χ and b2, point out that the con-
vergence of the large-N expansion is particularly slow for
this class of models. As suggested in Ref. [20], this could
be due to the non-analytic behavior which is expected
for N = 2.
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