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Abstract
The oil and gas reservoir pressure response to the changes in the fluid pro-
duction rate has been traditionally used to estimate the reservoir properties.
Numerous analytical and numerical models have been developed to describe
the transient pressure in and around a production well so as to interpret the
in-well pressure measurements. Pressure Transient Analysis (PTA) is routinely
used by Production and Reservoir Engineers at various stages in a wells life;
initially for reservoir characterisation and, later, for well performance monitor-
ing and (wider) reservoir surveillance. The recent application of high precision,
downhole, temperature sensors has resulted in PTA being complemented by
Temperature Transient Analysis (TTA). Recent TTA research has shown that
comprehensive information on the state of the near-wellbore zone and fluid flow
rates and composition can potentially be derived from such measurements. How-
ever, the derivation of useable TTA solutions describing the mass and energy
transfer in porous media is challenging since it is necessary to simultaneously
account for both the thermodynamic and the transient transfer effects. This pa-
per reports a step in the development of a novel Temperature Transient Analysis
(TTA) workflow. This is the first publication, to our knowledge, where the gas
production TTA solutions, properly accounting for the compressible gas nature,
are presented and discussed. A numerical model for determining sandface tran-
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sient temperature in a dry gas producing well is developed. Simulations studies
are run to understand the physics of transient temperature change and to make
realistic assumptions to simplify the analytical model so as to derive an early-
time, analytical solution. Finally, the limitations of the developed analytical
solution are presented. This work is an important step towards a comprehen-
sive PTA/TTA data analysis framework for multi-phase production wells.
Keywords: Temperature transient analysis, Analytical solution,
Non-isothermal flow in porous media, Compressible fluids, Intelligent well
List of Symbols
Variables
β Non-Darcy coefficient
βT Thermal expansion coefficient
ε Joule-Thomson coefficient
η Adiabatic coefficient
η∗ Formation averaged adiabatic coefficient
µ Viscosity of fluid
ρ Density of fluid
ρr Density of rock
φ Porosity
ψ Pseudo-pressure
ψi Pseudo-pressure at initial conditions
c Ratio of gas heat capacity to averaged formation heat capacity
d molal density
γ Euler-Mascheroni constant
k Permeability
r Radius
rnD Ratio of non-Darcy pressure drop to Darcy pressure drop component
rT Thermal radius of investigation
t Time
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v Velocity
A Constant term in pressure pseudo-pressure relationship
B Coefficient in pressure pseudo-pressure relationship
Cp Specific heat capacity of fluid
Cpr Specific heat capacity of rock
Ct Total formation compressibility
P Pressure
Qd Dimensionless pressure
T Temperature
TnD Ratio of non-Darcy temperature change due to Darcy temperature change
Subscripts
crit Critical condition
i Initial conditions
r Rock
t Time
sc Surface conditions
T Thermal
w Well
w Wellbore
wf Well flowing
1. Introduction
. The business-pull for Temperature Transient Analysis (TTA) research has in-5
creased in recent years due to the introduction and wide spread application of
sensors of sufficient sensitivity that can detect the small temperature changes
associated with TTA. The development of a comprehensive PTA/TTA data
analysis framework will allow the full Added Value to be reaped from providing
the measured data to the engineers desk-top in real-time. Reliable real-time10
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reservoir monitoring and management, in its turn, is a long-awaited goal able
to make a notable difference to the efficiency and impact of hydrocarbon pro-
duction.
. The development and application of TTA solutions for flow rate allocation in
oil wells has been reported as early as 2012 by Muradov and Davies (2012b)15
for horizontal wells and Ramazanov et al. (2010) for vertical wells. Transient
temperature was also numerically proven to be able to estimate the formation
parameters (Sui et al., 2010; Duru and Horne, 2010) as well as to determine the
length of a hydraulic fracture (App, 2013). The application of the TTA workflow
description by Muradov and Davies (2012b) was later illustrated by examples20
using real-well data (Muradov and Davies, 2012b, 2013). The combination of
TTA and PTA allows the full reconstruction of zonal reservoir properties and
flow rates after a small fraction of the complete transient period has elapsed.
. TTA requires a comprehensive model of heat and mass transfer in porous
media. Bird et al. (2007) proposed a thermal model which has been adapted25
for porous media flow; allowing analytical and numerical liquid solutions based
on this or similar models to be obtained by Muradov and Davies (2012a), Duru
and Horne (2010), Ramazanov et al. (2010) etc. Predicted temperatures de-
rived from these thermal models were successfully compared to real-well data
by Muradov and Davies (2013) and Duru and Horne (2010).30
. Most of the work done in the area of transient sandface temperature mod-
elling has been limited to slightly compressible fluids (i.e. liquids). This limita-
tion allowed the introduction of simplifying assumptions to the thermal models.
However, extending their application to gasses (i.e. compressible fluids) results
in a highly non-linear mathematical problem which is more difficult to solve.35
This explains why there are only a few publications on TTA for gas producing
wells. For example, Sui et al. (2010) coupled a wellbore model to a numerical,
multilayer, gas reservoir model. They used transient temperature data from the
forward model to determine the layer permeability and skin properties. The
4
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inversion of the forward model was accomplished by running multiple numerical40
simulations and minimizing the objective function by nonlinear regression.
. Numerical inversion solvers have the capability to solve many inverse prob-
lems. However, these methods do not provide the valuable insights into the
problem that an analytical model provides. Analytical solutions have the addi-
tional advantage of providing a unique solution more quickly, and with reduced45
computational resources, than is required by the numerical approach to solv-
ing an inverse problem. This work develops analytical models for prediction of
downhole transient sandface temperatures of gas producing wells. It forms one
step in the development of a comprehensive TTA workflow.
2. Governing Equations50
Flow in porous media is usually described by combining the empirical Darcys
law equation (Eq. 1) with the continuity equation (Eq. 2), this would give the
diffusivity equation (Eq. 3):
v = −K
µ
∇P (1)
∂
∂t
(φρ) +∇ · (ρv) = 0 (2)
∂
∂t
(φρ) +∇ ·
(
−ρK
µ
∇P
)
= 0 (3)
Using an appropriate equation of state (EOS) to express density as a function
of pressure (e.g. ρ = PZRT ), Eq. 3 can be expressed explicitly as a function of
pressure.
∂
∂t
(
φ
P
ZRT
)
+∇ ·
(
− P
ZRT
K
µ
∇P
)
= 0 (4)
Where v is the flow velocity, ρ is the density, φ is the porosity, P is the
pressure, µ is the viscosity, R is the specific gas constant, T is the temperature,55
Z is the gas compressibility factor and K is the permeability tensor.
5
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Eq. 4, the basic diffusivity equation used to calculate pressure, can be solved
by numerical methods. However, the flow behaviour departs from the Darcys
law at high flow velocities. Geertsma (1974) provided the limits for applying
Darcys law in gas and high rate oil wells.60
Traditionally used analytical pressure solutions assume that Darcys Law,
with its laminar flow assumption, is valid. We will not initially include the
non-Darcy (inertial) effects in the numerical simulations. This will ensure con-
sistency with the assumptions behind our analytical solutions. We will then
define the boundaries of the region in which non-Darcy effects can be neglected65
in a later section.
2.1. Thermal Model
The numerical thermal model used (Eq. 5) was proposed by Sui et al.
(2008). It includes temperature changes in porous media due to transient fluid
expansion, Joule-Thomson effect, heat conduction and convection:
ρCp
∂T
∂t
− φβTT ∂P
∂t
− φCf (P + ρrCprT ) ∂P
∂t
= −ρvCP · ∇T + βTTv · ∇P − v · ∇P +KT∇2T
(5)
Where: Cp and Cpr are the specific heat capacity of the gas and formation
rock respectively, ρr is the density of the formation rock, Cf is the formation
compressibility, v is velocity, βT is the thermal expansion coefficient, KT is the70
thermal conductivity, T is the temperature and ρCp is the mean formation heat
capacity.
3. Numerical Modelling
OpenFOAM, an open source library for numerical simulations in continuum
mechanics using the finite volume method, was chosen for this work. Using75
an open-source library makes it possible to modify existing solvers or create
new solvers which use existing library components listed in Jasak et al. (2007).
OpenFOAM provides the flexibility needed.
6
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Figure 1: Flowchart for numerical simulation
3.1. Solver Modification
An existing solver “rhoPimpleFoam” (OpenCFD, 2014), -originally designed80
to simulate transient laminar or turbulent flow of compressible fluids- was cus-
tomized to simulate transient compressible flow in porous media as follows:
1. Adding the ability to read gas property tables allows the inclusion of the
actual pressure-temperature dependence for different gas properties (see
Appendix A for details of gas properties used).85
2. Changing the momentum equation to Darcys Equation (Eq. 1).
3. Modifying the continuity equation for porous media flow (Eq. 2).
4. Altering the energy equation to the thermal model (Eq. 5) published by
Sui et al. (2008).
An auxiliary library, swak4foam, is used alongside OpenFOAM to set the90
variable properties for each element in the mesh. Fig. 1 is a flowchart of the
7
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Figure 2: Radial cylindrical system, showing quadrant for numerical simulation and measure-
ment probe location
solution procedure followed by our solver.
3.2. Simulation Setup
A quarter symmetry element of a cylindrical numerical simulation model
of a vertical, open-hole wellbore situated in the centre of a circular, horizontal95
reservoir was prepared (Fig. 2). The numerical mesh employed grid refinement
in the radial direction near the wellbore, since the transient effect is greatest
in the near-wellbore region. The gridding was prepared using OpenFOAMs
simpleGrading method. This method employs a uniform expansion ratio that is
based on the ratio between the first to the last element lengths (the well radius100
and the boundary radius respectively). The expansion ratio is calculated from
Eq. 6
ER =
el1
eln
(6)
L = re − rw =
n∑
i=1
eli =
el1 (1− εn)
(1− ε) (7)
8
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Figure 3: Radial direction showing first and last element lengths
eli = el1
(
εi−1
)
(8)
Where n is number of radial mesh elements, L is the radial length, re is
the exterior radius of reservoir boundary, rw is the well radius, eli is the radial
length of the ith element.
ε =
eli+1
eli
(9)
The model was divided into 40 grid blocks in the z-direction. Only ra-
dial fluid flow is considered in the model. A vertical, geothermal gradient of
0.025K/m was imposed across the model, allowing heat conduction to occur in105
this direction. Heat exchange with the underlying and overlying formations was
not modelled. We assumed that it has a negligible impact at early times, as
observed by Muradov and Davies (2012a).
Most, if not all, gas reservoirs have a temperature greater than the critical
temperature for the chosen natural gas composition. The fluid will thus exist110
purely in the gaseous state regardless of the reservoir pressure. Appendix (A)
lists the gas property equations and correlations used. The density of a gas is a
function of the pressure (Eq. 10) while Eq. 11 gives the gas hydrostatic head at
the bottom of the reservoir and Eq. 12 is the relative magnitude of hydrostatic
head to the reservoir pressure. A reservoir thickness of about 200 m together115
with the Appendix (A) natural gas properties indicates an ≈ 2% change in
pressure across the height of the reservoir; allowing a constant reservoir pressure
9
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assumed for all elements with sufficient accuracy.
ρ =
P
ZRT
(10)
Ph = ρg∆Z (11)
Ph
P
=
g∆Z
ZRT
(12)
Where Ph is the hydrostatic pressure; R the specific gas constant, T the
temperature, ∆Z the reservoir thickness and Z the real gas compressibility120
factor.
3.3. Model Testing and Verification
3.3.1. Verification of The Pressure Solution
The above numerical model can be compared with the analytical Line Source
pressure Solution (LSS) for an infinitely acting reservoir with a constant, lam-125
inar flow, production rate in a radial system (Al-Hussainy et al., 1966). Their
solution uses pseudo-pressure, a term that combines the pressure, the viscosity
and the gas compressibility, or Z-factor, into one equation (Eq. 13).
ψ =
∫ P
Pref
2P
µZ
dP (13)
The solution by Al-Hussainy et al. (1966) is:
ψ = ψi +
ψiQd
2
Ei
(
−φµCtr
2
4λkt
)
(14)
Qd =
ΓTQsc
khψi
(15)
Where: Qd is the dimensionless rate, Γ is a constant multiplication factor, k
is the permeability, h is the reservoir thickness and ψi is the pseudo-pressure at130
initial reservoir conditions. Fig. 4 is a comparison of the numerical and analyti-
cal solutions for the model parameters described in Appendix C. A close match
10
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Figure 4: Plot of numerical and analytical solution. left Transient wellbore pressure, right
Radial reservoir pressure
is observed for both the radial pressure distribution and the transient wellbore
pressures. The reservoir temperature decreases as the well starts producing at
a constant mass flow rate of gas (Fig. 5). This is due to (1) the cooling due135
to transient gas expansion (a dominant effect initially that quickly disappears,
as confirmed by our analytical solution) and (2) the Joule-Thomson cooling (a
nearly constant effect that acts as a non-uniformly distributed heat sink). Heat
conduction, as will be discussed later, is negligible compared to heat convection.
3.3.2. Verification that the Mesh Refinement and Time Step Size are Sufficient140
Figs. 5 and 6 illustrate the sensitivity of the numerical solution to the size
of the time step and the mesh (using the case study described in Appendix C).
As expected, the mesh size had the greatest effect on the solution accuracy.
This occurs because the solver automatically adjusts the time step to ensure
convergence.145
Table 1: Effect of time step on simulation time
Time step (seconds) 1 30 60 120
Simulation time (seconds) 34,171 3,154 2,309 1,233
The solutions converge as the number of mesh elements increase (Fig. 6).
We selected the mesh size and time steps corresponding to the converging cases,
11
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Figure 5: Plot of wellbore pressure and temperature for different time-step size. left Transient
wellbore temperature, right Transient wellbore pressure
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Table 2: Effect of element size (or number of elements) on simulation time
Radial elemets 20 40 80 160
Simulation time (seconds) 360 2,857 33,416 133,116
namely: the mesh with 80 radial elements and a time step of 1 second.
4. Analytical Modelling
Knowledge of the pressure distribution in the zone of interest is required150
when using Eq. 5 to develop an analytical solution. Developing this analyti-
cal solution requires a number of assumptions and a combination of numerical
simulations and existing solutions. The case study described in Appendix C is
used to study and validate the derived analytical solution.
4.1. Assumptions Made in the Analytical Model155
The following observations made it possible to simplify the thermal model
sufficiently to obtain an asymptotic solution for the temperature at early times.
4.1.1. Temperature Independence of the Pressure Solution
The assumption that small temperature change does not significantly affect
the pressure solution was confirmed by comparing the solution of the combined160
pressure and temperature equations and the equivalent pressure solution at a
constant temperature. Very little pressure difference (≈ 0.2% in Fig. 7) is
observed between the two solutions.
Similarly, the variation in the pseudo-pressure for a natural gas can be shown
to be negligible (Figure 8) by considering the effect of the relatively small tem-165
perature change. It is expected that changes in the pressure solution will also be
negligible since it can also be expressed as a function of pseudo-pressure. We can
therefore reasonably conclude that it is not necessary to account for the effect
of temperature change when using the existing pressure solution in the thermal
13
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Figure 7: Plot of wellbore pressure and temperature for isothermal and non-isothermal
conditions. left Transient wellbore temperature, right Transient wellbore pressure
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Figure 9: Plot of wellbore pressure and temperature for base case and case without conduction
effects. left Transient wellbore temperature, right Transient wellbore pressure
model for such relatively small formation temperature changes. This assump-170
tion simplifies the problems solution by allowing the pressure to be decoupled
from the temperature.
4.1.2. The Negligible Effect of Heat Conduction
The observation that heat conduction has very little effect on transient tem-
perature at early times has also been verified numerically (Fig. 9) by comparing175
simulations which included and neglected the thermal conductivity. The contri-
bution of heat conduction to the transient temperature response at early times
was found to be small (< 4% with a maximum temperature change of 0.03K).
It also had virtually no effect on the pressure response. Conduction can thus be
neglected without significantly affecting the accuracy of the solution. This has180
also been observed in the other TTA studies.
Eqn. 16 simplifies the thermal model by eliminating the conduction term:
ρCp
∂T
∂t
− φβT ∂P
∂t
− φCf (P + ρrCprT ) ∂P
∂t
= −ρvCP · ∇T + βTv · ∇P − v · ∇P
(16)
N.B. App and Yoshioka (2013) showed that, when the Peclet number ap-
proaches zero, the conduction effect can become dominant. An example is a
tight, very low permeability, formation with the low flow velocities. For produc-185
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tion from conventional reservoirs (similar to what is being studied) the Peclet
number is usually high enough to ignore conduction effects.
4.2. Identification of the Values of the Constant Parameters in Eq. 16
The value of some of the coefficients in the simplified thermal model (with
conduction eliminated) has been investigated by modelling a one-dimensional,190
radial system with a constant production rate and infinite acting boundaries.
Eq. 16 can be written in a different form:
K1
∂T
∂t
−K2∂P
∂t
= K3
∂P
∂r
∂T
∂r
−K4∂P
∂t
2
(17)
The coefficients K1, K2, K3 and K4 can be defined by comparing Eq. 17
with Eq. 16:
K1 = ρCp = φρCp + (1− φ) ρrCpr (18)
K2 = φβT + φCf (P + ρrCprT ) (19)
K3 =
ρCP k
µ
(20)
K4 =
(βT − 1) k
µ
(21)
The values of K1, K2, K3 and K4 may be calculated based on the numerical
simulation results for the case considered. The relative change in the values of
K1, K2, K3 and K4 over the pressure and temperature changes considered were195
0.36%, 1.5%, 12.06% and 0.94% respectively. K1, K2 and K4 may be assumed
to be constant, further simplifying the derivation of the analytical solutions.
4.3. Solution of the Simplified Thermal Model
4.3.1. Assumptions
The following assumptions were made in arriving at the early-time solution:200
1. Conduction within the formation and heat exchange with the surround
rocks effects are negligible.
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Figure 10: Plot of coefficients of Eq. 17
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2. The existing Line Source Pressure Solution (at constant temperature) for
gas flow in porous media can be used to calculate pressure.
3. The relationship between pressure and pseudo-pressure can be represented205
by a straight line. This is normally valid within the range of pressure
between the initial reservoir pressure and the bottom hole flowing pressure
(measured for the period of the analysis).
4. The term exp
(
−φµCtr24λkt
)
can be assumed to equal unity for r < 3metres
(a typical investigation distance in TTA) if very early times (t < 0.5hrs)210
are excluded. This is shown graphically in Fig. 12.
exp
(
−φµCtr
2
4λkt
)
= exp
(
−αr
2
t
)
≈ 1
5. Non-Darcy effects are neglected.
6. There is instantaneous thermal equilibrium between the rock and the flow-
ing fluid.
Further assumptions about the gas properties are as follows;215
7. The reservoir and well temperature are always higher than the critical
temperature of the gas and below the Joule-Thomson inversion tempera-
ture.
8. The gas behaviour can be adequately modelled using the real gas com-
pressibility factor (z-factor).220
The following assumptions are required when using the line source, pres-
sure solution Ahmed (2001):
9. The reservoir is infinitely acting.
10. The well is producing at a constant flow rate.
11. The wellbore is situated at the centre of the reservoir.225
4.3.2. Solution Method
1. A linear relationship between pressure and pseudo-pressure was derived.
This was obtained for a specific gas by calculating the gradient (or fitting
a straight line) of the pressure pseudo-pressure curve between the value at
18
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the initial reservoir pressure and the lowest expected flowing bottom-hole230
pressure. This relationship can be obtained from the gas PVT data or by
using appropriate correlations.
P = A+Bψ (22)
dP
dψ
= B (23)
The above relationship was derived around the initial temperature and
pressure of the reservoir, as required by our thermal model. This relation-
ship, determined from Fig. 2-4 of ERCB (1979), enables us to convert the235
pseudo-pressure solution to the pressure. Fig. 11 is the plot of the pressure
versus the pseudo-pressure. There is an approximately linear correlation
between these two parameters in the area of interest indicated (indicated
by a red box).
A = 6× 106[Pa]240
B = 0.5× 10−12[Pa/(Pa2/Pa.s)]
where ψ is the pseudo-pressure in [Pa2/Pa.s] and P is the pressure in
[Pa].
The pressure drawdown satisfies the Darcy assumption when there is a
linear relationship between pressure and pseudo-pressure for all values and245
at all times between the bottom-hole pressure and the reservoir pressure.
2. Using the existing Line Source Pressure Solution (LSS) for gas flow in
porous media:
ψ = ψi +
ψiQd
2
Ei
(
−φµCtr
2
4λkt
)
(24)
dψ
dr
=
ψiQd
2
exp
(
−φµCtr24λkt
)
(
φµCtr2
4λkt
)
(2φµCtr
4λkt
)
= ψiQd
exp
(
−φµCtr24λkt
)
r

(25)
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Figure 11: Plot showing linear approximation of pressure pseudo-pressure relationship
dψ
dt
=
ψiQd
2
exp
(
−φµCtr24λkt
)
(
φµCtr2
4λkt
)
(−φµCtr2
4λkt2
)
= −ψiQd
2
exp
(
−φµCtr24λkt
)
t

(26)
The solution for pressure as a function of radial position and time is ob-
tained by combining the relationship between the pressure and the pseudo-
pressure as described above:
P = A+B
[
ψi +
ψiQd
2
Ei
(
−φµCtr
2
4λkt
)]
(27)
dP
dr
= BψiQd
exp
(
−φµCtr24λkt
)
r
 (28)
dP
dt
= −BψiQd
2
exp
(
−φµCtr24λkt
)
t
 (29)
3. Excluding early times (t < 0.5hr) and investigating near-wellbore zone
(r < 3m) gives:
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−αr2
t
)
showing approximation to unity
exp
(
−φµCtr
2
4λkt
)
= exp
(
−αr
2
t
)
≈ 1
α =
φµCt
4λk
= 4.84182sec/m2
dP
dr
= B
ψiQd
r
(30)
dP
dt
= −BψiQd
2t
(31)
The assumption exp
(
−αr2t
)
≈ 1 gives a result equivalent to the log ap-
proximation of the line source solution for pressure.250
4. Note that dPdr ∝ 1r has similar characteristics to the equation derived by
Ramazanov et al. (2010) for the transient wellbore temperature solution
for oil production. Details of this derivation are given in Appendix B.
Twb(t) = Ti + ε
[
P(r=rT ) − Pwf (t)
]
+ η∗
∫ t
0
dP
dτ r=rT
dτ (32)
The transient expansion term for gas, which is represented by the third
term in Eqn. (32), can be redefined using the dPdt term obtained from the
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LSS. The dPdt term is given by:
dP
dt
= −BψiQd
2
exp
(
−αr2t
)
t
 (33)
Therefore the integral in the third term of the solution given in Eq. 32 is:
∫ t
0
dP
dτ r=rT
dτ =
∫ t
0
−BψiQd
2
exp
(
−α(rw2+2UoK1·τ)
K1·τ
)
τ
 dτ (34)
Details of the integration is given in Appendix B
Twb(t) = Ti + ε
[
P(r=rT ) − Pwf (t)
]
+ η∗∗ [Pwf (t)− Pi] (35)
Where:
rT =
√
(rw2 + 2Uot)
α =
φµc
4λk
Qd =
ΓTQsc
khψi
Uo = cv(r, t)r
v(r, t) =
k
µ
dP
dr
c =
Cpρ
Ct
Ct = Cpρ = φCpρ+ (1− φ)Cprρr
ε =
1− βTT
Cpρ
η∗∗ = η∗ exp (−2αUo)
η∗ = φcη
η =
βTT
Cpρ
The exponential integral function can be represented using the logarith-
mic approximation for most practical cases. We can therefore represent
P(r=rT ) , Pwf (t) and Pi as:
P(r=rT ) = A+B
(
ψi +
ψiQd
2
[
γ + ln
(
φµCtrT
2
4λkt
)])
(36)
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Pwf (t) = A+B
(
ψi +
ψiQd
2
[
γ + ln
(
φµCtrw
2
4λkt
)])
(37)
Pi = A+Bψi (38)
Eq. 35 can now be written as shown below:
Twb(t) = Ti + ε
(
B
ψiQd
2
[
ln
(
rT
2
rw2
)])
+η∗∗
(
B
ψiQd
2
[
γ + ln
(
φµCtrw
2
4λkt
)]) (39)
Eq. 39 can be expressed explicitly as a function of time, as shown in Eq.255
40
Twb(t) = Ti +
BΓTQsc
2kh
1− βTT
Cpρ
ln

[
rw
2 + 2
(
CpρBΓTQsc
ρCpµh
)
t
]
rw2

+
BΓTQsc
2kh
[(
φβTT
ρCp
exp
(
−2αCpρBΓTQsc
ρCpµh
)[
γ + ln
(
φµCtrw
2
4λkt
)])]
(40)
4.4. Comparison of Different Solution Methods with the Full Numerical Solution
Two analytical solutions have been investigated: (1) with and (2) without
transient expansion effects. The case described in Appendix C was used to
compare the full analytical solution with the numerical solution that had been260
solved using the finite volume method implemented in OpenFOAM.
Numerical:. Full numerical solution
Analytical1:. Current analytical solution with expansion term
Twb(t) = Ti + ε
[
P(r=rT ) − Pwf (t)
]
+ η∗∗ [Pwf (t)− Pi] (41)
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Figure 13: left Plot of transient wellbore temperature for numerical and analytical solutions.
right Plot of percentage relative errors for the analytical solution methods
Analytical2:. Analytical solution without expansion term as used on the oil
production studies by Ramazanov et al. (2010)265
Twb(t) = Ti + ε
[
P(r=rT ) − Pwf (t)
]
(42)
We obtained a close match between the Analytical1 solution and the nu-
merical results, while the Analytical2 solution was significantly different. This
indicates that neglecting the effect of transient expansion of gas on the sand-face
temperature would significantly increase the error. Not surprisingly, an opposite
conclusion for oil flow was made by Ramazanov et al. (2010).270
Fig. 13 compares the three scenarios while Figure 13(b) shows the error
between the analytical1 and numerical solution defined as:
%Rel.Error =
√
(∆Twb,analytical −∆Twb,numerical)2
∆Twb,numerical
(43)
The analytical solution began to diverge from the numerical in the late time
region. This is due to the reservoir boundary effect so that LSS no longer
applies.
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4.5. Sensitivity Analysis
4.5.1. Sensitivity to Gas Properties275
An analysis was carried out to determine the sensitivity of the transient
temperature response to changes in the properties of the gas (Table 3). The
thermal expansion coefficient had the greatest effect on the predicted sand-face
temperature. Hence a more precise value of the thermal expansion coefficient
will lead to a more accurate estimation of the sand-face temperature.280
Table 3: Sensitivity of transient temperature solution to variation in the properties of the gas
% change in transient temperature due to a specified parameter
% change in pa-
rameter
Viscosity Thermal expansion
coefficient
Specific heat
capacity
Density
+50% +13.0 -114.3 +19.3 +19.3
-50% -23.7 +114.3 -42.2 -42.2
4.5.2. Appropriate Gas Property Estimation
It is important to determine the conditions at which the gas properties should
be estimated since accurate gas property values have a considerable effect on
the results.
1. The effect of temperature change may be neglected for the following rea-285
sons. Firstly, the temperature changes are small compared to pressure
changes which we expect to be dominant. Further, we are deriving the
temperature solution, hence it is logical to, at least initially, assume that
the temperature change is an unknown in the analysis.
2. Three possible definitions of the pressure are the:290
(a) Initial reservoir pressure.
(b) Stabilized bottom-hole pressure.
(c) Volumetrically average reservoir pressure.
The stabilized pressure is the pressure at which (i) the radius of investigation
equals the external reservoir radius or (ii) when the transient pressure effect is295
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Figure 14: left Plot of analytical transient wellbore temperatures for three pressure condi-
tions, right Plot of % relative errors of the analytical transient wellbore temperature for three
pressure conditions
felt at the reservoir boundary ERCB (1979). The time required for stabilization
can be determined from the equation ts =
φµCtr
2
4λk . It is about 121 hours for the
case considered. The bottom-hole pressure at this time is about 11.4 MPa.
Table 4: Gas property values for simulation
Gas Properties Initial
pressure
Stabilized
pressure
Average
pressure
Units
Specific heat capacity 3111 2967 3041 J/kgK
Density 95.78 77.004 86.3737 kg/m3
Viscosity 0.01515 0.01416 0.01465 cP
Thermal expansion coefficient 0.005198 0.004969 0.0051 K−1
The average pressure is given by Eq. 44, while the errors are calculated
using Eq. 45.300
Pavg =
Pi + Ps
2
(44)
%Error = |∆T −∆Tnumerical
∆Tnumerical
| (45)
∆T = T − Ti; ∆Tnumerical = Tnumerical − Ti
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Fig. 14 indicates the errors associated with the volumetrically averaged
properties are consistently lower than when the alternative definitions of the
pressure are used. Hence the volumetrically averaged properties provide the
closest match to the numerical solution for the case considered.
5. Limitations Due to Non-Darcy Effects305
The analytical solution in this work was derived based on the assumption
that the gas flow obeys Darcys law. However, it is well known that the gas flow
deviates from Darcys law as flow velocity increases. Forchheimers equation, Eq.
46, describes this effect by adding an additional pressure drop term βρ|v|v
(Wang and Economides, 2009) to Darcys equation that represents inertial ef-
fects.
−∇P = µ
k
v + βρ|v|v (46)
A dimensionless number rnD can be defined (Eq. 47) from Forchheimers
equation. rnD represents the ratio of the pressure gradients due to the non-
Darcy and the Darcy effects.
rnD =
βρ|v|k
µ
(47)
It is possible to estimate the velocities at which the non-Darcy effect is
negligible (i.e. rnD  1 ). rnD(crit) can be defined as the critical non-Darcy310
ratio at which the pressure drops can be assumed to be mainly due to Darcy
effects. It is therefore possible to obtain a corresponding critical flow velocity
below which the non-Darcy effects can be neglected.
|v(crit)| = µrnDcrit
βρk
(48)
Our analytical solution may thus be applied to velocities smaller than v(crit).
It is also possible to express this critical condition in terms of the surface315
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flowrates when the well geometry is known (i.e. well radius, rw, and well length,
Lw, are known) (Eq. 49).
Qsc(crit) =
µrnDcrit2pirwLw
βρsck
(49)
The limits of application of the analytical solution are determined byQsc(crit)
for a given well geometry and reservoir formation. This is calculated based on
choosing a value of rnD(crit) at which the resulting errors are still acceptable.320
However, accurate estimation of Qsc(crit) depends on having a good knowledge
of the value of β. Different correlations have been developed to estimate the
value of the non-Darcy coefficient, some of which were published by Wang and
Economides (2009).
Alternatively, the effect of non-Darcy flow on transient temperature can be
investigated by considering the relationship between rnD and the additional
transient temperature drawdown due to non-Darcy flow.
rnD =
Qscρscβk
2pirWLwµ
(50)
rnD =
Qscρsc
2pirWLw
· βk
µ
(51)
Where Qscρsc2pirWLw is the mass flux at the well, β is usually expressed as a325
function of permeability k and porosity φ. The dimensionless number TnD is
the ratio of the additional temperature drawdown due to the non-Darcy flow
effect to the temperature drawdown due to Darcy flow.
TnD =
Tw(Darcy) − Tw(non−Darcy)
Ti − Tw(Darcy) (52)
Fig. 15 illustrates the effect of non-Darcy flow on the transient well tem-
perature and pressure for the Appendix C case study. It clearly shows that330
the non-Darcy effect cannot always be neglected when applying the transient
temperature solutions. Application of the analytical solutions with a reasonable
accuracy therefore requires verification that the non-Darcy effects is negligible.
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Figure 15: left Plot of ratio of non-Darcy to Darcy pressure drawdown. right Plot of ratio of
non-Darcy to Darcy temperature drawdown
The values of TnD for different values of rnD were determined from numerical
simulations (Fig. 16). The plots show that rnD should be < 10% if the error in335
TnD is to be < 5%. Surface flowrates corresponding to this value of rnD can be
estimated and used as a guide when applying the analytical solution. N.B. The
value of rnD can be changed by changing the permeability k or the mass flux (or
surface rate Qsc) at the well. The curves of rnD(k) were obtained by changing
the permeability from that of the base case, while the curves of rnD(Q) were340
obtained by changing the rate from that of the base case.
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Figure 16: Curves of TnD for different values rnD
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A better way of representing the critical surface flowrate is by expressing it
as the rate per unit well-reservoir contact area. This term can then be applied
to different well geometries and reservoir thicknesses.
Qscn(crit) =
Qsc(crit)
2pirwLw
=
µrnD(crit)
βρsck
(53)
6. Case Studies345
The synthetic and real case studies presented below demonstrate the ap-
plicability of the analytical solution derived in this paper for calculating the
transient, sandface temperature. The synthetic model is similar to the one used
for validating the analytical solution in Section 4.4, but with different formation
thickness, permeability and surface production rate values (Table 5). The real350
case is based on the downhole data measured in a gas production well in the
Norwegian sector of the North Sea.
6.1. Synthetic Models
Three models are considered to compare the numerical and analytical so-
lutions. Their formation thickness, permeability and surface production rates355
values are listed in Table 5. Full details for setting up each model are provided
in Table 8 of Appendix D.
Table 5: Synthetic case study description
Property Symbol Unit Case study 1 Case study 2 Case study 3
Formation thickness h m 30 30 60
Surface production rate QSC m
3/s 2.3 16.1 34.5
Permeability k ×10−15m2 10 100 100
The prediction of the transient sandface temperature using the derived an-
alytical solution (Eq. 40) was carried out for each case and compared with
the accurate, numerical prediction. The results are shown in (Fig. 17, 18 &360
19). The parameters used in the analytical equations are listed in Table 9 of
Appendix D.
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As can be seen, for the initial, infinitely-acting reservoir time period (i.e
until the model boundary effects manifest themselves by causing the pressure
and temperature to stabilise) the numerical and analytical predictions match365
very well in all three cases.
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Figure 17: Case Study 1: left Plot of transient wellbore pressure . right Plot of transient
wellbore temperature
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Figure 18: Case Study 2: left Plot of transient wellbore pressure . right Plot of transient
wellbore temperature
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Figure 19: Case Study 3: left Plot of transient wellbore pressure . right Plot of transient
wellbore temperature
6.2. Real Well Case Study
The data presented in this section were measured downhole in a vertical,
gas producing well. Table 10 of Appendix D lists the fluid and formation prop-
erties. Fig. 20 shows the well rate and pressure data. The drawdown events370
(highlighted by red dots) are used in this section. This case study is presented
and analysed in detail in Dada et al. (2016).
Pressure Transinet Analysis of the Build-up test was inconclusive, presum-
ably becuase the well shut-in was not perfect. Rate Transient Analysis of
the draw-down period has resulted in the estimate of the reservoir permeabil-375
ity*thickness product kh of 40,900 mD.ft [1.23× 10−11m3]. Using this value in
our analytical solution (Eq. 40) we are able to predict the transient tempera-
ture in the steadily declining temperature region (Fig. 21). As can be seen, the
predicted and real temperature data match reasonably well. We were unable to
model the very early period (first 6 hours) because of the well gradual opening380
and clean-up effects masking the pure sandface temperature response. The work
to tackle these effects is ongoing.
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Figure 20: Real Well Case Study: Plot of surface rate and pressure
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Figure 21: Real Well Case Study: left Plot of transient wellbore temperature for drawdown
1. right Plot of transient wellbore temperature for drawdown 2
7. Conclusions
Transient temperature data from producing wells can be invaluable for anal-
ysis and monitoring purposes. Robust models need to be available for analysis385
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and interpretation; these models should be able to handle single and multiphase
flows of liquids and gases. However, very little work has been published on TTA
for gases, and in particular there seems to be no analytical model existing for
this.
In this work we tried to fill the existing gap in the development of robust390
TTA methods by developing an analytical model which can be used to predict
transient sandface temperature of gas producing wells, as these models can then
be inverted for use in TTA. We validated the solution by comparing against
numerical simulations and observed a close match at times prior to the pressure
transient arriving at the reservoir boundary. The derivation method for the395
analytical solution was described, along with the necessary assumptions and
simplifications.
We have also made recommendations on the pressure and temperature con-
ditions to be used when estimating the gas properties to be used in the solution
since the choice of these values affects the accuracy of the results. The limita-400
tions of this solution due to non-Darcy effects were discussed and recommen-
dations made on where our solution is applicable. Finally, synthetic and real
well case studies were presented to illustrate the application of the analytical
solution derived.
8. Appendix405
8.1. Appendix A: Gas Properties and Equations-Of-State
The properties of gas are strongly dependent on pressure and temperature.
To properly model the transient temperature changes, this pressure-temperature
dependence of its properties has to be taken into account. Correlations and EOS
are normally used. Some of the traditionally used correlations are applied in410
this work to realistically capture the gas behaviour.
Density. For gases at high pressure the relationship between density, pressure
and temperature is given as:
ρ =
P
ZRT
(54)
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where Z = f(P, T ) The Z-factor is used to capture the non-ideal behaviour
of the gas as a function of pressure and temperature, and it also varies with the
composition of the gas.
Z-Factor. Z-factor is usually determined experimentally, and correlations are415
developed based on fitting experimental data to equations. The Benedict Webb
Rubin (BWR) EOS was used instead of correlations for simplicity and consis-
tency, as the molal volume (determined from BWR EOS) was used in deter-
mining the thermal properties of the gas. The Z-factor estimated using BWR
EOS was in close agreement with that from correlations by Dranchuk and Abou-420
Kassem (1975).
Molal Density. The molal volume of the gas was calculated using the BWR
EOS, similar to Benedict et al. (1942), this is shown in Eq. 55 below. The
equation can be solved iteratively to determine the molal density d . Newtons
iteration method was used, and rapid convergence of the solution was achieved.425
The values of the parameters are as given in Benedict et al. (1942).
P =
(
BoRT −Ao − Co
T 2
)
d+ (bRT − a) d3
+aαd6 +
cd3
T 2
[
(1 + γd2) exp(−γd2)] (55)
Bo = 0.0426000;Ao = 1.85500;Co = 0.0225700× 106; b = 0.00338004
a = 0.0494000;α = 0.000124359; c = 0.00254500× 106; γ = 0.0060000
Viscosity. The correlation used in this case is that of Carr et al. (1954).
Thermal-Expansion-Coefficient. The thermal expansion coefficient is given by:
βT =
1
v
(
∂V
∂T
)
P
(56)
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Using the cyclic relationship
(
∂P
∂T
)
v
(
∂T
∂V
)
P
(
∂V
∂P
)
T
= −1
(
∂V
∂T
)
P
= −
(
∂P
∂T
)
V(
∂P
∂V
)
T
(57)
βT = − 1
V
(
∂P
∂T
)
V(
∂P
∂V
)
T
(58)
Where
(
∂P
∂T
)
V
&
(
∂P
∂V
)
T
can be determined from BWRs EOS.
Specific Heat Capacity. The specific heat capacity of natural gas is dependent on430
pressure and temperature. To determine the specific heat capacity, we need to
determine the specific heat capacity at ideal conditions, (atmospheric pressure)
then we calculate the heat capacity departure at the high pressure existing in
the reservoir. The method used was similar to Abou-Kassem and Dranchuk
(1982).435
Cp = (Cp − Cv) + (Cv − Cvo) + Cpo −R = (Cp − Cpo) + Cpo (59)
(Cp−Cpo) is the isobaric heat capacity departure for the real gas, Cv is the
specific heat capacity at constant volume for the real gas, Cvo is the specific heat
capacity at constant volume for the ideal gas, Cpo is the specific heat capacity
at constant pressure for the ideal gas.
(Cp − Cv) = −T
(
∂P
∂T
)
V
2(
∂P
∂V
)
T
(60)
(
∂Cv
∂V
)
T
= T
(
∂2P
∂T 2
)
V
(61)
The derivatives
(
∂P
∂T
)
V
,
(
∂P
∂V
)
T
&
(
∂2P
∂T 2
)
V
can be determined from the440
BWRs EOS. Integrating Eq. 61 gives.
Cv − Cvo =
∫ v
vo
T
(
∂2P
∂T 2
)
V
dV (62)
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Since V = 1d , where: V is the molal volume of the gas and d is the molal
density. Therefore the BWRs EOS can be written as:
P =
(
BoRT −Ao − Co
T 2
)
V −1 + (bRT − a)V −3
+aαV −6 +
cV −3
T 2
[
(1 + γV −2) exp(−γV −2)] (63)
The procedure for calculating the specific heat capacity of the real gas at
elevated pressures and temperatures is described below.
1. Using the BWRs EOS, determine
(
∂P
∂T
)
V
,
(
∂P
∂V
)
T
&
(
∂2P
∂T 2
)
V
2. Determine Cv − Cvo =
∫ v
vo
T
(
∂2P
∂T 2
)
V
dV445
3. Determine (Cp − Cv) = −T (
∂P
∂T )V
2
( ∂P∂V ) T
4. Determine Cpo from correlations
5. Substitute (Cp − Cv), Cv − Cvo & Cpo into Eq. 59.
The correlation used to determine Cpo is taken from Reid et al. (1977).
The ideal heat capacity of the hydrocarbon was calculated using Yonedas group450
contribution method (Yoneda, 1979), and then corrections were made for non-
hydrocarbon components according to Eqn.(26, 27 & 28) of the work published
by Sutton and Hamman (2009).
Joule-Thomson Coefficient. The equation for calculating the Joule-Thompson
coefficient is derived from the definition of the Joule-Thomson coefficient.
µJT =
(
∂T
∂P
)
H
(64)
dH =
(
∂H
∂T
)
P
dT +
(
∂H
∂P
)
T
dP (65)
But at constant enthalpy,
dH =
(
∂H
∂T
)
P
dT +
(
∂H
∂P
)
T
dP = 0 (66)
Dividing through by dP and rearranging gives(
∂T
∂P
)
H
= −
(
∂H
∂P
)
T(
∂H
∂T
)
P
(67)
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Cp =
(
∂H
∂T
)
P
(68)
µJT = −
(
∂H
∂P
)
T
Cp
(69)
(
∂H
∂P
)
T
= V − T
(
∂V
∂T
)
P
= V
[
1− T
V
(
∂V
∂T
)
P
]
(70)
1
V
(
∂V
∂T
)
P
= βT (71)
∂H
∂P T
= V [1− |βTT ] = 1
ρ
[1− βTT ] (72)
µJT =
βTT − 1
ρCp
(73)
To determine the gas properties over the range of pressure and temperature
in the reservoir, the following properties (Table 6) were used.
Table 6: Natural gas properties
Property Symbol Value Unit
Pseudo critical temperature Tpc 190.6 K
pseudo critical pressure Ppc 4.6624× 106 Pa
Thermal conductivity KT 1.7 W/mK
Molal specific heat capacity of natural gas sample at
ideal conditions
Cpo 33.8901 J/mol.K
Universal gas constant R˜ 8.3145 kJ/kgK
Specific gas constant R 519.6563 J/kgK
Specific gravity of gas S.Gf 0.605 Unit
Viscosity at initial reservoir pressure µi 1.52× 10−5 Pa.s
Mass fraction of H2S in natural gas 0
Mass fraction of CO2 in natural gas 0
Mass fraction of N2 in natural gas 0
455
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8.2. Appendix B: Solution of Simplified Thermal Model
K1
∂T
∂t
−K2∂P
∂t
= K3
∂P
∂r
∂T
∂r
−K4
(
∂P
∂t
)2
(74)
Comparing Eq. 16 with Eq. 74, the coefficient terms K1, K2, K3 and K4
are defined as follows:
K1 = ρCp = φρCp + (1− φ) ρrCpr (75)
K2 = φβT + φCf (P + ρrCprT ) (76)
K3 =
ρCP k
µ
(77)
K4 =
(βT − 1) k
µ
(78)
Eq. 74 can be expressed as Eq. 79 below
∂T
∂t
− K3
K1
· ∂P
∂r
· ∂T
∂r
=
K2
K1
∂P
∂t
− K4
K1
(
∂P
∂r
)2
(79)
Let t = t(τ) and r = r(τ)
∂t
∂τ
= 1 (80)
∂r
∂τ
= −K3
K1
∂P
∂r
(81)
Applying the method of characteristics, Eq. 79 can be written in the form
below.
∂T
∂t
∂t
∂τ
+
∂T
∂r
∂r
∂τ
=
∂T
∂τ
=
K2
K1
∂P
∂t
− K4
K1
(
∂P
∂r
)2
(82)
Substitute Eq. 80 and 81) into Eq. 82
∂T
∂τ
=
K2
K1
∂P
∂τ
+
K4
K3
∂P
∂τ
(83)
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K2
K1
=
φβT + φCf (P + ρrCprT )
ρCp
But for most practical cases the formation compressibility can be assumed neg-
ligible, i.e.460
K2
K1
=
φβT
ρCp
= η∗
K4
K3
=
(βT − 1)
ρCp
= −ε
∂T
∂τ
= −ε∂P
∂τ
+ η∗
∂P
∂τ
(84)
Eq. 84 is similar to that derived by Ramazanov et al. (2010), therefore it is
possible to use a similar solution method as that used in their work.The solution
was obtained by solving Eq. 84 along the characteristic of the problem (to be
determined later). ;
Twb(t) = Ti + ε
[
P(r=rT ) − Pwf (t)
]
+ η∗
∫ t
0
dP
dτ r=rT
dτ (85)
Next we consider the characteristic of this problem, by solving Eq. 80 and
81. Integrating Eq. 80 gives the following result.
t = τ + C1 (86)
But dPdr =
BψiQd
r , therefore
∂r
∂τ = −K3BψiQdK1r , integration of this gives
K1r2
2K3BψiQd
= −τ + C2 (87)
Applying the following boundary conditions; t(0) = 0 and r(0) = s we can
obtain t = t(τ, s) and r = r(τ, s)
t = τ (88)
r2 = −2 ·K3 ·BψiQdt
K1
+ s2 (89)
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Which can also be expressed as τ = τ(t, r) and s = s(t, r), τ and s are the
characteristics of the problem.
τ = t (90)
s =
√
r2 +
2 ·K3 ·BψiQdt
K1
(91)
Eq. 91 can be written in terms of Uo as defined by Ramazanov et al. (2010)
s =
√
r2 + 2Uot (92)
Where Uo =
K3
K1 ·BψiQd = ρCpkρCpµ · r
dP
dr
From the characteristics obtained in Eq. 92 we have the same result as
that defined by Ramazanov et al. (2010). Therefore we can safely use a similar465
solution as that obtained by Ramazanov et al. (2010).
s = rT =
√
rw2 + 2Uot (93)
From Eq. 85 above, integration of the third term on the right hand can be
carried out as follows:∫ t
0
dP
dτ r=rT
dτ =
∫ t
0
−BψiQd
2
exp
(
−α(rw2+2UoK1τ)
K1τ
)
τ
 dτ (94)
∫ t
0
dP
dτ r=rT
dτ = −BψiQd
2
∫ t
0
exp
(
−α(rw2+2UoK1τ)
K1τ
)
τ
 dτ (95)
∫ t
0
dP
dτ r=rT
dτ = −BψiQd
2
exp(−2αUo)
∫ t
0
exp
(
−αrw2
K1τ
)
τ
 dτ (96)
Let τ = 1/X
∫ t
0
dP
dτ r=rT
dτ = −BψiQd
2
exp(−2αUo)
−∫ ∞
1
t
exp
(
−αrw2X
K1
)
X
 dX
 (97)
Let Y = αrw
2X
K1∫ t
0
dP
dτ r=rT
dτ = −BψiQd
2
exp(−2αUo)
(
−
∫ ∞
αrw2X
K1τ
[
exp (−Y )
Y
]
dY
)
(98)
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−
∫ ∞
αrw2X
K1τ
[
exp (−Y )
Y
]
dY = Ei
(−αrw2
K1τ
)
= Ei
(−αrw2
t
)
∫ t
0
dP
dτ r=rT
dτ = −BψiQd
2
exp(−2αUo)Ei
(−αrw2
t
)
(99)
−BψiQd
2
Ei
(−αrw2
t
)
= Pwf (t)− Pi
Twb(t) = Ti + ε
[
P(r=rT ) − Pwf (t)
]
+ η∗ exp(−2αUo) [Pwf (t)− Pi] (100)
8.3. Appendix C: Case Study Definition
The case study used here describes a typical gas producing well and is taken
from ERCB (1979)
Table 7: Case study for numerical simulation and analytical solutions
Property Symbol Value Unit
Thermal conductivity KT 1.7 W/mK
Porosity φ 0.15
Specific heat capacity of gas Cpf 3030 J/kgK
Ratio of specific heat 1.31
Specific gas constant R 519.6563 J/kgK
Specific heat capacity of rock Cpr 920 J/kgK
Density of rock ρr 2500 kg/m
3
Specific gravity of gas S.G 0.605
Pseudo-pressure at initial reservoir condition ψi 16× 1018 Pa2/Pa.s
Viscosity at initial reservoir pressure µi 1.5× 10−5 Pa.s
Total formation compressibility at initial condition Cfi 8.724× 10−8 Pa−1
Gas flow rate at standard conditions QSC 2.3013 m
3/s
Pressure at standard conditions Psc 101325 Pa
Temperature at standard conditions Tsc 289 K
Initial reservoir pressure Pi 1.4× 107 Pa
Initial reservoir temperature Ti 322 K
Reservoir permeability k 10× 10−15 m2
Reservoir thickness h 12 m
Well radius rw 0.125 m
Reservoir boundary radius re 304.8 m
Thermal expansivity of gas βT 0.00522 K
−1
Constants in pressure solution Γ 111.888 Pa/K
Constants in pressure solution λ 1
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8.4. Appendix D: Case Study Data470
Table 8: Application case studies
Property Symbol Value Unit
Thermal conductivity KT 1.7 W/mK
Thermal conductivity KT 1.7 W/mK
Porosity φ 0.15
Specific heat capacity of gas Cpf 3030 J/kgK
Ratio of specific heat 1.31
Specific gas constant R 519.6563 J/kgK
Specific heat capacity of rock Cpr 920 J/kgK
Density of rock ρr 2500 kg/m
3
Specific gravity of gas S.G 0.605
Pseudo-pressure at initial reservoir
condition
ψi 16× 1018 Pa2/Pa.s
Viscosity at initial reservoir pressure µi 1.5× 10−5 Pa.s
Total formation compressibility at
initial condition
Cfi 8.724× 10−8 Pa−1
Pressure at standard conditions Psc 101325 Pa
Temperature at standard conditions Tsc 289 K
Initial reservoir pressure Pi 1.4× 107 Pa
Initial reservoir temperature Ti 322 K
Well radius rw 0.125 m
Reservoir boundary radius re 609.6 m
Thermal expansivity of gas βT 0.00522 K
−1
Constants in pressure solution Γ 111.888 Pa/K
Constants in pressure solution λ 1
Case study:
1 2 3
Gas flow rate at standard conditions QSC 2.3 16.1 34.5 m
3/s
Reservoir permeability k 10 100 100 ×10−15m2
Reservoir thickness h 30 30 60 m
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Table 9: Gas properties used to analytically model the 3 synthetic case studies described in
Section 6.1
Property Symbol Case study 1 Case study 2 Case study 3 Unit
Stabilized pressure Pstab 1.289 1.323 1.317 ×107Pa
Viscosity at aver-
age condition (i.e.
Ti, andPavg
µavg 1.491 1.497 1.495 ×10−5Pa.s
Density at aver-
age condition (i.e.
Ti, andPavg
ρavg 91.13 92.19 91.93 kg/m
3
Specific heat ca-
pacity at average
condition (i.e.
Ti, andPavg
Cpavg 3079 3087 3085 J/kgK
Thermal expansion
coefficient at aver-
age condition (i.e.
Ti, andPavg
βTavg 5.161 5.173 5.170 ×10−3/K
Slope of pressure
pseudo-pressure
relationship
B 4.634 4.564 4.572 ×10−13s
Intercept of pressure
pseudo-pressure re-
lationship
A 6.561 6.675 6.660 ×106Pa
Table 10: Gas and formation properties used for analytical solution in real case study described
in Section 6.2
Property Symbol value Unit
Stabilized pressure Pstab 9.379× 106 Pa
Viscosity at average condition (i.e. Ti, andPavg µavg 1.373× 10−5 Pa.s
Specific gravity of gas S.G 0.605
Density at average condition (i.e. Ti, andPavg ρavg 60.73 kg/m
3
Specific heat capacity at average condition (i.e.
Ti, andPavg
Cpavg 2840 J/kgK
Thermal expansion coefficient at average condition
(i.e. Ti, andPavg
βTavg 4.355× 10−3 /K
Specific heat capacity of rock Cpr 920 J/kgK
Density of rock ρr 2500 kg/m
3
Slope of pressure pseudo-pressure relationship B 5.0× 10−13 s
Intercept of pressure pseudo-pressure relationship A 6.0× 106 Pa
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• An analytical solution for predicting flowing sandface temperature is proposed. 
• The analytical solution is sufficiently accurate with effect of conduction ignored. 
• The appropriate condition for estimating the properties of the gas is also proposed. 
