This paper introduces a statistical approach for high-level spatial analysis when there is little prior information about the shape or location of the region of interest in the underlying image and limited spatial resolution of the available data. Our work was motivated by a functional brain mapping technique called direct cortical electrical interference (DCEI) that gives binary observations at multiple sites throughout the brain. We estimate an underlying, binary spatial response function using a mixture of an unknown number of simple geometrical shapes (e.g. circles) with unknown centers and sizes to be estimated. Inference is made using reversible jump Markov chain Monte Carlo. The approach is illustrated with simulated examples and a real example with DCEI data.
INTRODUCTION
Functional brain mapping is important for both clinical decision making and research in neuroscience. For many surgical resection candidates with medically intractable epilepsy, it is necessary to map various functions to neuroanatomy prior to brain surgery to avoid postoperative deficits (Penfield and Roberts, 1959; Ojemann, 1981; Lesser et al., 1987; Uematsu et al., 1990) . Functional brain mapping may also be used to diagnose and/or study diseases such as Alzheimer's disease and other types of dementia, schizophrenia, addiction and stroke. In addition, brain mapping is essential for understanding how we perform simple and complex functions, such as motor and cognitive tasks.
Despite the wide interest in functional brain mapping, statistical approaches for analyzing these types of data have historically been unsophisticated and ad hoc. For example, the clinical brain mapping technique of direct cortical electrical interference (DCEI) results in binary observations at multiple (∼20) testing sites on the cortex. The goal of DCEI analysis is to infer the region necessary for the performance of some task given the data. Data on the same tasks are typically collected on multiple subjects, and this information is used to make inference about the study population. Methods for analyzing DCEI data have been mostly limited to displaying the locations of tested sites and sites associated with the task under study, typically after registering the electrodes to a common atlas (e.g. Boatman et al., 1994 Boatman et al., , 1995 Boatman et al., , 1997 Gordon et al., 1996; Nii et al., 1996) . In addition, for analyzing data from multiple subjects, the brain atlas may be divided into arbitrary zones and the proportion of associated sites within each zone calculated (e.g. Ojemann et al., 1989; Uematsu et al., 1992; Urasaki et al., 1994; Malow et al., 1996) . These methods have obvious limitations, which we sought to overcome with our new approach.
The DCEI region estimation problem described above is an inverse problem for which the goal is to deconvolve a signal from noise using a statistical technique (O'Sullivan, 1986) . Statistical methods for modeling regions in space may be divided into two broad categories: high-and low-level analyses (Baddeley and Van Lieshout, 1993) . Low-level analyses model the data at the level on which they are observed. For instance, images may be modeled at the pixel-level, often through the use of Markov random fields (Geman and Geman, 1984; Besag, 1986) . For a Markov random field, pixels are averaged within neighborhoods, resulting in a smoothed image with less noise. This smoothing results in a blurring of the region boundaries, making it difficult to define regions. Segmentation with edge detection methods try to overcome this problem by modeling both the homogenous regions and the boundaries in an image (Morel and Solimini, 1995) .
For high-level analyses, components of the regions in the image, such as location and shape, are modeled on a global scale. For functional brain mapping there are several advantages of high-level analyses. First, they summarize the very large data sets frequently encountered in image analysis with a small number of parameters that typically describe aspects of the image of scientific interest. These parameters may be hierarchically modeled to combine information across multiple subjects, time, or multiple types of images. In addition, high-level models can be easily fitted to image data on regularly spaced lattices as well as non-lattice data.
One high-level approach, introduced by Grenander et al. (1991) , is called deformable templates. A simple geometrical shape called a template is used as a model for a single region and variations between the region and the ideal template are modeled using deformations of this template. In the original paper, the template was a polygon with a fixed number of sides of variable length. This model was extended to handle the case when the number of regions in the image is unknown (Grenander and Miller, 1994) . Similar methods using variations of the original template style have been proposed; for example, Pievatolo and Green (1998) use polygons with an unknown number of sides of unknown lengths. These authors list references to many other variations.
A similar approach was taken by Van Lieshout (1991, 1993) with their marked point processes. These methods represent images as processes of geometrical objects. Interactions between the objects in the image are modeled using a spatial process such as a Markov process. Parameters of the objects include 'points', which describe the location of the objects, and 'marks', which describe all other object attributes. Rue and Syversveen (1998) and Rue and Hurn (1999) used a combination of deformable templates and marked point processes to model images containing different types of non-overlapping objects.
Most high-level approaches were developed to estimate fine details in region boundaries, and require considerable prior information about the shape of the region of interest and good spatial resolution in the data. For DCEI and some other brain mapping techniques, neither of these conditions hold. DCEI has relatively poor spatial resolution compared to neuroimaging techniques, and one can not hope to estimate detailed region features on a scale smaller than the data's spatial resolution. However, we expect regions to be mostly contiguous with smooth boundaries and our interest is in estimating the general shape, size, and location of the regions.
In this paper, we introduce a new high-level approach for region analysis of DCEI and other spatial data when there is little prior information about the shape, size, and location of the area of interest in the image and possibly limited spatial resolution in the data. Our approach is similar to high-level analyses in that we model the region of interest using a small number of simple geometric shapes called templates. However, we use a mixture of templates as a flexible way to model a wide range of region shapes as opposed to using a standard template that closely approximates the region shape. The number of templates is treated as an unknown variable, and inference is made using reversible jump Markov chain Monte Carlo (RJMCMC). Given the data, we summarize our region analysis by producing a pixel-wise map of the posterior probability that each location in the image is contained in the region of interest. These probabilities are implied by the posterior distribution on the template parameters, which is marginalized over the number of templates. Under this marginalization, the region estimate is not restricted to be a union of circles, but instead can take on a wide range of shapes. Hence, the mixture is a simple way to model regions of widely varying shapes using a small number of parameters. The model's parsimony makes it easily extendable to multiple subjects, which we demonstrate in another paper (D. L. Miglioretti, C. McCulloch and S. L. Zeger, submitted for publication).
In the next section, we briefly summarize DCEI and the associated statistical challenges. In Section 3 we develop our statistical model, and in Section 4 we discuss the methodology used for model fitting and inference. In Section 5 we present two examples using simulated data, where the true image is known, and real data from DCEI studies conducted at the Johns Hopkins Medical Institutions. We end with a discussion of the proposed methodology.
DIRECT CORTICAL ELECTRICAL INTERFERENCE
Direct cortical electrical interference is a functional 'lesion' method used for functional brain mapping in surgical resection candidates. The majority of patients receiving DCEI have medically intractable epilepsy or brain tumors. The goal is to resect the parts of the brain causing the seizures or the brain tumor without damaging regions necessary for specific functions such as motor control and language. DCEI was originally developed in the 1930s by Penfield and others as an interoperative technique (Penfield and Boldrey, 1937; Penfield and Jasper, 1954; Penfield and Roberts, 1959) . In the early 1970s extraoperative DCEI was developed in which arrays of electrodes are subdurally implanted into the brain surface and left in the patient's brain for days to weeks (Lesser et al., 1987; Gordon et al., 1996) . As a result, more extensive clinical and research testing is possible. During DCEI testing, small, temporary, functional 'lesions' are created with a brief electrical current passed between two electrodes placed about 1 cm apart . During this time, the patient is asked to perform some specific task, for example, to name an object shown on a computer screen or to move his or her fingers. By comparing the patient's performance with and without electrical interference, a judgement is made as to whether the area being tested is necessary for the task. The distribution of the current, and hence the lesioned area, is restricted to the vicinity of the electrode pair (Nathan et al., 1993; Agarwal, 1994) .
As practiced at the Johns Hopkins Medical Institutions , the data resulting from DCEI are binary trials (impaired or intact) at multiple electrode-pair sites on the brain surface. Electrodes are arranged in rectangular arrays composed of 2.3 mm diameter exposed platinum iridium disks spaced 1 cm apart (Lesser et al., 1987) . These arrays are surgically placed into the cortical surface of the patient so they cover the expected location of the seizure focus, or tumor to be resected, and surrounding areas (Figure 1 ). The sampling sites may not be equally spaced since (1) multiple electrode arrays may be implanted in various patterns, and (2) each individual's brain image (along with the electrode locations) is registered to a common 2D reference, the Talairach atlas (Talairach and Tournoux, 1988) , before analysis. Registration is performed manually by comparing the electrode locations to structural features of the brain using photographs taken at surgery, skull x-rays, and a 3D computerized tomography (CT) scan of the electrodes superimposed onto a 3D brain reconstruction from volumetric magnetic resonance imaging (MRI) scans.
Since the electrical current during DCEI testing affects a region beneath and around the electrode pair, cortical processing is interrupted in an area. It is important to take this into account during analysis, because associating the observed value with a simple point location may result in over-localizing the region of interest, namely underestimating the areas in the brain necessary for the task. There is also evidence that the probability of producing a deficit during interference is a function of the strength of the current (Hart and Gordon, 1999) . Under this assumption, DCEI would be less likely to cause a task impairment if the region of interest is located farther away from the electrode site where the current strength is weaker. Nathan et al. (1993) and Agarwal (1994) studied the distribution of the electrical current using finite element analysis. Nathan et al. (1993) found that the current density peaks immediately beneath the electrodes and declines rapidly to almost no current approximately 0.5 cm away from the electrode pair. Just below the cortical surface, the current midway between the two electrodes is about half the strength of the peak current. Agarwal (1994) also found the current density to be localized around the electrode pair; however, using a more refined anatomic model, she found that the current density also depends upon the anatomical location of the electrodes.
We closely approximate the electrical current distribution given by Nathan et al. (1993) using a mixture of three bivariate-Gaussian densities ( Figure 2) . Two of the Gaussian densities are circular and centered at each electrode in the site. The third density is elliptical and centered at the midpoint between the two electrodes with orientation equal to that of the electrode pair. Density parameter values of the three components were chosen to approximate the distribution given by Nathan et al. (1993) . We discuss how this mixture density is incorporated in the model in Section 5. 
THE TEMPLATE MIXTURE MODEL
Our proposed estimation method consists of two main parts: (1) a set of prior assumptions about the underlying image and (2) a specification of the probability distribution of the observations given the image. We let u denote a two-dimensional (2D) location and assume the underlying image f (u) is binary such that
where S is the region of interest. For the DCEI example, each location in the brain is assumed to be either necessary for some specific task or not, and S corresponds to the region necessary for the task. We model S as a mixture of K simple geometrical shapes or templates T k :
where the number of templates K is taken to be unknown. The second part of the model describes the observed data. The observed value y i at the ith sampling site x i , i = 1, . . . , N , is assumed to follow a generalized linear model:
In this formulation, H ( f, x) is some known function of the underlying image and the location of the observation. For example, in a simple Gaussian additive-noise case, G(
In a more complex case of modeling a blurred image, H ( f, x i ) could be a convolution of f (x) with a known blurring kernel. For the DCEI example, we incorporate the current distribution between the electrodes into the function H ( f, x). We explain this function further in the next section.
Observed values y i are assumed to be conditionally independent given the true underlying image f (u). It follows that the likelihood is simply
If we assume the number of templates, K , is unknown, inference about f must consider the whole class of models M 0 , M 1 , . . . , where M K denotes the model with K templates. Model M K has an n Kdimensional vector θ (K ) of unknown parameters with parameter space K ⊂ R n K . The overall parameter space is a countable union of these subspaces of different dimensions: = ∪ ∞ K =0 K . The reversible jump methodology of Green (1995) can be used to simulate from the joint posterior distribution on K and
where Z is a normalizing constant. In his paper, Green showed that by setting up a hybrid MetropolisHastings sampler (Tierney, 1994 ) with appropriate acceptance rates, one can explore the combined model space . This is detailed for our brain mapping application in the next section. An estimate of S can be calculated using the posterior mean of the true image, marginalizing over the number of templates K :
As in Denison et al. (1998) and Pievatolo and Green (1998) , we chose this type of estimate because it results in a smooth estimate of the region of interest. (The region of maximum a posteriori density would necessarily be a union of circles, which is not useful for the purposes of DCEI.)
METHODOLOGY FOR DCEI
We implement the Template Mixture Model (TMM) approach for the binary data obtained with DCEI on one subject. For the DCEI example, the region of interest in the image is the area in the brain associated with the task under study. We model the region of interest S using circular templates T k = {u : |u − µ k | < ρ 2 k } where µ k is the 2D location parameter indicating the center of the circle, ρ k is its radius, and | · | represents Euclidean distance.
Let y i be the binary observation at the ith electrode pair, i = 1, . . . , N . Thus, y i equals one if the task is impaired during electrical interference at the ith electrode site and zero if the task is functional. Let x i be the 2D coordinates for the two electrodes in the ith electrode pair; i = 1, . . . , N . We use a logistic regression to model the observed values:
where
Here, I (·) is the indicator function and
is a measure of the amount of current at the ith electrode site that overlaps the region of interest S, constrained to be a value between 0 and 1. We estimate H ( f, x i ) using Monte Carlo integration. First, we simulate J locations d i j from the current distribution D x i (u), which is modeled as a mixture of three bivariate Gaussians (see Section 2). Then, we setĤ ( f, x i ) equal to the proportion of these locations that fall within any of the circular templates:
The regression parameters α 0 and α 1 in equation (3) describe the error rates for the task under study. Specifically, α 0 is the log of the odds of observing an impairment on the task when current is passed between the electrodes at the ith site given that the current does not overlap with the region necessary for the task. The slope parameter α 1 describes the change in the log of the odds of an impairment as the amount of current overlapping the region of interest increases. The prior distribution for the number of templates K is a Poisson distribution with parameter λ. The prior distributions for the 2D location parameters µ k are taken to be uniform over the image space and radii ρ k are taken to be uniform within an a priori known reasonable range. The prior distributions for the regression coefficients are taken to be Gaussian for α 0 and truncated Gaussian for α 1 . We restricted the value of α 1 to be positive so that the model estimates the region necessary for the task as opposed to the region not necessary for the task. The likelihood is
where logit(
To approximate the posterior region mean defined in equation (2), we use RJMCMC to simulate from the joint posterior distribution for K and θ (K ) 
) are the templates from the nth realization of the simulation, N is the total number of iterations, and n 0 is the number of burn-in iterations.
To simulate from p(K , θ (K ) |y), we systematically alternate between three move types which allow us to explore the combined model space . One pass through the following three steps is considered a sweep.
1. Move and scale templates: for each template k, the location and radius parameters (µ k , ρ k ) are updated. 2. Update regression coefficients: the regression coefficients (α 0 , α 1 ) are updated. 3. Birth or death of new template: the addition of a new template is proposed with probability b K and the deletion of a randomly chosen template is proposed with probability
The dimension of the model may change in this step.
The first two steps update the template and regression parameters and do not alter the dimension of the model; therefore, traditional MCMC methods may be used. (For a comprehensive overview of MCMC methods see, for example, Gilks et al., 1996.) In the style of Gibbs sampling, each parameter (each template center and radius, and the regression coefficients) is updated in turn by conditioning on all other parameters. Since we can not directly sample from the posterior, we use a grid-based Metropolis-Hastings chain (Tierney, 1994) . We found this type of candidate to be much more efficient than a generic proposal distribution. For a grid-based chain, the candidate is generated in the following fashion: a value x m is chosen from a fixed set of points x 1 , . . . , x M with probability proportional to some approximation to the posterior density p(x 1 ), . . . , p(x M ). Then, a value Z is generated from a localized perturbation density f and added to x m giving the candidate value Y = x m + Z . The resulting proposal density of the candidate is
which is essentially a kernel-smoothed approximation to the posterior.
Within the move and scale step, we calculate the unnormalized posterior density at a grid of points, conditional on the current number of templates and the current values of all other parameters in the model. For example, for the location parameter µ k1 we fix x 1 , . . . , x M at M equally spaced values in the range of the electrode grid corresponding to the µ 1 direction and take p(x 1 ), . . . , p(x M ) to be the product of the likelihood defined in equation (5) and the prior density at those values, conditional on the current values for the other parameters. We sample Z from a Gaussian distribution with zero mean and variance σ 2 . A value x m is selected from x 1 , . . . , x M with probability proportional to p(x 1 ), . . . , p(x M ) and the candidate value is taken to be µ * = x m + Z . The variance σ 2 is set equal to one-quarter the increment size of the grid x 1 , . . . , x M . This ensures that the parameter space for µ k1 is fully explored within the range of the image and the resulting proposal distribution is a good approximation to the conditional posterior.
When updating the regression parameters, there may be uncertainty about the range of the distribution. Therefore, we use a sliding lattice centered at the current parameter values (Tierney, 1994) . In other words, we take the grid of points to be α ± ih for i = 1, . . . , M for some increment h where α is the current value of the regression parameter to be updated. We set the increment h = 0.25 + c|α| for fixed c ≥ 0 so that the grid size may increase linearly with the absolute value of α. We evaluate the product of the likelihood and the prior density at these points and choose the candidate value as described above.
For the birth/death step, the model dimension may change. Therefore, we use RJMCMC (Green, 1995) . A random choice is made between proposing the birth or death of a circle with probabilities b K and d K = 1 − b K . For simplicity, we take b K = d K = 0.5. For the birth step:
1. Draw an index j for the new circle uniformly from the set of integers {1, . . . , K + 1}.
Draw a new set of individual circle parameters
4. Accept the new parameters θ with probability α(K , K + 1) defined below. Otherwise, keep the current parameter values.
For the reverse (death) step moving from K + 1 to K circles, draw a value j uniformly from the set of integers {1, . . . , K + 1} and delete template θ j with probability α(K + 1, K ) defined below. Relabel the remaining θ accordingly. If there are no circles and the death step is proposed, then do nothing. This gives a bijection
It is important to note that during the birth step, an index for the new circles needs to be randomly drawn if a randomly chosen circle is selected in the death step. If the new circle is simply set to be the last circle θ K +1 , then the last circle would always have to be the proposed circle to delete during the death step for the move to be reversible. This alternative method results in the same acceptance probability, but requires the addition of a move type that randomly permutes the indices of the circles. Of course, this technicality is only important for correct calculation of the acceptance probabilities. In practice, the new circle parameters may simply be added to the end of the parameter vector during the birth step, and a randomly chosen circle may be deleted during the death step.
The acceptance probability for an RJMCMC move type is α = min(1, likelihood ratio × prior ratio × proposal ratio × Jacobian).
In this case, the Jacobian is equal to one since the new parameters are simply equal to the parameters for the circle that it is proposed to add or delete. The likelihood is defined in equation (5). For the birth step, the prior ratio is given by:
prior ratio = prior for K + 1 circles prior for K circles × prior for location and radius of the K + 1 circles prior for location and radius of the K circles
where θ j are the parameters for the proposed new circle, with index j. The proposal ratio is given by:
where h b (·) and h d (·) are the candidate densities during the birth and death steps, respectively. Thus, the birth step acceptance probability is simply
Similarly, the acceptance probability for the death of the jth circle is
EXAMPLES
To illustrate our methodology, we present two sets of examples. The first uses simulated data from two different known regions. One purpose of the simulations was to examine the effect of the prior parameters on the posterior mean. The second example uses DCEI data collected on one patient at the Johns Hopkins Medical Institutions.
Simulated data
To test our methodology we simulated data from two regions: a union of four circles and a triangle. The regions, outlined in Figures 3 and 4 , were overlaid with a typical DCEI electrode grid. Electrode sites are indicated by dots connected by lines. For each region S, we simulated 1000 values from the current distribution for each electrode site x i and set
We simulated 1, 10, and 20 binary observations from each electrode site x 1 , . . . , x N with probabilities π 1 , . . . , π N .
We fit the template mixture model to each simulated data set using varying levels of prior information on the regression parameters α 0 and α 1 . We set the prior means for α 0 and α 1 equal to their true values and set the standard deviations equal to 0.5, 5, and 100. The prior distribution for K was a Poisson with mean three. The prior distributions for µ k were taken to be uniform over the space of the electrode sites. The prior distribution for ρ k was taken to be uniform from 0.1 to 1 cm, the maximum being the typical spacing between two electrodes. The limits were chosen to keep the circles reasonably sized to better approximate the region. The upper limit discourages the addition of large circles that overlap areas outside the electrode grid. For each condition, we ran 5000 sweeps and discarded the first 1000 sweeps.
Figures 3 and 4 display the posterior means of the threshold regions, at 0.01, 0.05, and 0.10. For example, the 0.05 p < 0.10 region shows the locations that were inside a template during at least 5% but less than 10% of the MCMC sweeps. The reconstructed regions are overlaid with the outline of the true region's shape. In addition, the first figure for each simulated data set is overlaid with the number of positive observed values at each electrode site, with dashes indicating zero values. For both shapes, Figures 3 and 4) , the method performs well at reconstructing the shapes.
In practice, for DCEI we only observe one observation at each electrode site; therefore, we examine this case more thoroughly. When there is only one observation per site, the region estimate depends more on the prior variances for the regression coefficients. As the prior variances on α 0 and α 1 increase, the region estimate gets smaller. Examination of the simulated parameter values shows that the values of α 0 become more negative and the values of α 1 become more positive as the prior variances increase. In other words, the simulated values for α 0 and α 1 correspond to lower error rates for the models with less informative prior distributions.
For DCEI, there is strong prior information that the regression parameters correspond to low error rates and a high probability of impairment when a small amount of electrical current overlaps the region of interest. This is discussed in more detail in the next section. To evaluate the model performance in this case, we simulated data with more extreme regression parameters of α 0 = −12 and α 1 = 70. We set the prior means and variances for the regression parameters to the values used for the DCEI example given in the next section. The prior distribution for α 0 was taken to be Gaussian with mean −12 and standard deviation 1.5, and the prior distribution for α 1 was taken to be Gaussian with mean 70 and standard deviation 15. Even with this sparse data set, under the low error rate assumption the model estimates the true region very effectively ( Figure 5 ). To assess convergence, we examined trace plots of parameters for which interpretation does not depend on the number of templates: α 0 , α 1 , and K . Since the dimension of the template parameters µ and ρ changes with K , we examined a function of these parameters that does not depend on K :Ĥ ( f, x i ) given in equation (4). From examination of the trace plots, the models begin to mix well after roughly 500 MCMC sweeps. Acceptance rates for the birth and death steps were between 21% and 56%.
Comparison with a simpler approach
To compare our approach with a simpler method, we made contour plots by smoothing the simulated data (see Figures 6 and 7) . To make these plots, we simulated 100 values from the current distribution around each electrode site. Then, for a uniform grid of points separated by 0.1 cm in each direction, we calculated the proportion of positive simulated values within a square window with sides of lengths 0.2 cm, 0.5 cm, and 1.0 cm. In general, the TMM performs better than the simpler approach at reproducing the true region. This is likely due, in a large part, to the fact that the TMM models the measurement error. In the case of only one observation, our method produces results comparable to the smoothing approach; however, our approach has the advantage that it can be easily extended to multiple subjects (or other domains such as multiple times or techniques) while taking into account the correlation within subjects. 
Consistency
An increase in sample size may be obtained in two ways. The first way is to increase the number of observations at each electrode site. This type of data provides more information about the regression coefficients, which we demonstrated above in Figures 3 and 4 . To obtain more information about the region shape, the spatial resolution must be refined. For DCEI, the spatial resolution is fixed by the testing method; however, some functional brain mapping techniques result in better spatial resolution (e.g. functional magnetic resonance imaging). Therefore, to examine the effect of improved spatial resolution on the region estimate, we simulated data from the triangle region using a simplified model without the logistic regression and electrical current distribution. To this end, we sampled binary data from the triangle region at three uniform grids of points with spatial resolutions of 1 cm, 0.5 cm, and 0.25 cm. The probability of observing a one was assumed known and taken to be 0.99 inside the triangle and 0.01 outside the triangle. The observed data is shown in Figure 8 . Since improved spatial resolution allows the estimation of finer details, we allowed the possibility of smaller circles by taking the lower limit for the circle radii to be 0.01. To examine the sensitivity of the estimate on the prior value for the number of circles, we ran the model with three λ values: 3, 10, and 20.
It is clear that the restored image estimate improves as the spatial resolution is increased. For a spatial resolution of 0.5 and 0.25 cm, there is little effect on increasing the prior mean for the number of circles. For a resolution of 1 cm, additional circles are spread throughout the image space, resulting in a small posterior probability of the entire area being in the region of interest.
DCEI data
At the Johns Hopkins Medical Institutions, DCEI is used for functional brain mapping in surgical resection candidates to identify cortical areas that are critical for motor and language functions in order to avoid post-resection deficits . For DCEI testing, electrical current is briefly passed between two adjacent electrodes while the patient is asked to perform some specific task, for example to implement a verbal command or to move a body part. The current appears temporarily to interfere with cortical processing in a localized area beneath the electrode site. Thus, if the patient can not perform the task during interference, there is evidence that the area being tested is necessary for that task. Each task is tested multiple times at each electrode site, both with and without electrical interference. By comparing performance with interference to that without interference, the clinician determines whether the area of the brain being tested is likely to be necessary for the function. Other factors, such as the attentiveness of the patient and the amperage used for testing, are also taken into consideration when making this decision. Since the professional judgement of the tester is a key contribution to the testing process, we use the final binary decision (impaired or intact), as opposed to the set of trials, as the outcome in our analysis.
Sensory, motor, and language tasks are tested to determine areas of the brain that should not be removed during surgery in order to reduce post-operative deficits. Each electrode site is first tested for elicited sensations, then motor functions such as hand, foot, tongue, and eye movement. If sensory and Fig. 9 . Two hundred and fifty samples from the prior distribution for α 0 and α 1 . The prior distribution for α 0 was Gaussian with mean −12 and standard deviation 1.5 and the prior distribution for α 1 was Gaussian with mean 70 and standard deviation 15.
motor functions are not found to be associated with the site, then the site is tested for language functions. Sites associated with sensory and motor functions are usually not clinically tested for language functions, because these brain regions will not be removed during surgery.
To demonstrate our methodology, we used the template mixture model to estimate the region necessary for motor control and auditory comprehension, a language task. For analysis, motor functions, such as hand, foot, and tongue movements, were grouped together into one binary variable (any motor versus none). Auditory comprehension was tested with a modified version of the Token Test (De Renzi and Vignolo, 1962) . Tokens of different colors and shapes were placed before the patient and the patient was asked to do a one-step command, such as 'move the red square'.
For our analysis of the data collected with DCEI, there is only one observation per electrode site. Therefore, there is little information to estimate the regression coefficients. However, there is strong prior information about these parameters. The data consist of the binary clinical judgements at each electrode site, which appear to have very low error rates since any uncertainty about the results at a particular electrode site simply prompts continued testing until a confident decision can be made. In addition, it is known that a small overlap of the electrical current with the region of interest should cause an impairment. Thus, the probability of an impairment should be very close to zero when H ( f, x i ) 0, i.e. the electrical current does not overlap with the region of interest, and very close to one even when a small portion of the current density is over the region of interest, say when H ( f, x i ) > 0.25. In addition, the probability should increase quickly from zero to one. There is some uncertainty about the regression coefficients, because it is not known how much current overlap is required to cause an impairment, although it is likely that the amount of necessary overlap is small. To take this uncertainty into account, we chose the prior distributions for α 0 and α 1 to include a range of coefficients that meet the conditions above. We set the prior distribution for α 0 to be Gaussian with mean −12 and standard deviation 1.5, and the prior distribution for α 1 to be Gaussian with mean 70 and standard deviation 15. Figure 9 shows the associated uncertainty in the probability of impairment π i as a function of the amount of current overlapping the region, H ( f, x i ). These prior parameters produce the kind of prior uncertainty in π i we expect, as outlined above. The prior values for K , µ k and ρ k were the same as for the simulated examples. We implemented each model for 5000 MCMC sweeps and discarded the first 1000 sweeps.
The results are displayed in Figure 10 . Threshold contours are 0.05, 0.10, and 0.20. Motor functions are restricted to the upper right part of the grid which overlaps the motor cortex. Auditory comprehension is spread through the perisylvian language cortex. Trace plots of model parameters suggest that the algo- Fig. 10 . Posterior contours for the regions necessary for motor control and auditory comprehension in one patient. Dots connected with lines correspond to electrode sites associated with an impairment during DCEI testing. Lines only correspond to the sites where the task was functional during DCEI testing. rithm converged by 200 sweeps. The acceptance rates for the birth and death steps were 33% for motor and 22% for comprehension. The mean number of templates was 5 for motor (range = 3-11) and 10 for comprehension (range = 6-16).
DISCUSSION
In this paper we have introduced a new methodology for object recognition using a mixture of simple templates where the number of templates is treated as an unknown variable to be estimated using the reversible jump methodology of Green (1995) . This method is useful when the analytic goal is to model binary regions using a small number of parameters, but there is minimal information about the shapes and locations of the regions in the underlying image. Our work is related to other template models in that we use simple templates to model the region of interest. However, in our case there is little information about the details of the region's shape; thus, the use of deformations to model the variation between the region and the template may not be practical. As a simple alternative, we use a mixture of templates to model the shape of the region based on the information in the data.
One advantage of our proposed method is the relative simplicity of the model. We model the region of interest using a mixture of simple geometrical shapes to minimize the number of parameters in the model. This parsimony is essential since, although the number of observations in our examples may not be large, each observation actually corresponds to a complicated function of the electrode locations due to the wide current distribution around each electrode site. Since our methodology reduces this information into a small number of parameters, information can be more easily pooled across subjects, time and/or brain mapping techniques. For instance, our approach can be extended to multiple subjects by embedding the present model within a larger hierarchical model. This will make it possible to combine information across patients to estimate a population brain map and to better estimate the region necessary for cognitive functions in an individual. This is the subject of a subsequent paper (D. L. Miglioretti, C. McCulloch and S. L. Zeger, submitted for publication).
Another advantage of our approach is the model's flexibility. By using a generalized linear model framework to model the observed data, many different data types can be modeled using a single approach. Thus, TMMs could be used to pool information across different brain mapping techniques (which produce different types of data) to estimate a single region of interest. Also, because of the relatively vague prior specification in the TMM, posterior region shapes are significantly less constrained than those allowed under most deformable template models and marked point processes. This flexibility is essential when there is little prior information about the shape of the region of interest.
An advantage of using RJMCMC is that we do not have to pre-specify the number of templates. Without this flexibility, if the number of templates were fixed to be too small, the region of interest would not be modeled adequately. On the other hand, if the number of templates were too large, then the number of parameters would be larger than necessary and the additional templates not needed to model the region would either be distributed throughout the region where there is no information (where there are no electrodes) or would overlap with other templates. By modeling the joint posterior distribution for the number of templates and parameters, and by using a Poisson prior distribution with small mean for the number of templates, RJMCMC discourages the addition of templates that do not increase the likelihood. Thus, a parsimonious model is automatically encouraged.
Although we fit the model using the relatively complex RJMCMC method, we use a simple birth and death step to change model dimension. For our examples, sampling new template parameters from uniform distributions was sufficient to produce efficient mixing. The algorithm was programmed in largely unoptimized SAS/IML code (SAS Institute Inc., 1990) and required only 1 hour to run 5000 MCMC sweeps on 45 observations (one observation per electrode site) using a Sun Ultra-10 workstation. Since convergence seemed to be rapid (within 500 sweeps), in time-sensitive applications we could run fewer than 5000 sweeps. The most time-consuming step is calculating the grid-based candidates, since the likelihood must be calculated at a number of parameter values and for each calculation H ( f, x i ) must be estimated using Monte Carlo integration.
One issue is the sensitivity of the posterior region estimates to the prior specifications. In the simulations with 10 or 20 observations per site, the region estimates were insensitive to the amount of prior information on the regression coefficients. However, in the case of only one observation per site, the estimate could depend on the amount of prior information, because there is little information in the data about these parameters. Fortunately, in the DCEI application there is strong prior information that the measurement error is very small, and that an impairment will be produced in the event of a small amount of overlap of the electrical current with the region of interest. The main interest of the neurologists is to estimate the region of the brain necessary for some task based on the DCEI results. We found that the region estimates do not change appreciably within the range of the regression coefficients that correspond to both small measurement error and high probability of impairment when there is a reasonable amount of overlap between the electrical current and the region of interest, as long as the prior mean for the number of templates is reasonable. Thus, template mixture models seem to be a useful and parsimonious approach to meet this goal.
