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ABSTRACT
Mesoscale numerical weather prediction models using fine-grid [O(1) km] meshes for weather forecasting,
environmental assessment, and other applications capture aspects of larger-than-grid-mesh size, convectively
induced secondary circulations (CISCs) such as cells and rolls that occur in the convective planetary boundary
layer (PBL). However, 1-km grid spacing is too large for the simulation of the interaction of CISCs with
smaller-scale turbulence. The existence of CISCs also violates the neglect of horizontal gradients of turbulent
quantities in current PBL schemes. Both aspects—poorly resolved CISCs and a violation of the assumptions
behind PBL schemes—are examples of what occurs in Wyngaard’s ‘‘terra incognita,’’ where horizontal grid
spacing is comparable to the scale of the simulated motions. Thus, model CISCs (M-CISCs) cannot be sim-
ulated reliably. This paper describes how the superadiabatic layer in the lower convective PBL together with
increased horizontal resolution allow the critical Rayleigh number to be exceeded and thus allow generation
of M-CISCs like those in nature; and how the M-CISCs eventually neutralize the virtual temperature strat-
ification, lowering the Rayleigh number and stopping their growth. Two options for removingM-CISCs while
retaining their fluxes are 1) introducing nonlocal closure schemes for more effective removal of heat from the
surface and 2) restricting the effective Rayleigh number to remain subcritical. It is demonstrated that CISCs
are correctly handled by large-eddy simulation (LES) and thus may provide a way to improve representation
of them or their effects. For some applications, it may suffice to allow M-CISCs to develop, but account for
their shortcomings during interpretation.
1. Introduction
Solar energy received by Earth’s atmosphere trans-
lates into evolving circulation systems ranging from
global to submillimeter scales. Turbulence in this con-
text is made up of random eddy motions generated
by wind shear and buoyancy forces, which transport
heat, moisture, and trace gases. In the daytime planetary
boundary layer (PBL), the largest eddies, which we
will call convectively induced secondary circulations
[CISCs, the primary circulation being the large-scale
atmospheric flow (see definition 3 at http://glossary.
ametsoc.org/wiki/Secondary_circulation)], scale with the
PBL depth h. Typical daytime h values range from less
than 100m in the early morning to midday values from
;1 km to more than 2km in fair-weather conditions.
Thus, CISCs have a typical horizontal wavelength of the
order of 2–10km. Their presence is revealed in satellite
images of low clouds over land and sea (e.g., Fig. 1) and is
detected on weather radar scans on a frequent basis.
Now that increased computational capability makes
possible running mesoscale models with a horizontal
grid spacing of 1 km or less, simulations that include
modeled CISCs (M-CISCs) have started to appear in the
literature regarding meteorological problems related to
flow in cities, effects of heterogeneous terrain or surface
properties, hurricane evolution, thunderstorm initiation
and propagation, and the dispersion of pollutants. In the
dispersion context for example, the desire for such fine
resolution is motivated by the fact that pollution sources
and thus their concentration fields have a high degree of
spatial granularity. Examples of modeling issues of rel-
evance include but are not limited to 1) Does perform-
ing air quality modeling at fine scales require modeling
of the meteorological fields at commensurate scales, or
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are interpolated fields adequate? And 2) how accurate
or realistic are numerical weather prediction models run
at increasingly finer grid meshes?
In the present study, we use the research version of
the Weather Research and Forecasting Model (WRF;
Skamarock et al. 2008) version 3.2 to explore these
questions. Our work is motivated by nested-grid (spac-
ings of 27, 9, 3, and 1 km) simulations of the weather in
the Houston–Galveston, Texas, area during the 2006
Texas Air Quality Study (AQS-2006; ESRL 2006);
sample results for 4 August 2006 are shown in Fig. 2.
These results are part of a study to assess the appropri-
ateness of data from the innermost grid as input for air
quality application simulations using the Community
Multiscale Air Quality (CMAQ; Byun and Schere 2006)
modeling system. Focusing on an 81 km3 81 km domain
overHouston, the 27- and 9-km grid simulations in Fig. 2
show a mean h(x, y) of about 1 km with little if any
spatial gradient. More spatial variations in h(x, y) ap-
pear at 3 km with several areas of 1.2–1.5-km height;
in the 1-km grid simulation, the h(x, y) fields become
even more spatially complex and variable with peak
values exceeding 1.6 km. The patterns in the 1- and 3-km
grid simulations are qualitatively similar in scale and ap-
pearance to the satellite-based fields in Fig. 1. LeMone
et al. (2010) noted the pattern of model PBL structures
strongly resembled satellite cloud-field images, which in-
cluded rolls, cells, and rolls superposed on apparent wave
structures. However, they also found that the horizontal
wavelength was reduced and that the M-CISCs became
more cellular and less realistic when the grid spacing was
reduced from 1km to 333m. Likewise, Bornstein et al.
(2012) show M-CISC horizontal size to decrease and
horizontal structure to change with smaller grid spacing.
The fidelity of thesemodeled fine-gridPBL structures is
further called into question when simulations using dif-
ferent PBL schemes are examined. Figure 3 showsw(x, y)
at;125mAGL at 2000 UTC (1400 CST) for simulations
using 1-km grids, for all seven PBL schemes available in
WRF version 3.2 along with the Moderate Resolution
Imaging Spectroradiometer (MODIS) satellite image for
1720 UTC. Assuming the clouds formed in response to
PBL circulations, w(x, y) provides a crude surrogate for
the cloud field; we again see that the simulation produces
horizontal features with patterns that are similar to the
satellite cloud field. However, we also see large differ-
ences in the patterns based merely on the PBL scheme.
In summary, while horizontal variations of important
PBLparameters resembling the observed PBL-associated
cloud features appear at grid sizes of ;1km, the hori-
zontal variations inmodeled fields [such as h(x, y),w(x, y),
etc.] are grid-size-dependent and they depend on the PBL
scheme. These problems are related to the fact that the
simulations presently described use horizontal grid spac-
ings within the range corresponding toWyngaard’s (2004)
‘‘terra incognita.’’ As illustrated in Fig. 4, the terra in-
cognita includes horizontal grid sizes that are too small
to meet the assumptions implicit in Reynolds-averaged
Navier–Stokes (RANS) modeling, yet too large for
a large-eddy simulation (LES).
FIG. 1. (left),(middle) Over land convectively generated cloud fields in undisturbed flow conditions fromMODISAqua (ascending) and
Terra (descending) satellite platforms over eastern United Sates and Houston, TX, area, respectively. Images are approximately local
noon. Data are from online (http://lance.nasa.gov/imagery/rapid-response). (right) Over water cloud streets generated as CISCs from
outflow off of Iceland over the Bering Sea. St. Matthews Island (52 km long) is denoted with a red line. Another red line of 52 km is
translated downwind for scale comparison with roll size.
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In this paper, we explore some of the consequences of
mesoscale modeling in the terra incognita. In section 2,
we describe the limitations of fine-grid-mesh mesoscale
model simulations and look more carefully at observed
and modeled CISCs. Section 3 proposes a theoretical
explanation for the M-CISCs using the classical linear
theory of Rayleigh (1916), discusses progressively more
complex idealizations, and ends with a comparison of
M-CISC growth rates in a WRF simulation to the the-
ory. Section 4 suggests some strategies for conducting
fine-grid simulations that may avoid some of the pitfalls
identified here. Section 5 reports onWRF simulations of
M-CISCs at a resolution high enough to be in the LES
regime. Section 6 contains a summary and outlook.
2. Mesoscale simulations and real and modeled
CISCs
In mesoscale simulations, the RANS equations are
used to represent the effects of turbulence on time
tendencies of heat, momentum, moisture, and other
quantities of interest, such as trace gases. In the typical
parameterization, the scales of turbulent motion are
presumed to be separated from mesoscale or synoptic-
scale motions. Hence, current PBL schemes for RANS-
based simulations are based on the assumptions that
horizontal gradients of turbulent fluxes are much less
than their vertical gradients and thus negligible, and that
a grid area is large enough to have many turbulent
eddies whose spatially averaged behavior is equivalent
to that of a hypothetical ensemble average at a location.
Mesoscale models such as WRF using a variety of PBL
schemes (UCAR 2014) have been shown to make rea-
sonably accurate predictions of large to mesoscale
weather phenomena down to scales of a few tens of
kilometers in the horizontal. This experience is consis-
tent with the expectation that the predicted motions
have characteristic scales much larger than the turbu-
lence characteristic scale l in Fig. 4, meaning that a grid
mesh size of D; 10 km is adequate and safely outside of
the terra incognita. Of course, 10-km-mesh simulations
cannot capture CISCs.
FIG. 2. NestedWRF version 3.2 model simulations of PBL heights for 81 km3 88 kmmodel domain centered over
Houston, for midday, 4 Aug 2006, and for grid resolutions ranging from 27 to 1 km.
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Before assessing the reality of M-CISCs, it is impor-
tant to understand observedCISCs. CISCs are long lived
(t  l/w*), where w*5 [ghT21y (w0T 0y)0]
1/3, Ty is the
virtual temperature, and gT21y (w
0T 0y)0 is the surface
buoyancy flux. CISCs take the form of cells or horizontal
roll vortices depending on the relative strength of
buoyancy- and shear-generated energy sources, with
rolls (or cells organized in lines) generally occurring
for 225 , h/L , 0 (Deardorff 1972; LeMone 1973;
Grossman 1982; Weckwerth et al. 1997; Young et al.
2002), and more cellular structure for 2h/L  25 (L is
the Obukhov length). Numerous field programs provide
evidence for 2D horizontal roll vortices or 3D cellular
structure in the daytime fair-weather boundary layer
(LeMone 1973; Weckwerth et al. 1997, 1999; Young
et al. 2002; Miao and Chen 2008; LeMone et al. 2010;
Xue and Martin 2006).
The appearance of realistic-looking M-CISCs in fair-
weather WRF simulations with 1-km grid meshes is
related to their horizontal scale of 1–10 km being ap-
proximately (1210)h. In such situations, since the tur-
bulence integral scale ;h ; l ; 1 km, the grid size lies
within the terra incognita (Fig. 4). As a consequence,
PBL parameterizations produce ensemble-mean fluxes
by subgrid-scale motions that in principle include scales
of the same order as the M-CISCs—in strong violation
of the assumption that the boundary layer is horizontally
homogeneous.
In spite of this violation, M-CISCs behave in a quali-
tatively realistic way. For example M-CISCs modulate
FIG. 3. Comparison of observed PBL-generated clouds to positive vertical velocity (w) at 125m (level 10) for 2000UTC 4Aug 2006 over
the Houston–Galveston area using various PBL schemes in WRF at 1-km grid spacing. Satellite image, Terra, 1720 UTC, 500-m pixels in
center. For the PBL schemes shown, vertical fluxes are proportional to local vertical gradients for BouLac, MYJ, QNSE, and MYNN2;
while nonlocal vertical fluxes (independent of local vertical gradients) are also allowed for MYNN3, YSU, and the asymmetric cloud
model version 2 (ACM-2).
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the turbulence intensity in such a way that turbulence is
suppressed in downdraft regions and enhanced in up-
draft regions as observed (LeMone 1976). As illustrated
in Fig. 9 of LeMone et al. (2013) for the Bougeault and
Lacarrère (BouLac), Mellor–Yamada–Janjic (MYJ),
and quasi-normal scale elimination (QNSE) PBL
schemes [all of which solve the turbulent kinetic energy
(TKE) equation], the vertical gradient of virtual po-
tential temperature ›QV /›z is more negative (unstable)
in updraft regions than downdraft regions, resulting in
a horizontal variation of the buoyancy generation of
TKE in the same sense.
The M-CISCs introduce complications that we are
ill-equipped to assess. For example, M-CISC thermo-
dynamic and wind fields impact surface fluxes, compli-
cating the interaction between the resolved physics and
subgrid physics specified in the user-specified land sur-
face and surface-layer parameterization schemes. The
effects of M-CISCs become particularly dramatic when
they produce clouds, as illustrated in Fig. 5, which shows
fluxes from the Noah land surface model (Chen and
Dudhia 2001; Ek et al. 2003) along a flight track near
Beaumont, Kansas, during the International H2O Project
(IHOP_2002) field experiment (Weckwerth et al. 2004)
for 20 June using WRF version 2.1.2. Where there are
clouds, the net radiation (and hence the available energy)
drops significantly, leading to greatly reduced sensible
and latent heat fluxes. Although the direction of this
change is reasonable from a physical point of view, no
careful comparison against observations has been done.
Finally, the nonlinear interaction between M-CISCs
and the PBL scheme changes with grid spacing. Going
from mesoscales to the terra incognita, grid size affects
thermal stability, which affects PBL and surface schemes
as well as M-CISC development (LeMone et al. 2010,
2013). While M-CISCs grow rapidly at 1-km grid spacing
for the three TKE-based PBL schemes used in LeMone
et al. (2013), they still grow (but quite slowly) at 9-km
spacing, resulting in a superadiabatic lapse rate (their Fig.
17). In contrast, the Yonsei University version 3.2 (YSU
3.2) scheme produces much weaker M-CISCs at 1 km,
and a near-neutral lapse rate at 3 and 9km. At 9-km
resolution, the M-CISCs are too weak to mix the con-
vective boundary layer (CBL), so the main mixing is by
the BouLac, MYJ, andQNSE schemes themselves, while
YSU 3.2 can mix the CBL without M-CISCs. However at
1-km grid mesh, all four schemes have near-neutral
stratification (except for near the surface) when profiles
are averaged horizontally; this is because the M-CISCs
themselves are transporting heat from near the surface.
Why the difference between YSU and the TKE-based
PBL schemes at D 5 9 km? The three TKE-based PBL
schemes used here are based on the assumption of
downgradient diffusion; that is, vertical fluxes are neg-
atively proportional to the local vertical gradient. In
contrast, the YSU 3.2 scheme adds nonlocal mixing
through entrainment fluxes and fluxes that do not de-
pend on the local vertical gradient. YSU 3.2 can produce
near-neutral thermal stratification without M-CISCs,
while the other schemes cannot.
It follows that the evolution of thermal stratification
is different for the two types of scheme, as illustrated
by the sequence of QV profiles for MYJ and YSU 3.2 in
Fig. 6. For MYJ (Fig. 6, top), the profiles start out with
FIG. 4. Schematic energy spectrum showing the spatial regimes
including the terra incognita for grid sizes D in mesoscale and LES
models relative to turbulent eddy structures with peak eddy size
represented by l.
FIG. 5. For 20 Jun 2002 along the IHOP_2002 eastern flight track,
surface fluxes along the eastern flight track for 1-km inner grid of
WRF version 2.1 run with YSU PBL scheme. For further details,
see LeMone et al. (2010).
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a superadiabatic lapse rate in the mid-PBL, but become
neutral except for near the surface in the early afternoon
as the M-CISCs form. On the other hand, for YSU 3.2,
the profiles through the inner PBL remain neutral to
stable (Fig. 6,middle). Similarly, the vigorous space-filling
patterns in Fig. 3 are for the four PBL schemes that allow
only local fluxes, leading to an accumulation of heat in the
lower PBL, which grows the M-CISCs and which in turn
drive the CBL to near neutrality. Conversely, the three
schemes with only scattered PBL features all allow non-
local transport.
3. Hypothesis
As the daytime-heating cycle begins, the ground tem-
perature rises faster than that of the overlying atmosphere,
creating an intense near-surface superadiabatic layer.
Ensuing turbulent motions transport heat upward, pro-
ducing a well-mixed virtual potential temperature pro-
file uy through the inner PBL. However, equilibrium
profiles of uy typically retain a superadiabatic layer near
the surface (Fig. 6; also Fig. 11.1 of Wyngaard 2010). It
was shown in the previous section that superadiabatic
lapse rates are common features of daytime fair-weather
PBLs in WRF. Our hypothesis is that at current-day
fine-grid resolutions, the typical mesoscale model reacts
to the superadiabatic lapse rates by producing what
appear to be ‘‘organized’’ PBL motions, that is, the
M-CISCs, described above.
In the absence of viscosity or heat transfer, a layer of
air in which uy decreases with height is unstable to in-
finitesimally small perturbations. For a general pertur-
bation of the form ei(kx1ly)est sinmz, Rayleigh (1916)
derives the following formula relating the growth rate
s to the scales of the perturbation represented by the




















and the other symbols have their usual meaning. For the
case of a fluid bounded by impermeable horizontal
plates at z 5 0 and H, the fastest-growing modes occur
with lz 5 2H and therefore we consider here only cases
withm5 p/H. Withm so fixed, (3.1) implies that waves
of the shortest horizontal wavelengths grow fastest (i.e.,





we consider here the case where the perturbations are
two dimensional (l 5 0).
The typical surface-heated PBL parameterization
produces a superadiabatic layer over some depth near
the lower surface (Fig. 6; Fig. 7, black line). If one were
to apply (3.1) to the flow in a mesoscale model simula-
tion with a PBL-produced profile similar to that in Fig. 7,
then two considerations immediately present them-
selves: First, there is a lower limit on the scale lx, since
numerical models have finite resolution; and second, all
mesoscale models include frictional processes. Consid-
ering first the finite resolution of a numerical model, it is









FIG. 6. For the 10 May 1997 case in LeMone et al. (2013), time
sequences (UTC) of uy profiles at Beaumont. (top),(middle)
For the commonly used MYJ TKE scheme and nonlocal YSU 3.2
scheme, respectively. Model soundings are horizontally averaged
to remove the effects of CISCs, with the MYJ averaging scale
larger because of stronger CISCs. (bottom) Time sequence of ra-
diosonde soundings.
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Here, (3.3) indicates that the fastest growth occurs when
lx takes its minimum value. Identifying the depth of the
superadiabatic layer with H and using an average con-
stant lapse rate, we estimate from Fig. 7 that b ’ 6 3
1023 s21 and H ’ 300m; considering that the minimum
resolved scale is lx ’ 8Dx, a grid size of Dx 5 5000m
(lx/2H ’ 67) would produce a growth rate of s ’ 9 3
1025 s21 (e-folding time t ’ 3.1 h), while a grid size of
Dx 5 500m (lx/2H ’ 6.7) would have s ’ 9 3 10
24 s21
(t ’ 0.31 h) . The graph of (3.3) shown by the thin solid
line in Fig. 8 illustrates this dependence. Hence, for the
same unstable profile, one can expect to see small-scale,
convectively unstable disturbances manifest themselves
much sooner with the smaller grid interval, as shown in
the previous section.
Second, mesoscale models are not inviscid. Including
viscosity and heat conductivity in the stability analysis,
Rayleigh (1916) shows that for boundaries with zero
stress divergence, (3.1) can be generalized to his (37),
which for the case where the coefficients of viscosity n















Rayleigh (1916, p. 440) observed from (3.4) that dis-
turbances with either very long or very short wave-
lengths are stable and that therefore there exists a lx that
gives the maximum growth rate for a given combination
of b, n, and H; Rayleigh further found the maximum









Considering again the values for b and H given above,
we estimate Ra’ 2:93 104 m4 s22/n2; a typical eddy
viscosity n ’ 5m2 s21 gives Ra 5 1.16 3 104, indicating
instability by (3.5). The thin dotted curve in Fig. 8 il-
lustrates that diffusion produces both a shortwave and
longwave cutoff to the instability.
Now in mesoscale models, a typical PBL parameter-
ization produces an eddy viscosity K(z) that acts only
on vertical gradients of the predicted variables (e.g.,
Mellor andYamada 1982; Pleim 2007; Hong et al. 2006;
Nakanishi and Niino 2009).
Piotrowski et al. (2009) computed the marginal sta-
bility curve s(k, l, m; Ra) 5 0 for anisotropic diffusion
ranging from all horizontal and no vertical diffusion to
all vertical and no horizontal diffusion. The latter case is
particularly relevant to this study, since it describes
the basic anisotropic diffusion inherent in the typical
PBL parameterization; in this case instead of (3.4), one
obtains
FIG. 7. Mean temperature profiles calculated with WRF using
the YSU version 3.4 parameterization (black line) and a modified
version that increases by a factor of 3 the countergradient term
(gray line).
FIG. 8. Nondimensional growth rate vs nondimensional wave-
length for the instability of a superadiabatic layer for inviscid,
adiabatic flow (thin solid line); for viscous, adiabatic flowwithRa5
1.16 3 104 (dotted line); and viscous, adiabatic flow with the same
Ra, but with vertical diffusion only (thick solid line).










for the growth rate. In contrast with (3.4), inspection of
(3.6) reveals that there is no longer a shortwave cutoff











The heavy solid curve in Fig. 8 illustrates this behavior
for the same parameter values as used above. In the
example illustrated in Fig. 8 (thick solid curve), the loss
of a shortwave cutoff in (3.6) would be irrelevant if that
cutoff scale were less than the minimum resolved scale;
however, one can see that going to yet higher resolutions
with this anisotropic diffusion would allow for even
greater growth rates.
To show that these considerations are relevant to the
problem at hand, we have carried out several simulations
of a growing convective boundary layer using WRF.
The effects of turbulent motions are parameterized for
the YSU PBL parameterization. Basically, the scheme
represents turbulent fluxes using a downgradient diffu-
sion with an additional nonlocal term to account for
countergradient transport in a way similar to that sug-
gested by Troen andMahrt (1986) that affects mainly the
upper part of the PBL. We consider a two-dimensional
flow with a domain length of 16 km and a height of 2 km.
From the initial instant forward, the surface heat flux is
set to 200Wm22. Starting from a stable potential tem-
perature profile that increases by 6K over the domain
depth, the model is run for 2 h and develops the potential
temperature profile shown in Fig. 7 (black line), which
exhibits the classic growingmixed-layer shape; after 2 h of
simulation the heat flux and the eddy viscosity are set to
zero. Under these conditions, the temperature profile no
longer changes through diffusive effects and any further
evolution of the solution must come about through the
horizontally inhomogeneous perturbations that we in-
troduce at the 2-h end time of the heating.
For the first simulation, we let
u0(x, z, t5 2 h)5 0:01 sin(8px/X) sin(pz/H) , (3.8)
where X 5 16 km and H 5 300m, and where H is the
height of the unstable layer; using 32 equally spaced
horizontal grid points, we have Dx 5 500m. Figure 9a
shows a contour plot of (3.8), while Fig. 9c shows the
solutionw(x, z, t) and u 0(x, z, t) after 20min. The growth
of convective eddies is evident through the obvious
positive correlation ofw(x, z, t) and u 0(x, z, t). Repeating
FIG. 9. Potential temperature perturbation (K, shaded) and vertical velocity (m s21, contours) at (top) t 5 0 and (bottom) t 5 20min,
(left) using the base-state potential temperature profile shown in Fig. 7 (the default YSUparameterization). (right) As in (left), but using a
countergradient term 3 times larger than normal.
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the same experiment with the same number of grid
points in the x direction but with X 5 160 km increases
the horizontal grid spacing to Dx 5 5000m and signifi-
cantly reduces the growth rate as shown in Figs. 10a,b,
which present graphs of u0max(t) and wmax(t), respec-
tively, on a logarithmic scale for experiments with Dx5
10, 50, 500, and 5000m. It is clear from Fig. 10 that per-
mitting the model to resolve smaller scales allows in-
creasing growth rates as predicted in Fig. 8. These
instabilities saturate quickly (dashed lines in Fig. 10); on
the other hand, the instability with Dx 5 500m grows to
finite amplitude over a period of interest to themesoscale
modeler and has an easily recognizable scale (as in Fig. 2).
To make a somewhat closer connection with meso-
scale simulations, we show in Fig. 10b the growth of
wmax(t) for a case where the heat flux is maintained and
the boundary layer continues to evolve (increasing in
mean temperature and growing in depth, but otherwise
maintaining its profile) over the period under study;
clearly the growth of the instability is similar with (gray
line) and without (blue line) the continued heating.
Figures 9b,d and the orange curve in Fig. 10 show
a simulation using the YSU scheme but with the non-
local term (g) arbitrarily increased by a factor of 3. As
expected, the growth rate is reduced (but at the expense
of producing a profile that is far from resembling CBL
observations, gray line in Fig. 7).
Our final step is to apply the theory to the simulation of
a well-documented fair-weather day. Figure 11 shows the
evolution of the largest absolute value of the maximum
vertical velocity in the PBL as a function of time for
a 264km 3 222 km domain roughly centered on Beau-
mont for WRF version 3.2 simulations of 10 May 1997 as
a part of the study described in LeMone et al. (2013). In
each case, the larger domains are not influenced by the
nested domains. Consistent with the foregoing discussion,
the amplitudes and growth rates of the simulated sec-
ondary circulations are larger with finer grid spacing. It is
interesting to note that the structures stop growing after
progressively shorter times for smaller grid spacing as in
our idealizedWRF experiments (Fig. 10). The maximum
PBL vertical velocity depicted for 1-km grid resolution, at
about 2.5m s21, looks like a good indicator of the maxi-
mumvertical velocity at a given point: the verticalmotion
fields reveal fairly uniform structure over the domain;
moreover, a quick sample of the literature shows exam-
ples of vertical motions in rolls of up to 1ms21 in the
tower data reported in LeMone (1973), and large vertical
velocity values appear in rolls sampled using aircraft data
by Weckwerth et al. (1999, 1.5–2.5m s21) and LeMone
(1976, 1.5m s21) as well as dual-Doppler radar analyses
(up to 2ms21, Kropfli and Kohn 1977).
To compare theM-CISC growth rates in Fig. 11with the
theoretical growth rates, we normalized the s estimates by
FIG. 10. Temporal evolution of (top) the maximum potential
temperature perturbation and (bottom) wmax. Results for different
grid spacing and special cases are shown (see legend). The thin
dashed lines indicate that the motion has reached nonlinear satu-
ration and is outside the range of validity of the linear theory.
FIG. 11. For MYJ, maximum absolute value of w as a function of
time for a domain centered overBeaumont for three simulationswith
D5 1, 3, and 9kmandno feedback from smaller scales. Least squares
best-fit lines correspond to the growth rates for each curve. Straight
lines mark the time over which the growth rate was calculated.
3292 MONTHLY WEATHER REV IEW VOLUME 142
replacing ›uy0/›z in (3.2) for the normalizing factor b
with Duy0/H with H taken as the depth of the super-
adiabatic layer. Both quantities were obtained fromhourly
profiles at Beaumont. We used two methods to estimate
Duy0—namely, simply taking the difference between the
values at the top and bottom of the superadiabatic layer,
and taking the difference between the top and bottom
values as defined by a best-fit straight line that roughly
represents the equivalent linear superadiabatic layer.
The normalized growth rates for D 5 9 km in Fig. 11
aremuch smaller than those predicted by the inviscid (3.3)
as would be expected based on the viscous (3.6). Based on
an average H 5 0.9km from the corresponding hourly
Beaumont profiles from 1400 to 2200 UTC (0800–1600
LST) and estimates of lx ; 18–45km from the 1600
and 1800 UTC horizontal vertical velocity maps,
s/b; 2H/lx ’ 0.04– 0.1. Average b values obtained from
the two methods for the corresponding period are 0.0074
and 0.0062 s21, respectively, with a total range between
0.0056 and 0.0126 s21, the largest values being for 1400
UTC. The normalized growth rate from Fig. 11 is thus of
the order of 0.01 (range 0.005–0.012). A similar calcula-
tion for a best-fit line to the growth rate for 1300–1700
UTC (0.44h21, not shown in the figure) also yields;0.01
(range 0.005–0.02). Rayleigh numbers at 1300 UTC,
based on vertical averages of eddy vertical heat diffusivity
KH (assumed equal to the eddy viscosityKM) through the
depth H, exceed 10000 for both methods, and were
O(1000) afterward. For lx 5 18km, Ra for zero growth
from (3.6) is 9800, indicating growth prior to but not after
1300 UTC. No growth is predicted for lx 5 45km.
Applying the same treatment to the D 5 1km case, the
normalized growth rate is 0.03, about a tenth for that from
(3.3), based on lx 5 2.8km, b 5 0.01 s
21, andH5 358m.
During the period of growth (red line in Fig. 11), Ra; 900;
this value falls to ;250 after growth stops, based on data
from 1800 to 2000UTC, consistent withRa5 333 required
for growth from (3.6) and the more neutral thermal strat-
ification resulting from vertical mixing by the M-CISCs.
Without question the instability described above and
captured in mesoscale models represents a real physical
process representing the conversion of the potential en-
ergy of the temperature profile to the kinetic energy of
the unstable motions. However, with limited resolution,
energy exchanges between CISCs and smaller-scale tur-
bulence are not represented and hence a distorted picture of
the CISCs can emerge. This deficiency is one of the con-
sequences of the terra incognita described by Wyngaard
(2004). Current-day mesoscale models have resolutions
high enough to capture the instability, but not so high as to
simulate the full range of turbulent interactions that de-
termine the ultimate distribution of energy over spatial
scales and hence the correct boundary layer structures.
4. Parameterization of CISCs in RANS models
In this section, we explore two approaches designed
to suppress M-CISCs by reducing the effective Rayleigh
number (3.5) to below its critical value while pro-
viding more accurate vertical fluxes. As explained by
Wyngaard (2004, 2010),mesoscalemodels can either adopt
ensemble-average or volume-average approaches to obtain
unresolved fluxes. For grid spacing significantly larger than
the turbulence integral scale, these two approaches are
indistinguishable. But in the terra incognita, where the grid
spacing is comparable to the integral scale, the difference is
profound: volume-averaged fields can be turbulent, while
ensemble-averaged fields must stay laminar. The ap-
proaches described here are examples of the latter, with the
ensemble-averaging operator used to filter the RANS
equations. This operator is independent of grid spacing. As
a consequence, the turbulence closures discussed represent
the effect of all PBL circulations, including those spanning
several horizontal grid lengths. It is shown that this ap-
proach could represent a real gain in accuracy (for a given
resolution) for PBLs over heterogeneous surfaces.
To provide some examples of how this might work
in practice, we modify the BouLac (Bougeault and
Lacarrère 1989) PBL closure scheme, chosen because
its formulation for the eddy viscosity and thermal dif-
fusivity is simple, making the modifications and testing
easier. The BouLac scheme computes the vertical eddy












where CK 5 0:4, and lK is a length scale estimated from
the local value of TKE and the vertical profile of po-
tential temperature using a parcel method.
For this sensitivity study, we adopt as the reference
case STANDARD, the standard configuration (recom-
mended in WRF) with the eddy viscosity KMx and
thermal diffusivity KHx in the horizontal direction esti-
mated following the Smagorinsky approach based on

























with Cs 5 0.25. Here U and V are the two horizontal
components of the velocity, and Dx is the horizontal grid
spacing.
The first approach (PR3D) is to limit Ra to below its
critical value Racr, by modifying the thermal diffusivity.
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The horizontal eddy viscosity and thermal diffusivity
in PR3D are set equal to their vertical values, that
is, KMx 5KMz and, KHx 5KHz . Considering that KH 5
Pr21KM, we fix the turbulent Prandtl number Pr to en-
sure that Ra , Racr, without modifying the eddy diffu-








The value of Racr is estimated as a function of the height
of the superadiabatic layer H, and the horizontal grid
spacing Dx. Since the eddy viscosity and b vary with
height, an average value over H has been used. Using
(4.3) and imposing s/b5 0 in (3.4), used because hori-













The Racr used is the minimum obtained spanning the
range of possible values of lx 5 nDxwith n5 1, NX (NX
is the total number of points in one direction, although in
practice it suffices to check only up to values of lx of 10–
15 km, since theM-CISCs are usually much smaller than
this). The expected effect is to increase the efficiency of
the vertical heat diffusion, and at the same time reduce
the effect of super-adiabaticity, thus decreasing the
generation of M-CISCs.
In the second approach (GAMMA), we examine the
role of introducing the countergradient nonlocal term in
the parameterization of the turbulent heat flux in the










allows for vertical transport of heat upward without
a superadiabatic lapse rate. Since the gamma term allows
for transfer of heat out of the superadiabatic layer referred
to in the previous section, (4.5) allows for altering the
lapse rate and thus reduces the instability that causes
M-CISCs. For this demonstration, the countergradient term





where (w0T 0)0 is the surface temperature flux and h is
PBL depth. Here, the Prandtl number is kept equal to 1
(KHz 5KMz), and in the horizontal, the coefficients are
computed with the Smagorinsky equation (4.2).
The STANDARD, GAMMA, and PR3D options are
examined for two idealized cases with homogeneous
surface heat fluxes over flat terrain at 458N. The first is
characterized by 2h/L 5 100 (typical for convective
cells) and the second by 2h/L 5 10 (typical for roll
formation). These are the same cases simulated with
LES in the next section. A small random perturbation is
introduced in the initial field of potential temperature to
investigate the stability of the solution. We tested these
approaches for three grid spacings: 1 km, 500m, and
250m, well within the terra incognita.
Figure 12 illustrates the sensitivity to grid spacing
for STANDARD. For 2h/L 5 100, the cellular M-
CISCs appear, with strong vertical velocities at
1000, 500, and 250-m grid spacing (Figs. 12a,c,e). The
M-CISCs become smaller and slightlymore cellular with
larger maximum vertical velocities with smaller grid
spacing. For the2h/L5 10 case, STANDARDgenerates
detectable roll M-CISCs only for the 500- and 250-m grid
spacing, with maximum vertical velocity larger and roll
spacing smaller at smaller grid spacing (Figs. 12b,d,f),
showing significant differences from those produced by
LES (section 5; Fig. 15). On the other hand, the fields
produced by GAMMA and PR3D are homogeneous
and do not show any M-CISCs (not shown). It is im-
portant to remember, that since we are looking for the
ensemble average, the correct solution must not have
any M-CISCs.
While thesemodified simulations can preventM-CISCs,
the associated potential temperature profiles do not al-
ways resemble observations or mean profiles produced
byLES (Fig. 13). For example, theGAMMA1000-mgrid-
spacing simulation produces a shallow (but strong)
superadiabatic layer near the surface, but much like the
idealized experiment (Fig. 7 with 3g), it is far more
stable than observed (e.g., Fig. 6) or simulated in the
LES, both for 2h/L 5 100 and 2h/L 5 10. However,
the profiles produced by PR3D at 500- and 250-m grid-
spacing simulations look more like the observed and
LES profiles.
The strength of applying these options is the ability to
represent the influence of finescale heterogeneities in
the surface fluxes on the resulting flow fields without the
uncertainties introduced by M-CISCs. Thus, it is im-
portant that the RANS approaches proposed here do
not filter circulations induced by land-use heterogene-
ities. For this reason a test has been done where two
rectangular lakes are introduced in the domain to gen-
erate land-use heterogeneity.
For this test, we embed two lakes in a 25 km 3 25 km
domain with the land surface corresponding to theWRF
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FIG. 12. Horizontal sections of vertical velocity, 400m above ground, after 5.5 h of simulation, for grid spacing of
(a),(b) 1000, (c),(d) 500, and (e),(f) 250m for 2h/L 5 (left) 100 and (right) 10 for the STANDARD method.
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category ‘‘dryland and cropland pasture.’’ A land sur-
face model is used; conditions are for a clear-sky day at
summer solstice (21 June), with initial wind of 3m s21
from the west (left in the figures). The simulation starts
at 0900 LST and lasts for 9 h—the period with the
strongest solar forcing. This ensures a strong surface
heat flux (320Wm22 maximum at 1300 LST). The lakes
extend 2 km in the east–west direction and 5 km in the
north–south direction, and they are separated by 2.5 km.
The horizontal grid spacing is 250m.
The local circulations induced by the lakes are expec-
ted to be of the scale of a fewkilometers, comparablewith
the scale of the M-CISCs. Two runs are done, one with
PR3D and one with STANDARD (Fig. 14). The PR3D
simulation is able to reproduce the lake breezes (Fig.
14, right panels), while in the STANDARD simulation
the M-CISCs destroy the lake-breeze signal (Fig. 14,
left panels). This comparison shows that the PR3D
scheme is selective, in that it manages to eliminate the
M-CISCs but still captures land–lake circulations at the
same scale.
It is important to remember that a RANSmodel seeks
to reproduce the ensemble average rather than what
would be actually observed at an instant in time; that is,
the result is what would be observed with sufficient
samples (aircraft passes, lidar scans) to ‘‘average out’’
the PBL eddies, or it is what would be modeled with an
ensemble of LES runs with slightly different initial
conditions. These ensemble fields are expected to re-
spond only to the forcing induced by surface heteroge-
neities, and so they show horizontally homogeneous
fields for the runs with homogeneous surface fluxes, and
well-defined lake breezes for the lake cases.
The foregoing results show that STANDARD is in-
adequate for RANS simulations at subkilometer reso-
lution not only because it produces M-CISCs that mask
the effects of kilometer-scale surface heterogeneities
but also because the M-CISCs are strongly resolution
dependent. On the other hand, PR3D is capable of
avoiding the formation of M-CISCs, thus effectively pa-
rameterizing the effect of the instabilities induced by
super-adiabaticity, through a more correct representa-
tion of the vertical transport of heat, which is a necessary
condition for RANS models. PR3D is a RANS ap-
proach, since it is not based on the size of the structure
and not limited by the numerical resolution; thus, it has
the potential to be applied safely even in the terra in-
cognita for applications in which M-CISCs can in-
troduce unwanted structure. The disadvantage is that it
removes real and observable CISCs, since it only pa-
rameterizes their effects. A full quantitative evaluation
of PR3D is beyond the scope of the present article,
which aims only to indicate future ways of development.
Preliminary results with quantitative comparisons
against mean fields derived from LES simulations for
idealized cases with heterogeneous surface fluxes have
been presented in Martilli et al. (2014) and is the subject
of ongoing work.
5. LES-based modeling
It has been shown that mesoscale simulations per-
formed at coarse enough horizontal grid spacing
(;10 km or higher) do not produce M-CISCs. It is
smaller grid spacings (;1 km) in conjunction with the
near-surface superadiabatic lapse rate that lead to the
FIG. 13. Vertical profiles of potential temperature after 5.5 h of simulation for the GAMMA (dotted line) and
PR3D (dashed line) simulations for the2h/L5 (a) 100 and (b) 10 cases at 1000-m grid spacing (results for 500- and
250-m grid spacing are equivalent). The solid line in both graphs represents the horizontal spatial average of the LES
runs for the corresponding cases, which are assumed equivalent to the ensemble average.
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production of M-CISCs in the terra incognita. In this
region, mesoscale models are able to generate structures
associated with convection but are not able to represent
the effects of energy exchange with smaller-scale tur-
bulence, as LES simulations have been shown to do. In
this section, we review and examine the capability of
very fine-grid (;10m) LES to illustrate their realism in
simulating observed CISCs. We therefore analyze the
simulated flow outside of the small-scale boundary of
the terra incognita (Fig. 4).
Convective, neutrally stratified and stably stratified
boundary layers have been studied extensively using
LES. The first LES simulations of convective atmo-
spheric boundary layers were carried out by Deardorff
(1970), who was the first to use h/L to distinguish roll
regimes from those with more random convective
structure (Deardorff 1972). This work was followed by
the use of the first LES with clouds (Sommeria 1976) to
replicate observations of rolls associated with tropical
cloud streets (Sommeria and LeMone 1978), a case later
simulated by Cuijpers and Duynkerke (1993) with finer
grid spacing and a larger domain. Moeng and Sullivan
(1994) used LES to contrast the roll and more convec-
tive regimes in greater detail, and Glendening (1996)
conducted a study of roll dynamics using a large hori-
zontal domain (24.6 km 3 18.4 km, Dx 5 Dy 5 64m,
Dz 5 32m) to minimize the effects of roll distortion by
periodic boundary conditions. De Roode et al. (2004)
more generally addressed the question of the size of the
numerical domain required in LES to resolve convective
cells and rolls. Conzemius and Fedorovich (2008) stud-
ied the structures in the sheared convective PBL by
combining observations from IHOP_2002 and LES.
For our current study, we performed several addi-
tional numerical experiments using LES to demonstrate
how CISCs can be simulated in ideal cases for a variety
FIG. 14.Wind fields (arrows) and vertical velocities (colors) at the lowestmodel level for the (top) (left) STANDARDand (right) PR3D
cases. The two lakes in the center of the domain are indicated by the black rectangles. Vertical sections through the middle of the lakes
(west–east) of the U component of the wind are shown for the (bottom) (left) STANDARD and (right) PR3D cases. Black thick lines
indicate the location of the two lakes in the center of the domain.
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of flow and stability conditions, using the LES version of
WRF (Mirocha et al. 2010; Kirkil et al. 2012; Mirocha
et al. 2013). There are two domains: the 18 km 3 18 km
LES outer domain is resolved using 2003 2003 150 grid
cells with a 90m 3 90m 3 10m gridcell size with peri-
odic boundary conditions on lateral boundaries, while
the ;15 km 3 15 km inner domain is resolved using
510 3 510 3 150 grid cells with a 30m 3 30m 3 10m
gridcell size. The inner domain gridcell size satisfies the
LES convergence condition established by Sullivan and
Patton (2011). The outer domain is used to provide
boundary conditions with realistic turbulent inflow for
the inner domain. The nesting is oneway, so flow resolved
in the inner domain does not affect the simulation in the
outer domain. The outer domain partially insulates the
simulated structures from the potentially unphysical ef-
fects of the periodic boundary conditions, such as being
locked into a certain length scale or orientation.
We varied the surface sensible heat flux HFX and
geostrophic forcingUg to explore the combined effect of
shear and buoyancy on the convective boundary layer
structures. Following the foregoing discussion, we chose
2h/L5 10 to simulate rolls and2h/L5 100 to simulate
cellular convection. For the 2h/L 5 10 case, Ug 5
20m s21 and HFX 5 100Wm22, while for 2h/L 5 100,
Ug 5 5m s
21, and HFX 5 285Wm22. Surface moisture
fluxwas set to zero.We first ran LES using only the outer
domain for 4 h to spin up realistic turbulence and then
included the inner domain in our simulations. We then
carried out nested LES with the two domains for an
additional 2 h. Results presented here were obtained
during the second hour of the nested simulation.
The vertical velocities in the inner domains are shown
in Fig. 15 for the CISC roll case and cellular case. For
both situations, the convective heating produced the
expected superadiabatic near-surface temperature gra-
dient (Fig. 13). Following theoretical expectations,
M-CISCs, clearly seen from contours at 400m (h 5
1 km), form in response to the superadiabatic condition.
For the2h/L5 10 case, we observe five convective rolls
across the width of our 15-km inner domain. In both
cases, the vertical velocities are in the range expected
from observations and other LES studies. While their
average width is approximately 3 km, the rolls span the
full 15 km in the along-wind direction. Since rolls can
extend for hundreds of kilometers (see Fig. 1), our
simulation has to be viewed as a sample of a roll field.
Note that the smaller turbulent scales develop away
(downwind) from the western (left) boundary, a conse-
quence of turbulent cascade of energy. As these struc-
tures develop, the coherence of the convective rolls is
reduced. When 2h/L 5 100, the LES produces cellular
convective structure with characteristic horizontal
length scales of a couple of kilometers in both directions.
Figure 16 shows the crosswind-direction vertical ve-
locity spectra corresponding to the flows in Fig. 15,
FIG. 15. Contours of vertical velocity on a horizontal plane;400m above the surface, for LES of a convective boundary layer with 30-m
horizontal grid spacing: 2h/L 5 (left) 10 and (right) 100 corresponding to the convective roll regime and the convective cell regime,
respectively.
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computed at 7500m from the nested domain’s upwind
(left) boundary. The LES produces a k25/3 slope over
about a decade, before falling off rapidly, affording
resolution of the CISCs as well as their associated tur-
bulence. While the WRF mesoscale allows for energy
exchange between the barely resolvedM-CISCs and the
resolved flow, the LES allows for energy exchange be-
tween M-CISCs and smaller-scale turbulence as well.
These exchanges mostly drain energy away from the
M-CISCs as illustrated in Bryan and Rotunno (2005),
although the roll-turbulence exchange can also supply
energy to the rolls (LeMone 1976).
The corresponding wavenumber-weighted spectra in
Fig. 17 show a clear concentration of energy between
800m and 2.5 km for the roll case, with a rapid falloff at
longer wavelengths. There is more energy at longer
wavelengths for the cell case. This is not surprising,
given the appearance of the field at x5 7.5 km in Fig. 15,
which shows significant vertical velocity along a line
across half the domain. Inspection of the horizontal
plots in Fig. 15 suggests an even more pronounced dif-
ference in the along-wind direction. Note the absence of
a clear spectral gap between the M-CISCs and smaller
turbulent scales. Although it can sometimes be quite
obvious in crosswind observations (LeMone 1976, Fig. 3),
it is often subtle to absent (Grossman 1982, Fig. 7), with
the real differences showing up in along-wind spectra or
spectra based on data at a small angle to the roll axis
(LeMone 1973, Fig. 5).
Given that LES can represent CISCs and smaller
scales, one can in principle use LES to develop a pa-
rameterization for use in the terra incognita of me-
soscale models to correctly represent M-CISCs. Very
fine-resolutionO(10)m grid systems (Sullivan and Patton
2011) on domains of several tens or even a few hundreds
of kilometers across would be needed to characterize the
interactions involved in CISCs in order to develop such
a parameterization. High-resolution grid systems would
be needed, since the interactions of CISCs with smaller
scales involve third-order terms (LeMone 1976, p. 1315).
These simulations could be used to study the possibility of
a closure that permits the development of M-CISCs with
realistic flow of energy to and from smaller scales, as
suggested by Wyngaard (2004).
The present discussion indicates that LES can rea-
sonably simulate roll and cellular CISCs, and thus avoids
FIG. 16. For the vertical velocity fields in Fig. 15, rolls and cellular structure spectra computed in the y direction.
FIG. 17. As in Fig. 16, but for the 400-m data only, wavenumber-
weighted spectra, plotted in log-linear coordinates so that the area
under the curve is proportional to energy.
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the problems associated with M-CISCs occurring with
current mesoscale models in the terra incognita. Thus,
LES can be used to improve PBL parameterizations in
mesoscale models either to replicate CISCs better or, as
done here, to eliminate M-CISCs by parameterizing the
total PBL vertical fluxes. Some recent approaches in-
clude quantifying the fraction of turbulence resolved
across the terra incognita as a function of h and Dx
(Honnert et al. 2011; Shin and Hong 2013) or h and
a diffusion length scale (Beare 2013), and representing
turbulence through a statistical approach that emulates
high-resolution LES modeling using conditional Mar-
kov chains and LES output (Dorrestijn et al. 2013).
6. Summary and discussion
In recent years, as computers have become more
powerful, fine-grid [O(1) km horizontally] numerical
simulations are being performed using mesoscale
models likeWRF to investigate dispersion of pollutants,
urban meteorology, the impacts of land surface hetero-
geneity, aspects of the boundary layer, the origin and
evolution of convective precipitation, and hurricanes.
Convectively induced secondary circulations (CISCs),
typically less than 10 km across, are a common feature of
the unstable PBL.While modeled CISCs (M-CISCs) are
common and can look realistic, this paper has raised
several questions regarding their reality, origins, and
impact.
A mesoscale model run at high resolution presents
a major problem with respect to M-CISCs in that they
are grid-size dependent with respect to amplitude, hor-
izontal size, and structure. In the present paper we have
presented evidence that this problem is one of the con-
sequences of modeling flows at grid spacings that are too
small to justify the PBL schemes used and yet are too
large for an explicit calculation of turbulent transfer;
that is, these high-resolution mesoscale models are
firmly within Wyngaard’s (2004) terra incognita. For
some PBL schemes and for grid meshes in the ;1-km
range, the wavelength and orientation of clouds pro-
duced by roll M-CISCs can be similar to those observed,
and their vertical velocities are of the same order as
observed. However, as the grid spacing becomes
smaller, M-CISC patterns and their scale changes, and
growth rates increase. M-CISCs locally modify virtual
temperature, mixing ratio, and wind profiles in such
a way that they share vertical transports with the PBL
schemes.
We used the classical linear theory (Rayleigh 1916) to
show thatM-CISCs are the result of PBLparameterization–
produced superadiabatic lapse rates. The classical theory
also predicts the documented increase in growth rate
with smaller grid spacing. An idealizedWRF simulation
and a WRF simulation of an observed fair-weather
boundary layer illustrate this dependence. In both,
M-CISCs take over part of the vertical transport from
the PBL scheme to make the virtual temperature profile
more neutral and the Rayleigh number subcritical, after
which growth slows down or ceases altogether. The
theory thus explains why some PBL schemes [such as
YSU and Mellor–Yamada–Nakanishi–Niino level 3
(MYNN3)] produce weaker M-CISCs, since their non-
local transport terms make the potential temperature
profile more nearly neutral and thus keeps the Rayleigh
number near or below its critical value.
Guided by the theory, we explored some modifi-
cations to the BouLac PBL scheme to suppress the
M-CISCs. The first approach sets horizontal eddy vis-
cosity and eddy diffusivity to their vertical values and
fixes the turbulent Prandtl Number (PR3D) so that the
Rayleigh number remains subcritical, while the second
approach introduces nonlocal transport (GAMMA) to
the heat flux term to reduce the modeled superadiabatic
lapse rates. The PR3D method successfully suppresses
M-CISCs for horizontal grid spacing of 1 km, 500m, and
250m. The GAMMA experiment succeeded inM-CISC
suppression at 1 km though at the expense of introducing
artificial stability in the upper convective boundary layer
through the nonlocal term.
If CISCs or their impact are the focus, then LES
enables the resolution of CISCs and smaller scales.
Resolution requirements for LES are not extremely
restrictive, since we need only to resolve inertial range
scales, which are several orders of magnitude larger
(;10m) than Kolmogorov microscales (;0.01m), re-
ducing the gridpoint requirements to less than 109.
A combination of a fine grid, large domain, and tech-
niques to avoid the direct effect of periodic boundary
conditions is a reasonable route to study CISCs and their
interaction with smaller-scale turbulence. Given the
capabilities of LES, a reasonable approach for accurate
simulations that eliminate M-CISCs would be to com-
pare results of PR3D, GAMMA, or similar simulations
with LES-based statistics to find the optimum approach
to minimizing the differences.
Improving representation of M-CISCs rather than
removing them frommesoscalemodelsmay be desirable
in some cases. For example, M-CISCs appear to im-
prove forecasts of convective initiation as discussed by
Kain et al. (2013) and roll CISCs have been observed
to interact with cells in a squall line to produce tornado-
bearing thunderstorms (Wakimoto and Wilson 1989).
For such applications, it is recommended that improved
PBL schemes be developed to correctly simulate
M-CISCs, including their interaction with smaller scales,
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following Wyngaard (2004). Further study is needed to
identify the optimal combinations of resolution, PBL
parameterization, and model diffusion for severe-
weather forecast applications.
This paper has emphasized practical and theoretical
problems with the present-day simulations of M-CISCs.
We note that a similar and complementary treatment on
this subject was submitted at about the same time (Zhou
et al. 2014).
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