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Bencana alam merupakan suatu peristiwa yang dapat menyebabkan rusaknya 
infrastruktur jaringan komunikasi di suatu wilayah. Oleh sebab itu, diperlukan 
suatu teknologi jaringan yang mampu berjalan tanpa infrastruktur jaringan 
komunikasi dan internet seperti BTS, router, maupun access point. Teknologi 
tersebut adalah Mobile Ad-Hoc Network (MANET). MANET merupakan jaringan 
nirkabel yang terdiri dari sekumpulan mobile node yang saling berkomunikasi 
secara multi-hop dalam topologi yang dinamis tanpa memerlukan infrastruktur 
penunjang. Protokol routing MANET dibedakan menjadi tiga jenis, yakni protokol 
routing reaktif, proaktif, dan hybrid. Ketiga jenis protokol routing tersebut 
memiliki perbedaan algoritma dalam metode pencarian rute. Salah satu contoh 
dari ketiga jenis protokol routing tersebut diantaranya AOMDV, DSDV, dan ZRP.  
Penelitian ini dilakukan untuk membandingkan kinerja tiga jenis protokol 
routing yang berbeda, yaitu AOMDV, DSDV, dan ZRP ketika disimulasikan dalam 
ruang lingkup yang berbeda luas area dan jumlah mobile node. Simulasi dilakukan 
menggunakan Network Simulator 2 dan diukur berdasarkan empat parameter, 
yaitu throughput, end-to-end delay, packet delivery ratio, dan normalized routing 
load. Berdasarkan pengujian yang dilakukan dalam skenario luas area dan jumlah 
mobile node yang berbeda dapat disimpulkan bahwa protokol AOMDV memiliki 
nilai rata-rata packet delivery ratio dan throughput tertinggi. Sedangkan dalam 
pengukuran end-to-end delay dan normalized routing load nilai rata-rata terbaik 
terdapat pada protokol DSDV.  














Natural disaster is an event that can cause damage to communication 
network’s infrastructure in a region. Therefore, a network technology that is able 
to run independently without the infrastructure of communication and internet 
networks; such as BTS, router, or access point, is required. The technology is called 
Mobile Ad-Hoc Network (MANET). MANET is a wireless network consisting of a set 
of mobile nodes that communicate in a multi-hop manner inside a dynamic 
topology without depending on a supporting infrastructure. MANET routing 
protocols are generally classified into three types, such as reactive, proactive, and 
hybrid routing protocols. These three types of routing protocols have different 
algorithms in route search methods. Among the three types of routing protocols, 
there are AOMDV, DSDV, and ZRP.  
This research was propsed to compare the performance of three different types 
of routing protocols, such as AOMDV, DSDV, and ZRP when simulated in different 
scopes. Simulations were performed using Network Simulator 2 and measured by 
four parameters such as throughput, end-to-end delay, packet delivery ratio, and 
normalized routing load. Based on the tests that were conducted in different range 
area and number of mobile nodes scenarios, it can be concluded that AOMDV has 
the highest average packet delivery ratio and throughput value. On the other hand, 
it was found that the best average value was obtained by DSDV protocol during 
the measurement of end-to-end delay and normalized routing load. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Bencana alam adalah suatu peristiwa alam yang dapat terjadi kapan dan di 
mana saja, salah satunya di Indonesia. Bencana alam yang sering terjadi di 
Indonesia, antara lain gempa bumi, banjir, angin topan dan gunung meletus. Efek 
dari bencana alam ini dapat merusak sarana dan prasarana di suatu wilayah. 
Kerusakan infrastruktur yang terjadi dapat menyebabkan suatu wilayah terisolir 
terutama dalam hal komunikasi. Hal ini tentunya dapat mempersulit komunikasi 
dalam proses evakuasi dan penanggulangan bencana karena jaringan komunikasi 
dan internet saat ini sangat bergantung pada infrastruktur seperti BTS, router, 
access point, maupun gateway. Berdasarkan situasi tersebut, maka diperlukan 
suatu teknologi jaringan yang mampu berjalan tanpa ketergantungan akan 
infrastruktur komunikasi yang ada. 
Mobile Ad-Hoc Network (MANET) merupakan suatu terobosan teknologi 
jaringan nirkabel yang cocok diterapkan di daerah yang kekurangan infrastruktur 
komunikasi, seperti di daerah yang terkena bencana alam. MANET merupakan 
suatu jaringan nirkabel yang memiliki topologi dinamis dan terdiri dari 
sekumpulan mobile node yang saling berkomunikasi tanpa infrastruktur tetap dan 
kontrol yang terpusat (Kukreja, 2014). Mobile node dalam MANET merupakan 
sebuah perangkat bergerak yang dapat berupa smartphone, tablet, laptop, dan 
PDA. Seperti halnya sebuah router, tiap mobile node dalam MANET dapat bekerja 
secara multi-hop, yakni mampu menjalankan proses routing dan meneruskan 
sebuah paket data dari satu mobile node menuju mobile node lainnya. Protokol 
routing dalam MANET umumnya dibedakan menjadi tiga jenis, yakni protokol 
routing reaktif, protokol routing proaktif, dan protokol routing hybrid. Pada 
protokol routing reaktif proses pencarian rute akan dijalankan dan diperbarui jika 
memang terdapat mobile node yang membutuhkan ataupun memintanya. 
Beberapa contoh dari dari protokol routing reaktif ini adalah AODV, DSR, DYMO, 
dan AOMDV. Pada protokol routing proaktif proses pencarian rute berjalan secara 
berkala saat menyebarkan dan memperbarui rute. Beberapa contoh dari protokol 
routing proaktif yakni OLSR, WRP, dan DSDV. Sedangkan pada protokol routing 
hybrid, proses pencarian rute berjalan menggunakan penggabungan kinerja dari 
protokol reaktif dan proaktif. Beberapa contoh dari protokol routing hybrid yaitu 
ZRP, HRPLS, dan HWMP.  
Terlepas dari keunggulan MANET yang dapat berjalan di topologi yang dinamis, 
terdapat suatu permasalahan dalam menerapkan tiga jenis protokol routing 
MANET. Perbedaan algoritma routing di masing-masing protokol menyebabkan 
perbedaan efektivitas kinerja saat diterapkan di beberapa wilayah yang memiliki 
perbedaan luas area. Beberapa faktor yang dapat mempengaruhi kinerja protokol 
routing dalam MANET, yaitu luas area dan jumlah mobile node yang tersebar 
beserta kecepatan mobilitasnya. Dalam lingkungan MANET, seluruh mobile node 
yang tersebar dapat bergerak secara bebas sehingga menyebabkan topologi 
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jaringan dapat berubah sewaktu-waktu. Kondisi luas area yang tidak diimbangi 
dengan jumlah node pada suatu topologi yang dinamis dapat menyebabkan 
intensitas perubahan rute yang tinggi. Berdasarkan kondisi tersebut, maka 
diperlukan sebuah analisis perbandingan kinerja terhadap tiga jenis protokol 
routing dalam MANET yang disimulasikan di beberapa kondisi lingkungan dengan 
luas area dan jumlah mobile node yang berbeda-beda. 
Beberapa penelitian yang telah menganalisis tiga jenis protokol routing dalam 
MANET, yakni penelitian yang dilakukan oleh A. Ramesh et al. (2014) yang berjudul 
“Performance Comparison and Evaluation of Proactive, Reactive and Hybrid 
Routing Protocols in MANET”, di mana protokol routing yang diujikan adalah 
DSDV, AODV, DSR, TORA, dan AOMDV. Parameter pengukuran yang digunakan 
dalam penelitian tersebut, yaitu packet delivery ratio, throughput, dan energy 
consumption. Kekurangan dalam penelitian tersebut, yakni hanya menjalankan 
satu skenario simulasi yang memiliki luas area 1000x1500 meter dan terdiri dari 
50 mobile node serta tidak mengukur besaran waktu delay dan routing overhead 
masing-masing protokol. Penelitian lainnya yang dilakukan oleh Tarunpreet Bhatia 
et al. (2015) yang berjudul “QoS Comparison of MANET Routing Protocols”, di 
mana protokol routing yang diujikan adalah AODV, DSR, DSDV, OLSR, dan ZRP. 
Namun, dalam penelitian tersebut skenario simulasi tidak terfokus dengan variasi 
luas area, melainkan dengan variasi jumlah mobile node, kecepatan pergerakan 
mobile node dan jeda waktu dalam pengiriman data. 
Dalam implementasinya, tiga jenis protokol routing dalam MANET memiliki 
sejumlah contoh protokol yang memiliki kinerja yang berbeda-beda dalam satu 
jenisnya. Sehingga di dalam penelitian ini pemilihan protokol routing merujuk 
pada beberapa penelitian sebelumnya yang telah menganalisis kinerja beberapa 
protokol routing MANET dalam satu jenis. Hal tersebut dilakukan sebagai acuan 
dalam memilih protokol yang memiliki kinerja terbaik di tiap jenisnya. Beberapa 
penelitian tersebut, yaitu penelitian yang dilakukan oleh Shalini Kushwaha et al. 
(2015) yang berjudul “Performance Analysis of AODV, CBRP, AOMDV, DSR MANET 
Routing Protocol using NS2 Simulation”, di mana penelitian ini membahas analisis 
perbandingan beberapa protokol routing reaktif. Dalam penelitian tersebut 
AOMDV Penelitian berikutnya yang membahas analisis perbandingan beberapa 
protokol routing proaktif, yaitu penelitian yang dilakukan oleh Sandeep Gupta et 
al. (2015) yang berjudul “Performance Comparison of Proactive Routing Protocols: 
OLSR, DSDV, WRP”. Penelitian lainnya yang membahas analisis perbandingan 
beberapa protokol routing hybrid, yaitu penelitian yang dilakukan oleh Ibikunle 
Franket al. (2013) yang berjudul “Performance Analysis of Hybrid Protocols in 
MANETs”, di mana protokol routing yang digunakan adalah ADV, ZRP, dan SHARP.  
Berdasarkan penelitian tersebut, maka dalam penelitian ini dilakukan analisis 
perbandingan kinerja terhadap protokol routing AOMDV, DSDV, dan ZRP. Ketiga 
protokol routing tersebut disimulasikan dengan Network Simulator 2 (NS2) di 
lingkungan simulasi yang memiliki beberapa variasi luas area dan jumlah mobile 
node. Kinerja ketiga protokol routing tersebut diuji dan dianalisis kinerjanya 
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berdasarkan beberapa parameter pengujian, yaitu throughput, end-to-end delay, 
packet delivery ratio, dan normalized routing load.  
1.1 Rumusan Masalah 
Berdasarkan latar belakang yang telah dijabarkan maka dapat dirumuskan 
permasalahan sebagai berikut: 
1. Bagaimana tahapan dalam merancang lingkungan pengujian protokol routing 
pada jaringan MANET? 
2. Bagaimana pengaruh luas area dan jumlah mobile node terhadap kinerja 
protokol routing AOMDV, DSDV dan ZRP? 
3. Bagaimana perbandingan kinerja protokol routing AOMDV, DSDV dan ZRP 
berdasarkan parameter throughput, end-to-end delay, packet delivery ratio, 
dan normalized routing load? 
1.2 Tujuan 
Penelitian ini bertujuan untuk menganalisis kinerja protokol routing AOMDV, 
DSDV dan ZRP pada jaringan MANET seperti yang telah dijabarkan dalam rumusan 
masalah sehingga terdapat beberapa tujuan sebagai berikut: 
1. Mengetahui pengaruh luas area dan jumlah mobile node terhadap kinerja 
protokol routing AOMDV, DSDV dan ZRP.  
2. Mengetahui perbandingan kinerja protokol routing AOMDV, DSDV dan ZRP 
berdasarkan parameter throughput, end-to-end delay, packet delivery ratio, 
dan normalized routing load. 
1.3 Manfaat 
Memberikan gambaran perbandingan kinerja dari tiga jenis protokol routing 
pada MANET, yaitu AOMDV, DSDV dan ZRP yang dijalankan di kondisi ruang 
lingkup yang berbeda berdasarkan parameter throughput, end-to-end delay, 
packet delivery ratio, dan normalized routing load.  
1.4 Batasan masalah 
Penelitian ini dilakukan dengan menguji kinerja tiga protokol routing pada 
MANET yaitu AOMDV, DSDV dan ZRP berdasarkan beberapa parameter yang 
dibatasi dengan hal-hal sebagai berikut:  
1. Protokol routing yang digunakan yaitu AOMDV, DSDV dan ZRP. 
2. Jumlah mobile node yang digunakan dalam penelitian ini adalah 20, 40, 80, dan 
100 node. 
3. Luas area yang digunakan yaitu 500x500m, 800x800m, dan 1000x1000m 
4. Menggunakan model transpor UDP dengan model traffic CBR.  
5. Tidak membahas keamanan dan konsumsi energi. 
6. Parameter pengujian yang digunakan throughput, end-to-end delay, packet 
delivery ratio, dan normalized routing load. 
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1.5 Sistematika Pembahasan 
Penyusunan penelitian ini dijabarkan dalam sistematika pembahasan sebagai 
uraian metodologi yang tersusun dalam enam bab yakni sebagai berikut: 
BAB 1 PENDAHULUAN 
Bab ini menjabarkan latar belakang permasalahan lengkap dengan rumusan 
masalah, tujuan, manfaat, batasan masalah, dan sistematika pembahasan dari 
penelitian ini. 
BAB 2 LANDASAN KEPUSTAKAAN 
Bab ini menjelaskan tentang tinjauan pustaka beserta landasan teori-teori terkait 
yang mendukung penelitian ini. 
BAB 3 METODOLOGI  
Bab ini membahas tentang langkah kerja yang harus dilakukan dalam penelitian, 
mulai dari studi literatur, perancangan dan implementasi lingkungan pengujian, 
analisis hasil, dan pengambilan kesimpulan. 
BAB 4 PERANCANGAN DAN IMPLEMENTASI LINGKUNGAN PENGUJIAN 
Bab ini berisi tentang tahapan perancangan lingkungan pengujian dan 
implementasinya dalam Network Simulator 2 (NS2) beserta proses pengukuran 
kinerja berdasarkan parameter yang telah ditentukan. 
BAB 5 HASIL DAN ANALISIS  
Bab ini berisi tentang pembahasan dari hasil pengujian yang telah dilakukan pada 
Network Simulator 2 (NS2). Pembahasan dijabarkan berdasarkan pada parameter 
pengujian yang telah ditentukan beserta faktor-faktor yang mempengaruhi hasil 
pengujian. 
BAB 6 KESIMPULAN DAN SARAN 
Bab ini memuat tentang kesimpulan dari hasil penelitian ini serta saran sebagai 




BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Tinjauan Pustaka Penelitian Terdahulu 
Berikut merupakan daftar penelitian MANET yang telah dilakukan sebelumnya 
dengan topik yang serupa serta perbandingannya dengan penelitian yang 
dilakukan penulis. 
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2.2 Mobile Ad-Hoc Network (MANET)   
Mobile Ad-Hoc Network (MANET) merupakan jaringan nirkabel yang memiliki 
kemampuan dalam menciptakan konfigurasinya sendiri (self-configuring). 
Jaringan MANET terdiri dari sekumpulan perangkat bergerak (mobile node) yang 
saling bertukar informasi secara nirkabel. Tiap mobile node dalam jaringan MANET 
juga dapat berperan sebagai mobile router, di mana tiap mobile node dapat 
meneruskan paket dari satu mobile node menuju mobile node lainnya secara 
nirkabel tanpa harus terhubung dengan perangkat router maupun access point. 
Dalam jaringan MANET mobile node yang tersebar dapat bergerak bebas kemana 
saja dan mengatur dirinya sendiri sesuai keinginannya sehingga topologi jaringan 
yang terbentuk cenderung dinamis dan berubah-ubah tak menentu (Raja, 2014). 
Dalam penerapannya MANET memiliki beberapa keuntungan, yaitu (Kaur, 2013): 
1. Pengaturan sistem jaringan nirkabel yang mudah dan cepat serta dapat 
mengurangi kebutuhan dalam penggunaan kabel. 
2. Jaringan dapat diperluas ditempat-tempat yang tidak dapat dijangkau kabel. 
3. Jaringan nirkabel memberikan lebih banyak fleksibilitas dan kemudahan dalam 
beradaptasi dengan perubahan konfigurasi jaringan. 
4. Reliabilitas jaringan MANET dapat ditingkatkan melalui metode pemeliharaan 
jalur alternatif dalam proses routing. 
2.2.1 Karakteristik MANET 
Mobile Ad-Hoc Network (MANET) adalah sekumpulan perangkat autonomous 
yang terdiri dari elemen mobile seperti, laptop, smartphone, PDA, dan tablet 
(Gambar 2.1). Mobile node dapat mengatur dirinya sendiri secara dinamis dalam 
topologi jaringan yang berubah-ubah. Tiap mobile node dapat berfungsi sebagai 





Gambar 2.1 Skema Ilustrasi MANET 
Sumber: (Victor, 2013) 
MANET merupakan suatu jaringan yang tidak membutuhkan infrastruktur 
penunjang maupun suatu hardware tertentu dalam membentuk suatu koneksi 
antar mobile node. Semua mobile node berkomunikasi satu sama lain melalui 
jaringan nirkabel. Ketika sebuah mobile node mencoba mengirim informasi 
kepada mobile node yang lainnya yang jaraknya melebihi kapasitas komunikasi 
mobile node itu sendiri, maka paket akan diteruskan melalui beberapa mobile 
node lain yang mendekati mobile node tujuan. Konsep tersebut dapat disebut juga 
multi-hop routing. Karakteristik lainnya dalam jaringan MANET, yaitu memiliki 
topologi yang dinamis. Tiap mobile node dapat bebas bergerak dan berpindah 
secara langsung dengan kecepatan yang berbeda-beda. Hal tersebut 
mengakibatkan topologi jaringan MANET dapat berubah-ubah secara acak 
sewaktu-waktu. Tiap mobile node dalam MANET secara dinamis dapat 
membangun jalur diantara mobile node lainnya saat menempuh perjalanan dan 
akan membangun jaringan mereka sendiri. (Aarti, 2013). 
2.3 Protokol Routing MANET 
Mobile Ad-Hoc Network (MANET) memiliki komponen penting di dalam proses 
penentuan rute yang optimal atau sering disebut dengan proses routing. Dalam 
proses pengiriman paket dari source node menuju destination node dibutuhkan 
beberapa komunikasi dengan mobile node terdekatnya. Hal tersebut bertujuan 
agar paket dapat diterima oleh destination node dengan efisien. Pada jaringan 
MANET protokol routing dibedakan menjadi tiga jenis seperti pada Gambar 2.2 
yaitu:  
1. Protokol routing reaktif (on demand). 
2. Protokol routing proaktif (table driven). 





Gambar 2.2 Skema Ilustrasi Protokol Routing pada MANET 
Sumber: (Chhabra, 2013) 
2.3.1 Protokol Routing Reaktif 
Protokol routing reaktif memiliki mekanisme routing hanya akan dijalankan 
pada saat ada permintaan (on demand). Protokol routing reaktif mencari rute 
secara on-demand dan mengatur jalur untuk mengirim dan menerima paket dari 
source node menuju destination node. Protokol routing reaktif adalah jenis 
protokol di mana proses routing akan dibangun ketika source node membutuhkan 
informasi rute untuk mengirim paket data menuju destination node. Pada protokol 
routing reaktif teknik protocol flooding digunakan dalam menjalankan proses 
route discovery. Keuntungan utama dari jenis protokol routing ini adalah dalam 
menghemat bandwidth yang merupakan elemen penting dalam jaringan Ad-Hoc 
(Kumar, 2015). Beberapa contoh dari dari protokol routing reaktif ini adalah AODV, 
DSR, DYMO, dan AOMDV. 
2.3.1.1. Ad-Hoc on Demand Multipath Distance Vector (AOMDV) 
AOMDV merupakan pengembangan dari protokol routing  Ad-Hoc on Demand 
Distance Vector (AODV) yang menerapkan konsep multiple path. Pada AODV saat 
source node ingin mengirim sebuah paket menuju destination node, proses route 
discovery dimulai ketika source node mengirim route request (RREQ) menuju 
destination node melalui beberapa node terdekatnya. Duplikat RREQ ditandai 
menggunakan nomor urut (sequence number) yang berbeda. Node terdekat 
menerima paket RREQ non-duplikat, lalu membuat sebuah reverse path menuju 
source node menggunakan hop sebelumnya dari RREQ. Jika rute valid untuk tujuan 
yang tertera dalam tabel routing, maka destination node akan mengirim route 
reply (RREP) apabila RREQ adalah request yang sama. Ketika destination node 
menerima non-duplikat RREQ, maka destination node juga akan mengirim RREP. 
RREP disalurkan kembali menuju source node melalui sebuah reverse path yang 
telah dibangun sebelumnya. Sebuah node akan memperbarui informasi routing 
dan mengirim RREP setelah menerima lanjutan beberapa RREP apabila RREP 
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membawa nomer urut destination node atau rute terpendek yang telah 
ditemukan.  
Berbeda dengan AODV proses routing AOMDV dapat memelihara beberapa 
rute melalui prosedur route discovery tunggal. Di dalam AODV seluruh duplikat 
RREQ akan dibuang, sedangkan dalam AOMDV beberapa duplikat RREQ dapat 
digunakan dalam upaya pencarian beberapa rute alternatif. Pada AOMDV 
propagasi RREQ dari source node menuju masing-masing duplikat RREQ dibangun 
menggunakan beberapa reverse paths baik pada node intermediate maupun 
destination node. Beberapa RREP yang melintasi reverse path ini akan kembali 
untuk membentuk beberapa jalur penerus menuju tujuan pada node sumber dan 
node intermediate. AOMDV juga menyediakan node intermediate dengan rute 
alternatif yang ditemukan sebagai upaya dalam mengurangi frekuensi route 
discovery. Inti dari proses routing AOMDV, yaitu dalam proses penentuan 
beberapa rute yang ditemukan harus bersifat loop-free dan saling lepas (disjoint).  
 
Gambar 2.3 Skema Ilustrasi AOMDV 
Sumber:  (Ayyasamy, 2013) 
Gagasan utama dari dari terciptanya AOMDV adalah dalam upaya 
mengakumulasi beberapa rute (multiple paths) selama proses route discovery 
berjalan. hal tersebut dirancang untuk jaringan Ad-Hoc yang dinamis, di mana 
akan sering terjadi kegagalan dalam terhubung maupun terputus dalam jaringan. 
Route discovery sangat diperlukan dalam menanggapi setiap rute yang terputus 
karena dalam proses route discovery yang berjalan kurang efisien akan 
menimbulkan overhead dan latency yang tinggi. Hal tersebut dapat dihindari 
dengan menyediakan beberapa rute yang serupa sehingga proses route discovery 
baru hanya akan diperlukan ketika semua jalur yang serupa menuju tujuan 
terputus. Protokol AOMDV memiliki dua komponen utama yaitu (Marina, 2001): 
1. Proses pembaruan rute diatur dalam membangun dan memelihara beberapa 
jalur loop-free di setiap node. 
2. Protokol didistribusikan untuk menemukan link-disjoint paths. 
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2.3.2 Protokol Routing Proaktif 
Protokol routing proaktif adalah jenis protokol routing di mana setiap node 
secara berkala memelihara informasi routing dari setiap node lainnya dalam 
jaringan. Tiap node menyimpan seluruh tujuan yang tersedia beserta jumlah hop 
untuk seluruh tujuan yang disimpan dalam sebuah tabel routing. Entri routing 
ditandai dengan nomor urut (sequence number) yang dibuat oleh destination node 
untuk mempertahankan stabilitas routing tiap node dan dalam upaya 
memodifikasi tabel routing dari waktu ke waktu. Banyak hop yang diperlukan 
untuk tiba pada node tertentu dan node mana saja yang dapat diakses merupakan 
hasil dari broadcast paket routing antar node. Protokol routing proaktif ini bekerja 
sesuai dengan jumlah dari node yang ada dalam jaringan yang dijangkau, karena 
protokol ini selalu memperbarui entry node pada setiap node dalam masing-
masing tabel routing tiap node (Kumar, 2015). Beberapa contoh dari protokol 
routing proaktif yakni OLSR, WRP, CGSR, dan DSDV 
2.3.2.1 Destination Sequenced Distance Vector (DSDV) 
Destination Sequenced Distance Vector (DSDV) merupakan protokol routing 
yang merupakan hasil pengembangan dari algoritma routing bellman-ford. 
Algoritma routing DSDV juga didasari oleh Routing Information Protocol (RIP). Tiap 
node dapat memegang tabel routing yang berisi semua tujuan yang dapat dicapai 
dalam jaringan beserta jumlah hop untuk setiap tujuan. DSDV yang bekerja dengan 
distance vector routing memungkinkan untuk menjalankan mekanisme jalur dua 
arah. Namun keterbatasan dalam DSDV yaitu hanya dapat menyediakan satu rute 
untuk sepasang node, yakni rute pada source node menuju destination node. 
Struktur tabel routing pada DSDV sangatlah sederhana. Setiap entri tabel memiliki 
nomor urut (sequence number) yang bertambah setiap kali sebuah node 
mengirimkan pesan pembaruan. Tabel routing secara berkala diperbarui ketika 
topologi jaringan mengalami perubahan. Selanjutnya tabel routing tersebut 
disebarkan ke seluruh jaringan untuk disimpan sebagai sebuah informasi yang 
konsisten pada seluruh jaringan. 
Setiap node dalam DSDV dapat memelihara dua tabel routing, pertama sebagai 
paket forwarding dan kedua sebagai advertising incremental routing packets. 
Informasi routing yang dikirim secara berkala oleh node berisi nomor urut 
(sequence number) baru, alamat tujuan, jumlah hop menuju destination node, dan 
sequence number dari node tujuan. Ketika topologi jaringan berubah, maka node 
akan mendeteksi dan mengirimkan paket pembaruan jalur menuju node 
tetangganya. Pada saat menerima paket pembaruan dari node tetangga, node 
mengekstrak informasi dari paket dan mamperbarui tabel routing dengan skema 
sebagai berikut: 
1. Jika informasi pembaruan jalur memiliki sequence number yang lebih tinggi 
maka node akan memilih rute dengan nomor urut yang lebih tinggi dan 
membuang rute dengan sequence number lama. 
2. Jika sequence number yang masuk identik dengan salah satu node yang ada 
pada rute, maka rute dengan cost paling sedikit yang akan dipilih. 
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3. Semua metric yang dipilih dari informasi routing yang baru akan diincerement. 
4. Proses ini berlanjut sampai semua node diperbarui. Jika ada duplikat paket 
diperbarui, maka node memutuskan menetapkan satu jalur dengan cost metric 
terendah dan membuang sisanya. 
5. Dalam kasus jalur yang terputus, cost metric dengan sequence number baru 
ditugaskan untuk menangani. Hal tersebut dilakukan untuk memastikan 
bahwa sequence number dari suat metric agar selalu lebih besar dari atau sama 
dengan sequence number dari node tersebut. 
2.3.3 Protokol Routing Hybrid 
Protokol routing hybrid merupakan kombinasi protokol routing proaktif dan 
protokol routing reaktif. Saat rute terdekat (misalnya, maks 2 hop) routing 
diperbarui secara proaktif. Namun jika rute yang dituju memiliki jarak yang cukup 
jauh maka akan proses routing diteruskan secara reaktif. Kedua jenis protokol 
routing baik proaktif maupun reaktif memperlihatkan bahwa pada suatu kondisi 
keduanya dapat bekerja kurang efisien. Protokol routing hybrid menggabungkan 
keunggulan dari pendekatan protokol routing proaktif dan reaktif (Raheja, 2014). 
Hal tersebut juga dapat digunakan sebagai upaya untuk mengurangi overhead 
protokol routing proaktif dan juga mengurangi latency yang disebabkan oleh route 
discovery pada protokol routing reaktif (Kaur, 2013). Beberapa contoh dari 
protokol routing hybrid yaitu ZRP, HRPLS, dan HWMP.  
2.3.3.1 Zone Routing Protocol (ZRP) 
Zone Routing Protocol (ZRP) dibangun menggunakan mekanisme protokol 
routing proaktif dan reaktif saat mengirim suatu informasi melalui jaringan. Dalam 
komunikasi antar node dalam zona interior diperlukan pembaruan informasi 
routing secara berkala untuk menentukan peripheral node dan dalam upaya 
mempertahankan topologi dimana node dapat dicapai secara lokal. Pada ZRP zona 
routing sangatlah penting dimana node berjalan dapat secara proaktif memelihara 
rute menuju tujuan dalam lingkungan lokal. Suatu node dalam zona routing 
didefinisikan sebagai kumpulan node yang memiliki jarak minimum pada hop dari 
node yang lebih besar atau sama dengan zona radius yang ditentukan. Setiap node 
mempertahankan zona routing mereka sendiri. Dalam pembangunan zona routing 
sebuah node, dibutuhkan proses untuk mengetahui siapa node tetangganya dan 
mengidentifikasi node tetangganya apabila dapat diberikan langsung oleh 
protokol media access control (MAC). Terdapat dua komponen penting pada ZRP, 
yang terdiri dari protokol IARP dan IERP. Sebuah routing protokol proaktif yaitu 
Intra-Zone Routing Protocol (IARP) digunakan dalam zona routing lokal dan 
protokol routing reaktif yaitu Inter-Zone Routing Protocol (IERP) digunakan dalam 




Gambar 2.4 Arsitektur Zone Routing Protocol 
Sumber: (Beijar, 2015) 
Sebuah node dalam ZRP yang memiliki paket untuk dikirimkan akan mengecek 
terlebih dahulu apakah node tujuan merupakan zona yang menggunakan 
informasi lokal yang disediakan oleh IARP. Jika benar, maka paket dapat dijalankan 
secara proaktif. Protokol routing reaktif dapat digunakan jika tujuan terdapat 
diluar zona tersebut. proses routing reaktif dibagi menjadi dua tahap, yakni fase 
permintaan rute dan fase balasan rute. Pada fase permintaan rute, source node 
mengirimkan rute permintaan paket kepada peripheral node dengan 
menggunakan Bordercast Resolution Protocol (BRP). Jika node penerima paket 
permintaan rute mengetahui, maka destination node akan meresponnya dengan 
mengirimkan balasan yang akan kembali menuju source node. Jika node penerima 
paket permintaan rute tidak mengetahui, maka proses bordercasting paket akan 
terus dilanjutkan. Dengan cara tersebut, maka permintaan rute akan menyebar ke 
seluruh jaringan. Pada saat node menerima beberapa salinan permintaan rute 
yang sama, maka hal ini dianggap sebagai redudancy dan akan dibuang (Beijar, 
2015).  
Proses selanjutnya saat balasan akan dikirim oleh tiap node yang dapat 
menyediakan rute menuju node tujuan. Mekanisme untuk dapat mengirim 
balasan kembali ke node sumber, maka informasi routing yang harus diakumulasi 
ketika permintaan dikirim melalui jaringan. Informasi yang dicatat baik dalam rute 
paket permintaan atau sebagai alamat next-hop pada node di sepanjang rute. 
Dalam kasus pertama, yakni node meneruskan paket permintaan rute dengan 
menambahkan alamat mereka yang berupa metric link /node yang relevan dengan 
paket. Ketika paket mencapai tujuan, maka urutan (sequence) dari alamat akan di 
dibalik dan diduplikat menuju route packet reply. Urutan akan digunakan untuk 
meneruskan jawaban kembali kepada source node. Dalam kasus kedua, 
forwarding node akan mencatat informasi routing sebagai alamat next-hop yang 
digunakan ketika balasan dikirim menuju source node (Beijar, 2015). 
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 Dalam proses routing ZRP pengetahuan tentang topologi jaringan lokal dapat 
digunakan untuk pemeliharaan rute secara proaktif. kegagalan sambungan dalam 
satu zona dapat dilewati dengan cara, yaitu paket yang masuk diarahkan menuju 
sekitar sambungan yang terputus melalui jalur multi-hop yang aktif. Sama halnya 
dalam topologi yang dapat digunakan untuk mempersingkat rute, seperti ketika 
dua node yang telah berpindah dalam jangkauan sinyalnya masing-masing. Di 
dalam rute paket source node, node menyampaikan bahwa ia dapat menentukan 
rute terdekat menuju destination node yang juga merupakan tetangganya. Namun 
terkadang segmen multi-hop bisa diganti dengan hop tunggal jika next-hop 
forwarding yang digunakan dapat membuat keputusan secara lokal secara optimal 
dengan memilih jalur yang lebih pendek (Beijar, 2015).  
2.4 Network Simulator 2 
Network Simulator 2 (NS2) adalah sebuah alat simulasi event-driven yang telah 
terbukti berguna dalam mempelajari sifat dinamis dari komunikasi jaringan. 
Simulasi kabel serta fungsi jaringan nirkabel dan protokol (misalnya, algoritma 
routing, TCP, UDP) dapat dilakukan dengan menggunakan NS2. Secara umum NS2 
menyediakan kepada pengguna cara menentukan protokol jaringan tersebut dan 
simulasi perilaku yang sesuai dengan keinginan pengguna. NS2 menyediakan 
kemudahan bagi pengguna dengan menggunakan perintah eksekusi "ns" yang 
dapat mengambil satu argumen input, yaitu nama file simulasi scripting tcl. Dalam 
beberapa kasus, jejak file simulasi dibuat dan digunakan untuk plot grafik atau 
untuk membuat animasi. NS2 terdiri dari dua bahasa utama, yaitu C++ dan Object-
oriented Tool Command Language (OTcl). Bahasa C++ berfungsi dalam 
mendefinisikan mekanisme internal, yaitu backend dari simulasi. Bahasa OTcl 
digunakan untuk memulai simulasi dengan tahapan merakit dan mengkonfigurasi 
objek serta dalam penjadwalan peristiwa secara diskrit. Bahasa C++ dan OTcl 
dihubungkan bersama menggunakan tcl dan dipetakan ke objek C++. Variabel 
dalam domain OTcl terkadang disebut juga sebagai handles.  
Secara konseptual handles merupakan suatu string (misalnya, "_o10") dalam 
domain OTcl dan tidak mengandung fungsi apapun. Sebaliknya, fungsi (misalnya, 
receive packet) didefinisikan dalam objek C++ (misalnya, class Connector). Dalam 
domain OTcl, handles bertindak sebagai frontend yang berinteraksi dengan 
pengguna dan objek-objek OTcl lainnya. hal ini dapat mendefinisikan sebagai 





Gambar 2.5 Arsitektur Dasar NS2 
Sumber: (Issariyakul, 2012) 
2.4.1 Langkah Simulasi Pada NS2 
Berikut merupakan langkah-langkah kunci dalam simulasi umum. Seperti yang 
ditunjukkan pada Gambar 2.6, langkah simulasi umum dapat disesuaikan agar 
sesuai dengan kerangka NS2. langkah-langkah simulasi adalah sebagai berikut: 
1. Desain Simulasi 
Langkah pertama dalam simulasi jaringan adalah untuk merancang simulasi. 
Dalam langkah ini pengguna harus menentukan tujuan simulasi, konfigurasi 
jaringan, pengukuran kinerja, dan jenis hasil yang diharapkan. 
2. Konfigurasi dan Menjalankan Simulasi 
Langkah ini bertujuan untuk mengimplementasikan desain dalam langkah 
pertama. langkah Ini terdiri dari dua tahap yakni: 
• Tahap konfigurasi jaringan, dalam tahap ini komponen jaringan, yaitu 
node, TCP, dan UDP dibuat dan dikonfigurasi sesuai dengan desain simulasi 
dan juga event seperti transfer data yang dijadwalkan untuk dimulai pada 
waktu tertentu. 
• Tahap Simulasi, dalam tahap ini simulasi dimulai. Simulasi tersebut 
merupakan hasil konfigurasi dari tahap konfigurasi Jaringan. Konfigurasi 
jaringan berfungsi untuk memelihara clock simulasi dan mengeksekusi 
event secara kronologis. Dalam tahap ini umumnya dapat berjalan sampai 
dengan nilai clock simulasi yang mencapai batas yang ditentukan dalam 
tahap konfigurasi Jaringan. 
3. Post Simulation Processing 
Tugas utama dalam langkah-langkah ini adalah memverifikasi integritas 
program dan mengevaluasi kinerja simulasi jaringan ketika tugas pertama 
dirujuk sebagai debugging. Selanjutnya yang kedua diperoleh dengan 


















Gambar 2.6 Skema Rancangan Simulasi pada NS2 
Sumber : (Issariyakul, 2012) 
2.5 AWK Programming 
Awk adalah bahasa pemrograman yang dapat  menangani tugas-tugas dengan 
kode program yang sangat singkat. Program awk adalah serangkaian pola dan aksi 
yang menjelaskan apa yang harus dicari dalam input data dan apa yang harus 
dilakukan ketika hal itu ditemukan. Program Awk mencari satu set file untuk baris 
yang cocok dengan salah satu pola. Selanjutnya ketika baris yang cocok 
ditemukan, maka tindakan yang sesuai akan dilakukan. Pola dapat memilih baris 
dengan kombinasi dari ekspresi reguler dan operasi-operasi bandingan pada 
string, angka, bidang, variabel, dan elemen array. Aksi yang dilakukan dapat 
meliputi melakukan pengolahan dengan bebas pada baris yang dipilih. Program 
Awk memindai file input dan membagi setiap baris input ke bidang secara 
otomatis. Karena begitu banyak hal otomatis seperti input, pemisahan bidang, 
manajemen penyimpanan, dan inisialisasi, maka program Awk biasanya jauh lebih 
kecil dari bahasa yang lebih konvensional (Alfred V. Aho, 1988). 
2.6 Packet Delivery Ratio  
Packet delivery ratio merupakan rasio antara jumlah total seluruh paket data 
yang suskes diterima, selanjutnya dibagi dengan jumlah total seluruh paket data 
yang dikirimkan (Denatama, 2016). Secara matematis packet delivery ratio dapat 
dijabarkan dengan rumus sebagai berikut: 
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Packet delivery ratio =    
𝐽𝑢𝑚𝑙𝑎ℎ 𝑠𝑒𝑙𝑢𝑟𝑢ℎ 𝑝𝑎𝑘𝑒𝑡 𝑦𝑎𝑛𝑔 𝑑𝑖𝑡𝑒𝑟𝑖𝑚𝑎
𝐽𝑢𝑚𝑙𝑎ℎ 𝑠𝑒𝑙𝑢𝑟𝑢ℎ 𝑝𝑎𝑘𝑒𝑡 𝑦𝑎𝑛𝑔 𝑑𝑖𝑘𝑖𝑟𝑖𝑚
 
         
2.7 Throughput 
Throughput merupakan kecepatan (rate) transfer data efektif di mana 
kalkulasi dilakukan dalam bit per second (bps) sebagai total banyaknya paket yang 
diterima dibagi dengan waktu pengiriman (Denatama, 2016). Secara matematis 
throughput dapat dijabarkan dengan rumus sebagai berikut: 
Throughput =     
𝐽𝑢𝑚𝑙𝑎ℎ 𝑡𝑜𝑡𝑎𝑙 𝑝𝑎𝑘𝑒𝑡 𝑦𝑎𝑛𝑔 𝑑𝑖𝑡𝑒𝑟𝑖𝑚𝑎
𝑇𝑜𝑡𝑎𝑙 𝑤𝑎𝑘𝑡𝑢 𝑝𝑒𝑛𝑔𝑎𝑚𝑎𝑡𝑎𝑛
× 𝑈𝑘𝑢𝑟𝑎𝑛 𝑝𝑎𝑘𝑒𝑡 
              
2.8 End-to-end Delay 
End-to-end delay merupakan rata-rata waktu yang diambil dari paket data 
yang tiba pada tujuan. Dalam hal ini hanya paket data yang berhasil dikirim ke 
tujuan lah yang dihitung (Rao, 2014). Secara matematis End-to-end delay dapat 
dijabarkan dengan rumus sebagai berikut: 
End-to-end delay =    
𝐽𝑢𝑚𝑙𝑎ℎ 𝑡𝑜𝑡𝑎𝑙 𝑤𝑎𝑘𝑡𝑢 𝑝𝑒𝑛𝑔𝑖𝑟𝑖𝑚𝑎𝑛 𝑝𝑎𝑘𝑒𝑡 𝑦𝑎𝑛𝑔 𝑡𝑒𝑟𝑘𝑖𝑟𝑖𝑚
𝐽𝑢𝑚𝑙𝑎ℎ 𝑠𝑒𝑙𝑢𝑟𝑢ℎ 𝑝𝑎𝑘𝑒𝑡 𝑦𝑎𝑛𝑔 𝑡𝑒𝑟𝑘𝑖𝑟𝑖𝑚
 
                            
2.9 Normalized Routing Load 
Normalized Routing Load adalah suatu nilai perbandingan antara banyaknya 
paket routing yang dikirim source node dan diteruskan (forwarding) dengan 
jumlah paket data yang diterima pada destination node. Semakin tinggi nilai 
perbandingan paket routing terhadap paket data yang diterima maka semakin 
kurang efisien kinerja suatu protokol routing (Perkins, 2001). Secara matematis 
Normalized Routing Load dapat dijabarkan dengan rumus sebagai berikut: 
Normalized Routing Load =    
𝐽𝑢𝑚𝑙𝑎ℎ 𝑡𝑜𝑡𝑎𝑙 𝑝𝑎𝑘𝑒𝑡 𝑟𝑜𝑢𝑡𝑖𝑛𝑔 (𝑠𝑒𝑛𝑑 & 𝑓𝑜𝑟𝑤𝑎𝑟𝑑𝑒𝑑) 
𝐽𝑢𝑚𝑙𝑎ℎ 𝑡𝑜𝑡𝑎𝑙 𝑠𝑒𝑙𝑢𝑟𝑢ℎ 𝑝𝑎𝑘𝑒𝑡 𝑦𝑎𝑛𝑔 𝑑𝑖𝑡𝑒𝑟𝑖𝑚𝑎
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BAB 3 METODOLOGI 
Dalam penelitian ini metodologi diawali dengan studi literatur yang terkait 
dasar teori dari komponen-komponen penelitian seperti konsep MANET dan jenis-
jenis protokol routing beserta algoritmanya. Alur metode penelitian dirancang 










































3.1 Studi Literatur 
Studi literatur merupakan tahapan dimana penelitian dimulai dengan mencari 
dan melakukan penyusunan dasar teori terkait sebagai referensi pendukung 
dalam sistem yang dibuat, sehingga dapat menjadi penunjang dalam penelitian. 
Studi literatur pada penelitian ini dilakukan dengan pemahaman terhadap kajian 
pustaka dan dasar teori yang terkait dengan sebagai berikut: 
1. Mobile AdHoc Network (MANET) 
Studi literatur mengenai MANET dilakukan dengan mencari beberapa jurnal 
pendukung serta berita perkembangan teknologi terbaru terkait karakteristik, 
fungsi dan penggunaannya pada saat ini. 
2. Protokol Routing Reaktif 
Studi literatur terkait protokol routing reaktif pada MANET dilakukan dengan 
mempelajari dasar teori mengenai mekanisme kinerja protokol yang dihimpun 
dari beberapa jurnal penelitian terkait. 
3. AdHoc On-Demand Multipath Distance Vector (AOMDV) 
Studi literatur terkait protokol routing AdHoc On-Demand Multipath Distance 
Vector (AOMDV) pada MANET dilakukan dengan mempelajari dasar teori dan 
kajian pustaka mengenai karakteristik, algoritma, dan penerapannya yang 
dikaji dari beberapa buku dan jurnal penelitian terkait. 
4. Protokol Routing Proaktif 
Studi literatur terkait protokol routing proaktif pada MANET dilakukan dengan 
mempelajari dasar teori mengenai mekanisme kinerja protokol yang dihimpun 
dari beberapa jurnal penelitian terkait. 
5. Destination Sequenced Distance Vector (DSDV) 
Studi literatur terkait protokol routing Destination Sequenced Distance Vector 
(DSDV) pada MANET dilakukan dengan mempelajari dasar teori dan kajian 
pustaka mengenai karakteristik, algoritma, dan penerapannya yang dikaji dari 
beberapa buku dan jurnal penelitian terkait. 
6. Protokol Routing Hybrid 
Studi literatur terkait protokol routing hybrid pada MANET dilakukan dengan 
mempelajari dasar teori mengenai mekanisme kinerja protokol yang dihimpun 
dari beberapa jurnal penelitian terkait. 
7. Zone Routing Protocol (ZRP) 
Studi literatur terkait protokol routing Zone Routing Protocol (ZRP) pada 
MANET dilakukan dengan mempelajari dasar teori dan kajian pustaka 
mengenai karakteristik, algoritma, dan penerapannya yang dikaji dari 




8. Network Simulator 2 (NS2) 
Studi literatur terkait Network Simulator 2 (NS2) dilakukan dengan 
mempelajari struktur lingkungan pada simulator beserta konfigurasi dalam 
menjalankan simulasi yang langsung dihimpun dari modul dan website NS2. 
3.2 Perancangan dan Implementasi Lingkungan pengujian 
Perancangan dan implementasi lingkungan pengujian merupakan tahapan 
yang penting dalam merancang dan mengimplementasikan skenario lingkungan 
pengujian yang akan diterapkan pada Network Simulator 2. Dalam tahap ini 
dijabarkan langkah-langkah dalam menentukan beberapa parameter pengujian 
serta tahapan-tahapan dalam merancang skenario pengujian yang akan 
diterapkan. Selanjutnya dijabarkan juga langkah-langkah dalam 
mengimplementasikan lingkungan pengujian dalam Network Simulator 2 sesuai 
skenario yang telah dirancang. 
3.2.1 Perancangan Lingkungan Pengujian  
Dalam perancangan lingkungan pengujian dijelaskan bagaimana menentukan 
parameter lingkungan pengujian seperti jumlah node, luas area, durasi pengujian, 
kecepatan pergerakan node, ukuran paket yang dikirim dan model transport yang 
digunakan serta jumlah konektivitas yang dibangun. Dalam tahap ini juga 
dijelaskan tahapan dalam merancang skenario lingkungan pengujian beserta 
topologi yang akan berjalan. 
3.2.2 Implementasi Lingkungan Pengujian 
Setelah proses perancangan lingkungan pengujian telah dilakukan, maka 
langkah selanjutnya adalah mengimplementasikan rancangan tersebut pada 
Network Simulator 2. Dalam mengimplementasikan rancangan tersebut 
dibutuhkan beberapa konfigurasi pada Network Simulator 2 seperti konfigurasi 
parameter lingkungan pengujian, topologi jaringan, pergerakan node, pengiriman 
paket, dan pemrosesan data output.  
3.2.3 Pengujian  
Setelah lingkungan dan skenario pengujian telah berhasil dirancang dan 
diimplementasikan berikutnya pengujian dilakukan untuk menguji kinerja 
protokol AOMDV, DSDV, dan ZRP berdasarkan skenario pengujian yang telah 
dirancang.  
3.2.4 Pengambilan data 
Proses pengambilan data dilakukan berdasarkan parameter pengukuran yang 
telah ditentukan, yakni throughput, end-to-end delay, packet delivery ratio, dan 
normalized routing load dengan menggunakan Bahasa pemrograman AWK. 
20 
 
3.3 Hasil dan Analisis 
  Setelah proses pengambilan data hasil pengujian telah berhasil, maka 
dilakukan penjabaran hasil beserta analisis kinerja masing-masing protokol 
routing yang dipisah berdasakan skenario lingkungan pengujian yang telah 
diimplementasikan dalam Network Simulator 2.  
3.3.1 Analisis Pengaruh Variasi Kepadatan Node dengan Luas Area 
500x500 meter 
Analisis pengaruh variasi kepadatan node dilakukan dengan menjabarkan data 
hasil pengujian beserta analisis perbandingan kinerja protokol routing AOMDV, 
DSDV, dan ZRP berdasarkan skenario luas area 500x500 meter. 
3.3.2 Analisis Pengaruh Variasi Kepadatan Node dengan Luas Area 
800x800 meter 
Analisis pengaruh variasi kepadatan node dilakukan dengan menjabarkan data 
hasil pengujian beserta analisis perbandingan kinerja protokol routing AOMDV, 
DSDV, dan ZRP berdasarkan skenario luas area 800x800 meter. 
3.3.3 Analisis Pengaruh Variasi Kepadatan Node dengan Luas Area 
1000x1000 meter 
Analisis pengaruh variasi kepadatan node dilakukan dengan menjabarkan data 
hasil pengujian beserta analisis perbandingan kinerja protokol routing AOMDV, 
DSDV, dan ZRP berdasarkan skenario luas area 1000x1000 meter. 
3.4 Kesimpulan dan Saran 
Berdasarkan tahapan proses penelitian mulai dari perancangan, implementasi 
lingkungan pengujian, dan analisis hasil pengujian. Di dalam bab ini dirangkum 
kesimpulan secara ringkas dan detail dari tiap poin analisis hasil pengujian beserta 
saran untuk pengembangan penelitian selanjutnya yang akan dijabarkan dalam 




BAB 4 PERANCANGAN DAN IMPLEMENTASI LINGKUNGAN 
PENGUJIAN 
Dalam bab ini akan dijabarkan tahapan dalam perancangan dan implementasi 
lingkungan pengujian jaringan MANET. Implementasi lingkungan pengujian dalam 
penelitian ini diterapkan pada Network Simulator 2 (NS2). 
4.1 Perancangan Lingkungan Pengujian  
Perancangan lingkungan pengujian merupakan tahapan penting sebelum 
mengimplementasikan lingkungan pengujian yang akan dijalankan. Karena 
penelitian ini murni bersifat simulatif, maka metode perancangan menyesuaikan 
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Gambar 4.1 Skema Alur Tahapan Perancangan Lingkungan Pengujian pada NS2 
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4.1.1 Perancangan Parameter Lingkungan Pengujian  
Perancangan parameter lingkungan pengujian dilakukan untuk menentukan 
parameter-parameter yang nantinya akan digunakan selama proses simulasi 
protokol routing AOMDV, DSDV, dan ZRP dalam jaringan MANET. Skema 
perancangan parameter pengujian akan dijabarkan pada tabel berikut: 
Tabel 4.1 Perancangan parameter lingkungan pengujian 
 Jumlah node  20, 40, 80, 100 
 Tipe antenna  Omni-directional (RF) 
 MAC type  802.11 
 Ukuran paket  1000 byte 
 Model Transpor  UDP (CBR) 
 Waktu simulasi  600 sec 
 Luas area simulasi  500x500, 800x800, 1000x1000 meter 
 Protokol Routing   AOMDV, DSDV, dan ZRP  
 Kecepatan Pergerakan node  Acak, maks 10 m/s 
 Model Mobilitas  Random Way Point 
 ZRP radius  2 
 Simulator   Network Simulator 2 Versi 2.35 
 Jumlah koneksi  1 
 transmission rate  0.1 Mb 
           
4.1.2 Perancangan Skenario Lingkungan Pengujian 
Skenario Lingkungan pengujian MANET dilakukan terhadap tiga jenis protokol 
routing yang berbeda, yaitu AOMDV (protokol routing reaktif), DSDV (protokol 
routing proaktif), dan ZRP (protokol routing hybrid). Pengujian dilakukan dengan 
satu koneksi menggunakan transpor jaringan UDP dengan model traffic constant 
bit-rate (CBR). Besar transmission rate ditentukan sebesar 0.1 Mb. Skenario 
lingkungan pengujian dibagi menjadi 3, yaitu dengan luas area sebesar 500x500, 
800x800, dan 1000x1000 meter. Tiap skenario akan disimulasikan dengan variasi 
jumlah node yang berbeda-beda, yakni 20, 40, 80 dan 100 node dengan durasi 
waktu selama 600 detik. Besar paket yang dikirimkan ditentukan sebesar 1000 
byte. Dalam skenario pengujian paket mulai dikirimkan oleh source node menuju 
destination node sejak detik ke-120 sampai ke-600. Detail skenario lingkungan 
pengujian dalam penelitian ini dijabarkan pada tabel berikut: 
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Tabel 4.2 Perancangan skenario lingkungan pengujian 





1 500x500 meter 20, 40, 80, 
dan 100 
Acak, maks 10 m/s 600 sec 
2 800x800 meter 20, 40, 80, 
dan 100 
Acak, maks 10 m/s 600 sec 
3 1000x1000 meter 20, 40, 80, 
dan 100 
Acak, maks 10 m/s 600 sec 
 
Dalam penelitian ini arah pergerakan dan kecepatan tiap node dijalankan 
secara acak sesuai kerakteristik dalam jaringan MANET yang dinamis. Di dalam 
penelitian ini kecepatan pergerakan dibatasi dengan kecepatan maksimal 10 m/s. 
4.1.3 Perancangan Topologi Jaringan  
Mobile Ad-Hoc Network (MANET) memiliki karakteristik di mana tiap node 
dapat bergerak bebas secara acak dengan kecepatan yang tidak konstan sehingga 
menyebabkan topologi dalam jaringan MANET selalu bersifat dinamis. Dalam 
penelitian ini topologi dibuat dengan skema posisi dan pergerakan tiap node yang 
diatur secara acak, sehingga tiap skenario pengujian yang dijalankan akan berbeda 
topologi maupun pergerakan. Namun, untuk mengurangi inkonsistensi posisi 
source node dan destination node yang akan menyebabkan akurasi data yang 
berbanding jauh, maka dalam skenario penelitian ini posisi awal source node dan 
destination node ditetapkan saling berjauhan. Hal tersebut ditetapkan tanpa 
mengubah posisi dan pergerakan selanjutnya yang tetap diatur secara acak. 
Berikut merupakan beberapa sampel topologi jaringan dengan jumlah node 20, 
40, 80, dan 100 yang diatur secara acak sesuai skenario lingkungan pengujian. 
 





Gambar 4.3 Screenshot topologi jaringan dengan 40 node  
 
 





Gambar 4.5 Screenshot topologi jaringan dengan 100 node  
4.2 Implementasi Lingkungan Pengujian 
Dalam subbab ini akan dijelaskan mengenai tahapan-tahapan dalam 
implementasi lingkungan pengujian yang telah dirancang pada subbab 
sebelumnya. Implementasi lingkungan pengujian akan diterapkan pada Network 
Simulator 2. 
4.2.1 Instalasi Network Simulator 2 
Dalam penelitian ini simulasi jaringan MANET diterapkan pada perangkat lunak 
Network Simulator 2 yang berjalan diatas sistem operasi Ubuntu 16.04 LTS. 
Network Simulator 2 yang digunakan dalam penelitian ini, yaitu Network 
Simulator Versi 2.35. Dalam proses instalasi perangkat lunak Network Simulator 2 
diperlukan file ns-src-2.35.tar.gz yang dapat diunduh pada website 
https://www.isi.edu/nsnam/ns/ns-build.html. Selanjutnya file ns-src-2.35.tar.gz 
yang telah diunduh diekstrak pada folder home seperti dalam penelitian ini, yaitu 
(/home/fatkhurrozi). Setelah file sukses diekstrak langkah berikutnya pada panel 
terminal Ubuntu pindahkan direktori menuju (/home/fatkhurrozi/ns-allinone-
2.35). Sebelum instalasi dijalankan terlebih dahulu instal beberapa paket yang 
dibutuhkan dalam Network Simulator 2 dengan perintah berikut. 
$ sudo apt-get install build-essential autoconf automake libxmu-dev gcc-
4.3 
 
Selanjutnya di dalam direktori yang sama proses instalasi dimulai dengan 
perintah sebagai berikut. 





Proses instalasi tersebut memakan waktu kurang lebih hingga 30 menit. Jika 
instalasi telah selesai tanpa beberapa error dalam prosesnya, maka langkah 
selanjutnya dibutuhkan penambahan path information menuju file ~/.bashrc.  
# gedit /home/fatkhurrozi/.bashrc 
 
Setelah perintah tersebut dijalankan, maka pada panel terminal akan muncul 






















Selanjutnya refresh path yang telah diubah dengan perintah sebagai berikut.  
# source ~/.bashrc 
 
Berikutnya untuk menguji apakah Network Simulator 2 telah terpasang dengan 
benar, ketik perintah “ns” dalam panel terminal Ubuntu. Jika telah terpasang 
dengan benar maka akan muncul symbol “%” dalam panel terminal. 
4.2.2 Konfigurasi Network Simulator 2 
Dalam penelitian ini implementasi dilakukan dengan metode simulasi 
menggunakan perangkat lunak Network Simulator 2. Dalam 
mengimplementasikan skenario pengujian yang telah dirancang, dibutuhkan 
beberapa konfigurasi dalam menerapkan skenario tersebut pada Network 
Simulator 2. Beberapa konfigurasi tersebut diatur dalam file script Tcl. Pada 
penelitian ini implementasi dilakukan dengan menerapkan tiga protokol routing 
27 
 
pada MANET, yakni AOMDV, DSDV, dan ZRP dalam lingkungan pengujian yang 
berbeda luas area dan jumlah node. Berdasarkan skenario tersebut, maka 
diperlukan tiga file script Tcl yang mewakili masing-masing protokol. Sehingga 
dalam penelitian ini dibuat tiga file script Tcl dengan nama aomdv.tcl, dsdv.tcl, dan 
zrp.tcl yang berisi konfigurasi beberapa parameter pengujian yang dibahas pada 
subbab selanjutnya.   
4.2.2.1 Konfigurasi parameter lingkungan pengujian 
Konfigurasi parameter lingkungan pengujian dilakukan sebagai implementasi 
dari rancangan parameter lingkungan pengujian yang telah dibuat dan berikutnya 
diterapkan pada Network Simulator 2. Konfigurasi parameter pengujian diatur 
dalam file script Tcl yang telah dibuat, yaitu aomdv.tcl, dsdv.tcl, dan zrp.tcl dengan 
pengaturan sebagai berikut. 
Tabel 4.3 Konfigurasi parameter lingkungan pengujian 
 1.  set val(chan)     Channel/WirelessChannel    ; 
 2.  set val(prop)     Propagation/TwoRayGround ; 
 3.  set val(netif)    Phy/WirelessPhy             ; 
 4.  set val(mac)      Mac/802_11                  ; 
 5.  set val(ifq)      Queue/DropTail/PriQueue ; 
 6.  set val(ll)      LL                         ; 
 7.  set val(ant)      Antenna/OmniAntenna         ; 
 8.  set val(ifqlen)   50                          ; 
 9.  set val(nn)      50                         ; 
 10.  set val(rp)      AOMDV       ; 
 11.  set val(x)        500                    ; 
 12.  set val(y)      500                    ; 
 13.  set val(stop)    600.0                       ; 
 
Dalam penelitian ini simulasi dilakukan dengan menggunakan tiga protokol 
routing yang berbeda yaitu AOMDV, DSDV, dan ZRP. Berdasarkan hal tersebut, 
maka dalam implementasinya dilakukan dengan mengubah masing-masing set val 
(rp) pada tabel nomor 10. Tabel nomor 10 merupakan pengaturan protokol 
routing yang digunakan dalam simulasi. Sehingga script dapat diubah dengan 
AOMDV, DSDV, dan ZRP sesuai nama file script Tcl yang telah dibuat. Di dalam 
skenario penelitian ini terdapat tiga skenario luas area yang berbeda. Konfigurasi 
luas area dilakukan dengan mengubah set val(x) dan set val(y) dalam tabel nomor 
11 dan 12 yang merupakan pengaturan luas area berdasarkan sumbu x dan y. 
Pengaturan luas area dilakukan dengan memberikan nilai val(x) 500 val(y) 500 
pada simulasi pertama, val(x)800 val(y) 800 pada simulasi kedua, dan val(x)1000 
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val(y)1000 pada simulasi ketiga. Di dalam masing-masing skenario yang dijalankan 
di beberapa jumlah node yang berbeda, konfigurasi jumlah node dilakukan dengan 
mengubah set val(nn) pada table nomor 9. Hal tersebut dapat dilakukan dengan 
mengubah set val(nn) menjadi 20, 40, 80, dan 100. Sedangkan dalam parameter 
lainnya seperti durasi waktu set val(stop) bernilai konstan yaitu 600 detik. Dalam 
pengaturan IFQ length, yakni set val(ifqlen) bernilai tetap yaitu 50 dan dalam 
pengaturan model antena, yakni set val(ant) dan set val(prop) jenis yang 
digunakan adalah OmniAntenna dan TwoRayGround. 
4.2.2.2 Konfigurasi Topologi Jaringan 
Konfigurasi topologi jaringan dilakukan sebagai implementasi dari rancangan 
topologi yang telah dibuat. Tiap skenario simulasi memiliki jumlah node yang 
berbeda-beda yakni 20, 40, 80, dan 100. Perancangan dilakukan sesuai dengan 
karakteristik MANET, yaitu memiliki mobile node yang bergerak bebas secara acak 
dengan arah dan posisi yang tidak tentu. Namun, dalam skenario penelitian ini 
penentuan posisi awal source node dan destination node diatur saling berjauhan 
pada detik ke-0. Konfigurasi topologi jaringan diatur dalam file script Tcl yang telah 
dibuat, yaitu aomdv.tcl, dsdv.tcl, dan zrp.tcl dengan pengaturan sebagai berikut. 
Tabel 4.4 Konfigurasi topologi jaringan 
 1.  for {set i 0} {$i < 40} { incr i } { 
 2.  set node_($i) [$ns node] 
 3.  $node_($i) random-motion 1 
 4.  $ns initial_node_pos $node_($i) 30 } 
 5.  $node_(0) set X_ 1 
 6.  $node_(0) set Y_ 1 
 7.  $node_(0) set Z_ 0.0 
 8.  $node_(1) set X_ 799 
 9.  $node_(1) set Y_ 799 
 10.  $node_(1) set Z_ 0.0 
 11.  for {set i 2} {$i < 40} {incr i} { 
 12.  $node_($i) set X_ [expr rand()*$val(x)] 
 13.  $node_($i) set Y_ [expr rand()*$val(y)] 
 14.  $node_($i) set Z_ 0 } 
 
Tabel nomor 1-4 merupakan inisialisasi awal dalam membuat sebuah mobile 
node. Jumlah node ditentukan pada baris nomor 1 yang ditandai dengan 
perulangan sebanyak jumlah node yang diinginkan. Tabel nomor 4 merupakan 
inisialisasi besaran visual node pada tampilan simulasi. Selanjutnya tabel nomor 5-
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14 merupakan konfigurasi penentuan posisi awal node di mana terdapat set_x dan 
set_y yang digunakan dalam menentukan posisi node berada. Set_x merupakan 
penentuan posisi menurut sumbu x dan set_y merupakan penentuan posisi 
menurut sumbu y. Baik set_x maupun set_y dapat diisi dengan nilai sesuai batasan 
area yang telah ditentukan pada parameter awal yaitu luas area. Tahapan 
selanjutnya dalam set_z diisikan dengan 0 karena memang jenis topologi tidak 
berbentuk tiga dimensi. Posisi awal simulasi source node dan destination node 
dirancang saling berjauhan seperti pada tabel nomor 5-6 dan 8-9 dengan sampel 
pada luas area 800x800 meter. Posisi node selain dari source node dan destination 
node diatur secara acak dalam tabel nomor 12-13. 
4.2.2.3 Konfigurasi Pergerakan Node 
Konfigurasi pergerakan node dilakukan sebagai implementasi dari rancangan 
skenario simulasi pergerakan tiap node yang telah dibuat dan selanjutnya akan 
diterapkan pada Network Simulator 2. Konfigurasi pergerakan node diatur dalam 
file script Tcl yang telah dibuat, yaitu aomdv.tcl, dsdv.tcl, dan zrp.tcl dengan 
pengaturan sebagai berikut. 
Tabel 4.5 Konfigurasi pergerakan node 
 1.  for { set i 0} {$i < 40} {incr i} { 
 2.  set xr [expr rand()*$val(x)] 
 3.  set yr [expr rand()*$val(y)] 
 4.  set kec [expr rand()*10] 
 5  $ns at 0 "$node_($i) setdest $xr $yr $kec" 
 6.  set xr2 [expr rand()*$val(x)] 
 7.  set yr2 [expr rand()*$val(y)] 
 8.  $ns at 50 "$node_($i) setdest $xr2 $yr2 $kec" 
 9.  set xr3 [expr rand()*$val(x)] 
 10.  set yr3 [expr rand()*$val(y)] 
 11  $ns at 100 "$node_($i) setdest $xr3 $yr3 $kec" 
 12.  set xr4 [expr rand()*$val(x)] 
 13. 
 14. 
 set yr4 [expr rand()*$val(y)] 
 $ns at 150 "$node_($i) setdest $xr4 $yr4 $kec" 
 15.  set xr5 [expr rand()*$val(x)] 
 16.  set yr5 [expr rand()*$val(y)] 
 17.  $ns at 200 "$node_($i) setdest $xr5 $yr5 $kec" 
 19.  set xr6 [expr rand()*$val(x)] 
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 20.  set yr6 [expr rand()*$val(y)] 
 21.  $ns at 250 "$node_($i) setdest $xr6 $yr6 $kec" 
 22.  set xr7 [expr rand()*$val(x)] 
 23.  set yr7 [expr rand()*$val(y)] 
 24.  $ns at 300 "$node_($i) setdest $xr7 $yr7 $kec" } 
 25.  set xr8 [expr rand()*$val(x)] 
 26.  set yr8 [expr rand()*$val(y)] 
 27.  $ns at 350 "$node_($i) setdest $xr8 $yr8 $kec" 
 28.  set xr9 [expr rand()*$val(x)] 
 29.  set yr9 [expr rand()*$val(y)] 
 30.  $ns at 400 "$node_($i) setdest $xr9 $yr9 $kec" 
 31.  set xr10 [expr rand()*$val(x)] 
 32.  set yr10 [expr rand()*$val(y)] 
 33.  $ns at 450 "$node_($i) setdest $xr10 $yr10 $kec" } 
 34.  set xr11 [expr rand()*$val(x)] 
 35.  set yr11 [expr rand()*$val(y)] 
 36.  $ns at 500 "$node_($i) setdest $xr11 $yr11 $kec" 
 37.  set xr12 [expr rand()*$val(x)] 
 38.  set yr12 [expr rand()*$val(y)] 
 39.  $ns at 550 "$node_($i) setdest $xr12 $yr12 $kec" 
 40.  set xr13 [expr rand()*$val(x)] 
 41.  set yr13 [expr rand()*$val(y)] 
 42.  $ns at 600 "$node_($i) setdest $xr13 $yr13 $kec" 
 
Pergerakan node diatur secara acak dengan kecepatan maksimal 10 m/s. 
Pergerakan dimulai pada detik ke-0 dan bergerak lagi kearah yang berbeda pada 
detik ke-50, 150, 200, 250, 300, 350, 400, 450, 500, 550 dan 600 seperti dalam 
tabel nomor 5, 8, 11 dan 14. Pengaturan arah pergerakan pada detik ke-0 sampai 
detik ke-600 ditentukan secara acak sesuai luasan area yang ditentukan, yakni 
pada pada tabel nomor 2, 3, 6, 7, 9, 10, 12, dan 13. Kecepatan tiap node diatur 
secara acak pada baris ke-4 dengan nilai maksimal 10.  
4.2.2.4 Konfigurasi Pengiriman Paket 
Konfigurasi pengiriman paket dilakukan sebagai implementasi dari 
perancangan pengiriman paket data dari source node menuju destination node. 
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Dalam simulasi yang dilakukan pada Network Simulator 2. Konfigurasi pengiriman 
paket diatur dalam file script Tcl yang telah dibuat, yaitu aomdv.tcl, dsdv.tcl, dan 
zrp.tcl dengan pengaturan sebagai berikut. 
Tabel 4.6 Konfigurasi pengiriman paket 
 1.  set udp [new Agent/UDP] 
 2.  $ns attach-agent $node_(0) $udp 
 3.  set null [new Agent/Null] 
 4.  $ns attach-agent $node_(1) $null 
 5.  $ns connect $udp $null 
 6.  $udp set packetSize_ 1000 
 
Tahapan pertama yang harus dilakukan dalam membangun sebuah 
konektivitas jaringan dalam Network Simulator 2 adalah setup agent. Dalam 
penelitian ini protokol jaringan yang digunakan adalah UDP. Pengaturan dilakukan 
pada tabel nomor 1, yakni set udp [new Agent/UDP] di mana Agent/UDP ini 
berperan sebagai sumber pengiriman paket data yang dilakukan dengan transpor 
jaringan UDP. Selanjutnya tahapan dalam mengatur node yang dipilih menjadi 
Agent/UDP dapat dilakukan dengan konfigurasi seperti pada tabel nomor 2, yakni 
$ns attach-agent $node (0) $udp di mana node 0 yang dipilih menjadi source node. 
Pengaturan besar paket yang dikirimkan source node terdapat pada tabel nomor 
6. Besaran paket disesuaikan dengan parameter yang dirancang yakni 1000 byte.  
Berikutnya pengaturan pada destination node dilakukan dengan membuat 
agen baru seperti pada tabel nomor 4, yaitu set null [new Agent/Null]. Berbeda 
dengan TCP yang harus melakukan sinkronisasi dalam menerima setiap paket yang 
datang, dalam UDP Agent/Null berarti tiap agen bebas dalam menerima setiap 
paket yang datang. Dalam mengatur node yang menjadi Agent/Null, yakni dengan 
$ns attach-agent $node (1) $null di mana node 1 yang dipilih menjadi destination 
node. Selanjutnya dalam membangun koneksi antara keduanya, yaitu source node 
yang merupakan Agent/UDP dan destination node yang merupakan Agent/Null 
dilakukan seperti tabel nomor 5 dengan script $ns connect $udp $null. 
Tabel 4.7 Konfigurasi model pengiriman paket 
 1.  set cbr [new Application/Traffic/CBR] 
 2.  $cbr attach-agent $udp 
 3.  $cbr set packetSize_ 1000 
 4  $cbr set rate_ 0.1mb 
 5.  $cbr set random_ null 
 6.  $ns at 120.0 "$cbr start" 
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 7.  $ns at 600.0 "$cbr stop" 
 
 Proses transmisi data dalam protokol transpor UDP memerlukan konfigurasi 
tambahan dalam menentukan model transmisi data. Model transmisi yang 
digunakan dalam penelitian ini yaitu CBR (Constant bitrate). Pengaturan aplikasi 
CBR diatur seperti tabel nomor 1 dan 2. Inisialisasi awal dilakukan dengan set cbr 
[new Application/Traffic/CBR] yang disematkan pada agent UDP yang telah diatur 
sebelumnya. Selanjutnya dalam mengatur ukuran paket yang ditentukan sebesar 
1000 byte diterapkan seperti tabel nomor 3, yakni dengan script $cbr set 
packetSize_ 1000. Dalam pengaturan transmission rate yang dirancang 0.1 Mb 
diterapkan seperti tabel nomor 4, yakni $cbr set rate_ 0.1mb. Durasi waktu 
pengiriman diatur pada baris 6 dan 7 yang dimulai pada detik ke-120 dan diakhiri 
pada detik ke-600. 
4.2.2.5 Konfigurasi Pemrosesan Data Output 
Konfigurasi pemrosesan data output dilakukan sebagai pengaturan akhir 
simulasi agar dalam implementasinya dalam Network Simulator 2 dapat 
memproses output sesuai skenario simulasi yang telah dirancang. konfigurasi 
pemrosesan data output dilakukan dengan mengubah file script Tcl yang telah 
dibuat, yaitu aomdv.tcl, dsdv.tcl, dan zrp.tcl. Berikut merupakan konfigurasi 
pemrosesan data output dalam file script Tcl. 
Tabel 4.8 Konfigurasi pemrosesan data output 
 1.  set tracefile [open outaomdv.tr w] 
 2.  $ns trace-all $tracefile 
 3.  set namfile [open outaomdv.nam w] 
 4.  $ns namtrace-all $namfile 
 
Network Simulator 2 memiliki dua file output, yakni file (.tr) yang merupakan 
network trace file yang berisi catatan rekam jejak alur pengiriman paket data 
maupun proses routing yang direkap secara detail dari awal simulasi hingga 
berakhirnya simulasi. Output yang kedua file (.nam) merupakan file network 
animation yang mana jika dijalankan akan menampilkan visualisasi simulasi dalam 
bentuk animasi sesuai skema yang telah diimplementasikan pada tcl script 
Network Simulator 2. Konfigurasi pertama adalah set nama output dari file (.tr) 
maupun (.nam) seperti dalam baris nomor 1 dan 3. Setelah simulasi dieksekusi 
akan keluar sebuah file outdsdv.tr sebagai output network trace dan outdsdv.nam 
sebagai output network animation. Selanjutnya dalam mengatur simulator agar 
dapat merekam jejak paket data di tiap link dalam topologi diterapkan dengan 
script $ns trace-all $tracefile dalam tabel nomor 2 dan $ns namtrace-all $namfile 
dalam tabel nomor 4 berfungsi merekam seluruh detail simulasi yang nantinya 




Dalam subbab ini membahas tentang skenario pengujian dan teknik dalam 
pengambilan data berdasarkan simulasi protokol routing yang telah dilakukan 
sesuai rancangan skenario lingkungan pengujian yang telah dibuat. Berdasarkan 
hasil simulasi tersebut didapatkan beberapa data output yang kemudian akan 
diukur berdasarkan dari parameter-parameter yang telah ditentukan. 
4.3.1 Skenario Pengujian 
Pada penelitian ini pengukuran data hasil pengujian dilakukan dengan 
parameter yang telah ditentukan, yakni packet delivery ratio, throughput, end-to-
end delay dan normalized routing load. Protokol routing yang diuji, yaitu AOMDV, 
DSDV, dan ZRP. Ketiga protokol tersebut diuji dalam tiga skenario lingkungan 
pengujian yang berbeda, yakni dengan luas area 500x500, 800x800, dan 
1000x1000 meter. Tiap skenario lingkungan pengujian tersebut diuji berdasarkan 
pengaruh variasi kepadatan node yang berjumlah, yaitu 20, 40, 80 dan 100. 
Pengujian dilakukan dengan mengirimkan paket sebesar 1000 byte dengan 
transmission rate sebesar 0.1 Mb yang berjalan dalam durasi 600 sec. Pengujian 
masing-masing skenario dilakukan sebanyak tiga kali dan selanjutnya diambil nilai 
rata-ratanya untuk menambah keakuratan data analisis. Hal tersebut dilakukan 
karena topologi MANET yang dinamis, sehingga menyebabkan data yang 
dihasilkan cenderung berbeda di tiap pengujian. 
4.3.2 Eksekusi Simulasi Protokol Routing MANET 
Simulasi protokol routing MANET dilakukan sebagai implementasi dari 
beberapa skenario lingkungan pengujian pada protokol routing AOMDV, DSDV, 
dan ZRP yang telah dirancang dan dikonfigurasi dalam Network Simulator 2. 
Simulasi dilakukan dengan cara mengeksekusi file script Tcl yang telah dibuat, 
yaitu aomdv.tcl, dsdv.tcl, dan zrp.tcl. Hasil eksekusi berjalan seperti pada gambar 
berikut. 
Gambar 4.6 Hasil Eksekusi file script aomdv.tcl 
Dalam menjalankan file script Tcl yang telah dikonfigurasi pada Network 
Simulator 2 langkah yang diperlukan, yakni dengan menjalankan perintah “ns” 
dilanjutkan dengan nama file script Tcl yang telah dibuat. Jika telah berhasil 
dieksekusi, maka akan keluar beberapa notifikasi salah satunya berupa tulisan 
“sorting list done”, maka setelah itu secara otomatis output berupa network 
animation file (.nam) akan tampil seperti pada gambar berikut.  
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Gambar 4.7 Hasil Output Network Animation File  
Network animation file (.nam) akan menampilkan keseluruhan jalannya 
simulasi secara visual sesuai dengan rancangan yang telah dikonfigurasikan pada 
Tcl script pada Network Simulator 2. Sedangkan pada output lainnya, yakni 
network trace file (.tr) ditampilkan seluruh rekaman data lalu lintas jaringan 
selama jalannya simulasi secara detail seperti pada gambar berikut.  
 
Gambar 4.8 Hasil Output Network Trace File 
4.4 Pengambilan Data 
Pengambilan data dilakukan dengan mengolah salah satu data output simulasi, 
yaitu output network trace file yang berisi rincian rekaman data lalu lintas jaringan 
selama proses simulasi dijalankan. Pengolahan data akan dijalankan dengan 
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pemrograman AWK yang memproses data berdasarkan struktur kolom pada 
output network trace file. Sebelum masuk pada proses pemrograman AWK, 
berikut merupakan struktur data output network trace file pada Network 
Simulator 2 beserta penjelasannya. 
 
Gambar 4.9 Struktur Output Network Trace File 
1. Pada kolom pertama berisi detail dari status paket yang dikirim. Status paket 
dapat berupa symbol s (send) yaitu paket telah dikirim, r (received) paket telah 
diterima, d (dropped) paket didrop, f (forwarded) paket diteruskan, dan c 
(collision) paket bertabrakan pada lapisan MAC.  
2. Pada kolom kedua merupakan detail waktu aktivitas dilakukan dalam satuan 
waktu second.  
3. Kolom ketiga menjelaskan identitas node tempat terjadinya aktivitas yang 
dirinci.  
4. Kolom keempat menjelaskan dimana letak tingkatan lapisan jaringan tempat 
suatu aktivitas terjadi contohnya seperti AGT (agent) terdapat pada lapisan 
aplikasi, RTR (routing), MAC, IFQ (interface queue) merupakan antrian paket 
keluar yang terdapat diantara lapisan link dan MAC, LL (link layer), dan PHY 
(physical).  
5. Pada kolom keenam merupakan identitas paket dalam bentuk sequence 
number.  
6. Kolom ketujuh merupakan penjelasan tipe paket dimana dapat berbentuk 
data stream CBR (constant bitrate), paket routing (AOMDV, ZRP, dan DSDV), 
ARP, RTS, dan CTS.  
7. Pada kolom kedelapan menjelaskan besaran paket yang diproses. 
8. Kolom kesembilan berisi alamat source node dan tujuan MAC yang masing-
masing adalah "0" dan "ffffffff". Protokol MAC mengasumsikan bahwa 
penundaan di atas saluran nirkabel yang mendasari dari nilai 0. Nilai 800 
merupakan IP paket yang berjalan di atas jaringan Ethernet. 
9. Pada kolom kesepuluh berisi alamat IP source dan destination node yakni 
0:255 dan 1:255 beserta port masing-masing. Sedangkan 30 dan 0 merupakan 
time to live dan alamat dari hop berikutnya. 
10. Pada kolom kesebelas dan seterusnya merupakan rekaman informasi routing 
AOMDV yang memiliki paket RREQ yang ditandai dengan ID "0x2" selanjutnya 
jumlah hop dihitung "0" dan broadcast ID adalah "1". Sedangkan pada alamat 
IP destination node beserta sequence number masing-masing adalah 1 dan 0 
serta pada alamat IP source node dan sequence number masing-masing adalah 
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0 dan 4. Pada kolom treakhir tanda (REQUEST) mengkonfirmasikan bahwa 
berikut merupakan paket RREQ. 
Berdasarkan penjelasan struktur data output network trace file di atas, maka 
pemrograman AWK berperan dalam mengolah dan mengakumulasi data 
berdasarkan kolom-kolom data informasi yang tertera berdasarkan rumusan 
matematis dari parameter yang telah ditentukan seperti packet delivery ratio, 
throughput, end-to-end delay dan normalized routing load. 
4.4.1 Pengambilan Data Packet Delivery Ratio 
Proses pengambilan data packet delivery ratio dalam output network trace file 
Network Simulator 2 dilakukan dengan perancangan pemrograman AWK 
berdasarkan rumusan matematis dari packet delivery ratio. Kode program AWK 
packet delivery ratio dijabarkan dalam tabel berikut: 
Tabel 4.9 Kode Program AWK Packet Delivery Ratio 
 1.  BEGIN { 
 2.          send = 0; 
 3.          recv= 0;  
 4.  }{ 
 5.  if (( $1 == "s") && ( $4=="AGT" )) send++;  
 6  if (( $1 == "r") && ( $4=="AGT" )) recv++;   
 7.  } END { 
 8.  printf "total paket dikirim:%.3f total paket diterima:%.3f, 
PDR:%.3f\n", send, recv, (recv/send);  
 
Penjelasan: 
1. Baris 1-4 merupakan inisialisasi awal program dengan variabel send dan recv 
yang digunakan untuk menampung nilai jumlah seluruh paket data yang 
dikirim dan diterima. 
2. Baris 5 berfungsi dalam mengecek seluruh baris pada kolom network trace file, 
yakni pada kolom ke-1 dan ke-4 apakah status bernilai s (send) dan AGT. Jika 
benar maka variabel send akan bertambah. 
3. Baris 6 berfungsi dalam mengecek seluruh baris pada kolom network trace file, 
yakni pada kolom ke-1 dan ke-4 apakah status bernilai r (receive) dan AGT jika 
benar maka variabel recv akan bertambah. 
4. Baris 7-8 merupakan akhir akumulasi yang mana ditandai dengan instruksi 
END. Selanjutnya menampilkan jumlah variable send dan recv beserta hasil 
akhir packet delivery ratio dengan membagi variabel recv dengan send. 
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Selanjutnya kode program disimpan dengan format ekstensi file AWK yang 
dalam penelitian ini, yaitu pdr.awk. Berikutnya dalam proses eksekusi program 
AWK packet delivery ratio dilakukan dengan menjalankan perintah awk -f pdr.awk 
(nama file AWK) outaomdv.tr (nama output network trace file) maka hasil 
pengolahan data packet delivery ratio akan tertera seperti gambar berikut. 
Gambar 4.10 Hasil Eksekusi Program AWK Packet Delivery Ratio 
4.4.2 Pengambilan Data Throughput 
Proses pengambilan data throughput dalam output network trace file Network 
Simulator 2 dilakukan dengan perancangan pemrograman AWK berdasarkan 
rumusan matematis dari throughput. Kode program AWK throughput dijabarkan 
dalam tabel berikut: 
Tabel 4.10 Kode Program AWK Throughput 
 1.  BEGIN { 
 2.         recvdSize = 0 
 3.         start_time = 120 
 4.         end_time = 0 
 5.    }{ 
 6  event = $1 
 7.  time = $2 
 8.  pkt_size = $8 
 9.  level = $4 
 10.    if (level == "AGT" && event == "s")  
 11.  if (time < start_time) { 
 12.               start_time = time }} 
 13.  if (level == "AGT" && event == "r") { 
 14.         if (time > end_time) { 
 15.               end_time = time } 
 16.  recvdSize += 1000 } 
 17.  } END { 
 18.  Printf ("Average Throughput[kbps] = %.3f\t\t StartTime=%.3f\t 






1. Baris 1-5 merupakan inisialisasi awal program dengan variabel start_time, 
end_time dan recvdSize yang digunakan untuk menampung nilai waktu awal 
dimulai paket mulai dikirim, waktu paket yang terakhir dikirim, dan jumlah 
seluruh paket yang terkirim. 
2. Baris 6-9 merupakan inisialisasi variabel berdasarkan nilai kolom yang dalam 
variabel event diisi dengan nilai kolom 1, variabel time diisi dengan nilai kolom 
2, variabel pkt_size diisi dengan nilai kolom 8, dan variabel level diisi dengan 
nilai kolom 4. 
3. Baris 10-12 berfungsi menyimpan catatan waktu awal dimulai pengiriman 
paket pada source node yang disimpan pada variabel start_time dengan 
kondisi apabila variabel event bernilai s dan level bernilai AGT. 
4. Baris 13-15 berfungsi menyimpan catatan waktu akhir penerimaan paket pada 
destination node yang disimpan pada variabel end_time dengan kondisi 
apabila variabel event bernilai r dan level bernilai AGT. 
5. Baris 16 merupakan kalkulasi banyaknya paket yang telah diterima oleh 
destination node dengan penambahan nilai 1000 pada variabel recvdSize 
dikarenakan ukuran paket yang dikirim 1kB (1000byte) 
6. Baris 17-18 merupakan akhir pengumpulan data yang ditandai dengan 
instruksi END dan kalkulasi hasil akhir nilai throughput dilakukan dengan 
membagi total besaran paket yang terikirim pada destination node (rcvdSize) 
dibagi total waktu pengamatan (end_time - start_time) kemudian dikalikan 
8/1000 agar satuan throughput dapat menjadi kbps (Kilobit per second) 
 Selanjutnya kode program disimpan dengan format ekstensi file AWK yang 
dalam penelitian ini, yaitu throughput.awk. Berikutnya dalam proses eksekusi 
program AWK throughput dilakukan dengan menjalankan perintah awk -f 
throughput.awk (nama file AWK) outaomdv.tr (nama output network trace file) 
maka hasil pengolahan data troughput akan tertera seperti gambar berikut. 
Gambar 4.11 Hasil Eksekusi Program AWK Throughput 
4.4.3 Pengambilan Data End-to-end Delay 
Proses pengambilan data end-to-end delay dalam output network trace file 
Network Simulator 2 dilakukan dengan perancangan pemrograman AWK 
berdasarkan rumusan matematis dari end-to-end delay. Kode program AWK end-
to-end delay dijabarkan dalam tabel berikut: 
Tabel 4.11 Kode Program AWK End-to-end Delay 
 1.  BEGIN  { 
 2.  seqno=-1; 
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 3.  cnt=0; 
 4.  }{ 
 5.  if($4 == "AGT" && $1 == "s" && seqno < $6){ 
 6      seqno = $6; } 
 7.  if($4 == "AGT" && $1 == "s"){ 
 8.      start_time[$6] = $2; } 
 9.  else if(($4 == "AGT") && ($1 == "r")){ 
 10.      end_time[$6] = $2; } 
 11.  else if($1 == "D" && $7 = "cbr"){ 
 12.      end_time[$6] = -1;} 
 13.  }END{ 
 14.  for(i=0;i<=seqno;i++){        
 15.      if(end_time[i]>0){ 
 16.        delay[i]=end_time[i]-start_time[i]; 
 17.        cnt++;  
 18.  }else{ 
 19.      delay[i]=-1; }} 
 20.  for(i=0;i<=seqno;i++){ 
 21.      if(delay[i]>0){ 
 22.      ssdelay=ssdelay+delay[i];}} 
 23.  ssdelay=ssdelay/(cnt); 
 24.  printf( "average delay = %.3f",ssdelay); } 
 
Penjelasan: 
1. Baris 1-4 merupakan inisialisasi awal program dengan variabel seqno dan cnt 
yang digunakan untuk menampung nilai sequence number dari paket sejak 
awal paket dikirim hingga paket yang terakhi dikirim. Variabel cnt berfungsi 
dalam membagi nilai rata-rata delay pada akhir program. 
2. Baris 5-6 berfungsi dalam mengisi nilai variabel seqno dengan kondisi jika 
kolom 1 bernilai s dan kolom 4 bernilai AGT dan nilai variable seqno tidak lebih 
besar dari nilai kolom 6. Hal tersebut bertujuan untuk mendapatkan sequence 
number paket yang terakhir dikirim. 
3. Baris 7-8 berfungsi untuk mengecek seluruh baris pada kolom network trace 
file, yakni kolom ke-1 dan ke-4 apakah status bernilai s (send) dan AGT. Jika 
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benar, maka variabel array start_time dengan index sesuai nomer urut paket 
kolom 6 akan diisikan dengan nilai waktu berjalannya paket tersebut ketika 
mulai dikirim oleh source node. 
4. Baris 9-10 berfungsi mengecek seluruh baris pada kolom network trace file, 
yakni kolom ke-1 dan ke-4 apakah status bernilai r (received) dan AGT. Jika 
benar, maka variabel array end_time dengan index sesuai nomer urut paket 
kolom 6 akan diisikan dengan nilai waktu berjalannya paket tersebut ketika 
diterima oleh destination node. 
5. Baris 11-12 berfungsi mengecek seluruh baris pada kolom network trace file, 
yakni kolom ke-1 dan ke-4 apakah status bernilai D (dropped) dan CBR. Jika 
benar, maka variabel array end_time dengan index sesuai nomer urut paket 
akan diisikan dengan nilai -1 yang berarti paket gagal terkirim. 
6. Baris 13-17 merupakan akhir pengumpulan data yang ditandai dengan 
instruksi END. Proses perhitungan estimasi waktu paket yang terkirim 
dilakukan dengan mengurangi waktu end_time dengan start_time serta 
mengabaikan paket drop yang bernilai -1. Kemudian nilai tersebut disimpan 
pada variabel array delay dengan index sesuai sequence number dari paket 
tersebut. Selanjutnya akan dilakukan perhitungan jumlah paket yang berhasil 
terikirim pada variabel cnt. 
7. Baris 18-17 berfungsi dalam mengisi paket yang berstatus D (dropped) dengan 
nilai -1. 
8. Baris 20-22 berfungsi menjumlahkan seluruh estimasi waktu paket terikirim 
yang disimpan pada variabel array delay dan mengabaikan paket yang 
berstatus dropped. 
9. Baris 23-24 berfungsi menampilkan hasil akhir rata-rata waktu (second) end-
to-end delay dengan membagi hasil jumlah total delay paket terkirim yang 
disimpan pada variabel ssdelay dengan total seluruh paket yang terkirim yang 
tersimpan pada variabel cnt. 
 Selanjutnya kode program disimpan dengan format ekstensi file AWK yang 
dalam penelitian ini, yaitu e2edelay.awk. Berikutnya dalam proses eksekusi 
program AWK End-to-end Delay dilakukan dengan menjalankan perintah awk -f 
e2edelay.awk (nama file AWK) outaomdv.tr (nama output network trace file), 
maka hasil pengolahan data end-to-end delay akan tertera seperti gambar berikut. 
Gambar 4.12 Hasil Eksekusi Program AWK End-to-end Delay 
4.4.4 Pengambilan Data Normalized Routing Load 
Proses pengambilan data normalized routing load dalam output network trace 
file Network Simulator 2 dilakukan dengan perancangan pemrograman AWK 
berdasarkan rumusan matematis dari normalized routing load. Kode program 
AWK normalized routing load dijabarkan dalam tabel berikut: 
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Tabel 4.12 Kode Program AWK Normalized Routing Load 
 1.  BEGIN { 
 2.  recv = 0 
 3.  rtr_pkt = 0 
 4.  }{ 
 5.  if (( $1 == "r") && ( $4=="AGT" )) recv++; 
 6  if (($1 == "s" || $1 == "f") && $4 == "RTR" && ($7 =="AOMDV" || $7 
=="message" || $7 =="ZRP" || $7 =="DSDV")) rtr_pkt++; 
 7.  }END{ 
 8.  printf("Total paket routing = %.3f  total paket diterima = 
%.3f\n",rtr_pkt,recv); 
 9.  printf(" Normalized Routing Load = %.3f\n", rtr_pkt/recv); 
 
Penjelasan: 
1. Baris 1-4 merupakan inisialisasi awal program dengan variabel rtr_pkt dan recv 
yang digunakan untuk menampung nilai jumlah seluruh paket routing baik 
yang dikirim maupun diteruskan dan seluruh paket data yang diterima 
destination node. 
2. Baris 5 berfungsi dalam mengecek seluruh baris pada kolom network trace 
file, yakni kolom ke-1 dan ke-4 apakah status bernilai r (received) dan AGT 
jika benar, maka variabel recv akan bertambah. 
3. Baris 6 berfungsi dalam mengecek seluruh baris pada kolom network trace file, 
yakni kolom ke-1 apakah status bernilai s (send) atau r (received) dan kolom 
ke-4 RTR (routing request). Selanjutnya mengecek kolom ke-7 apakah 
statusnya merupakan agent routing seperti AOMDV, ZRP, dan DSDV jika benar, 
maka variabel rtr_pkt akan bertambah. 
4. Baris 7-9 merupakan akhir akumulasi yang ditandai dengan instruksi END dan 
menampilkan jumlah variable rtr_pkt dan recv. Hasil akhir normalized routing 
load diperoleh dengan membagi variabel rtr_pkt dengan recv. 
 Selanjutnya kode program disimpan dengan format ekstensi file AWK yang 
dalam penelitian ini, yaitu nrl.awk. Berikutnya dalam proses proses eksekusi 
program AWK normalized routing load dilakukan dengan menjalankan perintah 
awk -f nrl.awk (nama file AWK) outaomdv.tr (nama output network trace file), 
maka hasil pengolahan data normalized routing load akan tertera seperti gambar 
berikut. 




BAB 5 HASIL DAN ANALISIS 
Dalam bab ini dilakukan penjabaran data hasil pengujian beserta analisis 
perbandingan kinerja protokol routing AOMDV, DSDV, dan ZRP pada jaringan 
MANET berdasarkan skenario lingkungan pengujian yang telah 
diimplementasikan. Analisis hasil bertujuan untuk mengetahui perbandingan 
kinerja masing-masing protokol berdasarkan parameter packet delivery ratio, 
throughput, end-to-end delay dan normalized routing load. 
5.1 Analisis Pengaruh Variasi Kepadatan Node dengan Luas Area 
500x500 Meter 
Pada subbab ini dijabarkan tabel dan grafik perbandingan yang merupakan 
hasil pengujian dari kinerja protokol routing AOMDV, DSDV, dan ZRP. Hasil 
pengujian tersebut didapat berdasarkan implementasi dari skenario lingkungan 
pengujian dengan luas area 500x500 meter yang dijalankan pada variasi jumlah 
node yang berbeda-beda dan diukur kinerjanya berdasarkan parameter packet 
delivery ratio, throughput, end-to-end delay dan normalized routing load. 
5.1.1 Packet Delivery Ratio 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 500x500 
meter dengan node yang berjumlah 20, 40, 80 dan 100, maka diperoleh nilai rata-
rata hasil packet delivery ratio pada masing-masing protokol routing yang 
dijabarkan pada tabel dan grafik berikut ini:  
Tabel 5.1 Hasil pengujian packet delivery ratio pada luas area 500x500m 
 
Tabel Hasil Pengujian Packet Delivery Ratio 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV 0.976 0.938 0.939 0.937 
 DSDV 0.943 0.931 0.909 0.894 




Gambar 5.1 Grafik packet delivery ratio pada luas area 500x500m 
Pada Gambar 5.1 terlihat pada skenario lingkungan pengujian dengan luas 
area 500x500 meter protokol routing AOMDV memiliki nilai rata-rata packet 
delivery ratio terbaik jika dibandingkan DSDV dan ZRP. AOMDV memiliki nilai rata-
rata packet delivery ratio, yakni sebesar 0.976, 0.938, 0.939, dan 0.937 di 
kepadatan node yang berjumlah 20, 40, 80, dan 100. Jumlah node yang semakin 
bertambah membuat nilai packet delivery ratio tiap protokol routing mengalami 
penurunan. Seperti pada ZRP yang memiliki nilai rata-rata packet delivery ratio, 
yaitu sebesar 0.963, 0.949, 0.273, dan 0.098. Penurunan yang sangat drastis 
terjadi pada ZRP ketika node berjumlah 80 dan 100. Sedangkan pada DSDV grafik 
penurunan nilai packet delivery ratio terjadi relatif lebih stabil, yakni sebesar 
0.943, 0.931, 0.909, dan 0.894. 
Dari hasil pengukuran packet delivery ratio yang telah didapat terlihat pada 
protokol routing ZRP jumlah node yang semakin padat membuat nilai packet 
delivery ratio mengalami penurunan yang signifikan. Hal tersebut disebabkan 
karena jumlah node yang tersebar sangat berpengaruh dalam proses routing ZRP 
yang berjalan secara proaktif memelihara dan memperbarui topologi dalam zona 
radius lokalnya. Sehingga menyebabkan proses pengiriman paket menjadi 
terhambat ketika node dalam jumlah yang besar tersebar pada ruang lingkup yang 
tidak cukup luas. Sedangkan pada AOMDV dan DSDV variasi kepadatan jumlah 
node cukup mempengaruhi nilai packet delivery ratio yang dihasilkan, namun 
berbeda dengan ZRP penurunan yang terjadi tidak terlalu signifikan. 
Pada protokol DSDV nilai packet delivery ratio yang dihasilkan belum cukup 
baik jika dibandingkan AOMDV. Hal tersebut dikarenakan dalam proses routing 
DSDV berjalan dengan mekanisme petukaran tabel routing antar node yang 
tersebar. Tabel routing tersebut berisi informasi rute beberapa node yang dapat 
dijangkau node pemilik tabel tersebut. Sehingga pengiriman paket hanya dapat 
berjalan ketika source node mendapatkan informasi rute destination node dari 
node terdekatnya. Sedangkan pada AOMDV proses routing berjalan dengan 
melakukan broadcast request routing menuju beberapa node terdekat. Jika node 
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terdekat tidak mengetahui, maka node tersebut akan melakukan rebroadcast ke 
node terdekatnya juga. Ketika request routing telah sampai menuju node tujuan, 
maka destination node akan mengirimkan route reply menuju source node yang 
dikirimkan melalui reverse path yang dibangun di tiap node yang menerima paket 
request routing. 
5.1.2 Throughput 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 500x500 
meter dengan node yang berjumlah 20, 40, 80 dan 100, maka diperoleh nilai rata-
rata kecepatan throughput pada masing-masing protokol routing yang dijabarkan 
pada tabel dan grafik berikut ini:  
Tabel 5.2 Hasil pengujian throughput pada luas area 500x500m 
 
Gambar 5.2 Grafik throughput pada luas area 500x500m 
Pada Gambar 5.2 terlihat dalam skenario lingkungan pengujian dengan luas 
area 500x500 diperoleh nilai rata-rata kecepatan throughput tertinggi dimiliki oleh 
AOMDV dengan nilai throughput 97.743, 93.830, 93.903, dan 93.762 Kbps. 
Sedangkan pada DSDV penurunan kecepatan throughput terjadi relatif stabil 
walaupun nilai rata-ratanya tidak sebesar AOMDV, yaitui sebesar 94.296, 93.551, 
90.962, dan 89.395 Kbps. Sementara pada ZRP ketika node berjumlah 20 dan 40 
 Tabel Hasil Pengujian Throughput (Kbps) 
Protokol routing 20 Node 40 Node 80 Node 100 Node 
AOMDV 97.743 93.830 93.903 93.762 
DSDV 94.296 93.551 90.962 89.395 
ZRP 96.258 94.912 27.318 9.873 
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kecepatan throughput masih cukup baik, yaitu dengan nilai 96.258 dan 94.912 
Kbps. Namun, seketika mengalami penurunan yang cukup drastis ketika node 
berjumlah 80 dan 100 di mana nilai kecepatan throughput menjadi 27.318 dan 
9.873 Kbps.  
Berdasarkan hasil pengujian yang telah didapat, maka dapat disimpulkan 
variasi kepadatan jumlah node sangat mempengaruhi nilai throughput dari 
protokol ZRP yang turun secara drastis. Sedangkan pada AOMDV dan DSDV 
pengaruh variasi kepadatan jumlah node hanya menyebabkan sedikit penurunan 
nilai throughput. Protokol AOMDV memiliki rata-rata throughput yang stabil diatas 
ZRP dan DSDV karena proses akumulasi jalurnya yang berjalan lebih efisien, 
sehingga dapat memaksimalkan jumlah paket yang terkirim pada durasi waktu 
yang ditentukan. Keunggulan AOMDV dalam penentuan rute pengiriman paket 
adalah jalur yang ditentukan dapat dipastikan bebas looping dan dapat 
memelihara beberapa jalur alternative menuju destination node. 
 Protokol routing ZRP memiliki kecepatan throughput yang cukup tinggi, 
namun hanya berjalan dalam topologi yang sederhana. Hal tersebut disebabkan 
oleh proses akumulasi jalur ZRP akan menjadi kompleks jika jumlah node 
bertambah banyak. Sedangkan protokol DSDV memiliki throughput yang cukup 
stabil namun belum sebaik AOMDV. Hal tersebut disebabkan oleh pengiriman 
paket pada DSDV yang dapat berjalan ketika source node mendapatkan 
pembaruan tabel routing dari beberapa node terdekatnya terkait informasi 
keberadaan rute menuju destination node. Pertukaran informasi tersebut 
membuat waktu pengiriman paket terhambat hanya untuk proses rekonstruksi 
jalur routing. 
5.1.3 End-to-end Delay 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 500x500 
meter dengan node yang berjumlah 20, 40, 80 dan 100, maka diperoleh nilai rata-
rata hasil end-to-end delay pada masing-masing protokol routing yang dijabarkan 
pada tabel dan grafik berikut ini:  
Tabel 5.3 Hasil pengujian end-to-end delay pada luas area 500x500m 
 Tabel Hasil Pengujian End-to-end Delay (Sec) 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
AOMDV 0.014 0.014 0.013 0.015 
DSDV 0.011 0.012 0.013 0.014 




Gambar 5.3 Grafik end-to-end delay pada luas area 500x500m 
Pada Gambar 5.3 terlihat dalam skenario lingkungan pengujian dengan luas 
area 500x500 diperoleh nilai rata-rata waktu end-to-end delay terbaik terdapat 
pada protokol routing DSDV. Nilai waktu end-to-end delay DSDV, yakni sebesar 
0.011, 0.012, 0.013, dan 0.014 sec pada kepadatan node yang berjumlah 20, 40, 
80, dan 100. Bertambahnya jumlah node yang tersebar sangat berpengaruh pada 
naiknya nilai waktu end-to-end delay dalam pengiriman paket masing-masing 
protokol. Hal tersebut terlihat jelas pada protokol routing ZRP yang memiliki nilai 
rata-rata end-to-end delay sebesar 0.018, 0.014, 6.352, dan 9.907 sec. Nilai waktu 
end-to-end delay ZRP menunjukkan nilai yang sangat tinggi ketika jumlah node 
ditambah menjadi 80 dan 100. Sementara pada AOMDV kenaikan nilai waktu end-
to-end delay berjalan stabil, yaitu dengan nilai 0.014, 0.014, 0.013, dan 0.015 sec 
pada kepadatan node yang berjumlah 20, 40, 80, dan 100. 
Berdasarkan grafik hasil pengujian pada Gambar 4.3, variasi kepadatan jumlah 
node cukup mempengaruhi naiknya nilai waktu end-to-end delay pada protokol 
AOMDV, DSDV, dan ZRP. Kenaikan nilai end-to-end delay yang cukup signifikan 
terjadi pada protokol ZRP. Sedangkan pada DSDV dan AOMDV kenaikan nilai end-
to-end delay masih cukup stabil. Protokol routing DSDV memiliki nilai rata-rata 
end-to-end delay paling rendah diantara AOMDV dan ZRP. Hal tersebut 
disebabkan oleh karakteristik DSDV, yakni dalam penentuan rute menggunakan 
mekanisme pertukaran tabel routing yang cukup sederhana. Tiap node mengatur 
tabel routing miliknya sendiri dan memperbaruinya secara proaktif ketika ada 
perubahan topologi dengan cara berbagi informasi tabel routing miliknya dengan 
node terdekatnya. Hal tersebut menyebabkan rekonstruksi pencarian rute 
membutuhkan proses yang lama namun, ketika paket dikirim menuju destination 
node proses pengiriman berjalan dengan waktu end-to-end delay yang rendah.  
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Sedangkan pada AOMDV pemeliharaan sejumlah jalur alternatif menuju 
destination node dapat mengurangi waktu end-to-end delay dalam proses 
pencarian rute yang sewaktu-waktu dapat berubah. Namun, pembaruan yang 
dilakukan secara reaktif menyebabkan proses rekonstruksi ulang pencarian rute 
harus dijalankan ketika terdapat permintaan baru dalam pengiriman paket. Pada 
ZRP proses pemeliharaan topologi dalam zona radius akan berjalan rumit ketika 
node berjumlah 80, dan 100. Hal tersebut disebabkan oleh proses routing diluar 
zona radius lokal akan diserahkan pada peripheral node. Selanjutnya peripheral 
node tersebut akan mencari informasi destination node secara reaktif pada 
zonanya. Sehingga hal ini mengakibatkan nilai end-to-end delay yang sangat tinggi.  
5.1.4 Normalized Routing Load 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 500x500 
meter dengan node yang berjumlah 20, 40, 80 dan 100, maka diperoleh nilai rata-
rata hasil normalized routing load pada masing-masing protokol routing yang 
dijabarkan pada tabel dan grafik berikut ini:  
 
Tabel 5.4 Hasil pengujian normalized routing load pada luas area 500x500m 
Gambar 5.4 Grafik normalized routing load pada luas area 500x500m 
Pada Gambar 5.4 terlihat dalam skenario lingkungan pengujian dengan luas 
area 500x500 diperoleh nilai rasio normalized routing load terbaik terdapat pada 
 Tabel Hasil Pengujian Normalized Routing Load 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  1.658  3.462  6.909  8.655 
 DSDV  0.196  0.421  0.964  1.361 
 ZRP  10.483  33.103  332.629  1008.604 
1.658 3.462 6.909 8.655
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protokol routing DSDV. Nilai rasio yang dihasilkan DSDV, yakni sebesar 0.196, 
0.421, 0.964, dan 1.361 pada kepadatan node yang berjumlah 20, 40, 80, dan 100. 
Lalu lintas jaringan yang semakin padat membuat pencarian jalur rute semakin 
rumit sehingga membuat paket routing yang dikirim semakin meningkat. Hal 
tersebut terlihat jelas pada protokol routing ZRP yang memiliki nilai rata-rata 
normalized routing load, yakni 10.483, 33.103, 332.629, dan 1008.604. Nilai rasio 
ZRP menunjukkan nilai yang sangat tinggi saat jumlah node bertambah menjadi 80 
dan 100. Sementara pada AOMDV kenaikan nilai rasio normalized routing load 
berjalan relatif stabil, yakni sebesar 1.658, 3.462, 6.909, dan 8.655 pada jumlah 
node 20, 40, 80, dan 100.  
Berdasarkan hasil pengujian yang telah didapat, terlihat jelas bahwa variasi 
kepadatan jumlah node sangat berpengaruh terhadap naiknya nilai rasio 
normalized routing load yang dihasilkan masing-masing protokol. Pada Gambar 
4.4 terlihat kinerja terbaik terdapat pada protokol routing DSDV. Proses routing 
DSDV menerapkan mekanisme yang cukup sederhana, yakni dengan 
menggunakan tabel routing. Tiap node yang tersebar memiliki tabel routing 
miliknya sendiri dan saling bertukar informasi rute menuju node-node yang 
tersebar. Hal tersebut menyebabkan protokol DSDV tidak membutuhkan paket 
routing yang berlebihan.  
Berbeda dengan ZRP yang memang membutuhkan paket request routing yang 
cukup banyak. Proses routing ZRP berjalan secara proaktif dalam memelihara 
informasi topologi zona radius lokal yang dijalankan ditiap zona masing-masing 
node yang tersebar. Ketika destination node berada jauh diluar zona radius source 
node, maka pencarian rute dialihkan kepada peripheral node. Namun, ketika rute 
menuju destination node masih belum ditemukan, maka mekanisme yang sama 
akan diterapkan. Peripheral node milik source node akan meminta bantuan kepada 
peripheral node miliknya untuk mencari keberadaan destination node dengan 
mekanisme routing reaktif. Hal tersebut menyebabkan nilai normalized routing 
load ZRP memiliki nilai rata-rata yang sangat tinggi dibanding AOMDV dan DSDV.  
Sedangkan pada AOMDV nilai rata-rata normalized routing load yang 
dihasilkan cukup stabil walaupun belum sebaik DSDV. Hal tersebut disebabkan 
karena AOMDV bekerja secara reaktif dan dalam menangani rute yang terputus. 
Protokol AOMDV memelihara seluruh jalur alternatif yang dapat terhubung 
menuju destination node sebagai jalur pengganti ketika salah satu jalur rusak atau 
terputus. Hal tersebut akan berjalan efisien ketika node yang tersebar berjumlah 
sangat banyak dan memungkinkan adanya beberapa jalur yang bercabang menuju 
destination node. 
5.2 Analisis Pengaruh Variasi Kepadatan Node dengan Luas Area 
800x800 Meter 
Pada subbab ini dijabarkan tabel dan grafik perbandingan yang merupakan 
hasil pengujian dari kinerja protokol routing AOMDV, DSDV, dan ZRP. Hasil 
pengujian tersebut didapat berdasarkan implementasi dari skenario lingkungan 
pengujian dengan luas area 800x800 meter yang dijalankan pada variasi jumlah 
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node yang berbeda-beda dan diukur kinerjanya berdasarkan parameter packet 
delivery ratio, throughput, end-to-end delay dan normalized routing load. 
5.2.1 Packet Delivery Ratio 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 800x800 
meter dengan node yang berjumlah 20, 40, 80 dan 100, maka diperoleh nilai rata-
rata hasil packet delivery ratio pada masing-masing protokol routing yang 
dijabarkan pada tabel dan grafik berikut ini:  
Tabel 5.5 Hasil pengujian packet delivery ratio pada luas area 800x800m 
Gambar 5.5 Grafik packet delivery ratio pada luas area 800x800m 
Pada Gambar 5.5 terlihat dalam skenario lingkungan simulasi dengan luas area 
800x800 protokol routing AOMDV memiliki nilai rata-rata packet delivery ratio 
terbaik jika dibandingkan DSDV dan ZRP. AOMDV memiliki nilai rata-rata packet 
delivery ratio, yakni sebesar 0.933, 0.879, 0.839, dan 0.898 di kepadatan node yang 
berjumlah 20, 40, 80, dan 100. Jumlah node yang semakin bertambah membuat 
nilai packet delivery ratio tiap protokol routing mengalami penurunan. Seperti 
pada ZRP yang memiliki nilai rata-rata packet delivery ratio, yaitu sebesar 0.926, 
0.921, 0.375, dan 0.128. Penurunan yang sangat drastis terjadi pada ZRP ketika 
node berjumlah 80 dan 100 walapun sempat memiliki rasio tertinggi pada 
kepadatan node 40. Sedangkan pada DSDV grafik nilai packet delivery ratio 
cenderung mengalami kenaikan ketika node bertambah, yakni sebesar 0.810, 
0.769, 0.839, dan 0.847. 
 Tabel Hasil Pengujian Packet Delivery Ratio 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  0.933  0.879  0.839  0.898 
 DSDV  0.810  0.769  0.839  0.847 
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Dari hasil pengukuran packet delivery ratio yang telah didapat terlihat nilai 
rata-rata packet delivery ratio masing-masing protokol memiliki rasio jumlah paket 
diterima yang semakin rendah dari skenario luas area sebelumnya. Luas area yang 
semakin besar dan tidak diimbangi dengan jumlah node yang tersebar membuat 
proses routing masing-masing protokol terhambat serta menyebabkan sejumlah 
paket yang didrop dalam antrian interface queue semakin meningkat. 
Protokol routing ZRP memiliki nilai packet delivery ratio tertinggi ketika node 
berjumlah 40. Hal tersebut disebabkan oleh proses routing ZRP yang bekerja 
efisien dalam lalu lintas jaringan yang lengang. Pencarian rute dengan metode 
zona radius akan menjadi lebih mudah dalam menemukan destination node ketika 
lalu lintas yang dilalui tidak begitu padat. Hal tersebut berbanding terbalik ketika 
node bertambah dua kali lipat, maka akumulasi jalur routing akan semakin rumit 
dan memakan waktu lama.  
Sedangkan pada AOMDV nilai packet delivery ratio sedikit menurun dari 
skenario sebelumnya karena ruang lingkup yang semakin luas menyebabkan 
waktu delay yang bertambah. Sehingga proses pencarian rute maupun ketika 
pengiriman paket akan memakan waktu yang lebih lama. Proses routing AOMDV 
yang berjalan secara reaktif menyebabkan AOMDV harus melakukan proses 
discovery route terlebih dahulu dalam setiap proses pengiriman paket terbaru.  
Pada protokol DSDV pertukaran informasi tabel routing yang berjalan cukup 
lama disebabkan oleh seluruh node yang saling bertukar dan memperbarui tabel 
routing miliknya. Pembaruan tabel routing dilakukan melalui node-node 
tetangganya yang memungkinkan untuk dicapai. Hal tersebut mengakibatkan nilai 
rata-rata packet delivery ratio DSDV cenderung mengalami kenaikan ketika jumlah 
node bertambah.    
5.2.2 Throughput 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 800x800 
meter dengan node yang berjumlah 20, 40, 80 dan 100, maka diperoleh nilai rata-
rata hasil throughput pada masing-masing protokol routing yang dijabarkan pada 
tabel dan grafik berikut ini:  
Tabel 5.6 Hasil pengujian throughput pada luas area 800x800m 
 
 
 Tabel Hasil Pengujian Throughput (Kbps) 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  93.306  86.239  83.898  89.945 
 DSDV  81.045  77.184  83.889  84.702 
 ZRP  92.635  92.105  37.532  12.831 
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Gambar 5.6 Grafik throughput pada luas area 800x800m 
Pada Gambar 5.6 terlihat dalam skenario lingkungan simulasi dengan luas area 
800x800 protokol routing AOMDV memiliki nilai rata-rata throughput terbaik jika 
dibandingkan DSDV dan ZRP. AOMDV memiliki nilai rata-rata throughput, yakni 
sebesar 93.306, 86.239, 83.898, dan 89.945 di kepadatan node yang berjumlah 20, 
40, 80, dan 100. Jumlah node yang semakin bertambah membuat kecepatan 
throughput tiap protokol routing mengalami penurunan. Seperti pada ZRP yang 
memiliki nilai rata-rata throughput, yaitu sebesar 92.635, 92.105, 37.532, dan 
12.831. Penurunan yang sangat drastis terjadi pada ZRP ketika node berjumlah 80 
dan 100 walapun sempat memiliki kecepatan tertinggi pada kepadatan node 40. 
Sedangkan pada DSDV grafik nilai throughput cenderung mengalami kenaikan 
ketika node bertambah, yakni sebesar 81.045, 77.184, 83.889, dan 84.702. 
Protokol routing ZRP memiliki kecepatan tertinggi ketika node berjumlah 40. 
Namun, seketika turun drastis saat node bartambah dua kali lipat. Hal tersebut 
disebabkan oleh ZRP yang secara proaktif memelihara informasi topologi zona 
radius beserta beberapa peripheral node miliknya. Jika destination node berada 
diluar zona radius maka secara reaktif peripheral node akan melakukan pencarian 
rute dalam zona radiusnya. Proses tersebut akan berjalan lancar ketika node 
berjumlah sedikit. Namun, akan sangat rumit ketika jumlah node bertambah 
sehingga menyebabkan waktu pengiriman paket menjadi terhambat.   
Sedangkan DSDV kecepatan throughput masih tetap stabil dan cenderung naik 
walaupun nilai rata-rata kecepatannya cukup rendah. hal tersebut disebabkan 
oleh pengiriman paket data pada DSDV yang baru benar-benar dijalankan ketika 
source node mendapatkan pembaruan dari beberapa node terdekatnya tentang 
informasi keberadaan destination node. Ruang lingkup yang semakin luas 
mempengaruhi waktu pertukaran informasi tabel antar node yang menyebabkan 
kecepatan throughput menurun dari skenario sebelumnya. 
Sementara AOMDV yang memiliki rata-rata throughput diatas ZRP dan DSDV 


























tersebut, yakni jalur yang ditentukan dapat dipastikan bebas looping dan dapat 
menyimpan beberapa jalur alternatif. Nilai kecepatan throughput AOMDV yang 
menurun ketika jumlah node bertambah disebabkan oleh proses routing yang 
melalui tahap broadcast RREQ (route request) dan RREP (route reply). Proses 
tersebut dapat mengalami delay yang disebabkan oleh jarak tempuh pengiriman 
paket yang semakin jauh dan jumlah hop yang bertambah karena ruang lingkup 
yang semakin luas. 
5.2.3 End-to-end Delay 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 800x800 
meter dengan node yang berjumlah 20, 40, 80 dan 100, maka diperoleh nilai rata-
rata hasil packet delivery ratio pada masing-masing protokol routing yang 
dijabarkan pada tabel dan grafik berikut ini:  
Tabel 5.7 Hasil pengujian end-to-end delay pada luas area 800x800m 
 
Gambar 5.7 Grafik end-to-end delay pada luas area 800x800m 
Pada gambar 5.7 terlihat dalam skenario lingkungan simulasi dengan luas area 
800x800 diperoleh nilai rata-rata waktu end-to-end delay terbaik terdapat pada 
protokol routing DSDV pada kepadatan node 20 dan 40. Nilai waktu end-to-end 
delay DSDV, yakni 0.014 dan 0.019. Namun, pada kepadatan node 80 dan 100 nilai 
 Tabel Hasil Pengujian End-to-end Delay (Sec) 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  0.016  0.020  0.016  0.017 
 DSDV  0.014  0.019  0.027  0.368 
 ZRP  0.073  0.229  5.521  10.673 
0.016 0.02 0.016 0.017
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end-to-end delay DSDV justru naik menjadi 0.027, dan 0.368 sec. Kepadatan 
jumlah node sangat berpengaruh pada naiknya nilai waktu delay dalam 
pengiriman paket data masing-masing protokol. Hal tersebut juga terlihat jelas 
pada protokol routing ZRP yang memiliki nilai waktu delay, yakni 0.073, 0.229, 
5.521, dan 10.673 sec. Waktu end-to-end delay ZRP menunjukkan nilai yang sangat 
tinggi ketika node ditambah menjadi 80 dan 100. Sementara pada AOMDV 
kenaikan nilai waktu end-to-end delay berjalan stabil, yaitu dengan nilai 0.016, 
0.020, 0.016, dan 0.017 sec pada kepadatan node yang berjumlah 20, 40, 80, dan 
100.  
Berdasarkan hasil pengukuran yang telah didapat protokol DSDV memiliki nilai 
end-to-end delay yang cukup baik dalam skenario kepadatan node 20 dan 40.  Hal 
tersebut disebabkan oleh karakteristik DSDV yang memiliki kelebihan dalam 
akumulasi penentuan jalurnya yang cukup sederhana. Tiap node saling bertukar 
informasi tabel routing miliknya secara proaktif. Sehingga ketika sewaktu-waktu 
terjadi perubahan jalur proses pengiriman data tidak akan terhambat. Sedangkan 
pada AOMDV rute dibangun secara reaktif sehingga rekonstruksi pencarian rute 
berjalan berulang-ulang setiap kali paket baru akan dikirim. Hal tersebut 
menyebabkan bertambanya nilai waktu end-to-end delay saat pengiriman paket 
dijalankan. Sementara jarak transmisi yang semakin jauh akan menambah nilai 
waktu end-to-end delay AOMDV semakin tinggi. 
Pada ZRP tingginya nilai delay terlihat sejak node berjumlah 40 dan meningkat 
jauh saat node berjumlah 80 dan 100. hal tersebut diakibatkan dari kompleksitas 
akumulasi jalur routing yang harus menjaga informasi zona radius lokal secara 
proaktif. Sementara apabila destination node berada diluar zona radius, maka ZRP 
harus melakukan discovery route secara reaktif melalui tiap peripheral node. 
Bertambahnya luas area mempengaruhi naiknya nilai waktu end-to-end delay 
dalam proses routing ZRP. Peripheral node harus mengirimkan broadcast route 
request dan route replay jika destination node berada diluar jangkauan zona radius 
yang dalam hal ini akan sangat memakan waktu lama jika jarak transmisi berada 
di posisi yang saling berjauhan. 
5.2.4 Normalized Routing Load 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 800x800 
meter dengan jumlah node yaitu 20, 40, 80 dan 100, maka diperoleh nilai rata-rata 
normalized routing load pada masing-masing protokol routing yang dijabarkan 
pada tabel dan grafik berikut:  
Tabel 5.8 Hasil pengujian normalized routing load pada luas area 800x800m 
 Tabel Hasil Pengujian Normalized Routing Load 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  1.732  3.732  7.855  9.107 




Gambar 5.8 Grafik normalized routing load pada luas area 800x800m 
Pada gambar 5.8 terlihat dalam skenario lingkungan simulasi dengan luas area 
800x800 diperoleh nilai rasio normalized routing load terendah terdapat pada 
protokol routing DSDV. Nilai rata-rata normalized routing load DSDV, yakni 0.294, 
0.965, 3.890, dan 6.409 pada kepadatan node yang terdiri dari 20, 40, 80, dan 100 
node. Lalu lintas jaringan yang semakin padat membuat proses pencarian rute 
semakin rumit sehingga membuat paket routing yang dikirim tiap protokol 
semakin meningkat. Hal tersebut terlihat jelas pada protokol routing ZRP yang 
memiliki nilai rasio normalized routing load, yakni 8.331, 24.228, 188.182, dan 
590.12. Nilai rasio ZRP menunjukkan nilai yang sangat tinggi ketika node ditambah 
menjadi 80 dan 100. Sementara pada AOMDV kenaikan nilai rasio normalized 
routing load berjalan stabil, yaitu dengan nilai rata-rata 1.732, 3.732, 7.855, dan 
9.107 ketika node berjumlah 20, 40, 80, dan 100.  
Berdasarkan nilai rata-rata normalized routing load kinerja terbaik terdapat 
pada protokol routing DSDV. Hal tersebut disebabkan dalam menjalankan proses 
routing DSDV menggunakan algoritma yang cukup sederhana dalam rekonstruksi 
pencarian rutenya, yakni dengan menggunakan pertukaran tabel routing antar 
node. Protokol DSDV tidak memerlukan paket request routing yang berlebihan. 
Jauh berbeda dengan ZRP yang memiliki nilai rata-rata normalized routing load 
yang sangat tinggi ketika node berjumlah 80 dan 100. Proses routing ZRP 
membutuhkan request routing yang sangat banyak karena mekanisme routing 
yang berjalan secara proaktif dan reaktif dalam memperbarui informasi rute antar 
node. Apabila destination node berada jauh diluar jangkauan source node, maka 
akan dilakukan pencarian rute di beberapa node yang berada di zona radius terluar 
(peripheral node). Jika destination node masih tidak ditemukan, maka mekanisme 
yang sama akan diterapkan. Peripheral node tersebut akan meminta bantuan 
 ZRP  8.331  24.228  188.182  590.12 
1.732 3.732 7.855 9.107
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kepada node pada zona terluarnya untuk mengecek keberadaan node yang dituju. 
Proses ini akan berjalan secara bercabang ketika diterapkan di ruang lingkup yang 
lebih luas dan padat.  
Sedangkan pada AOMDV nilai rata-rata normalized routing load yang 
dihasilkan tidak jauh berbeda dari skenario sebelumnya hanya saja terjadi 
peningkatan pada nilai rasio yang dihasilkan. Luas area yang bertambah membuat 
rebroadcast request routing dari source node semakin banyak dan jika posisi 
destination node jauh diluar jangkauan, maka jumlah hop yang dilalui akan 
bertambah. Sehingga jumlah paket routing yang diteruskan melalui beberapa 
node akan meningkat sebanyak jumlah hop yang dilalui. 
5.3 Analisis Pengaruh Variasi Kepadatan Node dengan Luas Area 
1000x1000 Meter 
Pada subbab ini dijabarkan tabel dan grafik perbandingan yang merupakan 
hasil pengujian dari kinerja protokol routing AOMDV, DSDV, dan ZRP. Hasil 
pengujian tersebut didapat berdasarkan implementasi dari skenario lingkungan 
pengujian dengan luas area 1000x1000 meter yang dijalankan pada variasi jumlah 
node yang berbeda-beda dan diukur kinerjanya berdasarkan parameter packet 
delivery ratio, throughput, end-to-end delay dan normalized routing load. 
5.3.1 Packet Delivery Ratio 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 
1000x1000 meter dengan node yang berjumlah 20, 40, 80 dan 100, maka 
diperoleh nilai rata-rata hasil packet delivery ratio pada masing-masing protokol 
routing yang dijabarkan pada tabel dan grafik berikut ini:  
Tabel 5.9 Hasil pengujian packet delivery ratio pada luas area 1000x1000m 
 
 Tabel Hasil Pengujian Packet Delivery Ratio 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  0.796  0.826  0.865  0.861 
 DSDV  0.660  0.759  0.847  0.827 




Gambar 5.9 Grafik packet delivery ratio pada luas area 1000x1000m 
Pada gambar 5.9 terlihat dalam skenario lingkungan simulasi dengan luas area 
1000x1000 protokol routing AOMDV memiliki nilai rata-rata packet delivery ratio 
terbaik jika dibandingkan DSDV dan ZRP. AOMDV memiliki nilai rata-rata packet 
delivery ratio, yakni sebesar 0.796, 0.826, 0.865, dan 0.861 di kepadatan node yang 
berjumlah 20, 40, 80, dan 100. Jumlah node yang semakin bertambah membuat 
nilai packet delivery ratio tiap protokol routing mengalami penurunan. Seperti 
pada ZRP yang memiliki nilai rata-rata packet delivery ratio, yaitu sebesar 0.784, 
0.834, 0.165, dan 0.143. Penurunan yang sangat drastis terjadi pada ZRP ketika 
node berjumlah 80 dan 100 walapun sempat memiliki rasio tertinggi pada 
kepadatan node 40. Sedangkan pada DSDV grafik nilai packet delivery ratio 
cenderung mengalami kenaikan ketika node bertambah, yakni sebesar 0.660, 
0.759, 0.847, dan 0.827. 
Dari hasil pengukuran packet delivery ratio yang telah didapat terlihat nilai 
rata-rata packet delivery ratio dari masing-masing protokol yang menurun dari 
hasil 2 skenario pengujian sebelumnya. Hal tersebut disebabkan oleh semakin 
banyaknya jalur yang terputus ketika luas area yang diterapkan tidak sebanding 
dengan jumlah node yang tersebar. Banyaknya jalur yang terputus membuat 
frekuensi rekonstruksi pencarian jalur akan sering dilakukan. Hal tersebut 
menyebabkan paket yang didrop akan semakin meningkat. Luas area yang 
semakin besar membuat proses routing masing-masing protokol terhambat dan 
menyebabkan paket yang didrop dalam interface queue semakin meningkat. Hal 
tersebut terlihat pada nilai rata-rata packet delivery ratio yang dihasilkan semakin 
rendah dari skenario sebelumnya. 
Grafik nilai rata-rata packet delivery ratio AOMDV mengalami kenaikan ketika 
node berjumlah 40 dan 80, namun mengalami sedikit penurunan pada saat 
berjumlah 100. Jumlah node yang sangat banyak serta posisi node yang tersebar 
di area yang cukup luas menyebabkan proses discovery route memakan waktu 
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perubahan topologi yang tidak tentu menyebabkan banyak paket yang tidak 
terkirim dan bahkan didrop saat berada di interface queue. 
 Pada DSDV presentase nilai packet delivery ratio yang dihasilkan cukup rendah 
di semua skenario kepadatan node. Namun, grafik packet delivery ratio DSDV 
cenderung naik ketika node ditambahkan. Hal tersebut disebabkan oleh 
terhambatnya proses pertukaran informasi tabel routing karena posisi node yang 
saling berjauhan. Sehingga distribusi informasi yang dibutuhkan source node 
menuju destinastion node tidak berjalan lancar dan cenderung menunggu hingga 
posisi destination node dapat dijangkau. Pada DSDV proses routing berjalan secara 
proaktif sehingga ketika node bertambah semakin banyak, maka nilai packet 
delivery ratio justru naik karena luas area yang besar membutuhkan banyak node 
sebagai jembatan dalam proses pertukaran informasi menuju node tujuan. 
Sedangkan pada ZRP pengiriman berjalan lancar ketika node berjumlah 20 dan 
40 karena node tujuan yang masih berada dalam ruang lingkup zona radius. 
Sehingga memudahkan protokol routing ZRP dalam melakukan proses routing 
secara proaktif. Namun, ketika node naik menjadi 80 dan 100 posisi node tujuan 
dipastikan berada jauh diiluar zona radius. Hal tersebut menyebabkan ZRP harus 
melakukan routing secara reaktif melalui peripheral node yang tersebar pada zona 
radius. Mekanisme tersebut tentunya akan menghambat paket yang dikirim 
menuju destination node. 
5.3.2 Throughput 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 
1000x1000 meter dengan node yang berjumlah 20, 40, 80 dan 100, maka 
diperoleh nilai rata-rata hasil packet delivery ratio pada masing-masing protokol 
routing yang dijabarkan pada tabel dan grafik berikut ini:  
Tabel 5.10 Hasil pengujian throughput pada luas area 1000x1000m 
 
 Tabel Hasil Pengujian Throughput (Kbps) 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  80.617  82.960  86.545  86.301 
 DSDV  65.992  76.222  84.692  82.686 




Gambar 5.10 Grafik throughput pada luas area 1000x1000m 
Pada gambar 5.10 terlihat dalam skenario lingkungan simulasi dengan luas 
area 1000x1000 protokol routing AOMDV memiliki nilai rata-rata throughput 
terbaik jika dibandingkan DSDV dan ZRP. AOMDV memiliki nilai rata-rata 
throughput, yakni sebesar 80.617, 82.960, 86.545, dan 86.301 di kepadatan node 
yang berjumlah 20, 40, 80, dan 100. Jumlah node yang semakin bertambah 
membuat kecepatan throughput tiap protokol routing mengalami penurunan. 
Seperti pada ZRP yang memiliki nilai rata-rata throughput, yaitu sebesar 79.985, 
83.420, 16.573, dan 14.375. Penurunan yang sangat drastis terjadi pada ZRP ketika 
node berjumlah 80 dan 100 walapun sempat memiliki kecepatan tertinggi pada 
kepadatan node 40. Sedangkan pada DSDV grafik nilai throughput cenderung 
mengalami kenaikan ketika node bertambah, yakni sebesar 65.992, 76.222, 
84.692, dan 82.686. 
Nilai throughput AOMDV sempat mengalami penurunan ketika node 
berjumlah 100. Hal tersebut disebabkan oleh jumlah node yang bertambah serta 
topologi yang dinamis membuat proses pengiriman paket memakan waktu lama. 
Keunggulan AOMDV, yaitu dalam pemeliharaan multiple path yang bermanfaat 
ketika saat salah satu rute menuju node tujuan terputus.  
Pada DSDV grafik kecepatan throughput yang dihasilkan cenderung naik 
walaupun kecepatan rata-rata yang dihasilkan tidak setinggi AOMDV. Hal tersebut 
dikarenakan dalam luas area yang besar dibutuhkan banyak node yang tersebar 
sebagai penghubung dalam proses pertukaran informasi tabel routing antar node. 
Banyaknya node yang tersebar dan berada diluar jangkauan membuat proses 
pengiriman paket berjalan dengan waktu yang lama bahkan akan tertunda akibat 
proses routing yang terhambat.  
Sedangkan pada ZRP kecepatan throughput yang cukup baik ketika node 

























throughput mulai mengalami sedikit penurunan. Hal tersebut jelas dikarenakan 
kelemahan routing ZRP yang kurang maksimal jika berjalan dalam topologi yang 
memiliki lalu lintas jaringan yang cukup padat. Protokol routing ZRP harus bekerja 
dengan dua mekanisme sekaligus yakni pencarian rute secara proaktif dan reaktif. 
Peripheral node yang tersebar dalam zona radius lokal akan semakin banyak dan 
membuat proses routing berjalan lama dan membuat waktu delay yang tinggi. 
5.3.3 End-to-end Delay 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 
1000x1000 meter dengan node yang berjumlah 20, 40, 80 dan 100, maka 
diperoleh nilai rata-rata hasil packet delivery ratio pada masing-masing protokol 
routing yang dijabarkan pada tabel dan grafik berikut ini:  
Tabel 5.11 Hasil pengujian end-to-end delay pada luas area 1000x1000m 
Gambar 5.11 Grafik end-to-end delay pada luas area 1000x1000m 
Pada gambar 5.11 terlihat dalam skenario lingkungan simulasi dengan luas 
area 1000x1000 diperoleh nilai rata-rata waktu end-to-end delay terbaik terdapat 
pada protokol routing DSDV pada kepadatan node 20 dan 40. Nilai waktu end-to-
end delay DSDV, yakni 0.019 dan 0.020. Namun, pada kepadatan node 80 dan 100 
nilai end-to-end delay DSDV justru naik menjadi 0.068, dan 0.567 sec. Kepadatan 
jumlah node sangat berpengaruh pada naiknya nilai waktu delay dalam 
 Tabel Hasil Pengujian End-to-end Delay (Sec) 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  0.028  0.021  0.019  0.017 
 DSDV  0.019  0.020  0.068  0.567 
 ZRP  0.278  0.310  6.553  11.556 
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pengiriman paket data masing-masing protokol. Hal tersebut juga terlihat jelas 
pada protokol routing ZRP yang memiliki nilai waktu delay, yakni 0.278, 0.310, 
6.553, dan 11.556 sec. Waktu end-to-end delay ZRP menunjukkan nilai yang sangat 
tinggi ketika node ditambah menjadi 80 dan 100. Sementara pada AOMDV nilai 
waktu end-to-end delay cenderung menurun ketika jumlah node bertambah, yakni 
dengan nilai sebesar 0.028, 0.021, 0.019, dan 0.017 sec pada kepadatan node yang 
berjumlah 20, 40, 80, dan 100. 
Berdasarkan hasil pengujian yang didapat protokol DSDV memiliki nilai end-to-
end delay terendah jika dibandikan dengan AOMDV dan ZRP pada kepadatan node 
20 dan 40. Hal tersebut dikarenakan pemeliharaan jalur yang dilakukan secara 
berkala oleh DSDV dapat mengurangi dampak dari topologi yang cenderung 
berubah-ubah. Sehingga ketika terdapat jalur yang terputus, maka jalur rute yang 
baru akan segera diperbarui. Jalur baru akan diperbarui jika memang salah satu 
node terputus. Node terdekat akan memperbarui tabel routing miliknya dan saling 
bertukar informasi dengan node terdekatnya yang dapat dicapai. Namun, ketika 
jumlah node bertambah nilai waktu end-to-end delay DSDV cenderung naik. Hal 
tersebut disebabkan oleh node dengan jumlah besar yang tesebar di ruang lingkup 
yang cukup luas akan menyebabkan beberapa node tidak dapat dicapai. 
Pembaruan tabel akan berjalan lama sehingga menyebabkan waktu end-to-end 
delay yang cukup tinggi.  
Sedangkan pada AOMDV waktu end-to-end delay yang dihasilkan tidak jauh 
berbeda dengan DSDV bahkan nilai rata-rata AOMDV lebik saat node bertambah. 
Hal tersebut disebabkan oleh AOMDV yang memiliki kelebihan dalam merekam 
semua jalur yang memiliki akses menuju destination node, sehingga ketika node 
bertambah semakin padat serta intensitas perubahan jalur semakin tinggi dan 
menyebabkan salah satu jalur terputus, maka opsi jalur alternatif akan digunakan. 
Sehingga menyebabkan waktu end-to-end delay AOMDV lebih unggul dari DSDV 
ketika berjalan pada kepadatan node yang tinggi. 
 Pada protokol routing ZRP nilai end-to-end delay yang dihasilkan cukup stabil 
ketika node berjumlah 20 dan 40. Namun, ketika node bartambah menjadi 80 dan 
100 waktu delay cenderung naik bahkan nilai yang dihasilkan sangat tinggi. Hal 
tersebut disebabkan oleh jumlah node yang padat serta luas area jangkauan yang 
menyebabkan protokol ZRP harus menjalankan dua proses routing. Protokol 
routing ZRP harus memelihara topologi yang berada pada zona radiusnya secara 
proaktif. Jika destination node berada diluar zona radius lokal, maka peripheral 
node bertugas mencari rute menuju destination node secara reaktif. Hal tersebut 
akan membuat waktu end-to-end delay yang sangat tinggi ketika topologi 
sewaktu-waktu berubah dan menyebabkan pembaruan zona radius harus 
dibangun kembali. 
5.3.4 Normalized Routing Load 
Berdasarkan pengujian yang telah dilakukan dalam skenario luas area 
1000x1000 meter dengan node yang berjumlah 20, 40, 80 dan 100, maka 
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diperoleh nilai rata-rata hasil packet delivery ratio pada masing-masing protokol 
routing yang dijabarkan pada tabel dan grafik berikut ini: 
Tabel 5.12 Hasil pengujian normalized routing load pada luas area 1000x1000m 
 
Gambar 5.12 Grafik normalized routing load pada luas area 1000x1000m 
Pada gambar 5.12 terlihat dalam skenario lingkungan simulasi dengan luas 
area 1000x1000 nilai rata-rata normalized routing load terbaik terdapat pada 
protokol routing DSDV. Nilai rata-rata normalized routing load DSDV, yakni 
sebesar 0.729, 0.994, 5.598 dan 8.122 pada kepadatan node yang berjumlah 20, 
40, 80, dan 100. Namun, lalu lintas jaringan yang semakin padat membuat 
penentuan rute menjadi semakin rumit, sehingga membuat paket routing yang 
dikirim masing-masing protokol semakin meningkat. Hal tersebut terlihat jelas 
pada protokol routing ZRP yang memiliki nilai rasio, yakni sebesar 8.609, 23.528, 
328.435, dan 955.222. Kenaikan nilai normalized routing load yang cukup tinggi 
pada ZRP terjadi ketika jumlah node bertambah menjadi 80 dan 100. Sementara 
pada AOMDV kenaikan nilai rata-rata normalized routing load terjadi tidak terlalu 
signifikan, yaitu sebesar 2.090, 4.003, 7.621, 9.544 ketika node yang berjumlah 20, 
40, 80, dan 100.  
Berdasarkan hasil pengujian yang didapat nilai rata-rata normalized routing 
load terendah terdapat pada DSDV yang dalam proses pencarian jalurnya tidak 
 Tabel Hasil Pengujian Normalized Routing Load 
Protokol Routing 20 Node 40 Node 80 Node 100 Node 
 AOMDV  2.090  4.003  7.621  9.544 
 DSDV  0.729  0.994  5.598  8.122 
 ZRP  8.609  23.528  328.435  955.222 
2.09 4.003 7.621 9.544
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begitu banyak melakukan pengiriman paket routing. Hal tersebut dikarenakan 
dalam proses routing DSDV, faktor seperti padatnya jumlah node maupun luas 
area yang bertambah hanya mempengaruhi waktu delay dalam proses pertukaran 
tabel routing antar node. Sehingga jauh lebih besar pengaruhnya pada throughput 
dan packet delivery ratio. Proses routing DSDV yang secara kolektif seluruh node 
berbagi tabel routing miliknya kepada node tetangga terdekatnya, sehingga dapat 
mengurangi meningkatnya paket routing ketika jumlah node bertambah. Ketika 
terdapat jalur yang terputus secara berkala tabel routing diperbarui dengan 
membandingkan sequence number pada pembaruan tabel routing yang disebar.   
Sedangkan AOMDV nilai normalized routing load yang dihasilkan cukup tinggi 
dibandingkan skenario luas area sebelumnya hal ini disebabkan oleh padatnya 
jumlah node yang tersebar diarea yang cukup luas membuat banyaknya 
rebroadcast yang akan dikirim dalam proses route discovery. AOMDV yang 
merupakan protokol routing reaktif ketika paket akan dikirimkan, maka terlebih 
dahulu harus melakukan broadcast RREQ yang berisi alamat IP source node, 
sequence number, broadcast ID, dan alamat IP destination node yang disebar ke 
setiap node terdekat. Jika node terdekat tidak mengetahui keberadaan destination 
node, maka node tersebut akan melakukan rebroadcast lagi menuju node 
terdekatnya. Ketika RREQ telah sampai menuju destination node, maka 
destination node akan mengirimkan RREP (route reply) dan kemudian paket akan 
mulai dikirimkan. Proses tersebut cukup menghasilkan banyak paket routing 
ketika jumlah node yang sangat besar berada pada area yang cukup luas.  
Sedangkan pada ZRP nilai normalized routing load yang dihasilkan cenderung 
sangat tinggi jika dibandingkan AOMDV dan DSDV. Namun, nilai yang dihasilkan 
cenderung turun dari skenario luas area sebelumnya. Hal tersebut dikarenakan 
luas area yang besar memungkinkan beberapa node tersebar diluar jangkauan dan 
berada diluar zona radius lokal. Semakin banyak node yang tersebar didalam zona 
radius maka akan banyak peripheral node yang tersebar. Peripheral node secara 
reaktif akan mencari posisi node tujuan dengan proses route request dan route 
reply. Jika destination node tetap tidak ditemukan, maka peripheral node akan 
meminta bantuan peripheral node miliknya untuk melakukan hal yang sama. Hal 
tersebut menyebabkan meningktny paket routing yang dikirim jika terdapat 
puluhan peripheral node yang berada di suatu zona radius lokal. Perubahan 
topologi pada ZRP dapat diatasi dengan pengetahuan tentang node dalam zona 
radiusnya. Jika jalur yang terputus berada diluar zona radius, maka destination 
node akan mengirim paket route failure kepada source node untuk memberikan 






BAB 6 KESIMPULAN DAN SARAN 
6.1 Kesimpulan  
Berdasarkan dari hasil pengujian dan pembahsan yang telah dilakukan maka 
dapat diambil kesimpulan sebagai berikut:  
1. Dalam merancang lingkungan pengujian protokol routing pada jaringan 
MANET tahapan awal yang harus dilakukan adalah perancangan lingkungan 
pengujian yang meliputi penentuan parameter utama dalam pengujian, yakni 
jumlah node, luas area, durasi simulasi, jumlah koneksi, dan kecepatan 
mobilitas node. Berikutnya melakukan perancangan skenario lingkungan 
pengujian seperti perancangan topologi, penentuan arah gerak node, skenario 
pengiriman paket beserta protokol transpor yang akan digunakan. Tahapan 
terakhir dalam perancangan lingkungan pengujian yaitu menentukan 
parameter yang menjadi acuan dalam mengukur kinerja protokol routing pada 
MANET. Dalam penelitian ini skenario lingkungan pengujian dilakukan dengan 
menggunakan tiga luas area yang berbeda, yaitu 500x500m, 800x800m, dan 
1000x1000m. Tiap skenario luas area tersebut memiliki variasi jumlah node, 
yaitu 20, 40, 80 dan 100. Jenis mobilitas node yang digunakan dalam penelitian 
ini adalah random way point dan kecepatan pergerakan ditentukan secara 
acak dengan kecepatan maksimal 10 m/s. Jenis protokol transpor yang 
digunakan adalah UDP dengan mekanisme CBR yang dibangun dalam satu 
koneksi antara source dan destination node. Durasi pengujian berjalan selama 
600 detik. Parameter yang digunakan dalam pengukuran kinerja, yaitu 
throughput, end-to-end delay, packet delivery ratio, dan normalized routing 
load. 
2. Pengaruh kepadatan lalu lintas jaringan seperti pada jumlah node yang 
memiliki variasi 20, 40, 80, dan 100 yang dijalankan dalam skenario pengujian 
dengan luas area sebesar 500x500, 800x800, dan 1000x100 meter 
memberikan pengaruh yang signifikan terhadap kinerja protokol routing ZRP. 
Penurunan kualitas kinerja ZRP dapat dilihat berdasarkan nilai rata-rata 
throughput, end-to-end delay, packet delivery ratio, dan normalized routing 
load yang menurun drastis ketika jumlah node dan luas area ditambahkan. 
Sedangkan pada AOMDV dan DSDV penurunan kualitas kinerja juga terjadi 
ketika jumlah node ditambah dan luas area diperbesar. Namun, tidak terjadi 
penurunan nilai yang signifikan seperti halnya ZRP.  
3. Berdasarkan seluruh skenario pengujian yang telah dilakukan terhadap kinerja 
protokol routing AOMDV, DSDV dan ZRP dengan parameter pengukuran, yaitu 
throughput, end-to-end delay, packet delivery ratio, dan normalized routing 
didapat hasil analisis perbandingan kinerja sebagai berikut: 
a) Dalam pengukuran kinerja berdasarkan nilai packet delivery ratio, protokol 
routing AOMDV memiliki nilai rata-rata terbaik di seluruh skenario 
lingkungan pengujian jika dibandingkan dengan nilai rata-rata DSDV dan 
ZRP. Protokol routing ZRP memiliki nilai packet delivery ratio yang cukup 
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tinggi, namun hanya berlaku dalam skenario lingkungan pengujian dengan 
jumlah node 40. Nilai packet delivery ratio ZRP cenderung menurun drastis 
ketika jumlan node bertambah. Pada protokol DSDV nilai rata-rata packet 
delivery ratio yang dihasilkan cukup baik dan tidak terjadi penurunan nilai 
yang signifikan, namun masih belum sebaik nilai rata-rata AOMDV. 
b) Dalam pengukuran kinerja berdasarkan nilai throughput, protokol routing 
AOMDV memiliki nilai rata-rata terbaik di seluruh skenario lingkungan 
pengujian jika dibandingkan dengan nilai rata-rata DSDV dan ZRP. Protokol 
routing ZRP memiliki nilai throughput yang cukup tinggi, namun hanya 
berlaku dalam skenario lingkungan pengujian dengan jumlah 40 node. Nilai 
throughput ZRP cenderung menurun drastis ketika jumlan node 
bertambah. Pada protokol DSDV nilai rata-rata throughput yang dihasilkan 
cukup tinggi, namun masih belum sebaik nilai rata-rata protokol AOMDV. 
c) Dalam pengukuran kinerja berdasarkan nilai end-to-end delay, protokol 
routing DSDV memiliki nilai rata-rata terbaik di seluruh skenario lingkungan 
pengujian dengan jumlah node 20 dan 40 jika dibandingkan dengan nilai 
rata-rata AOMDV dan ZRP. Pada protokol AOMDV nilai rata-rata end-to-
end delay yang dihasilkan cukup stabil walaupun sedikit lebih tinggi dari 
protokol DSDV. Namun, di seluruh skenario kepadatan node 80 dan 100 
protokol AOMDV justru lebih unggul dibanding DSDV dan ZRP. Sedangkan 
pada protokol routing ZRP nilai rata-rata end-to-end delay yang dihasilkan 
cukup tingggi dan cenderung mengalami kenaikan yang drastis ketika 
jumlah node bertambah. 
d) Dalam pengukuran kinerja berdasarkan nilai normalized routing load, 
protokol routing DSDV memiliki nilai rata-rata terbaik di seluruh skenario 
lingkungan pengujian jika dibandingkan dengan nilai rata-rata AOMDV dan 
ZRP. Pada protokol AOMDV nilai rata-rata normalized routing load yang 
dihasilkan cukup tinggi, namun tidak terjadi kenaikan nilai yang signifikan. 
Sedangkan pada protokol routing ZRP nilai rata-rata normalized routing 
load yang dihasilkan sangat tinggi dan cenderung mengalami kenaikan 
yang drastis ketika jumlah node bertambah.  
6.2 Saran 
Berdasarkan penelitian yang telah dilakukan didapatkan saran sebagai upaya 
dalam pengembangan sistem protokol routing pada MANET selanjutnya yaitu: 
1. Untuk pengujian selanjutnya dapat menggunakan protokol jaringan TCP 
dimana dalam pengiriman paket datanya terdapat mekanisme sinkronisasi 
sehingga pengiriman data lebih reliable. 
2. Melakukan pengujian dengan skenario serangan keamanan sebagai analisis 
kerentanan sebuah protokol routing dalam hal keamanan jaringan.   
3. Menambah parameter pengujian dengan meninjau bagaimana efisiensi 
penggunaan energi tiap protokol routing. 
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4. Menggunakan skenario variasi kecepatan mobilitas node sehingga menambah 
variasi dalam uji kinerja dalam rekonstruksi jalur routing. 
5. Melakukan analisis perbandingan kinerja protokol routing reaktif, proaktif dan 
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LAMPIRAN A  
A.1 Source Code Konfigurasi Protokol AOMDV 
  
#=================================== 
#     Simulation parameters setup 
#=================================== 
set val(chan)   Channel/WirelessChannel    ;# channel type 
set val(prop)   Propagation/TwoRayGround   ;# radio-propagation 
model 
set val(netif)  Phy/WirelessPhy            ;# network interface type 
set val(mac)    Mac/802_11                 ;# MAC type 
set val(ifq)    Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)     LL                         ;# link layer type 
set val(ant)    Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen) 50                         ;# max packet in ifq 
set val(nn)     20                         ;# number of mobilenodes 
set val(rp)     AOMDV                     ;# routing protocol 
set val(x)      500                        ;# X dimension of 
topography 
set val(y)      500                        ;# Y dimension of 
topography 
set val(stop)   120                      ;# time of simulation end 
set val(t1)     0.0                        ; 




#        Initialization         
#=================================== 
#Create a ns simulator 
set ns [new Simulator] 
 
#Setup topography object 
set topo [new Topography] 
$topo load_flatgrid $val(x) $val(y) 
create-god $val(nn) 
 
#Open the NS trace file 
set tracefile [open outaomdv.tr w] 
$ns trace-all $tracefile 
 
#Open the NAM trace file 
set namfile [open outaomdv.nam w] 
$ns namtrace-all $namfile 
$ns namtrace-all-wireless $namfile $val(x) $val(y) 
set chan [new $val(chan)];#Create wireless channel 
 
#=================================== 
#     Mobile node parameter setup 
#=================================== 
$ns node-config -adhocRouting  $val(rp) \ 
                -llType        $val(ll) \ 
                -macType       $val(mac) \ 
                -ifqType       $val(ifq) \ 
                -ifqLen        $val(ifqlen) \ 
                -antType       $val(ant) \ 
                -propType      $val(prop) \ 
                -phyType       $val(netif) \ 
                -channel       $chan \ 
                -topoInstance  $topo \ 
                -agentTrace    ON \ 
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                -routerTrace   ON \ 
                -macTrace      ON \ 




#        Nodes Definition         
#=================================== 
 
for {set i 0} {$i < 20} { incr i } { 
            set node_($i) [$ns node] 
            $node_($i) random-motion 1   
            $ns initial_node_pos $node_($i) 30 
    } 
 
 $node_(0) color blue 
        $ns at 0.0 "$node_(0) color blue" 
 $ns at 0.0 "$node_(0) label source" 
 $node_(1) color green 
        $ns at 0.0 "$node_(1) color green" 
 $ns at 0.0 "$node_(1) label Destination" 
 
#Fixing the co-ordinate of simutaion area 
 
 
$node_(0) set X_ 1 
$node_(0) set Y_ 1 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 499 
$node_(1) set Y_ 499 




for {set i 2} {$i < 20} {incr i} { 
$node_($i) set X_ [expr rand()*$val(x)] 
$node_($i) set Y_ [expr rand()*$val(y)] 
$node_($i) set Z_ 0 
} 
#******************Defining Mobility ************************# 
# For mobility 300= movement x value, 100=movement y value, 50=speed 
in m/s 
 
#*****************Defining Random Mobility *******************# 
#Random mobility for all the nodes 
for { set i 0} {$i < 20} {incr i} { 
set xr [expr rand()*$val(x)] 
set yr [expr rand()*$val(y)] 
set kec [expr rand()*10] 
$ns at 0 "$node_($i) setdest $xr $yr $kec" 
set xr2 [expr rand()*$val(x)] 
set yr2 [expr rand()*$val(y)] 
$ns at 25 "$node_($i) setdest $xr2 $yr2 $kec" 
set xr3 [expr rand()*$val(x)] 
set yr3 [expr rand()*$val(y)] 
$ns at 50 "$node_($i) setdest $xr3 $yr3 $kec" 
set xr4 [expr rand()*$val(x)] 
set yr4 [expr rand()*$val(y)] 













#Setup a UDP connection 
set udp [new Agent/UDP] 
$ns attach-agent $node_(0) $udp 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
$ns connect $udp $null 
$udp set packetSize_ 1000 
 
#Setup a CBR Application over UDP connection 
set cbr [new Application/Traffic/CBR] 
$cbr attach-agent $udp 
$cbr set packetSize_ 1000 
$cbr set rate_ 1mb 
$cbr set random_ null 
$ns at 0.0 "$cbr start" 








#        Termination         
#=================================== 
#Define a 'finish' procedure 
proc finish {} { 
    global ns tracefile namfile 
    $ns flush-trace 
    close $tracefile 
    close $namfile 
    exec nam outaomdv.nam & 
    exit 0 
} 
for {set i 0} {$i < $val(nn) } { incr i } { 
    $ns at $val(stop) "\$node_($i) reset" 
} 
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "finish" 







A.2 Source Code Konfigurasi Protokol DSDV 
  
#=================================== 
#     Simulation parameters setup 
#=================================== 
set val(chan)   Channel/WirelessChannel    ;# channel type 
set val(prop)   Propagation/TwoRayGround   ;# radio-propagation 
model 
set val(netif)  Phy/WirelessPhy            ;# network interface type 
set val(mac)    Mac/802_11                 ;# MAC type 
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set val(ifq)    Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)     LL                         ;# link layer type 
set val(ant)    Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen) 50                         ;# max packet in ifq 
set val(nn)     20                         ;# number of mobilenodes 
set val(rp)     DSDV                     ;# routing protocol 
set val(x)      500                        ;# X dimension of 
topography 
set val(y)      500                        ;# Y dimension of 
topography 
set val(stop)   120                      ;# time of simulation end 
set val(t1)     0.0                        ; 




#        Initialization         
#=================================== 
#Create a ns simulator 
set ns [new Simulator] 
 
#Setup topography object 
set topo [new Topography] 
$topo load_flatgrid $val(x) $val(y) 
create-god $val(nn) 
 
#Open the NS trace file 
set tracefile [open outdsdv.tr w] 
$ns trace-all $tracefile 
 
#Open the NAM trace file 
set namfile [open outdsdv.nam w] 
$ns namtrace-all $namfile 
$ns namtrace-all-wireless $namfile $val(x) $val(y) 
set chan [new $val(chan)];#Create wireless channel 
 
#=================================== 
#     Mobile node parameter setup 
#=================================== 
$ns node-config -adhocRouting  $val(rp) \ 
                -llType        $val(ll) \ 
                -macType       $val(mac) \ 
                -ifqType       $val(ifq) \ 
                -ifqLen        $val(ifqlen) \ 
                -antType       $val(ant) \ 
                -propType      $val(prop) \ 
                -phyType       $val(netif) \ 
                -channel       $chan \ 
                -topoInstance  $topo \ 
                -agentTrace    ON \ 
                -routerTrace   ON \ 
                -macTrace      ON \ 




#        Nodes Definition         
#=================================== 
 
for {set i 0} {$i < 20} { incr i } { 
            set node_($i) [$ns node] 
            $node_($i) random-motion 1   
            $ns initial_node_pos $node_($i) 30 




 $node_(0) color blue 
        $ns at 0.0 "$node_(0) color blue" 
 $ns at 0.0 "$node_(0) label source" 
 $node_(1) color green 
        $ns at 0.0 "$node_(1) color green" 
 $ns at 0.0 "$node_(1) label Destination" 
 
#Fixing the co-ordinate of simutaion area 
 
 
$node_(0) set X_ 1 
$node_(0) set Y_ 1 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 499 
$node_(1) set Y_ 499 




for {set i 2} {$i < 20} {incr i} { 
$node_($i) set X_ [expr rand()*$val(x)] 
$node_($i) set Y_ [expr rand()*$val(y)] 
$node_($i) set Z_ 0 
} 
#******************Defining Mobility ************************# 
# For mobility 300= movement x value, 100=movement y value, 50=speed 
in m/s 
 
#*****************Defining Random Mobility *******************# 
#Random mobility for all the nodes 
for { set i 0} {$i < 20} {incr i} { 
set xr [expr rand()*$val(x)] 
set yr [expr rand()*$val(y)] 
set kec [expr rand()*10] 
$ns at 0 "$node_($i) setdest $xr $yr $kec" 
set xr2 [expr rand()*$val(x)] 
set yr2 [expr rand()*$val(y)] 
$ns at 25 "$node_($i) setdest $xr2 $yr2 $kec" 
set xr3 [expr rand()*$val(x)] 
set yr3 [expr rand()*$val(y)] 
$ns at 50 "$node_($i) setdest $xr3 $yr3 $kec" 
set xr4 [expr rand()*$val(x)] 
set yr4 [expr rand()*$val(y)] 




#Setup a UDP connection 
set udp [new Agent/UDP] 
$ns attach-agent $node_(0) $udp 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
$ns connect $udp $null 
$udp set packetSize_ 1000 
 
#Setup a CBR Application over UDP connection 
set cbr [new Application/Traffic/CBR] 
$cbr attach-agent $udp 
$cbr set packetSize_ 1000 
$cbr set rate_ 1mb 
$cbr set random_ null 
$ns at 0.0 "$cbr start" 










#        Termination         
#=================================== 
#Define a 'finish' procedure 
proc finish {} { 
    global ns tracefile namfile 
    $ns flush-trace 
    close $tracefile 
    close $namfile 
    exec nam outdsdv.nam & 
    exit 0 
} 
for {set i 0} {$i < $val(nn) } { incr i } { 
    $ns at $val(stop) "\$node_($i) reset" 
} 
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "finish" 




A.3 Source Code Konfigurasi Protokol ZRP 
  
#=================================== 
#     Simulation parameters setup 
#=================================== 
set val(chan)   Channel/WirelessChannel    ;# channel type 
set val(prop)   Propagation/TwoRayGround   ;# radio-propagation 
model 
set val(netif)  Phy/WirelessPhy            ;# network interface type 
set val(mac)    Mac/802_11                 ;# MAC type 
set val(ifq)    Queue/DropTail/PriQueue    ;# interface queue type 
set val(ll)     LL                         ;# link layer type 
set val(ant)    Antenna/OmniAntenna        ;# antenna model 
set val(ifqlen) 50                         ;# max packet in ifq 
set val(nn)     20                         ;# number of mobilenodes 
set val(rp)     ZRP                     ;# routing protocol 
set val(x)      500                        ;# X dimension of 
topography 
set val(y)      500                        ;# Y dimension of 
topography 
set val(stop)   120                      ;# time of simulation end 
set val(t1)     0.0                        ; 
set val(t2)     0.0                        ;   
Agent/ZRP set radius_ 2                    ;# Setting ZRP radius=2 
 
#=================================== 
#        Initialization         
#=================================== 
#Create a ns simulator 
set ns [new Simulator] 
 
#Setup topography object 
set topo [new Topography] 





#Open the NS trace file 
set tracefile [open outzrp.tr w] 
$ns trace-all $tracefile 
 
#Open the NAM trace file 
set namfile [open outzrp.nam w] 
$ns namtrace-all $namfile 
$ns namtrace-all-wireless $namfile $val(x) $val(y) 
set chan [new $val(chan)];#Create wireless channel 
 
#=================================== 
#     Mobile node parameter setup 
#=================================== 
$ns node-config -adhocRouting  $val(rp) \ 
                -llType        $val(ll) \ 
                -macType       $val(mac) \ 
                -ifqType       $val(ifq) \ 
                -ifqLen        $val(ifqlen) \ 
                -antType       $val(ant) \ 
                -propType      $val(prop) \ 
                -phyType       $val(netif) \ 
                -channel       $chan \ 
                -topoInstance  $topo \ 
                -agentTrace    ON \ 
                -routerTrace   ON \ 
                -macTrace      ON \ 




#        Nodes Definition         
#=================================== 
 
for {set i 0} {$i < 20} { incr i } { 
            set node_($i) [$ns node] 
            $node_($i) random-motion 1   
            $ns initial_node_pos $node_($i) 30 
    } 
 
 $node_(0) color blue 
        $ns at 0.0 "$node_(0) color blue" 
 $ns at 0.0 "$node_(0) label source" 
 $node_(1) color green 
        $ns at 0.0 "$node_(1) color green" 
 $ns at 0.0 "$node_(1) label Destination" 
 
#Fixing the co-ordinate of simutaion area 
 
 
$node_(0) set X_ 1 
$node_(0) set Y_ 1 
$node_(0) set Z_ 0.0 
 
$node_(1) set X_ 499 
$node_(1) set Y_ 499 




for {set i 2} {$i < 20} {incr i} { 
$node_($i) set X_ [expr rand()*$val(x)] 
$node_($i) set Y_ [expr rand()*$val(y)] 
$node_($i) set Z_ 0 
} 
#******************Defining Mobility ************************# 
75 
 
# For mobility 300= movement x value, 100=movement y value, 50=speed 
in m/s 
 
#*****************Defining Random Mobility *******************# 
#Random mobility for all the nodes 
for { set i 0} {$i < 20} {incr i} { 
set xr [expr rand()*$val(x)] 
set yr [expr rand()*$val(y)] 
set kec [expr rand()*10] 
$ns at 0 "$node_($i) setdest $xr $yr $kec" 
set xr2 [expr rand()*$val(x)] 
set yr2 [expr rand()*$val(y)] 
$ns at 25 "$node_($i) setdest $xr2 $yr2 $kec" 
set xr3 [expr rand()*$val(x)] 
set yr3 [expr rand()*$val(y)] 
$ns at 50 "$node_($i) setdest $xr3 $yr3 $kec" 
set xr4 [expr rand()*$val(x)] 
set yr4 [expr rand()*$val(y)] 





#Setup a UDP connection 
set udp [new Agent/UDP] 
$ns attach-agent $node_(0) $udp 
set null [new Agent/Null] 
$ns attach-agent $node_(1) $null 
$ns connect $udp $null 
$udp set packetSize_ 1000 
 
#Setup a CBR Application over UDP connection 
set cbr [new Application/Traffic/CBR] 
$cbr attach-agent $udp 
$cbr set packetSize_ 1000 
$cbr set rate_ 1mb 
$cbr set random_ null 
$ns at 0.0 "$cbr start" 








#        Termination         
#=================================== 
#Define a 'finish' procedure 
proc finish {} { 
    global ns tracefile namfile 
    $ns flush-trace 
    close $tracefile 
    close $namfile 
    exec nam outzrp.nam & 
    exit 0 
} 
for {set i 0} {$i < $val(nn) } { incr i } { 
    $ns at $val(stop) "\$node_($i) reset" 
} 
$ns at $val(stop) "$ns nam-end-wireless $val(stop)" 
$ns at $val(stop) "finish" 
$ns at $val(stop) "puts \"done\" ; $ns halt" 
$ns run 
 
