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1 Introduction 
1.1 Bioinorganic chemistry 
 
Although most of metals occur in living organisms only in trace amounts, their 
presence is absolutely indispensable. Most of the twenty-five essential elements are 
metals1. They function in almost all biological processes - cellular respiration, signal 
transduction, enzymatic catalysis being the most prominent examples.1 
Metals also play important role in medicine as imaging and therapeutic agents.2 
Examples include also non-essential elements, such as Li, Ba, Ga, In, Tc, Pt, Gd, Sm and 
others. The fact that mechanism of their action is often far from being understood, despite 
their wide-spread application, prevents from systematic improvement of these agents2.  
Utilization of transition metal properties, their maintenance and toxicity bestow 
ample attractive problems to be studied by inorganic chemistry. 
 
 
1.1.1 Metalloproteins 
 
Among various essential elements in biocatalysis, metalloproteins play a specific 
role by catalysing reactions that would not occur under physiological conditions. The 
presence of metal ions is thus crucial for the oxidation/reduction processes, electron 
transfer, spin-forbidden reactions and ‘difficult reactions’, such as N2, O2, C–H bond 
breaking.3 These processes are intimately involved in the fundamental elements of life, e.g. 
respiration and photosynthesis. Furthermore, metal ions play essential role in promoting 
processes such as protein folding, electron transfer, energy transfer, intra- and intercellular 
signalling and many others. It is, therefore, not surprising that approximately one third of 
proteins are estimated to contain metal ions4.  
Enormous efforts, both experimental and theoretical, have been exerted to 
understand the metalloprotein structure and function, including the correlation between the 
two.5,6,7 However, the experimental and theoretical methods exhibit certain limitations, 
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preventing any of them from providing a comprehensive and unambiguous picture of their 
catalytic action. 
The ultimate goal of our ongoing efforts (in which the presented diploma thesis 
represents the first step) is the design of novel peptide sequences mimicking the active site 
of metalloproteins, which would be enabled by the unique set of computer programs 
developed recently in our laboratory (the illustration of using the program for the design of 
putative iron(III)/zinc(II) active site mimicking the function of purple acid phosphatase is 
depicted in Figure 1). We believe that the above-described efforts will result in the 
discovery of new concepts that govern the topology and folding of metalloproteins and 
their catalytic action.  
 
Figure 1: The putative structure of the in silico designed active site of purple 
acid phosphatase.   Purple and dark green spheres represent Fe(III) and Zn(II). The most 
important bond distances are displayed. Backbone is in ribbon representation, while side-
chains are displayed explicitly.8  
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The strategy leading to the above goals starts with studying the metal-ion 
selectivity by theoretical methods and design of the highly selective metal-binding sites, 
perhaps seeking to answer the intriguing question of why Nature selected various metal 
ions for performing specific functions can be better understood if we fully understand 
factors determining the selectivity of their binding in biomolecules.9 
All the above issues represent central questions in the area of bioinorganic 
chemistry which is further discussed in the following section. 
 
 
1.1.1.1 Function of metal ions in metalloproteins 
 
Metal ions indulge in various roles, including catalysis, regulation and structure 
stabilization. Various metals possess unique properties that favour them in performing 
specific functions and this fact reflects in the measure of their exploitation by different 
organisms. For example, there is a significantly larger proportion of Fe-, Co-, Mn-binding 
proteins in archea and bacteria than in eukaryotes, while opposite is true for Zn ion10. The 
abundance of Zn domains11, specifically zinc-finger motifs that are mostly associated with 
DNA binding and gene regulation, hints that this trend is connected to more complex 
organization of eukaryotic genome. 
Regulatory metalloproteins can possess functional scaffolds that act as signal 
transducers, such as zinc-cysteine coordination environments, that influence other 
processes via controlled binding and release of zinc ion12.  
Metalloenzymes catalyse a wide variety of reactions, that could not otherwise occur 
under physiological conditions, such as reaction involving O2, N2, radical reactions, CH4 
formation, etc.3 
A numerous group of metalloenzymes are oxidoreductases.13 Metal ions in these 
enzymes are usually directly involved in the redox reaction, donating/accepting electrons 
from reactive species, but can also have additional function such as activating the 
substrate.14 Metal ions in oxidoreductases are often bound by cofactors, which can fine-
tune their redox potentials to fit various specific needs.15 
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In non-redox reactions, metal ion usually acts in electrostatic stabilization of 
intermediates or transition states or in destabilization of reactants, or helps with a proper 
substrate orientation. Activation of reactants involves withdrawal of electrons from ligands 
bound to the metal, inducing polarization of its bonds. The classical examples are 
polarization of P-O bond of ATP by Mg ions in kinases16,17 or increasing the acidity of a 
substrate/cofactor and proton release.18 Conversely, stabilization of intermediates and 
transition states exploits positive charge of metal ion to counterbalance local negative 
charge.19 In fact, the two functions of stabilizing intermediates and activation of reactants 
are often coupled, thus increasing the metal’s contribution to lowering the activation 
barrier.15 
The example of the complex function that metalloproteins play in the nature is 
depicted in Figure 2. The enzyme that is depicted in the figure belongs to the class of 
multi-copper oxidases (MCOs). The MCOs are enzymes that couple the four-electron 
reduction of dioxygen in the trinuclear copper cluster with four one-electron oxidations of 
the substrates at the distant Cu-T1 site.20 
 
Figure 2: Multi-copper oxidase active site. Schematic drawing of the active site 
displays transport of electrons and catalytic reactions. Sidechains of aminoacidic residues 
that bind copper ions are displayed. 
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1.1.1.2 Metal uptake 
 
The staggering fact that metalloproteins manage to pick their partner metal in a cell, 
although other metals are available, raises a question concerning the underlying 
mechanisms. The logical fact that metalloprotein needs to be stable with its metal partner 
does not imply its selection is purely on a thermodynamical basis. Even 
thermodynamically stable holoproteins are potential subjects for competition with metals 
that form less, yet comparably stable analogs. On the other hand, such proteins, or even 
proteins with lower affinities for target metals compared to other competing metal ions, 
could ensure stability by kinetically trapping the metal inside a protein. Nonetheless, these 
considerations suggest that the process of metalloprotein assembly is somehow mediated. 
Special group of proteins, called metallochaperones, are capable of binding a specific 
metal ion, transporting it to the target protein, recognizing it and finally passing it to the 
target protein.21 
Rather few metallochaperons are known and it is thus assumed that most of the 
proteins acquire their metal partners from cellular pools and maintain them on 
thermodynamical basis. Only a few examples of mispopulation of metal ion have been 
reported,22,23 although this could be due to difficulty in revealing such occasions. 
Metal ions can act as toxic agents if present in inappropriate concentrations or 
oxidation states. Thus, organisms developed systems and mechanisms for sensing, 
transport and maintenance of homeostatic balance of metal ions. Response to metal 
concentration is mediated through metal sensors that can act as regulators of gene 
expression, both as activators or repressors.24,25 Stronger interaction of sensors is found for 
metals farther up Irving–Williams series,26 implying the lowest threshold value for metal 
ions such as Zn(II)24 and Cu(II).27 The selectivity is maintained through combination of 
factors, such as coordination geometry, coordination number and the nature of ligands or 
discriminating for specific charge of metal ion through number of negatively charged 
residues in the binding site.27 The detection and uptake of specific metal ion is further 
governed by availability of different metal ions, implying that individual sensors can 
display variable sensitivity if observed, for example, in different organisms.28,29 In other 
proteins, allosterical properties ensure that although various metal ions bind to the protein, 
but only the correct one triggers the conformational change that mediates the signal.28,30,31 
Sensors can induce expression of proteins that store, sequester or in other way regulate or 
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react to metal ion levels. One of the ways excess of heavy metals is dealt with is through 
synthesis of cysteine- or histidine-rich proteins that have strong metal-binding ability, such 
as metallothioneins32 or Hpn proteins.33,34 
Whether mere thermodynamical preference of one metal over others can be 
sufficient for design of a metal-selective protein is an interesting question and one of the 
aims of the work that will be succeeding this study. 
 
 
1.1.2 Metal ion selectivity 
 
Metal-ligand complexes have been extensively studied by inorganic chemistry. 
Nature of ligands, their geometry and orientation around the metal, solvent and electronic 
configurations all play major role in stability of the complex.35 Following text focuses on 
ligands and their geometries, as these are the variables that will be varied throughout this 
work. 
Geometry of the complex is closely related to a concept of coordination number, 
i.e. number of ligands bound to the metal. Coordination number is in turn determined 
mainly by the metal electronic configuration. Usually, the highest stability is achieved by 
completing its valence shell. The 18-electron rule helps to explain the stability of 
complexes with high covalency in the bonds, such as those containing for example 
carbonyls as ligands.35 Its importance for bioinorganic chemistry where most of the bonds 
are ionic, with smaller degree of covalency, is somewhat limited. However, it still provides 
a qualitative explanation of the observation that different coordination numbers are 
preferred by different metals and their oxidation states. 
Hard and soft acids and bases (HSAB) theory of Parr and Pearson36 can provide a 
qualitative prediction and explanation of preference of transition metals for various 
ligands. Hard acids and bases are species with low polarizability and high charge-to-radius 
ratio (few representatives include Ti4+, Co3+, Cr3+ as Lewis acids and OH–, F–, Cl–, NH3, 
and CH3COO– as Lewis bases). Conversely, soft acids and bases are easily polarizable, 
usually larger species with low charge. Common representatives are entire functional 
groups or atoms from higher periods of the periodic table (examples include Pt2+, Pd2+, 
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Ag+, Au+, Hg2+, Hg22+, Cd2+ as soft Lewis acids and R3P, SCN–, I– , and H2S as soft Lewis 
bases). 
The theory states that hard acids preferentially bind to hard bases and soft acids 
prefer soft bases. Hard acid – hard base interaction is mostly ionic. The combination of 
high charge and small size provides good conditions for strong Coulomb interaction. On 
the other hand, low polarizability presents poor condition for formation of covalent bonds. 
On the contrary, soft acid -soft base interaction has a large proportion of covalent bonding 
and dispersion interaction, due to good polarizability of both partners. Mixed soft-hard 
pairs cannot form any of these interactions as effectively and thus form comparatively less 
stable complexes. 
 
 
1.1.3 Theoretical bioinorganic chemistry 
1.1.3.1 Prediction of metal-ion selectivity 
 
Computational modeling represents an indispensable tool in discovering 
fundamental physicochemical principles behind the chemical and biochemical processes.37 
One of the important biological phenomena is an uptake and binding of metal ions in 
biomolecules.38 Since various metal ions play various roles in biological machinery, Nature 
fine-tuned the selectivity of various sites, such as metal-binding sites in metalloproteins for 
the specific ions.39 Deciphering the mechanisms and factors behind the metal ion 
selectivity40,41 is a highly desirable task which may ultimately lead to answering the 
question ‘Why Nature selected specific metal ions for performing specific tasks?’42 
Despite the accuracy of the computational methods for the description of the 
complex equilibria in biological fluids is far from the satisfactory,43 it certainly 
complements experimental measurements in providing at least qualitative concepts 
concerning the details of the changes in the electronic and molecular structure upon metal 
complexation.44,45 In most of the applications that aim at the accurate description of the 
biomolecular systems, the key feature is the ability of the method to describe both the 
intrinsic (gas-phase) energetics of the studied process as well as the process of solvation 
and desolvation of interacting species.46,47 
Considering the fact that both solvation and desolvation of the charged species and 
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their in vacuo complexation energies are associated with large energetic changes (in the 
order of hundreds of kcal.mol-1 for divalent metal ions and negatively charged peptide 
species)48 one may easily perceive that achieving the (bio)chemical accuracy of ~1-2 
kcal.mol-1 (which translates into one unit in pK scale or one order of magnitude in the 
constants describing the equilibria in solution under normal pressure and temperature).49 
There have been many studies addressing the problem of metal-ion selectivity from 
a computational and quantum chemical perspective.50,51,52,53,54,55 These most often involved 
quantum chemical calculations of the small model of studied complexes, both in vacuo and 
polarized dielectric continuum in order to address the effects of the environment (e.g., 
solution, protein) and correlate the results with the phenomenological information obtained 
from the abundance of metal ions in the sites of metalloproteins. On the other hand, many 
attempts were made to address various equilibrium properties in the context of the full 
systems, which includes the calculations of reduction potentials56 and protonation 
equilibria in proteins (e.g., pKa values of protic functional groups).57,58 However, to the best 
of our knowledge, there is not a computational method or protocol available that would 
enable us to reliably predict these properties with the accuracy challenging the 
experimental thermodynamic values acquired in condensed phase, i.e. within the accuracy 
of 1-2 kcal.mol-1 in free enthalpy (∆G) value in solution. 
 
1.1.3.2 Design of metalloproteins 
 
Realization of the range of roles played by metal ions tempts to attempt designing a 
de novo metal-binding protein. Not only can it be a gateway to unlocking the unique 
chemical properties of metals for targeted exploitation in biological and/or technical utility, 
designing a peptide from scratch is an ultimate and thorough test of our knowledge of the 
field.  
The simpler path of metalloprotein design tries to mimick native proteins. Most of 
the native proteins retain their stability even after undergoing multiple mutations and, 
hence, offer an excellent framework for studying its modification without raising concern 
about flawed stability of the new construct59. This is especially true for α-helical motifs, 
which are more independent compared to β-sheet structures, which were, not surprisingly, 
among the first successes of de novo design60. Analogue of O2-binding haem proteins, that 
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retain affinity for O2 similar to the natural globins, while possessing lower affinity for 
carbon monoxide, can serve as an exciting example.61 
Further upside of mimicking a native protein when trying to design a new 
metalloprotein is that these scaffolds offer a versatile framework that is used by organisms 
themselves for a stunningly wide range of purposes. An example can be provided by β-
barrel fold that is present in ca. 600 types of proteins with various functions.62 
Numerous successful attempts have recently been made to alter the metal-binding 
properties of selected proteins with the aims of modifying protein function,63,64,65,66,67,68 
engineering novel metalloproteins or metal-binding sites in natural 
metalloproteins69,70,71,72,73,74, or tuning metalloprotein or peptide specificity towards a 
particular metal ion75,76,77,78,79. 
On the other hand, design of completely new unnatural proteins opens a new world 
of possibilities, namely incorporation of unnatural amino acids. This idea is very 
appealing, leading to development of numerous techniques aiming at this goal.80,81,82 
Besides introducing new side-chains, it also offers an opportunity to modify protein 
backbone, for example by exchanging amidic peptide bond for an ester linkage.83 
Modification of cofactors is also a hot topic, already with a number of successful 
applications. A trailblazing example is cast forward by Ru covalently attached to biotin, 
resulting in an artificial biocatalyst participating in reactions such as hydrogenation of 
alkenes, hydrogenation of ketones or carbon-carbon bond creation.84,85,86,87,88 
 Designing novel binding sites in peptides with high specificity for a particular 
metal ion is a highly attractive goal, namely for two reasons: it may provide a deeper 
understanding of the molecular basis for metal-ion specificity in protein and peptides on 
the one hand and binders for biomedical and technical applications on the other. These 
applications include the removal of metals from polluted environments, either by bacterial 
strains89,90,91,92,93 or other biotechnological techniques;94,95,96 the design of novel 
biosensors;97,98,99 the redesign of proteins (providing new building blocks – 
maquettes);100,101 or the design of new chelating compounds for medicinal chemistry.39 
Contribution to this field is one of the ambitious tasks for which the work presented in this 
thesis is but a first step. 
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1.2 Theoretical chemistry 
1.2.1 Characterization and limitations 
 
The goal of theoretical chemistry is not only to describe the underlying mechanisms 
behind the observed reality but also to predict the results of experiments. It means that 
mere existence of algorithms is not sufficient for a theory to be applicable, because 
existence of computational power able to solve problems in finite time is also required. 
This proved and still proves to be a significant problem in theoretical chemistry. 
Analytical solutions of quantum mechanical problems are principally impossible even 
for the simplest chemical species. Introduction of numerical methods and simplified 
models transfers part of the problem into the aforementioned necessity for computational 
potency. These simplifications, even though far less accurate, cut down the demand on 
time drastically. However it remains the main limitation in the course of calculation. 
Thus, selection of specific method is governed not only by its suitability for given 
problem but also by availability of computational power and time. This fact determines the 
nature of development of this scientific approach. In silico methods have also advanced 
significantly in the past few decades thanks to the vast progress in the field. Even though, 
contemporary theoretical chemistry may not appeal satisfactory, especially in the field of 
biochemistry where modelling of large and complex systems is required. However, the fact 
that the possibilities are to great extent delimited by hardware, which remains subject to 
unceasingly swift development, rather than by employed theory grants a great perspective 
to the field and many promises to the future. 
 
 
1.2.2  Methods 
 
Theoretical chemistry provides myriads of methods that differ not only in their 
approach, but more importantly in accuracy, computational cost and application. Choosing 
an appropriate method for dealing with a set-up problem is a paramount step. 
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Following paragraphs contain basic characterization and practical implications of 
methods relevant for this study. A more rigorous mathematical description and theoretical 
background can be found in the corresponding textbooks.102,103,104 
 
 
1.2.2.1 Overview 
We begin by introducing a term ab initio methods. Ab initio can be translated as 
‘from the beginning’ (or ‘from the first principles’), indicating that no empirical data are 
used. All of the properties (observables) of a given system are contained in its wave 
function, which is in general complex function that depends on spatial and spin coordinates 
of all elementary particles of the system. Non-relativistic wave function is obtained by 
solving Schrödinger equation: 
 
Ψ=Ψ
∂
∂ H
t
i ˆh          (1) 
 
The system is completely defined by its Hamiltonian (Ĥ), which includes terms for 
electron-nucleus, nucleus-nucleus, electron-electron interaction, and external electric or 
magnetic fields interaction terms, if applicable. The solution of Schrödinger equation 
yields a set of eigenfunctions (Ψi) and a corresponding set of eigenvalues (Ei). 
In most of chemical applications the time and spatial variables can be separated 
which leads to stationary Schrödinger equation which in the absence of external fields can 
be conveniently written as: 
 
Ψ=Ψ++++=Ψ EVVVTTH eenennen )ˆˆˆˆˆ(ˆ |||     (2) 
 
where Tˆ  stands for kinetic energy, Vˆ  for potential energy and subscripts n and e 
for nuclear and electronic parts, respectively. 
Typically, kinetic motion of nucleus is significantly smaller than that of electrons, 
as nucleons (proton and neutron) are approximately 1800 times heavier than an electron, 
and can be separated from the electronic motion. This is called Born-Oppenheimer 
approximation105. The electronic part of Schrödinger equation then simplifies to 
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),(),()ˆˆˆ(),(ˆ || rRErRVVTrRH eeneee Ψ=Ψ++=Ψ    (3) 
 
which depends on positions of nuclei (R) only parametrically. 
Born-Oppenheimer (or in general adiabatic) approximation is a plausible 
approximation in most of chemical application Its justifiability is ordained by the energy 
differences of individual electronic states of the system, but is usually considered as 
valid.106,107 
 
 
1.2.2.2 Hartree-Fock102 
 
Hartree-Fock method is central to quantum chemistry not only for being the 
simplest ab initio method for determining electronic structure, but also because it is the 
starting point for most of the more accurate (post Hartree-Fock, post-SCF) methods. 
 
Principle 
The HF method approximates the exact electron-electron interaction by an average 
potential field created by other electrons. Mathematically, this translates to expanding 
wavefunction into an antisymmetrized product of one-electron functions (atomic or 
molecular orbitals). This simplification allows for expression of the problem through a set 
of integro-differential equations that are each dependent on the coordinates of only one 
electron. 
 
)1()1()1(ˆ
rrr
iiiiF φεφ =          (4) 
 
where iφ  is one one-electron function (orbital), )1(
r
 marks dependence on three 
spatial and one spin coordinates of electron 1, iε  is an energy of orbital iφ  and iFˆ  is a 
Fock operator defined as 
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However, since the Fock operator depends on the orbitals on which it also operates, 
these problems need to be solved iteratively until the convergence in the energy and wave 
function is obtained. The final result is a set of orbitals (atomic or molecular) and their 
energies. Hartree-Fock ground-state wave function is constructed as Slater determinant 
consisting N/2 orbitals with lowest energy (where N is the number of electrons) in case of 
closed-shell electronic configuration. 
As a consequence, Hartree-Fock is a single-reference wave function method. It is a 
variational method which implies that the energy obtained from the calculation is an upper 
bound to an exact energy. As the molecular orbitals are constructed from the atomic 
orbitals, or rather the so-called basis set functions, the calculated energy is dependent on 
the basis set used and should converge to the Hartree-Fock limit in case of hypothetically 
infinite basis set. 
 
Limitations and scaling 
Limitations of Hartree-Fock method are given by the simplifications applied – even 
with the (hypothetically) complete (infinite) basis set an exact energy cannot be reached. 
The difference between the exact non-relativistic energy within the Born-Oppenheimer 
approximation and the Hartree-Fock limit is called an electron correlation energy. This 
difference is present due to the simplification of exact two-electron interaction by an 
average potential that does not involve instantaneous electron-electron interactions 
(correlated movement of the many electrons), and due to a single-reference representation. 
Hartree-Fock formally scales as O(n4) (n=number of basis functions) which rather 
stands at the lower end of the spectrum of ab initio methods.104 With larger systems the 
actual scaling rather approaches O(n2.7) with many efforts carried out to make it a linear 
scaling method. 
 
Applications 
Due to the inability to include electron correlation effects and to describe systems 
that cannot be described by a single-reference electronic configuration, Hartree-Fock wave 
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function (method) is nowadays used mostly as a starting point for more accurate methods 
(correlated wave function methods). 
 
 
1.2.2.3 Perturbation theory  
 
Principle102 
As the name suggests, this method divides the system into zeroth order 
approximation and its (desirably small) perturbation. Through exact knowledge of the 
zeroth order approximation (i.e. Hamiltonian and its eigenfunctions), perturbation theory 
allows expression of all properties of the perturbed system as an infinite sum of 
contributions.  
 
( )( )
( )( )......
...
ˆˆ
)2(2)1(
0
)2(2)1()0(
)2(2)1(
00
+Ψ+Ψ+Ψ+++=
=+Ψ+Ψ+Ψ+
iiiii
ii
EEE
VH
λλλλ
λλλ
    (6) 
 
where Ĥ0 is the original Hamiltionian, Vˆ is a perturbation operator, λ is a 
dimensionless parameter set to unity, )(niE  is n
th
-order energy contribution, 0Ψ  is an 
eigenstate of the original (non-perturbed) Hamiltonian and )(niΨ is nth-order perturbation 
of this reference state that can be expressed in terms of eigenstates of unperturbed 
Hamiltonian. 
The most common variant is Moller-Plesset perturbation theory (MPPT), which 
uses Hartree-Fock wave function as a zeroth order approximation. Zeroth and first order 
energy contributions sum up to the Hartree-Fock energy whereas higher order 
contributions constitute correlation energy. 
 
Limitations and scaling 
An expansion of MPPT into an infinite order of perturbation would yield exact 
ground state energy, but calculations of infinite number of expressions are technically 
impossible and the expansion needs to be terminated by including only the first x orders, x 
being typically 2-4. Choice of x is governed by the complexity of the studied system as the 
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computational cost quickly increases with the number of basis functions (O(n5) for x = 2 up 
to O(n9) for x = 6).104 However, convergence of the MPx series is not always guaranteed 
which questions the accuracy of the truncated series. Nevertheless, comparison studies of 
MP methods with experiment or high level calculations show good agreement in most 
cases.108,109 By far, the most popular is the MP2 (second order Moller-Plesset) method 
since it represents a reasonable compromise between the accuracy and the computational 
cost. 
 
Applications 
Second order of Moller-Plesset perturbation theory (MP2) is the simplest 
correlation energy correction within the method and is used for medium sized systems. 
Higher orders contributions are usually used only for smaller systems. 
 
1.2.2.4 Coupled clusters (CC) methods 
 
Principle104 
The CC wave function is expressed as a linear combination of Hartree-Fock 
ground-state wave-function and its various excitations using an exponential ansatz for the 
excitation operator. The CC method ensures size-consistency, i.e. linear scaling of energy 
with the number of electrons. The detailed description of CC expansion is beyond the 
scope of this diploma thesis. 
 
Limitations and scaling 
The main limitation of the CC theory is its high computational cost which depends 
on the level of excitations included in the CC ansatz. Thus, CCSD formally scales as O(n6), 
CCSD(T) scales as O(n7),104 CCSDT as O(n8) and CCSDTQ as O(n10).104 Therefore, 
CCSD(T) methods are nowadays limited to the systems of 30-40 atoms, whereas CCSDT 
and CCSDTQ calculations are still considered as prohibitive for medium-sized molecules. 
 
Applications 
As mentioned above CCSD(T) is often considered as a reference method for 
systems with the single-reference ground electronic state as it mostly provides an excellent 
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agreement with experiment and can be used as predictive method in cases where 
experimental data are not available.110,111 
 
 
1.2.2.5 Density functional theorem (DFT) 
 
Principle 112 
All previously discussed methods were based on the wave functions (that uniquely 
determines properties of the system). Although many-electron wave function is intuitively 
constructed from one electron wave functions, it is a complex function of 4N spatial and 
spin variables (N is the number of electrons) which significantly complicates algebraic 
manipulation for larger systems. 
An upside-down approach is presented in DFT methods that work with electron 
density rather than with coordinates of individual electrons. Electron density is function of 
only three spatial coordinates which simplifies comprehension as well as algebraic 
manipulation, while containing equivalent information. This equivalence is a consequence 
of the first Hohenberg-Kohn theorems state that the ground state properties (e.g., energy) 
of the system are uniquely determined by its electron density. The second Hohenberg-
Kohn theorem is then an analogue of variational principle in wave function methods and it 
says that the energy obtained by inserting any trial density into the exact (unknown) energy 
functional is an upper bound to the exact energy. 
If the exact form of the universal DFT functional is known it would provide us 
exact properties of the system. Unfortunately, this is not the case. In practice this problem 
has been solved by Kohn and Sham113 who used a model of non-interacting electrons as 
the reference system. This leads to a simplification of the kinetic energy functional and a 
set of Kohn-Sham equations that formally resembles Hartree-Fock equations and can be 
solved iteratively. The price to be paid is that the terms describing electron-electron 
interactions (exchange and correlation effects) are lumped into the exchange-correlation 
functional whose form is also unknown. Nowadays, plenty of convenient DFT exchange-
correlation functionals are available, derived quite often empirically (with certain boundary 
conditions to be satisfied) and calibrated against numerous thermodynamic, structural, and 
spectroscopic data. 
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DFT functionals 
As mentioned above the exact form of universal DFT functional defining kinetic 
and correlation energy is unknown. Various forms based on approximations and/or 
parameters fitting have been elaborated, providing more or less satisfactory results. Strictly 
speaking, fitting of parameters to match experimental results casts use of such functionals 
into a domain of semi-empirical methods. 
Three commonly used functionals, abbreviated as TPSS114, B3LYP115,116 and 
PBE117, are used throughout this work. 
 
Limitations and scaling 
DFT scaling depends on the complexity of functional, but its scaling is in general 
similar to the scaling of the Hartree-Fock method. In practice, it is usually less than O(n3), 
especially for larger systems. DFT is therefore considered to be fairly cheap computational 
method.118 However, there is an ongoing discussion concerning accuracy of DFT. Some 
studies show DFT is unable to correctly include long-distance dispersion interactions. This 
malady is often remedied by adding empirical dispersion term (DFT-D), which often 
improves the result significantly at no additional cost.119 
 
Applications 
Despite mentioned problems, DFT has been often shown to provide reasonable 
agreement with experiments and is nowadays considered as the best price/performance 
method in quantum chemistry.120 It is often the only choice for quantum chemical study of 
large systems, including most of the biologically relevant systems. In the realm of 
metalloproteins, the use of DFT is almost exclusive and the accuracy obtained is usually 
satisfactory.6 
 
1.2.3 Basis sets 
 
Basis set is a set of tabulated one electron (spin-free) functions that is used to 
express wave function or electron density. Ideally, one would like to use the infinite 
(complete) basis set which is, however, not possible. For practical purposes, we need to 
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select a finite basis set that will provide a good approximation. In other words, we need to 
minimize the difference between an arbitrary function and its best approximation obtained 
from linear combination of functions from this basis set. However, this formulation of the 
task is not too helpful, since wave-function (or electron density) of the system is the 
unknown that we are trying to unfold. 
Thus, development of a basis set is guided by chemical experience. The functions 
should have large enough values in the regions where the electron density is likely to be 
large and vice versa. However, this is not the only requirement. Computational cost for any 
method is dependent on the number of basis set functions. Choosing a large basis set has 
an upside of better description of the system, while smaller basis set lowers the cost of the 
calculation. Furthermore, it is imperative for these functions to have form that allows 
efficient calculations of integrals.104 
Using finite basis sets poses another problem. As mentioned above, larger basis sets 
provide more accurate description of a system. Basis functions of any two atoms overlap 
and improve the description of the system even if these atoms do not interact, i.e. - in case 
of atom-centred basis functions more compact geometries are stabilized by the way the 
system is described. This stabilization, called basis set superposition error, is purely 
artificial and we seek to eliminate it. One of the ways to achieve this is by counterpoise 
correction method.121 These undesired artificial contributions are obtained by SPE 
calculations of fragments of the given system which are, however, described by the basis 
functions of the entire system and these contributions are then subtracted from energy of 
the system. 
 
 
1.2.4 Representation of water environment 
 
Most of the biologically relevant molecules and systems are found in water 
environment. Therefore, representation of water environment is essential for accurate and 
relevant description of our systems. The straightforward approach of surrounding the 
system with a large number of water molecules, regularly applied in molecular dynamics 
simulations, is futile in quantum chemical calculations. Such an expansion of the system 
puts it beyond the reach of computability. 
 21 
An alternative that will be used throughout the study is COSMO, conductor-like 
screening model122. The model treats solvent as a dielectric continuum that is present 
outside of the space occuppied by the studied system. This space is defined by Van der 
Waals radii of the atoms of the system. The model includes polarization of the continuum 
by solute. This model provides a reasonable approximation of water environment at 
incomparably lower cost.123 
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2 Aims of the Diploma Thesis 
 
The primary aim of this work is to establish and, within limits of applied theory and 
available experimental data, justify strategy for de novo design of peptides or small 
proteins exhibiting high degree of  metal ion selectivity. 
 
Furthermore, we wish to provide refined input data based on this strategy that can 
be used for further development of novel peptides and as a core for database containing 
information about large number of metal-ligand complexes. 
 
Further aim is to contribute to understanding the principles of the interactions and 
behaviour of selected transition metal ions with biologically relevant molecules and 
systems. This includes a careful benchmarking of the theoretical methods and 
computational strategies. 
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3 Methods and Systems 
 
The scope of presented thesis can be divided into three areas: 
• Justification of the selected computational method to be used for geometry 
optimization of metal-ligand complexes and calculation of their binding energies. 
• Examination of the simplification of a system from metal-binding peptide in a 
water environment to a metal-ligand complex. 
• Exploitation of this model in an ongoing effort to design peptides with desired 
selectivity properties. 
 
  The methodological issues pertinent to solving these problems are discussed in 
details below. This includes computational details and system setup. 
 
3.1. Computational Details. 
All quantum chemical calculations reported in this work were performed using 
TURBOMOLE 6.2 program.124 The quantum chemical calculations were performed using 
the density functional theory (DFT) and correlated ab initio methods. Geometry 
optimizations were carried out either at the DFT level, employing Perdew-Burke-Ernzerhof 
(PBE) functional117 or using the MP2 method. These DFT/PBE calculations were 
expedited by expanding the Coulomb integrals in an auxiliary basis set, the resolution-of-
identity (RI-J) approximation.125,126 For all geometry optimizations, the def-SVP basis set 
was employed on all atoms.127,128 
The single-point DFT energies were calculated using the PBE,117 B3LYP,115,116 and 
TPSS114 functionals. For these calculations the def2-TZVP basis set was employed on all 
atoms.127 The ab initio reference energies were calculated using CCSD(T) method. In 
addition to the above basis sets, the correlation consistent aug-cc-pVDZ129 and aug-cc-
VTZ130 basis sets were used. To allow for solvation effects, the conductor-like screening 
model (COSMO) method131,132 was used with the dielectric constant corresponding to 
water (εr = 80).. 
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3.1 Towards Accurate Computational Modelling of Metal 
Ion Selectivity in Small Models of Protein Active Sites 
 
In order to verify the reliability of DFT or MP2 method that were to be used for 
production calculations, five model complexes were built. The complexes are depicted in 
Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Model complexes. Upper left - [MII(CH3S)(H2O)]1+ in linear coordination 
geometry; Upper middle - [MII(H2O)2(H2S)(NH3)]2+ in tetrahedral coordination geometry; 
Upper right - [MII(CH3S)(NH3)(H2O)(CH3COO)] in square-planar coordination geometry; 
Lower left - [MII(H2O)3(SH)(CH3COO)(Im)] in octahedral coordination geometry; Lower 
right - [MII(H2S)(H2O)(CH3COO)(PhOH)(Im)]1+ in trigonal bipyramidal coordination 
geometry; 
 
The choice of the combination of ligands is rather arbitrary but aims to include both 
charged and uncharged ligands and to range from small ligands (H2O, H2S) to the largest 
ones (PhOH). 
 25 
Several sets of calculations were performed in an effort to compare differences in 
energy and geometries caused by use of different methods, basis sets, and use of COSMO 
model. 
Each set consists of optimization part of the system and its reference and six single 
point energy (SPE) calculations: 
-system:   ghost atoms: none  regular: all 
-system:  ghost atoms: metal  regular: all but metal 
-system:  ghost atoms: all but metal regular: metal 
-reference system: ghost atoms: none  regular: all 
-reference system: ghost atoms: metal  regular: all but metal 
-reference system: ghost atoms: all but metal regular: metal 
 
where system stands for a complex in question and reference system stands for a 
complex with ligands substituted by water molecules. This scheme is set up to correct part 
of a basis superposition error. 
 
The sets of calculations that were performed include combinations of different 
basis sets, geometry optimization methods, SPE calculation methods and environment (gas 
phase/COSMO model). Geometry optimizations were performed at DFT and MP2 level. 
Single point energy calculations were performed at DFT, MP2 and CCSD(T) level. Basis 
sets used for SPE calculations include def2-TZVP, aug-cc-pVTZ, aug-cc-PVDZ. 
The purpose of the calculations was to investigate the influence of these factors on 
accuracy of predicted interaction energies, that we define as follows: 
 
( ) ( )])O)(H([G  ])O)([M(H ])L([G ])([ML  n2Mn2nMninti EEEEE −−−=   (7) 
 
where M denotes a metal ion, L denotes a ligand and Gx represents ghost atom with 
basis functions left from atom X. The overall charges of the complexes are not displayed in 
(7), since it varies (between 0 and 2+) in the model systems studied. 
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3.2 Predicting Stability Constants of Metal Ions in 
Peptidic Scaffolds from the First Principles 
 
Before using the strategy for large-scale calculations, verification of the model is 
required. Since revelation of properties of metal selectivity is the major ambition this work 
pursuits, the goal of this verification is to calculate binding energies of selected sites with 
the selected metals and qualitatively reproduce these values in the simplified model. 
 
 
3.2.1 Model peptides 
Three small peptides (for which experimental values of binding energies are 
available as well) were used in this verification. Their initial geometries (see Figure 4 on 
the next page) were obtained from the program build_peptide.133 It is important to mention 
that despite the studied peptides were synthesized and subject to experiments (MALDI-
TOF, chelatometry, isothermal titration calorimetry, ITC), the structural information is 
missing. The efforts to crystallize the peptides or determined their structure by means of 
NMR were precluded by the fact that binding constants were probably too low for these 
experiments (~10-6). 
The peptides are labelled according to the amino acids expected to participate in the 
metal binding – CC(cysteine-cysteine), MM (methionine-methionine) and HHTC 
(histidine-histidine-threonine-cysteine) 
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Figure 4.: Model peptides. Upper left - CGSC tetrapeptide (CC); Lower left - 
MINM tetrapeptide (MM); Right - HNLGMNHDLQGERPYVTEGC icosapeptide 
(HHTC) 
Arbitrary metal ion is represented by a grey sphere. 
 
 
3.2.2 Calculations of interaction energies 
 
Model peptides 
Set of calculations for computation of interaction energy consists of optimization 
part of the system and four single point energy (SPE) calculations: 
-system:   ghost atoms: none  regular: all 
-system:  ghost atoms: metal  regular: all but metal 
-reference system: ghost atoms: none  regular: all 
-reference system: ghost atoms: metal  regular: all but metal 
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where system stands for a complex in question and reference system stands for a 
complex of metal with six water molecules. This scheme is set up to correct part of a basis 
superposition error. 
• All of the calculations of HHTC peptide were done in both forms of protonated 
(labelled HHTCp) and deprotonated (labelled HHTCd) threonine side chain. 
• Structure optimizations of peptides were performed with and without constraints on 
geometry. In constrained optimizations individual ligand-metal-ligand angles were 
fixed. 
• All of the calculations of model peptides were done with implicit solvent model 
provided by COSMO 
 
Simplified first-shell model complexes 
Simplified model complexed were constructed in the following manner: 
1) Optimized geometry of the corresponding model peptide was considered 
2) Coordinates of metal and binding aminoacidic sidechains were extracted and 
truncated in a manner described below. The missing bonding partner was substituted with a 
hydrogen atom.  
3) In case of CC peptide the CO group of N-terminal cysteine binds to the metal 
and is included in the simplified model and is represented by a formamide (NH2)CHO 
In case of MM peptide the NH2 group of N-terminal methionine binds to the metal 
and is included in the simplified model and is represented by an ammonia NH3 
The process is displayed in Figure 5 on the next page. 
 
Set of calculations for computation of interaction energy consists of optimization 
part of the system and its reference and four single point energy (SPE) calculations: 
-system:   ghost atoms: none  regular: all 
-system:  ghost atoms: metal  regular: all but metal 
-reference system: ghost atoms: none  regular: all 
-reference system: ghost atoms: metal  regular: all but metal 
 
where system stands for a complex in question and reference system stands for a 
complex of metal with six water molecules. This scheme is set up to correct part of a basis 
superposition error. 
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All of the calculations of simplified complexes were done both with implicit 
solvent model COSMO and in gas phase 
Structure optimizations of simplified complexes were performed with and without 
constraints on geometry. In constrained optimizations individual ligand-metal-ligand 
angles were fixed. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: System simplification. Two methionine sidechains and terminal NH2 are 
recognised as ligands and represented in the simplified model as dimethyl sulfides and 
ammonia, respectively. Position of atoms is not changed during the simplification but the 
resulting system is subjected to geometry optimization. 
 
 
Reference systems: 
Reference systems are complexes of corresponding metal with six water molecules 
preorganised in octahedral geometry and optimized with no constraints on geometry. 
Optimizations were performed both with implicit solvent model COSMO and in gas phase. 
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3.3 [MXn] complexes: introduction to combinatorial 
quantum chemistry 
 
The final part comprises tremendous effort that has been undertaken to utilize the 
testing described in previous chapters. It is divided into three parts. The first part describes 
preparation of input files for all complexes that were to be investigated. Second part 
describes the calculations that have been performed with these complexes together with an 
outlook for the future. The final part expounds the process of construction of a peptide with 
desired metal coordination center. 
 
 
3.3.1 Input file preparation 
 
3.3.1.1 Selection of ligands  
 
Out of 20 basic amino acids, 11 of them are capable of binding metal ions via their 
side chains – aspartic acid, glutamic acid, asparagine, glutamine, cysteine, lysine, histidine, 
methionine, serine, threonine, tyrosine. To consider all of the possible binding sites (with 
respect to metal-binding amino acids) we need to have a representative molecule for each 
one of them. However, since it is the side chain that should have decisive effect on binding 
of the metal the rest of the amino acid is excluded from the model. Instead, the side chain 
is terminated by a CH3 group. Complete list of representatives is contained in Table 1 on 
the next page. 
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Table 1: List of ligands. Lists ligands used to represent amino acidic side chains 
as metal-binders. The ligand is usually a truncated side chain, so that it possesses metal-
binding atom and key atoms. 
Ligand Represents  Ligand  Represents 
 
CH3COO- 
Glutamic acid 
Aspartic acid 
 C6H5OH 
C6H5O- 
 
Tyrosine 
 
CH3CONH2 
Glutamine 
Asparagine 
 CH3SH 
CH3S- 
Cysteine 
C3H4N2 (Imidazole) Histidine  CH3SCH3 Methionine 
CH3OH Serine  CH3NH2 Lysine 
CH3CHOHCH3 Threonine    
 
 
 
Histidine can bind via a nitrogen atom of its imidazole ring. Both Nδ1 (N pros, 
abbreviated Npi, according to IUPAC nomenclature) and Nε2 (N tele, Nτ) binding modes are 
possible and should be included in the model. However, inclusion of each new 
representative into a set of possible ligands leads to a significant increase in the total 
number of complexes. Moreover, the difference between these two binding modes is likely 
to be unsubstantial or even imperceptible within the accuracy of the approach. Hence, 
inclusion of both modes would lead to a major increase in computational cost without 
actually increasing the information value contained in the results. 
The very same argument applies to glutamic and aspartic acid being represented by 
a single ligand, as well as glutamine-asparagine couple. 
On the other hand, some of the amino acids can acquire both charged and 
uncharged form. Since removal of hydrogen, otherwise bound to the ligating atom, has a 
major impact on electronic structure and overall behaviour of the ligand it is imperative to 
include both forms as two distinct ligands. This case applies for cysteine and tyrosine, 
which were also considered as cysteinate and tyrosinate. 
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Five geometries, eight metals and eleven ligands have been selected with an 
ambition to investigate all of the possible combinations of these variables. Even at first 
glance, it is obvious this will amount to a respectable quantity of complexes and even a 
mundane task of calculation set-up becomes a challenging quest. 
  
Two steps need to be accomplished: 
(i) acquiring a list of complexes to be studied; 
(ii) obtaining initial guess of their geometries. 
 
 
3.3.1.2 Constructing list of complexes 
 
Constructing the list is not trivial. Due to symmetries of chosen geometries, simply 
writing out all possible values of variables (geometry, ligands, metals) would not suffice, 
as this list would contain redundant entries, which is undesirable. A following approach, 
that breaks the problem into several easily manageable sub-steps, has been used: 
(1) A list of non-redundant templates is constructed. A template can be defined as a 
sequence of numbers, with each number defining a type of a ligand and the position of this 
number (in the sequence) defining ligand's position in the complex. If a template contains 
N different numbers, only numbers 1,2,...,N are used. We define N as cardinality of this 
template. 
A new template is redundant if application of any element of symmetry (or their 
combination) yields a template that is identical to any of those already approved. A more 
illustrative clarification is presented in Figure 6 on the next page.  
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sketch of a 
complex 
 
 
 
template      1 2 3 4 2 1 3 4 2 3 4 1 
reference number 1  2 3 
 
Figure 6: Examination of template redundancy. Three sample templates and 
their schematic drawings are displayed. First number in the template defines upper left 
corner of the square, second number defines upper right corner, etc. in clock-wise 
direction. 
Template 1 and 2 are non-redundant, since application of any combination of 
elements of symmetry to one template will not yield the other. On the other hand, 
templates 1 and 3 are redundant – template 3 is obtained from template 1 by a counter 
clock-wise 90° rotation. Therefore, only one of the two templates is selected. 
 
 
(2) A single isomorphism is constructed between each N-combination from a set of 
ligands and set {1,2,...,N}. All non-redundant complexes are obtained by applying these 
isomorphisms to all non-redundant templates (naturally, only isomorphisms, whose 
domain’s cardinality is equal to the cardinality of the template are applied). 
(3) This procedure fails if some of the templates are omitted or the redundancy of 
the template is misjudged. To verify none of the templates are omitted, list of all possible 
(redundant) templates was prepared. Applying elements of symmetry to a given (possibly 
redundant) template yields an identical template to one and one only from the list of non-
redundant templates, unless some have been omitted. 
Applying elements of symmetry to individual (non-redundant) templates will not 
produce a different non-redundant template, unless its redundancy has been misjudged. 
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Usually, metal ions in proteins are not bound by more then 4 amino acid side 
chains.9 To account for this observation, templates for trigonal bipyramidal and octahedral 
geometry consisted of four ligands plus one and two water molecules, respectively. 
 
3.3.1.3 Obtaining an initial guess of the molecular geometry 
 
First, the geometries of individual ligands were optimized. Second, the molecular 
geometry of octahedral complex Zn[(H2O)5L] was optimized. The initial guess for the 
orientation of a ligand was guided by chemical intuition.  
A program, called rotate, was written. It allows to construct specific complexes by 
using ligand-metal orientation obtained in the previous optimization. Thus, two out of three 
rotational degrees of freedom are defined. The remaining degree of freedom was 
determined by a rudimentary force field designed to prevent clash of ligands. 
By this approach and applying the combinatorial algorithms described in the 
previous section,  following numbers of metal complexes were constructed (using 11 
ligands and H2O): 
 66 for linear geometry 
 1001 for tetrahedral geometry 
 2211 for square planar geometry 
 4422 for octahedral geometry 
 7502 for trigonal bipyramidal geometry 
 
Since only initial guess of geometry was available, the first obligatory step is 
geometry optimization. Optimizations were performed with constrained geometries by 
fixing donor-metal-donor angles. There are two reasons for choosing constrained 
optimization over fully relaxed (non-constrained) optimization. The first reason is that 
these complexes represent the metal-binding site of a protein, which is likely to stabilize 
the positions of individual side chains. Although the geometry can be distorted in a protein, 
and most likely it is, fixing the angles represents the stabilization of side chains better than 
no fixation at all. Second reason is that we are trying to investigate preference of studied 
metals for chosen geometries. Distortion, or even destruction, of predefined geometry 
would not provide information about the energetics we seek. 
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3.3.2 Quantum Mechanical Calculations of [MXn] Complexes 
 
Optimizations were performed in vacuum environment, i.e. without COSMO 
model. There are two reasons for choosing vacuum environment over COSMO model. One 
reason is technical. COSMO calculations are several times more consuming than gas phase 
calculation. Due to immense number of complexes that were to be investigated this saving 
is welcome. More importantly, in vacuum a complex prefers closely packed 
conformations, while in water environment more open structures are formed, as water can 
interact with ligands. The inside of a protein is often hydrophobic and tightly packed, so 
use of vacuum environment seems to be reasonable, at least for geometry optimization. 
Optimized geometries of zinc complexes were used as initial guesses for 
optimization of the complexes of remaining metal ions. Again, there are two good reasons 
for this decision. Optimized geometry of an entire complex is a much better initial guess 
than mergence of optimized fragments, making its use economical as faster convergence 
can be expected. More importantly, the nearest local minimum is likely to be very similar 
to the starting point, which is a local minimum for complex with zinc. Thus, difference in 
energies will be mostly caused by exchange of metal, not by different conformations and 
interactions of ligands, thus yielding the requested information about metal ion selectivity. 
 
Obtaining a convergence of molecular geometries for 8 x 15 202 = 121 616 is a 
highly untrivial task. Each one is a unique system with its own PES that may present 
unique challenges for achieving convergence. Although optimization algorithms are very 
efficient and successful in most circumstances, some cases require systematic intervention. 
A script, called feeder, has been developed to undertake this challenge. It possesses 
two notable features. Firstly, it sets-up, submits, and regulates the calculations. Calculation 
set-up is dependent on the variables specific for the given calculation, such as overall 
charge of a complex, metal ion, geometry, etc. Regulation ensures effective exploitation of 
available computational power without overloading the computers or hard drives with data 
that cannot be processed in the imminent future, deletion of unnecessary data, and easy 
management.  
Secondly, it checks the progress of submitted calculations. Successfully converged 
jobs are stripped of unnecessary data. In the opposite case, causes of failure are analysed 
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and, if within competence of the feeder script, an attempt to remove them is made based on 
the results of the analysis. If the script is unable to deal with the specific problem or the 
calculation has failed to converge despite multiple attempts at fine-tuning the parameters, 
all of the job's data are dumped for later analysis. 
The script allows for a systematic progress in an ambitious quest with as little 
manual input as possible. Although not flawless, it enabled conveyance of a soaring 
amount of calculations that could hardly ever be managed without it. 
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3.3.3 Construction of new peptide 
 
Another program, called builder, is still in development. Given the position of 
metal-binding amino acid side chains the program constructs a peptide chain with given 
amino acids in predefined positions. 
The program works with a non-redundant PDB database of all known protein 
structures. 
First it finds all peptide fragments that can connect two arbitrary ligands of a 
complex, i.e. it finds fragments that start with an amino acid identical to one ligand and 
ends with the other; few (usually three) more residues beyond these terminal ones are 
included (so called ’tails’) for reasons desribed in the next paragraph. Due to large number 
of such fragments only those satisfying the necessary conditions are saved. These 
conditions can be summed up into a following requirement: if the fragment is rotated 
correctly the terminal side chains have to be in desired positions, their orientation towards 
the position of the metal has to be correct and the peptide must not occupy space reserved 
for metal, other side chains or to interfere with the rest of the peptide. 
In the next step, all combinations of these fragments are constructed. A scoring 
function has been devised to determine the quality of the new peptide. The scoring 
function takes into consideration deviations from prescribed side chain positions, angles 
and quality of tail overlaps. The idea behind the tail overlap is simple – in order to stabilize 
the position of ligating side chain it might be helpful to include amino acids from both 
directions of the peptide chain. Best combinations of fragments are merged and resulting 
peptides are printed out. 
Although the idea of constructing a peptide by merging fragments is rather crude it 
has shown some success before133. The new construct can be subjected to geometry 
optimization in order to test its stability. 
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4 Results and Discussion 
4.1 Towards Accurate Computational Modelling of Metal 
Ion Selectivity in Small Models of Protein Active Sites 
4.1.1 The reference benchmark CCSD(T) calculations 
 
For three smaller systems, [MII(CH3S)(H2O)]1+, [MII(H2O)2(H2S)(NH3)]2+, and 
[MII(CH3S)(NH3)(H2O)(CH3COO)] (Fig. 3a-c) and the corresponding perhydrated 
complexes: [MII(H2O)2]2+ and [MII(H2O)4]2+, it is possible to carry out the benchmark 
CCSD(T) calculations using a fairly large basis sets (up to aug-cc-pVTZ). For the current 
(benchmarking) purposes, the interaction energy is defined as the interaction of the bare 
metal ion with the ‘pre-organized’ binding site (obtained in the preceding molecular 
geometry optimization using the RI-PBE/def-SVP method). Three basis sets were used, viz 
def2-TZVP, aug-cc-pVDZ, and aug-cc-pVTZ. The results are summarized in Table 2 on 
the next page. 
 
Several important observations can be made from the values presented in Table 2. 
Methodologically, the most important fact that can be noticed in Table 1, is a very good 
agreement between RI-MP2 values and the reference CCSD(T) values, in all three basis set 
studied. The difference in interaction energies computed in a given basis is usually 1-3 
kcal.mol-1. The notable exceptions are the linear complexes of Cu(II) and Fe(II). These will 
be investigated in more detail later. The small ∆EMP2-CCSD(T) term also implies that one can 
attempt to obtain estimates of CCSD(T)/CBS values, as is routinely done in the 
calculations of interaction energies of weakly interacting systems. The MP2 (aDZ → aTZ 
→ aQZ) calculations with the CCSD(T) (aDZ → aTZ) correction would serve to this 
purposes, though a fairly good estimate can be already provided by the estimate of 
MP2/CBS value. What is even more encouraging is that the errors are much lower once we 
adopt the definition of interaction energy as defined by (7). 
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Table 2: The interaction energies of studied metal ions with model binding sites, Eint = 
E(complex) – E(M2+ ) – E(ligands) calculated using various ab initio and DFT methods. 
Equilibrium geometries were obtained using PBE/def-SVP method and constraining the systems 
to the given coordination geometries (i.e., fixing the L-M-L angles).  All values are 
inkcal/mol.
coord.  MP2 CCSD(T) PBE B3LYP TPSS 
geom. complex TZVa aDZb aTZc TZV aDZ aTZ TZV TZV TZV 
LId [ZnX2]+,e -462.3 -468.4 -474.5 -461.4 -467.7 -474.3    
 [ZnW2]2+ 
-180.9 -185.7 -191.4 -179.1 -184.1 -190.4 
   
 [CdX2]+ 
-428.1 -429.1 -436.3 -425.4 -426.1 -432.9 -459.7 -450.3 -450.4 
 [CdW2]2+ 
-145.4 -147.0 -152.4 -143.3 -144.9 -150.5 -163.2 -158.4 -158.2 
 [CuX2]+ 
-506.8  -542.6 -490.1  -521.7 -566.2 -545.1 -553.9 
 [CuW2]2+ 
-190.7  -199.9 -190.5  -200.8 -228.3 -209.5 -219.6 
 [FeX2]+ 
-432.0  -426.1 -436.2  -432.7    
 [FeW2]2+ -163.3  -162.4 -163.0  -164.1 
   
TH [ZnX4]2+,f 
-299.3 -305.3 -312.1 -296.7 -302.7 -310.5 
   
 [ZnW4]2+ 
-290.6 -291.9 -299.5 -288.7 -290.3 -299.0 
   
 [CdX4]2+ 
-249.6 -252.6 -259.6 -246.0 -248.8 -255.9 -272.6 -265.0 -264.8 
 [CdW4]2+ 
-238.6 -237.8 -245.0 -235.5 -234.8 -242.3 -254.6 -250.9 -248.5 
 [CuX4]2+ 
-299.8  -312.1 -301.8  -315.4 -353.0 -331.8 -343.6 
 [CuW4]2+ 
-289.3  -297.9 -289.1  -299.7 -325.5 -311.6 -317.5 
 [FeX4]2+ 
-271.2  -270.1 -271.0  -273.0 
   
 [FeW4]2+ -269.2  -266.1 -268.9  -268.9 
   
SQ [ZnY4] g 
-732.8 -730.7 -738.1 -732.2 -730.0 -738.6 
   
 [ZnW4]2+ 
-281.8 -282.8 -289.8 -280.0 -281.5 -289.5 
   
 [CdY4] 
-669.2 -665.4 -673.1 -666.9 -662.8 -670.7 -695.1 -685.2 -688.1 
 [CdW4]2+ 
-234.3 -233.0 -240.0 -231.3 -230.2 -237.5 -250.5 -246.5 -245.1 
 [CuY4] 
-744.0   -751.6   -803.8 -781.7 -795.7 
 [CuW4]2+ 
-301.0  -310.2 -301.5  -312.6 -337.9 -324.9 -332.0 
 [FeY4] 
     
    
 [FeW4]2+ -262.1   -262.0   
   
 
a
 def2-TZVP basis set 
b
 aug-cc-pVDZ basis set 
c
 aug-cc-pVTZ basis set 
d
 LI… linear, TH… tetrahedral, SQ…square planar coordination geometry 
e
 [MX2] stands for [MII(CH3S)(H2O)]1+ complex, [MW2]… [MII(H2O)2]2+ f
 [MX4] stands for [MII(H2O)2(H2S)(NH3)]2+ complex, [MW4]… [MII(H2O)4]2+ 
g
 [MY4] stands for [MII(CH3S)(NH3)(H2O)(CH3COO)] complex, [MW4]… [MII(H2O)4]2+ 
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In this equation the perhydrated complex in the given coordination geometry is 
used as the reference state. If we use the interaction energies as the central quantity that 
determines the metal ion selectivity, we can notice that the agreement between MP2 and 
CCSD(T) values drops down below 1 kcal.mol-1, in most cases. 
 The calculations also nicely reproduce well known trends in the binding of studied 
metal ions (much higher binding energies for copper and mercury, the former is in 
agreement with Irving-Williams series of stability constants), preference of Cu(II) for 
square planar geometry (in comparison with the tetrahedral geometry). 
 
At first glance, DFT values seem to be significantly off the values calculated by 
CCSD(T) or MP2. More careful examination, however, reveals that the shift is systematic, 
to a large extent. This can be seen if we apply equation (7) for calculation of interaction 
energy. Originally, differences in energy of complexes, i.e. values listed in Table £1, are in 
the range of 15-40 kcal.mol-1. Upon applying (7), i.e. E([MXn]) – E([MWn])., the 
differences between DFT and CCSD(T) predicted values drop to 0-25 kcal.mol-1. 
Significant differences in performance of individual functionals are encountered as well. 
Largest differences are found for the PBE functional. The TPSS functional performs much 
better and is only slightly surpassed by B3LYP, for which differences of 0-15 kcal.mol-1 are 
found. 
These values are still quite large. Although it is tempting to use DFT for calculation 
of interaction energies with DFT, it has to be remembered that the 15 kcal.mol-1 value is an 
accuracy limit of the presented approach for the DFT method. Although the shift can be 
systematic and does not necessarily interfere with the goal of predicting metal ion 
selectivity, it disqualifies DFT from precise prediction of interaction energies. 
 
The situation is similar for the more complicated octahedral and trigonal 
bipyramidal model complexes (Table 3on the next page). Agreement between MP2 and 
DFT improves after application of equation (7) but remains non-negligible and 
unsatisfactory. Although Eint predicted by MP2/aTZ and DFT/B3LYP for Cd-OH complex 
is identical, it is more of a solitary exception than a general rule. 
These values further confirm that DFT is not appropriate for predicting highly 
accurate interaction energies, at least in the approach adopted in this study. 
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Table 3: Energies of octahedral and trigonal bipyramidal complexes. The 
interaction energies of studied metal ions with model binding sites, Eint = E(complex) – 
E(M2+ ) – E(ligands) computed by using various ab initio and DFT methods. Equilibrium 
geometries were obtained using PBE/def-SVP method and constraining the systems to the 
given coordination geometries (i.e., fixing the L-M-L angles). The BSSE was accounted 
for using the counterpoise method of Boys and Bernardi. All values are in kcal.mol-1. 
coord. 
 MP2 PBE B3LYP TPSS 
geom. complex aDZa aTZb TZVc TZVc TZVc 
OHd [ZnX6]+,e -736.7 -745.2 -755.0 -747.0 -751.8 
 [ZnW6]2+ 
  -374.9 -373.3 -371.6 
 [CdX6]+ 
-669.6 -678.0 -693.8 -685.1 -688.3 
 [CdW6]2+ 
-300.6 -308.5 -317.7 -315.6 -312.2 
 [CuX6]+ 
-737.9 -745.7 -794.40 -772.7 -788.5 
 [CuW6]2+ 
-359.9 -368.5 -365.1 -384.2 -390.2 
TP [ZnX5]+,e 
-538.0 -546.5  
  
 [ZnW5]2+ 
  -343.2 -340.9 -339.0 
 [CdX5]+ 
-481.5 -489.1 -495.4 -489.7 -490.2 
 [CdW5]2+ 
-270.6 -278.1 -287.5 -284.6 -281.9 
 [CuX5]+ 
-533.2  -601.4 -580.6 -595.4 
 [CuW5]2+ 
-330.8 -339 -367.4 -354.3 -361.2 
 
 
a
 def2-TZVP basis set 
b
 aug-cc-pVDZ basis set 
c
 aug-cc-pVTZ basis set 
d
 OH… octahedral, TP… trigonal bipyramidal, 
e
 [MX6] stands for complex  [MII(H2O)3(SH)(CH3COO)(Im)], [MW2]… [MII(H2O)6]2+ f
 [MX5] stands for complex [MII(H2S)(H2O)(CH3COO)(PhOH)(Im)]1, 
[MW4]… [MII(H2O)5]2+ 
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4.1.2 Comparison of geometry optimization at different levels 
of theory 
 
As can be inferred from Tables 2 and 3, the interaction energies obtained using 
MP2 and DFT methods differ with the former ones being closer to the reference CCSD(T) 
calculations. The question naturally arises as to how accurate are equilibrium geometries 
obtained using DFT methods in comparison with the equilibrium MP2 geometries. For 
large-scale calculations, or the calculations of larger systems, the DFT/RI-PBE method is 
at least one order of magnitude faster than RI-MP2 method. Therefore, if it can be shown 
that the equilibrium geometries obtained using RI-PBE method are sufficiently accurate, 
the efficient and reasonably economic protocols such as the MP2/TZV//RI-PBE/def-SVP 
can be safely for sufficiently accurate modelling of the metal ion affinities in biomolecular 
sites. 
To answer the question three different sets of geometries were studied. 
For the first set an initial guess (“ig”) was optimized with MP2 method (ig/MP2). 
For the second set an initial guess, identical with the previous one, was optimized with 
DFT-RI-PBE/def-SVP method (ig/DFT). For the third set DFT-optimized structures were 
optimized with MP2 method (DFT opt/MP2). 
SPE calculations were undertaken for all these systems at MP2 level with aug-cc-
pVTZ/aug-cc-pVTZ-PP basis. Eint, as defined previously in (7), are presented in the Table 4 
below together with relative RMSD values and energy differences. 
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Table 4: the comparison of various geometries optimized with DFT and MP2 methods. 
RMSD values between corresponding complexes of interest MLn (upper line) and reference MWn 
systems (lower line - italics) are presented. 
metal coord. Eintf 
starting geom. / optimization method 
ig / MP2 
vs 
ig / DFT 
ig / DFT 
vs 
DFT opt. / MP2 
ig / MP2 
vs 
DFT opt. / MP2 
ion geom. ig / MP2 ig / DFT DFT opt. / 
MP2 
ΔEint RMSD ΔEint RMSD ΔEint RMSD 
Cd LIa 
-285.1 -283.8 -285.1 -1.3 
0.042 
0.026 1.3 
0.048 
0.023 0.0 
0.007 
0.003 
 THb 
-14.8 -14.6 -14.8 -0.2 
0.057 
0.039 0.3 
0.039 
0.029 0.0 
0.030 
0.026 
 SQc 
-441.7 -433.1 -442.0 -8.6 
0.150 
0.015 9.0 
0.155 
0.015 0.3 
0.043 
0.005 
 OHd 
-378.0 -369.5 -378.1 -8.4 
0.126 
0.009 8.6 
0.122 
0.015 0.1 
0.011 
0.007 
 TPe 
-224.0 -211.2 -214.8 
-12.9 
4.066 
0.020 3.6 
0.266 
0.015 -9.6 
4.078 
0.016 
Cu LIa 
-341.5 -342.6 -341.6 1.1 
0.035 
0.469 -1.0 
0.035 
0.005 0.1 
0.017 
0.003 
 THb 
-14.8 -14.1 -14.5 -0.7 
0.996 
0.122 0.4 
0.359 
0.121 -0.4 
0.845 
0.008 
 SQc 
-451.8 -439.4 -452.5 -12.4 
2.110 
0.132 13.0 
0.921 
0.133 0.7 
2.353 
0.005 
 OHd 
-385.1 -377.3 -385.9 -7.9 
0.312 
0.149 8.6 
0.317 
0.151 0.8 
0.026 
0.014 
 
 
a
 LI stands for [MII(CH3S)(H2O)]1+ complex,  
b
 TH stands for [MII(H2O)2(H2S)(NH3)]2+ complex,  
c
 SQ stands for [MII(CH3S)(NH3)(H2O)(CH3COO)] complex,  
d
 OH stands for [MII(H2O)3(SH)(CH3COO)(Im)] complex,  
e
 TP stands for [MII(H2S)(H2O)(CH3COO)(PhOH)(Im)]1+ complex, f  Defined in (7) 
 
  
The LI systems are very simple, containing only a metal ion and two ligands, in this 
case water and methanethiolate, offering little opportunity for overestimation or 
underestimation of different interactions. Thus, even very different optimization methods 
are unlikely to produce significantly distinct results. This expectation is confirmed by the 
findings. Energy differences of 1.3 and 1.1 kcal.mol-1 for Cd and Cu, respectively, are 
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inconsequential. Geometries are almost indistinguishable, as can be seen from very low 
values of RMSD. It is noteworthy, however, that upon return to MP2-optimization in 
DFTopt/MP2 set both energy differences and RMSD values (between LI systems of this 
set and of ig/MP2 set) drop almost to zero. 
The situation is similar in TH systems. The system is slightly more complicated, 
containing metal ion and four ligands, which, in this case, are very simple uncharged 
ligands (H2O, NH3, H2S). For Cd ion, just as in previous case, energy differences and 
RMSD values are diminutive and smallest for systems that are both optimized by MP2 
method. However, situation is little more interesting with Cu ion. Although energy 
differences remain insignificant, the RMSD values are quite large. A more careful 
examination of the systems shows that the main differences come from different 
orientations of ligands – even though, the energies remain almost unchanged. This fact 
suggests that these orientations can vary without perceivable impact on overall interaction 
energy. This premonition is further encouraged by the observation that even after returning 
to MP2 for optimization, the calculated RMSD value (between ig/MP2 and DFTopt/MP2) 
remains quite large. 
SQ systems are even more peculiar. For Cd ion the interaction energy of DFT 
optimized structure is significantly (ca. 9 kcal/mol) higher (less negative) than for both 
MP2 optimized geometries. The surprising fact is that RMSD values between these 
systems is rather small. Although it is quite possible that DFT optimized geometry is not a 
local minimum on MP2 energy evaluated PES, the presented differences are beyond 
expectation and we have no rigorous explanation for this insinuated discrepancy. 
For Cu ion, both the energy differences and the RMSD values are quite large for 
comparison of DFT optimized and MP2 optimized systems. This seems to be an illustrative 
example of different energy evaluation by different methods and a resulting shift in 
geometry. A closer look reveals differences, mainly in orientations of larger ligands. 
Comparison of MP2 optimized geometries is noteworthy as well. The energy is almost 
identical, but the RMSD value is towering. This curiosity is caused by rotation of single 
ligand by almost 180°. Thus, the complexes are almost mutual mirror images, with very 
similar energetics. The alignment procedure, however, uses least-square method and thus 
aligns the structures, in this case, very inefficiently. Should we use a different alignment 
method, we could overlay the structures so that displacement of individual atoms would be 
close to zero – except for the atoms of rotated ligand. 
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Situation in OH systems is similar to the previous one. For Cd ion, RMSD values 
are quite low, but the energy differences between DFT and MP2 optimized methods are 
significant (ca. 8.5 kcal/mol). A return to MP2 optimization in DFTopt/MP2 Cd-OH system 
causes the differences to vanish. The situation is less disturbing for Cu ion, since the 
RMSD values are larger and the energy differences are more justifiable. 
For TP systems, even MP2 optimized systems show significant differences both in 
energy and geometries, a typical example of different local minima found by starting from 
different initial geometries. Despite the large difference of ig/MP2 and ig/DFT, good 
agreement between ig/DFT and DFTopt/MP2 shows that DFT produced reasonable 
geometry that is close to MP2-evaluated PES minimum. 
To conclude, we may say that in most cases DFT optimization provided geometries 
are similar to their MP2-optimized counterparts both in structure and energy. In a non-
negligible number of cases, however, the differences are apparent. In some cases, energy 
differences are relatively large despite rather faint differences in geometry.  Thus, if 
aforementioned protocol MP2/TZV//RI-PBE/def-SVP is to be used, error of up to 15 
kcal.mol-1 can be expected. The error is generally larger for more complex systems. 
MP2-optimization with starting geometry taken from DFT-optimized systems 
yields results very similar to MP2-optimized systems that start with a mere initial guess of 
a geometry. A DFT-preoptimization with a subsequent MP2-optimization might be a 
bearable compromise between accuracy and computational cost. 
 
4.1.3  Solvation effects (PCM/COSMO calculations). 
Gas phase interaction energies are, in most cases, in the order of hundreds of 
kcal.mol-1. This fact is not surprising, as reference system is composed of metal ion and 
water molecules, while studied complexes contain charged residues. Strong Coulomb 
interaction between this negatively charged fragments and positively charged metal ion is 
the reason for such large interaction energies. This applies for all (studied) metal ions, 
although the actual strength of the interaction varies slightly. On the other hand, TH 
systems, that contain no charged ligands have interaction energies of 10-20 kcal.mol-1. 
In water environment, implicitly represented in our calculations by polarizable 
continuum of COSMO model, this interaction is significantly weakened. Highly polar 
water molecules can provide stabilizing interaction for both negatively and positively 
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charged species. Thus, part of the charge cloud is “expended” on interaction with water. As 
a result, the ligand, even though still carrying formal charge, offers significantly weaker 
interaction and the overall interaction energy is much lower. This trend can be inferred 
from Table 5. 
 
Table 5: Comparison of interaction energies calculated in gas phase and 
COSMO. SPE values of DFT-optimized structures at both DFT and  MP2 level. Data for 
Cu-TP is not available. 
 
metal coord. charged  Gas phase COSMO 
ion geom. ligands method   
DFT -291.9 -60.5 LIa 1 
MP2 -285.1 -55.3 
DFT -14.1 -14.5 THb 0 
MP2 -14.8 -13.9 
DFT -438.7 -85.6 SQc 2 
MP2 -441.7 -84.4 
DFT -369.5 -48.8 OHd 2 
MP2 -378.0 -53.4 
DFT -205.1 -35.8 
Cd 
TPe 1 
MP2 -224.0 -41.6 
DFT -335.5 -79.6 LIa 1 
MP2 -341.5 -84.4 
DFT -20.2 -19.5 THb 0 
MP2 -14.9 -14.2 
DFT -456.9 -85.7 SQc 2 
MP2 -451.8 -81.3 
DFT -388.9 -63.0 OHd 2 
MP2 -385.2 -49.5 
DFT -226.7 -41.5 
Cu 
TPe 1 
MP2  
 
 
 
a
 LI stands for [MII(CH3S)(H2O)]1+ complex, 
b
 TH stands for [MII(H2O)2(H2S)(NH3)]2+ complex, 
c
 SQ stands for [MII(CH3S)(NH3)(H2O)(CH3COO)] complex,  
d
 OH stands for [MII(H2O)3(SH)(CH3COO)(Im)]  
e
 TP stands for [MII(H2S)(H2O)(CH3COO)(PhOH)(Im)]1+ f  Defined in (7) 
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Upon introducing water environment, the interaction energy is lowered by a 
different amount, depending on the precise electronic structure of a given system. 
However, it can be claimed that the larger the number of charged ligands the larger the 
change of interaction energy, as larger amount of Coulomb interaction is lost due to 
interaction with surrounding water. This claim is consistent with the presented data. 
The values are virtually unchanged for TH systems, which contain no charged 
ligands. This would tempt to conclude that the change in amount of Coulomb interaction is 
the only significant change that has impact on the interaction energy of a given system. 
This idea, however, has to be dismissed, as other ligands do interact with their environment 
as well through dipole-dipole, dipole-induced dipole or dispersion interactions. These 
interactions cause geometries optimized in vacuum environment to be more compact than 
those in water environment, as these, although weak, interactions are usually favourable 
and no better partners are present. However, when the system is surrounded with water 
molecules, these can compete for interaction with ligands. Large dipole moment of water 
can often provide stronger interaction than most of the ligands. Additionally, more open 
geometries offer more space for these interactions. Hence, it can be expected that 
introducing water environment can have a major impact on orientations of ligands and its 
overall geometry. The reason for utter indifference of interaction energies in TH systems to 
the environment might lie in the simple structure of its ligands (two H2O molecules, H2S 
and NH3) that offers little opportunity to a more complex interaction, such as effect of 
more or less compact geometries that has been outlined above. Moreover, the interaction 
energy of this complex seems to have little dependence on the orientation of these ligands, 
as has been discussed in section 3.2 
The interaction energies are much lower in the condensed phase and are thus closer 
to experimental values that are in the range of 0-20 kcal/mol. However, these values are 
still as high as 90 kcal/mol. It seems that COSMO model fails to fully supplement water 
environment and, thus, underestimates the stabilization provided by water molecules. A 
straightforward solution of surrounding the complex with another layer of water molecules 
could remedy the situation but, in return, introduces further problems. Specifically, 
introducing large number of water-water interactions impacts energy of the complex and 
eclipses the original issue. Since different geometries are studied it is impossible to ensure 
that the orientations of water molecules, and hence overall water-water interaction, are 
unchanged. A more thorough approach of sampling the phase space is well beyond the 
scope of this study. 
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4.2 Predicting Stability Constants of Metal Ions in 
Peptidic Scaffolds from the First Principles 
4.2.1 Approximating the Complex Peptide Binding Site by Its 
First-Sphere Representation 
We investigate the simplification of a metal-binding protein to a complex 
containing only the first-sphere ligands – amino acid side chains ligating the metal ion (and 
possibly backbone NH2 or CO functional groups), and its effect on interaction energies 
(define in (7)). We do this by comparing the systems with identical environment (i.e. those 
optimized and calculated with COSMO model, as protein systems were not calculated in 
gas phase ) and restrictions on geometry optimization (either no constraints or fixed donor-
metal-donor angles). Calculated values of interaction energies for these systems are 
summarized in Tables 6 and 7. 
 
Table 6: The interaction energies of whole peptides calculated with COSMO model. All 
values are in kcal.mol-1. 
Geom. 
constraintsa
 
systemb 
 
MN 
 
FE 
 
CO 
 
NI 
 
CU 
 
ZN 
 
CD 
 
HG 
Eintmax 
– 
Eintmin 
free CC 8.6 3.4 1.1 4.4 -32.2 -8.0 -29.1 -80.5  89.1 
 MM 87.5 88.1 83.1 91.3 51.3 74.6 52.5 11.8  79.5 
 HHTCp -27.6  -39.0 -32.4  -43.5 -51.1 -84.2  56.6 
 HHTCd -65.3 -75.1 -83.4 -71.7 -102.3 -80.1 -83.9 -112.0  46.7 
   
      
   
fixed CC 11.8 7.7 5.4 8.9 -25.7 -1.4 -28.1 -80.7  92.5 
 MM 87.8 89.2 87.6 89.6 77.4 78.4 51.7 10.8  78.7 
 HHTCp -15.1    -60.6 -26.7 -42.2 -84.0  68.8 
 HHTCd -58.3    -108.3 -71.1 -74.4 -105.5  50.0 
 
a
 … free – no constraints on geometry, fixed – fixed ligand-metal-ligand angles 
b
 … model peptides described in chapter 3.2.1  
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Table 7: The interaction energies of simplified systems derived from whole peptides 
calculated with COSMO model. All values are in kcal.mol-1. 
Geom. 
constraintsa
 
systemb 
 
MN 
 
FE 
 
CO 
 
NI 
 
CU 
 
ZN 
 
CD 
 
HG 
Eintmax 
– 
Eintmin 
free CC 1.0 -5.5 -10.6 -4.9 -45.9 -14.7 -34.9 -87.3  88.3 
 MM 69.7 67.2 63.2 68.3 24.8 53.6 31.7 -7.7  77.4 
 HHTCp -16.3 -24.6 -28.8 -21.6 -48.8 -33.3 -40.0 -65.4  49.0 
 HHTCd -64.0 -75.1 -80.4 -76.3 -100.4 -79.4 -81.0 -116.1  52.1 
   
      
   
fixed CC 4.7 -0.6 -6.1 -2.7 -33.3 -12.7 -34.6 -83.7  88.4 
 MM 72.8 69.9 69.3 72.3 33.6 64.2 36.8 -3.7  76.5 
 
 
a
 … free – no constraints on geometry, fixed – fixed ligand-metal-ligand angles 
b
 … simplified systems derived as described in chapter 3.2.2 
 
 
The absolute values of complexation energies for original and simplified systems 
are different. This can be expected as the whole peptide provides more interaction partners 
than simplified system derived from it. Moreover, slightly different orientations of ligands 
are present. However, the range of these differences is quite narrow. For more illustrative 
display we define simplification energies as:
  
 
int
orig,i
int
1st,i
sim
i E- E E =   
(8)
 
 
where Eintorig,i is a interaction energy metal ion in the full peptide and Eint1st,i is interaction 
energy of simplified system derived from its original as described in Computational Details 
section. 
For constrained systems, where only the effect of different number of interaction 
partners takes place, simplification energies range from 7.1 to 14.3 for HHTCp, 6.9 to 11.4 
for HHTCd, -11.5 to -3.0  for CC, and -19.4 to -14.1 for MM with a single exception of 
-43.8 for Cu; all values are in kcal.mol-1 (the reason for this large deviation is discussed in 
the next paragraph). This implies that outer layer does influence interaction energy but with 
limited regard to metal ion (4.6 to 8.6 kcal.mol-1 differences). For unconstrained systems, 
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where both effects are present, these values are slightly different (10.2 to 18.8 for HHTCp, 
-4.6 to 3.1 for HHTCd, -13.6 to -5.8 for CC and -26.4 to -17.8 for MM; in kcal.mol-1) but 
the dependence on the metal ion remains similar (7.7 to 8.7 kcal.mol-1 differences). These 
numbers would suggest that differences in complexation energies of less than ~10 
kcal.mol-1 are not reliably reproduced within this simplification. However, complexation 
energies span in the range of 40-90 kcal.mol-1 and therefore, some information concerning 
the potential selectivity is retained in the simplification. 
Large value of simplification energy for Cu in constrained MM system is present 
due to non-consistent simplification of a protein to a first-layer complex. Simplified MM 
systems consist of two dimethyl sulfides (representing methionine side chain) and 
ammonia (representing terminal NH2 functional group). The problem occurs with 
representation of this terminal NH2 group. In all systems, except for the one containing Cu, 
the NH2 group is bound to a metal. This favourable interaction is absent in the whole 
protein MM-Cu system. However, in the simplified representative of MM-Cu system this 
group is bound in the same way as in all other systems and represents a favourable 
interaction. Thus, the simplification energy for this system is ca. 25 kcal.mol-1 more 
negative than for other systems in this series. If this group is removed completely in the 
simplified system, we obtain EintCu = 86.4 kcal/mol and EsimCu = +8.9 kcal.mol-1 which is 
different from other values as well. Clearly, the correct description lies somewhere between 
the two values. Since this is a unique exception it is excluded from further discussion. 
 
Despite the pessimistic outlook drawn by the estimated accuracy of this 
simplification the actual ordering of metal ion affinities in the studied systems for various 
metal ions is surprisingly well preserved (Figure 7 on the next page). 
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Figure 7. Relative affinities of systems for various metal ions. Interaction energies of 
eight divalent metal ions with studied systems are displayed. 
 
Constrained systems 
For CC system, relative order of affinities is preserved in the simplification. The 
single exception of Ni and Fe, where the order is swapped, shows difference in 
complexation energies of ~2 kcal.mol-1. 
For MM system, affinities for Mn, Fe, Co and Ni all lie within range of 2 
kcal.mol-1. Their relative order is different in the simplified systems but all these values lie 
in 3.6 kcal.mol-1 wide range. The overall order of affinities of Zn, Cd, Hg and the 
remaining group is preserved in the simplification. Cu is excluded from the discussion due 
to reasons addressed earlier. 
In HHTCp, the order is preserved for all metals, where values are available (Hg, 
Cd, Zn, Cu, Mn). In HHTCd, the order is preserved for all metals, where values are 
available (Hg, Cd, Zn,Cu, Mn). 
 
Unconstrained systems: 
For CC system, relative order of affinities is preserved in the simplification. 
For MM system, the relative order of affinities is preserved, except for Mn, that 
improves its affinity over Fe and Ni in the simplification. 
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In HHTCp, the order is preserved for all metals, where values are available (Hg, 
Cd, Zn, Co, Ni, Mn). In HHTCd, The order is slightly perturbed. The original order of 
affinities Hg >> Cu >> Cd ~ Co > Zn > Fe > Ni > Mn changes to Hg >> Cu >> Cd ~ Co ~ 
Zn > Ni ~ Fe >> Mn (>> stands for the difference larger than 7 kcal.mol-1 > stands for 
difference 2-7kcal.mol-1 and ~ for difference less than 2 kcal.mol-1). This order is almost 
identical, except for change of Fe > Ni to Ni ~ Fe. 
Although exceptions are present, the relative ordering is mostly preserved. This 
holds even when the differences are significantly lower than the aforementioned estimated 
accuracy limit of 10 kcal.mol-1. Should the simplification energies for different metals vary 
randomly, we could expect more massive perturbations in the relative order of affinities. 
Although the preservation is aided by “chance” to a certain extent, as preservation of 
differences smaller than few kilocalories cannot be attributed to the accuracy of DFT 
method, other contributions seem to take place and the situation calls for more thorough 
investigation. 
 
We define relative interaction energy Erinti as  
 
( )
( )intminintmax
int
min
int
rint
i
 
 E
EE
EEi
−
−
=   
(9) 
 
where Eintmax and Eintmin signify interaction energy of a metal with highest (most 
negative Einti) and lowest (most positive Einti) affinity in the metal series, respectively. 
Thus, metal with lowest affinity for given system has Erinti = 0, metal with highest affinity 
has Erinti = 1, and metal with Erinti = 0.5 satisfies Einti = (Eintmax+Eintmin)/2 
Definition of this variable allows us to directly compare complexation energies of 
original and simplified systems. Table 8 show how does the relative complexation energies 
change in the simplification (Erint1st,i – Erintorig,1). 
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Table 8: Change of relative interaction energy upon transition from a whole protein system 
to a simplified system. Both systems were treated with COSMO model. 
Values in the table are calculated from relative interaction energy (as defined in (9)) of 
whole model peptides and their simplified counterparts. Values are dimensionless. 
Geom. 
constraintsa 
systemb  
MN 
 
FE 
 
CO 
 
NI 
 
CU 
 
ZN 
 
CD 
 
HG 
free CC 0.000 0.016 0.047 0.020 0.072 -0.009 -0.017 0.000 
 MM -0.047 
-0.008 -0.018 0.019 0.077 -0.002 0.004 0.000 
 HHTCp 0.000  0.054 0.024  0.065 0.068 0.000 
 HHTCd 0.000 0.004 -0.074 0.100 -0.093 -0.020 -0.071 0.000 
   
      
 
fixed CC 0.000 0.016 0.053 0.052 0.026 0.055 0.014 0.000 
 MM -0.022 0.034 0.021 0.006  -0.030 -0.011 0.000 
 HHTCp 0.000    0.088 0.005 -0.013 0.000 
 HHTCd 0.000    0.000 -0.085 -0.038 -0.072 
 
 a
 … free – no constraints on geometry, fixed – fixed ligand-metal-ligand angles 
b
 … whole model peptides (3.2.1) and their simplified counterparts (3.2.2) 
 
 
The relative order of affinities is preserved as long as these values are small or do 
not differ significantly within the series. To get an idea what significantly means let us look 
at the previous estimate. For example, in constrained HHTCd system simplification 
energies vary from 6.9 to 11.5, i.e. in a small range of 4.6 kcal.mol-1. This means that 
although the change in relative complexation energies is not negligible (0; -0.038; -0.072; 
-0.085), it is systematic, i.e. in one direction and of similar magnitude. As a result, relative 
order of affinities is perfectly preserved. 
In unconstrained CC system simplification energies vary in a slightly larger range 
of 7.8 kcal.mol-1. Change of relative complexation is very small ( < 0.05 ) in all but one 
case (Cu), and the relative order of affinities is, again, perfectly preserved. 
Unconstrained HHTCd system is noteworthy as well. Simplification energies vary 
in a range of 7.7 kcal.mol-1. This values is more significant than in previous two cases, as it 
constitutes ca. 15% of the range of complexation energies (range=52.1 kcal.mol-1). 
However, change of relative complexation energies is smaller and, moreover, similar for 
subgroups of the series – <-0.093;-0.071> for Co, Cu and Cd and <-0.020;0.004> for Mn, 
Fe, Hg and Zn. Within these subgroups relative order of affinities is retained. For two 
metals from different subgroups (i.e. with significantly different change of relative 
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interaction energy) relative order can generally differ, but thanks to relatively large 
differences in complexation energies (with respect to relatively small changes of relative 
interaction energy) it often remains unchanged, as in this case. Ni is an exception with 
∆Erint = +0.100, which is different enough to cause a change position in the relative order of 
affinities. 
In conclusion, described simplification of a protein to a complex containing only 
transition metal and first-sphere ligands retains basic selectivity properties. Possible 
improvement of the results might be achieved using more accurate methods, such as MP2, 
which shows excellent agreement with CCSD(T) calculations, as described in previous 
chapters. Although MP2 is computationally more challenging, improvements might be 
worth the cost. Investigating this question will be the subject of future studies. 
 
4.2.2 Gas phase simplified systems 
On the other hand, computational cost can be decreased by performing calculations 
in gas phase environment instead of using COSMO model. This choice can be rationalized 
by the fact that the inside of a protein is usually hydrophobic and is better approximated by 
vacuum than by water environment.  Feasibility of this decision is investigated in this 
chapter. Complexation energies of constrained and unconstrained simplified systems are 
presented in Table 9: 
 
Table 9: Change of relative interaction energy upon transition from a whole protein system 
to a simplified system. Both systems were treated with COSMO model. 
Values in the table are calculated from relative interaction energy (as defined in (9)) of 
whole model peptides and their simplified counterparts. Values are dimensionless. 
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Geom. 
constraintsa
 
Systemb 
 
MN 
 
FE 
 
CO 
 
NI 
 
CU 
 
ZN 
 
CD 
 
HG 
Eintmax 
– 
Eintmin 
Free CC -350.0 -346.5 -369.7 -370.9 -382.7 -375.7 -378.4 -436.9  90.4 
 MM 77.4 72.4 65.4 66.3 44.4 56.5 42.3 -1.2  78.7 
 HHTCp -202.4 -212.8 -220.4 -218.5 -229.3 -221.4 -221.0 -251.5  49.1 
 HHTCd -394.6 -407.8 -416.3 -415.5 -422.5 -411.6 -402.0 -439.1  44.5 
   
      
   
fixed CC -347.6 -356.9 -362.4 -365.6 -378.5 -372.9 -377.9 -421.0  73.4 
 MM 82.0 80.5 72.9 74.1 55.1 63.1 45.9 -0.3  82.3 
 HHTCp -195.2 -205.8 -214.0 -219.2 -230.5 -210.8 -209.7 -252.2  57.0 
 HHTCd -385.0 -400.9 -408.4 -410.6 -423.1 -396.4 -391.9 -419.7  38.1 
 
    
a
 … free – no constraints on geometry, fixed – fixed ligand-metal-ligand angles 
b
 … simplified systems derived as described in chapter 3.2.2 
 
Charged residues, which are present in all system except MM, are stabilized by 
water environment resulting in significantly lower complexation energies. However, 
absence of this stabilization in gas phase environment causes strong Coulomb interaction 
between these charged residues and transition metal cation. As a result, complexation 
energies are significantly larger (in absolute value) in gas phase environment, except for 
MM system, which contains no charged residues. 
Nevertheless, the actual range of complexation energies (Eintmax - Eintmin) is 
comparable to the ones found for original systems and simplified systems calculated with 
COSMO model. However, the range of simplification energies is considerably larger (up to 
26.0 kcal.mol-1 vs 8.7 kcal.mol-1 for unconstrained systems; up to 34.2 vs 8.6 kcal.mol-1 for 
constrained systems). 
Previously, it has been argued that wide range of simplification energies does not 
imply perturbation in relative order of predicted affinities. Examination of relative 
complexation energies proved to be useful in investigating this problem. We proceed 
analogically. 
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Table 10: Change of relative interaction energies for whole peptides calculated with 
COSMO model and simplified systems calculated in vacuum environment. All values are 
in kcal.mol-1. 
Geom. 
Constraintsa 
 
Systemb 
 
MN 
 
FE 
 
CO 
 
NI 
 
CU 
 
ZN 
 
CD 
 
HG 
Free CC 0.039 -0.058 0.173 0.223 -0.058 0.136 -0.070 0.000 
 MM -0.047 0.024 0.051 0.142 -0.083 0.056 -0.040 0.000 
 HHTCp 0.000  0.164 0.242  0.105 -0.037 0.000 
 HHTCd 0.000 0.088 0.099 0.334 -0.166 0.066 -0.232 0.000 
   
      
 
fixed CC 0.000 0.082 0.133 0.213 0.016 0.202 -0.018 0.000 
 MM -0.022 0.014 0.085 0.096  0.087 -0.043 0.000 
 HHTCp 0.000    -0.042 0.105 -0.139 0.000 
 HHTCd 0.000    0.000 0.041 -0.143 -0.033 
 
 a
 … free – no constraints on geometry, fixed – fixed ligand-metal-ligand angles 
b
 … whole model peptides (3.2.1) and their simplified counterparts (3.2.2) 
  
(constrained MM-Cu systems are excluded from discussion for reasons described above) 
 
Inferring from Table 10, the relative complexation energies, change quite 
drastically. Best correlation of results is found in constrained HHTCd system (∆Erinti range 
from -0.143 to 0.041), which is not a particularly good agreement. The worst results are for 
unconstrained HHTCd system where ∆Erinti range from -0.166 to +0.334! Such a wide 
range translates into extensive errors in predicted selectivity for metal ions. 
Indeed, further examination of relative order of affinities (Figure 8 on the next 
page) confirms this premonition. Although best and worst binding partners are, mostly, 
correctly predicted, relative order of affinities of other metals fluctuates chaotically. 
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Figure 8. Relative affinities of systems for various metal ions. Interaction energies of 
eight divalent metal ions with studied systems are displayed. 
Left – model peptides, COSMO model 
Right – simplified systems, gas phase 
 
CC and MM systems are small tetrapeptides, with metal binding site open to the 
environment. It is thus not too surprising that approximating these system with gas phase 
environment fails to preserve the properties of interest. An improvement is expected in the 
case of icosapeptide HHTCx systems. However, none occurs. 
To sum up, representation of a metalloprotein by its transition metal and the first 
layer of ligands placed in vacuum environment is unsuitable for predicting metal ion 
selectivity and cannot be used for drawing other than the most basic conclusions about the 
original system. 
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4.3 [MXn] complexes: introduction to combinatorial 
quantum chemistry 
 
A vast majority of the complexes have been optimized. The feeder script allowed 
almost fully automated treatment of these calculations. Most of the unfinished ones, 
however, seem to be beyond its capabilities. A more thorough or even individual approach, 
that will be required to tackle these challenges, is a quest for upcoming future. 
 
Table 11: Converged optimizations of complexes. Status up to August 2010. The 
number of converged optimizations and the number of remaining ones add up to a total 
number of different complexes that can be constructed in a manner described in 3.3.1.3 
metal Converged optimizations remaining percentage 
Mn 15,078 124 99.18% 
Fe 14,742 480 96.97% 
Co 14,890 312 97.95% 
Ni 14,771 341 97.16% 
Cu 13,580 1,642 89.33% 
Zn 15,155 47 99.69% 
Cd 15,059 143 99.06% 
Hg 15,123 79 99.48% 
total 118,398 3168 97.39% 
 
 
Optimized geometries will be used for calculation of interaction energies and, 
thereafter, assessment of metal-selectivity properties. The plan is to perform SPE 
calculations of the optimized geometries at MP2 level using COSMO model. Based on the 
results presented and discussed herein, calculation of complexation energies can be used 
for estimating potential for metal-ion selectivity of studied complexes – and possibly novel 
peptides derived from these systems – with an accuracy that might not be capable of 
recognising subtle differences, but should be robust enough for revelation of selectivity 
trends. 
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5 Conclusions 
 
Comparison of different methods showed that energies of studied complexes 
calculated by MP2 are almost identical to CCSD(T). DFT methods does show 
nonnegligible deviations. 
Geometries obtained from optimizations at DFT level show agreement with MP2. 
Deviations are not uncommon, though. The size of the deviations is generally larger for 
more complex systems, but can be a result of attaining a different local minimum. The 
significance of geometry deviation is best assessed by the energy differences it causes. 
These can be expected to be as high as 15 kcal.mol-1. An idea of DFT-preoptimization is 
attractive, but further increases computational demands of the project. 
Use of COSMO model does influence geometry and energetics of studied systems. 
The Coulomb interaction has no longer a superior influence on interaction energy of a 
metal ion with a complex. Interaction energies calculated using COSMO model are 
significantly closer to realistic values. 
 
A method for simplification of peptide to a complex containing metal ion and a first 
layer of ligands has been proposed and tested. DFT calculations show that although overall 
interaction energies change upon simplification of peptide to its model complex, relative 
order of affinities for different metal ions is well preserved. Exceptions include mostly 
very small differences in metal affinities that are below the accuracy limit. 
COSMO model is necessary for retaining these properties. Analysis of simplified 
complexes in vacuum environment showed to be unreliable and has been dismissed. 
 
An effort to represent a large number of peptidic metal-binding sites, that would 
include different geometries, metal ions and binding residues, has been undertaken. The 
approach includes construction of all combinations that vary eleven ligands representing 
amino acid side chain residues, five geometries and eight metal ions. Initial guess of 
geometries was obtained for all these complexes and these geometries were optimized at 
DFT level. Highly automated and sophisticated treatment of vast number of systems 
allowed most of the optimizations to be successfully achieved, while the rest are to be dealt 
with in the upcoming future. 
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Results of method verification suggest the obtained data could be used directly for 
calculation of interaction energies at MP2 level, or further optimized at MP2 level if higher 
level of accuracy is demanded. 
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