Clasificación de la Prioridad de Atención a Reclamos Presentados por Clientes Utilizando Machine Learning by Aliaga Ancco, Joselin Jimena & Chahuara Flores, Lesly
UNIVERSIDAD PERUANA UNION 
FACULTAD DE INGENIERÍA Y ARQUITECTURA 
Escuela Profesional de Ingeniería de Sistemas 
 
Clasificación de la Prioridad de Atención a Reclamos 
Presentados por Clientes Utilizando Machine Learning. 
 
Por: 
Joselin Jimena Aliaga Ancco 
Lesly Chahuara Flores 
 
Asesor: 
Dr. Jorge Alejandro Sánchez Garcés 
 
Juliaca, diciembre de 2019 
 
 
  
2 
 
  
 
  
3 
 
 
Clasificación de la Prioridad a Reclamos Presentados por Clientes 
Utilizando Machine Learning 
Joselin Jimena Aliaga Ancco 1, Lesly Chahuara Flores 2  
aEP. Ingeniería de Sistemas, Facultad de Ingeniería y Arquitectura, Universidad Peruana Unión 
 
 
Resumen 
En esta investigación se evalúa el desempeño del árbol de decisión, los árboles de decisión son un modelo 
de clasificación utilizado en la inteligencia artificial, cuya principal característica es su aporte visual a la 
toma de decisiones. En el dataset se tiene un registro de 706 reclamos de los usuarios que usan los servicios 
de telecomunicaciones, estos reclamos al no ser solucionados generan pérdidas de clientes, la 
automatización de clasificación e identificación de los reclamos reduce carga a los trabajadores. Se busca 
determinar la pertinencia del árbol de decisión, es decir, si puede ser una herramienta de apoyo para la 
predicción de la prioridad del reclamo. 
 
Palabras clave: Árboles de Decisión, Algoritmos, Clasificación, Reclamos, Telecomunicaciones, Machine 
Learning. 
 
Abstract 
In this investigation the performance of the decision tree is evaluated, the decision trees are a classification 
model used in artificial intelligence, whose main characteristic is its visual contribution to decision making. 
In the data set there is a record of 706 claims of users who use telecommunications services, these claims 
not being automatically resolved customer losses, classification automation and identification of claims 
reduce the burden on workers. It seeks to determine the relevance of the decision tree, that is, if it can be a 
support tool for predicting the priority of the claim. 
 
Keywords: Decision Trees, Algorithms, Classification, Claims, Telecommunications, Machine Learning. 
1. Introducción 
En la actualidad existe una alta competencia en la industria de las telecomunicaciones en el Perú, 
especialmente en diferentes empresas que ofrecen servicios de precios más bajos por planes mejores que 
otros, planes de voz, de datos, con una atención personalizada. En los últimos años ha habido muchos 
cambios y mejoras en la industria de las telecomunicaciones, como nuevos servicios, nuevas tecnologías y 
la liberalización del mercado que se abren a la competencia en el mercado (Huang, Huang, & Kechadi, 
2010). 
(Barrientos Inostroza, 2012) indica que los principales problemas en cuanto al servicio antes mencionado 
son: calidad de señal, cobertura, precios, incumplimiento de beneficios, incumplimiento de acuerdos, 
incumplimiento de tiempos de respuesta. Por lo tanto, la fuga de clientes ocurre por cualquiera de los 
problemas mencionados. Dichos clientes pertenecen a empresas y personas naturales.  
Este problema es conocido como “churn” y está presente en casi todas las empresas, industrias, banca y 
telecomunicaciones; los autores (Barrientos & Ríos, 2013) (Meza, 2018) mencionan que el “churn” es la 
fuga de clientes, cuyos índices actualmente alarman a los empresarios especialmente a los de 
telecomunicaciones siendo que tiene incremento de hasta 30% por año. A este problema se suma la 
competencia en la industria de las telecomunicaciones, y particularmente está en diversas empresas que 
ofrecen servicios de Televisión, hasta marzo de 2017 hubo un incremento de 10.3% más suscriptores que 
en el 2014. Constituye de 5 empresas principalmente “(VTR, 35%; Telefónica, 21.6% DIRECTV, 17.5%, 
Claro, 15%, Entel S.A 3.1% y otras compañías, 7.6%), Chile (Contreras Morales, Ferreira Correa, & Valle, 
2017)”. 
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Con el pasar de los años el “Organismo Superior de Inversión Privada en Telecomunicaciones 
(OSIPTEL)” tuvo un alto crecimiento en el número de quejas y reclamos en los servicios brindados de 
telefonía móvil, telefonía fija, internet y televisión por cable (EC, 2018) 
Los servicios de telecomunicaciones que se brindan en Perú van incrementando, pero también 
incrementan las observaciones que tienen, van perdiendo el enfoque de calidad que sus servicios que deben 
a sus clientes. Es de vital importancia conocer de cerca las necesidades, percepciones e incomodidades de 
los clientes. 
Las personas que estipulan un servicio de telecomunicaciones en Perú, tienen el derecho de realizar una 
queja o reclamo, en caso de que el servicio que le brindaron no funciona al 100%. En este caso el reclamo 
se genera en primera instancia en las empresas operadoras y luego, en segunda instancia se eleva ante el 
OSIPTEL. La mayoría de veces el cliente no sabe cómo hacer un reclamo y deja pasar el tiempo o en otras 
ocasiones aceptan el mal servicio que le ofrecen (Perú21, 2019). 
Machine learning, en la última década ha marcado un rápido y significativo crecimiento del mercado 
global de automatización de almacenes de datos. El mayor desafío radica en la identificación y manejo de 
las variables. Se requiere un conjunto de datos grande para reducir el sobreajuste y aumentar la precisión de 
la validación. Cuando se alcanzan suficientes precisiones de clasificación, se pueden implementar 
estrategias de selección inteligente para manejar la data de manera eficiente. 
¿Por qué agregar aprendizaje automático a la mezcla? Con los modelos de aprendizaje automático 
apropiados, las organizaciones tienen la capacidad de predecir continuamente cambios en el negocio para 
que son más capaces de predecir qué sigue. Como los datos son constantemente agregado, los modelos de 
aprendizaje automático aseguran que la solución sea constantemente actualizada. El valor es sencillo: si usa 
las fuentes de datos más apropiadas y en constante cambio en el contexto del aprendizaje automático, tienes 
la oportunidad de predecir el futuro (Langley & Carbonell, 1984). 
El agrupamiento es una técnica que es comúnmente conocido en el dominio del aprendizaje automático 
como un no supervisado método, tiene como objetivo construir a partir de un conjunto de objetos algunos 
grupos diferentes que sean lo más homogéneos posible (Elaidi, Elhaddar, Benabbou, & Abbar, 2018). 
Los árboles de decisión y los conjuntos son muy populares en el aprendizaje automático y, a menudo, 
logran un rendimiento de vanguardia en las tareas de predicción y clasificación. Tomamos un enfoque 
probabilístico en el que proyectamos las estructuras del árbol de decisión y los parámetros asociados con 
los nodos como modelo probabilístico; con ejemplos etiquetados, podemos entrenar el modelo 
probabilístico usando una variedad de enfoques (Lakshminarayanan, 2016).  
Ofrece un mecanismo basado en principios para obtener predicciones probabilísticas que es crucial para 
aplicaciones donde la cuantificación de la incertidumbre es importante. 
Un primer trabajo corresponde a (Saripalli, Tirumala, & Chimmad, 2017), quien realizó la “Evaluación 
del riesgo de rechazo de reclamos de atención médica mediante el aprendizaje automático”, en esta 
investigación se hicieron algoritmos para clasificar reclamos de atención médica, que automatiza la 
identificación de los reclamos, con datos recolectados con campos como: razón, fuente, causa y otros 
factores decisivos para reducir la carga de trabajo. Con el fin de identificar los reclamos frecuentes para una 
mejora de la atención brindada.  
Un segundo trabajo corresponde a (De Araujo, Santana, & De Alcantara Dos Santos Neto, 2015), quien 
realizó la “Evaluación de clasificadores basada en el árbol de decisión para aprender el proceso de reclamo 
médico”, en esta investigación se utilizó técnicas de clasificación basadas en Árbol de decisión para analizar 
el proceso de reclamo médico, porque para ello se requiere de un revisor médico, el cual se encarga de 
aconsejar si las solicitudes médicas deberían o no ser autorizadas, y tener un revisor médico requiere de las 
24 horas del día y esto genera un alto costo. La finalidad de la investigación fue acelerar el proceso de 
reclamo médico de autorización o no autorización de solicitudes, con árboles de decisión. 
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Entonces, antes de realizar el proceso de aprendizaje, la calidad de los datos necesita ser mejorada, en 
este sentido, el objetivo de esta investigación es usar datos históricos de reclamos de la Industria de 
Telecomunicaciones de Osiptel diseñar un modelo de aprendizaje automático de la prioridad de reclamos, 
para ayudar en la mejor decisión al escoger la prioridad de atención. 
2. Materiales y Métodos  
2.1. Participantes 
El diseño del trabajo de investigación aplicada (descriptiva). Se escogieron los algoritmos de DM y se 
analizó el conocimiento generado para la toma de decisiones. Para el desarrollo del proceso de DM se utilizó 
como fuente de información un Data Warehouse (DW), Azure Notebooks, el lenguaje de Python y sus 
librerías como se muestra en la Tabla 1. 
Tabla 1  
Materiales y Herramientas utilizadas para el desarrollo del algoritmo. 
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2.2. Arquitectura de Solución 
 
Figura 1. Arquitectura de solución.   
2.3. Análisis de datos 
La metodología CRISP-DM proporciona un enfoque estructurado para planificar un trabajo de minería 
de datos. Es una metodología robusta y bien probada. No reclamamos ninguna propiedad sobre él. No lo 
inventamos. Sin embargo, somos evangelistas de su poderosa practicidad, su flexibilidad y su utilidad al 
usar análisis para resolver problemas comerciales espinosos. Es el hilo dorado que atraviesa casi todos los 
compromisos del cliente. 
Este modelo es una secuencia idealizada de eventos. En la práctica, muchas de las tareas se pueden 
realizar en un orden diferente y, a menudo, será necesario retroceder a tareas anteriores y repetir ciertas 
acciones. El modelo no intenta capturar todas las rutas posibles a través del proceso de minería de datos 
(Europe, 2018). 
 
Figura 2. Metodología CRISP-DM. 
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● Entendimiento negocio 
o Comprender los objetivos y requisitos del proyecto; Definición del problema de minería 
de datos. 
● Comprensión de datos 
o Recolección inicial de datos y familiarización; Identificar problemas de calidad de datos; 
Inicial, resultados obvios. 
● Preparación de datos 
o Selección de registros y atributos; Limpieza de datos. 
● Modelado 
o Ejecución de las herramientas. 
o Se separó la data en 80% para entrenamiento y 20% para evaluación, se determinó las 
variables predictoras y objetivo. 
● Evaluación 
o Determinar si los resultados cumplen con los objetivos. 
● Despliegue 
o Poner en práctica los modelos resultantes. 
3. Resultados y Discusión 
Se realizó la investigación para el tratamiento masivo de datos y procesamiento con la ayuda de sistemas 
inteligentes. Se procesó diversos tipos de reclamos que se presentan en los servicios de telecomunicaciones, 
para poder ayudar a clasificar todos los reclamos registrados, es necesario usar un algoritmo para encontrar 
semejanzas entre los datos para poder clasificarlos. 
De acuerdo a la data obtenida se pudo observar que en el año 2017 ocurrieron 3875 reclamos, y para el 
2018 la tasa sube a 4223 reclamos por parte del usuario, y se ve que por año va incrementando, como 
también se observó que hay reclamos que demoran más tiempo en ser atendidos, y otros que son más 
comunes y se solucionan más rápido, lo que se quiere lograr es clasificar los reclamos para poder predecir 
semejanzas entre los datos, para ello usaremos algoritmos de aprendizaje supervisado (REUTERS, 2019).  
Se desarrolló de la siguiente manera:  
● Primero se obtuvo un conjunto 706 datos de reclamos de dos meses del año 2018 que fue 
más que suficiente para realizar la clasificación. 
● Se realizó en pre procesamiento de datos para su normalización y adecuación. 
● La selección del algoritmo de Machine Learning apropiados para el tipo de data obtenida y 
la problemática de resolución.  
● Análisis de los resultados obtenidos en el desempeño y fiabilidad. 
Después de ejecutar el modelo de clasificación en Azure Notebooks, se obtuvo el diagrama de árboles 
de decisión en base a lo ejecutado, que nos da facilidad para una mejor interpretación de la data obtenida.  
3.1. Resultados 1 
Entendimiento del negocio, en esta fase del proyecto se investigó el procedimiento que realiza un cliente 
a la hora de hacer un reclamo en servicios de telecomunicaciones. 
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Figura 3. Procedimiento para realizar un reclamo.   
3.2. Resultados 2 
Comprensión y preparación de datos, en esta fase del proyecto se obtuvo una data de 706 registros, 
registros que tenían una variedad de campos, los cuales se fue escogiendo los features y targets para el 
entrenamiento del algoritmo, la data obtenida era data categórica, se preparó y se convirtió en data numérica. 
Tabla 2 
Comprensión (Dataset)  
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Tabla 3  
Preparación de datos (Dataset) 
 
Tabla 4 
Preparación de datos (Dataset) 
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3.3. Resultados 3 
Modelado, evaluación y despliegue, en esta fase del proyecto se desarrolla el algoritmo de clasificación. 
Figura 4. Modelado, Evaluación y Despliegue (Diagrama de árbol de decisión) 
En el diagrama obtenido se muestra la prioridad por colores y sus derivados, los colores que sobresalen 
son el color anaranjado que representa a los reclamos que tienen prioridad ALTO, los de color morado y 
sus derivados representan los reclamos de prioridad MEDIO y los de color verde y derivados son de 
prioridad BAJO. 
Tabla 5 
Informe de clasificación 
 
 
 
Figura 5. Porcentaje de precisión del Árbol de decisión. 
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4. Conclusiones 
Se logró obtener una buena cantidad de registros históricos para el procesamiento de la base de datos y 
un número considerable de variables, los resultados mostrados en el diagrama de árboles de decisión de 
modo que es más fácil la interpretación de resultados. 
Con los resultados obtenidos, se condujo al moderado adicional con el entrenamiento del algoritmo para 
la mejora de la clasificación de los reclamos futuros que se obtendrán en el área de telecomunicaciones. 
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