Abstract. Benders' decomposition is a well-known technique for solving large linear programs with a special structure. In particular it is a popular technique for solving multi-stage stochastic linear programming problems. Early termination in the subproblems generated during Benders' decomposition (assuming dual feasibility) produces valid cuts which are inexact in the sense that they are not as constraining as cuts derived from an exact solution. We describe an inexact cut algorithm, prove its convergence under easily veri able assumptions, and discuss a corresponding Dantzig-Wolfe decomposition algorithm. The paper is concluded with some computational results from applying the algorithm to a class of stochastic programming problems which arise in hydroelectric scheduling.
1. Introduction. Many large linear programming problems have a block diagonal structure which makes them amenable to decomposition techniques such as Dantzig-Wolfe decomposition ( 4] , 5]), or its dual, Benders' decomposition 2]. The latter technique has become increasingly popular in stochastic linear programming starting with the independent publication of the L-Shaped method by VanSlyke and Wets 15] for two-stage stochastic linear programming. (The L-shaped method is often referred to as stochastic Benders' decomposition) .
In this paper we shall be concerned with Benders' decomposition applied to linear programs of the form: 5. Set U i := minfU i?1 ; c > x i + q > y i g. 6 . F := F \ f(x; ) j > i (h ? Tx) g.
In the classical case the cut de ned by Step 6 comes from an optimal basic feasible solution to the subproblem. Since there are a nite number of basis matrices for this problem, nite termination of the algorithm at the optimal solution can be guaranteed (see e.g. 11]). In this paper we explore the Benders' decomposition algorithm in the case where the cuts are not computed from an optimal extreme-point solution to a linear programming subproblem. For example, when the subproblems are very large, it makes sense to determine the cuts by applying a primal-dual interior-point method to the subproblem. Terminating this procedure when it yields a feasible dual solution will still de ne a valid cut. We call this an inexact cut. If the dual solution is close to optimal then an inexact cut will also separate the optimal solution from the current iterate (except when this is optimal). As observed by a number of authors (see e.g. 1]), inexact cuts may be less e ort to compute than the exact cuts, especially for linear programming algorithms which yield an approximately optimal dual feasible solution before termination.
In theoretical terms, Benders' decomposition is a special case of a more general class of convex cutting plane algorithms rst introduced by Kelley 12] . Cutting plane algorithms construct a sequence of hyperplanes which separate the current iterate from the optimal solution. In the case where the cutting planes are computed inexactly, the asymptotic convergence of this process to the optimal solution has been investigated by a number of authors 6], 7], 9], 12]. In the context of Benders' decomposition applied to linear programs of the form P, all of the convergence results in these papers assume that the sets containing x and > T are both bounded. In the convergence theorem we prove for inexact cuts we require that X = fx 0jAx = bg is bounded and that X domQ. The latter assumption, which is known as relatively complete recourse in stochastic programming, is weaker than requiring that > T is bounded.
In the next section we describe a Benders' decomposition algorithm which terminates the solution of the subproblem before optimality to produce an inexact cut. The steps of the algorithm ensure that this cut separates the optimal solution from the current iterate. In section 3 we consider the convergence of the inexact cut algorithm under the above assumptions, and in section 4 we discuss the implications of our results for Dantzig-Wolfe decomposition. In section 5 we give some computational results.
2. The Algorithm. We start the algorithm by choosing a convergence tolerance , setting an iteration counter i := 0, and choosing some decreasing sequence f i g which converges to 0. We also set U 0 := 1, and L 0 := ?1. The Step 4 In order to show that this algorithm converges we make use of the following simple results. 3. Convergence of the Algorithm. In this section we prove that the sequence f(x i ; i )g generated by the inexact cut algorithm converges to an optimal solution to P. As alluded to above, abstract proofs of convergence for cutting plane methods (see 12] ) typically invoke a compactness argument, which in our context relies on an assumption that the sets containing x and > T are both bounded. Since this might not always be the case for P, it is instructive to prove a convergence result directly to see to what extent these boundedness assumptions might be relaxed. We begin by showing that the sequence f T i Tg generated by the inexact cut algorithm is bounded provided that the set X = fx 0jAx = bg is bounded, and domQ is IR n .
(In stochastic programming the latter is known as complete recourse.) We make use of the following technical result. 
Now (x (i) ; (i) ) ! (x ; ) by assumption. Furthermore, from the algorithm, we
which implies lim v (i) ? v (i?1) = 0: Furthermore, (2) and (3) 
Proof. The subsequence f(x (i) ; (i) )g is bounded since X is bounded. Thus we may assume, by extracting a further subsequence if necessary, that f(x (i) ; (i) )g is convergent to f(x ; )g, say. We proceed to show that U (i) ?L (i) converges to zero, which implies the result. By Lemma 2.2 we have that
and
Furthermore, since domQ = IR n ; by Lemma 3.2,
T is bounded, and so
Substituting into (4) and taking the limit as (i) ! 1 yields V (i) ! 0. Since V (i) is an upper bound on U (i) ?L (i) and this is bounded below by 0 then it converges to 0. Now by their de nitions, fU i g is decreasing and fL i g is increasing. Hence fU i ? L i g is decreasing and since a subsequence of this sequence converges, it follows that the whole sequence converges, which completes the proof. We shall now consider relaxing the assumption that domQ = IR n to X domQ. (We retain the assumption that X is bounded.) In this case we are no longer guar- which with (7) yields (6).
The proof of Lemma 3.9 relies on the fact that some subsequence of fx i g must lie in a bounded polyhedral set. The inequality (7) is then proven by appealing to the following two lemmas for polyhedral sets. 
which shows that y is in the recession cone of A. Proof. Since X is bounded, convex, and polyhedral, the ( nite) collection of all relative interiors of the faces of X partition it ( 14, Theorem 18.2]). Hence there is a subsequence of fx (i) g; indexed by (i); such that fx (i) g lies in the relative interior of a face G of X, and converges to a point x 2 G. Since G is polyhedral we may represent it by G = fxjb > i x i ; 1 i mg: If x is in the interior of G then de ne C to be IR n . In this case there is clearly some > 0 such that for every y 2 C, and i su ciently large, x (i) + y kyk 2 G.
Otherwise, without loss of generality de ne k to be such that b > i x = i ; 1 i k; b > i x < i ; k < i m;
and de ne C to be the recession cone of fxj b > i x i ; 1 i kg: By Lemma 3.8 there is some > 0 such that for every y 2 C, and i su ciently large
Since we are concerned here with the limiting behaviour of fx (i) g we shall henceforth assume that (11) holds for all members of fx (i) g. We now show that we can choose a subsequence fx (i) g of fx ( 
Now we can apply Lemma 3.9 to extract a subsequence fx (i) g of fx (i) g such that
From (13) and (14) 4. Dantzig-Wolfe Decomposition. It is well known that Benders' decomposition is dual to Dantzig-Wolfe decomposition. Therefore some form of inexact optimization procedure should apply to the latter algorithm, which mirrors the steps of the inexact cut algorithm described in section 2. In fact such a scheme has already been outlined in the literature by Kim and Nazareth 13] who discuss the computational advantages of using interior-point methods in such an approach. We digress brie y in this section to explore the asymptotic convergence properties of such an algorithm.
The dual problem of P can be formulated as Step 4.
Here V (SD(x i )) is the optimal value of SD(x i ). Since the dual of SD(x i ) is easily seen to be SP(x i ), V (SD(x i )) = Q(x i ); and so Step 4 of this algorithm is identical to the same step of the inexact cut algorithm of section 2.
In classical Dantzig-Wolfe decomposition each solution v i obtained for SD is an extreme point, of which there are a nite number, thus guaranteeing nite termination. In the inexact algorithm, this is no longer true. However, the theorem of the previous section may be invoked to yield the following corollary. Since SD(x) will always have a feasible solution (if D does) the boundedness condition on SD(x) is equivalent to SP(x) being feasible, which is the relatively complete recourse assumption of the previous section. Although it seems natural in the context of Benders' decomposition, the boundedness condition on X is rather restrictive in the current context, and fails to hold in the case when A and b are both identically zero, a situation which is typical in most applications of Dantzig-Wolfe decomposition. We require X to be bounded to enable the extraction of convergent subsequences. When A and b are both identically zero, this can be guaranteed by imposing a condition that the restricted master problems solved in the course of the algorithm produce a sequence of optimal dual variables which lies in some compact set. This might prove to be di cult to verify a priori, but its counterpart in Benders' decomposition seems a natural assumption that can be imposed if necessary by placing a priori bounds on the components of x.
5. Computational Results. We conclude this paper by presenting some computational results of applying the inexact cut algorithm to a set of problems which arise in the planning of hydro-electric power generation. The problems are all based on a multi-stage stochastic programming model developed by Broad 3] , in which the New Zealand electricity system is represented as a side-constrained network model with nodes representing hydro-electric reservoirs, hydroelectric generation facilities, thermal generation facilities, and demand points, and arcs with constant losses representing the transmission network. The model consists of 6 reservoirs, 6 thermal stations and 22 hydro stations.
Each stage is a week long, and demand in each week is represented by a piecewise linear load duration curve with three linear sections. At each stage a number of random outcomes are possible for the in ows into the reservoirs in the current week. We impose a lower bound on the nal level of the reservoirs at the end of the nal stage. This lower bound is a xed fraction of the original initial level of the reservoirs in the very rst stage. Additional side constraints include DC load ow constraints which govern the transmission ows and conservation of water ow equations in hydro-electric systems. The linear program for each stage has 273 variables and 120 constraints. The objective in each stage is to minimize the cost of thermal electricity generation over the current week plus the expected future cost of thermal generation.
The multi-stage models described above were converted into two-stage and threestage problems by aggregating consecutive stages into large problems. For example, to obtain a two stage problem from a multi-stage problem we aggregate each second stage problem and its descendants into a single deterministic equivalent linear program. Table 1 presents the sizes and characteristics of the resulting problems. Although the problems in each pair have the same sizes they di er in the lower bounds imposed on the nal levels of the reservoirs. Column 1 of Table 1 gives the problem identi ers, column 2 presents the number of stages in the problem (after aggregation), and column 3 contains the size of the deterministic equivalent problem. Column 4 contains the size of each subproblem after aggregation. Column 5 contains the number of stages in the problem before aggregation. For example, problem P5 is a 6 stage problem, in which we have aggregated the last 5 stages to produce a 2 stage problem. The last column contains the number of random in ows at each stage. the When applied to stochastic programs, Benders' decomposition and the inexact cut algorithm must solve a number of subproblems in each iteration. The resulting cut has as coe cients the expectation of the subproblem coe cients. In the case of three-stage problems we traverse the scenario tree depth rst using the fast pass procedure (see 10], and 16]).
Benders' decomposition and the inexact cut algorithm were both implemented using CPLEX 4.0's primal-dual interior point solver, baropt, to solve the subproblems 35,154x42,966 1,404x1,560 5 5 Table 2 Performance comparison and the simplex solver, optimize, to solve the rst stage problems. We do not apply the crossover operation (hybbaropt) in solving the subproblems. For the inexact cut algorithm we start with = 10; 000 and reduce it by a factor of 10 at each iteration, and terminate baropt when both primal and dual feasibility is attained in the subproblem and the dual objective is at most away from the primal objective. The termination criteria for both algorithms requires a relative gap of 10 ?5 between the upper and the lower bounds (i.e. we stop when U?L U < 10 ?5 ). Table 2 contains a comparison of the computational results for the two methods. All times are reported on a SGI Power Challenge. Column 1 contains the problem identi ers. Columns 2 and 3 contain the number of cuts under the exact and inexact cut algorithms respectively. Columns 4 and 5 contain the timing in seconds for the exact and inexact methods respectively. The last column contains the percentage of improvement of the inexact cut algorithm over the exact Benders' decomposition algorithm. The entries in this column are calculated as ( exact time?inexact time exact time ) 100%.
Note that traditionally the subproblems are not aggregated and they are solved using the (dual) simplex method with warm starting. For some problems this is more e cient than using an interior point method on an aggregated subproblem although in other cases (e.g. P3, P7, and P11) we experienced signi cant speed up by aggregating and using the interior point method versus Benders' decomposition with warm starting simplex. It may be possible to warm start the interior point method e ectively, when solving the subproblems using recent research developed to this end (see for example 17, 8]). 6 . Conclusions. In every one of our problems the inexact cut algorithm improved the time to obtain a solution with the same accuracy as that of the Benders' decomposition algorithm. In our experiments, the choice of f i g is made independently of the problem. Further improvements in speed can be achieved by making a problem dependent choice of f i g. In Table 2 the greatest improvements were obtained in cases where the Benders' decomposition requires a large number of cuts. In these cases we observed that often during the course of the exact algorithm the lower bounds did not change over the course of several iterations. The inexact cut algorithm does not display this behaviour, and reaches an approximately optimal solution with fewer cuts. This suggests that computing cuts inexactly is a promising and simple improvement strategy for operations research practitioners who observe similar behaviour in Benders' decomposition applied to their stochastic linear programming models.
