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Time-Frequency Perspective
Najett Neji, Raul de Lacerda, Alain Azoulay & Thierry Letertre
Abstract— In wireless communication, interference between
two radio systems may occur when they operate at close
frequency bands, sharing the same environment at the same
time. Such systems coexist if both of them perform correctly
in the presence of the other. To ensure their coexistence, Elec-
tromagnetic Compatibility (EMC) is used to specify rules within
standardization bodies. According to current EMC standards,
the radio spectrum has been divided into non-overlapping bands
often with exclusive access. However, nowadays there is a prolif-
eration of new digital systems sharing common frequency bands
because the spectrum is a limited resource. Many of them are
operating in unlicensed bands regulated by The International
Telecommunications Union (ITU), for example the 2.45 GHz
Industrial, Scientific and Medical (ISM) band. The frequency
allocation is also changing with the emergence of digital systems
and this is the case for white spaces in the broadcast television
(TV) spectrum. To avoid high interference levels, it is necessary
to consider some parameters related to signal variations, repre-
senting more accurately the environment. Some techniques have
been proposed in the literature to reduce interference levels but
they are applied to specific sharing studies. Hence, we evaluate in
this paper the impact of time-frequency considerations for radio
coexistence. We show that EMC studies are more precise and
more representative of the reality when additional parameters
relevant to the time domain are taken into account in the analysis
framework. We illustrate these concepts through a specific study
case. We evaluate the results for different system parameters,
first considering that both of them occupy the same band and
then assuming that they use overlapping but non-equal frequency
bands.
Index Terms— Radio coexistence, electromagnetic compatibil-
ity, frequency-domain analysis, time-domain analysis.
I. INTRODUCTION
Two radio systems can coexist in the same environment if
both of them perform correctly in the presence of the other.
The electromagnetic compatibility (EMC), which studies this
phenomenon, is an important condition to be satisfied before
the deployment of any radio system. It should operate correctly
in its environment but should not cause harmful interference
on present legacy systems1.
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1Legacy systems have been using the spectrum for a long time so that it
seems hard to change their standards. They continue to be used as they still
work satisfactorily even though newer technologies have been deployed.
Some rules have been established within standardization
organizations to guarantee EMC. To ensure successful coex-
istence, current EMC standards usually require a frequency
separation in order to respect the receiver sensitivity while
taking into account system frequency ranges, power levels,
occupied bandwidths and spectral masks. As a consequence,
the radio spectrum has been divided into distinct frequency
bands mostly with exclusive access.
The spectrum is becoming scarce as more and more digital
systems are being deployed to provide various services requir-
ing higher and higher data rates. The International Telecommu-
nications Union (ITU) has kept some bands for unlicensed use
to allow the development of new digital technologies. Systems
operating in these bands are foreseen to use simultaneously the
same or nearby frequency bands. This is the case of wireless
systems in the 2.45 GHz ISM (Industrial, Scientific, Medical)
band [1] e.g. IEEE 802.11 b/g/n (Wi-Fi) [2], IEEE 802.15.1
(Bluetooth) [3] and microwave ovens [4].
The frequency allocation is also changing with the emer-
gence of digital systems. As a matter of fact, the radio
environment is becoming complex not only because of tech-
nology improvements but also frequency allocation changes
and electronics evolution. This is the case of converged
wireless communication devices such as laptops and smart
phones which are likely to have multiple technologies. In these
devices, antennas and radio circuitry for each radio is in a
fixed location very close to other radio systems. Because of
antennas proximity, out-of-band signal levels are much higher
than traditional EMC requirements and it is not possible to
move the antennas or change their relative orientation. Antenna
arrays, which consist of groups of antennas, are also more and
more used in modern communication systems to offer more
flexibility and space diversity.
Radio systems are likely to suffer from interference and
this is critical for their coexistence. Mitigation techniques are
mentioned in the literature (frequency hopping [5], spectrum
sensing before transmission [6],...) but they are applied to
specific spectrum sharing studies. From a standardization
perspective, the ITU recommends to refine the compatibility
criteria based on link budget considerations for systems
allocated in adjacent or nearby bands [7] and systems
operating at the same frequency [8]. Consequently, it is
fundamental to consider additional parameters to represent
more accurately the propagation environment. Time-domain
parameters are interesting because the information within
digital systems is transmitted through pulsed signals,
different from analog systems that were based on continuous
transmission.
Fig. 1. RFC System model: transmitter, interferer and victim.
In this paper, we emphasize the importance of time-domain
considerations for EMC analysis between systems sharing
the same spectrum. Including time-frequency aspects (discon-
tinuous transmission, symbol rate,...) as well as technology
properties (modulation scheme, coding gain,...) into spectrum
sharing studies can make easier the coexistence. We will apply
this so-called time-frequency approach to a simplified study
case. We evaluate the results for different offsets between
systems center frequencies, first considering that both of them
occupy the same band and then assuming that they use
overlapping but non-equal frequency bands.
The paper is organized as follows. In section II, we summa-
rize the principle and main parameters used in current EMC
standards. Then, in section III, we explain why time-domain
parameters are important for EMC analysis. Finally, in section
IV, we emphasize through a study case the effect of system
parameters on the coexistence problem.
II. CURRENT EMC APPROACH : FREQUENCY DOMAIN
ANALYSIS
Let us consider two radio systems, system 1 and system 2,
operating in the same environment. Interference between these
systems may occur if they transmit at the same time using
overlapping frequency bands2. For the rest of this work, we
assume that system 1 is the victim and system 2 the interferer.
We illustrate in Fig. 1 the EMC scenario where the victim
receiver gets an interfering signal from the interferer.
We denote the useful signal power level at the victim’s
antenna input by SdB , the interference power level at the
victim’s antenna input by IdB and the noise level by NdB.
The expression of SdB (in dBm) is given by
SdB = Ps+Gs(−θs,−φs)+Gr(θs, φs)−L(rs, θs, φs), (1)
where Ps (in dBm) is the power transmitted by the victim’s
transmitter, Gs (in dBi) is the transmitter’s antenna gain in
the victim’s antenna direction and Gr (in dBi) the receiving
antenna gain in the transmitter’s antenna direction. rs, θs and
2It is important to take into account Out Of Band (OOB) radiations of the
interfering terminal to determine the actual interference level. OOB radiations
quantify the emitted power outside the interfering bandwidth.
φs are respectively the distance, azimuth angle and elevation
angle and Ls (in dB) is the propagation path loss. The
study here does not take into account multi-path propagation
environment.
Similarly, IdB (in dBm) is given by
IdB = Pi+Gi(−θi,−φi)+Gr(θi, φi)−L(ri, θi, φi) +HdB,
(2)
where Pi (in dBm) is the power transmitted by the interferer,
Gi (in dBi) is the interferer’s antenna gain in the victim’s an-
tenna direction and Gr (in dBi) the victim antenna gain in the
interferer’s antenna direction. ri, θi and φi are respectively the
distance, azimuth angle and elevation angle of the interferer
relatively to the victim and Li (in dB) is the propagation path
loss from the interferer to the victim. HdB (in dB) is the result
of the superposition between the interferer’s transmitting mask
Mi and the victim’s receiving filter Fr. HdB is obtained by
the convolution product of Mi and Fr, calculated as follows:
HdB = 10 · log10(
∫ +∞
−∞
Mi(f) · Fr(f) df). (3)
For EMC purpose, if the interference IdB is lower than
the noise NdB, the compatibility is considered guaranteed.
For all the other cases, the compatibility is determined based
on the signal to interference plus noise ratio SINR that
should satisfy a certain threshold that depends on the system
technology. This approach requires a link budget analysis
and provides information about the frequency margin that
protects the victim from the presence of interference. The
result depends on several parameters, mainly:
• Distance between interferer and victim;
• Frequency range and separation between carriers;
• Transmission power;
• Interferer signal bandwidth and frequency mask;
• Victim receiver’s bandwidth and frequency filter;
• Antenna parameters (gain, polarization, radiation pat-
tern);
• Signal to Noise Ratio SNR at the receiver.
Based on spectrum sharing studies, rules and regulations
have been established within standardization bodies to orga-
nize the access to the radio spectrum so that the EMC is
satisfied. In conventional EMC testing, the interfering field
strength at the victim receiver is required to be less than the
regulatory levels recommended by the ITU. As a consequence,
spectral masks have been specified for each system to limit
power levels of emissions on frequencies outside its allowed
band (out of band emissions [9] and spurious emissions
[10], see Fig. 2). Selectivity masks have also been defined
for radio receivers to reject unwanted signals in adjacent
frequencies. Radio system specifications have to respect these
masks to enable coexistence with other systems sharing the
same frequency band. For example, systems using ISM bands
have to follow limitations of transmission power densities and
peak power.
Fig. 2. Unwanted Emissions description.
III. FROM EMC TO RADIO COEXISTENCE : TIME-DOMAIN
PERSPECTIVE
Current EMC analysis in the frequency domain deals with
worst case scenarios, where the victim receiver is getting
interference all the time. In existing EMC standards, the
interference level is computed with respect to the propagation
environment (power, spatial separation, antenna characteris-
tics) taking into account frequency domain parameters such as
spectral masks, carrier separation, range and bandwidth (see
[11] for more details). The interferer is assumed to transmit
continuously and the potential victim receiver is likely to
intercept interfering signals continuously.
With the development of wireless systems, duplexing has
been introduced to enable two way communication. Systems
use either Time Division Duplex (TDD) approach, where the
user and the base transmit at the same frequency during
disjoint time intervals, or Frequency Division Duplex (FDD),
where the two devices transmit simultaneously using two
different carriers. Furthermore, radio equipments are becoming
smaller and usually they host different technologies, which
means that coupling between components should appear.
Moreover, many wireless and mobile systems are emerging
nowadays, enabling point to multipoint communications [12].
The transmitted information by these systems is encoded to
discrete values and through bursted signals. Terminals in the
same environment use the radio frequency (RF) channel during
smaller periods of time such that they could share the resource.
Multiplexing has been considered as a solution to share
the resource between them. The most common multiplexing
techniques are :
• Frequency Division Multiplexing (FDM): each user is
allocated to a fraction of the available spectrum. Such a
technique is widely used for radio spectrum management;
• Time Division Multiplexing (TDM): each user occupies
the available spectrum during a time slot. Such a tech-
nique used by many schemes such as ALOHA protocols,
and Channel Sensing Multiple Access (CSMA) schemes;
• Code Division Multiplexing (CDM): users employ simul-
taneously the same frequency channel but using different
codes. Two common types of codes are direct sequence
spread spectrum and frequency hopping;
• Space Division Multiplexing (SDM): signals are trans-
mitted through antennas pointing to different directions
such that users could employ the same frequency channel
simultaneously.
The trend to use digital communication systems has also
engendered frequency allocation evolutions. Indeed, these
systems require higher data rates and more bandwidth so
that the radio spectrum tends to saturation. Diverse solutions
are being proposed to reorganize more efficiently the radio
spectrum [13],[14]. Nowadays the switch to digital television
frees up a large spectrum opened to unlicensed use in the
United States in 2010 [13]. This spectrum could provide
high speed broadband internet access according to the White
Spaces Coalition (Microsoft, Google, Dell, HP, Intel, Philips,
Earthlink, and Samsung Electro-Mechanics). In Europe, the
Analogue Switch Off (ASO) process would be finalized in
2012 and the resulting digital dividend may be used for many
services (broadcast services, converged television and phone
services, wireless broadband services...) [14].
In addition, wireless systems are evolving and becoming
very flexible and adaptable. We can mention here the example
of decentralized wireless networks (also named ad-hoc net-
works). These networks are interesting because they do not
require a special infrastructure setup and claim to provide
enough capacity to guarantee quality of service for all users
[15]. Ad-hoc networks are a suitable option for emergency
situations such as natural disasters but they have to meet
number of challenges like device heterogeneity, variable traffic
profiles, user mobility and power conservation [16]. One key
element in the design of ad-hoc networks is Software Defined
Radio (SDR) which is based on a software architecture [17],
[18]. SDR uses cognitive radios (CR) which are smart radios
that are able to adapt their technologies depending on the user
demand, the traffic load and propagation conditions.
Because of the rapid development in multimedia and wire-
less systems, it is necessary to develop EMC standards suitable
to the emerging technologies [20]. By considering only link
budget parameters, it seems very difficult to ensure systems
coexistence under the scenarios described above. It becomes
important to take into account new parameters for more
elaborated spectrum sharing analysis between radio systems,
more particularly those sharing the same spectrum. A different
kind of electromagnetic compatibility evaluation has been
proposed in [20]. The idea is to focus on the performance
degradation of the radio link due to interference, with respect
to the SINR instead of analyzing the interfering electro-
magnetic field strength. Under this methodology, the two
systems could coexist if the quality of the communication in
the presence of the interference remains above a minimum
required level. Additional system parameters are needed to
compute more accurately the SINR and so to evaluate more
precisely the systems coexistence. Hence, we propose herein
to study the coexistence using time-frequency characteristics
of both systems. From now on, the EMC is referred to the
time-frequency approach and it takes into account system
parameters (discontinuous transmission, instantaneous power
variation, number of users, etc.) and technology properties
(modulation scheme, coding gain, subcarrier repartition for
multi-carrier modulations, etc.).
IV. COEXISTENCE FROM A TIME-DOMAIN PERSPECTIVE :
A STUDY CASE
In this section, we propose to study the influence of time-
domain parameters on the coexistence between radio systems
sharing the same spectrum. The idea is to analyze the effect of
channel occupation rates of both systems assuming a victim
system and an interferer. To this end, we consider two radio
systems that operate in the same environment (see Fig. 1).
A. System performance evaluation
We call the respective bandwidths of interferer and victim
by B1 and B2. In addition, we denote by P1 and P2 the power
of the victim’s signal (in its necessary bandwidth, see Fig.
2) and the interference signal (in its necessary bandwidth) at
the victim’s receiver. We also define the receptively channel
occupation rates of both signals by R1 and R2. Finally, we
suppose that both signals are independent and we call H1(f)
and H2(f) respectively the transmission mask of system 1 and
the reception filter of system 2.
In this work, we focus on the influence of channel occupa-
tion rates of both systems on the SINR, for different values of
B1 and B2. Let us first compute the SINR before taking into
account the channel occupation rates. The general expression
of the SINR is :
SINR =
S
N + I
=
1
(N
S
) + ( I
S
)
=
1
( 1
SNR
) + ( 1
SIR
)
, (4)
being SNR and SIR :
SNR =
S
N
, (5)
SIR =
S
I
. (6)
S and I are the powers received by the victim from the
victim transmitter and the interferer, respectively, both com-
puted in the victim system bandwidth. S and I are computed
similarly to equations (1) and (2) and are given by:
S =
∫
B1
P1
B1
·H1(f) df (7)
and
I =
∫ +∞
−∞
P2
B2
·H1(f) ·H2(f) df. (8)
In addition, N is the noise level in the victim system band-
width, related to the Boltzmann constant k and the temperature
T (in K) by :
N = k · T ·B1. (9)
Consequently, the SINR can be written as :
SINR =[ ∫
B1
P1
B1
·H1(f) df
(
∫ +∞
−∞
P2
B2
·H1(f) ·H2(f) df) + (kTB1)
]
(10)
For the performance evaluation, we will consider the
outbreaking work of Shannon [19] which provides the error-
free capacity under gaussian noise interference. We assume
from now on that interference plus noise could be modeled as
a white gaussian noise and the system performance is derived
based on the following theorem:
Theorem 4.1: (Shannon-Hartley Theorem [19]) The error-
free capacity that can be transmitted over a additive white
gaussian channel is
Dmax = B · log2(1 + SNR). (11)
In our case, we denote by C (which is given in bits/channel
access) the capacity of a system in the presence of noise plus
interference. Three cases are possible :
• In the first situation, we consider the capacity (C) without
taking into account the channel occupation rates;
• In the second situation, we consider the capacity (C′)
based on the average SINR ( ̂SINR);
• In the third situation, we consider the average capacity
(C′′) based on the instantaneous SINR (SINR(t)).
In the first case, the capacity of the victim system is written
as (11),
C = R1 · log2(1 + SINR) (12)
which means that :
C = R1 log2(
1 +
[ ∫
B1
P1
B1
H1(f) df∫ +∞
−∞
P2
B2
H1(f)H2(f) df + kTB1
])
(13)
In the second case, we take into account ̂SINR. The
corresponding capacity C′ is then
C′ = R1 · log2(1 + ̂SINR), (14)
being
̂SINR = E{SINR} = E{S}
E{N}+ E{I}
, (15)
given that S, I and N are independent. Therefore, the capacity
of the victim system is written as
C′ = R1 log2(
1 +
[
R1
∫
B1
P1
B1
·H1(f) df
R2
∫∞
−∞
P2
B2
H1(f)H2(f) df +R1kTB1
])
(16)
In the third case, we consider the expected system capacity
(C′′) taking into account SINR(t). The result is :
C′′ = E{C} = E{log2(1 + SINR)}
= lim
T→∞
1
T
·
∫
T
log2(1 + SINR(t)) dt, (17)
being p1 and p2 the instantaneous powers of the victim system
and the interferer. The integral in equation (17) can be divided
into three integrals depending on the presence of useful signal,
noise and interference. Hence, equation (17) can be rewritten
as follows :
C′′ = lim
T→∞
1
T
∫
T,S=0
log2(1) dt
+ lim
T→∞
1
T
∫
T,S 6=0,I=0
log2(1 + SNR) dt
+ lim
T→∞
1
T
∫
T,S 6=0,I 6=0
log2(1 + SINR) dt. (18)
The first one represents the situation where the victim system
is not transmitting. The second one corresponds to the case
where the victim system is transmitting without interference
and the third one represents the situation where both systems
are transmitting.
The parameters SINR and SNR are constant, so we obtain
C′′ = 0 + log2(1 + SNR) lim
T→∞
1
T
∫
T,S 6=0,I=0
dt
+ log2(1 + SINR)
∫
T,S 6=0,I 6=0
dt
= log2(1 + SNR)p(S 6= 0, I = 0)
+ log2(1 + SINR)p(S 6= 0, I 6= 0), (19)
where p(x, y) is the joint probability of the variables x and y.
Using conditional probability formulae and assuming that p1
and p2 are independent, the probabilities can be written as
p(S 6= 0, I = 0)
= p(S 6= 0, I = 0/I = 0).p(I = 0)
= p(S 6= 0).p(I = 0) = R1(1 −R2), (20)
and
p(p1 = P1, p2 = P2)
= p(S 6= 0/I 6= 0).p(I 6= 0)
= p(S 6= 0).p(I 6= 0) = R1R2. (21)
The average capacity of the victim system in the presence
of the interferer considering SINR(t) is
C′′ = R1 · (1−R2) · log2(1 + SNR)
+R1 ·R2 · log2(1 + SINR)
= R1 · (1 −R2) · log2
(
1 +
∫
B1
P1
B1
·H1(f) df
kTB1
)
+R1 ·R2 · log2(
1 +
[ ∫
B1
P1
B1
·H1(f) df∫ +∞
−∞
P2
B2
H1(f)H2(f) df + kTB1
])
, (22)
B. Results analysis
1) Simulation parameters: We illustrate in the following
some results based on the expressions presented on Section
IV-A. For this, we set the SNR to 20dB and we compute the
capacities C, C′ and C′′ for different values of the powers
ratio P1
P2
, channel occupation rates R1 and R2 and bandwidths
B1 and B2 of both systems, and considering different values
of the systems frequency offset δ.
We present hereafter three types of results. We first compute
the three capacities with respect to the ratio of system powers
P1
P2
. We then study the variations of C, C′ and C′′ with
respect to the interference channel occupation rate R2. We
finally analyze the three capacities with respect to the channel
occupation rate R1.
For the first type of results, we calculate the capacity
considering P1
P2
values between −20dB and 10dB, for R1 = 1
(continuous transmission by the victim) and two values of the
channel occupation rate by the interferer: R2 = 1 (continuous
interference) and R2 = 0.5 (half-time interference).
For the second type of results, then fix R1 = 1 and we
compute the capacities for P1
P2
= 5dB and P1
P2
= −5dB,
considering B2 = 1, two values of the interfered system
bandwidth: B1 = 0.5 and B1 = 0.1 and two values of the
frequency offset δ = 0 and δ = B1+B2
4
.
For the third type of results, we set R2 = 0.5 and we
calculate the capacities for the same parameters as for the
previous type of results.
2) Study case simplification: To simplify the study, we
assumed that both system masks (H1(f) and H2(f)) are ideal,
i.e. that they are expressed by :
H1(f) =
 1 F1 −
B1
2
≤ f ≤ F1 +
B1
2
0 otherwise
(23)
H2(f) =
 1 F2 −
B2
2
≤ f ≤ F2 +
B2
2
0 otherwise
(24)
being F1 and F2 center frequencies of system 1 and system
2. System 1 and system 2 use overlapping frequency bands if
the frequency offset between them δ
δ = F2 − F1, (25)
verifies
−
B1 +B2
2
≤ δ ≤
B1 +B2
2
. (26)
Assuming that H1(f) and H2(f) are ideal, we have:
S = P1 (27)
and
I =

P2
B2
·
(
B1+B2
2
− δ
)
B1 ≤ B2
P2 B1 > B2
(28)
Consequently :
SINR =

(
kTB1
P1
+ P2
P1
B1+B2−2δ
2B2
)−1
B1 ≤ B2(
kTB1
P1
+ P2
P1
)−1
B1 > B2
(29)
and
̂SINR =

(
1
SNR
+ P2
P1
R2
R1
B1+B2−2δ
2B2
)−1
B1 ≤ B2(
1
SNR
+ R2
R1
P2
P1
)−1
B1 > B2
(30)
3) Results for B1 = B2 and δ = 0: In this particular case,
the interfering system and the victim system use the same
frequency band. The signal to interference ratio is equal to
the powers ratio P1
P2
. The three capacity cases in this situation
are given by:
C = R1 · log2
[
1 + (
1
SNR
+
P2
P1
)−1
]
, (31)
C′ = R1 · log2
[
1 + (
1
SNR
+
R2
R1
·
P2
P1
)−1
]
, (32)
C′′ = R1 · (1−R2) · log2(1 + SNR)
+R1 ·R2 · log2
[
1 + (
1
SNR
+
P2
P1
)−1
]
. (33)
We show in Fig. 3 the capacities C, C′ and C′′ with
respect to the SIR. We notice that when both systems transmit
continuously (R1 = R2 = 1), C, C′ and C′′ are identical. In
this situation, the average SIR and the instantaneous SIR
are both equal to the ratio of systems powers. Considering
continuous transmission for the victim and discontinuous
interference transmission (R2 = 0.5), the capacities C′ and
C′′ increase compared to C. It can be also noticed that if̂SINR is considered, the capacity gain when compared to the
continuous case is more significant for high SINR whereas if
SINR(t) is considered, the capacity gain is more important
for low SINR values.
We illustrate in Fig. 4 the capacities C, C′ and C′′ variations
with respect to the rate R2. We see that for a fixed R1, the
capacity C remains constant with respect to the interference
channel occupation rate R2. For both SINR values, we can
notice that the capacity C′ decreases in logarithmic scale and
C” decreases linearly with respect to R2, but they are both
higher than C. More particularly, for R2 = 1 (continuous
interference case), we retrieve that the three capacities are
identical.
We finally show in Fig. 5 the capacities C, C′ and C′′
variations with respect to the rate R1. We see that for a fixed
SINR, the system capacity C increases linearly with respect
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Fig. 3. : Channel capacity in the presence of co-channel interference and
noise with respect to the SINR, for SNR = 20 dB and for systems using
the same frequency band.
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Fig. 4. : Channel capacity in the presence of co-channel interference and
noise with respect to the interfering channel occupation rate, for R1 = 1,
SNR = 20 dB and for systems using the same frequency band.
to R1. As expected in equations (32) and (33), the capacity C′′
increases also linearly and C′ increases in logarithmic scale
with respect to R1. We note however that for R1 < R2 the
victim system capacity C′ considering ̂SINR is lower than
the capacity C in the continuous case. The reverse result holds
for R1 > R2 and if R1 = R2. In all cases, C” remains higher
than C and C′.
4) Results for B1 > B2 and −B1+B22 ≤ δ ≤ B1+B22 : In
this situation, the interfering system and the victim system use
overlapping frequency bands and the interfering signal uses a
larger bandwidth than the useful signal. The corresponding
capacities have the same expressions as in section IV-B.3.
5) Results for B1 ≤ B2 and −B1+B22 ≤ δ ≤ B1+B22 : In
this case, the SIR depends on the ratio of systems bandwidths,
their frequency bandwidths and their frequency offset. The
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
In
te
rfe
re
d 
Sy
st
em
 C
ap
ac
ity
 (B
its
/C
ha
nn
el 
Ac
ce
ss
)
Channel Occupation Rate R1 by the interfered System
 
 
C, SIR = 5 dB
C’, SIR = 5 dB
C’’, SIR = 5 dB
C, SIR = −5 dB
C’, SIR = −5 dB
C’’, SIR = −5 dB
Fig. 5. : Channel capacity in the presence of co-channel interference and
noise with respect to the useful channel occupation rate, for R2 = 0.5, SNR
= 20 dB and for systems using the same frequency band.
expression of the interfered system capacities are given by:
C = R1 log2
[
1 +
(
1
SNR
+
P2
P1
B1 +B2 − 2δ
2B2
)−1]
, (34)
C′ = R1 log2
[
1 +
(
1
SNR
+
R2
R1
P2
P1
B1 +B2 − 2δ
2B2
)−1]
,
(35)
C′′ = R1(1−R2) log2(1 + SNR) +R1R2
log2
[
1 +
(
1
SNR
+
P2
P1
B1 +B2 − 2δ
2B2
)−1]
. (36)
We show herein the capacity variations with respect to the
power ratio P1
P2
:
• in Fig. 6 for B1 = 0.5 and δ = 0;
• in Fig. 7 for B1 = 0.5 and δ = B1+B24 ;
• in Fig. 8 for B1 = 0.1 and δ = 0;
• in Fig. 9 for B1 = 0.1 and δ = B1+B24 .
We notice from Fig. 6 to 9 that when both systems transmit
continuously, the capacities C, C′ and C′′ are identical. When
either ̂SINR or SINR(t) is taken into account, the victim
system capacity increases compared to C and this holds for
all the studied values of systems bandwidths and frequency
offsets. We also notice from the four figures that the higher is
the power ratio P1
P2
, the more significant is the capacity gain
with ̂SINR whereas the capacity gain is the more significant
for low values of P1
P2
.
When comparing the results of Fig. 6 and Fig. 8, we see
that for a given frequency offset, the capacity gain when
considering SINR(t) is the same whereas the capacity gap
between C′ and C′′ decreases with the ratio B1
B2
for high values
of P1
P2
(i.e. high values of the SINR). This also holds when
comparing the results of Fig. 7 and Fig. 9.
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C,R1=1,R2=1
C’,R1=1,R2=1
C’’,R1=1,R2=1
C’,R1=1,R2=0.5
C’’,R1=1,R2=0.5
Fig. 6. : Channel capacity in the presence of co-channel interference and
noise with respect to the ratio P1
P2
, for SNR = 20 dB, B1 = 0.5, B2 = 1
and δ = 0.
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C,R1=1,R2=1
C’,R1=1,R2=1
C’’,R1=1,R2=1
C’,R1=1,R2=0.5
C’’,R1=1,R2=0.5
Fig. 7. : Channel capacity in the presence of co-channel interference and
noise with respect to the ratio P1
P2
, for SNR = 20 dB, B1 = 0.5, B2 = 1
and δ = B1+B2
4
.
In addition, when comparing results of Fig. 6 and Fig. 7,
we notice that for a given bandwidth B2 and a ratio B1B2 , the
capacity gap between C and C′′ (as well as between C′ and
C′′) decreases with the frequency offset particularly for high
values of P1
P2
(i.e. high values of the SINR). This also holds
when comparing the results of Fig. 8 and Fig. 9.
We also see that for very low values of P1
P2
, the gap between
C” and C is the same for fixed channel occupation rates,
independently of systems bandwidths and frequency offset
(Fig. 6 to 9).
We then fix R1 = 1 and we study variations of C, C′
and C′′ with respect to the interference channel occupation
rate R2, as presented on Section IV-B.1. We illustrate the
corresponding results in Fig. 10 for δ = 0 and in Fig. 11
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C,R1=1,R2=1
C’,R1=1,R2=1
C’’,R1=1,R2=1
C’,R1=1,R2=0.5
C’’,R1=1,R2=0.5
Fig. 8. : Channel capacity in the presence of co-channel interference and
noise with respect to the ratio P1
P2
, for SNR = 20 dB, B1 = 0.1, B2 = 1
and δ = 0.
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C,R1=1,R2=1
C’,R1=1,R2=1
C’’,R1=1,R2=1
C’,R1=1,R2=0.5
C’’,R1=1,R2=0.5
Fig. 9. : Channel capacity in the presence of co-channel interference and
noise with respect to the ratio P1
P2
, for SNR = 20 dB, B1 = 0.1, B2 = 1
and δ = B1+B2
4
.
for δ = B1+B2
4
. We see that as in the subsection IV-B.3,
C remains constant, C′ decreases in logarithmic scale and
C′′ decreases linearly with R2 and this occurs for all studied
values of B1, B2 and δ but in all cases we have C” ≥ C′ ≥ C.
Moreover, when we compare the results of Fig. 10 and Fig.
10, we notice that for given values of B1 and B2, the capacity
gain decreases when | δ | increases.
We finally set R2 = 0.5 and we analyze the variations of
C, C′ and C′′ with respect to the channel occupation rate R1
as mentioned in Section IV-B.1. We present the corresponding
results in Fig. 12 for δ = 0 and in Fig. 13 for δ = B1+B2
4
.
We notice from Fig. 12 and 13 that for fixed powers and
bandwidths, C and C′′ increase linearly and C′ increases in
logarithmic scale with respect to R1, for both studied values
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C,P1/P2 = 5 dB
C’,P1/P2 = 5 dB
C’’,P1/P2 = 5 dB
C,P1/P2 = −5 dB
C’,P1/P2 = −5 dB
C’’,P1/P2 = −5 dB
Fig. 10. : Channel capacity in the presence of co-channel interference and
noise with respect to the interfering channel occupation rate, for R1 = 1,
SNR = 20 dB, B1 = 0.1, B2 = 1 and δ = 0.
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C,P1/P2 = 5 dB
C’,P1/P2 = 5 dB
C’’,P1/P2 = 5 dB
C,P1/P2 = −5 dB
C’,P1/P2 = −5 dB
C’’,P1/P2 = −5 dB
Fig. 11. : Channel capacity in the presence of co-channel interference and
noise with respect to the interfering channel occupation rate, for R1 = 1,
SNR = 20 dB, B1 = 0.1, B2 = 1 and δ = B1+B24 .
of the offset δ. For both offsets, we verify that for R1 < R2
the victim system capacity C′ considering ̂SINR is lower
than the capacity C in the continuous case. The reverse result
holds for R1 > R2 and if R1 = R2, both capacities are
identical but lower than the capacity considering SINR(t). In
addition, we can notice that when | δ | increases, the capacity
gain decreases. However, higher capacity of the victim system
could be achieved for high values of | δ | (i.e. when the
overlapping between bandwidths of the interfering and the
interfered systems is low).
Finally, from Fig. 3 to Fig. 13, we can see that the victim
system performance increases significantly when channel oc-
cupation rates of both systems are considered. It can be noticed
that considering SINR(t) is more realistic because it takes
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C,P1/P2 = 5 dB
C’,P1/P2 = 5 dB
C’’,P1/P2 = 5 dB
C,P1/P2 = −5 dB
C’,P1/P2 = −5 dB
C’’,P1/P2 = −5 dB
Fig. 12. : Channel capacity in the presence of co-channel interference and
noise with respect to the useful channel occupation rate, for R1 = 1, SNR
= 20 dB, B1 = 0.1, B2 = 1 and δ = 0.
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C’’,P1/P2 = 5 dB
C,P1/P2 = −5 dB
C’,P1/P2 = −5 dB
C’’,P1/P2 = −5 dB
Fig. 13. : Channel capacity in the presence of co-channel interference and
noise with respect to the useful channel occupation rate, for R1 = 1, SNR
= 20 dB, B1 = 0.1, B2 = 1 and δ = B1+B24 .
into account system time-domain aspects with less approxi-
mations. As a result, frequency sharing studies could be more
precise and systems could be more accurately characterized.
In this case study we made approximations on the propa-
gation environment and we obtained simple expressions for
the signal to interference ratio using the channel occupation
rates of both systems. We also studied the case where both
system masks are ideal and we considered that their anten-
nas are isotropic. More results can be easily obtained using
realistic transmission and reception masks as well as antennas
radiation patterns by applying equations (2) and (3) into our
case study. Moreover, to get more accurate results, additional
parameters should be taken into account such as the Inter-
Symbol Interference (ISI) and multipath phenomena.
V. CONCLUSION
In this paper we showed the importance of time-domain
considerations to improve the spectrum sharing between radio
systems. Current EMC frequency domain analysis provides
worst-case results (the involved systems are assumed to trans-
mit continuously), whereas the time-frequency approach seems
to be more accurate. It takes into account time-frequency
aspects and technology properties. We analyzed a study case
in a simplified propagation environment, which allowed us to
emphasize that considering channel occupation rates of both
systems affects the EMC result and provides more realistic
results under certain conditions. On the other hand, the time-
domain analysis seems to be more complex as the instan-
taneous actual interference level may depend on additional
parameters of the systems physical layer (power variations,
modulation schemes...) and upper layers’ parameters (coding
schemes, channel access methods...). For the future, we would
like to evaluate realistic scenarios taking into account the
propagation environment characteristics and specific properties
of the signal. In addition, imperfections in the transceiver chain
should be taken into account to obtain more representative
results. This analysis should be extended to situations where
the systems use different channels with overlapping frequency.
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