We present an implicit tensor factorization method for learning the embeddings of transitive verb phrases. Unlike the implicit matrix factorization methods recently proposed for learning word embeddings, our method directly models the interaction between predicates and their two arguments, and learns verb phrase embeddings. By representing transitive verbs as matrices, our method captures multiple meanings of transitive verbs and disambiguates them taking their arguments into account. We evaluate our method on a widely-used verb disambiguation task and three phrase similarity tasks. On the disambiguation task, our method outperforms previous state-ofthe-art methods. Our experimental results also show that adjuncts provide useful information in learning the meanings of verb phrases.
Introduction
There is a growing interest in learning vectorspace representations of words and phrases using large training corpora in the field of Natural Language Processing (NLP) (Mikolov et al., 2013; Mitchell and Lapata, 2010) . The phrase representations are usually computed by composition models that combine the meanings of words into the meanings of phrases. While some studies focus on representing entire phrases or sentences using syntactic structures (Hermann and Blunsom, 2013; Socher et al., 2011) , others focus on representing the meaning of transitive verb phrases (Grefenstette and Sadrzadeh, 2011; Grefenstette et al., 2013; Kartsaklis et al., 2012) .
In this paper, we investigate vector-space representations of transitive verb phrases. The meaning of a transitive verb is often ambiguous and disambiguated by its arguments, i.e., subjects and objects. Investigation of transitive verb phrases should therefore provide insights into how composition models can capture such semantic interactions between words. Moreover, in practice, capturing the meanings of transitive verb phrases should be useful in many real-world NLP applications such as semantic retrieval (Miyao et al., 2006) and question answering (Who did What to Whom?) (Srihari and Li, 2000) .
There are several approaches to representing transitive verb phrases in a vector space using large unannotated corpora. One is based on tensor calculus (Grefenstette and Sadrzadeh, 2011; Kartsaklis et al., 2012; Van de Cruys et al., 2013) and another is based on neural networks (Hashimoto et al., 2014; Muraoka et al., 2014; Tsubaki et al., 2013) . In the tensor-based methods, transitive verbs are represented as matrices, and they are constructed by using the pre-trained word embeddings of their subjects and objects. One limitation of this approach is that the embeddings of subjectverb-object phrases are computed statically, i.e., the composition process and the embedding (or matrix) construction process are conducted separately. In the neural network-based methods, the embeddings of words and phrases can be learned jointly (Hashimoto et al., 2014) . However, the strong interaction between verbs and their arguments is not fully captured in their method because it relies on shallow neural networks using diagonal weight matrices which are designed to work on large training corpora.
To bridge the gap between the two approaches, we present an implicit tensor factorization method for learning the embeddings of transitive verb phrases. We assume a three-mode tensor in which the value of each element represents the level of plausibility of a tuple of a predicate and its two arguments (Van de Cruys et al., 2013) . We then implicitly factorize the tensor into three latent factors, namely one predicate tensor and two argument matrices. This is motivated by the recently proposed implicit matrix factorization methods for learning word embeddings (Levy and Goldberg, 2014; Mikolov et al., 2013) . Our method trains matrices representing predicates and embeddings of their arguments so that they maximize the accuracy of predicting the plausibility of the predicateargument tuples in the training corpus. The transitive verb matrices and the embeddings of their subject and object are thus jointly learned. Furthermore, this method allows us to exploit the role of prepositional adjuncts when learning the meaning of verb phrases by modeling the relationship between prepositions and verb phrases.
Our experimental results show that our method enables predicates and their arguments to strongly interact with each other and that adjuncts are useful in learning the meaning of verb phrases. We evaluate our method using a widely-used verb disambiguation task and three phrase similarity tasks. On the disambiguation dataset provided by Grefenstette and Sadrzadeh (2011) , we have achieved a Spearman's rank correlation score of 0.614, which is significantly higher than the state of the art (0.456). This result demonstrates that the direct interaction between verbs and their arguments is important in tackling verb disambiguation tasks. Qualitative evaluation further shows that the meanings of ambiguous verbs can be disambiguated according to their arguments and the learned verb matrices capture multiple meanings of transitive verbs.
Method
To learn the embeddings of transitive verb phrases, we focus on the role of adjuncts, which optionally complement the meaning of the verb phrases. For example, in the following sentence, the prepositional phrase starting from the preposition "in" is an adjunct of the verb "make":
An importer might be able to make payment in his own domestic currency.
The transitive verb "make" is inherently ambiguous, but this sentence tells us that the action exPredicate Argument 1 Argument 2 make an importer payment in make payment his own domestic currency pressed by the verb phrase "make payment" is carried out by means of a currency. If we further observe the verb phrase "pay money" with a similar adjunct in another sentence, those two sentences tell us that the two phrases "make payment" and "pay money" are semantically similar to each other. We therefore expect such prepositional adjuncts to be useful in learning the meaning of verb phrases. In the disambiguation processes, strong interactions between transitive verbs and their arguments are desirable as with the method in Tsubaki et al. (2013) . More specifically, the meaning of "make" changes according to its object "payment" and the meaning of "pay" changes according to its object "money". We use the probabilistic HPSG parser Enju 1 (Miyao and Tsujii, 2008) to identify transitive verbs with their subjects and objects, and as adjuncts, we also extract prepositional phrases with transitive verbs. In the grammar of the Enju parser, each word in a sentence is a predicate with zero or more arguments, i.e., prepositions, too, are treated as predicates.
In the example sentence shown above, the transitive verb "make" and the preposition "in" are predicates which take two arguments. Table 1 shows the output from the Enju parser. In this example, the transitive verb "make" takes two arguments: the first argument (the subject) is the noun phrase "an importer" and the second argument (the object) is the noun "payment". The preposition "in" also takes two arguments: the first argument is the verb phrase "make payment" and the second argument is the noun phrase "his own domestic currency". For simplicity we use only the head word of each noun phrase, so the subjects and objects of the transitive verbs are nouns and the second arguments of the prepositions are also nouns. We further modify the output by incorporating the subject for each verb phrase which is the first argument of prepositions when the subject exists 2 . Therefore, the words used in this paper are verbs, nouns, and prepositions. Table 2 shows the modified output of the examples in Table 1 .
To model the co-occurrence statistics of predicate-argument structures, we follow Van de Cruys et al. (2013) and assume a three-mode tensor, which is just a three-dimensional array, T ∈ R |P|×|A 1 |×|A 2 | in which plausibility scores are stored as real values. P is the set of predicates of a particular category in the training corpus, A 1 is the set of the first argument of the predicates in P, and A 2 is the set of the second argument. When treating transitive verbs as predicates, A 1 is the set of their subjects and A 2 is the set of their objects. Table 1 shows an example, where "make", "an importer", and "payment" are a member of P, A 1 , and A 2 , respectively. The plausibility score T (i, j, k) corresponds to the tuple of the i-th (1 ≤ i ≤ |P|) predicate having the j-th (1 ≤ j ≤ |A 1 |) first-argument and the k-th (1 ≤ k ≤ |A 2 |) second-argument. The larger the value of T (i, j, k) is, the more plausible the tuple (i, j, k) is. In the above example, if the tuple (i, j, k) corresponds to "make", "an importer", and "payment" and i ′ corresponds to "eat", the value of T (i, j, k) is expected to be larger than that of T (i ′ , j, k).
As with Van de Cruys et al. (2013) , we factorize the large three-mode tensor T into three factors:
• three-mode tensor P ∈ R |P|×d×d ,
• matrix A 1 ∈ R d×|A 1 | , and
The dimensionality d is a hyperparameter that determines the size of the latent factors. Using these factors, we can compute a plausibility score:
where a 1 (j) ∈ R d×1 and a 2 (k) ∈ R d×1 are the jth and k-th column vectors of A 1 and A 2 , respectively, and P(i) ∈ R d×d is the i-th slice, which is just a matrix, of P. a 1 (j) T is the transpose of a 1 (j). By this tensor factorization, each predicate in P is represented with a matrix, which we call a predicate matrix, and each argument in A 1 and A 2 is represented with a vector, which we call an argument embedding. As with Hashimoto et al. (2014) , arguments are not restricted to words in our method, and thus we compute argument embeddings using a composition function when the arguments consist of more than two words. To learn the predicate matrices and argument embeddings, we define a plausibility judgment task by using a cost function for each predicateargument tuple observed in the training corpus. For each predicate-argument tuple (i, j, k), the cost function E(i, j, k) is defined as follows:
where i ′ ∈ P is a randomly drawn predicate, and j ′ ∈ A 1 and k ′ ∈ A 2 are randomly drawn arguments. σ(x) is the logistic function, so the cost function E(i, j, k) in Eq. (2) measures whether we can discriminate between the plausible tuple and other three implausible tuples by means of logistic regressions. We follow Mikolov et al. (2013) to draw the random predicates and arguments according to their frequencies weighted by an exponent of 0.75 and ensure that each of the randomly generated tuples is not observed in the corpus. The overall objective function is defined as the sum of the cost functions for all observed predicate-argument tuples and minimized by AdaGrad (Duchi et al., 2011) in a mini-batch setting. The partial derivative
∂P(i) for updating the model parameters is computed as follows:
where ⊗ denotes the outer-product of two vectors. Similarly, the partial derivatives
∂a 1 (j) and
∂a 2 (k) are computed as follows:
which can be used to learn the composition function using the backpropagation algorithm if the arguments are not words. When the arguments are words, we then use the partial derivatives to directly update the argument embeddings. P(i ′ ), a 1 (j ′ ), and a 2 (k ′ ) are also updated but for the sake of brevity the partial derivatives for them are not shown here. Equation (3) shows that a predicate matrix is updated to capture the information about which argument pairs are or are not relevant to the predicate. Argument embeddings are learned to capture similar information.
Transitive Verb Phrases with Adjuncts
While our method is applicable to any categories of predicates which take two arguments, in this paper, we focus on learning the embeddings of transitive verb phrases by treating transitive verbs and prepositions as predicates. Thus, we factorize two tensors T v and T p for transitive verbs and prepositions, respectively. T v is factorized into a verb tensor V (corresponding to P), a subject matrix S (corresponding to A 1 ), and an object matrix O (corresponding to A 2 ). To compute argument embeddings composed by subject-verb-object tuples, we use the copy-subject function in Kartsaklis et al. (2012) :
where V(l) is a verb matrix, s(m) is a subject embedding, and o(n) is an object embedding. ⊙ denotes the element-wise multiplication of two vectors. The composed verb phrase embeddings are taken as the first arguments of the prepositions. The copy-subject function is also used to compute verb-object phrase embeddings by omitting the subject embedding in Eq. (6):
Compared with other composition functions defined in Kartsaklis et al. (2012) , such as the copyobject function, the copy-subject function allows us to compute embeddings for both of subjectverb-object and verb-object phrases.
In the case of the copy-subject function, assuming that Eq. (4) is defined as δ 1 , the subject embedding in Eq. (6) is updated using the following partial derivative:
We then define δ 2 as follows:
and update the verb matrix and object embedding using δ 2 :
The model parameters used in the composition function are shared across the overall proposed method. That is, the verb matrices and subject/object embeddings are used for computing the composed embeddings and the plausibility scores in Eq. (1).
Relationship to Previous Work
Representing transitive verbs with matrices and computing transitive verb phrase embeddings have been proposed by Grefenstette and Sadrzadeh (2011) and others (Kartsaklis et al., 2012; Milajevs et al., 2014; Polajnar et al., 2014) . All of them first construct word embeddings by using existing methods and then compute or learn transitive verb matrices. This kind of approach requires one to figure out which word embeddings are suitable for each method or task (Milajevs et al., 2014) . By contrast, our method does not require any other word embedding methods and instead jointly learns word embeddings and matrices from scratch, which saves us from the time-consuming process to test which word representations learned by existing methods are suitable for which composition models. Moreover, our method learns the embeddings of transitive verb phrases by using adjuncts rather than statically computing them using learned word embeddings and matrices as done in the previous work. The information stored in the verb matrices learned by Eq. (3) is similar to that in Grefenstette and Sadrzadeh (2011) . In Grefenstette and Sadrzadeh (2011) , a verb matrix is computed by the sum of the outer-products of the embeddings of its subject-object pairs observed in the corpus. By using such matrices, Kartsaklis et al. (2012) proposed the copy-subject function which has proven effective in representing transitive verb phrases. Using the copy-subject function is therefore a reasonable choice for our composition function.
The use of adjuncts constructed by prepositional phrases for learning verb phrase embeddings has been presented in Hashimoto et al. (2014) . However, they used a variety of categories of predicates simultaneously, and thus it is not clear how adjuncts are useful in improving the embeddings of transitive verb phrases. In this paper, we use only transitive verbs and prepositions and clarify the effects of adjuncts. Moreover, the interactions between predicates and their arguments are weak in their method because their method relies on shallow neural networks using diagonal weight matrices. In contrast, our method allows the predicates to directly interact with their arguments.
The way of factorizing the three-mode tensors is based on Van de Cruys et al. (2013) . The main difference between our method and theirs is that our method can treat phrases as the arguments. Their method is based on co-occurrence count statistics, and thus it is not straightforward to modify their method to treat phrases as well as words.
Our implicit tensor factorization method is motivated by Levy and Goldberg (2014) . They introduced a way to interpret the recently developed word embedding learning method (Mikolov et al., 2013) by using matrix factorization. While their method only produces embeddings of single tokens, our method jointly learns word and phrase embeddings by focusing on the relationship between predicates and their two arguments.
Experimental Settings

Training Corpora
We separately used two corpora as our training corpora. The first one is the British National Corpus (BNC), from which we extracted 6 million sentences. The second one is a snapshot of the English Wikipedia 3 (enWiki) from November 2013. We extracted 80 million sentences from the original Wikipedia file. We then used the Enju parser (Miyao and Tsujii, 2008) to parse all the extracted sentences.
Using the parsing results, we constructed the vocabulary for each training corpus. To be more specific, we used the 100,000 most frequent baseform words paired with their corresponding partof-speech tags in each corpus. Using verbs, nouns, and prepositions in the vocabulary, we extracted predicate-argument tuples whose predicate categories are verb arg12 or prep arg12 defined in the Enju parser. We then pre-processed the output as shown in Table 2 . Consequently, BNC consists of about 1.38 million instances (1.23 million types) for the verb data and about 0.93 million instances (0.88 million types) for the preposition data, and enWiki consists of about 23.6 million instances (15.8 million types) for the verb data and about 17.3 million instances (13.5 million types) for the preposition data. We call the verb data SVO and the combination of the two data SVOPN 4 .
For each corpus, we randomly split the data into the training data (80%), the development data (10%), and the test data (10%). We used the development data for tuning hyperparameters to be used in downstream NLP tasks. When splitting the data, we ensured that each type of predicateargument tuples appeared in only one of the three parts. Hence, for example, instances in the test data do not appear in either of the training or the development data.
To evaluate our method on the plausibility judgment task, for each predicate-argument tuple type in the development and the test data, we randomly sampled implausible tuples N times in the same way as defining the cost function in Eq. (2). That is, we prepared N sets of the development and the test data. For each set of the development and the test data, we calculated the accuracy of the plausibility judgment task; concretely, for each type of predicate-argument tuples (i, j, k), we evaluated whether T (i, j, k) is larger than all of T (i ′ , j, k), T (i, j ′ , k), and T (i, j, k ′ ) and then calculated the ratio of the number of types counted as correct to the total number of the types in the development or the test data. Finally, we calculated the average accuracy of the N set. For BNC, we set N to 50 and for enWiki we set N to 10.
Initialization and Hyperparameters
We initialized the noun embeddings, the verb matrices, and the preposition matrices with zeromean gaussian noise with a variance of 1 d , 1 d 2 , and 1 d 2 , respectively. The hyperparameters for training the embeddings and the matrices are the embedding dimensionality d, the learning rate α for AdaGrad (Duchi et al., 2011) , the mini-batch size, and the number of iterations n over the training data. In our preliminary experiments, we have found that varying the mini-batch size is not so influential in our experimental results. We thus fixed the mini-batch size to 100. For other hyperparameters, we set d to {25, 50, 100}, α to {0.01, 0.02, 0.04, 0.06, 0.08, 0.1}, and the maximum number of n to 20. We selected the values of the hyperparameters so that the accuracy of the plausibility task was maximized on the development data described in Section 3.1.
Baseline Method
We mainly compared our method with the method called PAS-CLBLM in Hashimoto et al. (2014) since PAS-CLBLM is designed to learn composed representations as well as word embeddings using a variety of predicate-argument structures. PAS-CLBLM is modeled as a word predication model using predicate-argument structures, which means that, as with our method, the training relies on the co-occurrence statistics of predicate-argument structures. PAS-CLBLM achieved state-of-the-art results on transitive verb phrase similarity tasks. To train PAS-CLBLM, we used the same data described in Section 3.1. We selected the Wadd nl function in PAS-CLBLM to compute the embedding of each subject-verb-object tuple (i, j, k):
where w s , w v , w o ∈ R d×1 are the weight vectors (or the diagonal weight matrices) for composition and s(j), v(i), o(k) ∈ R d×1 are the embeddings of the subjects, verbs, and objects, respectively. PAS-CLBLM has the same hyperparameters as our method described in Section 3.2. We used the development data for tuning the hyperparameters and added d = 200 to the candidate values for d since PAS-CLBLM is computationally less expensive than our method. We thus evaluated PAS-CLBLM also on the plausibility judgment task. Concretely, for each type of predicateargument tuples (i, j, k) in the development data, Table 3 : Evaluation results on the plausibility judgment task on the SVO development data. the tuple is counted as correct when the predication scores for i, j, and k are larger than those for i ′ , j ′ , and k ′ , respectively.
Results and Discussion
We first tuned the hyperparameters in both our method and the baseline method using the plausibility judgment task. Table 3 shows the average accuracy with the standard deviation for each dimensionality on the SVO development data 5 . As shown in the table, our method outperforms PAS-CLBLM on both BNC and enWiki. The number of the model parameters in PAS-CLBLM (d = 200) is larger than that of the model parameters in our method (d = 50). This result demonstrates that the model architecture itself is more important than the number of the model parameters. The results on the SVO test data were 57.76% (our method, d = 50) and 55.66% (PAS-CLBLM, d = 50) for BNC. For enWiki, the results were 68.18% (our method, d = 100) and 65.19% (PAS-CLBLM, d = 200). We observed a similar trend on the SVOPN data and in the next section, for each embedding dimensionality, we used the model parameters which performed best on the plausibility task.
Evaluation on Transitive Verb Tasks
Evaluation Settings
We evaluated the learned embeddings of transitive verbs using a transitive verb disambiguation task and three tasks for measuring the semantic similarity between transitive verb phrases. Each phrase pair in the four datasets is paired with multiple human ratings: the higher the rating is, the more semantically similar the phrases are. To evaluate the learned verb phrase embeddings on each dataset, we used the Spearman's rank correlation between the human ratings and the cosine similarity between the phrase embeddings. We calculated the correlation scores using averaged human ratings. Each phrase pair in the datasets was annotated by more than two annotators and we took the average of the multiple human ratings for each phrase pair.
Transitive verb disambiguation. The first dataset GS'11 is provided by Grefenstette and Sadrzadeh (2011) . GS'11 consists of pairs of transitive verbs and each verb pair takes the same subject and object. As discussed in previous work (Kartsaklis and Sadrzadeh, 2013; Milajevs et al., 2014; Polajnar et al., 2014) , GS'11 has an aspect of a verb sense disambiguation task. For example, the transitive verb "run" is known as a polysemous word and this task requires one to identify the meanings of "run" and "operate" are similar to each other when taking "people" as their subject and "company" as their object.
In the same setting, however, the meanings of "run" and "move" are not similar to each other. The task is suitable for evaluating our method since our method allows verbs and their subjects and objects to multiplicatively interact with each other. (2014) 0.456 n/a n/a 0.732 Hashimoto et al. (2014) 0.422 0.669 0.612 0.770 Polajnar et al. (2014) 0.35 n/a 0.58 n/a Table 5 : Results for the transitive verb tasks using the enWiki data.
Transitive verb phrase similarity. The other datasets are ML'10 provided by Mitchell and Lapata (2010) , KS'13 provided by Kartsaklis and Sadrzadeh (2013) , and KS'14 provided by Kartsaklis and Sadrzadeh (2014). ML'10 consists of pairs of verb-object phrases and KS'13 complements ML'10 by incorporating an appropriate subject for each verb-object phrase. KS'14 is the reannotated version of KS'13 using a cloud sourcing service. Unlike GS'11, these three datasets require one to capture the topical similarity rather than the disambiguation aspect (Polajnar et al., 2014) . Table 4 and 5 show the evaluation results using BNC and enWiki, respectively. The results are shown for each method, data type, and embedding dimensionality. These tables also show the results from other work (Hashimoto et al., 2014; Milajevs et al., 2014; Polajnar et al., 2014) on the same tasks while the training settings, such as the corpus and information used in the training, are different from those in this work. However, the evaluation settings are the same with those in the previous work. That is, in the previous work, averaged human ratings were used to evaluate the Spearman's rank correlation scores, similarity scores between subject-verb-object phrases were used for GS'11, KS'13, and KS'14, and similarity scores between verb-object phrases were used for ML'10.
Result Overview
Effects of using adjuncts. Except for the results for GS'11 using PAS-CLBLM, the correla- Table 6 : Nearest neighbor verb-object phrases.
tion scores consistently improve when using the SVOPN data compared with using the SVO data, which shows using adjuncts is helpful in learning the meanings of verb phrases. Using the SVO data alone, verb phrase embeddings themselves are not directly learned but computed separately. By contrast, the SVOPN data provides the opportunity for learning verb phrase embeddings.
Effects of the training corpora. In previous work on learning and evaluating word embeddings, it is generally observed that increasing the training data results in better results. However, as opposed to our expectation, Table 4 and 5 show that using enWiki does not necessarily lead to better results. A possible explanation is that the nature of the training corpus matters the most. The usage of each word depends on the training corpora, and at least for these verb sense tasks, the size of BNC is sufficient and the nature of BNC fits these tasks.
Disambiguation Task
Our method outperforms both the baseline and the previous state of the art for GS'11, which demonstrates that our method better handles the disambiguation of transitive verbs. This result is somewhat expected since our method provides stronger interaction between predicates and their arguments than the baseline method. Table 6 shows some examples 7 of verb-object phrases with their nearest neighbor ones in the embedding space according to the cosine similarity. For our method, we show the results of using the SVO and SVOPN data, and for PAS-CLBLM, we 7 The verb-object phrase "make use" is the part of the idiomatic expression "make use of".
show the results of using the SVOPN data. In each setting, we used the enWiki data with d = 50. Table 6 clearly shows the difference between our method and the baseline method. In our method, the meaning of "make" becomes close to those of "earn", "pay", and "use" when taking "money", "payment", and "use", respectively, as its object. By contrast, PAS-CLBLM simply emphasizes the head word "make". In previous work, it is also reported that the weighed addition composition functions put more weight on head words (Hashimoto et al., 2014; Muraoka et al., 2014; Socher et al., 2013) . As opposed to these previous methods, our method has the ability of selecting the meaning of transitive verbs according to their objects. Table 6 also shows that the phrase embeddings in our method are influenced by using the adjunct data (i.e., the SVOPN data). For example, in the example of "make money", the results for using the SVO data include "use money" as the nearest neighbors. When using the SVOPN data, the focus seems to shift to the true meaning of "make money".
Phrase Similarity Task
In the phrase similarity tasks, our method compares favorably to PAS-CLBLM for ML'10, but PAS-CLBLM outperforms our method for KS'13 and KS'14. These results are consistent with those in previous work.
In Milajevs et al. (2014) and Polajnar et al. (2014) , using the simplest composition function (the element-wise vector addition) achieves much better correlation scores than other tensor-based complex composition functions. These results indicate that our method is suitable for capturing the disambigua- tion rather than capturing the topical similarity between phrases.
Qualitative Evaluation on Verb Matrices
Finally, we inspect the learned verb matrices using the SVO data of enWiki with d = 50. Compared with the word embeddings, the verb matrices have two-dimensional structure. According to Eq. (3), each row vector and each column vector in a verb matrix are updated to capture the information about what subject-object pairs are relevant (or irrelevant) to the verb. Table 7 shows the nearest neighbor verbs using the cosine similarity between row (or column) vectors in the verb matrices. For reference, we also show the results using the vectorized representation of the verb matrices (denoted as "all" in the table). While the entire matrices capture the general similarity between verbs as with word embeddings, some specific rows (or columns) capture the multiple meanings of usages of the verbs.
Related Work
Based on the distributional hypothesis (Firth, 1957) , various methods for word embeddings have been actively studied (Levy and Goldberg, 2014; Mikolov et al., 2013) . Recent studies also investigate how to learn phrase and/or sentence embeddings using syntactic structures and word embeddings (Socher et al., 2011) . Along the same line of research, there is a growing body of work on representing transitive verb phrases using word embeddings (Grefenstette and Sadrzadeh, 2011; Hashimoto et al., 2014; Kartsaklis et al., 2012; Tsubaki et al., 2013) . Those studies can be split into two approaches: one is based on tensor calculus and the other is based on neural networks. In contrast to the recent studies on word embeddings, the tensor-based methods represent words with tensors which are not limited to vectors. That is, higher order tensors such as matrices and threemode tensors are also used. In the case of representing transitive verb phrases, for example, each transitive verb is represented as a matrix and each noun is represented as a vector in Grefenstette and Sadrzadeh (2011) . Based on Coecke et al. (2010) , Grefenstette and Sadrzadeh (2011) presented a method for calculating a verb matrix using word embeddings of its observed subjects and objects. The word embeddings were constructed by the method in Mitchell and Lapata (2008) . Grefenstette and Sadrzadeh (2011) then introduced composition functions using the verb matrices and the noun embeddings. Their approach has been followed by some recent studies (Kartsaklis et al., 2012; Milajevs et al., 2014; Polajnar et al., 2014; Van de Cruys et al., 2013) .
In the neural network-based methods each word is usually represented with a vector. Tsubaki et al. (2013) presented a neural network language model focusing on the binary relationship between verbs and their objects. Their co-compositionality method enables verb embeddings to be multiplicatively influenced by the objects, and vice versa. Subsequently, Hashimoto et al. (2014) introduced a method which jointly learns word and phrase embeddings by using a variety of predicateargument structures. While their method achieves state-of-the-art results on phrase similarity tasks, the interaction between predicates and their arguments is weak.
Conclusion and Future Work
We have presented an implicit matrix factorization method for learning the embeddings of transitive verb phrases. The verb matrices learned by our method capture the multiple meanings of transitive verbs and we have shown that adjuncts play an important role in learning the meanings of transitive verb phrases. In our experiments, our method outperforms the previous state of the art on a transitive verb disambiguation task. In future work, we will investigate how the learned phrase embeddings improve real-world NLP applications.
