Abstract
Introduction
Human activity is one of the most important characteristics for explaining individual or group variability. Recognizing human activity benefits many applications, such as contextaware computing [13] , search engine [4] , social network services [8, 3] , location-based services [12, 11] , automated visual surveillance [9] , and multimodal human-computer interaction [1] . For example, through analyzing and predicting human browsing behavior, the searching quality of search engine can be improved [4] .
Current activity analysis mainly focuses on human physical activity, such as primitive actions (e.g., walking, running, and jumping) and activities of daily living (e.g., making coffee, brushing teeth, and eating meal) [5] , whereas little research has been conducted on their intellective activity. Analyzing human intellective activity is useful to understand how they conduct intellective works. Reviewing journal or conference papers is a typical intellective activity.
During the review process of an academic conference, reviewers are asked to assess the quality of the assigned papers, and the results will be used to determine whether a paper can be accepted or not. However, the objectivity of the review results can not be always guaranteed. One reason is that it is difficult to set an absolutely objective standard to evaluate a paper. Furthermore, reviewers may have different opinions on the evaluating metrics.
Related Work
Activity recognition has received much attention in the past decades. Human activities can broadly be categorized into individual activity and group activity. Individual activity refers to the actions or behavior of a single person. Rashidi et al., [20] mined and tracked human activities by using the sensing data collected in physical smart environments, and then detected changes in an individual's patterns and lifestyle. Kim et al., [10] classified different individual activities, such as running, walking, crawling, and sitting, based on micro-Doppler signatures. In [16] , head tracking is used to recognize individual actions in a meeting room like entering, leaving, walking, getting up, sitting down, and being at whiteboard.
Group activities are performed by more than one person. The changing number of people and interaction between them make the recognition of group activity much more complicated. Ni et al., [17] recognized human group activities with localized causalities (self-causality, pair-causality, and group-causality) through analyzing surveillance video database. Morita et al., [15] proposed a mining method for multimodal interactions to extract important patterns of group activities. McCowan et al., [14] recognized group actions in meetings by modeling the joint behavior of participants based on a two-layer HMM framework.
Different from the above studies, which focus on analyzing human physical activity, this paper aims to understand human intellective activity during the paper reviewing process for academic conferences.
The analysis of reviewer activity has seldom been reported in literatures. Numerous studies have been done to evaluate the paper review process. Douceur et al., [7] proposed an approach of ranking papers rather than the traditional way of rating, when evaluating paper individually or aggregately. The goal is to ensure that the quality of every accepted paper is higher than every rejected paper. Crowcroft et al., [6] identified several problems with the current review process. They proposed a grand unified mechanism that gives incentives to authors, reviewers, and the community to do "right things".
Several works used the review data to investigate the review process. Anderson [2] conducted a study showing significant differences among reviewers. Some factors leading to a less efficient and less effective conference review process were investigated. Papagiannaki [18] proposed to use the review data and author feedback to evaluate the reviews. Through data analysis, some questions about reviewers and the interpretations were identified. Papagiannaki and Rizzo [19] described the whole review process of the conference of SIGCOMM2009 and presented some discussion about the review form.
Data

Data Overview
To discover the unobserved behavior patterns of reviewers with academic papers, we got the review dataset of the premium conference, ACM SIGCOMM 2009. For comparison, we also collected the reviews of UIC 2009 and 2010 (International Conference on Ubiquitous Intelligence and Computing). The dataset of UIC includes the reviewer information which is used to analyze the variability between reviewers. Both datasets were anonymized in order to protect the reviewer privacy. We use SIGCOMM and UIC to refer to the two datasets in the following description.
SIGCOMM dataset contains 820 records while UIC dataset has 536 records. The properties of the dataset of SIGCOMM and UIC are not totally consistent, but they share three available properties score, confidence, and character count. Score refers to the quality of the paper in the reviewer's opinion. Confidence is used to evaluate how well the reviewer believes the score he or she gives to the paper. It also reflects the reviewer's expertise on the paper. Character count is the length of a particular review.
In the SIGCOMM dataset, the score of submissions ranges from 1 to 5, where 1 means the poorest and 5 means the best, while in UIC, the score ranges from -3 to 3. The confidence interval scale is from 1 to 4 in the SIGCOMM and from 0 to 4 in the UIC conference. Character count does not have any specific interval. Within the two datasets, the shortest review has no characters while the longest one has nearly 20000 characters.
Data Preprocessing
As the data format in the two datasets is not consistent, we need to prepare the data with universal format before it can be analyzed. Three preprocessing methods are involved: discretization, normalization, and representation.
Discretization:
Data like character count with variable length should be discretized at first. We sort the data in ascending order, and then assign three points to split the data into 4 intervals which are labeled as Short, Medium, Long and Very long, as shown in Table 1 . For instance, 8.9% in the line of SIGCOMM means the number of reviews that fall into Short occupies 8.9 percentages in the SIGCOMM conference. 
Normalization
When analyzing review pattern with clustering method, we need to calculate the similarity between different reviews. The first step is to calculate the standard dissimilarity between the three properties (score, confidence, and character count) of different reviews. Standard dissimilarity means the dissimilarities we get are all in an interval from 0 to 1. To ensure that, we need to normalize the raw data to make sure all of them are in a range of [0, 1]. The normalization equation is shown as below.
where x is the raw value of a property, max and min refer to the maximum value and minimum value of raw data, and x' means the corresponding value of x in the new standard scale from 0 to 1. For example, we can normalize the score set {1, 2, 3, 4, 5} in SIGCOMM to a new set of {0, 0.25, 0.5, 0.75, 1}.
Data representation
To analyze the patterns of different reviewers, the dataset of UIC needs to be organized in a new format. Take the score as an example (see Table 2 ), the table is two-dimensional where the horizontal axis shows how many papers carry a specific score and the vertical axis represents different reviewers. The total number of the reviewers is 145. For instance, Reviewer 2 gave the score of '-2' for one paper, '-1' for one paper, and '2' for two papers. Similar reorganization is performed on the property of confidence and the discretized character count. 
For easy processing in the data analysis, we represent the transformed data with vectors, such as
, where i is the reviewer id,   k x represents the frequency of a specific item of Score. For example,
is the score vector of Reviewer 1, which indicates that he or she reviewed four papers with the scores of -2, 0, 1 and 2 (refer to TABLE II), respectively.
means that Reviewer 1 gave the confidence of 2 to two papers and 3 to another two papers (confidence in UIC ranges from 0 to 4). We illustrate the correlations among score, confidence, and the length of review characters in Figure 1. 
Score and character count
SIGCOMM: As shown in Figure 1(a) , reviewers have a tendency to score papers in the low and medium area (from 1 to 3), and only 55 papers carry scores of 4 or 5. Furthermore, most of reviewers' feedbacks are in a range of medium to long. We can also observe that the lowest score tends to be correlated with a short review (above 50% of short reviews) and the score 2 is likely with 'very long' review.
UIC: According to Figure 1(b) , nearly 80% of papers score in a range from -2 to 2, especially many papers are with the score of -2 or 2. In addition, papers with 'very long' review usually do not appear with a score of 5. Meanwhile, when the review is too short, the paper will not get the highest score.
Generally speaking, the reviewers are reluctant to rank papers with the extremes of the score scale. What's more, long reviews rarely appear in papers with the highest scores and more papers are with the character count of 'very long' when their scores are in the low or medium area.
Score and confidence
SIGCOMM: As shown in Figure 1(c) , only 3% papers get the lowest confidence and less than 15% of those get the highest score. Over 50% of papers that carry a medium score (e.g., 2 and 3) get the highest confidence.
UIC: From Figure 1(d) we can see that no papers with a low confidence like 0 or 1 get the highest score.
In a word, the most diffident reviews seldom appear with the highest score. In addition, most confident reviews appear in the papers with a medium score.
Confidence and character count
SIGCOMM: Figure 1 (e) shows that in SIGCOMM, more papers (nearly 80%) are having the top two confidence values. It means the reviewers of SIGCOMM were very confident in their review. In addition, papers with the longest feedbacks usually appear with the confidence of 3 or 4.
UIC: According to Figure 1 (f) we can observe that more than 80% papers get a confidence of 2 or 3, which means the UIC reviewers were not as confident as those of SIGCOMM. Furthermore, around half papers are with Very long or Long reviews. However, the papers with the lowest confidence did not get longer reviews.
Generally we get the following observations: (1) fewer papers are provided with a low confidence, (2) higher confidence always appears with longer reviews, and (3) the lowest confidence seldom appears with a long review.
Data Analysis
To understand the review activities, we analyze the anonymized review data of the two conferences by using two methods: descriptive statistics and data mining. Through descriptive statistical method, we can get an intuitive understanding of the data. Through data mining technology, some implicit analysis results like the review and reviewer patterns can be obtained.
Descriptive Statistical Method
Descriptive statistical method [21] is useful to reveal the general characteristics of a dataset through classification, generalization and calculation. It can be used to obtain potential features in review activities. Important information behind the data can be intuitively illustrated with charts, graphics, etc. Two specific descriptive statistical methods are adopted in this paper as follows:
 Frequency can be used for score and confidence statistics. For example, how many papers get a score of 1, 2, or others, and can tell us which score the reviewers prefer to mark. Histogram and scatter plot are used to show the frequency. The divided bar graph can not only show the frequency of one attribute but also show the relationship between two continuous variables.
 A scatter plot can also be used to visually illustrate a relationship between two continuous variables. The subtle connections between score and character count, or confidence and character count can be easily obtained from this kind of plot through certain processing like jittering or fitting.
Data Mining Method
Descriptive statistics is a simple and convenient method to obtain intuitive characteristics from data; however, it can not offer us more comprehensive analysis results. Data mining is a powerful method of discovering new knowledge. We first use a graph to represent the reviews and their relationship and then present a mining method for analyzing the graph.
Definition 1 (Review Graph):
A graph is used to represent the reviews and their relationship, denoted as )
is the set of nodes representing individual reviews, and
is the set of edges connecting the reviews. Each node has three properties: score, confidence, and character count, denoted as
. Whether two nodes should be connected relies on their similarity.
We designed a graph-based review clustering method to analyze different review activity patterns. The method is depicted as Algorithm 1. The algorithm first calculates the similarity between two reviews (Step 1). If the similarity is larger than a threshold r, it connects the two nodes in the graph (Step 2). The algorithm then scans the graph with Breadth First Search (BFS) based on a threshold Lambda to find different clusters (Step 3). It finally outputs the clusters of reviews (Step 4). The similarity calculation and clustering are described in detail in the following subsections.
Algorithm 1 Graph-based review clustering
Input: a review dataset, threshold r and Lambda Output: clusters of reviews Procedure: (1) calculate the similarity between every two reviews (2) if the similarity is larger than r, link the two reviews in the review graph (3) scan the graph with Breadth First Search (BFS) based on Lambda to find different clusters (4) output the clusters of reviews
Review similarity calculation
To get the similarity between two reviews, we first calculate the dissimilarity of each property   y x diss , k , and then use equation (2) to get the total dissimilarity between two reviews. And finally, the similarity can be obtained according to (3) . 
In this paper, we use (4) to get the dissimilarity of score, confidence, and character count between every two reviews. (4) Here x and y are score, confidence or character count of two objects, x and y are the normalization of x and y .
Clustering
We adopt Breadth First Search (BFS) method to traverse all the nodes and divide them into several clusters. Parameter Lambda is defined to determine whether a non-classified node belongs to the current cluster. The specific algorithm is shown in Algorithm 2.
To determine whether the current node V i belongs to cluster A k , we first calculate the summation of the connectivity between V i and each existing node in A k (Steps 4-5). Then calculate the average connectivity, and if the average connectivity is larger than the threshold Lambda, we put node V i into A k , otherwise, return to Step 3 to determine whether V i belongs to A k+1 . Traverse all the nodes in the graph with BFS and finally each node will fall into one of the clusters.
Algorithm 2 Clustering algorithm (1) for each node
if (sum/A k .length)>Lambda (7) V i belongs to A k (8) else (9) k=k+1, return to step(3) (10) i=i+1, return to step(1) (11) End
We use graph-based clustering method to cluster the reviews of SIGCOMM and UIC. A simple K-means clustering method is utilized to discover the reviewer patterns of UIC, and compared with the results of statistical classifying method.
Results
With the methods described above, we analyze the two datasets and present the results in this section. Data analysis tools, such as SPSS (Statistical Product and Service Solutions) and MATLAB are utilized here. Raw data is preprocessed with both the two tools. We use SPSS to implement the K-means clustering. Through the graph-based clustering algorithm implemented with MATLAB, we get the review clusters. 
Review Patterns
The graph-based mining method is utilized to cluster reviews in SIGCOMM and UIC. The results are described in the following subsections.
Review pattern in SIGCOMM
When the parameter r is set as 0.75 and Lambda as 0.95, the reviews of SIGCOMM are clustered into 6 classes, as shown in Figure 2 . Table 3 shows the percentage and characteristics of the reviews in each cluster. For instance, the reviews in Cluster 1 are likely with low to medium score, medium confidence, and short to medium character count. Cluster 1 and Cluster 2 occupy more than 70% of all the reviews. Very few reviews are put into Clusters 4, 5, and 6. For example Cluster 5 includes only 1.59% reviews, which are featured with the lowest confidence and short character count.
Ten reviews (represented as black node in Figure 3 ) are not included in any clusters. We can observe that their character count is relatively longer than others.
Review pattern in UIC
When setting the parameter r as 0.72 and Lambda as 0.96, the graph-based mining algorithm clusters the reviews of UIC into 9 classes. We find that the last four clusters share the same characteristics of long character count, so we merge them into one and finally get 6 clusters as shown in Figure 3 . The percentage and characteristics of the reviews in each cluster are shown in Table 4 . We observe that Cluster 2 has the largest number of reviews with medium confidence and short to medium character count. Very few reviews are included in Cluster 4 (merely 1.50%) with a both low score and confidence. 
Reviewer Activity Patterns
In order to study reviewer activity patterns, we must know the reviewer information, e.g., the exact papers reviewed by a reviewer. As the reviewer information is only available in the UIC dataset, this section's results are therefore restricted to UIC.
Descriptive statistics
The reviewer data is represented with vectors as mentioned in Section 3.2.3. A scatter plot and fitting curves are generated. Based on the fitting curves, the reviewers are categorized into four classes according to score, confidence, and character count, respectively. Class 1 refers to the group of reviewers who give low score, low confidence, or short review. Class 2 is opposite to Class 1. Class 3 includes the reviewers who prefer to give the extreme score, confidence, or character count. Class 4 is opposite to Class 3. TABLE V shows the percentage of each class. Figure 4 shows the four different types of polynomial fitting curves according to score, which represent four different groups of reviewers in ranking papers. The percentage of each class is 22.76%, 15.17%, 14.48%, and 47.59% (see TABLE V). Figure 4(a) shows the polynomial fitting curves of Class 1 who rank papers with lower scores, and Class 2 is the opposite, as shown in Figure 4(b) . Figure 4(c) illustrates the reviewers (Class 3) who prefer to give the extreme scores, i.e., very high and very low scores. Many reviewers (Class 4, nearly 48%) tend to give the papers medium scores rather than the extreme scores as shown in Figure  4(d) .
For the classes grouped in terms of confidence, a majority of reviewers, about 81%, give more medium or second top confidence, and this is probably because of their nature of modesty. The classes based on character count are similar with those of confidence. Most reviewers tend to input a medium length feedback, rather than the shortest or longest reviews. From another point of view, we can find that for nearly 40% reviewers, the length of their reviews is in the same level. For example, Reviewer 2 reviewed four papers and the review lengths are all in the medium level, while Reviewer 16 merely reviewed two papers, but all are in the long level. 
K-means clustering
Descriptive statistical method is an intuitive way to classify the reviewer patterns by using chart, histogram, and figure, but it lacks quantification details in categorization. To overcome the weakness of the descriptive statistical method, we adopt the K-means clustering to extract the patterns of different reviewers.
Comparing the clustering results, we decide the reasonable cluster number as 3. All reviewers' activities of evaluating papers with score, confidence and review length are clustered into three groups marked as A, B and C, as shown in Figure 5 . Curves below are produced by the centroids of each group, which represent the characteristics of each group.
Figure 5(a) shows the score behavior clusters. Reviewers in Cluster A, nearly 40% of reviewers, prefer to give papers score under 0, near -2. By contrary, Cluster B has a tendency of high score and Cluster C is in the middle level. From Figure 5 (b), the medium and the second top confidence are likely to be given separately by two groups A and B with larger number of reviewers, and the reviewers of each group are all around 40%. Cluster C presents an incremental curve and indicates that reviewers in this cluster are more likely to give papers with the highest confidence. The cluster centroid trends of character count depicted in Figure  5 (c) are similar to those of confidence. The cluster distribution is presented in Table 6 . We can see that more than half (58%) of the reviewers (Cluster A) give most of the papers they review medium length feedbacks, and the reviews of Cluster B are likely to be long, while only 8% of reviewers (Cluster C) give more papers the longest reviews. 
Conclusion
In this paper, we conduct a study of investigating review activity in academic conferences by using descriptive statistics and data mining method. Three properties of reviews are used such as score, confidence, and review length. We got some interesting results. For example, more than half of reviews in SIGCOMM are featured with low to medium score, medium or high confidence and short to medium character count. However, in UIC many reviews (above 30%) are corresponding to high confidence and short to medium character count. With the method of descriptive statistics, the reviewers are clustered into four classes according to the three properties separately, and the reviewers were likely to give reviews with medium score, confidence or character count. Three clusters of reviewer were obtained when using K-means clustering method. Take the cluster distribution according to score for example, nearly 40% of reviewers prefer to give paper a higher score. For character count, only 8% of reviewers evaluate papers with 'very long' comments. All these results are useful for interpreting how the reviewers give their reviews in academic conferences. In the future, we plan to enrich the datasets to achieve more statistically significant results.
