Abstract
Introduction
Wireless digital communications are about to take the place of wired applications. To overcome the need for an increasing volume of information through a band limited transmission medium, a solution is to use multiple antennas at both sides of the communication link. Space Time Bit Interleaved Modulations [13] have thus been proposed to achieve high spectral efficiency transmissions over frequency selective channels. Bit interleaved Modulation consists in cascading an information binary digit encoder, an interleaver and a modulator. For ST-BICM, modulated symbols are spatially splitted into n T substreams, where n T denotes the transmit antenna number. Each substream is sent from its corresponding antenna. Provided the channel is frequency selective, such a transmission scheme combines spatial, frequency and time diversities. The receiver has to be thought so as to take fully advantage of the available diversity. The Maximum Likelihood A Posteriori receiver achieves this goal but its computational cost is too high and makes its implementation impossible. The MMSE turbo equalization principle [6, 16, 15] enables to derive low complexity receivers that can achieve optimal performance. It has been extended and applied to detect single carrier ST-BICM. In [4, 17, 1] , the MMSE equalization is carried out in the time domain.
Nevertheless, frequency-domain processing has retained more attention to be an effective mean for reducing computational complexity. Frequency domain approaches for MMSE turbo equalization are proposed in [14] [7] [3] for SISO and MIMO systems respectively. More precisely, The filtering equations, derived in the time-domain, are converted to the frequency-domain by taking advantage of the circular convolution property of the channel impulse response and the data symbols enabled by inserting a cyclic prefix at the beginning of each transmitted packet. The resulting structure includes only one filter in succession of a soft interference canceller.
In [8] , the authors propose an interesting frequencydomain equation derivation for an iterative BLAST receiver. In the spirit of [8] and based on the approach of [10] , we derive a Turbo equalizer for ST-BICM by optimizing the feedback and feedforward filters directly in the frequencydomain. In that sense, this paper improves the derivation of the previous approach [14] [7] [3] .
In systems that communicate over large delay spread channels, it is well understood that TD MMSE turbo equalization provides comparable performance when configured with a high impulse response length filter. However a performance comparison between the frequency-domain MMSE turbo equalizer and its time-domain counterpart, for which the filter length has to be properly and efficiently chosen, has never been proposed yet. In this paper, we consider This work was supported in part by FT RD. the problem of finding the TD filter achieving the best compromise between minimum impulse response length and performance.
In section II, we describe the MIMO transmission scheme and particularly the frame structure adaptation to frequency domain equalization. In section III, the turbo equalizer equations are derived and in section IV, simulation results show the receiver efficiency in comparison with that of the corresponding MMSE equalizer in the time-domain. In this section the TD filter length choice is pointed out.
MIMO system description

Notations
In the following, considering a matrix A, A ·,i denotes the i th column of A and A j,· denotes the j th row of A. A T is the transpose of A and A † is the Hermitian transpose of A. If {x(n)} is a symbol sequence of size N , {X(p)} denotes its N -Discrete Fourier Transform.
Transmission model
We consider a MIMO system consisting of n T transmit antennas and n R receive antennas. Information binary digits are first encoded thanks to a non recursive convolutional code before being interleaved. Interleaved coded bits are then modulated and passed through a serial to parallel converter. Each of the n T resulting symbol streams is sent from one of the n T transmit antennas. We denote s i (p) the p th symbol transmitted from the i th transmit antenna. The modulation size is denoted M and m is defined as m = log 2 (M ).
In case of a frequency selective channel, the received data result from the convolution of the channel impulse response and the data symbols. Frequency-domain receiver requires that the time domain convolution of the two finitelength sequences be equivalent to the product of their Discrete Fourier Transform coefficients. This is true only if the transmitted frame structure enables the convolution to be circular. This is achieved by inserting a cyclic prefix (the last ν symbols are reported at the beginning of the sequence) or extending each finite-length sequence by a known word [2] . In this paper, each substream symbols are splitted into packets of size N and a cyclic prefix of size ν is inserted at the beginning of each packet. At the receiver side, the cyclic prefix is suppressed before operating the N -DFT.
Let us denote h j,i (z) = L−1 l=0 h j,i (l)z −l the Ztransform of the channel impulse response between transmit antenna i and receive antenna j. The complex AWGN noise coefficients on receive antenna j are denoted b j (n). Assuming perfect carrier and time synchronisation, the samples received on receive antenna j can be written as follows.
After the cyclic prefix extraction, {r j (n)} is splitted into packets of length N . A N -DFT is applied on each block. We thus obtain N vectors R(p) of size n R whose expression is
where
Statistical property assumptions
We assume that the interleaver depth is sufficient to ensure that information binary digits entering the modulator are independent and identically distributed. Denoting them α k , an additional hypothesis is Pr(α k = 1) = 1 2 . Taking into account a QAM or PSK modulation, the modulated symbols s i (n) have zero mean and the cross-correlation matrix coefficients are given by
where δ k,0 is the Kronecker symbol.
Complex noise samples are supposed to be independent, identically distributed of zero mean and variance σ 
Frequency-Domain Turbo Equalization
The turbo equalization principle [5] consists in repeating the equalization and decoding processes by exploiting information available at the decoder output in the equalizer. In the proposed receiver scheme, the equalization is operated in the frequency domain whereas the decoding process is carried out in the time domain.
Information exchange principle
The decoder provides the equalizer with A Posteriori Probabilities for the encoded binary digits that can be used to compute a soft estimate of transmitted symbols. We denote L i.e. taking the conditional expectation. More precisely,
Moreover as in [10] ,s i (n) are assumed to be independent and identically distributed of zero mean and variance denoted σ 2 s . If S denotes the modulation constellation, using the bit to symbol conversion
we can writẽ
where α i (k) corresponds to the t th binary digit in the interleaved coded binary sequence. One can prove [10] 
Both properties are used in the equalizer equation derivation.
Frequency domain equalizer equation derivation
Based on the approach in [6] , the proposed equalizer consists of a feedforward and feedback MMSE filters in the frequency domain. We denote
where W i,· (p) denotes the n R length row vector of the pth feedforward filter frequency coefficients and Q i,· (p) is the n T length row vector of the pth feedback filter coefficients such that its diagonal elements in the time domain is equal to zero: q i,i (0) = 0, i.e.
To obtain the matrices W(p) and Q(p), we minimize the mean square error betweenŜ(p) and S(p) under the constraint
The Lagrangian resolution of this optimization problem provides us with the following equations :
where e i is a n T length vector with coefficient in position i equal to one and the other ones equal to zero. In [1, 13, 15, 16, 18 ], estimation of s(n) is based on MMSE linear estimation requiring the computation of second order statistics at each signalling instant using the information delivered by the decoder. This approach provides a more accurate estimation of s(n) at the expense of a higher complexity [10, 15] . Note that, after some mathematical developpements, we can obtain an equalizer structure equivalent to that of [3] [7], i.e a soft interference canceler followed by a MMSE linear filter in frequency-domain.
Analysis of the equalizer output
Considering the expression of R(p) and equations (10) (11) (12) (13) (14) , one can easily obtain an equivalent expression of the equalizer output :
Therefore one can writeŝ i (n) = µ i s i (n) + η(n) where η(n) corresponds to the residual ISI and the noise. Indeed due to the constraint on {Q i,i (p)}, η(n) and s i (n) are independent. We assume that η(n) is a complex gaussian noise. We can prove that η(n) is a zero mean random variable of variance σ 2 η equal to σ 2 s µ i (1 − µ i ). Therefore a direct approximation of the conditional density probability function ofŝ i (n) is
Soft symbol to binary digit conversion
We define the extrinsic information delivered by the de-
In (q) which is delivered by the equalizer. Therefore it will be used as a valuable a priori piece of information in the soft symbol to binary digit converter. We denote X is given by :
The symbol to binary digit converter output is defined as the extrinsic information extracted from L E Out (q) and independent of X E In (q).
In becomes the new decoder input.
The whole receiver structure is summarized in Fig.1 . 
Lower bound of the turbo equalizer performance
A lower bound of the iterative equalizing and decoding process can be obtained by feeding the equalizer with perfect decoder output. It consists in consideringS(p) equal to S(p) in (9) and taking
where α i (mn + k) corresponds to the q th binary digit in the interleaved coded sequence and γ is a constant of high value. The so-called genie FD MMSE turbo equalizer supresses multi-antenna interference and intersymbol interference for each transmit antenna, from the received signal. Assuming soft demapping without a priori knowledge, we can accurately predict asymptotic performance at the frequencydomain equalizer output following the proposed approach in [11] . Simulations are shown in section IV to confirm the purpose.
Simulation results
This section is dedicated to the simulation result presentation. Before introducing the parameters, we define the Signal to Noise Ratio and its expression as a function of
N0 . E b is the average energy necessary to transmit an information binary digit and N 0 is the unilateral power spectral density function of the gaussian noise.
Signal to Noise Ratio definition
According to (3), the average total transmitted power per channel use is given by
T , and its duration T , and denoting E s the average energy necessary to transmit a super symbol, we can write E s = P s T . On the other hand, if R c is the coding rate, the following equality holds:
If the reception low-pass filter is the square root of a raised cosinus filter, the average gaussian noise power is equal to
As a consequence, the average signal to noise ratio per receive antenna is
Turbo equalizer performance over an ISI channel
The simulation context is the same as in [4] . We consider a MIMO system with n T = n R = 2. The information sequence length is 506. The convolutional code has a coding rate of 1 3 and its octal polynomial representation is (133, 145, 175). Binary coded digits are pseudo-randomly interleaved before being 8-PSK modulated. We consider that the interleaver depth is sufficient to ensure information binary digits entering the modulator are i.i.d. Simulations have shown that taking higher interleaver size does not improve the bit error rate. Then symbols are splitted into packets of size 256. A cyclic prefix is added at the beginning of each packet. We assume that channel impulse responses between two transmit and receive antenna pairs are uncorrelated and consist of two paths separated by a symbol duration and of equal average power.
). The channel is time-invariant over a symbol packet duration (i.e over N + ν symbols) and we assume perfect channel state information at the receiver. Assuming soft demapping without a priori knowledge, the bit error rate (resp. Frame error rate) after each equalization and decoding iteration is plotted as a function of 3) . The signal to noise ratio computation does not take into account the cyclic prefix and the trellis termination bits. The performance of the turbo equalizer with perfect a priori information from the decoder (cf. III.E) is plotted as a reference (genie-equalizer and genie-decoder). The genieequalizer performance is compared to the corresponding analytical probability of bit error developed in [11] . We observe that both curves are indistinguishable which confirm the accuracy of the proposed FD algorithm. The figure also shows that for E b N0 superior to 2 dB, the iterative process at the equalizer output reaches a steady-state after 3 iterations which matches the lower bound. On the other hand, for a BER of 10 −2 at the decoder output, there is a gap of 1.5 dB compared to the genie-aided decoder output. This is due to the fact that the BER at the equalizer output is not exactly the same as the one available at the genie-aided output and this little difference is amplified at the decoder output. Indeed the decoder is very sensitive to the reliability value level. In Fig.3 , the behaviour for FER is somehow different. The decoder performance after 6 iterations is at less than 0.4 dB from the genie-aided decoder. Considering the iterative receiver convergence, we can observe that 4 iterations are sufficient. The improvement brought by the fifth and sixth iterations is negligible. 
Frequency-domain vs Time-domain MMSE Turbo equalization
A further evaluation is performed to compare the performance of the proposed algorithm with that of the corresponding TD MMSE equalizer. Refering to [4, 17, 9] , the TD MMSE equalizer consists of a soft interference canceler followed by a MMSE linear filter. It requires a sliding window, of sufficient length Nf from each antenna at the receiver to ensure optimum MSE solution. The issue is to find a value Nf that meets a compromise between performance and computation cost. The design of finite length filter in time-domain is well understood and finite length constraints can be considered under the MSE criterion [12] . We consider the same MIMO transmission scenario as in section IV. We define r = as the a priori information reliability degree. It can be seen that r = 1 (resp. r = 0), corresponds to perfect (resp. unavailable) a priori information from the decoder output. The deviation between the MSE of an equalizer using a Nf length impulse response filter and the minimum MSE is plotted as a function of Nf in Fig. 4 for different values of r and E b N0 . As shown in Fig. 4 , the filter length corresponding to the inflexion point in each curve, enables the equalizer to achieve a good compromise between complexity (short filter length) and ISI reduction (long filter length). Interestingly, we observe that the effective filter length decreases while the parameter r increases. For r = 1, the MMSE equalizer is able to retrieve the whole ISI from the received signal for each source to be estimated. In that case, the MMSE filter coincides with the matched filter. At high E b N0 and r = 1, the ISI phenomenon dominates over the noise such that the equalizer has to invert the channel impulse response. As a consequence, a high impulse response length filter is necessary in order to avoid unstable phenomena due to finite length equalization constraints.
According to Fig. 4 , using a 2L + 1 length filter enables to achieve a good compromise between computational cost and performance for E b N0 = 5dB. We thus take Nf = 2L+1 in the following. We consider the same MIMO transmission scenario as in section IV for n T = n R = 2 with respectively L = 2 and L = 10 paths and variance 1/L. The bit error rate (resp. frame error rate) after the sixth decoding iteration is plotted as a function of Fig. 5 (resp. Fig. 6 ). The performance of the turbo equalizer with perfect a priori information from the decoder is plotted as a reference. We observe that the time-domain and frequency-domain techniques perform identically in each MIMO channel configuration when Nf = 2L + 1. We can conclude that the proposed MMSE turbo equalizer is the relevant frequencydomain counterpart of the time-domain. Note that, it is seen that the genie decoder performance corresponding to L = 2 paths outperform the one respresented in Fig. 4 .2 with a 1dB gain which comes strictly from the improvement due to soft demapping with a priori knowledge. The figure also shows performance improvement due to multipath diversity with the increase of channel impulse response length. Hence our system benefits from an additional diversity of order L due to the channel dispersion.
We have also considered the TD MMSE turbo equalizer performance with a low number of filter coefficients (L +1) to confirm the results in Fig. 4 . As shown in Fig. 5 (resp.  Fig. 6 ), the sixth decoding iteration corresponding to L = 2 paths is very close to that of the TD turbo equalizer with sufficient filter length. It should be noted that if asymptotic performance is the same, the TD turbo equalizer with sufficient filter length exhibits faster convergence. On the other hand, noticeable loss in performance is observed for L = 10 paths when the filter length is set to L+1. For L = 2, taking Nf equal to 3 does not degrade the performance compared to using Nf = 5. On the contrary, for L = 10, taking a 11-length filter brings a noticeable degradation in comparison with a 21-length filter. In Fig. 5 , for a BER of 10 −2 at the decoder output, there is a gap of 4dB compared to the TD MMSE turbo equalizer with sufficient filter length. The same observations can be done in Fig. 6 for the FER.
Performing equalization in the time-domain requires a minimum filter length to achieve good performance at the expense of a high computational complexity for channels with severe ISI. In that case, the FD MMSE turbo equalizer seems more suitable. 
Conclusions
This paper describes a frequency domain turbo equalizer for Space Time Bit interleaved coded modulation. The proposed turbo equalizer differs from previous approaches in that feedforward and feedback filters are directly derived in the frequency domain. Asymptotic performance has been shown to be consistent with the probability of bit error derived in [11] . Simulations over multipath Rayleigh block fading channels show the structure equivalence in comparison with the time-domain approach. The frequency-domain equalizer structure is independent of the channel impulse response length on contrary of the time-domain one for which the filter length has to be properly chosen so as to ensure good performance. Future work will consider computation cost reduction of the whole iterative process in the case of TD receiver, by shortening the filter length with the iterations.
