Abstract-This paper extends some recent results about linear quadratic control (LQC) using linear matrix inequalities (LMIs) to linear parameter varying (LPV) systems. At first, static specifications, where the weighting matrices are constant, are considered. Later, the concept of shifting linear quadratic control (SLQC), where some varying parameters are introduced and used to schedule not only the controller, but the weighting matrices too, is considered. A numerical example is used to illustrate the application of the proposed theory.
I. INTRODUCTION
Linear quadratic control (LQC) has played an important role in modern control theory [1] . Since the pioneer work by Kalman [2] , many researchers have investigated this problem [3] , [4] . Historically, this problem was first investigated in the case of white Gaussian noise [5] , [6] , and has been recently extended to arbitrary correlated noise [7] . The study of LQC still motivates the interest of the research community, as testified by the big number of works that are published about this subject [8] - [12] .
In the last decades, gain-scheduling control techniques have consolidated as an efficient answer to analysis and synthesis problems for nonlinear systems [13] . The strength of these techniques consists in the fact that the properties of the nonlinear systems are checked on the basis of a collection of linear systems, that is also used for designing the controller. This is done in a divide and conquer fashion so that well established linear methods can be applied to nonlinear problems.
Linear parameter varying (LPV) systems were introduced by Shamma [14] to distinguish such systems from linear time invariant (LTI) and linear time varying (LTV) ones [15] . More specifically, LPV systems are a particular class of LTV systems, where the time-varying elements depend on measurable parameters that can vary over time [16] . The LPV framework has proved to be suitable for controlling nonlinear systems by embedding the nonlinearities in the varying parameters, that will depend on some endogenous signals, e.g. states, inputs or outputs. In this case, the system is referred to as quasi-LPV, to make a further distinction with [17] . The LPV paradigm has evolved rapidly in the last two decades, and has been applied successfully to a big number of applications [18] , e.g. airplanes [19] , robots [20] , unmanned aerial vehicles (UAVs) [21] , vehicle suspensions [22] and wind turbines [23] .
Recently, solutions to the LQC problem have been proposed in terms of linear matrix inequalities (LMIs) [24] , [25] . LMIs are a standard formulation for solving complicated control problems very efficiently, and with a remarkable degree of simplicity. Also, the conditions provided for LTI systems can be easily extended to deal with LPV systems such that, as a result, they are useful to analyse and design control laws for nonlinear systems too.
The goal of this paper is to use the recent results obtained in [24] to propose an LQC design procedure for LPV systems, in both the continuous-time and the discrete-time cases. At first, static specifications, where the weighting matrices are constant, are considered. Later, the case of shifting specifications, where some varying parameters are introduced and used to schedule not only the controller, but the weighting matrices too, is considered. Shifting specifications, introduced in [26] , can be of practical interest for all situations where some online variations of performance could be desirable, e.g. control of systems with saturation nonlinearities [27] , graceful performance degradation for active fault-tolerant control [28] and actuator health degradation avoidance [29] . In the case of LQC, by considering shifting specifications, the concept of shifting linear quadratic control (SLQC) is obtained. This paper is structured as follows. Section II extends results about LQC of LTI systems to the case of LQC of LPV systems. Shifting specifications are considered in Section III, thus obtaining SLQC of LPV systems. A numerical example is used to illustrate the application of the proposed theory in Section IV. Finally, the main conclusions are summarized in Section V. 
II. LQC FOR LPV SYSTEMS

A. Continuous-time LQC
The results presented hereafter extend to the continuoustime LPV case the ones obtained by [24] for the continuoustime LTI case. Given an LPV system, defined by:
where x ∈ R n x is the state vector, u ∈ R n u is the input vector, and A(θ) ∈ R n x ×n x and B(θ) ∈ R n x ×n u are matrix functions of a vector of varying parameters θ(t) ∈ Θ ⊂ R n θ , with initial condition x(0) = x 0 specified, find a state feedback control law:
such that the following quadratic criterion:
is minimized, where Q = H T H O and R O, with H ∈ R n q ×n x , n q = rank(Q), and R ∈ S n u ×n u . A practical approach for minimizing J is to search for a control law (2) which guarantees that the criterion J is below some number γ [30] .
Let us introduce the Lyapunov function V (x(t)) = x(t) T Px(t), with P O, P ∈ S n x ×n x , such that:
that, taking into account (2), becomes:
which leads to [24] :
and taking into account (1)- (2), the following matrix inequality can be obtained from (5) 1 :
Then, taking into account the results about dual matrix inequalities obtained by [31] , it can be shown that (9) is equivalent to:
1 The symbol θ is used to indicate a generic value of the varying parameter, whereas θ(t) indicates a specified trajectory.
Eq. (10), after a change of variable Γ(θ) K(θ)P, becomes:
(11) By applying Schur complements [32] , (4) and (11) can be reshaped as:
The state feedback controller gain is thus obtained by solving the LMIs (12)- (13), and letting K(θ) = Γ(θ)P −1 .
However, from a practical point of view, (13) is useless because it corresponds to an infinite number of constraints. Under the assumption that B is constant, and that A(θ) is polytopic, i.e. it satisfies the following property:
with:
it is possible to choose the control law (2) to be polytopic as well:
and to reduce (13) to a finite number of LMIs written at the vertices of the polytope, as follows:
Notice that the assumption of a constant B is not restrictive, since in the case of a varying B(θ), a prefiltering of the input u(t) would lead to obtain a new system with a constant matrixB [33] . More specifically, for the system (1), let us define a new control inputũ(t) such that:
with A u (θ(t)) stable. Then, the resulting LPV system would be:
Then, if it is desired to minimize the value of γ, the following optimization problem should be solved:
subject to (12) and (17).
B. Discrete-time LQC
Similarly to the continuous-time case, the results presented hereafter extend to the discrete-time LPV case the ones obtained by [24] for the discrete-time LTI case. Given the LPV system:
and the quadratic criterion:
minimize J by means of the state feedback control law:
In this case, the Lyapunov function is chosen as V (x(k)) = x(k) T Px(k), P O, P ∈ S n x ×n x , such that (4) and:
Then, the following is obtained:
that, recalling Q = H T H, and after the change of variable Γ(θ) K(θ)P, leads to the matrix inequality [31] :
By applying Schur complements [32] , (4) and (28) are reshaped into (12) and:
Also in this case, under the assumptions of B constant (cases with varying B(θ) are treated in the same way as the continuous-time case, using the filter proposed by [33] ) and A(θ) and K(θ) polytopic, it is possible to reduce (29) to the following finite number of LMIs:
and obtain the vertex controller gains as K i = Γ i P −1 . Then, if it is desired to minimize the value of γ, the optimization problem (22) subject to (12) and (30) should be solved.
III. SHIFTING LQC FOR LPV SYSTEMS
In this section, we consider the problem of designing an LPV state-feedback control law:
where τ = t in the continuous-time case, τ = k in the discretetime case, and p(τ) ∈ Π ⊂ R n p is a vector of scheduling parameters defined in the following and used to achieve the shifting linear quadratic control (SLQC). Remark 1: Despite in this paper the problem of controller design using SLQC is considered for the case of LPV systems, the proposed method is useful for LTI systems too. In this case, the controller is scheduled by means of the vector of parameters p(τ), such that, even though the plant to be controlled is LTI, the overall system is LPV and the mathematical reasoning developed hereafter can be applied. The reason to do so is that in this way the performance of the closed-loop system can be varied in time according to some criterium, e.g. energetic issues.
A. Continuous-time SLQC
Given the continuous-time LPV system (1), the SLQC problem aims at designing the controller K s (θ(t), p(t)) in (31) such that for p(t) = p it minimizes:
Notice that since Q and R are scheduled by p, and the controller as well, the characteristics of optimality in the sense of the considered criterion can be varied online. Thus, the performances of the closed-loop system can be changed online, being this the main feature of the SLQC that distinguishes it from the classical LQC.
Remark 2: The SLQC specification demands the optimality of J(p) for p(t) = p, i.e. for a constant value of p(t). It is worth highlighting that the proposed solution leads to sub-optimality, because of the minimization of the upper bound γ instead of the performance index J(p). However, this approach has the strong advantage of obtaining design conditions that can be solved very efficiently from a computational point of view. It is also worth noticing that, even if the SLQC is defined for p(t) = p, the controller designed using this specification provides good performances also in the case of varying p(t), as shown later in the example.
Then, by guaranteeing that J(p) is below γ, and using the Lyapunov function V (x(t)) = x(t) T Px(t), with P O, P ∈ S n x ×n x , by considering Q(p) = H(p) T H(p) ∀p ∈ Π, and applying the reasoning described in Section II-A, (12) and: 33) are obtained.
Since (33) represents infinite constraints, the assumptions that B is constant, and that:
is done. Then, by choosing K s (θ(t), p(t)) as:
and the vertex controller gains can be calculated as K i j = Γ i j P −1 . Then, (22) can be minimized subject to (12) and (37).
B. Discrete-time SLQC
Similarly to the continuous-time case, given the discretetime LPV system (23), the SLQC problem is to design the controller K s (θ(k), p(k)) in (31) such that for p(k) = p it minimizes:
Remark 3: Considerations similar to the ones made for continuous-time systems in Remark 2 are valid for discretetime systems as well.
By using the Lyapunov function V (x(k)) = x(k) T Px(k), with P O, P ∈ S n x ×n x , by considering Q(p) = H(p) T H(p) ∀p ∈ Π, and applying the reasoning described in Section II-B, (12) and:
which must hold ∀θ ∈ Θ and ∀π ∈ Π, are obtained. Then, if B is constant, and (34)- (36) hold, (39) is equivalent to:
such that the vertex controller gains can be calculated as K i j = Γ i j P −1 . Then, (22) can be minimized subject to (12) and (40). 2 A formal proof of this fact is not given in this work, due to space limitation. However, it follows a reasoning similar to the one provided in [26] .
IV. EXAMPLE
Consider a discrete-time LPV system as in (23), with matrices defined as follows: The procedure described in Section II-B provides the controller gains with the following bounds on the quadratic criterion: γ A = 1.2476, γ B = 1.4673 and γ C = 2.4634. YALMIP toolbox [34] with SeDuMi solver [35] has been used to find a feasible solution to the LMIs.
Later, the following varying weighting matrices in the quadratic criterion J(p), defined as in (38), have been considered:
Notice that Q(p) and R(p) correspond to: Then, a controller K s (θ(k), p(k)) has been obtained using the procedure described in Section III-B with a bound γ = 2.4726.
Figs. 1-3 show the evolutions of the performance indices J A , J B and J C using the designed controllers. As expected, K A , K B and K C obtain the best performance when using the index J A , J B and J C , respectively. Also, each one outperforms K s in the corresponding case, even though it can be observed that the performances obtained by K s are only slightly worse than the best achieved performance.
Finally, in order to complete the comparison, let us consider a varying performance quadratic criterion J(p), where at each sample the values of the elements of the weighting matrices Q(p) and R(p) vary as shown in Fig. 4 . Fig. 5 shows that in this case the best performance is obtained by K s . This is due to the fact that, unlike the other controllers that were designed using fixed weighting matrices, K s has been designed using the SLQC concept, that allows to consider the case of a varying specification into the design step.
V. CONCLUSIONS
This paper has presented an LMI-based approach for designing linear quadratic controllers in the case of LPV systems, extending results that were obtained recently in the LTI case. Also, the concept of shifting linear quadratic control has been introduced. The feature of this technique that distinguishes SLQC from the standard LQC is that the weighting matrices of the quadratic performance criterion are assumed to vary, and their variations are used to schedule the controller. The theory has been developed for both the continuous-time and the discrete-time cases, and a discretetime numerical examples has been used to illustrate the application of the proposed theory. The results have shown that in the cases of fixed weighting matrices, the controller that has been designed to be optimal for the specific weighting matrix taken into consideration outperforms the other controllers. However, in these cases the SLQC controller performances are only slightly worse than the best obtained performances, and when a varying performance index is considered, it proves to be the best one. 
