For wave propagation over distances of many wavelengths, high-order finite difference methods on staggered grids are widely used due to their excellent dispersion properties. However, the enforcement of boundary conditions in a stable manner and treatment of interface problems with discontinuous coefficients usually pose many challenges. In this work, we construct a provably stable and high-order-accurate finite difference method on staggered grids that can be applied to a broad class of boundary and interface problems. The staggered grid difference operators are in summation-by-parts form and when combined with a weak enforcement of the boundary conditions, lead to an energy stable method on multiblock grids. The general applicability of the method is demonstrated by simulating an explosive acoustic source, generating waves reflecting against a free surface and material discontinuity.
Introduction
Some of the most popular numerical methods for wave propagation are high-order finite difference (FD) methods on staggered grids. In computational electromagnetism, these methods are based on the traditional secondorder Yee-scheme [1] and extended to high-order via either explicit or implicit (compact) difference operators [2, 3, 4, 5, 6] . Similar methods have been developed and applied to other areas of wave propagation such as computational seismology and acoustics. In computational seismology, the velocitystress formulation for solving the elastic wave equation is commonly used [7, 8, 9, 10] . Although a few decades have past since the introduction of staggered grid methods, they are still actively and widely used today. This widespread success is because of their simplicity, accuracy, computational efficiency, and ability to scale for large problems.
Compared to low-order methods, high-order methods have small dispersion errors which enable accurate wave propagation over long distances using relatively few grid points per wavelength [11] . The arrangement of variables in the grid can also have a strong impact on the accuracy. Unlike in a collocated grid where all variables are stored at the same grid points, in a staggered grid a variable is shifted by half of a grid spacing with respect to each other. The first derivative is computed more accurately on a staggered grid and staggered grid methods have generally been found to be more accurate than collocated grid methods [12, 13, 14] . Staggering in time can also be used to further improve accuracy and reduce storage costs [15] .
Despite the success of these methods, they have three fundamental drawbacks, two of which have attracted considerable attention. First, curved geometries have to be approximated by staircased grids. Second, the boundary conditions needed at a material interface, where the solution can be discontinuous or non-smooth, are enforced by differentiating across the interface. Both of these issues degrade the accuracy of the numerical solution. Degradation to first-order-accurate and even nonconvergent approximations have been reported and analyzed by many authors [16, 17, 18, 19] . Significantly less attention has been paid to the construction of provably stable methods. The lack of a provably stable method is a major drawback that must not be overlooked. The most dreadful instabilities are elusive in nature. While a numerical solution is typically compared against analytic solutions and other codes by performing grid convergence studies, there is no guarantee that the numerical solution is stable for other types of problems. It is also nontrivial to numerically investigate stability by computing eigenvalues of the large-scale problems often encountered in practice. Therefore, only a proof of stability suffices for producing reliable numerical solutions.
A vast number of solutions that address the aforementioned accuracy issues while maintaining the original simplicity have been proposed. In [20] , a planar interface treatment that achieves fourth-order accuracy using one-sided differences was developed. The need for staircased grid approximations can be overcome by using curvilinear mappings. Methods have been developed for both orthogonal curvilinear grids [21] as well as general curvilinear grids [22, 6, 23, 24] . A more direct way to maintain simplicity is to use immersed interface or embedded methods. These methods enforce the jump conditions at the interface by embedding it in the Cartesian grid and only modifying the weights in the FD stencils near the interface. Immersed methods have been considered by an extensive number of authors, see e.g., [25, 26, 27, 28, 29, 30] , and the references therein. However, immersed methods are low-order-accurate. A third option is to combine unstructured and structured grids to form a hybrid method. The hybrid method is most useful when the curved geometry only occupies a small region of the computational domain. Finite element methods (FEM) have been coupled to FD [31, 32] . FEM is used on an unstructured grid in a region with complex geometry and is coupled to the FD method used on a surrounding Cartesian grid. Similar ideas have also been applied using overlapping or composite grid methods [26] .
In all of the previously mentioned cases, only strongly enforced boundary conditions have been considered and stability has not been analyzed beyond von Neumann stability (with the exception of [17] ). The purpose of the present study is to construct a provably stable high-order method on a staggered grid using weakly enforced boundary conditions. There are many advantages with weakly enforced boundary conditions. The most important advantage is the straightforward path to stability for high-order methods in summation-by-parts form (see discussion below).
In practical calculations, weakly enforced boundary conditions often simplify the implementation. One example is in tsunami generation due to earthquakes, which can be modeled by prescribing traction-free boundary conditions on a linearized moving sea surface [33] . Another example is the simulation of earthquake rupture dynamics, which requires the coupling of elasticity to nonlinear friction laws at an interface where some of the fields can be discontinuous [34, 35, 36, 37] . In computational electromagnetics, frequency dependent dispersive interfaces can be treated by using time dependent jump conditions [38] . Weakly enforced boundary conditions are also a fundamental component of the Discontinuous Galerkin (DG) methods. In DG methods, penalty terms known as numerical fluxes are used to enforce boundary conditions and achieve element-to-element coupling (and also stability).
Similar ideas are presented in summation-by-parts (SBP) methods that use a weak enforcement of boundary conditions via the simultaneous approximation term (SAT) penalty technique. SBP methods were originally developed for FD [39, 40, 41, 42] , but several other methods have been shown to be in this form, including finite volume, spectral methods [43] , discontinuous Galerkin spectral element methods [44] , and flux reconstruction methods [45] . SBP operators satisfy a summation-by-parts property that mimics integration by parts. This property is essential for obtaining an energy estimate, but it is in its standard form restricted to collocated grids. In this work, we extend the SBP-SAT approach to staggered grids by identifying a new SBP property. Given this new SBP property, we construct an energy stable scheme for the acoustic wave equation with multiblock coupling. Due to the general nature of the approach, it can also be applied to other types of wave equations such as the elastic wave equation, or Maxwell's equations.
There are also many advantages of extending the SBP-SAT approach to staggered grids. With this development in hand, one can construct stable, dual consistent difference approximations which are important for optimization problems [46, 47] . While the method in the present study is developed on Cartesian grids, one can gain geometric flexibility by coupling to other SBP methods, e.g., finite volume methods [48, 49, 36] , or DG methods [50] . The method developed in the present study may also be applied to other domains that use staggered grids. For example, in the incompressible Navier-Stokes equations a staggered grid is often used to overcome spurious oscillations in the pressure field [51] . To take advantage of many of these benefits, one only has to modify the boundary procedures in existing staggered grid FD codes.
Generally speaking, the part of an FD code that performs the bulk of the computational work consists of compute kernels responsible for the application of the FD stencils in the interior of the domain. For this reason, the compute kernels are usually heavily optimized and fine-tuned for the specific architecture in mind. The software optimization required to achieve the desired level of throughput can consume both significant effort and time. Since the SBP-SAT method in the present study uses the same interior FD stencils as found in numerous codes, all interior compute kernels can be reused without modification. However, the boundary procedures need to be replaced. On the other hand, since the boundary computations constitute such a small fraction of the computational cost, these procedures do not require the same level of aggressive optimization.
This paper is organized as follows. Section 2 defines SBP operators on staggered grids. Sections 3-4 use these definitions to solve the wave equation in one and two dimensions subject to linear boundary conditions. Section 5 is dedicated to performing a series of numerical experiments to assess the accuracy of the new SBP staggered grid operators and showcase some of their capabilities. In particular, we consider singular source terms to set off explosions, and solve problems with material discontinuities. Finally, in Section 6 conclusions are drawn.
Definitions
In this section, we construct SBP high-order finite difference operators on staggered grids. We discretize the interval x ∈ [0, 1] using the grid points
where h = 1/N is the grid spacing. Let the staggered grids be defined as
Note that, both grids contain the endpoints x 0 = 0 and x N = 1. SBP staggered grid finite difference operators are constructed by using central difference approximations at interior points and one-sided difference approximations at boundary points. For example, second-order accuracy in the interior is given by the standard central difference approximations
for smooth grid functions ψ and φ defined on x − and x + , respectively. Of course, higher-order differences can be used instead. We store the difference approximations in matrices D + ∈ R (N +1)×(N +2) , D − ∈ R (N +2)×(N +1) . The difference operator D + acts on a grid function defined on x − , but approximates its derivative on x + . Similarly, the difference operator D − acts on a grid function defined on x + , but approximates its derivative on x − . Figure 1 demonstrates how the difference operators act on the grid functions for second-order accuracy. SBP staggered grid operators are defined as follows. (i) (Accuracy) The order of accuracy is s for boundary points and 2s for interior points. Given monomials x k + and x k − , we have the accuracy relations
(ii) (Norm) P + and P − are diagonal and positive definite matrices defining the respective discrete L 2 norms
for smooth grid functions φ defined on x + and ψ defined on x − .
(iii) (SBP-property) The matrices Q + and Q − satisfy the SBP property
where the matrix B restricts the grid functions to the boundary:
The operators are built in such way that the properties (i)-(iii) in Definition 1 are satisfied by construction.
When we refer to the order of accuracy of the SBP operators, we refer to the interior order of accuracy. For example, a pair of second-order accurate SBP staggered grid operators is
This approximation uses the second order central derivatives (1) . Near and on each of two boundaries, two one-sided stencils are used for constructing D + and three one-sided stencils for constructing D − . To derive the SBP operators above, we introduced a 2 × 3 block of unknown coefficients q ij in the top left corner of Q + , 2 unknown coefficients α i , i = 0, 1, in P + , and 3 unknown coefficients β j , j = 0, 1, 2, in P − . All of these unknown coefficients are determined by satisfying the accuracy conditions (2), more details are given below. In the interior, Q + has a banded structure given by the stencil (−1, 1), and the coefficients in P + and P − are equal to unity.
The structure of Q + for high-order approximations follow along the same lines. For example, a fourth-order operator with a block 4 × 5 can be constructed by assuming the structure:
To conserve space, only one interior stencil is shown. (4). In general, Q + has a block of m × n unknowns. By multiplying the two equations in (2) with P + and P − , respectively, we obtain a linear equation system for the unknowns q ij , α i , β j , 0 ≤ i ≤ (m − 1), 0 ≤ j ≤ (n − 1). The solution to this system (if it exists) is usually non-unique. Any free parameters that remain can be optimized for accuracy or spectral radius. When solving (2) it is important to ensure that quadrature weights in P + and P − are positive, since otherwise condition (i) in Definition 1 is violated. We solve (2) symbolically using SymPy, a Python library for symbolic mathematics [52] .
In the present study we have derived staggered SBP operators for orders 2, 4, and 6. These operators are available at github.com/ooreilly/sbp. The free parameters have been chosen by optimizing for accuracy as proposed in [53] .
Analysis in one dimension
In this section, we use the SBP staggered grid operators to construct a stable, semi-discrete approximation of the wave equation. Stability is shown by deriving a discrete energy estimate and weakly enforcing the boundary conditions.
Continuous problem
As a model problem, consider the wave equation in one dimension:
We apply the energy method [54] , which leads to
where p 2 = 1 0 p 2 dx. For simplicity, consider only the boundary at x = 0. The number and form of boundary conditions are determined by a diagonalization. The right-hand side in (8) is written as a quadratic form:
which is diagonalized by
By inserting (10) into (8), we obtain
where w = [w − , w + ] T , w + = (X + ) T U and w − = (X − ) T U are the incoming and outgoing characteristic variables, propagating into and out of the domain, respectively. Furthermore, Λ = diag([Λ − , Λ + ] T ) contains the positive and negative eigenvalues, and X = [X − , X + ] are the eigenvectors. The characteristic variables are
The number of boundary conditions needed is equal to the number of positive eigenvalues. Since Λ + contains precisely one positive eigenvalue, one boundary condition must be imposed. We consider a linear homogeneous boundary condition of the form
for a given reflection coefficient r, where the boundary operator is
Finally, by imposing the boundary condition, (11) becomes
and we have an estimate for |r| ≤ 1.
The semi-discrete approximation
Next, we use the results from the continuous analysis to construct a stable, semi-discrete approximation of the problem (7) .
While we present the method for the constant coefficient case with the wave speed set to unity, a semi-discrete approximation and corresponding analysis for the variable coefficient case with a multiblock interface is presented in Appendix A.
Consider the semi-discrete approximation
In (16), the grid functions u and p are stored on the x + and x − grids, respectively. The right-hand side contains penalty terms that weakly enforce the boundary condition (13) . The penalty terms are restricted to the boundary using: u 0 = e T 0+ u and p 0 = e T 0− p. The parameters σ 1 and σ 2 will be determined for stability. For simplicity, as in the previous section, we have neglected the boundary condition at x = 1. The characteristic variables w + and w − are defined using (12) . This definition is possible because both p and v are defined at the boundary. Proposition 1. The semi-discrete approximation (16) of (7) with boundary condition (13) is stable if
Proof. We apply the discrete energy method to (16) . By using the SBP property (4), we get
where p 2 h = p T P − p and u 2 h = u T P + u, and p 0 v 0 has been replaced by U T 0 AU 0 /2 using (9), and Σ = [σ 1 , σ 2 ] T . By diagonalizing A using (10) and performing the substitution W = X T U , we get
The
The result is similar to (15) , but also includes numerical dissipation that vanishes with grid refinement.
Energy conservative formulation
In some cases it is desirable to have a strictly energy conservative semidiscrete approximation (assuming the boundary conditions are energy conservative). As an example, suppose we wish to enforce the boundary condition p = 0 on x = 0. Enforcing this boundary condition is accomplished by replacing the characteristic formulation (16) with
By seeking σ 1 and σ 2 such that the semi-discrete approximation is stable we arrive at 1 2
which is non-positive if σ 1 = −1 and σ 2 ≤ 0. For energy conservation we simply set σ 2 = 0. A similar procedure can be developed to enforce v = 0 boundary condition with no energy dissipation.
Analysis in two dimensions
In this section we extend the previous analysis to two dimensions.
Continuous problem
In two dimensions, the wave equation is
The energy method applied to (23) leads to
where u n = un x + vn y is the normal velocity,n = [n x ,n y ] T is the outwardpointing unit normal associated with the boundary ∂Ω, and ds is the infinitesimal line element. To determine the number and form of boundary conditions, we first defineŪ = [p, −u n ] T . Then (24) becomes
where A is given in (9) . In two dimensions, the matrices A x and A y of the hyperbolic problem (23) are not simultaneously diagonalizable, and therefore characteristic variables are, strictly speaking, not defined. Instead we choose to diagonalize A xnx + A yny and treat the problem as locally one-dimensional. We use the outward pointing normal on the boundary to locally define incoming and outgoing variables (into and out of the domain), which with a slight abuse of notation, we call characteristics. The incoming and outgoing characteristic variables are given by
Again, we consider linear and homogeneous boundary conditions of the form
where the boundary operator L is given in (14) .
A convenient way to artificially truncate the domain is to enforce the non-reflective boundary condition given by r = 0 in (26) . More accurate methods exist, but are beyond the scope of the present study. In applications, one may consider highorder non-reflective boundary conditions (see [55, 56] for a review), perfectly matched layers [57] , or super-grid layers, combining artificial dissipation and grid stretching [58] .
Once the boundary conditions have been enforced, (25) becomes
which is bounded for |r| ≤ 1.
The semi-discrete approximation
Consider the domain Ω = [0, 1] × [0, 1] with boundaries denoted by the cardinal directions. The coordinate system is oriented such that the outward unit normal with respect to the north boundary is in the positive y-direction and so forth. A semi-discrete approximation of (23) enforcing the boundary condition (26) on the south boundary is (the other boundaries are treated in a analogous manner) dp dt
In (28), the grid functions p, u, and v are stored in vectors having y as the contiguous direction and their arrangement is shown in Figure 2 . The difference operators are extended to two dimensions by using the Kronecker product ⊗. The identity matrices I x+ etc. have the same dimension as the number of grid points in the coordinate direction, indicated by the subscript. On the south boundary, the normal velocity is u n (x, 0, t) = −v(x, 0, t) and the characteristic variables are The restriction of the solution to the boundary is obtained using
The stability of the semi-discrete approximation is addressed in the following proposition.
Proposition 2. The semi-discrete approximation (28) of (23) with boundary condition (26) is stable if
Proof. As before, the result follows from applying the discrete energy method. By defining the discrete energy
and using the semi-discrete approximation (28), we have
By using the SBP property (4) and neglecting terms for all boundaries except the south boundary, we get
The choice σ 1 = σ 2 = −1/ √ 2 leads to
for |r| ≤ 1.
Numerical experiments
In this section, we conduct numerical experiments to assess the order of accuracy and dispersion properties using a manufactured solution. We also propagate waves due to singular source terms and treat discontinuous material properties using the multiblock capability of the SBP-SAT approach.
We advance in time using a 6 th -order Runge-Kutta method [59] and a time step ∆t = 0.2 h.
To measure the error, we define the l 2 -norm e h = U − U * h where U is the numerical solution and U * is computed from a manufactured solution, evaluated at the grid points. The convergence rate is defined as
where h 2 = h 1 /2. In the last two tests below we will estimate errors and convergence rates by comparing to a reference solution computed on the finest grid. Since the staggered grid in Figure 2 is inconvenient for these computations, we will use an alternative staggered grid. This staggered grid places p on the regular grid (x + , y + ), u on (x − , y + ), and v on (x + , y − ). The stability analysis holds for this staggered grid as well because it can be derived from the previously analyzed grid by swapping signs, i.e. x − → x + , x + → x − , y − → y + , and y + → y − . The error can then be estimated as p (coarse) − p (f ine) h , where p (f ine) is the numerical solution obtained on the finest grid and sampled at the grid points of a coarser grid having solution p (coarse) .
Convergence rate
This test demonstrates that both the collocated and staggered grid SBP-SAT schemes converge at the expected theoretical order of accuracy assuming smooth solutions.
Let Ω = [0, 1] × [0, 1] be the computational domain and let p(x, y, t) = sin(kx) sin(ky) cos(k √ 2t),
be the manufactured solution. In this test, we specify the incoming characteristic variable and use the manufactured solution as boundary data. We use N number of grid points in each direction and the wavenumber k = 4π. Without going into too much detail, the SBP-SAT collocated scheme can be obtained by placing all of the unknowns on the same grid (x + , y + ) and by replacing the SBP operators D + and D − in (28) with the traditional SBP operators D = P −1 Q, reviewed in [42] . Tables 1-2 list the convergence rate at t = 1 of the collocated and the staggered scheme, respectively. Both schemes converge at least at the expected theoretical rate of s + 1, where 2s is the interior accuracy [60] . In several cases, both schemes exceed the expected theoretical convergence rate. This positive result is, due to a careful optimization of free parameters in the boundary stencils. Table 2 : Relative log 10 -errors e h and convergence rates q using the staggered SBP operators.
Error growth in time
In this experiment, we investigate the dispersion properties of the scheme. Dispersion errors are most noticeable once the solution has propagated over many wavelengths. This effect can be seen by using periodic boundary conditions. The manufactured solution (37) with k = 4π is periodic by construction, and therefore used again. By using Fourier analysis, numerical dispersion relations can easily be derived for the Cauchy problem. The semidiscrete approximation of Cauchy problem uses the same finite difference approximation on a periodic grid. The numerical dispersion relation is derived by inserting u j (t) = u(x j , t) = exp(ikx j − ωt), into the semi-discrete approximation of the Cauchy problem. Figure 5 .2 shows the numerical dispersion relations for the collocated and staggered scheme for different order of accuracy. Roughly speaking, when kh is small, the numerical solution is well-resolved, whereas when kh → π, it is poorly resolved. The staggered scheme performs much better at large kh compared to the collocated scheme.
We advance in time until the relative error exceeds unity or until t = 1000. Figure 4 shows the error growth in time. The staggered scheme outperforms the collocated scheme. The difference in accuracy of the staggered scheme compared to the collocated scheme increases with increasing kh. This result is in agreement with the dispersion analysis presented in Figure 5 .2.
Singular source term
In this section, we demonstrate that the SBP staggered scheme can accurately propagate waves generated by a singular source term placed on the 
boundary.
On the top boundary of the domain Ω = [0, 2] × [0, 1], we specify the boundary condition
Here, δ(x − x * ) is the Dirac delta function, defined as
for some smooth function f (x). We discretize δ(x − x * ) by using the SBP quadrature rule (3) . An approximation of (39) becomes
where d discretizes the source, and the matrix L * restricts the grid function f to x * . If x * does not coincide with a grid point, then L * is constructed using an interpolating polynomial of degree s using the s + 1 nearest grid points to the source location. By using monomials x k − , we have the moment conditions
In the simplest case (s = 0 and x * coinciding with a grid point), we have
For collocated schemes that use central difference approximations, the moment conditions (41) are not sufficient for convergence. In this case, spurious oscillations, in the form of large-amplitude highly-oscillatory waves, are generated at the source and propagate throughout the domain. For a solution to this problem, see [61] .
For simplicity, we require that the source term location x * coincides with the grid point in the middle of the boundary (x * = 1). As the source time function in (38), we use the Gaussian
where a = 0.015, t 0 = 8a. In this test, all fields are initially zero. We discretize the computational domain using the 6 th -order SBP staggered grid operators and 401 × 201 grid points in the (x + , y + ) grid, such that a/h = 3. The parameter a is a representative wavelength (the wave equation is nondimensional) of the source and therefore a/h can be interpreted as the number of grid points per wavelength. Increasing a/h increases the resolution of the numerical solution. Figure 5 shows the pressure wave field at different snapshots in time.
To show high-order convergence, we perform a grid refinement study as explained above. The source location does not coincide with a grid point. Therefore, we need to enforce the moment conditions (41) . We use 2s + 1 moment conditions, where 2s is the interior accuracy. For high-order convergence the solution must be smooth. When the source time function g(t) = 0, the solution is discontinuous near the source. Either a small region around the source must be removed from the measurement, or a sufficient amount of time t must have passed such that g(t) ≈ 0. We take the latter approach. Table 3 lists log 10 -errors and convergence rates. The expected theoretical convergence rate s + 1 is again exceeded due to the optimization of free parameters in the boundary stencils. In this convergence study, the following parameters were used: Ω = [0, 1] × [0, 1], x * = √ 2/3, a = 0.02, t 0 = 8a, and t = 0.5 such that g(t) ≈ 0. Note that these parameters are different from the parameters used to produce Figure 5 .
Multiblock interface treatment
In this final experiment, we showcase the multiblock capabilities of the SBP-SAT scheme by coupling subdomains with different material properties. We consider two subdomains located above and below the interface x = 0. LetΩ = [0, 6] × [0, 1] be the top subdomain and let Ω = [0, 6] × [−2, 0] be the bottom subdomain. The wave speedc inΩ is lower than the wave speed c in Ω. We use c = 2c = 2 (constant). In each subdomain, we solve the symmetrized, acoustic wave equation, ∂p ∂t +c ∂ū ∂x +c ∂v ∂y = 0, ∂ū ∂t +c ∂p ∂x = 0, ∂v ∂t +c ∂p ∂y = 0, (x, y) ∈Ω, t ≥ 0,
Since the wave speed is discontinuous across the interface, we discretize Ω andΩ using a multiblock discretization. The discretization is grid conforming, i.e., the grid points of each block along the interface are collocated. The two subdomains are coupled at the interface by enforcing p(0, y, t) =p(0, y, t),ũ(0, y, t) =ũ(0, y, t), see Appendix A for details on the SBP-SAT implementation. On the top boundary, we impose the free-surface boundary condition p(x, 1, t) = 0.
All fields are initialized to zero. To excite waves, we add the following singular source term to (44) ,
The source location is taken to be (x * = 3, y * = 0.5) (located in the center ofΩ). The source time function is given by the Gaussian function
with a = 0.125 and t 0 = 6a. We introduce the following parameters to establish how well-resolved the simulation is in each direction (these parameters can be interpreted as the number of grid points per wavelength)
whereh and h is the grid spacing in each subdomain, respectively. In our first test, we use M x = M y = 12 andM x =M y = 6, i.e., the grid spacing is uniform (h x = h y =h x =h y ). Figure 6 shows snapshots in time of the pressure field. In this simulation, waves from an explosion are reflected against the free surface and material interface. We have also solved this problem using a lower resolutionM = 3 and M = 6. Both simulations are in excellent agreement (cf. Figure 6c and Figure 7a ). Table 4 lists relative log 10 -errors and convergence rates. The expected theoretical convergence rate s + 1 is again exceeded due to optimization. In this convergence study, the following parameter were used:Ω = [0, 1] × [0, 0.5],Ω = [0, 1] × [0.5, 1], h x = h y =h x =h y , (x * , y * ) = (0.5, 0.6), a = 0.02, t 0 = 8a, and t = 0.5. Note that these parameters are different from the parameters used to produce Figure 6 .
We also compare the multiblock approach to a single-block-discretization. The single-block-discretization inaccurate due to differentiation across the material discontinuity. There is another disadvantage with the single-blockdiscretization. The subdomain Ω is over-resolved because the grid resolution has been set by the accuracy requirements ofΩ, having the shortest wavelength. With the multiblock approach, we increase the grid spacing in the y-direction of Ω such that we have the same resolutionM y = M y in each subdomain. In this test, the modification reduces the computational cost by 35% without destroying the accuracy of the solution (Figure 7a ). To confirm that we have not over-resolved the solution, we also increase the grid spacing in the y-direction inΩ. As expected, Figure 7b shows that this modification results in visible errors.
One can obtain a more significant improvement in computational efficiency by also coarsening the mesh in the x-direction, but this requires using non-conforming grids. Many methods have been proposed for interpolating across non-conforming, staggered grids, see e.g., [62, 63, 64] and the references therein. To the best of our knowledge, these methods are restricted to coarse-to-fine grid spacing ratios of integer order and have no proofs of stability. With SBP-SAT, provably stable interpolation methods have been developed for non-conforming, collocated grids [65, 50] . These methods should be directly applicable or straightforward to extend to staggered grids.
Conclusions
In this work, we extended the SBP-SAT approach to staggered grids. This extension combines the excellent dispersion properties of high-order accurate finite difference approximations on staggered grids with the excellent stability properties of the SBP-SAT approach. The key idea that made this extension possible was a new summation-by-parts property. This property, together with a weak enforcement of boundary conditions, enabled us to show stability by deriving a discrete energy estimate. Although we only considered the scalar wave equation, the method can likely be applied to the elastic wave equation, Maxwell's equations, and various anisotropic scalar wave equations with minor modifications.
While we only considered homogeneous boundary conditions, it is straightforward to apply the method to problems with more complex boundary or interface conditions, such as, for example, those arising when modeling earthquakes and tsunamis [34, 35, 36, 37] , etc.
To assess the accuracy and showcase the capabilities of the method, we performed a series of numerical experiments.
In all of the numerical experiments, high-order convergence was demonstrated using either a manufactured solution or by computing a reference solution on a fine grid. First, a standing wave solution was used to investigate the accuracy of SBP staggered grid and collocated grid operators. The SBP staggered grid operators outperformed the SBP collocated grid operators. Furthermore, the convergence rate of the SBP staggered grid operators exceeded the expected theoretical convergence rate of s + 1. Second, we ran a test with a singular source term on the boundary and showed high-order convergence once the source time function was no longer active. Finally, we applied an SBP-SAT multiblock discretization to obtain a high-order-accurate solution to a problem with a material discontinuity. We improved the computational cost compared to a single block discretization by reducing the number of grid points in the normal direction with respect to the interface of the block with the largest wave speeds. The multiblock capability of SBP-SAT schemes is a powerful tool that extends beyond the discretization of discontinuous material structures. For example, it can be used to couple non-conforming grids, unstructured and structured grids, as well as to solve coupled multi-physics problems.
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Appendix A. Multiblock coupling
In this section, we present a stable, multiblock coupling procedure using SBP-SAT. We only consider the one dimensional case, but the analysis can be extended to two dimensions by following the procedure laid out in Section 4.2. Without loss of generality, we couple the left boundary to the right boundary of a single block (the multiblock coupling uses the same conditions). Consider the unsymmetrized wave equation with variable coefficients: where the first term is the elastic energy and the second term is the kinetic energy. By taking the time derivative of (A.2) and using (A.1), we obtain dE dt = −pũ| 1 0 .
The appropriate physical coupling conditions are obtained by requiring the pressure and normal velocity to be continuous at the interface:
A semi-discrete approximation of (A.4) is written as In each case above, the coupling conditions (A.3) are enforced in a staggered manner, and each specific choice of the numerical fluxes arise as a special case of the general formulation (A.5) (e.g., choose α = 1/β = ξ in (A.5), and take the limit ξ → 0 to obtain (A.6)). By using the SBP property (4), we can easily show stability. We have the following proposition.
