Abstract. When studying convergence of measures, an important issue is the choice of probability metric. We provide a summary and some new results concerning bounds among some important probability metrics/distances that are used by statisticians and probabilists. Knowledge of other metrics can provide a means of deriving bounds for another one in an applied problem. Considering other metrics can also provide alternate insights. We also give examples that show that rates of convergence can strongly depend on the metric chosen. Careful consideration is necessary when choosing a metric.
Introduction
Determining whether a sequence of probability measures converges is a common task for a statistician or probabilist. In many applications it is important also to quantify that convergence in terms of some probability metric; hard numbers can then be interpreted by the metric's meaning, and one can proceed to ask qualitative questions about the nature of that convergence.
There are a host of metrics available to quantify the distance between probability measures; some are not even metrics in the strict sense of the word, but are simply notions of \distance" that have proven useful to consider. How does one choose among all these metrics? Issues that can a ect a metric's desirability include whether it has an interpretation applicable to the problem at hand, important theoretical properties, or useful bounding techniques.
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Moreover, even after a metric is chosen, it can still be useful to familiarize oneself with other metrics, especially if one also considers the relationships among them. One reason is that bounding techniques for one metric can be exploited to yield bounds for the desired metric. Alternatively, analysis of a problem using several di erent metrics can provide complementary insights about the problem.
The purpose of this paper is to review some of the most important metrics on probability measures and the relationships among them. This project arose out of the authors' frustrations in discovering that, while encyclopedic accounts of probability metrics are available (e.g., Rachev (1991) ), relationships among such metrics are mostly scattered through the literature or unavailable. Hence in this review we collect in one place descriptions of, and bounds between, ten important probability metrics. We focus on these metrics because they are either well-known, commonly used, or admit practical bounding techniques. We limit ourselves to metrics between probability measures (simple metrics) rather than the broader context of metrics between random variables (compound metrics).
We summarize these relationships in a handy reference diagram (Figure 1) , and provide new bounds between several metrics. We also give examples to illustrate that, depending on the choice of metric, rates of convergence can di er both quantitatively and qualitatively. This paper is organized as follows. Section 2 reviews properties of our ten chosen metrics. Section 3 contains references or proofs of the bounds in Figure 1 . Some examples of their applications are described in Section 4. In Section 5 we give examples to show that the choice of metric can strongly a ect both the rate and nature of the convergence. 2. Ten metrics on probability measures Throughout this paper, let be a measurable space with -algebra B. Let M be the space of all probability measures on ( ; B). We consider convergence in M under various notions of distance, whose de nitions are reviewed in this section. Some of these are not strictly metrics, but are non-negative notions of \distance" between probability distributions on that have proven useful in practice.
In what follows, let , be two probability measures on . Let f and g be their corresponding density functions (when they exist) with respect to a -nite dominating measure . If = IR, let F, G be the corresponding distribution functions. When needed, X; Y will denote random variables on such that L(X) = and L(Y ) = .
These distances are reviewed in the order given by It assumes values in 0; 1]. 3. The discrepancy metric recognizes the metric topology of the underlying space , a feature that may be desirable. 4. However, the discrepancy is scale-invariant: multiplying by the metric of by a positive constant does not a ect the discrepancy. 5. The discrepancy metric admits Fourier bounds for random walks on groups.
Hellinger distance. LeCam (1986) , introduce a factor of two in the de nition of the Hellinger distance to normalize its range of possible values to 0; 1]. We follow Zolotarev (1983) . 4. The Hellinger distance is not a metric. However, it has a useful property: it can be \factored" in terms of its marginals (Zolotarev 1983, p.279) , enabling one to express the distance between distributions of vectors with independent components in terms of the component-wise distances.
Relative entropy (or Kullback-Leibler divergence). 
The relative entropy takes values in 0; 1].
3. This is not a metric, since it is not symmetric and does not satisfy the triangle inequality. However, it has many useful properties, such as being additive for independent processes (useful for product spaces).
L evy metric. 3. It is possible to show that this metric is symmetric in ; (Huber 1981 
which is half the L 1 -norm between the two measures. Some authors (for example, Tierney (1996) ) de ne total variation distance as twice our de nition. 3. Total variation distance has a coupling characterization: (Lindvall 1992, p.19) .
Uniform (or Kolgomorov) metric. 
where the in mum is taken over all joint distributions J with marginals ; . See Szulga (1982, Theorem 2).
4. For X; Y 2 X, this metric metrizes weak convergence. 
Some authors (e.g., Reiss (1989, p.98) ) de ne the 2 distance as the square root of the above expression. We remark that several distance notions in this section are instances of a family of distances known as f-divergences, see Csiszar (1967) . For any convex function f, one may de ne d f ( ; ) =
Then choosing f(x) = (x ? 1) 2 yields d 2, f(x) = x log x yields d I , f(x) = jx ? 1j=2 yields d TV , and f(x) = ( p x ? 1) 2 yields d H .
3. Some Relationships Among Probability Metrics In this section we describe in detail the relationships illustrated in Figure 1 . Proofs are given for new bounds, and references are given for relationships known to appear elsewhere. In choosing the order of presentation, we loosely follow the diagram from bottom to top. as before. Since the supremum over balls and complements of balls will be larger than the supremum over balls, if d P ( ; ) = x, then d D ( ; ) x + (x) for allx > x. For right-continuous , the theorem follows by taking the limit asx decreases to x. 3.6. The Wasserstein and Discrepancy metrics. The following bound can be recovered using the bounds through total variation (and is therefore not included on Figure 1 ), but we include this direct proof for completeness. No expression of the reverse type can hold since the total variation distance between a discrete and continuous distribution is 1 while the discrepancy may be very small. Further examples are given in Section 5.
3.8. The Total variation metric bounds the Prokhorov metric. Huber (1981, p.34) This inequality is due to Kullback (1967) . Some small re nements are possible where the left side of the inequality is replaced with a polynomial in d TV with more terms; see Mathai and Rathie (1975, p.110-112 4. How metrics have been used We describe some of the applications of these metrics in order to give the reader a feel for how they have been used. In many of the cases we cite, authors have exploited metric relationships to obtain bounds for one metric via another.
The total variation distance is one of the most commonly used probability metrics, because it admits natural interpretations as well as useful bounding techniques. For instance, in (1), if A is any event, then total variation can be interpreted as an upper bound on the difference of probabilities that the event occurs under two measures. In applications in Bayesian statistics, one may be interested in considering the error in an expected loss function due to the approximation of one measure by another. The total variation distance gives this error for bounded loss functions through its representation (2). The total variation distance has been applied to bound rates of convergence of random walks (e.g., see Diaconis (1988), and Rosenthal (1995) ) and Markov chain Monte Carlo algorithms (e.g., see Tierney (1994) , Gilks, Richardson and Spiegelhalter (1996) ). Much of the success in achieving rates of convergence in total variation distance has resulted from its coupling characterization as well as Fourier bounds.
Gibbs (2000) considers a Markov chain Monte Carlo algorithm which does converge in total variation distance, but for which coupling bounds are di cult to apply since the state space is continuous and one must wait for random variables to couple exactly. The Wasserstein metric has a coupling characterization that depends on the distance between two random variables, so one may instead consider only the time required for the random variables to couple to within , a fact exploited by Gibbs. For a related example with a discrete state space, Gibbs uses the bound (4) to obtain total variation bounds.
Like total variation distance, the error in the expected value of some functions due to the approximation of one measure by another is given by the Wasserstein metric through its representation (3), which is of interest in applications in Bayesian statistics. The fact that the Wasserstein metric is a minimal distance of two random variables with xed distributions has led to its use in the study of distributions with xed marginals (see, for example, R uschendorf, Schweizer and Taylor (1996) ). Su (1998) uses the discrepancy metric to bound the convergence time of a random walk on the circle generated by a single irrational rotation. This walk converges weakly, but not in total variation distance because its n-th step probability distribution is nitely supported but its limiting measure is continuous (in fact, uniform). While the Prokhorov metric metrizes weak convergence, it is not easy to bound. On the other hand, for this walk, discrepancy convergence implies weak convergence when the limiting measure is uniform; and Fourier bounds for discrepancy allow the calculation of quantitative bounds.
Other metrics are also useful because of their special properties. For instance, the Hellinger distance is convenient when working with convergence of product measures because it factors nicely in terms of the convergence of the components. Reiss (1989) uses this fact and the relationship between the Hellinger distance and total variation distance to obtain total variation bounds. The Hellinger distance is also used in the theory of asymptotic e ciency (e.g., see LeCam (1986) ) and minimum Hellinger distance estimation (e.g., see Lindsay (1994) ).
Success in bounding separation distance can be achieved by constructing a strong uniform time and estimating the probability in the tail of its distribution; see Aldous and Diaconis (1987) . Diaconis and Salo -Coste (1996) use log-Sobolev techniques to bound the 2 convergence of Markov chains to their limiting distributions. They also note that these give total variation and entropy bounds.
Relative entropy or Kullback-Leibler divergence is widely used because it is a quantity that arises naturally. Applications include proving central limit theorems (e.g., see Linnik (1959) and Barron (1986) ) and evaluating the loss when using a maximum likelihood versus a Bayes density estimate (Hartigan 1998) .
Rates of Convergence that Depend on the Metric
We now illustrate the ways in which the choice of metric can a ect rates of convergence in one context: the convergence of a random walk to its limiting distribution. Such examples point to the need for practitioners to choose a metric carefully when measuring convergence, paying attention to that metric's qualitative and quantitative features. We give several examples of random walks whose qualitative convergence behavior depend strongly on the metric chosen, and suggest reasons for this phenomenon.
As a rst basic fact, it is possible for convergence to occur in one metric but not another. An elementary example is the convergence of a standardized Binomial (n; p) random variable with distribution n which converges to the standard normal distribution, , as n ! 1. For all n < 1, d TV ( n ; ) = 1, while d D ( n ; ) ! 0 as n ! 1. In the random walk context, Su (1998) shows that a random walk on the circle generated by an irrational rotation converges in discrepancy, but not total variation. The latter fact follows because the n-th step probability distribution is nitely supported, and remains total variation distance 1 away from its continuous limiting distribution.
However, more interesting behavior can arise. Below, we examine a family of random walks on a product space, indexed by some parameter, which not only converges under each of total variation, relative entropy, and the 2 distance, but exhibits di erent rates of convergence as a function of the parameter.
We follow with another family of walks that not only has di erent convergence rates under two di erent metrics, but also exhibits qualitatively di erent convergence behavior. This family exhibits a cuto phenomenon under the rst metric but only exponential decay under the second.
Example: convergence rates that depend on the metric. The following family of random walks show that convergence rates in total variation, relative entropy, and 2 distance may di er. It is a nice example to study in detail because calculations exploit properties of these metrics. Furthermore, the total variation upper bound is calculated via a metric relationship with the separation distance.
Let G = Z mod g, a nite group with g elements. Then G n is the set of all n-tuples of elements from G. Consider the following continuoustime random walk on G n : start at (0; 0; :::; 0) and according to a Poisson process running at rate 1, pick a coordinate uniformly at random and replace that coordinate by a uniformly chosen element from G. (Thus each coordinate is an independent Poisson process running at rate 1 n .) We wish to investigate the rate of convergence of the family of walks in which n grows and the size of G grows exponentially with n.
Recall that a family of random walks, indexed by some parameter n, is said to converge in f(n) steps using some metric/distance if that metric/distance can be uniformly bounded from above after f(n) steps and is uniformly bounded away from zero before f(n) steps.
Theorem 7. Let g = 2 n . The random walk on G n described above converges in 2n log n steps under the relative entropy distance, and n 2 log 2 steps under the 2 distance. However, it converges in at most n log n steps under total variation. Proof. We rst consider relative entropy convergence. Before the rst event, the coordinate must be zero; after the rst event the coordinate has equal probability of being any element of G. Let p denote the probability that a particular coordinate is zero, and q the probability that it is a particular other element of G (all other elements are equally probable). Then p = e ?t=n + 2 ?n (1 ? e ?t=n ), q = 2 ?n (1 ? e ?t=n ).
Let P t denote the distribution of the random walk at time t, and let U denote the uniform distribution on G n . The relative entropy between these distributions can be calculated using the additive property of relative entropy for the independent Poisson process in each of the n coordinates. Since each coordinate behaves identically, this is just n times the entropy of each process: d I (P t ; U) = n p log(p=g) + (g ? 1)q log(q=g)] = np log(2 n p) + n(2 n ? 1)q log(2 n q) Set t = (2+ )n log n. Then p = n ?2? +O(2 ?n ), q = 2 ?n +O(2 ?n n ?2? ). Since log(2 n q) = log(1+n ?2? ) = O(n ?2? ), and log(2 n p) = log(2 n n ?2? + O(1)) = n log 2+(?2? ) log n+O(2 ?n ), the above expression becomes d I (P t ; U) = n ? log 2 + O(n ?1? log n):
For xed > 0, as n ! 1, this expression goes to 0 (and is therefore uniformly bounded above); for xed < 0, as n ! 1, this expression goes to 1 (and is therefore bounded away from zero).
Hence this family of walks converges in 2n log n steps under relative entropy. By contrast, Diaconis and Salo -Coste (1993, p.2154) show that the 2 distance for a family of random walks on a product space converges in order n log(ng) steps, which for our example is n log(n2 n ) or n 2 log 2 steps, to rst order. Thus after n 2 log 2 steps, the 2 distance becomes uniformly small in n for each of the random walks in the family; and before n 2 log 2 steps, the 2 distance is bounded away from 0. So the family converges in n 2 log 2 steps.
These results contrast with bounds for total variation, which may be obtained by a strong uniform time argument similar to those in Aldous and Diaconis (1987) . Since this walk proceeds by picking a coordinate at random and then randomly updating the value of that coordinate, the rst time T that all coordinates have been chosen is a strong uniform time. The tail of the distribution of a strong uniform time gives a bound on total variation distance (via the separation distance) and coupon collectors' bounds yield a bound on the tail: Hence t = n log n steps are su cient to uniformly bound the total variation distance. While we have not computed a lower bound, this result is enough to distinguish its convergence behavior from the analysis under the other two metrics. Why the di erence in rates of convergence? This is due to the fact that total variation distance, unlike relative entropy or the 2 distance, is insensitive to big or small elementwise di erences when the total of those di erences remains the same. For instance, consider the follow measures ; on Z 10 . Let redistribute mass among the points on which exceeded without a ecting the total variation distance.
Thus it is possible for an unbalanced measure (with large elementwise di erences from uniform) to have the same total variation distance as a more balanced measure. The random walk on the product space has a natural feature which rewards total variation distance but hinders relative entropy| the randomization in each coordinate drops the variation distance quickly, but balancing the measure might take longer.
Example: qualitatively di erent convergence behavior. Chung, Diaconis and Graham (1987) study a family of walks that exhibits a cuto phenomenon under total variation; the total variation distance stays near 1 but drops o sharply and steeply to zero after a certain cuto point. The family of random walks is on the integers mod p where p is an odd number, with a randomness multiplier: the process is given by X 0 = 0 and X n = 2X n?1 + n (mod p) where the i are i.i.d. taking values 0, 1 each with probability 1=3. The stationary distribution for this process is uniform. Using Fourier analysis, Chung et al. (1987) show for the family of walks when p = 2 t ? 1 that O(log 2 p log log 2 p) steps are su cient and necessary for total variation convergence, for t a positive integer. There is, in fact, a cuto phenomenon.
However, as proven in Su (1995, pp.29-31) , O(log p) steps are sufcient for convergence in discrepancy. Moreover, the convergence is qualitatively di erent from total variation, because there is no cuto in discrepancy. Rather, there is only exponential decay.
Again, analysis under these two metrics sheds some light on what the walk is doing. For p = 2 t ? 1, the \doubling" nature of the process keeps the walk supported very near powers of 2. The discrepancy metric, which accounts for the topology of the space, falls very quickly because the walk has spread itself out even though it is supported on a small set of values. However, the total variation does not \see" this spreading; it only falls when the support of the walk is large enough. Thus, the di erence in rates of convergence sheds some light on the nature of the random walk as well as the metrics themselves.
