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The DArk Matter Particle Explorer (DAMPE), a high energy cosmic ray and γ-ray detector in space, has
recently reported the new measurement of the total electron plus positron flux between 25 GeV and 4.6 TeV. A
spectral softening at ∼ 0.9 TeV and a tentative peak at ∼ 1.4 TeV have been reported. We study the physical
implications of the DAMPE data in this work. The presence of the spectral break significantly tightens the
constraints on the model parameters to explain the electron/positron excesses. The spectral softening can either
be explained by the maximum acceleration limits of electrons by astrophysical sources, or a breakdown of the
common assumption of continuous distribution of electron sources at TeV energies in space and time. The
tentive peak at ∼ 1.4 TeV implies local sources of electrons/positrons with quasi-monochromatic injection
spectrum. We find that the cold, ultra-relativistic e+e− winds from pulsars may give rise to such a structure.
The pulsar is requird to be middle-aged, relatively slowly-rotated, mildly magnetized, and isolated in a density
cavity. The annihilation of DM particles (mχ ∼ 1.5 TeV) into e+e− pairs in a nearby clump or an over-density
region may also explain the data. In the DM scenario, the inferred clump mass (or density enhancement) is
about 107 − 108 M⊙ (or 17 − 35 times of the canonical local density) assuming a thermal production cross
section, which is relatively extreme compared with the expectation from numerical simulations. A moderate
enhancement of the annihilation cross section via, e.g., the Sommerfeld mechanism or non-thermal production,
is thus needed.
PACS numbers: 95.35.+d,96.50.S-
I. INTRODUCTION
High energy electrons and positrons are very important
probe of nearby cosmic ray (CR) sources (e.g., pulsars [1–5])
as well as the particle dark matter (DM; e.g., [6–8]). Recent
discoveries of the excesses of positrons [9–12] and electrons
[13–17] stimulated quite a number of works to discuss their
possible origin, either astrophysical sources (see e.g., [18, 19])
or the DM annihilation or decay (e.g., [20–24]). It has been
shown that pulsars may explain the data well [25–27]. If the
DM annihilation or decay is employed to explain the data,
then only in a few cases with flat density profile and/or lep-
tonic annihilation/decay channel the model can be consistent
with γ-ray and antiproton observations [28–32].
TeV electrons can only travel by a small distance (∼kpc) in
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the MilkyWay due to strong radiative cooling via synchrotron
and inverse Compton scattering (ICS) processes. Therefore,
the electron spectrum up to TeV energies is expected to reveal
directly the origin and transportation of electrons in the local
Galaxy. In particular, the continuous source distribution of
electrons (both in space and time) is expected to be violated
at such high energies, and the local, perhaps fresh, sources
play a significant role in regulating the TeV spectrum of elec-
trons [3]. The inferred primary electron spectral hardening
from the AMS-02 data [11, 12, 16, 17] may be an indication
of the breakdown of continuous source distribution [33–37].
The measurement of the electron spectrum to even higher en-
ergies with improved precision is thus crucial to further test
this continuous source assumption, probe the nearby Galactic
environment and/or even identify TeV electron sources.
The DArk Matter Particle Explorer (DAMPE; [38, 39]) has
recently measured the total electron plus positron fluxes up to
4.6 TeV with unprecedentedly high quality [40]. The energy
resolution of the DAMPE is better than 1.5% at TeV energies,
and the hadron rejection power is about 105 [39]. Such excel-
lent performance enables DAMPE to reveal (fine) structures of
2the e++e− fluxes. The DAMPE data display a spectral soften-
ing at ∼ 0.9 TeV and a tentative peak at ∼ 1.4 TeV [40]. The
spectral softening may be due to the breakdown of the con-
ventional assumption of continuous source distribution or the
maximum acceleration limits of electron sources. The peak
structure at ∼ 1.4 TeV, although its significance is not high,
is more challenging to be understood. The energy density is
estimated to be about 1.2 × 10−18 erg cm−3. To produce such
a structure, nearly monochromatic injection of electrons is re-
quired. Furthermore, the source should be young and close
enough to the Earth that cooling is not significant to modify
the injection spectrum1. The cooling time of 1 TeV electrons
in the local interstellar environment is about 3× 105 yr, which
corresponds to a diffusion length of ∼ 1 kpc. Therefore, the
DAMPE peak should be predominantly originated from late-
time injection of nearby sources.
In this work we study the implications of the DAMPE data
on our understanding of high energy CR electron sources.
Either astrophysical sources (e.g., pulsars) or exotic sources
(e.g., the annihilation or deday of DM) will be discussed. We
infer the properties and parameters of the sources from fitting
to the data, and employ other kinds of observations such as
γ-rays to further test or constrain the models.
The discussion consists of two parts: the updated con-
straints on models to explain the electron/positron excesses
in light of AMS-02 and DAMPE data, and the interpretations
of the potential spectral feature by DAMPE. The paper is out-
lined as follows. In Sec. II we briefly introduce the propa-
gation of electrons in the Milky Way. In Sec. III we study
the implications on the background and extra sources of CR
electrons/positrons from the wide-band AMS-02 and DAMPE
data. The models to explain the peak of DAMPE are investi-
gated in Sec. IV. We discuss the anisotropy which may distin-
guish different models in Sec. V, and conclude in Sec. VI.
II. PROPAGATION OF CR ELECTRONS
Charged CRs propagate diffusively in the turbulent mag-
netic field of the Milky Way. For electrons, a distinct property
of the propagation is the radiative cooling, which is especially
important at high energies. The electron cooling rate in the
local environment can be approximated as [41]
− dE/dt ≡ b(E) = b0 + b1EGeV + b2E2GeV, (1)
where EGeV ≡ E/GeV. The first term in the right hand side,
with b0 ≈ 3 × 10−16 GeV s−1, represents the ionization loss
rate in a neutral gas with a density of 1 cm−3, the middle
term is the bremsstrahlung loss in the same neutral gas, with
b1 ≈ 10−15 GeV s−1, and the last term is the synchrotron and
ICS losses with b2 ≈ 1.0 × 10−16 GeV s−1 for a sum energy
1 Strictly speaking, this depends on instantaneous or continuous injection of
the source. For instantaneous injection, the cooling might not broaden the
injection spectrum.
density of 1 eV cm−3 for both the magnetic field and inster-
stellar radiation field. The cooling time of electrons is defined
as τ(E) ≡ E/b(E), and the effective propagation length of an
electron within its cooling time can be estimated as
λ(E) = 2
(∫ ∞
E
D(E′)
b(E′)
dE′
)1/2
, (2)
where D(E) is the spatial diffusion coefficient. The strong
coolingmakes high energy electrons originate locally from the
source. For typical diffusion parameters (see below), we find
that the cooling time (propagation length) varies from 10 Myr
(10 kpc) for GeV electrons to <Myr (∼kpc) for TeV energies.
For the energies we are mostly interested in, i.e., from hun-
dreds of GeV to TeV, the electrons should dominately come
from a volume of ∼kpc3.
Due to the local origin of high energy electrons, the propa-
gation equation can be solved analytically, assuming a spheri-
cally symmetric geometry with infinite boundary conditions
(see [41] for details). For low energy electrons, however,
the spherically symmetric solution may not be proper any
longer. In this work, we employ the numerical tool GALPROP2
[42, 43] to solve the propagation of such low energy, “back-
ground” electrons, defined as contribution from a popula-
tion of sources continuously distributed in the Galaxy. The
spherical Green’s function will be used when isolate, nearby
source(s) are discussed. The benchmark propagation param-
eters are [44]: the diffusion coefficient D(R) = βD0(R/GV)
δ
with D0 = 3.3 × 1028 cm2 s−1 and δ = 1/3, the half height of
the propagation cylinder zh = 4 kpc, and the Alfvenic speed
of the medium vA = 33.5 km s
−1.
III. IMPLICATIONS ON THE BACKGROUND AND
EXTRA SOURCES OF ELECTRONS/POSITRONS FROM
DAMPE AND AMS-02
The DAMPE measurements extend the total e+ + e− spec-
trum to multi-TeV energies with high precision, and hence
more stringent constraints on the model parameters, for either
the background or the extra sources, are expected. In this sec-
tion we study the implications of the wide band behaviors of
the electron/positron spectra from DAMPE and AMS-02.
A. Fitting method
We adopt the CosRayMC tool, which embeds the CR prop-
agation tool GALPROP into a Markov Chain Monte Carlo
(MCMC) sampler [45], to fit the data. More detailed descrip-
tion of the code can be found in Refs. [46, 47]. Compared
with the original version of the CosRayMC, we further employ
a “Green’s function”method to enable fast computation of the
propagation given the spatial distribution of the sources [48].
We simply outline the model configuration here.
2 http://sourceforge.net/projects/galprop/
3• The background electrons, assumed to be accelerated
simultaneously with the primary nuclei, are injected
into the Galaxy with a three-piece broken power-law
spectrum. The first break at a few GeV is to fit the
low energy data, and the second one at O(100) GeV
(a spectral hardening, probably due to nearby sources
[49] or non-linear particle acceleration [50]) is inferred
via a global fittting to the positron and electron data
[33, 34, 36]. Furthermore, we add an exponential cutoff
of the background electron spectrum at ∼TeV, to repro-
duce the drop observed by DAMPE. The spatial distri-
bution of background electrons is assumed to follow the
supernova remnant (SNR) distribution with parameters
adjusted to match the diffuse γ-ray data [51].
• The background positrons are assumed to be produced
by the inelastic interactions between the primary nuclei
and the interstellar medium (ISM) during the propa-
gation. We assume a free re-normalization parameter
of the background positrons, which describes possible
uncertainties when predicting the positron fluxes, from
e.g., the determination of the propagation parameters,
the hadronic interaction cross section, and/or the fluctu-
ation of positrons in the Milky Way.
• We assume two kinds of extra sources of electrons and
positrons. The astrophysical sources are represented by
a population of pulsars, whose spatial distribution is
similar with the background CR sources as described
above. The injection spectrum of electrons/positrons
from pulsars is parameterized as an exponential cut-
off power-law form. The annihilation or decay of DM
particles will also be discussed. The DM density pro-
file is assumed to be an Navarro-Frenk-White (NFW;
[52]) distribution, ρ(r) = ρs
[
(r/rs)(1 + r/rs)
2
]−1
, with
a scale radius of rs = 20 kpc and a local density of
ρ0 = ρ(r⊙) = 0.4 GeV cm−3. The production spectrum
of positrons is calculated according to the tables given
in Ref. [53].
• After entering the heliosphere, the low energy particles
will be modulated by solar magnetic field. The force-
field approximation of the solar modulation is assumed
[54]. The modulation potential Φ is treated as a free
parameter in the fittings.
The data used in the fittings include the positron fraction and
total e+ + e− spectrum measured by AMS-02 [12, 17], the to-
tal e+ + e− spectrum by HESS [14], and/or the DAMPE data.
The positron fraction by AMS-02 is fitted simultaneously with
other data sets, because the flux ratio is expected to have lower
systematics. Note that new measurements of the total e+ + e−
spectrum up to 2 TeV by Fermi-LAT [55], which are in gen-
eral agreement with that of DAMPE, have not been included
in the fittings. Furthermore, the AMS-02 data below 1 GeV
are eliminated, because they are strongly affected by the solar
modulation and may not be well reproduced by the force field
model. When the DAMPE data are included, the AMS-02
data above 25 GeV whose energy coverage overlaps with that
of DAMPE but with slightly different absolute fluxes, are ex-
cluded. We further exclude the one DAMPE data point around
∼ 1.4 TeV in the fittings, which reveals spiky structure and
will be discussed separately.
B. Astrophysical sources
Astrophysical sources such as pulsars [1, 2, 4, 5, 25–27, 56–
62], pulsar wind nebulae (PWNe; [63–67]), and/or SNRs [68–
73]) have been widely discussed as origins of high energy
electrons and positrons. We take the pulsar scenario as an
illustration for the dicsussion here. The methodology is, how-
ever, applicable for other kinds of sources.
Fig. 1 shows the constraints on two parameters, the cut-
off of the background electron spectrum E
bkg
cut , and the cutoff
of the pulsar injection spectrum, E
psr
cut, through fitting to the
AMS-02 + HESS data and AMS-02 + DAMPE data, respec-
tively. Compared with the fitting to the AMS-02 +HESS data,
we find that the high energy behaviors of both the background
electrons and the pulsar component can be constrained much
better after including the DAMPE data. Specifically, we get
E
bkg
cut = 3.2
+2.7
−1.5 TeV and E
psr
cut = 0.82
+0.19
−0.15 TeV, for the fitting to
the AMS-02 + DAMPE data. The cutoff of the background
electrons can not be effectively constrained for the fitting to
the AMS-02 + HESS data, primarily due to the large system-
atic uncertainties of the HESS data [14].
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FIG. 1: Constraints on the cutoff energies of the background elec-
trons and electrons/positrons from pulsars. The bottom-left panel
shows the 68% and 95% confidence regions of the two parameters,
and the diagonal panels show the one-dimensional probability distri-
butions of them. Black dashed lines and contours are for the fitting to
the AMS-02 and HESS data, while red solid ones are for the AMS-02
and DAMPE data.
Fig. 2 shows the best-fitting results of the positron fraction
(left) and total e++e− fluxes (right) for the pulsar model, com-
pared with the data. We find that the model is well consistent
with the data.
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FIG. 2: The positron fraction (left) and total e+ + e− fluxes (right) for the pulsar model that best-fits the AMS-02 and DAMPE data. The data
points in gray are not included in the fitting.
C. DM annihilation or decay
The pair annihilation or decay of DM particles is widely
postulated to be source of CR electrons/positrons [6–8]. The
DAMPE data are also expected to improve the constraints
on the DM model parameters effectively. Fig. 3 shows the
constraints on the mass and cross section for the annihilating
DM model, assuming µ+µ− annihilation channel, for fittings
to AMS-02 + HESS data and AMS-02 + DAMPE data, re-
spectively. We find that the DM parameters are much more
tightly constrained in comparison with the pre-DAMPE data.
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FIG. 3: Same as Fig. 1 but for the constraints on the DM mass and
annihilation cross section, assuming µ+µ− channel.
TABLE I: Best-fit χ2 values of the DM models through fitting to the
AMS-02 + DAMPE data. The number of d.o.f. is 125.
channel e+e− µ+µ− τ+τ− 4e 4µ 4τ
annihilation 214.3 139.7 135.8 147.4 130.9 133.8
decay 215.6 140.3 128.6 160.4 126.9 126.2
We also consider other leptonic channels of DM annihila-
tion or decay to account for the AMS-02 and DAMPE data.
Fig. 4 presents the fitting 68% and 95% parameter regions of
mχ and 〈σv〉 (for annihilating DM) or τ (for decaying DM),
for e+e−, µ+µ−, τ+τ−, 4e, 4µ, and 4τ channels. For the four-
lepton cases, DM particles are assumed to first annihilate or
decay into a pair of intermediate, light particles φ (mφ < a
few GeV), each of which decays quickly into a pair of lep-
tons. All of these leptonic channels can give reasonably good
fittings to the data. The reduced χ2 values of the fittings are
about 1.0 − 1.3 except for the e+e− channel, for a number of
degree-of-freedom (d.o.f.) of 125, as tabulated in Table I. The
annihilation or decay into e+e− fits the data poorly, because
the electron/positron spectrum is very hard that the AMS-02
positron fraction data requires a low DM mass, which is diffi-
cult to explain the DAMPE data above ∼TeV.
We compare the parameters derived in this work with that
given in Ref. [75] in which similar fittings to the AMS-02 and
Fermi-LAT data were done3. We find that the mass of DM
particles required to account for the DAMPE data is larger by
a factor of ∼ 2 than that obtained through fitting to the AMS-
02 and Fermi-LAT data.
The Fermi-LAT observations of dwarf spheroidal galaxies
[76–80] and the Planck observations of CMB anisotropies
[74] give effective and robust constraints on the annihilating
DM models. For the decaying DM, the extragalactic γ-ray
background (EGRB) is especially suitable to constrain the
DMmodel parameters [81–84]. We use the LikeDM code [48]
to calculate the constraints from Fermi-LAT observations of a
population of dwarf spheroidal galaxies (for annihilating DM
models) and the EGRB [85] (for decaying DM models). In
Fig. 4 we overplot the constraints on the annihilating (left)
and decaying (right) DM model parameters on the mχ − 〈σv〉
or mχ − τ plane. For annihilating DM models, we find that the
3 Note that in Ref. [75] the local density of DM was assumed to be 0.3 GeV
cm−3, hence the cross section is higher than that of this work for the same
DM mass.
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[74].
channels with tauons will produce too many photons and ex-
ceed the upper limits set by γ-ray observations of dwarf galax-
ies. The channels with e or µ final state particles can survive
the constraints. However, when compared with the upper lim-
its set by CMB (shaded region, with an energy deposition ef-
ficiency of feff ∼ 0.15− 0.7; [86]), none of these channels can
survive. For decaying DMmodels, the recent EGRB data also
tend to severely constrain all the models to explain the CR lep-
ton data. Comparedwith recent studies [84, 87] which showed
that decaying DM models with e+e− or µ+µ− channels could
(partially) survive the EGRB constraints, the different conclu-
sion obtained here is primarily due to that the DAMPE data
push the DM particle mass to the heavier end where the con-
straints are stronger. These results suggest that to account for
the electron/positron excesses in the framework of DM, more
tuning beyond the current simplified DM models is required.
D. Physical origin of the background electron spectrum
The fittings reveal that the energy spectrum of background
electrons has a first break (softening) at several GeV, a sec-
ond break (hardening) at O(100) GeV, and a cutoff at ∼TeV.
The GeV break may be due to the ion-neutral collisions
around shocks which modifies (steepens) the accelerated par-
ticle spectrum [88]. The spectral hardening and cutoff may
have a common origin, i.e., the breakdown of continuous
source distribution and imprint of nearby source(s) [3, 63, 64].
As a rough estimate, the total supernova rate in a volume
within 1 kpc from the Earth, which is the effective transport
range of TeV electrons, is about (1/15)2 × 10−2 ∼ 5 × 10−5
yr−1 assuming a total rate of 10−2 yr−1 in the Milky Way. The
number of supernovae within the cooling time of ∼ 3 × 105
yr is about 10. Observationally we indeed find roughly such a
number of nearby and fresh pulsars and/or SNRs [72]. There-
fore the discreteness of those sources should be important in
regulating the TeV electron spectrum.
Alternatively, the break might be due to the cutoff of accel-
eration electron spectrum at the source. This scenario is simi-
lar to the “poly-gonato” model to explain the knee of the total
CR spectra [89], i.e., the sum of sources with different cut-
off energies gives rise to the spectral break. Observationally,
however, we do find that many sources can actually accelerate
electrons to energies well beyond TeV [90]. Therefore, a fine
tuning of the source luminosity function of different cutoff en-
ergies may be needed to explain the data.
IV. INTERPRETATIONS OF THE PEAK FEATURE AT
∼ 1.4 TEV
The tentative spectral peak needs a very unusual intrinsic
spectrum. It also imposes a very stringent constraint on the
distance of the source, because the cooling would effectively
smooth out the spectral features. For continuous injection, the
cooled electron spectrum should be ∝ E−2 at high energies
(> a few tens of GeV where synchrotron and ICS coolings
dominate), which is too soft to be consistent with the data.
The characteristic cooling timescale of the electrons can be
estimated as (with Eq. (1), it is straightforward to show that
the first two terms are sub-dominant for the cooling of TeV
electrons)
τcool ∼ 3 × 105 yr
(
utot
eV cm−3
)−1 ( E
TeV
)−1
, (3)
where utot is the total energy density of the interstellar radia-
tion field and the magnetic field. The travel distance of these
electrons is limited to
λ ∼ 0.8 kpc
(
D0
1028 cm2 s−1
)1/2 ( utot
eV cm−3
)−1/2 ( E
TeV
)−1/3
.
(4)
Therefore the new electron source should be relatively nearby.
6A. Astrophysical interpretations of the DAMPE peak
1. Energetics
We consider instantaneous injection of electrons/positrons
from the source. In this case a source locating at a distance of
Rs should have a lifetime τ > τs, where
τs ∼ R2s/4D(E) ∼ 8 kyr
(
Rs
0.1 kpc
)2 (
D(E)
1029 cm2 s−1
)−1
. (5)
The total energy of the source released can be roughly esti-
mate as
εtot ∼
4π
3
(
2
√
D(E)τs
)3
we
∼ 1046 erg
(
D(E)
1029 cm2 s−1
)3/2 (
τs
105 yr
)3/2
×
(
we
1.2 × 10−18 erg cm−3
)
, (6)
where we is the energy density of the TeV peak. Clearly, for
τs ∼ τcool ∼ 3 × 105 yr and D(TeV) ∼ 3.3 × 1029 cm2 s−1, we
have εtot ∼ 3 × 1047 erg, which is possible for a pulsar with a
rotation period shorter than ∼ 0.1 s.
To account for the DAMPE peak, the age of the source
needs to be relatively young (e.g., . 105 yr) and the distance
needs to be close enough (e.g., . 1 kpc). A few sources may
satisfy these conditions, such as Geminga, Monogem, Vela,
Loop I, Cygnus Loop and so on [18, 27].
2. Injection energy spectrum
While typical cutoff power-law spectrum from such as-
trophysical source(s) could be able to explain the observed
electron/positron excesses, the peak structure in DAMPE
spectrum requires quasi-monochromatic injection of particles
from the sources. The cold, ultra-relativistic e+e− plasma
wind from pulsars located in the local bubble provides a pos-
sible source of such electrons and positrons [91–93]. The
Lorentz factor of the bulk flow of pulsar winds is suggested to
be ∼ 106, which just corresponds to the energy of the DAMPE
peak. Furthermore, the density cavity of the local bubble, in
which our solar system lies, makes pulsar winds less likely to
form PWN, and the winds can easily escape and transport to
the Earth without modification of the energy spectrum. Al-
ternatively, Ref. [94] proposed a scenario of the interaction
between electrons and a kind of hypothetical particles to pro-
duce quasi-monochromatic spectrum of electrons.
We assume a Gaussian spectrum to approximate the quasi-
monochromatic injection spectrum of electrons/positrons.
Fig. 5 shows the expected e+ + e− fluxes for instantaneous
(left) and continuous (right) injection of such relativistic e+e−
winds from a nearby pulsar with a distance of d = 0.25 kpc.
The central energy is assumed to be E0 = 1.5 TeV, and the
width is σ = 0.07 E0. Different lines represent different injec-
tion time.
For instantaneous injection, two effects are clearly shown.
First, we can see a remarkable cooling effect on the spectrum.
The earlier the injection, the lower the cutoff energy. Sec-
ond, an earlier injection also means a larger diffusion length,
and hence a lower flux. We can simply estimate the diffusion
length as λ ∼ 2
√
Dt ≈ 0.2 kpc (E/TeV)1/6(t/104 yr)1/2. As
long as t & 104 yr, we have λ & 0.2 kpc for TeV electrons,
and hence F ∝ λ−3 ∝ t−3/2. To match the data, the required
injection energy of the pulsar is about 1046−1048 erg, depend-
ing on the injection time. Such a value is, however, a little bit
lower than that as expected from a typical pulsar [56, 60].
For continuous injection, we find that with the increase of
the integral time, the high energy flux keeps on increasing un-
til a certain level when an equillbrium between injection and
cooling is reached. Furthermore, there are more low energy
particles for longer injection time. This is because for lower
energy particles more time is needed for the injected high en-
ergy ones to cool down. In the continuous injection scenario,
the spectrum is typically broader than that of instantaneous in-
jection, unless the source is fresh enough that cooling is unim-
portant. The luminosity of the source, ∼ 1034 − 1036 erg s−1,
is again relatively low compared with that of a typical pulsar.
3. “Realistic” pulsar model to account for the electron/positron
data
For a realistic pulsar model, the spin-down luminos-
ity decays as t−2 after the characteristic decay time τdec
which is typically 103 − 104 yr [27, 56]. Furthermore, the
quasi-monochromatic injection spectrum may be too ideal.
In reality, a relativistic Maxwellian distribution, f (E) ∝
E2 exp(−E/Θ) with Θ being the electron temperature, may
be more proper to describe the energy spectrum of the cold,
untra-relativistic e+e− wind. We show in Fig. 6 an illus-
tration of the positron fraction (left) and total e+ + e− spec-
trum (right) from two such “realistic” pulsars. The injec-
tion luminosity is assumed to be a time-dependent form, L =
L0 (1 + t/τdec)
−2. For pulsar 1, the injection electron/positron
spectrum is assumed to be a cutoff power-law form, f (E) ∝
E−α exp(−E/Emax), which could be due to acceleration and/or
cooling in the nebula. For pulsar 2, we assume a Maxwellian
distribution of the injection wind particles. The model param-
eters are tabulated in Table II. We can see in Fig. 6 that there
are high energy tails of the pulsar components, which are due
to late time injection (see e.g., [3]). The main peaks come
from the early time injection (t < τdec).
TABLE II: Parameters of the two pulsars as shown in Fig. 6.
d L0 tage τdec α Emax (Θ)
(kpc) (erg s−1) (kyr) (kyr) (TeV)
pulsar 1 0.25 5.3 × 1037 260 3.0 1.7 3.0
pulsar 2 0.25 0.9 × 1037 180 3.0 −2.0 2.0
Pulsar 1 is employed to account for the positron and elec-
tron excesses below TeV. It may be Geminga- or Monogem-
like (e.g., [25, 26, 59, 60]). The initial spin-down luminosity
710
-1
10
0
10
1
10
2
10
3
10
1
10
2
10
3
10
4
E
3
d
N
/d
E
 (
G
eV
2
m
-2
s-
1
sr
-1
)
E (GeV)
DAMPE
E
3
d
N
/d
E
 (
G
eV
2
m
-2
s-
1
sr
-1
)
W=10
46
erg, d=0.25 kpc
E0=1.5 TeV, σ=0.07E0Instantaneous
t0=3×10
3
 yr
t0=1×10
4
 yr
t0=3×10
4
 yr
t0=1×10
5
 yr
t0=3×10
5
 yr
10
-1
10
0
10
1
10
2
10
3
10
1
10
2
10
3
10
4
E
3
d
N
/d
E
 (
G
eV
2
m
-2
s-
1
sr
-1
)
E (GeV)
DAMPE
E
3
d
N
/d
E
 (
G
eV
2
m
-2
s-
1
sr
-1
)
L=10
34
erg/s, d=0.25 kpc
E0=1.5 TeV, σ=0.07E0Continuous
tage=3×10
3
 yr
tage=1×10
4
 yr
tage=3×10
4
 yr
tage=1×10
5
 yr
tage=3×10
5
 yr
FIG. 5: Fluxes of total e+ + e− from relativistic winds of a nearby pulsar. The left panel is for instantaneous injection, and the right one is for
continuous injection. The injection spectrum is assumed to be Gaussian with mean energy of E0 = 1.5 TeV and width of σ = 0.07 E0.
10
-2
10
-1
10
0
10
-1
10
0
10
1
10
2
10
3
e+
/(
e-
+
e+
)
E (GeV)
AMS-02
e+
/(
e-
+
e+
)
background
pulsars
total
10
1
10
2
10
3
10
0
10
1
10
2
10
3
10
4
E
3
d
N
/d
E
 (
G
eV
2
m
-2
s-
1
sr
-1
)
E (GeV)
AMS-02
DAMPE
E
3
d
N
/d
E
 (
G
eV
2
m
-2
s-
1
sr
-1
)
background
pulsar1
pulsar2
total
FIG. 6: The positron fraction (left) and total e+ + e− fluxes (right) for the model with two nearby pulsars. The background is the same as that
in Fig. 2.
is estimated to be about 5 × 1037 erg s−1, which is smaller by
a factor of ∼ 10 than that of the crab pulsar. This value is
not unusual, since the crab pulsar is among the fastest rotat-
ing family of normal pulsars [95]. It is also possible that the
ensemble of a large population of pulsars in the Milky Way
plays the role of pulsar 1 [56, 60]. In such a case, wiggles
may be seen in the spectrum [56] (see, however, [58]).
Pulsar 2 is introduced to explain the DAMPE peak. Its
properties are more unique. First, the e+e− winds should
be directly injected into the interstellar space without effec-
tive acceleration by the SNR/PWN. This implies that either
the pulsar moves fast away from the SNR, or the supernova
explodes in a density cavity (e.g., the local bubble) and the
ejecta expands fast without significant deceleration. Second,
moderate cooling of electrons is necessary to form a peak of
the spectrum, otherwise the spectrum would be too broad for
Maxwellian injection. This requires that the pulsar should be
middle-aged (mature). On the other hand, the pulsar’s age
should not be too large to make most of the electrons cool
down to energies lower than TeV. Therefore the age of pul-
sar 2 is constrained to be about 105 yr. The initial spin-down
luminosity of pulsar 2 is about 1037 erg s−1, two orders of
magnitude lower than the current crab pulsar’s spin-down lu-
minosity. This luminosity is also reasonable, suggesting a ro-
tation period of ∼ 0.15 s (L/1037 erg s−1)1/4 (B/1013 G)−1/2
for a neutron star radius ∼ 10 km. In Ref. [96] it was shown
that ∼ 40% normal pulsars are born with periods of 0.1 − 0.5
s, about an order of magnitude longer than that of the crab
pulsar.
For the pulsars assumed in the above discussion, the
surface magnetic field can be estimated as B = 8.6 ×
1012(P/0.1 s) (τdec/10
4 yr)−1/2 G ∼ 1013 G [58]. Therefore
mildly magnetized pulsar is needed to explain the data.
We conclude that a middle-aged, relatively slowly-rotated,
mildly magnetized, isolate pulsar in the local bubble is a pos-
sible candidate source of the DAMPE peak. There may be
more than one pulsars like pulsar 2 in the local environment.
In that case we may expect to see more such peaks in the elec-
tron spectrum. The future measurement of the electron spec-
trum to higher energies by DAMPE with high energy resolu-
tion will critically test this scenario.
8B. DM annihilation interpretations of the DAMPE peak
1. General consideration
Suppose the source injects monoenergetic electrons at a
continuous rate Q˙, the radial energy density distribution of
electrons can be approximately as [97]
we(R) =
Q˙
4πD(E)R
erfc(R/λ). (7)
Note that for monoenergetic electrons the above equation
holds only for R ≪ λ; otherwise the cooling effect can
not be ignored any more. Under such a condition we have
we(R) ≈ Q˙/[4πD(E)R], and the source injection power is
Q˙ ≈ 5 × 1032 erg s−1
(
R
0.1 kpc
) (
D(E)
1029 cm2 s−1
)
×
(
we
1.2 × 10−18 erg cm−3
)
. (8)
In the case of a DM sub-halo with a dense core whose size is
δ, the energy density of the DM particles should be (assuming
mχ ≈ 1.5 TeV)
ρχ ∼ 0.4 TeV cm−3
(
Q˙
5 × 1032 erg s−1
)1/2
×
[ 〈σv〉χχ→e+e−
3 × 10−26 cm3 s−1
]−1/2 (
δ
10 pc
)−3/2
, (9)
where 〈σv〉χχ→e+e− is the velocity-averaged annihilation cross
section. This density is about 1000 times higher than that of
the widely-taken local DM energy density. Interestingly there
is another possibility that the Sun is actually in a DM-density-
enhanced region. Suppose such a region has a size of ∼ 100
pc, we have ρχ ∼ 0.012 TeV cm−3, about 30 times higher than
the canonical local DM energy density. Such a density en-
hancement seems to be not in tension with other observations
[98]. The total mass of the DM sub-halo or density-enhanced
region reads
Mχ ∼ 4 × 104 M⊙
(
Q˙
5 × 1032 erg s−1
)1/2
×
[ 〈σv〉χχ→e+e−
3 × 10−26 cm3 s−1
]−1/2 (
δ
10 pc
)3/2
. (10)
The energy spectrum of electrons at production depends on
the mass of the DM particle and the annihilation final state.
For the quark final state, the electrons are produced through
the hadronization of quarks, which results in a very soft spec-
trum. The spectrum is significantly harder for the leptonic
and gauge bosonic final states due to the non-zero decaying
branching ratios to direct production of electrons. The hard-
est spectrum comes from the direct annihilation into a pair
of e+e−, which gives nearly monochromatic electrons (and
positrons). The peak structure of the DAMPE data requires
a branching ratio to e+e− final state, and a local origin of the
DM annihilation. These requirements suggest the scenario of
a nearby DM clump [99, 100] or a local DM density enhance-
ment [98].
In order to compare with the data, we also need to include
the “background” electrons/positrons. The continuous e+ + e−
fluxes that derived through fitting to the wide-band data in Sec.
III are assumed to be the “background” here (similar approach
has been used to search for potential prominent spectral fea-
tures; [101–103]). Specifically, the fluxes shown in Fig. 2 are
adopted.
2. Nearby DM clump
The structures of matter in the universe are hierarchical.
The N-body simulations of the cold DM (CDM) structure for-
mation reveals a large amount of subhaloes in the Galactic
DM halo [104, 105], with the smallest subhalo mass as light as
the Earth [106]. The DM subhaloes were exployed to account
for the “boost factor” required to explain the HEAT positron
excess [107]. More detailed calculation based on the N-body
simulation results showed that the “boost factor” from DM
clumpiness was usually negligible [108]. Alternatively, the
local DM subhalo(es) were able to play the role of an effective
“boost factor” if they are close enough to the Earth [99, 109].
In addition, this scenario can give harder positron spectrum
than that of the average of the whole Galaxy, which can fit
the data with more conventional annihilation channels of DM
(e.g., gauge bosons and quarks). However, the comparison of
the required conditions with the numerical simulations shows
that the probability to have such a DM clump close and mas-
sive enough is very low [100, 110]. Here we revisit this nearby
DM clump model in light of the DAMPE data, and investigate
what condition is needed to account for the data.
We assume that the density profile of the DM clump is
NFW. For a clump close to the solar location, the strong tidal
force of the Milky Way will remove the outer material of the
clump, leaving a more compact core. We present the detailed
determination of the mass distribution of a DM clump when
considering the tidal stripping in the Appendix. We further
assume that the annihilation cross section is 3× 10−26 cm3s−1,
which corresponds to the value inferred from the thermal pro-
duction of the DM. Fig. 7 shows the resulting e+ + e− fluxes
for a DM clump locating at 1.0, 0.3, and 0.1 kpc away from
the Earth. The left panel is for the e+e− final state, and the
right one is for annihilation to all flavors of charged leptons
with equal branching ratios. The required DM particle mass,
the total mass of the clump, and its annihilation luminosity,
L =
∫
ρ2dV , are given in Table III.
We find that a DM clump as massive as 107 − 108 M⊙ with
a distance of ∼ 0.1−0.3 kpc can account for the DAMPE data
if the annihilation branching ratio to e+e− is large enough. We
have tested that for channels other than e+e−, such as µ+µ−,
τ+τ−, and W+W−, no prominent peak feature can be gener-
ated. The distance of the DM clump should not be larger than
a few hundred parsec so that the δ-function like spectrum of
electrons/positrons will not be smoothed out by the cooling.
These two requirements are just consistent with what we ex-
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FIG. 7: Fluxes of the total e+ + e−, from the sum of the continuous background and the DM annihilation from a nearby clump. The left panel
is for DM annihilation into a pair of e+e−, and the right one is for DM annihilation into all flavor leptons with universal couplings. Three
distances of the clump, as labelled in the plot, are considered. See Table III for the mass of the DM particle, and the mass and annihilation
luminosity of the clump.
TABLE III: Mass of the DM particle, and mass and luminosity of the DM clump halo to fit the DAMPE data. The annihilation cross section is
assumed to be 3 × 10−26 cm3s−1.
channel 1.0 kpc 0.3 kpc 0.1 kpc
mχ/TeV Msub/M⊙ L/GeV2cm−3 mχ/TeV Msub/M⊙ L/GeV2cm−3 mχ/TeV Msub/M⊙ L/GeV2cm−3
e+e− 2.2 3.8 × 109 1.0 × 1067 1.5 8.0 × 107 3.8 × 1065 1.5 5.0 × 106 3.5 × 1064
eµτ 2.2 1.0 × 1010 2.3 × 1067 1.5 2.6 × 108 1.0 × 1066 1.5 1.9 × 107 1.1 × 1065
pected in Sec. IV. A. Note also that for a distance of 1.0 kpc,
the required clump mass is about 1010 M⊙, which is close to
the maximum mass of subhalos in A Milky Way size halo
[105]. Such a case is thus disfavored.
We need further to check that the contribution from such
a DM clump dominates the Milky Way halo and other sub-
structures so that the peak structure would not be smoothed
out. Since the average enhancement due to substructures for
charged particles is found to be small [108], we consider only
the Milky Way halo. It turns out that, for the e+e− channel,
〈σv〉 = 3 × 10−26 cm3s−1 and mχ = 1.5 TeV, the contribu-
tion from the DM annihilation in the whole Milky Way halo
is about two orders of magnitude lower than that shown in Fig.
7 at ∼TeV, which is thus negligible (this can also be seen from
Fig. 4).
3. Enhanced local DM density
Besides the gravitationally bound substructures, density
fluctuations occur and disappear continuously in the Milky
Way halo, as illustrated by numerical simulations [111]. An
over-density region with ρ/ρ0 < 200 (kpc/δ)
2, where ρ0 is the
average local density and δ is the region size, is gravitation-
ally unbound [98]. The density profile within the over-density
regions may be shallower than the gravitationally bound sub-
structures. It was proposed that a local DM density enhance-
ment by a factor of ∼ 30 − 50 within R ∼ 0.5 kpc of the Earth
and annihilation channels into gauge bosons or quarks could
explain the observed positron excesses [98].
The results of the enhanced local density scenario are very
similar to that of Fig. 7. To give the DAMPE peak, we need
a considerable branching ratio to monochromatic e+e− in the
final states and a not too large size (s . 0.3 kpc) of the over-
density region. If the annihilation cross section is assumed
to be 〈σv〉 = 3 × 1026 cm3s−1, the required density is about
17 − 35 times of the canonical local density of ρ0 = 0.4 GeV
cm−3 for the e+e− channel.
4. DM (sub-)structures from numerical simulations
In the above two subsections, we have shown that either
a nearby DM clump or an enhanced local density is able to
account for the DAMPE electron spectrum. Here we check
from the numerical simulations of the DM structure formation
to see whether the required conditions can be satisfied.
Fig. 8 shows the probability distributions of finding a
clump with annihilation luminosity L within distance d from
the Earth inferred from the Via Lactea II (VLII) simulations
[112], as given in Ref. [100]. Red squares are the required
values to account for the DAMPE electron data, as discussed
in Sec. IV. B. Here the annihilation channel is assumed to be
e+e−, and the cross section is fixed to be 3×10−26 cm3s−1. It is
shown that the probability of having a right clump to explain
the data is relatively low, p < 10−3. For the annihilation to eµτ
leptons with universal couplings, the required luminosityL is
larger by a factor of 3, hence the situation is even worse. If
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there is moderate enhancement of the annihilation cross sec-
tion from the particle physics, such as the non-thermal pro-
duction of the DM [113–115], the Sommerfeld enhancement
mechanism (e.g., [116–118]) or Breit-Wigner type resonance
of the annihilation interaction [119, 120], the required lumi-
nosity can be lower and the probability becomes higher. Alter-
natively, if there is mini-spike in the center of the DM clump,
the annihilation luminosity may be significantly enhanced and
the required mass of the clump may be much smaller [121].
As for the enhanced local density scenario, we consider the
distribution of density fluctuations. The density fluctuation
was found to follow roughly a log-normal distribution with
a Gaussian width of ln ρ of ∼ 0.2 [111]. Therefore an over-
density of 20 times of the local average density indicates a
∼ 15σ deviation from the mean value. This probability, again,
is very low. Note, however, the distribution of density fluctua-
tion has a power-law tail at large ρ, due to substructures [111].
Therefore the actual probability to have an over-density re-
gion should be higher than the above estimate. Furthermore,
if there is enhancement of the annihilation cross section the
required over-density factor can be smaller.
5. Gamma-ray constraints
The annihilation of DM will produce γ-ray photons
accompanied with electrons/positrons, from the internal
bremsstrahlung process for the charged fermion channel
and/or the decay of the final state particles. We check whether
such γ-ray emission can be detectble or constrained by the
current observations.
We calculate the expected γ-ray fluxes from the DM an-
nihilation for the models which can potentially explain the
DAMPE electron data, i.e., with e+e− or eµτ channels and a
distance (for the clump) or radius (for the enhanced local den-
sity scenario) of ≤ 0.3 kpc. For the nearby clump scenario, the
γ-ray emission is essentially extended. For simplicity, we in-
tegrate the emission within 1◦ radius, and compare them with
the 10-year point source sensitivity of Fermi-LAT with the
Pass 8 instrument response4. For the enhanced local density
scenario, the γ-ray emission is diffuse. Therefore we employ
the Fermi-LAT isotropic background data as constraints [85].
The results are shown in Fig. 9. We find that except for the
annihilation to eµτ case of the enhanced DM density model
which exceeds the highest point of the Fermi-LAT isotropic
background marginally, other cases are not in conflict with
Fermi-LAT observations.
6. Particle model of DM
In this sub-section we discuss possible DM particle models
which are able to interpret the DAMPE peak, and the relevant
constraints from the relic density.
Lepton Portal DM model — Following [122], we discuss
the lepton portal DM models. If DM particles are fermions,
the interaction between DM and leptons can be written as
Lfermion ⊃ λiφiχ¯LeiR + h.c., (11)
where χ denotes the DM particle, ei = e, µ, τ represents
charged leptons, and φi is the charged scalar mediator with
unit lepton number. In this model, we have only two param-
eters (the coupling strength λi and the mass of the mediator
mφ,i) for each flavor. To avoid the decay of DM, mχ should be
smaller than the mass of the mediator.
If DM particles are Dirac fermions, the annihilation cross
section is
1
2
(σv)
χχ¯
Dirac
=
1
2
 λ
4m2χ
32 π (m2χ + m
2
φ
)2
(12)
+ v2
λ4 m2χ (− 5m4χ − 18m2χm2φ + 11m4φ)
768 π (m2χ + m
2
φ
)4
 ,
where v is the relative velocity between two DM particles and
the factor 1/2 accounts for the difference between particle and
anti-particle of Dirac DM. Here we neglect the mass of lep-
tons, and assume that λe = λµ = λτ ≡ λ. Obviously, the cross
section is not velocity suppressed in this model.
We calculated the relic density of DM using micrOMEGAs
[123]. The parameters that produce the correct DM relic den-
sity, ΩDMh
2 = 0.119, for different values of mφ are shown
in the left panel of Fig. 10. The corresponding annihilation
cross section (〈σv〉/2) is shown in the right panel of Fig. 10
and the factor of 1/2 accounts for the fact that Dirac DM con-
sists of both a particle and an anti-particle. In the previous
sub-section, we set 〈σv〉 = 3×10−26 cm3s−1 and get the corre-
sponding annihilation luminosity L =
∫
ρ2dV . From Fig. 10,
we can see that there is a slight deviation of the DM annihila-
tion cross section from the canonical value 3 × 10−26 cm3s−1.
4 http://www.slac.stanford.edu/exp/glast/groups/canda/lat Performance.htm
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So the annihilation luminosity should be
L = L′ × 3 × 10
−26cm3s−1
1/2〈σv〉 .
Here L′ is the annihilation luminosity presented in Table III.
For the Majorana DM case, the annihilation cross section is
(σv)
χχ
Majorana
= v2
λ4 m2χ (m
4
χ + m
4
φ)
48π (m2χ + m
2
φ
)4
. (13)
Setting mχ = 1.5 TeV, we get the parameters that give the cor-
rect relic density, which are also shown in Fig. 10. The DM
annihilation cross section is p-wave suppressed by the small
velocity of DM particles. The typical velocity of DM particles
is about 0.3c at freeze-out and ∼ 10−3c at present. Therefore
a boost factor of 104 ∼ 105 is necessary. The Sommerfeld en-
hancement is a natural mechanism that could enhance the DM
annihilation cross section for low relative velocities DM par-
ticles [116–118]. Other mechanisms such as the Breit-Wigner
resonance was also proposed [119, 120].
Then we consider the complex scalar DM model whose in-
teraction can be written as
Lscalar ⊃ λiXψiLeiR + h.c., (14)
where X denotes the DM particle and the mediatorψ is a Dirac
fermion with electric charge −1 and the corresponding lepton
number. Here we only consider the complex scalar DMmodel
because the direct detection rate can be effectively suppressed
in this case [124]. The cross section is
1
2
(σv)
χχ†
complex scalar
=
1
2
v2 λ
4 m2X
48 π (m2X + m
2
ψ
)2
 . (15)
The annihilation cross section is also p-wave suppressed. The
coupling and cross section correspond to the observed DM
relic density are shown in Fig. 10.
Lepton Flavored DM model — In the lepton portal DM
model, DM particles annihilate into leptons through lepton-
flavored mediators. We can also assume that the DM particles
have electron lepton number for Dirac and complex scalar DM
model. In such a model, the DM particles could only annihi-
late into electrons and positrons. The Lagrangian is the same
as the previous lepton portal DM models. To get the same
annihilation cross section and hence the correct relic density
with the previous model, the coupling parameter needs to be
4
√
3 = 1.3 times larger according to Eqs. (12) and (15).
TeV Right-handed Neutrino DM model — One of the TeV
right-handed neutrino models can be described by the follow-
ing Lagrangian [125, 126]
Lint = fαβLTαCiτ2LβS +1 + g1αN1S +2 ℓαR + g2αN2S +2 ℓαR + h.c.
+ MN1 N
T
1 CN1 + MN2 N
T
2 CN2 − V(S 1, S 2), (16)
where N1,2 are right-handed neutrinos, Lα,β and lαR are the
lepton doublet and singlet, α, β are the family indices, C is
the charge-conjugation operator, V(S 1, S 2) is the scalar po-
tential which contains two complex scalar fields (S 1, S 2), and
fαβ is the anti-symmetric coupling matrix. The lighter one of
the two right-handed neutrinos (denoted as N here) can be the
DM candidate. In this model, the DM particles annihilate into
e+e−, µ+µ− and τ+τ− through t- and u-channel with an inter-
mediate S +
2
. The cross section is given by
(σv)α =
g4
1α
64π
1
s
∫ 1
−1
dx
{
s2(1 − βN x)2
4
[
M2N − M2S 2 −
s
2
(1 − βN x)
]2
+
s2(1 + βN x)
2
4
[
M2
N
− M2
S 2
− s
2
(1 + βN x)
]2 (17)
− 2M
2
N s[
M2
N
− M2
S 2
− s
2
(1 − βN x)
] [
M2
N
− M2
S 2
− s
2
(1 + βN x)
]
}
.
From the above equation we can see that σv → 0 for v → 0,
since βN =
(
1 − 4M2N/s
)1/2 ∼ 0. The cross section is also
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FIG. 10: The coupling constants λ as functions of the mediator mass that give the correct relic density (left), and the corresponding annihilation
cross section for the Dirac fermion model (right).
p-wave suppressed, which is common for identical Majorana
fermions [127].
V. ANISOTROPIES
The anisotropies of high energy electrons can effectively
test the local origin models. The amplitude of the dipole
anisotropy can be calculated as
A =
3D(E)
c
|∇φe|
φe
, (18)
where φe is the local flux of e
++e−. Assuming the background
is isotropic5, we calculate the anisotropies of the pulsar model
(see Fig. 6) and DM subhalo model (see Fig. 7). The results
are shown in Fig. 11.
For the pulsar model, the anisotropies from both sources are
about 10−3−10−2 at TeV energies. The high energy tails from
pulsars give relatively high anisotropies, although their fluxes
are small. This is because fresh particles injected just recently
have smaller diffusion distance, and hence give larger gradient
than earlier injected ones. We should keep in mind that the
anisotropy of pulsar 1 is largely uncertain, depending on the
model parameters (mainly the age) assumed [57]. The age of
pulsar 2 is better constrained, and its anisotropy prediction is
more robust. If the injection spectrum of pulsar 2 is narrower
than the Maxwellian distribution, then the age of pulsar 2 can
be smaller, and hence a larger anisotropy is possible. For the
DM subhalo model, the anisotropies can be as large as a few
percents around the DAMPE peak.
Compared with the upper limits obtained with seven years
of Fermi-LAT observations [128], the expected anisotropies
for both models are consistent with the data. Future exper-
iments such as the High Energy cosmic-Radiation Detection
5 The anisotropy amplitude of background e+ +e− is about 6× (10−4 −10−3)
for energies between 10 GeV and 1 TeV [129].
facility (HERD; [130]) and the Cherenkov Telescope Array
(CTA; [131]) may reach a sensitivity of ∼ 10−3 around TeV
energies and can effectively test these models [59, 132].
VI. CONCLUSION
The precise measurements about the high energy electron
(including positron) spectrum by DAMPE are very helpful in
understanding the origin of CR electrons. In this work we
extensively discuss the physical implications of the DAMPE
data. Both the astrophysical models and the exotic DM anni-
hilation/decay scenarios are examined. Our findings are sum-
marized as follows.
• The spectral softening at ∼ 0.9 TeV suggests a cutoff
(or break) of the background electron spectrum, which
is expected to be due to either the discretness of CR
source distributions in both space and time, or the max-
imum energies of electron acceleration at the sources.
The DAMPE data enables a much improved determi-
nation of the cutoff energy of the background electron
spectrum, which is about 3 TeV assuming an exponen-
tial form, compared with the pre-DAMPE data.
• Both the annihilation and decay scenarios of the sim-
plified DM models to account for the sub-TeV elec-
tron/positron excesses are severely constrained by the
CMB and/or γ-ray observations. Additional tuning of
such models, through e.g., velocity-dependent annihila-
tion, is required to reconcile with those constraints.
• The tentative peak at ∼ 1.4 TeV suggested by DAMPE
implies that the sources should be close enough to the
Earth (. 0.3 kpc) and inject nearly monochromatic
electrons into the Galaxy. We find that the cold and
ultra-relativistic e+e− wind from pulsars is a possible
source of such a structure. Our analysis further shows
that the pulsar should bemiddle-aged, relatively slowly-
rotated, mildly magnetized, and isolate in a density cav-
ity (e.g., the local bubble).
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FIG. 11: Dipole anisotropy of e+ + e− fluxes from the two-pulsar model (left) as shown in Fig. 6 and the DM subhalo model (right) as shown
in Fig. 7. The 95% upper limits from Fermi-LAT observations are also shown [128].
• An alternative explanation of the peak is the DM anni-
hilation in a nearby clump or a local density enhanced
region. The distance of the clump or size of the over-
density region needs to be . 0.3 kpc. The required
parameters of the DM clump or over-density are rela-
tively extreme compared with that of numerical simu-
lations, if the annihilation cross section is assumed to
be 3 × 10−26 cm3 s−1. Specifically, a DM clump as
massive as 107 − 108 M⊙ or a local density enhance-
ment of 17 − 35 times of the canonical local density is
required to fit the data if the annihilation product is a
pair of e+e−. Moderate enhancement of the annihila-
tion cross section would be helpful to relax the tension
between the model requirement and the N-body simula-
tions of the CDM structure formation. The DM clump
model or local density enhancement model is found to
be consistent with the Fermi-LAT γ-ray observations.
• The expected anisotropies from either the pulsar model
or the DM clump model are consistent with the recent
measurements by Fermi-LAT. Future observations by
e.g., CTA, will be able to detect such anisotropies and
test different models.
DAMPE will keep on operating for a few more years. More
precise measurements of the total e+ + e− spectrum extending
to higher energies are available in the near future. Whether
there are more structures in the high energy window, which
can critically distinguish the pulsar model from the DM one,
is particularly interesting. With more and more precise mea-
surements, we expect to significantly improve our understand-
ings of the origin of CR electrons.
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Appendix: Density profiles of DM subhalos in the solar
neighborhood
We follow the results of high-resolution N-body simulation
Aquarius to determine the density profile of a DM subhalo
in the solar neighborhood [105]. The NFW profile was found
to give reasonable fit to the density profile of subhalos. The
concentration of a subhalo, defined as the mean overdensity
within the radius at which the maximum circular velocity is
attained (rmax) in units of the critical density, is found to vary
with both the subhalo mass and the spatial location. For the
solar neighborhood, we find approximately
δV = 1.2 × 106
(
Msub/10
6 M⊙
)−0.18
, (A.1)
where Msub is the mass of a subhalo (after the tidal stripping).
The concentional NFW concentration parameter, c ≡ rv/rs
where rv is the virial radius and rs is the scale radius, relates
with δV through
7.213 δV = δc =
200
3
c3
ln(1 + c) − c/(1 + c) . (A.2)
The tidal force from the main halo will remove the outer
matter of a subhalo, especially when it is close to the Milky
Way center. This tidal radius can be approximated as the ra-
dius at which the density is 0.02 times of the local average
unbound density (i.e., 0.4 GeV cm−3 at the solar neighbor-
hood). We find that the tidal radius is roughly 0.2 times of
the original virial radius of a subhalo, and the enclose mass is
about half of the original mass of M′
sub
. So our procedure to
determine the density profile of a subhalo with tidal stripping
is as follows:
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• Given a subhalo mass Msub, calculate its concentration
with Eq. (A.1).
• Calculate the “original” density profile of the subhalo
with M′
sub
= 2Msub and the concentration.
• Calculate the tidal radius rt of the subhalo, and remove
the DM outside of rt.
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