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A full description of a magnetic sample includes a correct treatment of the boundary conditions
(BCs). This is in particular important in thin film systems, where even bulk properties might be
modified by the properties of the boundary of the sample. We study generic ferromagnets with
broken spatial inversion symmetry and derive the general micromagnetic BCs of a system with
Dzyaloshinskii-Moriya interaction (DMI). We demonstrate that the BCs require the full tensorial
structure of the third-rank DMI tensor and not just the antisymmetric part, which is usually taken
into account. Specifically, we study systems with C∞v symmetry and explore the consequences of
the DMI. Interestingly, we find that the DMI already in the simplest case of a ferromagnetic thin-
film leads to a purely boundary-driven magnetic twist state at the edges of the sample. The twist
state represents a new type of DMI-induced spin structure, which is completely independent of the
internal DMI field. We estimate the size of the texture-induced magnetoresistance effect being in
the range of that of domain walls.
Over the past few years, there has been an increasing
interest in magnets where interface-induced phenomena
play a major role [1–3]. This includes the topics of mag-
netic heterostructures as well as thin films, where the
main effects arise from the sample’s boundary. There-
fore, a rigorous understanding of the physical boundary
conditions (BCs) is needed.
The strong spin-orbit coupling (SOC) and broken spa-
tial inversion symmetry of these nanostructures lead to
an intricate interplay between spin, charge, and orbital
degrees of freedom, which affect the magnetic equilib-
rium state as well as the current-driven spin phenom-
ena. Important examples of the SOC effects include
current-driven spin-orbit torques [4–21], charge-pumping
via magnetization precession [8, 22–26], and the forma-
tion of topologically nontrivial skyrmion textures [27–38]
and chiral domain walls [15, 16, 39–41], as well as the
multiferroic behaviour of chiral magnets [42, 43] and the
ferroelectricity of magnetic textures [41, 44].
The underlying mechanism being responsible for chiral
skyrmions and domain walls is the Dzyaloshinskii-Moriya
interaction (DMI) [45, 46]. The DMI is a relativistic
magnetic exchange interaction that originates from bro-
ken spatial inversion symmetry. Phenomenologically, the
DMI is modeled by a free-energy density term, which is
linear in the spatial variations of the magnetization. In
its most general form, the term can be written as
FD = Dijkmi∂jmk. (1)
as discussed for example explicitly in Landau & Lifshitz,
Ref. [47].
Here, m is a unit vector pointing along the magneti-
zation M = Msm, and Dijk is the DMI tensor, which
is linear in the relativistic interactions. The particular
form of the DMI tensor is determined by the point group
of the system. Here, and in what follows, we use the
convention of a summation of repeated indices. To avoid
confusion with the frequently used terminology of denot-
ing Bloch (Ne´el) DMI as bulk (surface)-induced DMI, we
will denote the bulk part of the sample as “internal” and
the surface as “boundary”.
In the present work, we investigate how the DMI af-
fects the magnetic equilibrium state at the boundary of
the sample. Contrary to the internal DMI field, which
only depends on the antisymmetric part ∼ Dijk − Dkji
of the DMI tensor and which was discussed already in
previous works [38, 40, 48–52], we find that a correct
treatment of the micromagnetic BCs requires the full ten-
sorial structure of the DMI. Our general boundary con-
ditions comprise novel spin phenomena, such as purely
boundary-driven twist states along the high symmetry
axis, which we discuss below. Because boundary effects
can dominate the physics of thin samples [1], we expect
our results to be important for thin films in which the
new BCs might even excel the effects of the internal DMI
field.
As an important example we show the result for C∞v
systems due to the following reasons i) they describe
well the physics of ferromagnetic heterostructures such as
polycrystalline Pt/Co/AlOx systems[15] and ii) to show
that even in high symmetry class systems, where many
DMI tensor elements vanish, the symmetric DMI does
lead to an effect. Importantly we find that three indepen-
dent tensor elements determine the BCs in C∞v systems,
whereas only a single parameter is required to model the
internal DMI field.
The consequences of the novel BCs become apparent
already in a very simple example of a thin-film ferro-
2magnet with C∞v symmetry subject to an out-of-plane
magnetic field. Here, the DMI-induced BCs lead to a
non-negligible twist state at the edges. We give an esti-
mate for the twist-state induced magnetoresistance show-
ing that it could be observed via standard magnetoresis-
tance measurements. The boundary-driven spin phenom-
ena become of particular importance in magnetic nanos-
tructures, in which the boundary effects strongly influ-
ence the internal magnetic structure of the system. Im-
plementing the full DMI-induced BCs will therefore be of
crucial importance for a correct micromagnetic modeling
of magnetic nanostructures, which represents an essential
tool for exploring future spintronic devices.
We consider a ferromagnet with broken spatial inver-
sion symmetry and SOC, which covers a finite region.
The magnetic system is assumed to be far below the
Curie temperature so that longitudinal variations of the
magnetization can be disregarded. In this case, the local
magnetization M(r) = Msm(r) is fully determined by
the unit vectorm(r), which represents the local direction
of the magnetization. Phenomenologically, the magnetic
system is determined by the free energy functional, which
up to second order in the magnetization gradients is given
by [47]
F [m] =
∫
dr [Fe + FD + Fh + Fa] . (2)
Here, Fe is the symmetric magnetic exchange interaction
given by Fe = Jij∂im · ∂jm, where Jij is a symmetric
positive definite matrix parameterizing the spin stiffness.
Fh = −Msm ·Hh describes the coupling to an external
magnetic field Hh, and Fa represents the anisotropy en-
ergy including dipolar interactions. The tensorial forms
of the exchange and DMI are determined by the symme-
try relations [53]
Jij = R(α)il R(α)jmJlm, (3)
Dijk = R(α)il R(α)jmR(α)kn Dlmn, (4)
where {R(α)| α = 1, 2, ...} are the generators of the sys-
tem’s point group. Note that the tensor coefficients Dijk
vanish for symmetry groups containing the inversion op-
erator Rij = −δij , as DMI only exists in systems with
spatially asymmetric SOC. In the literature, also differ-
ent notations are used for the DMI, which we summarize
and relate to our notation in the Supplemental Material.
The equilibrium state of the magnetic system is found
by a variational minimization of the free energy func-
tional (2) with respect to small variations δm(r) of the
local magnetization direction. Due to the normalization
m ·m = 1, the variation is constrained by the condition
δm(r) ·m(r) = 0. Consequently, the local perturbation
can be written as δm(r) = m(r)×δϕ(r), where δϕ ∈ R3
with |δϕ| ≪ 1. The equilibrium condition is determined
by δF [m(r)]/δϕ(r) = 0 resulting in
0 = m× [2Jij∂i∂jm+HD +Ha +Hh] , (5)
0 = m× [2Jijni∂jm+ ΓD] , (6)
one equation for the inner part (Eq. (5)) and one for the
boundary of the sample (Eq. (6)). The latter equation
originates from the partitial derivatives in the free en-
ergy functional, which lead to surface integrals when the
functional is varied with respect to m. Consequently,
the magnetic anisotropy and external magnetic field do
not contribute to Eq. (6), but only enter the equation for
the inner part of the sample via the effective fields Hh
and (Ha)k = −∂Fa/∂mk, respectively. In contrast, the
exchange interaction and the DMI enter both equations.
In particular, the DMI enters via the internal DMI field
HD and the boundary-induced DMI field ΓD
(HD)k = (Dijk −Dkji)∂jmi, (7)
(ΓD)k = minjDijk. (8)
Here, n is the outer surface normal of the boundary.
Eq. (6) is satisfied when 2Jijni∂jm cancels the compo-
nents of ΓD that are perpendicular to m. This leads to
our main result of this paper, namely, the general condi-
tion for the magnetization at the boundary of the sample
2Jijni∂jm = −m× (ΓD ×m). (9)
Note that for isotropic spin stiffness Jij = Jδij and with-
out DMI, Eq. (9) reduces to the standard Neumann BC
ni∂im = 0, which forces the magnetization to have no
spatial gradients across the boundary. Remarkably, the
internal DMI field HD in Eq. (7) is only determined
by the antisymmetric part Dijk −Dkji of the DMI ten-
sor, whereas ΓD depends on the full tensorial structure
of the DMI. This means that the BCs are in general
parametrized by more DMI parameters than the inter-
nal field. Below, we explicitly show this for C∞v sys-
tems, and demonstrate that the DMI can produce purely
boundary-induced spin textures that are independent of
the internal DMI field.
Systems with C∞v symmetry are invariant under any
proper or improper rotation about the high symmetry
axis, which we in the present work assume to be along the
z direction. The C∞v symmetry implies that the spin-
stiffness matrix is determined by two independent tensor
coefficients, Jxx = Jyy and Jzz , whereas four independent
tensor coefficients govern the DMI tensor: Dxxz = Dyyz,
Dxzx = Dyzy, Dzxx = Dzyy, and Dzzz . The remaining
tensor coefficients vanish by symmetry. It is common
to parameterize these tensor coefficients by the antisym-
metrized and symmetrized elements:
DA1 ≡ (Dzxx −Dxxz)/2, DS2 ≡ Dxzx, (10a)
DS1 ≡ (Dzxx +Dxxz)/2, DS3 ≡ Dzzz. (10b)
3Here, superscript S (A) labels the parts of Dijk that are
symmetric (antisymmetric) with respect to the magnetic
indices i and k. Hence, the DMI free energy density FD,
the internal DMI field HD, and the boundary-induced
DMI field ΓD are:
FD = DA1 [mz(∇ ·m)−m ·∇mz] (11a)
+ (D23 − 2DS1 )mz∂zmz +DS1∇ · (mzm),
HD = 2D
A
1 [∇mz − (∇ ·m)zˆ] . (11b)
ΓD = (D
S
1 +D
A
1 )m× (n× zˆ) +DS2 nzm (11c)
+
[
2DS1 (nxmx + nymy) +D23nzmz
]
zˆ.
Here, we have introduced D23 = D
S
3 −DS2 , because FD is
governed by only three of the four independent tensor pa-
rameters due to |m| = 1. Note that only the first term of
FD, representing the standard Ne´el DMI [39, 40], yields
the internal DMI fieldHD. The latter is solely controlled
by the antisymmetric tensor element DA1 and agrees with
the effective DMI field considered in previous studies of
C∞v ferromagnets [39, 40, 48–52]. The last two terms of
FD can be rewritten into boundary terms via the diver-
gence theorem. The boundary terms do not contribute
to the internal DMI field HD, but to the BC, which is
characterized by all three independent parameters. Pro-
jecting out the component of ΓD that is perpendicular
to m yields the following BC for the magnetization:
2Jijni∂jm = (D
S
1 +D
A
1 )m× (zˆ × n)−[
2DS1 (nxmx + nymy) +D23nzmz
]
m× (zˆ ×m) . (12)
Usually, the DMI in C∞v ferromagnets is parameterized
only by a single parameter (DA1 in our notation). While
the antisymmetric parameter DA1 does give the correct
internal DMI field [cf. Eq. (11b)], this is not the case
for the BC in Eq. (12). DA1 only produces parts of the
term ∼ m × (n× zˆ) in the surface field ΓD, whereas
the component of ΓD proportional to m × (zˆ ×m) is
solely an effect of the tensor coefficients DS1 and D23.
To conclude, we find that for C∞v ferromagnets only one
DMI parameter is necessary to capture the physics of the
internal field, whereas three independent parameters are
required to provide a correct micromagnetic description
at the sample edges.
We demonstrate below that the terms proportional to
the symmetric DMI tensor coefficients in Eq. (12) are not
negligible and might lead to magnetic twist states that
cannot be phenomenologically described without taking
into account the full tensorial form of Dijk. In particu-
lar, we show that there is a simple homogeneous ferro-
magnetic phase, where the usually exclusively considered
antisymmetric part of the DMI vanishes in the BC, but
the last term of Eq. (12) induces a twist state. We es-
timate that the typical decay length of this twist state
is about 6 nm, which produces a magnetization gradi-
ent and an experimentally observable magnetoresistance
effect that is larger than what is typically observed for
magnetic domain walls. To study this new twist state, we
consider an infinitely-large thin film of thickness 2d with
the surface normal parallel to the high symmetry axis,
see Fig. 1a. The magnet has an easy-plane anisotropy
described by the free energy density Fa = Kum2z where
Ku > 0. Additionally, it is subjected to an externally ap-
plied magnetic field along z, which produces the Zeeman
energy Fh = hzmz.
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FIG. 1. (Color online) (a) Illustration of the boundary-driven
twist state. The black arrows in the close-up view of the sam-
ple indicate the canting of the magnetization across the fer-
romagnetic thin film. (b) The function D˜ψ1(z) for different
thicknesses of the ferromagnetic film. At the boundaries (dot-
ted vertical red lines) and for large thicknesses of the sample,
D˜ψ1(z) approaches the d → ∞ limit 0.19 (dotted horizon-
tal red lines). Inset: ψ0-dependence of the texture-induced
magnetoresistance for 2d = 20nm.
The DMI is a relativistic effect and thus much smaller
than the spin stiffness produced by the Coulomb interac-
tion. In the following, we assume that the DMI is small
enough such that the magnetic system is mainly in a fer-
romagnetic phase with the magnetization tilted by an
angle of ψ out of the easy plane, see Fig. 1a. The system
is translationally invariant in the xy-plane and rotational
symmetric about z. Therefore, we can choose a coordi-
nate system in which m lies in the xz-plane:
m(z) = (cosψ(z), 0, sinψ(z)), (13)
and where the magnetization is fully determined by the
tilt angle ψ = ψ(z), which still might have a spatial vari-
ation along the high symmetry axis. Because we consider
4an infinite film, the surfaces along the x and y axes can
be disregarded and Eq. (12) reduces to
2Jzz∂zm = D23mz [m× (zˆ ×m)] . (14)
Substituting Eq. (13) into the free energy and minimizing
the resulting energy functional with respect to ψ results
in the following equations for the interior and boundary
of the sample:
∂2z˜ψ = K˜u sin(2ψ)− h˜z cos(ψ), (15a)
∂z˜ψ|z˜=±1 = D˜ sin(2ψ). (15b)
Here, we have rescaled the z-axis by z˜ = z/d, and intro-
duced the dimensionless parameters K˜u ≡ Kud2/(2Jzz),
h˜z ≡ hzd2/(2Jzz), and D˜ ≡ D23d/(4Jzz) controlling the
strengths of the anisotropy, external field, and boundary
DMI, respectively.
Note that in our specific exampleHD vanishes. Conse-
quently, there are no magnetic textures produced by the
equation for the inner part of the sample. The solution of
the full boundary value problem (15) is, however, deter-
mined by the three dimensionless parameters K˜u, h˜z and
D˜ and does depend on the boundary DMI-field and the
thickness of the film. In general, the thinner the film, the
more the system is governed by the BC. In the following,
we show that even in the case of larger thicknesses the
influence of the BC is not negligible.
To treat the problem analytically, we assume in the
following that D˜ is a small parameter and solve Eq. (15)
to first order in D˜. To this end, we consider a solution
of the form
ψ(z˜) = ψ0 + D˜ψ1(z˜), (16)
where ψ0 is the constant solution for D˜ = 0, whereas ψ1
represents the spatially varying DMI-induced correction
to this solution. Substituting this ansatz into Eq. (15),
we find that ψ0 is given by
sin(ψ0) = hz/(2Ku) for |hz/2Ku| < 1. (17)
ψ1 is determined by the boundary value problem
∂2z˜ψ1 = κ1ψ1, (18a)
∂z˜ψ1|z˜=±1 = sin(2ψ0), (18b)
where the dimensionless parameter κ1 = κ1(ψ0) ≡
2K˜u cos(2ψ0) + h˜z sin(ψ0) depends on the zeroth-order
approximation of the tilting and on the thickness of the
film, κ1 ∼ d2. The analytical solution of the boundary
value problem is
ψ1(z˜) =
sech(
√
κ1) sin(2ψ0)√
κ1
sinh(
√
κ1z˜). (19)
As expected, the modulation along the z direction, ψ1(z),
vanishes for ψ0 = 0 and |ψ0| = π/2 as mzm × (zˆ ×m)
is zero in both cases.
The functional form of D˜ψ1(z˜) is shown in Fig. 1
for different values of the film thickness 2d. Here, we
have assumed the parameter values Jzz = 10
−11 Jm−1,
Ku = 5.1× 105 Jm−3, D23 = 1.9× 10−3 Jm−2, and
hz =
√
2Ku, which are characteristic for ferromagnetic
heterostructures [15, 54]. In this case, the constant tilt-
ing angle induced by the the zeroth-order approximation
for the inner part of the sample is ψ0 = π/4.
As the internal magnetic state is unaffected by the
BCs in the limit of large film thickness, d → ∞, the
correction induced by the boundaries of the sample,
D˜ψ1(z˜), vanishes in the inner part of the sample as ex-
pected. However, at the boundaries, D˜ψ1(±1) does still
lead to a correction and approaches the constant value
±D˜ sin(2ψ0)/√κ1 ≈ 0.19×(π/2) for d→∞, see Fig. 1b.
Note that the parameter D˜/
√
κ1 is independent of the
thickness, because both D˜ and
√
κ1 are linear in d. The
typical decay length of the twist state is d/
√
κ1 ∼ 6 nm,
implying that the interface gives a significant correction
to the internal spin structure in systems with thicknesses
of 12 nm or less. For such thicknesses, the tilt angle ap-
proaches the solution ψ ≈ ψ0 + D˜ sin(2ψ0)z˜, which rep-
resents a Ne´el helix (see Fig. 1b).
The parameter λ = π/|D˜∂z˜ψ1| (evaluated at z˜ = ±1)
represents the strength of the magnetization gradient and
corresponds to the width of a magnetic domain wall. For
the above parameter values, we find that λ ∼ 7 nm. This
yields a magnetization gradient that is comparable to the
typical spatial variations of magnetic domain walls (see
Ref. 55 for a review).
Since domain walls give observable corrections on the
order of 1% to the resistance of ferromagnetic systems
[55–57], we expect this also to be the case for the
boundary-driven twist states discovered in this work.
The texture-induced resistance has been extensively
studied in the context of domain walls, where the spa-
tially varying magnetization has been shown to produce a
correction to the local resistivity proportional to (∂im)
2
in the diffusive regime [56]. In addition, there will be cor-
rections from the anisotropic magnetoresistance (AMR)
effect [57]. This contribution can be disregarded for cur-
rents applied perpendicular to the magnetic texture (i.e.,
along the y-axis in our case), because the AMR only de-
pends on the relative angle between the applied current
and the magnetization. Therefore, for currents along the
y direction we can phenomenologically model the local
resistivity by
ρ(z˜) = ρ0 + δρt (∂z˜ψ(z˜))
2
. (20)
Here, ρ0 is the resistance for currents perpendicular to
the magnetization in the absence of any twist state, δρt
parameterizes the resistivity caused by scattering at the
magnetic texture,[56] and (∂z˜ψ(z˜))
2
determines the mag-
nitude of the magnetization gradient (∂im)
2.
The total conductance of a system with lateral di-
mensions L⊥ × L‖ × 2d is found by integrating dG =
5[L⊥d/(L||ρ(z˜))]dz˜ over the thin film z˜ ∈ [−1, 1]. Here,
L|| (L⊥) denote the length of the sample parallel (per-
pendicular) to the current. By substituting the perturba-
tive solution (16) into the resistivity (20) and assuming
|δρt/ρ0| ≪ 1, one finds to linear order in δρt/ρ0 the total
conductance
G =
1
R0
(
1− δρt
ρ0
D˜2
2
f(ψ0)
)
, (21)
where R0 = L||ρ0/2dL⊥. The second term rep-
resents the texture-induced correction with f(ψ0) ≡
sin2(2ψ0)sech
2(
√
κ1)(1+ sinh(2
√
κ1)/2
√
κ1), where κ1 is
a function of ψ0 as before.
The magnetoresistance can be controlled by changing
the tilt angle ψ0, which experimentally can be manipu-
lated by varying the strength of the applied magnetic field
hz. The ψ0-dependence of the function f is illustrated in
the inset of Fig. 1b. The f(ψ0)-modulation represents a
clear signature of the texture-induced magnetoresistance
effect, and can be used to distinguish this effect from
other resistance phenomena in transport measurements.
Based on previous works on domain wall resistance, the
twist state is expected to produce a small but observable
correction to the total resistance on the order of 1%.
To conclude, we have derived the boundary value prob-
lem for generic ferromagnets lacking spatial inversion
symmetry. We have shown that the BCs require the
full tensorial structure of the DMI tensor and not just
the antisymmetric part. We have specified the boundary
value problem for ordinary systems with C∞v symmetry.
Moreover, we have given an explicit example of a simple
ferromagnetic thin film to demonstrate the importance of
the correct BCs we have derived. Here, we have shown
that the DMI leads to a purely boundary-driven mag-
netic twist state at the edges of the sample, which is
completely independent of the internal DMI field. We
have shown that such a twist state could be observed by
conductance measurements upon varying the magnetic
field. Overall, already our simple example highlights the
importance of the correct treatment of the BCs and that
it is notably important for the predictive power of micro-
magnetic simulations in confined geometries, specifically
in those where boundary-induced effects might influence
or even dominate the bulk properties.
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SUPPLEMENT
The most general form of the DMI interaction is given
by
Fd = Dijkmi∂jmk, (22)
where the form of the DMI tensor is determined by the
system’s point group. In the literature, however, also
different notations are used, which we briefly review here.
For example, it is common to symmetrize the DMI
tensor with respect to the magnetic indices
Fd ≡
D(ik)j
2
∂j (mimk) +
D[ik]j
2
[mi∂jmk −mk∂jmi],
(23)
where D(ik)j = (Dijk + Dkji)/2 and D[ik]j = (Dijk −
Dkji)/2 represent the symmetric and antisymmetric
parts of the tensor, respectively. Other common repre-
sentations of the DMI term are given by
Fd ≡
D(ik)j
2
∂j(mimk) +Dj · (∂jm×m), (24)
≡ D(ik)j
2
∂j(mimk) +DijLij(m), (25)
where Dj , Dij = (Dj)i, and Lij = (∂jm × m)i are
the Dzyaloshinskii-Moriya (DM) vectors, the spiraliza-
tion tensor, and the chirality tensor, respectively. Fur-
thermore, the relationship between the DM vectors and
the DMI tensor is given by (Dj)µ = −ǫµikD[ik]j/2.
Note that upon a spatial integration, the symmetric
part of the DMI interaction reduces to a surface term.
Therefore, it is common to neglect D(ik)j and only keep
the antisymmetric part – described for example in terms
of the DM vectors or the spiralization tensor – which gov-
erns the DMI in the internal part of the sample. How-
ever, a correct description of the magnetization at the
boundaries requires both the symmetric and antisymmet-
ric part.
[1] F. Hellman, A. Hoffmann, Y. Tserkovnyak, G. S. Beach,
E. E. Fullerton, C. Leighton, A. H. MacDonald, D. C.
Ralph, D. A. Arena, H. A. Du¨rr, P. Fischer, J. Grollier,
J. P. Heremans, T. Jungwirth, A. V. Kimel, B. Koop-
mans, I. N. Krivorotov, S. J. May, A. K. Petford-Long,
J. M. Rondinelli, N. Samarth, I. K. Schuller, A. N. Slavin,
M. D. Stiles, O. Tchernyshyov, A. Thiaville, and B. L.
Zink, Rev. Mod. Phys. 89, 025006 (2017),.
[2] A. Brataas and K. M. D. Hals, Nat. Nanotechnol. 9, 86
(2014).
[3] P. Gambardella and I. M. Miron, Philos. Trans. A. Math.
Phys. Eng. Sci. 369, 3175 (2011).
[4] B. A. Bernevig and O. Vafek, Phys. Rev. B 72, 033203
(2005).
[5] A. Manchon and S. Zhang, Phys. Rev. B 78, 212405
(2008).
[6] A. Chernyshov, M. Overby, X. Liu, J. K. Furdyna,
Y. Lyanda-Geller, and L. P. Rokhinson, Nat. Phys. 5,
656 (2009).
[7] I. Garate and A. H. MacDonald, Phys. Rev. B 80, 134403
(2009).
[8] K. M. D. Hals, A. Brataas, and Y. Tserkovnyak, Euro-
phys. Lett. 90, 47002 (2010).
6[9] I. Mihai Miron, G. Gaudin, S. Auffret, B. Rodmacq,
A. Schuhl, S. Pizzini, J. Vogel, P. Gambardella, I. M.
Miron, G. Gaudin, S. Auffret, B. Rodmacq, A. Schuhl,
S. Pizzini, J. Vogel, and P. Gambardella, Nat. Mater. 9,
230 (2010).
[10] I. M. Miron, K. Garello, G. Gaudin, P.-J. Zermatten,
M. V. Costache, S. Auffret, S. Bandiera, B. Rodmacq,
A. Schuhl, and P. Gambardella, Nature 476, 189 (2011).
[11] I. M. Miron, T. Moore, H. Szambolics, L. D. Buda-
Prejbeanu, S. Auffret, B. Rodmacq, S. Pizzini, J. Vogel,
M. Bonfim, A. Schuhl, and G. Gaudin, Nat. Mater. 10,
419 (2011).
[12] D. Fang, H. Kurebayashi, J. Wunderlich, K. Vy´borny´,
L. P. Zaˆrbo, R. P. Campion, A. Casiraghi, B. L. Gal-
lagher, T. Jungwirth, and A. J. Ferguson, Nat. Nan-
otechnol. 6, 413 (2011).
[13] L. Liu, O. J. Lee, T. J. Gudmundsen, D. C. Ralph, and
R. A. Buhrman, Phys. Rev. Lett. 109, 096602 (2012).
[14] L. Liu, C.-F. Pai, Y. Li, H. W. Tseng, D. C. Ralph, and
R. A. Buhrman, Science 336, 555 (2012).
[15] S. Emori, U. Bauer, S.-M. Ahn, E. Martinez, and
G. S. D. Beach, Nat. Mater. 12, 611 (2013).
[16] K.-S. Ryu, L. Thomas, S.-H. Yang, and S. Parkin, Nat.
Nanotechnol. 8, 527 (2013).
[17] K. Garello, I. M. Miron, C. O. Avci, F. Freimuth,
Y. Mokrousov, S. Blu¨gel, S. Auffret, O. Boulle,
G. Gaudin, and P. Gambardella, Nat. Nanotechnol. 8,
587 (2013).
[18] P. P. J. Haazen, E. Mure`, J. H. Franken, R. Lavrijsen,
H. J. M. Swagten, and B. Koopmans, Nat. Mater. 12,
299 (2013).
[19] X. Fan, J. Wu, Y. Chen, M. J. Jerry, H. Zhang, and
J. Q. Xiao, Nat. Commun. 4, 1799 (2013).
[20] H. Kurebayashi, J. Sinova, D. Fang, A. C. Irvine, T. D.
Skinner, J. Wunderlich, V. Nova´k, R. P. Campion, B. L.
Gallagher, E. K. Vehstedt, L. P. Zaˆrbo, K. Vy´borny´, A. J.
Ferguson, and T. Jungwirth, Nat. Nanotechnol. 9, 211
(2014).
[21] S. Emori, E. Martinez, K.-J. Lee, H.-W. Lee, U. Bauer,
S.-M. Ahn, P. Agrawal, D. C. Bono, and G. S. D. Beach,
Phys. Rev. B 90, 184427 (2014).
[22] G. Tatara, N. Nakabayashi, and K.-J. Lee, Phys. Rev.
B 87, 054403 (2013).
[23] C. Ciccarelli, K. M. D. Hals, A. Irvine, V. Novak,
Y. Tserkovnyak, H. Kurebayashi, A. Brataas, and
A. Ferguson, Nat. Nanotechnol. 10, 50 (2014).
[24] K. M. D. Hals and A. Brataas, Phys. Rev. B 91, 214401
(2015),.
[25] F. Freimuth, S. Blu¨gel, and Y. Mokrousov, Phys. Rev.
B 92, 064415 (2015).
[26] R. Verba, V. Tiberkevich, and A. Slavin, Appl. Phys.
Lett. 107, 112402 (2015).
[27] S. Mu¨hlbauer, B. Binz, F. Jonietz, C. Pfleiderer,
A. Rosch, A. Neubauer, R. Georgii, and P. Bo¨ni, Sci-
ence 323, 915 (2009),.
[28] U. K. Roessler, A. N. Bogdanov, C. Pfleiderer, and U. K.
Ro¨ßler, Nature 442, 797 (2006).
[29] X. Z. Yu, Y. Onose, N. Kanazawa, J. H. Park, J. H. Han,
Y. Matsui, N. Nagaosa, and Y. Tokura, Nature 465, 901
(2010).
[30] F. Jonietz, S. Mu¨hlbauer, C. Pfleiderer, A. Neubauer,
W. Mu¨nzer, A. Bauer, T. Adams, R. Georgii, P. Bo¨ni,
R. A. Duine, K. Everschor, M. Garst, and A. Rosch,
Science 330, 1648 (2010).
[31] T. Adams, S. Mu¨hlbauer, C. Pfleiderer, F. Jonietz,
A. Bauer, A. Neubauer, R. Georgii, P. Bo¨ni, U. Keider-
ling, K. Everschor, M. Garst, and A. Rosch, Phys. Rev.
Lett. 107, 217206 (2011).
[32] S. Heinze, K. von Bergmann, M. Menzel, J. Brede, A. Ku-
betzka, R. Wiesendanger, G. Bihlmayer, and S. Blu¨gel,
Nat. Phys. 7, 713 (2011).
[33] X. Z. Yu, N. Kanazawa, Y. Onose, K. Kimoto, W. Z.
Zhang, S. Ishiwata, Y. Matsui, and Y. Tokura, Nat.
Mater. 10, 106 (2011).
[34] A. Tonomura, X. Yu, K. Yanagisawa, T. Matsuda,
Y. Onose, N. Kanazawa, H. S. Park, and Y. Tokura,
Nano Lett. 12, 1673 (2012).
[35] S. X. Huang and C. L. Chien, Phys. Rev. Lett. 108,
267201 (2012).
[36] N. Kanazawa, J. H. Kim, D. S. Inosov, J. S. White,
N. Egetenmeyer, J. L. Gavilano, S. Ishiwata, Y. Onose,
T. Arima, B. Keimer, and Y. Tokura, Phys. Rev. B -
Condens. Matter Mater. Phys. 86, 1 (2012).
[37] N. Romming, C. Hanneken, M. Menzel, J. E. Bickel,
B. Wolter, K. von Bergmann, A. Kubetzka, and
R. Wiesendanger, Science 341, 636 (2013).
[38] J. Mu¨ller, A. Rosch, and M. Garst, New J. Phys. 18,
065006 (2016),.
[39] A. Thiaville, S. Rohart, E´. Jue´, V. Cros, and A. Fert,
Europhys. Lett. 100, 57002 (2012),.
[40] S. Rohart and A. Thiaville, Phys. Rev. B 88, 184422
(2013).
[41] A. Pyatakov, A. Sergeev, F. Mikailzade, and A. Zvezdin,
J. Magn. Magn. Mater. 383, 255 (2015).
[42] I. A. Sergienko and E. Dagotto, Phys. Rev. B 73, 094434
(2006).
[43] S. Seki, X. Z. Yu, S. Ishiwata, and Y. Tokura, Science
336, 198 (2012).
[44] T. Rojac, A. Bencan, G. Drazic, N. Sakamoto, H. Ursic,
B. Jancar, G. Tavcar, M. Makarovic, J. Walker, B. Malic,
and D. Damjanovic, Nat. Mater. 16, 322 (2016).
[45] I. Dzyaloshinsky, J. Phys. Chem. Solids 4, 241 (1958).
[46] T. Moriya, Phys. Rev. Lett. 4, 228 (1960).
[47] L. D. Landau, L. P. Pitaevskii, and E. M. Lifshitz, Elec-
trodynamics of Continuous Media, Course of Theoretical
Physics Vol. 8 (Pergamon, Oxford, 1984).
[48] S. A. Meynell, M. N. Wilson, H. Fritzsche, A. N. Bog-
danov, and T. L. Monchesky, Phys. Rev. B 90, 014406
(2014),.
[49] F. N. Rybakov, A. B. Borisov, and A. N. Bogdanov,
Phys. Rev. B 87, 094424 (2013),.
[50] M. N. Wilson, E. A. Karhu, D. P. Lake, A. S. Quigley,
S. Meynell, A. N. Bogdanov, H. Fritzsche, U. K. Ro¨ßler,
and T. L. Monchesky, Phys. Rev. B 88, 214420 (2013),.
[51] A. O. Leonov, Y. Togawa, T. L. Monchesky, A. N.
Bogdanov, J. Kishine, Y. Kousaka, M. Miyagawa,
T. Koyama, J. Akimitsu, T. Koyama, K. Harada,
S. Mori, D. McGrouther, R. Lamb, M. Krajnak, S. McVi-
tie, R. L. Stamps, and K. Inoue, Phys. Rev. Lett. 117,
087202 (2015),.
[52] A. O. Leonov and M. Mostovoy, Nat. Commun. 8, 14394
(2017),.
[53] R. R. Birss, Symmetry and magnetism, Vol. 863 (North-
Holland Amsterdam, 1964).
[54] C. Moreau-Luchaire, C. Moutas, N. Reyren, J. Sampaio,
C. a. F. Vaz, N. Van Horne, K. Bouzehouane, K. Garcia,
C. Deranlot, P. Warnicke, P. Wohlhu¨ter, J.-M. George,
7M. Weigand, J. Raabe, V. Cros, and A. Fert, Nat. Nan-
otechnol. 11, 444 (2016),.
[55] A. D. Kent, U. Ru¨diger, J. Yu, L. Thomas, and S. S. P.
Parkin, J. Appl. Phys. 85, 5243 (1999),.
[56] A. Brataas, G. Tatara, and G. E. W. Bauer, Phys. Rev.
B 60, 3406 (1999).
[57] D. Chiba, M. Yamanouchi, F. Matsukura, T. Dietl, and
H. Ohno, Phys. Rev. Lett. 96, 096602 (2006),.
