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ABSTRACT 
Multivariate Bayesian Machine Learning Regression for Operation and Management of 
Multiple Reservoir, Irrigation Canal, and River Systems 
by 
Andres M. Ticlavilca, Doctor of Philosophy 
Utah State University, 2010 
Major Professor: Dr. Mac McKee 
Department: Civil and Environmental Engineering 
The principal objective of this dissertation is to develop Bayesian machine 
learning models for multiple reservoir, irrigation canal, and river system operation and 
management. These types of models are derived from the emerging area of machine 
learning theory; they are characterized by their ability to capture the underlying physics 
of the system simply by examination of the measured system inputs and outputs. They 
can be used to provide probabilistic predictions of system behavior using only historical 
data. The models were developed in the form of a multivariate relevance vector machine 
(MVRVM) that is based on a sparse Bayesian learning machine approach for regression. 
Using this Bayesian approach, a predictive confidence interval is obtained from the 
model that captures the uncertainty of both the model and the data. The models were 
applied to the multiple reservoir, canal and river system located in the regulated Lower 
Sevier River Basin in Utah. The models were developed to perform predictions of multi-
time-ahead releases of multiple reservoirs, diversions of multiple canals, and streamflow 
 iii 
and water loss/gain in a river system. This research represents the first attempt to use a 
multivariate Bayesian learning regression approach to develop simultaneous multi-step-
ahead predictions with predictive confidence intervals for multiple outputs in a regulated 
river basin system. These predictions will be of potential value to reservoir and canal 
operators in identifying the best decisions for operation and management of irrigation 
water supply systems. 
(131 pages) 
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CHAPTER 1 
INTRODUCTION 
Water use has been increasing world-wide at more than twice the population rate 
and a number of regions are already facing a water shortage. Irrigated agriculture, 
responsible for 40% of world food production, accounts for 70% of water withdrawals 
and over 90% in some developing regions (FAO 2006). Within this context, there is a 
necessity for more intensive management of this increasingly scarce resource. Therefore, 
real-time forecasting of the behavior of water resources systems should be given attention 
so that water managers can have better information about future water availability in 
order to achieve greater efficiency in water use. 
Irrigation system operation can involve interactions between multiple reservoirs, 
irrigation canals, and the river system. This operation depends on both human behavior 
and physical processes that are active in the watershed. Human behavior is associated 
with the reservoir operator who has to release water from multiple reservoirs to fulfill 
different downstream water requirements. The irrigation canal operator must divert water 
from the river into a canal taking into consideration water requirements for irrigation, 
physical characteristics of the irrigation channel system, irrigation scheduling (e.g. 
rotational or continuous), travel times (from the diversion point to the field outlets), the 
agricultural area served (e.g. hydrologic, climatic, environmental, etc.) and farmer 
behavior. An important physical process is the influence of the water loss/gain in a river 
reach due to transmission loss, tributary contributions, and irrigation return flow to the 
river. This process is crucial when water loss/gain occurs in the reach between two 
reservoirs and the reservoir operator needs to manage the quantity of water entering the 
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reservoir downstream. The combination of all these processes and human decisions may 
cause unexpected changes in the river system behavior. The behavior of these highly 
complex systems can become difficult to predict and, more importantly, to generalize. 
This dissertation seeks to develop forecasting models which have the ability to make 
accurate multiple predictions of river basin processes and operations and also to 
generalize well towards future changes in a river basin irrigation system. 
Many modeling techniques based on physical principals have been developed to 
understand the behavior of hydrologic and water resources systems. In physically based 
modeling, the input-output relationship is obtained by the development and solution of 
fluid mechanics and thermodynamics equations, with appropriate and detailed boundary 
conditions, to describe the dynamics of water throughout the hydrologic system in 
question (Brutsaert 2005). However, physically based solutions are feasible only for 
some simplified situations; physiographic and geomorphic characteristics of many 
hydrologic systems are complicated and variable, and have a large degree of uncertainty 
in the boundary conditions (Brutsaert 2005). In highly complex systems (e.g. a regulated 
river basin), the practical application of physically based models can be limited by the 
lack of required data and the expense of data acquisition. To overcome these limitations, 
researchers have used data-driven models based on machine leaning (ML) as an 
alternative to physically based models (Khalil et al. 2005a; Solomatine and Shrestha 
2009). ML theory is related to pattern recognition and statistical inference wherein a 
model is capable of learning to improve its performance of a task on the basis of its own 
previous experience (Mjolsness and DeCoste 2001). In the ML approach, a model is 
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formulated to link the macro-description of the behavior of a system (output) to the 
behavior of the constituents of this system (inputs) (Guergachi and Boskovic 2008). 
Examples of ML models include artificial neural networks (ANNs), support 
vector machines (SVMs), and relevance vector machines (RVMs). The latter model, the 
RVM, can be used via its Bayesian approach to avoid overfitting during parameter 
estimation, to guaranty generalization performance (robustness). ML theory faces the 
issue of how best to update models on the basis of new data and how to seek parsimony 
in the model formulation (Mjolsness and DeCoste, 2001). Parsimony is associated with 
the principal of Ockham’s razor which can be translated in ML theory as: “a model 
should be no more complex than is sufficient to explain the data” (Mjolsness and 
DeCoste 2001; Tipping 2006).  Tipping (2006) stated that the effect of Ockham’s razor is 
an automatic and satisfying consequence of applying the Bayesian framework. In recent 
years, papers in water resources modeling have demonstrated that applying the RVM 
approach can result in a parsimonious model capable of a robust prediction of water 
system state. In addition, they have the capability to estimate the uncertainty of the 
prediction (Khalil et al. 2005a; Khalil et al. 2005b; Ghosh and Mujumdar 2007). These 
papers applied RVM models that only allow regression from multivariate inputs to a 
univariate output variable. This dissertation uses an extension of the RVM model to 
handle multivariate outputs represented by multiple-time-ahead forecasts for several 
applications in a regulated river basin system. The proposed model recognizes the 
patterns between future multiple states of the river basin system as outputs, and past 
observations collected from this system as inputs. 
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This research uses the Multivariate Relevance Vector Machine (MVRVM) 
(Thayananthan et al., 2008) to obtain multivariate predictions with predictive confidence 
intervals. The MVRVM is a Bayesian regression tool extension of the RVM algorithm 
developed by Tipping and Faul (2003) to produce multivariate outputs when given a set 
of multivariate inputs. In addition to its ability to predict multiple outputs, the MVRVM 
has the same properties as the conventional RVM:  high prediction accuracy, robustness, 
sparse formulation, and characterization of uncertainty in the predictions.  
The dissertation addresses the following two hypotheses related to the application 
of the multivariate Bayesian learning approach in a river basin system: 
 Multivariate Bayesian learning machines can be made to work as parsimonious 
data-driven models for accurate multiple predictions (with confidence intervals) 
of simultaneous future states of regulated river basin systems. 
 Multivariate Bayesian learning machines have the ability to guaranty a robust 
model which generalizes well when presented with a range of input vectors 
compared to traditional and widely used machine learning models (e.g. Artificial 
Neural Networks). 
This dissertation consists of five chapters, including this introduction and a 
summary chapter. Three chapters are used to address the two hypotheses listed above and 
to describe the MVRVM learning model. A brief description of these chapters follows. 
Chapter 2 presents a MVRVM model that simultaneously forecasts water releases 
one and two days ahead from two reservoirs that are in series. The model is 
simultaneously applied to the Sevier Bridge (or Yuba) and the Delta-Millard Association 
Dam (DMAD) Reservoirs located in the Lower Sevier River Basin near Delta, Utah. The 
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inputs are available past daily data collected by sensors reporting on weather conditions 
and on the reservoir releases and flows in canals and the river. The results show that the 
Bayesian learning procedure is capable of producing a very sparse model which learns 
the input-output patterns with high accuracy consistent with the statistics for the test 
results. Predictive confidence intervals can also be obtained from the model with this 
Bayesian approach. The performance results are fairly similar when compared with an 
ANN. Bootstrap analysis is used to explore the robustness of the MRVM model. Narrow 
confidence bounds in the bootstrap histograms imply low variability of the test statistics 
when presented with a range of input vectors, which indicates that the model is robust. 
The bootstrap hystograms show that the MVRVM is more robust than ANNs. 
In Chapter 3, two MVRVM models are applied to develop multiple-time-ahead 
predictions of required hourly and daily diversions for a system of multiple irrigation 
canals. This model is applied to three irrigation canals, the Central Utah, Vincent, and 
Leamington Canals, that are located in the Lower Sevier River Basin near Delta, Utah. 
Inputs for the hourly model are past observations of water diversions for the three canals.  
The multiple outputs are the predicted diversion demands for the three canals one, 
twelve, and twenty-four hours ahead. The inputs for the daily model are the past daily 
observations of water diversions for three canals and climatic data (maximum and 
minimum daily temperature). The multiple outputs are the predicted diversion demands 
for the three canals one and two days ahead. Test results show that the MVRVM models 
generate a sparse formulation and learn the input-output patterns with good prediction 
accuracy. A bootstrap analysis is used to evaluate robustness of model parameter 
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estimation. The MVRVM models outperform an artificial neural network (ANN) model 
in terms of robustness. 
Chapter 4 presents a MVRVM model that simultaneously predicts the non-linear 
behavior of hydrological processes in a river system: streamflow one and two days into 
the future, and net cumulative water loss/gain in a river reach over the same two-day 
period. In this chapter we focus on a reach of the Sevier River which is regulated by 
Sevier Bridge (or Yuba) Reservoir to fulfill downstream irrigation canal orders (Central 
Utah Canal, Vincent Canal, Leamington Canal) and also provide water to the Delta-
Millard Association Dam (DMAD) Reservoir. The inputs are commonly available past 
data (releases from the upstream reservoir, streamflow, river outflows and air 
temperature). The results show that the model learns the patterns between outputs and 
inputs for the training phase and makes accurate predictions for the testing phase. The 
performance results for the MVRVM and ANN models are very similar in terms of 
prediction efficiency. However, a bootstrap analysis shows that the MVRVM achieves 
more robust performance. 
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CHAPTER 2 
MULTIVARIATE BAYESIAN REGRESSION APPROACH TO FORECAST 
RELEASES FROM A SYSTEM OF MULTIPLE RESERVOIRS1 
Abstract 
This research presents a model that simultaneously forecasts water releases one 
and two days ahead from two reservoirs in series. In practice, multiple reservoir system 
operation is a difficult process that involves many decisions for real-time water resources 
management. The operator of the reservoirs has to release water from more than one 
reservoir taking into consideration different water requirements (irrigation, environmental 
issues, hydropower, recreation, etc.) in a timely manner. A model that forecasts the 
required real-time releases in advance from a multiple reservoir system could be an 
important tool to allow the operator of the reservoir system to make better-informed 
decisions for releases needed downstream. The model is developed in the form of a 
multivariate relevance vector machine (MVRVM) that is based on a sparse Bayesian 
regression model approach. With this Bayesian approach, a predictive confidence interval 
is obtained from the model that captures the uncertainty of both the model and the data. 
The model is applied to the multiple reservoir system located in the Lower Sevier River 
Basin near Delta, Utah. The results show that the model learns the input-output patterns 
with high accuracy. Computing multiple-time-ahead predictions in real-time would 
require a model which guarantees not only good prediction accuracy but also robustness 
with respect to future changes in the nature of the inputs data. A bootstrap analysis is 
used to guarantee good generalization ability and robustness of the MVRVM. Test results 
                                               
1 Coauthored by Andres M Ticlavilca and Mac McKee 
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demonstrate good performance of predictions and statistics that indicate robust model 
generalization abilities. The MVRVM is compared in terms of performance and 
robustness with another multiple output model such as Artificial Neural Network (ANN). 
2.1 Introduction 
The per capita availability of water resources is decreasing world-wide due to 
population growth, climate change, rapidly increasing demands (for irrigation, domestic 
supply, recreation, etc.), and pollution. In order to achieve greater operational efficiency 
in meeting these increasing demands and decreasing relative supplies, water managers 
must have better information about future conditions of their water systems. The purpose 
of this paper is to use a real-time model that can provide valuable information to the 
operator of a multiple reservoir system in the form of multi-time-ahead release 
predictions with predictive confidence intervals. 
Techniques based on physical modeling have been developed to characterize 
current and future states of water resources systems. Their practical applications are often 
limited by the lack of required data and the expense of data acquisition (Khalil et al. 
2005a). To overcome these limitations, researchers have used data-driven modeling as an 
alternative to physically based models (Lobbrecht and Solomatine 2002; Khalil et al. 
2005a).  Examples of such models include artificial neural network (ANNs), support 
vector machines (SVMs) and relevance vector machines (RVMs). These types of models 
are derived from the emerging area of machine-learning theory.  They are characterized 
by their ability to capture the underlying physics of the system simply by examination of 
the inputs and outputs of the system.  They can be used to provide predictions of the 
system behavior using only historical data; they “let the data speak” (Khalil et al. 2005b). 
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Dams and reservoir systems have been built to regulate storage and manage water 
distribution. However, many of theses systems are not producing benefits that would 
economically justify their development (World Commission on Dams 2000; Labadie 
2004).  As a result, we must focus on improving the operational effectiveness of existing 
reservoir systems to maximize their value (Labadie 2004). Providing a model that 
forecasts required releases from a system of multiple reservoirs could be an important 
tool in integrated reservoir operation and management. Forecasts of required releases can 
allow the operator of the multiple reservoir system to make better-informed decisions for 
releases needed downstream. 
The multiple reservoir system operation depends on physical behavior of the 
watershed (hydrologic, climatic, environmental, etc.) and human behavior. Human 
behavior takes the form of the reservoir operator who has to release water from more than 
one reservoir to fulfill different water requirements. The combination of all these 
behaviors may cause unexpected future changes in the reservoir system operation which 
could be extremely difficult to predict. Therefore, it is necessary to develop predictive 
models which have the ability to guarantee robustness towards futures changes in the 
system behavior.  
Khalil et al. (2005b) applied RVM, which is based on Bayesian learning theory, to 
predict the real-time operation of a single reservoir. The target output of their model is 
the hourly prediction of the quantity of water to be released from a single reservoir in 
order to meet downstream diversion requirements. Their performance results showed that 
the RVM model was able to predict future system states (generalization ability) and had 
the capability to estimate the uncertainty of the predictions (predictive confidence 
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intervals). The research reported here extends this capability to a multiple-day-ahead 
forecast for a multi-reservoir setting. 
In order to obtain multiple-time-ahead predictions with (predictive) confidence 
intervals, the model exploits the capability of the Multivariate Relevance Vector Machine 
(MVRVM) (Thayananthan 2005). The model forecasts the water releases of two 
reservoirs simultaneously having as inputs recent historical data on reservoir releases, 
diversions into canals, weather, and streamflows. The target outputs are the predictions of 
the required water releases from two reservoirs. These predictions are made one and two 
days ahead, simultaneously for each reservoir. Therefore, the model recognizes the 
patterns between future reservoir releases and historical data collected from the system. 
The MVRVM is a Bayesian regression tool extension of the RVM algorithm 
developed by Tipping and Faul (2003) to produce multivariate outputs when given a set 
of inputs. In addition to its ability to predict multiple outputs, the MVRVM has the same 
properties of the conventional RVM:  high prediction accuracy, robustness and 
characterization of uncertainty in the predictions. Therefore, developing a model with all 
these properties can work as a practical decision support tool in real-time water resources 
management by providing multiple predictions that are difficult (or not practical) to 
obtain from traditional modeling approaches. 
The remainder of the paper describes the MVRVM learning model, the area of 
study where the model has been applied, how the model has been developed for a 
multiple reservoir system, the results of the MVRVM application, the comparison with 
the performance of an ANN model, and conclusions that can be drawn. 
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2.2 Model Description 
Thayananthan (2005) proposed the Multivariate Relevance Vector Machine 
(MVRVM) to provide a regression tool capable of generating multivariate outputs. This 
model is an extension of the sparse Bayesian model developed by Tipping and Faul 
(2003). It is developed as follows. 
Given a training data set of input-target vector pairs {x(n), t(n)} N 1n , where N is the 
number of observations, x Є RD is a D-dimensional input vector, t Є RM is a M-
dimensional output target vector, the model learns the dependency between input and 
output target with the purpose of making accurate predictions of t for previously unseen 
values of x: 
t = W Φ(x) + ε       (2.1) 
where W is a M x P weight matrix and P = N+1. A fixed kernel function K(x,x(n)) 
(Appendix A) is used to create a vector of basis functions of the form Φ(x) = [1, 
K(x,x(1)),… K(x,x(N))). The error ε is conventionally assumed to be zero-mean Gaussian 
with diagonal covariance matrix S=diag(σ12, …, σM2). 
Let t = [τ1,… , τr,…, τM]T  and W = [w1,… , wr,…, wM]T. A likelihood 
distribution of the weight matrix can be written as a product of Gaussians of the weight 
vectors (wr) corresponding to each target output (τr) (Thayananthan et al. 2008): 
 
 
 
N
1n
M
1r
2
rrr
(n)(n)N
1n
(n) )σ,|()),(|()|}p({ ΦwτSxWtSW,t NN Φ   (2.2) 
where Φ  = [1, Φ(x1), Φ(x2),..., Φ(xN)]. Eq. 2.2 therefore contains the parameters W 
(which is M by N) and σr2 (which is a vector of length M). As a result, there is a danger 
that the maximum likelihood estimation of wr and σr2 will suffer from severe over-fitting. 
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To avoid this, Tipping (2001) proposed constraining the selection of parameters by 
applying a Bayesian perspective and defining an explicit zero-mean Gaussian prior 
probability distribution over them (Thayananthan et al. 2008): 
 
  
 
M
1r
P
1j
M
1r
r
2
jrj )0,|()α0,|(w )|p( AwAW NN    (2.3) 
where A = diag(α1-2, …, αP-2)T  is a diagonal matrix of hyperparameters αj, and wrj is the 
(r,j)th element of the weight matrix W. Each αj controls the strength of the prior over its 
associated weight (Tipping and Faul 2003). 
Bayesian inference considers the posterior distribution of the model parameters, 
which is proportional to the product of the likelihood and prior distributions: 
)p( )|}p({ )}{|p( N 1n
N
1n A|WSW,tAS,,tW      (2.4) 
The posterior parameter distribution conditioned on the data can be written as the 
product of Gaussians for the weight vectors of each target output (Thayananthan et al.  
2008): 


 
M
1r
rrr
N
1n
N
1n ),|()p( )|}p({ )}{|p( ΣµwA|WSW,tAS,,tW N   (2.5) 
The posterior distribution of the weights is Gaussian N(µr,Σr) with the covariance 
and mean, Σr = (A + σr-2 ΦT Φ)-1 and µr = σr-2 Σr ΦT τr, respectively. Given this posterior, 
we can obtain an optimal weight matrix by estimating a set of hyperparameters that 
maximizes the data likelihood over the weights in Equation (2.5) (Thayananthan et al. 
2008). The marginal likelihood is then: 
, WA|WSW,tSA,|t )dp( )|}p({  )}p({ N 1n
N
1n          
)
2
1(exp||  )N()σΦ,|N( r
1-
r
T
r
2
1M
1r
r
2
rr
M
1r
r τHτHA0,|wwτ  


  (2.6) 
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where Hr = σr2 I + Φ A-1 ΦT. Then, we can obtain an optimal set of hyperparameters αopt 
= P 1j
opt
j }{ α and noise parameters (σ
opt )2 = M1r
opt
r }{σ   by maximizing the marginal likelihood 
using the fast marginal likelihood maximization algorithm proposed by Tipping and Faul 
(2003). During the optimization process, many elements of α go to infinity, for which the 
corresponding posterior probability of the weight becomes zero. The relatively few 
nonzero weights correspond to the input vectors that form the sparse core of the RVM 
model.  It is these input vectors, called the relevance vectors (RVs), that generate a sparse 
representation. Inducing sparsity can be an effective method to control model complexity, 
avoid over-fitting and control computational characteristics of model performance 
(Tipping and Faul 2003).  The optimal parameters are used to obtain the optimal weight 
matrix with optimal covariance Σopt = M1r
opt
r }{ Σ and mean µ
opt = M1r
opt
r }{ µ . 
We can compute the predictive distribution for any new input x*, corresponding 
to a target t* (Tipping 2001), from: 
WσαtWσWtσαtt d))(,,|.p())(,|*p(=))(,,|*p( 2optopt2opt2optopt    (2.7) 
Taking into consideration that both terms in the integrand are Gaussian, Equation 
(2.7) is computed as: 
)*)(*,|*())(,,|*p( 22optopt σytσαtt N    (2.8) 
where y*=[ y1*,..., yr*,... yM*]T is the predictive mean with yr* = (µropt)TΦ(x*); and (σ*)2 
= [(σ1*)2,... (σr*)2,..., (σM*)2]T is the predictive variance with (σr*)2= (σropt)2 + Φ(x*)T Σropt 
Φ(x*). (σr*)2 contains the sum of two variance terms: the noise on the data and the 
uncertainty in the prediction of the weight parameters (Tipping 2001). 
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The standard deviation σr* of the predictive distribution is defined as a predictive 
error bar of yr* (Bishop 1995). Then, the width of the 90% predictive confidence interval 
for any yr* can be calculated as ± 1.65 σr*. 
Readers interested in greater detail regarding multivariate sparse Bayesian 
regression, its mathematical formulation, and the optimization procedures of the model 
are referred to Thayananthan (2005), Thayananthan et al. (2008), Tipping (2001), and 
Tipping and Faul (2003). A MATLAB code developed by Thayananthan (2005) is 
available from http://mi.eng.cam.ac.uk/~at315/MVRVM. 
2.3 Study Area 
The Sevier River Basin is used here to demonstrate the MVRVM modeling 
approach as applied to the operation of multiple reservoirs.  The basin located in south-
central Utah and is the largest area drainage in the state (approximately 12.5 percent of 
the state’s area). Average annual precipitation ranges from 6.4 to 13.0 inches in the 
valleys to more than 40 inches in the high mountains. Elevation, precipitation, and 
temperatures are highly variable over the basin, and as a result there are several 
vegetative types that grow in the area. The population of the basin was more than 56,700 
people in 1997, with most of it residing in small farming communities. The population of 
the basin is expected to reach over 86,000 people by 2020 (based on the current annual 
growth rate of 1.82%). The economy of the Basin is based primarily on agriculture and 
also there are other important economic activities such as tourism, few mining and 
manufacturing enterprises (Berger et al. 2003). 
The Sevier River Basin is a highly instrumented and controlled basin. Automated 
data collection equipment (sensors on reservoirs, canals, diversions, and the river itself) 
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was installed beginning in 1999 (Berger et al. 2002), and is currently collecting data at 
stations throughout the entire basin.  The data collected are displayed in the Sevier River 
Water Users website, www.sevierriver.org. This website provides the user several data 
retrieval and display options, such as hourly flow data for the previous 7 days or the 
current river and canal flow information displayed in spatial diagrams (Berger et al. 
2002). 
In this paper we focus on the Lower Sevier River Basin, which is regulated by 
three reservoirs: Sevier Bridge (or Yuba) Reservoir, the Delta-Millard Association Dam 
(DMAD) Reservoir, and Gunnison Bend Reservoir (Fig. 2.1). 
2.4 Model Application to Multiple  
Reservoir System 
The MVRVM previously described is applied to the multiple reservoir system 
located in the Lower Sevier River Basin. Monitoring data are posted hourly to the Sevier 
River website.  These data enable real-time operations of reservoir releases and canal 
diversions. Daily average flow, reservoir release, and canal diversion data taken from the 
Sevier River database from 2001 to 2007 were used to build the MVRVM reservoir 
model. Daily data from the irrigation seasons of 2001 through 2006 were used to train the 
MVRVM and find the model parameters.  Daily data from the 2007 irrigation season 
were used to test the model. 
The inputs are available historic daily data collected by sensors on the reservoirs, 
canals, diversions, weather and the river itself. The multiple output target vectors are the 
predictions of required water releases one and two days ahead from Sevier Bridge and 
DMAD reservoirs. 
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The gauging station located on the Sevier River near Juab measures the releases 
from Sevier Bridge Reservoir into the Sevier River, and the station located on the Sevier 
River bellow DMAD Reservoir measures the releases from DMAD reservoir into the 
Sevier River (Fig. 2.1). 
Four sensor stations are located between Sevier Bridge and DMAD reservoirs: 
three measure diversions to irrigation canals, and one station measures streamflow on the 
Sevier River near Lynndyl. One major diversion is made from DMAD reservoir to an 
irrigation canal labeled Canal A in Figure 2.1. Three diversions from Gunnison Bend 
reservoir are measured, corresponding to irrigation releases to serve the Abraham Canal, 
the Deseret High Canal, and the Deseret Low Canal. 
Daily maximum and minimum temperature from Delta City were obtained from 
the Community Environmental Monitoring Program (CEMP) website, and daily 
maximum and minimum temperature from Oak City were obtained from the National 
Oceanic and Atmospheric Administration (NOAA). 
Inputs to the MVRVM model also include past data on daily Sevier Bridge 
reservoir releases and data for DMAD Reservoir releases. 
The inputs used in the model to predict reservoir releases are expressed as: 
x = [X1d-nd, X2d-nd, X3d-nd, X4d-nd, X5d-nd] T   (2.9) 
where, 
d= day of prediction  
nd= number of days previous to the prediction time 
X1d-nd = diversions to the Central Utah canal, Vincent canal, Leamington canal, canal A, 
Abraham canal, Deseret High canal, and Deseret Low canal. 
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X2d-nd = streamflow on the Sevier River near Lynndyl. 
X3d-nd = Sevier Bridge reservoir releases. 
X4d-nd = DMAD reservoir releases. 
X5d-nd = maximum and minimum daily temperature from Oak City and Delta City. 
The multiple output target vector of the model is expressed as: 
t = [ R1d, R1d+1 , R2d, R2d+1]T    (2.10) 
where, 
R1d = prediction of Sevier Bridge reservoir release one day ahead 
R1d+1 = prediction of Sevier Bridge reservoir release two days ahead 
R2d = prediction of DMAD reservoir releases one day ahead 
R2d+1 = prediction of DMAD reservoir releases two day ahead 
Finally, the model can be defined as in Eq. 2.1 with a data set of input-output pairs 
{x(n), t(n)} N 1n , where N is the number of observations. 
2.5 Results and Discussion 
2.5.1 Model selection 
In Eq. 1, the basis function (Φ) is defined in terms of a fixed kernel function. It is 
necessary to choose the type of kernel function and also to determine the values for its 
associated parameter, the kernel width (Tipping 2001). The statistics used for the 
selection of the model are the coefficient of efficiency (E) and the correlation coefficient 
(r). E is equal to 1 minus the ratio of the mean square error to the variance in the observed 
data (Appendix B).  This statistic ranges from minus infinity (poor model) to 1.0 (a 
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perfect model) (Legates and McCabe 1999). The r value measures the correlation 
between observed and predicted reservoir release. 
Several MVRVM models were built with variation in the type of kernel, kernel 
width and the number of days previous to the prediction time (from 1 to 5 days). The 
model selected was the one with the maximum E of the average outputs corresponding to 
the testing phase. Table 2.1 shows the selected model for each type of kernel. The model 
with Gaussian kernel shows the highest E and r of the average results. Therefore it was 
selected as the best type of kernel function that describes the input-output patterns for the 
model. From Table 2.1, we can see also that the selected model requires two prior days of 
historical data as input. 
2.5.2 Performance evaluation 
Fig. 2.2 illustrates the training phase of Sevier Bridge reservoir release prediction 
one day ahead. The training phase of release predictions for Sevier Bridge reservoir two 
days ahead and DMAD reservoir one and two days ahead are shown in Appendix C.  
The relevance vectors (RVs) are subsets of the training data set that are used for 
prediction (Khalil et al. 2005b); the complexity of the model is proportional to the 
number of RVs. The model only utilizes 39 RVs from the full data set (1248 
observations) that was used for training (2001 through 2006 irrigation seasons). This 
small number of vectors illustrates that the Bayesian learning procedure embodied in the 
MVRVM is capable of producing very sparse models.  
The RVs are the most essential features (observations) of the training data set 
around which the MVRVM is built (Khalil et al. 2005b). The MVRVM identifies the 
greatest number of RVs (10 RVs) from the 2006 irrigation season (Fig. 2.2f), and the 
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lowest number (one RV) from the 2004 season (Fig. 2.2d). The 2006 irrigation season 
has the largest number of relevance observations, while the majority of the observations 
from the 2004 irrigation season have been ignored to build the model.  
The predicted outputs of the MVRVM for the testing phase (2007 irrigation 
season) are shown as the full lines in Fig. 2.3. The figure shows good performance of the 
machine.  The model explains well the observed releases (dots) for the releases one day 
ahead for both reservoirs.  The releases two days ahead from Sevier Bridge Reservoir 
also illustrated good performance (Fig. 2.3a, Fig. 2.3b, and Fig. 2.3c). The performance 
accuracy is reduced for DMAD Reservoir releases two days ahead (Fig. 2.3d).  This 
accuracy reduction is found in most of the multiple-time-ahead prediction models, where 
the farther we predict into the future, the less accurate the prediction becomes.  
Fig. 2.3 also shows the 0.90 confidence interval (shaded region) associated with 
the predictive variance of the MVRVM in Eq. 8. The confidence intervals for the two-
day-ahead prediction (Fig. 2.3b and Fig. 2.3d) become wider than the confidence interval 
for their corresponding one-day-ahead predictions for both reservoirs (Fig. 2.3a and Fig. 
2.3c). We can see how the uncertainty in the predictions increases when predicting 
further into the future. 
Table 2.2 shows statistical measures of MVRVM performance for both the 
training and testing phases. Again, we can see good performance of the machine in the 
testing phase for the one-day-ahead prediction for both reservoir releases (R1d and R2d) 
with a high E, 0.95 and 0.93, respectively, for Sevier Bridge and DMAD reservoirs; and 
the two-day-ahead prediction for Sevier Bridge Reservoir releases (R1d+1) also has a high 
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E, 0.87. The performance accuracy is reduced for the two-day-ahead prediction of 
DMAD Reservoir releases (R2d+1) with a lower E of 0.80. 
2.5.3 Bootstrap analysis 
It is necessary to develop models to guarantee not only high accuracy but also 
good generalization and robustness of model parameter estimation with respect to future 
changes in the nature of the input data. Changes in the training data used to build a model 
may give different test results. Different sets of training data may produce models with 
very different generalization accuracies. The bootstrap method was used to explore the 
implications of the change in the nature of input data and to guarantee good 
generalization ability and robustness of the MVRVM (Khalil et al. 2005b). 
The bootstrap data set was created by randomly selecting from the whole training 
data set, with replacement. Because the selection is from the whole training data set, there 
is nearly always duplication of individual points in a bootstrap data set. In the bootstrap 
estimation, this selection process was independently repeated 1,000 times to yield 1,000 
bootstrap training data sets, which are treated as independent sets (Duda et al. 2001). For 
each of the bootstrap training data sets, a model was built and evaluated over the original 
test data set. Fig. 2.4 shows the bootstrap histograms based on 1,000 bootstrap training 
data sets of the E and RMSE test. 
Efron and Tibshirani (1998) emphasized that it is always wise to look at the 
bootstrap data graphically, rather than relying entirely on a single summary statistic 
estimator.  The bootstrap method provides information on the uncertainty in the statistics 
estimator evaluated in the model. The width of the bootstrapping confidence intervals 
provides information on the uncertainty in the model parameters. A narrow confidence 
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interval implies low variability of the statistics with respect to possible future changes in 
the nature of the input data, which indicates that the model is robust (Khalil et al. 2005b). 
According to Khalil et al. (2005b) a robust model is one that shows narrow confidence 
bounds in the bootstrap histograms, such as those illustrated in Fig. 2.4. 
Fig. 2.5 shows narrow confidence bounds on the bootstrap histogram of the 
number of RVs used in the MVRVM model. The low variability of the number of RVs 
indicates that the model structure is stable and robust with respect to future changes in the 
nature of the input data. 
2.5.4 Comparison between MVRVM  
and ANN 
ANNs have been widely applied in hydrology and water resources modeling 
(ASCE Task Committee on the Application of ANNs in Hydrology 2000a, b; Khalil et al. 
2005c; Adeloye 2009). A comparative analysis between the MVRVM developed here 
and ANNs is performed in terms of performance and robustness. 
The ANN toolbox available in MATLAB is applied in this research. There are 
many functions to train the ANN and find the model parameters. Conjugate gradient 
training functions (i.e. conjugate gradient with Powell-Beale restarts, and scale 
conjugated gradient) adjust the ANN parameters faster than basic training algorithms. 
The Quasi-Newton training function optimizes the ANN parameters by using Newton's 
method with an approximate Hessian matrix for fast optimization. The Levenberg-
Marquard training function is a fast algorithm with second-order convergence to optimize 
the ANN parameters. Readers interested in greater detail regarding ANNs and their 
training functions are referred to Demuth et al. (2009). 
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Several feed-forward ANN models were trained and tested with variation in the 
type of training function, size of hidden layer, and the number of days of historic data 
previous to the prediction time (from 1 to 5 days) required as input. The model selected 
was the one with the maximum E of the average outputs corresponding to the testing 
phase.  
Table 2.3 shows the selected model for each type of training function. The ANN 
model that was developed using the scaled-conjugated-gradient-training function 
(Demuth et al. 2009) shows the highest E and R of the average results. Therefore it was 
selected as the best type of training function that describes the input-output patterns for 
the ANN model. 
The observed (dots) and predicted (full lines) outputs of the ANN for the testing 
phase (2007 irrigation season) are shown in Fig. 2.6. Table 2.4 shows the ANN 
performance for both the training and testing phases. From Table 2.4 we can see that the 
performance results are fairly similar to the MVRVM performance (Table 2.2). 
Fig. 2.7 shows the bootstrap histograms based on 1,000 bootstrap training data 
sets of the ANN model for the RMSE and E test. The bootstrapped histograms of the 
MVRVM model (Fig. 2.4) show very narrow confidence bounds in comparison to the 
histograms of the ANN model (Fig. 2.7). Therefore, the MVRVM appears to be more 
robust. 
2.6 Summary and Conclusions 
This paper presents a first attempt to develop multiple-time-ahead predictions of 
required daily releases from a multiple reservoir system using a MVRVM model. The 
model is illustrated by application to the Lower Sevier River near Delta, Utah. The 
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predictions are required water releases one and two days into the future from Sevier 
Bridge and DMAD reservoirs. 
The results show that the model learns the input-output patterns with high 
accuracy consistent with the statistics for the test results. The statistical results indicate 
good performance of the model for the one-day prediction for the releases of Sevier 
Bridge and DMAD reservoirs. The performance decreased slightly for the two-day 
prediction of DMAD reservoir release. 
The MVRVM model has the property of sparse formulation. The model only 
utilizes 39 RVs from the full data set (out of a possible 1248 observations that were used 
for training). The parsimonious structure of this empirical model is sufficient to explain 
the data and to avoid data over-fitting. Therefore, we can see an important advantage of 
the Bayesian learning procedure, which is the capability of the MVRVM to produce very 
sparse models.  
Another important advantage of utilizing MVRVM is its generalization 
capabilities while achieving sparse representation. Generalization ability is associated 
with the capability of the model to predict future system states when presented with a 
range of input vectors. Multiple reservoir system operation could become a difficult 
process to predict since this involves many decisions for real-time water resources 
management. The model presented here ensures good generalization providing robustness 
with respect to new input data. 
The performance results are fairly similar for both the MVRVM and ANN 
models. However, the bootstrap histograms of the MVRVM model show narrower 
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confidence bounds in comparison to the histograms of the ANN model. Therefore, the 
MVRVM is more robust. 
In summary, the results presented in this paper have demonstrated the successful 
performance and robustness of MVRVM for multiple reservoir release forecasts. 
Simultaneous multiple-time-ahead release predictions from a multiple reservoir system 
have potential value to assist the reservoir operator in efficiently selecting the real-time 
operation and management decisions for available water resources. 
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Table 2.1 Selected MVRVM for each type of kernel function 
1 Number of prior days of historical data required as input 
 
Testing phase 
Type of kernel 
function 
Kernel 
width 
Number of 
days1 Statistics R1d R1d+1 R2d R2d+1 Average 
E 0.947 0.868 0.930 0.805 0.888 
Gauss 2900 2 R 0.973 0.932 0.968 0.909 0.946 
E 0.925 0.841 0.900 0.780 0.861 
Laplace 3100 1 R 0.964 0.917 0.952 0.892 0.931 
E 0.943 0.866 0.935 0.800 0.886 
Cauchy 2900 2 R 0.972 0.931 0.969 0.903 0.944 
E 0.936 0.842 0.927 0.813 0.879 
Cubic 1700 2 R 0.968 0.918 0.966 0.914 0.942 
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Table 2.2 MVRVM performance using different statistics 
 
 
      Multivariate Relevance Vector Machine 
   Training   Testing 
  Statistics   R1d R1d+1 R2d R2d+1   R1d R1d+1 R2d R2d+1 
Coefficient of efficiency E 0.95 0.87 0.89 0.77 0.95 0.87 0.93 0.80
Correlation coefficient R 0.97 0.93 0.94 0.88 0.97 0.93 0.97 0.91
Root mean square error RMSE, cfs 64.42 99.24 34.84 49.66 59.45 93.82 32.55 54.49
Predictive error, cfs   66.39 101.76 35.82 51.00  66.40 101.78 35.82 51.00
 29 
Table 2.3 Selected ANN model for each type of training function 
1 Number of prior days of historical data required as input 
 
Testing phase 
Type of training function 
Size 
of 
layer 
Number 
of days1 Statistics R1d R1d+1 R2d R2d+1 Average 
E 0.942 0.867 0.898 0.777 0.871 
Quasi-Newton  3 2 R 0.971 0.932 0.952 0.891 0.936 
E 0.928 0.846 0.922 0.821 0.879 Conjugate gradient with 
Powell-Beale restarts 3 4 R 0.964 0.922 0.961 0.908 0.939 
E 0.917 0.860 0.923 0.811 0.878 
Levenberg-Marquardt 3 5 R 0.959 0.929 0.963 0.908 0.940 
E 0.943 0.856 0.928 0.834 0.890 
Scaled conjugate gradient 4 2 R 0.972 0.929 0.966 0.917 0.946 
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Table 2.4 ANN performance using different statistics 
 
      Artificial Neural Network 
   Training   Testing 
  Statistics   R1d R1d+1 R2d R2d+1   R1d R1d+1 R2d R2d+1 
Coefficient of efficiency E 0.96 0.90 0.89 0.79  0.94 0.86 0.93 0.83 
Correlation coefficient R 0.98 0.95 0.94 0.89  0.97 0.93 0.97 0.92 
Root mean square error 
RMSE, cfs 55.47 88.21 34.50 48.29   61.77 98.11 33.02 50.29 
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Fig. 2.1 Lower Sevier River Basin and the spatial distribution of the sensor station 
locations (reservoir releases, streamflows, inflows and outflows) 
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Fig. 2.2 Plot of observed versus predicted releases of Sevier Bridge reservoir one day 
ahead, and RVs of the MVRVM. Training phase (2001(a) – 2006(f) irrigation seasons) 
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Fig. 2.3 Observed versus predicted releases of the MVRVM with 0.90 confidence 
intervals (shaded region) for the testing phase (2007 irrigation season): (a) Prediction of 
Sevier Bridge reservoir releases one day ahead, (b) Prediction of Sevier Bridge Reservoir 
releases two days ahead, (c) Prediction of DMAD reservoir releases one day ahead, (d) 
Prediction of DMAD reservoir releases two days ahead 
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Fig. 2.4 Bootstrap histogram of the MVRVM model for the RMSE and E test 
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Fig. 2.5 Bootstrap histogram of the number of RVs
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Fig. 2.6 Observed versus predicted releases of the ANN for the testing phase (2007 
irrigation season): (a) Prediction of Sevier Bridge reservoir releases one day ahead, (b) 
Prediction of Sevier Bridge Reservoir releases two days ahead, (c) Prediction of DMAD 
reservoir releases one day ahead, (d) Prediction of DMAD reservoir releases two days 
ahead 
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Fig. 2.7 Bootstrap histogram of the ANN model for the RMSE and E test 
 38 
CHAPTER 3 
REAL-TIME FORECASTING OF SHORT-TERM IRRIGATION CANAL 
DEMANDS USING A ROBUST MULTIVARIATE BAYESIAN LEARNING 
MODEL1 
Abstract 
This research presents models that predict the short-term diversion demands for 
three irrigation canals at both hourly and daily time steps. These multiple predictions will 
assist the operator of the reservoir located upstream of the irrigation canals, as well as the 
canal operators, to plan and manage in real-time the available water resources efficiently. 
The models are developed in the form of a multivariate relevance vector machine 
(MVRVM) that is based on a Bayesian learning machine approach for multivariate 
regression. Predictive confidence intervals can also be obtained from the model with this 
Bayesian approach. The models are applied to three irrigation canals located in the Lower 
Sevier River Basin, Utah. The inputs for the hourly model are the past hourly 
observations of water diversions for three canals. The outputs are the predicted diversion 
demands for the three canals one, twelve and twenty-four hours ahead. The inputs for the 
daily model are the past daily observations of water diversions for three canals and 
climatic data.  The outputs are the predicted diversion demands for the three canals one 
and two days ahead. Test results show that the MVRVM learns the input-output patterns 
with good accuracy. A bootstrap analysis is used to evaluate robustness of model 
parameter estimation. The MVRVM is compared in terms of performance and robustness 
with an Artificial Neural Network (ANN). 
                                               
1 Coauthored by Andres M Ticlavilca, Mac McKee, and Wynn Walker 
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3.1 Introduction 
In recent years, the per capita availability of water resource is decreasing world-
wide due to population growth, climate change, rapidly increasing demands (for 
irrigation, domestic supply, recreation, etc.), and pollution. Irrigated agriculture is the 
world’s largest user of water, which accounts for 87% of consumptive uses (Pulido-Calvo 
and Gutierrez-Estrada 2008), and over 90% of consumptive uses in low-income 
developing countries (AREI 2006).  This high consumption for irrigation leads to a 
necessity for advanced knowledge of short-term future irrigation demand so that decision 
makers (water operators, water managers, farmers, etc.) can achieve more efficient 
operation and management of water resources. The purpose of this paper is to provide a 
model to predict short-term future diversion demands of different irrigation canals as a 
function of recent historical data about diversions into the canals and climate.   
Techniques based on conceptual or physical modeling have been developed to 
characterize the current and future states of irrigation and water resources systems. In 
many cases, their practical applications are limited by the lack of required data and the 
expense of data acquisition. This is especially critical with respect to information about 
model parameters which might be difficult to measure. To overcome these limitations, 
researchers have used data-driven modeling as an alternative to physically based models 
(Pulido-Calvo and Gutierrez-Estrada 2008; Khalil et al. 2005a).  Examples of such 
models include artificial neural network (ANNs), support vector machines (SVMs), and 
relevance vector machines (RVMs). These types of models are derived from the 
emerging areas of machine learning theory. They are characterized by their ability to 
capture the underlying physics of the system simply by examination of the inputs and 
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outputs of the system.  They can be used to provide predictions of the system behavior 
using only historical data; these models “let the data speak” (Khalil et al. 2005b). 
Operation of irrigation canals is based on water requirements for crop irrigation, 
physical characteristic of the irrigation system, irrigation scheduling (rotational or 
continuous), travel times (from the diversion point to the field outlets), the agricultural 
area it serves (hydrologic, climatic, environmental, etc.) and human behavior, including 
that of the canal operator and the farmer. The canal operator has to divert water from the 
river into a canal to fulfill farmer’s requirements. The combination of all these behaviors 
and factors may cause unexpected future changes in the irrigation canal system operation. 
This operation could become difficult to predict. Therefore, it is necessary to develop 
machine learning models which have not only the ability to learn the input-output 
patterns and make accurate predictions but also guarantee robustness towards future 
changes in the system behavior. 
Khalil et al. (2005b) applied a RVM model, which is based on Bayesian machine 
learning theory, to predict the real-time operation of a single reservoir. Their results 
demonstrated that the RVM model was able to predict future system states 
(generalization ability) and to estimate or characterize the uncertainty of the predictions 
(predictive confidence intervals). Another important advantage of utilizing RVMs for 
real-time application is their sparse formulation. RVMs typically utilize fewer basis 
functions when compared to SVMs (Tipping 2001). Inducing sparsity can be an effective 
method to control model complexity, avoid over-fitting, and control the computational 
characteristics of model performance (Tipping and Faul 2003).  
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Pulido-Calvo and Gutierrez-Estrada (2008) applied a soft-computing hybrid 
model for forecasting daily irrigation water demand. Their hybrid model combined feed-
forward Computational Neural Networks (CNNs), fuzzy logic, and a genetic algorithm. 
The output of their model is the one-step-ahead prediction of the daily water demand for 
one irrigation canal having as inputs historical daily water demand data. Their 
performance results showed an accurate model.  
The research reported here extends the capability introduced above to hourly and 
daily multi-step-ahead predictions with predictive confidence intervals for three canals 
simultaneously. Therefore, the models recognize the patterns between multivariate 
outputs (future irrigation diversion requirements for three canals) and multivariate inputs 
(recent data collected about the state of the system). 
In order to obtain multiple-time-ahead predictions together with information that 
characterizes uncertainty in the prediction, the model exploits the capability of the 
Multivariate Relevance Vector Machine (MVRVM) (Thayananthan 2005; Thayananthan 
et al. 2008), a Bayesian regression tool that represents an extension of the RVM 
algorithm developed by Tipping and Faul (2003). It can be used to produce multivariate 
outputs when given a set of multivariate inputs. The MVRVM has the same capabilities 
of the conventional RVM:  high prediction accuracy, robustness, sparse formulation, and 
characterization of uncertainty in the predictions. A model with all these properties can 
work as a practical decision support tool in real-time water resources management by 
providing multiple predictions that are difficult (or not practical) to obtain from 
traditional modeling approaches. 
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The remainder of this paper describes the MVRVM learning model, the area of 
study where the model has been applied, how the model has been developed for an 
irrigation canal system, the results of the MVRVM application, a comparison with an 
ANN model, and conclusions that can be drawn. 
3.2 Model Description 
Thayananthan (2005) proposed the Multivariate Relevance Vector Machine 
(MVRVM) to provide a regression tool capable of generating multivariate outputs. This 
model is an extension of the sparse Bayesian model developed by Tipping and Faul 
(2003). It is developed as follows. 
Given a training data set of input-target vector pairs {x(n), t(n)} N 1n , where N is the 
number of observations, x Є RD is a D-dimensional input vector, t Є RM is a M-
dimensional output target vector, the model learns the dependency between input and 
output target with the purpose of making accurate predictions of t for previously unseen 
values of x: 
t = Φ(x) W + ε                                                                            (3.1) 
where W is a M x P weight matrix and P = N+1. The error ε is conventionally assumed to 
be zero-mean Gaussian with diagonal covariance matrix S=diag(σ12, …, σM2). 
A fixed kernel function K(x,xn) is used to create a vector of basis functions of the 
form Φ(x) = [1, K(x,x(1),… K(x,x(N))). Tipping (2001) pointed out that this kernel 
function is used simply to define a set of basis functions, rather than as a definition of a 
dot product in some feature space such as is employed by the SVM approach. In this 
paper, we considered a Gaussian kernel K(x,xn) = exp(-r-2||x- x(n)||2) where r is called the 
kernel width parameter, which is a smoothing parameter to define a basis function to 
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capture patterns in the data (Appendix A). This type of kernel has been used by several 
authors in water resources and hydrology applications (Khalil et al. 2005b; Tripathi and 
Govindaraju 2006). 
Let t = [τ1,… , τr,…, τM]T  and W = [w1,… , wr,…, wM]T. A likelihood 
distribution of the weight matrix can be written as a product of Gaussians of the weight 
vectors (wr) corresponding to each target output (τr) (Thayananthan et al. 2008): 
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where Φ  = [1, Φ(x1), Φ(x2),..., Φ(xN)]. Eq. 3.2 therefore contains the parameters W 
(which is M by N) and σr2 (which is a vector of length M).  As a result, there is a danger 
that the maximum likelihood estimation of wr and σr2 will suffer from severe over-fitting. 
To avoid this, Tipping (2001) proposed constraining the selection of parameters by 
applying a Bayesian perspective and defining an explicit zero-mean Gaussian prior 
probability distribution over them (Thayananthan et al. 2008): 
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where A = diag(α1-2, …, αP-2)T  is a hyperparameter matrix and wrj is the (r,j)th element of 
the weight matrix W. Each αj controls the strength of the prior over its associated weight 
(Tipping and Faul 2003). 
Bayesian inference considers the posterior distribution of the model parameters, 
which is proportional to the product of the likelihood and prior distributions: 
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N
1n A|WSW,tAS,,tW      (3.4) 
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The posterior parameter distribution conditioned on the data can be written as the 
product of Gaussians for the weight vectors of each target output (Thayananthan et al. 
2008): 
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The posterior distribution of the weights is Gaussian N(ur,Σr) with the covariance 
and mean, Σr = (A + σr-2 ΦT Φ)-1 and µr = σr-2 Σr ΦT τr, respectively. Given this posterior, 
we can obtain an optimal weight matrix by getting a set of hyperparameters that 
maximizes the data likelihood over the weights in Eq. 3.5. The marginal likelihood is 
then: 
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where Hr = σr2 I + Φ A-1 ΦT. Then, we can obtain an optimal set of hyperparameters αopt 
= P 1j
opt
j }{ α and noise parameters (σ
opt )2 = M1r
opt
r }{σ   by maximizing the marginal likelihood 
using the fast marginal likelihood maximization algorithm proposed by Tipping and Faul 
(2003). During the optimization process, many elements of α go to infinity, for which the 
corresponding posterior probability of the weight becomes zero. The relatively few 
nonzero weights correspond to the input vectors that form the sparse core of the RVM 
model.  It is these input vectors, called the relevance vectors (RVs), that generate a sparse 
representation. Inducing sparsity can be an effective method to control model complexity, 
avoid over-fitting and control computational characteristics of model performance 
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(Tipping and Faul 2003).  The optimal parameters are used to obtain the optimal weight 
matrix with optimal covariance Σopt = M1r
opt
r }{ Σ and mean µ
opt = M1r
opt
r }{ µ . 
We can compute the predictive distribution for any new input x*, corresponding 
to a target t* (Tipping 2001), from: 
WσαtWσWtσαtt d))(,,|.p())(,|*p(=))(,,|*p( 2optopt2opt2optopt    (3.7) 
Taking into consideration that both terms in the integrand are Gaussian, Eq. 3.7 is 
computed as: 
)*)(*,|*())(,,|*p( 22optopt σytσαtt N    (3.8) 
where y*=[ y1*,..., yr*,... yM*]T is the predictive mean with yr* = (µropt)TΦ(x*); and (σ*)2 
= [(σ1*)2,... (σr*)2,..., (σM*)2]T is the predictive variance with (σr*)2= (σropt)2 + Φ(x*)T Σropt 
Φ(x*). (σr*)2 contains the sum of two variance terms: the noise on the data and the 
uncertainty in the prediction of the weight parameters (Tipping 2001). 
The standard deviation σr* of the predictive distribution is defined as a predictive 
error bar of yr* (Bishop 1995). Then, the width of the 90% predictive confidence interval 
for any yr* can be calculated as ± 1.65 σr*. 
Readers interested in greater detail regarding multivariate sparse Bayesian 
regression, its mathematical formulation, and the optimization procedures of the model 
are referred to Thayananthan (2005), Thayananthan et al. (2008), Tipping (2001), and 
Tipping and Faul (2003). A MATLAB code developed by Thayananthan (2005) is 
available from http://mi.eng.cam.ac.uk/~at315/MVRVM. 
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3.3 Study Area 
This research deals with three irrigation canals, the Central Utah, Vincent, and 
Leamington Canals, that are located in the Lower Sevier River Basin near Delta, Utah 
(Figs. 3.1 and 3.2). 
The Sevier River Basin is located in south-central Utah and is the largest drainage 
area in the state (approximately 12.5 percent of the state’s area). Average annual 
precipitation ranges from 6.4 to 13.0 inches in the valleys to more than 40 inches in the 
high mountains. Elevation, precipitation, and temperatures are highly variable over the 
basin, and as a result there are several vegetative types that grow in the area. The main 
use of water in the basin is for irrigation. The economy of the Basin is based primarily on 
agriculture, tourism, and a few mining and manufacturing enterprises (Berger et al. 
2003). 
3.4 Model Application 
The Sevier River Basin is a highly instrumented and controlled basin. Automated 
data collection equipment (sensors on reservoirs, canals, diversions, and the river itself) 
was installed in the beginning of 1999 (Berger et al. 2002), and is currently collecting 
data at stations throughout the entire basin. The data collected are displayed in the Sevier 
River Water Users website, www.sevierriver.org. This website provides the user several 
data retrieval and display options, such as hourly flow data for the previous 7 days or the 
current river and canal flow information displayed in spatial diagrams (Berger et al. 
2002). 
 
 47 
3.4.1 MVRVM forecasting hourly model 
The irrigation canals are intensively monitored to enable real-time operation of 
the irrigation system. The travel time from the head gate canals to the irrigated areas 
ranges from 1 to 24 hours. A model that predicts hourly irrigation demands (one, twelve 
and twenty four hours ahead) can assist canal operators in anticipating future hourly 
behavior of the system and so that the system can be more intensively managed.  
Hourly data from the irrigation seasons of 2005 and 2006 were used to train the 
MVRVM hourly model and find the model parameters. Hourly data from the 2007 
irrigation season were used to test the model. The inputs are the available past hourly data 
collected by sensors on the canals. The multiple output target vectors are the hourly 
forecasts of required irrigation diversions one, 12 and 24 hours in advance for the three 
canals, simultaneously. 
The inputs used in the model to predict hourly canal demands are expressed as 
x= [D1h-nh, D2h-nh, D3h-nh] T    (3.9) 
where, 
h = hour of prediction  
nh = number of hours previous to the prediction time 
D1h-nh = Central Utah Canal diversions ‘n’ hours previous to the prediction time 
D2h-nh = Vincent Canal diversions ‘n’ hours previous to the prediction time 
D3h-nh = Leamington Canal diversions ‘n’ hours previous to the prediction time 
The multiple output target vector of the model is expressed as 
t = [ D1h, D1h+12 , D1h+24 , D2h, D2h+12 , D2h+24 , D3h, D3h+12 , D3h+24]T (3.10) 
where, 
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D1h = prediction of Central Utah Canal required diversion one hour ahead 
D1h+12 = prediction of Central Utah Canal required diversion twelve hours ahead 
D1h+24 = prediction of Central Utah Canal required diversion twenty four hours ahead 
D2h = prediction of Vincent Canal required diversion one hour ahead 
D2h+12 = prediction of Vincent Canal required diversion twelve hours ahead 
D2h+24 = prediction of Vincent Canal required diversion twenty four hours ahead 
D3h = prediction of Leamington Canal required diversion one hour ahead 
D3h+12 = prediction of Leamington Canal required diversion twelve hours ahead 
D3h+24 = prediction of Leamington Canal required diversion twenty four hours ahead 
3.4.2 MVRVM forecasting daily model 
The reservoir operator has to release water from Sevier Bridge reservoir in order 
to fulfill water demands for the irrigation canals and DMAD reservoir (Fig. 3.1). The 
approximate travel time between Sevier Bridge Reservoir and the canals is one day. A 
model that predicts required irrigation water diversions one and two days ahead can assist 
the operator of the Sevier Bridge Reservoir located upstream of the irrigation canals in 
planning and managing the available water of the reservoir efficiently. 
Daily data from the 2001 through 2006 irrigation seasons were used to train the 
daily MVRVM model and find the model parameters. Daily data from the 2007 irrigation 
season were used to test the model. The inputs are the available past daily data collected 
by sensors on the canals and weather data. 
Air temperature affects the daily rate of evapotranspiration in the irrigated areas 
and evaporation in the river and canals. Moreover, the daily behavior of farmers and 
canal operators can be directly influenced by temperature information in the basin (Khalil 
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et al. 2005a). Daily maximum and minimum temperature from Oak City was included in 
the model inputs. This historical data to build the model was obtained from The National 
Oceanic and Atmospheric Administration (NOAA) and recent online past data can be 
obtained from the National Weather Services website, www.nws.noaa.gov . 
The inputs used in the model to predict daily canal demands are expressed as 
x = [D1d-nd, D2d-nd, D3d-nd , Tmax d-nd, Tmin d-nd] T    (3.11) 
where, 
d = day of prediction  
nd = number of days previous to the prediction time 
D1d-nd = Central Utah Canal required diversion ‘n’ days previous to the prediction time 
D2d-nd = Vincent Canal required diversion ‘n’ days previous to the prediction time 
D3d-nd = Leamington Canal required diversion ‘n’ days previous to the prediction time 
The multiple output target vector of the model is expressed as 
t = [ D1d, D1d+1 ,  D2d, D2d+1 , D3d, D3d+1]T    (3.12) 
where, 
D1d = prediction of Central Utah Canal required diversion one day ahead 
D1d+1 = prediction of Central Utah Canal required diversion two days ahead 
D2d = prediction of Vincent Canal required diversion one day ahead 
D2d+1 = prediction of Vincent Canal required diversion two days ahead 
D3d = prediction of Leamington Canal required diversion one day ahead 
D3d+1 = prediction of Leamington Canal required diversion two days ahead 
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3.4.3 Model selection 
The statistic used for model selection is the coefficient of efficiency (E) calculated 
for the testing phase. It has been recommended by the ASCE (1993) and Legates and 
McCabe (1999), and is given by: 
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where t is the observed output; t* is the predicted output ; tav is the observed average 
output and N is the number of observations. This statistic ranges from minus infinity 
(poor model) to 1.0 (a perfect model) (Legates and McCabe 1999). 
The kernel width parameter had to be selected in order to find the appropriate 
model (Tipping 2001; Ghosh and Mujumdar 2007). Several MVRVM models were built 
with variation in kernel width and the number of previous time steps. For the daily 
model, the number of time steps previous to the prediction time ranges from 1 to 5 days. 
For the hourly model the number of time steps previous to the prediction time ranges 
from 4 to 48 hours. For each previous time step the kernel width ranges from 1 to 40 for 
both models (hourly and daily).  The kernel width that is selected is the one with 
maximum E. From the list of models with selected kernel width at different time steps, 
we consider that the selected model is the one with the maximum E and minimum 
number of previous time steps as input data. 
3.4.4 Bootstrap analysis 
It is necessary to develop models to guarantee not only high accuracy but also 
good generalization and robustness of parameter estimation with respect to future 
changes in the nature of the input data. Changes in the training data used to build a model 
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may give different test results. Different sets of training data may produce models with 
very different accuracies. The bootstrap method was used to explore the implications of 
the change in the nature of input data and to guarantee good generalization ability and 
robustness of the MVRVM (Khalil et al. 2005b). 
The bootstrap data set was created by randomly sampling with replacement from 
the whole training data set. Because the selection is from the whole training data set, 
there is nearly always duplication of individual points in a bootstrap data set. In the 
bootstrap estimation, this selection process was independently repeated 1,000 times to 
yield 1,000 bootstrap training data sets, which are treated as independent sets (Duda et al. 
2001). For each of the bootstrap training data sets, a model was built and evaluated over 
the original test data set. 
Efron and Tibshirani (1998) emphasized that it is always wise to look at the 
bootstrap data graphically, rather than relying entirely on a single summary statistic 
estimator.  The bootstrap method provides information on the uncertainty in the statistics 
estimator evaluated in the model. According to Khalil et al. (2005b) a robust model is one 
that shows narrow confidence bounds in the bootstrap histograms. 
3.4.5 Comparison between MVRVM  
and ANN 
ANNs have been widely applied in irrigation, water resources, and hydrologic 
modeling (ASCE Task Committee on the Application of ANNs in Hydrology 2000a, 
2000b; Khalil et al. 2005d; Pulido-Calvo and Gutierrez-Estrada 2008; Rahimi 2008; 
Adeloye 2009). A comparative analysis between the MVRVM models that have been 
developed here and ANN models is performed in terms of performance and robustness. 
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Readers interested in greater detail regarding ANNs and their training functions are 
referred to Demuth et al. (2009), 
The ANN toolbox available in MATLAB is applied in this research. The 
Levenberg-Marquardt (LM) algorithm was used to train the ANN model. This is a 
training algorithm with second-order convergence to optimize the ANN parameters (Tan 
and Cauwenberghe 1999) and it has been recommended by several authors in irrigation, 
water resources, and hydrologic research (Pulido-Calvo and Gutierrez-Estrada 2008; 
Rahimi 2008; Kisi 2009). 
Several feed-forward ANN models were built with variation in size of the hidden 
layer and the number of previous time steps. The number of time steps previous to the 
prediction time required as input for the daily model ranges from 1 to 5 days; and the 
number of time steps previous to the prediction time required as input for the hourly 
model ranges from 4 to 48 hours. For each previous time step used as inputs, the size of 
the hidden layer ranges from 1 to 10.  The selected hidden layer size is the one with 
maximum E. Similar to the MVRVM model selection and having the list of selected 
models at different time steps, the best model is the one with the maximum E and 
minimum number of previous time steps. 
3.5 Results and Discussion 
The predicted outputs of the MVRVM for the testing phase (2007 irrigation 
season) are shown as the solid lines in Fig. 3.3 for the hourly model and Fig. 3.4 for the 
daily model. The models explain well the observed irrigation demands (dots). The 
performance accuracy is reduced for the three irrigation demands twenty four hours 
ahead and two days ahead (Figs. 3.3c and 3.4b).  This accuracy reduction is found in 
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most of the multiple-time-ahead prediction models, where the farther we predict into the 
future, the less accurate the prediction becomes. 
Figures 3.3 and 3.4 also show the 0.90 confidence interval (shaded region) 
associated with the predictive variance of the MVRVM in Eq.3.8. The confidence 
intervals for the twenty-hour-ahead and the two-day-ahead prediction (Figs. 3.3c and 
3.4b) become wider. We can see how the uncertainty in the predictions increases when 
predicting further into the future for both hourly and daily models.  
In the RVM approach, the relevance vectors (RVs) are subsets of the training data 
set that are used for prediction (Khalil et al. 2005b). As a consequence, the complexity of 
the model is proportional to the number of RVs. The hourly model only utilizes 26 RVs 
from the full training data set (3000 observations from the 2005 through 2006 irrigation 
seasons). The daily model utilizes 26 RVs from the full training data set (1194 
observations from the 2001 through 2006 irrigation seasons).  This low number of 
relevance vectors illustrates that the Bayesian learning procedure embodied in the 
MVRVM is capable of producing very sparse models.  
The observed (dots) and predicted (solid lines) outputs of the ANN for the testing 
phase (2007 irrigation season) are shown in Fig. 3.5 for the hourly model and in Fig. 3.6 
for the daily model. The models explain well the observed irrigation diversions (dots). As 
with the MVRVM models, the performance accuracy is reduced for the three irrigation 
demands two days ahead and twenty four days ahead (Figs. 3.5c and 3.6b). 
Tables 3.1 and 3.2 show some statistics that measure MVRVM and ANN 
performances for both hourly and daily models. Again, we can see good performance of 
both models in the testing phase for the one-hour-ahead, twelve-hour-ahead, and one-day 
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ahead forecasts. The performance accuracy is reduced for both models for twenty-four-
hour-ahead and two day-ahead predictions.  It is important to mention that the selected 
models for both MVRVM and ANN required the same number of previous time steps as 
inputs: two days as input data for the daily models, and four hours as input data for the 
hourly models. We can see that the performance results for MRVM and ANN are quite 
similar. 
Figures 3.7 and 3.8 show the bootstrap histograms of the number of RVs used in 
the hourly and daily MVRVM models respectively. The width of the bootstrapping 
confidence intervals provides information on the uncertainty in the model parameters. A 
narrow confidence interval (such as those illustrated in Figs. 3.7 and 3.8) implies low 
variability of the statistics with respect to possible future changes in the input data, which 
indicates that the model is robust (Khalil et al; 2005c). The low variability of the number 
of RVs indicates that the model structure is stable and robust with respect to future 
changes in the nature of the input data. 
Figures 3.9, 3.10, 3.11 and 3.12 show the bootstrap histograms of the MVRVM 
and ANN models for the RMSE test. Most of the bootstrap histograms of the MVRVM 
model (Figs. 3.9 and 3.10) show very narrow confidence bounds in comparison to the 
histograms of the ANN model (Figs. 3.11 and 3.12). Therefore, the MVRVM is more 
robust. 
3.6 Summary and Conclusions 
This paper presents a first attempt to use MVRVM models to develop multiple-
time-ahead predictions of required hourly and daily diversions for a system of multiple 
irrigation canals. The MVRVM is a regression tool extension of the RVM algorithm to 
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produce multivariate outputs when given a set of multivariate inputs. The model is 
illustrated by application to three irrigation canals in the Lower Sevier River near Delta, 
Utah. 
The results show that the model learns the input-output patterns with high 
accuracy consistent with the statistics for the test results. The performance decreases for 
the two-day-ahead prediction and the twenty-four-hour-ahead prediction. 
The MVRVM model has the property of sparse formulation. The hourly model 
utilizes 26 RVs from the full data set (out of a possible 3000 observations) that was used 
for training. Also, the daily model only utilizes 26 RVs from the full data set that was 
used for training (1194 observations). The parsimonious structure of these empirical 
models is sufficient to explain the data and to avoid data over-fitting. Therefore, we can 
see an important advantage of the Bayesian learning procedure, which is the capability of 
the MVRVM to produce very sparse models. 
An important advantage of utilizing MVRVM is its generalization capabilities. 
Generalization ability is associated with the capability of the model to predict future 
system states when presented with a range of input vectors. Irrigation canal system 
operation could become a difficult process to predict since this involves many decisions 
for real-time water resources management. The model presented here ensures good 
generalization providing robustness with respect to new input data. 
The performance results for both the MVRVM and ANN models are fairly 
similar. However, most of the bootstrapped histograms of the MVRVM model show 
narrower confidence bounds compared to the corresponding histograms of the ANN 
model. Therefore, the MVRVM is more robust. 
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The results presented in this paper have demonstrated the successful performance 
and robustness of MVRVM for multiple irrigation demand forecasts. Simultaneous 
multiple-time-ahead demand predictions from an irrigation canal system have enormous 
potential value to assist the reservoir operator upstream of the canals and the canal 
operator in efficiently selecting the real-time operation and management decisions for 
available water resources. 
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Table 3.1 Hourly model performance using different statistics for the testing phase 
  Central Utah Canal Vincent Canal Leamington Canal 
Model Statistics 1-hour 12-hours 24-hours 1-hour 12-hours 24-hours 1-hour 12-hours 24-hours 
E 0.993 0.898 0.785 0.996 0.942 0.881 0.986 0.848 0.736 
MVRVM (selected kernel 
width = 14) RMSE, cfs 2.879 10.913 15.824 0.549 2.177 3.136 1.460 4.864 6.415 
  
Predictive error, 
cfs 4.165 13.334 18.385 0.790 1.963 2.582 1.549 5.126 6.810 
E 0.994 0.899 0.779 0.996 0.943 0.881 0.989 0.853 0.748 
ANN (selected hidden layer = 
5) RMSE, cfs 2.682 10.821 16.040 0.562 2.171 3.131 1.336 4.780 6.266 
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Table 3.2 Daily model performance using different statistics for the testing phase  
  Central Utah Canal Vincent Canal Leamintong Canal 
Model Statistics 1-day 2-days 1-day 2-days 1-day 2-days 
E 0.851 0.659 0.927 0.803 0.846 0.671 MVRVM (selected kernel width 
= 25) RMSE, cfs 12.998 19.648 2.515 4.116 4.890 7.158 
  Predictive error, cfs 15.676 23.270 3.227 4.700 4.912 7.204 
E 0.840 0.658 0.927 0.809 0.831 0.659 ANN (selected hidden layer size = 
5) RMSE, cfs 13.447 19.684 2.514 4.056 5.122 7.293 
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Fig. 3.1 Lower Sevier River Basin 
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Fig. 3.2 Sevier River, Central Utah Canal, Vincent Canal, and Leamington Canal 
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Fig. 3.3 Observed versus predicted diversions for the hourly MVRVM model with 0.90 
confidence intervals (shaded region) for the testing phase (2007 irrigation season). 
Central Utah Canal: (a) 1-hour ahead, (b) 12-hours ahead, (c) 24-hours ahead; Vincent 
Canal: (d) 1-hour ahead, (e) 12-hours ahead, (f) 24-hours ahead; Leamington Canal: (g) 
1-hour ahead, (h) 12-hours ahead, (i) 24-hours ahead 
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Fig. 3.4 Observed versus predicted diversions of the daily MVRVM model with 0.90 
confidence intervals (shaded region) for the testing phase (2007 irrigation season). 
Central Utah Canal: (a) 1-day ahead, (b) 2-days ahead; Vincent Canal: (c) 1-day ahead, 
(d) 2-days ahead; Leamington Canal: (e) 1-day ahead, (f) 2-days ahead 
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Fig. 3.5 Observed versus predicted diversions of the hourly ANN model for the testing 
phase (2007 irrigation season). Central Utah Canal: (a) 1-hour ahead, (b) 12-hours ahead, 
(c) 24-hours ahead; Vincent Canal: (d) 1-hour ahead, (e) 12-hours ahead, (f) 24-hours 
ahead; Leamington Canal: (g) 1-hour ahead, (h) 12-hours ahead, (i) 24-hours ahead 
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Fig. 3.6 Observed versus predicted diversions of the daily ANN model for the testing 
phase (2007 irrigation season). Central Utah Canal: (a) 1-day ahead, (b) 2-days ahead; 
Vincent Canal: (c) 1-day ahead, (d) 2-days ahead; Leamington Canal: (e) 1-day ahead, (f) 
2-days ahead 
 67 
 
Fig. 3.7 Bootstrap histogram of the hourly MVRVM model for the number of RVs 
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Fig. 3.8 Bootstrap histogram of the daily MVRVM model for the number of RVs 
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Fig. 3.9 Bootstrap histograms of the hourly MVRVM model for the RMSE test. Central 
Utah Canal: (a) 1-hour ahead, (b) 12-hours ahead, (c) 24-hours ahead; Vincent Canal: (d) 
1-hour ahead, (e) 12-hours ahead, (f) 24-hours ahead; Leamington Canal: (g) 1-hour 
ahead, (h) 12-hours ahead, (i) 24-hours ahead 
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Fig. 3.10 Bootstrap histograms of the daily MVRVM model for the RMSE test. Central 
Utah Canal: (a) 1-day ahead, (b) 2-days ahead; Vincent Canal: (c) 1-day ahead, (d) 2-
days ahead; Leamington Canal: (e) 1-day ahead, (f) 2-days ahead 
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Fig. 3.11 Bootstrap histograms of the hourly ANN model for the RMSE test. Central 
Utah Canal: (a) 1-hour ahead, (b) 12-hours ahead, (c) 24-hours ahead; Vincent Canal: (d) 
1-hour ahead, (e) 12-hours ahead, (f) 24-hours ahead; Leamington Canal: (g) 1-hour 
ahead, (h) 12-hours ahead, (i) 24-hours ahead 
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Fig. 3.12 Bootstrap histograms of the daily ANN model for the RMSE test. Central Utah 
Canal: (a) 1-day ahead, (b) 2-days ahead; Vincent Canal: (c) 1-day ahead, (d) 2-days 
ahead; Leamington Canal: (e) 1-day ahead, (f) 2-days ahead 
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CHAPTER 4 
REAL-TIME FORECASTING OF STREAMFLOW AND WATER LOSS/GAIN IN 
A RIVER SYSTEM USING A MULTIVARIATE BAYESIAN REGRESSION 
MODEL1 
ABSTRACT 
This research presents a model that simultaneously forecasts streamflow one and 
two days into the future, and net cumulative water loss/gain in a river reach over the same 
two-day period. The model is applied to a river reach between two reservoirs located in 
the Lower Sevier River Basin near Delta, Utah. The reservoir operator can take into 
account these real-time predictions and decide how to manage releases from the upper 
reservoir into the lower one. The model inputs are the past daily data of climate 
(maximum and minimum temperature), streamflow, reservoir releases, water loss/gain in 
the river, and irrigation canal diversions. The model is developed in the form of a 
multivariate relevance vector machine (MVRVM) that is based on a multivariate 
Bayesian regression approach. Using this Bayesian approach, a predictive confidence 
interval is obtained from the model that captures the uncertainty of both the model and 
the data. Test results show that the MVRVM model learns the input-output patterns with 
good prediction accuracy. Computing multiple-time-ahead predictions in real-time for 
river systems would require a model which guarantees not only good prediction accuracy 
but also robustness with respect to future changes in the nature of the multivariate input 
data. A bootstrap analysis is used to evaluate robustness of model parameter estimation. 
The MVRVM is compared with an Artificial Neural Network (ANN) in terms of 
performance and robustness. 
                                               
1 Coauthored by Andres M Ticlavilca, Mac McKee, and Wynn Walker 
 74 
4.1 INTRODUCTION 
The demand for water is increasing (for irrigation, domestic supply, recreation, 
etc.) while the availability of water is decreasing world-wide due to population growth, 
climate change, and pollution. This mismatch between water demand and available 
usable water leads to a necessity for more intensive management of this increasingly 
scarce resource. That is why real-time information on the future patterns of water 
availability should receive particular consideration so that decision makers (water 
operators, water managers, farmers, etc.) can be better informed for efficient operation of 
water systems. 
A critical problem in managing river systems is the unpredictable changes of 
streamflow and water loss/gain in a river reach. This is critical when water loss/gain 
occurs in the reach between two reservoirs (that are in series) and the reservoir operator 
needs to manage how much water should enter the reservoir downstream. Also, 
unpredictable changes in streamflow in large river basins are critical if they are related to 
the incidence of floods and drought in the river basin. 
The main factors that influence the streamflow and water loss/gain in a river reach 
are return flows, transmission losses, tributary contributions, stream channel 
characteristics, and hydraulic characteristics of the aquifer (Reddy and Wilamowski, 
2000; Jothiprakash, 2004). Conceptual and physical based models are generally used to 
simulate and estimate streamflow and water loss/gain. Jothiprakask (2004) developed a 
water balance model to estimate the water loss/gain in a river system in India. In his 
study, the return flow, tributary contribution, and transmission losses were assumed as a 
percentage of releases made from reservoirs. Hurkmans et al. (2008) compared the 
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accuracy of a conceptual water balance model (using temperature and precipitation as 
input data) and a more detailed physical based land surface model for streamflow 
simulations. Their results showed that the physical model outperforms the conceptual 
model during the validation period. However, this physical model required more 
atmospheric input data and relatively long computation times. 
Developing a physical model to provide real-time streamflow and water loss/gain 
forecasts may not be practical if most of the data required for such a model are not 
available or are limited by the expense of data acquisition. To overcome these limitations, 
researchers have used top-down or data-driven modeling as an alternative to traditional 
models (Pulido-Calvo and Gutierrez-Estrada, 2008; Khalil et al., 2005a; Ivkovic, 2009).  
Examples of such models include artificial neural networks (ANNs), support vector 
machines (SVMs) and relevance vector machines (RVMs). These types of models are 
derived from the emerging area of machine learning theory. In these modeling 
approaches, a model is formulated to capture the pattern between inputs and outputs of a 
physical system from commonly available data on inputs and outputs (Pulido-Calvo and 
Gutierrez-Estrada, 2008; Solomatine and Shrestha, 2009).  
Several machine learning models to predict streamflow have been reported.  
Reddy and Wilamowski (2000) applied ANNs to forecast streamflows in order to meet 
downstream demands from a reservoir. Their results showed good performance in terms 
of matching the supply with demand. Khalil et al. (2005d) used ANNs to predict future 
streamflows at different timescales. Birikundavyi et al. (2002) demonstrated that ANNs 
outperform deterministic models for forecasting daily streamflows. Wu et al. (2005) 
applied ANNs for watershed runoff and streamflow forecasting. Ghosh and Mujumdar 
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(2007) demonstrated the advantage of RVMs over SVMs to model streamflow at the 
river basin scale for the monsoon period using simulated climate variables. Kisi (2007) 
performed a comparison of different ANNs for daily streamflow forecasting. 
Streamflow and water loss/gain in the river reach could be difficult processes to 
model since they are influenced by many hydrological factors and processes (return flow, 
hydraulic characteristics of the aquifer, etc.). The combination of all these factors may 
cause unexpected future changes in the streamflow and water loss/gain in a river reach. 
These processes could become difficult to predict and (more importantly) to generalize. 
Therefore, this paper also seeks to develop machine learning models which not only have 
the ability to make accurate predictions but also guarantee a robust model which 
generalizes well towards future changes in the system behavior. 
Bayesian machine learning can be used, via its probabilistic approach, to avoid 
overfitting during the parameter estimation process and to guaranty generalization 
performance. Khalil et al. (2005b) applied a RVM model, which is based on Bayesian 
machine learning theory, to predict the real-time operation of a single reservoir. Their 
results demonstrated that the RVM model was able to predict future system states 
(generalization ability) and had the capability to estimate the uncertainty of the 
predictions in the form of predictive confidence intervals. RVM utilizes, via its sparse 
formulation, fewer basis functions when compared to SVMs (Tipping, 2001). Inducing 
sparsity can be an effective method to control model complexity, avoid overfitting, and 
control the computational characteristics of a model performance (Tipping and Faul, 
2003). 
 77 
The purpose of this paper is to provide a robust machine learning model to 
forecast simultaneously streamflow one and two days ahead, and net cumulative water 
loss/gain in a river over one and two days. These simultaneous and multiple predictions 
are functions of recent climate, streamflow, reservoir releases, water loss/gain in the 
river, and irrigation canal diversion data. Therefore, the model recognizes the patterns 
between multivariate outputs (future streamflow and water loss/gain) and multivariate 
inputs (past observations collected from the system). 
In order to obtain multiple-time-ahead predictions with predictive confidence 
intervals, the model exploits the capability of the Multivariate Relevance Vector Machine 
(MVRVM) (Thayananthan, 2005; Thayananthan et al., 2008). The MVRVM is a 
Bayesian regression tool extension of the RVM algorithm developed by Tipping and Faul 
(2003) to produce multivariate outputs when given a set of inputs. In addition to its 
ability to predict multiple outputs, the MVRVM has the same properties of the 
conventional RVM:  high prediction accuracy, robustness, sparse formulation, and 
characterization of uncertainty in the predictions. Therefore, developing a model with all 
these properties can work as a practical decision support tool in real-time river system 
management by providing multiple predictions that are difficult (or not practical) to 
obtain from traditional modeling approaches. 
The remainder of the paper describes the MVRVM learning model, the area of 
study where the model has been applied, how the model has been developed for a river 
system, the results of the MVRVM application, a comparison with an ANN model, and 
conclusions that can be drawn. 
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4.2 Material and Methods 
4.2.1 Model description 
Thayananthan (2005) proposed the Multivariate Relevance Vector Machine 
(MVRVM) to provide a regression tool capable of generating multivariate outputs. This 
model is an extension of the sparse Bayesian model developed by Tipping and Faul 
(2003). It is developed as follows. 
Given a training data set of input-target vector pairs {x(n), t(n)} N 1n , where N is the 
number of observations, x Є RD is a D-dimensional input vector, t Є RM is a M-
dimensional output target vector; the model learns the dependency between input and 
output target with the purpose of making accurate predictions of t for previously unseen 
values of x: 
t = W Φ(x) + ε       (4.1) 
where W is a M x P weight matrix and P = N+1. The error ε is conventionally assumed to 
be zero-mean Gaussian with diagonal covariance matrix S=diag(σ12, …, σM2). 
A fixed kernel function K(x,xn) is used to create a vector of basis functions of the 
form Φ(x) = [1, K(x,x(1),… K(x,x(N))). Tipping (2001) pointed out that this kernel 
function is used simply to define a set of basis functions, rather than as a definition of a 
dot product in some feature space such as is employed by the SVM approach. In this 
paper, we considered a Gaussian kernel K(x,xn) = exp(-r-2||x- x(n)||2) where r is called the 
kernel width parameter, which is a smoothing parameter to define a basis function to 
capture patterns in the data (Appendix A). This type of kernel has been used by several 
authors in water resources and hydrology applications (Khalil et al. 2005b; Tripathi and 
Govindaraju 2006). 
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Let t = [τ1,… , τr,…, τM]T  and W = [w1,… , wr,…, wM]T. A likelihood 
distribution of the weight matrix can be written as a product of Gaussians of the weight 
vectors (wr) corresponding to each target output (τr) (Thayananthan et al., 2008): 
 
 
 
N
1n
M
1r
2
rrr
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where Φ  = [1, Φ(x1), Φ(x2),..., Φ(xN)]. Eq. 4.2 therefore contains the parameters W 
(which is M by N) and σr2 (which is a vector of length M).  As a result, there is a danger 
that the maximum likelihood estimation of wr and σr2 will suffer from severe over-fitting. 
To avoid this, Tipping (2001) proposed constraining the selection of parameters by 
applying a Bayesian perspective and defining an explicit zero-mean Gaussian prior 
probability distribution over them (Thayananthan et al., 2008): 
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where A = diag(α1-2, …, αP-2)T  is a diagonal matrix of hyperparameters αj, and wrj is the 
(r,j)th element of the weight matrix W. Each αj controls the strength of the prior over its 
associated weight (Tipping and Faul, 2003). 
Bayesian inference considers the posterior distribution of the model parameters, 
which is proportional to the product of the likelihood and prior distributions: 
)p( )|}p({ )}{|p( N 1n
N
1n A|WSW,tAS,,tW      (4.4) 
The posterior parameter distribution conditioned on the data can be written as the 
product of Gaussians for the weight vectors of each target output dimension 
(Thayananthan et al., 2008): 
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The posterior distribution of the weights is Gaussian N(µr,Σr) with the covariance 
and mean, Σr = (A + σr-2 ΦT Φ)-1 and µr = σr-2 Σr ΦT τr, respectively. Given this posterior, 
we can obtain an optimal weight matrix by estimating a set of hyperparameters that 
maximizes the data likelihood over the weights in Equation (4.5). The marginal 
likelihood is then: 
, WA|WSW,tSA,|t )dp( )|}p({  )}p({ N 1n
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where Hr = σr2I + Φ A-1ΦT . Then, we can obtain an optimal set of hyperparameters αopt 
= P 1j
opt
j }{ α and noise parameters (σ
opt )2 = M1r
opt
r }{σ   by maximizing the marginal likelihood 
using the fast marginal likelihood maximization algorithm proposed by Tipping and Faul 
(2003). During the optimization process, many elements of α go to infinity, for which the 
corresponding posterior probability of the weight becomes zero. The relatively few 
nonzero weights correspond to the input vectors that form the sparse core of the RVM 
model. It is these input vectors, called the relevance vectors (RVs), that generate a sparse 
representation. The optimal parameters are used to obtain the optimal weight matrix with 
optimal covariance Σopt = M1r
opt
r }{ Σ and mean µ
opt = M1r
opt
r }{ µ . 
We can compute the predictive distribution for any new input x*, corresponding 
to a target t* (Tipping, 2001), from: 
WσαtWσWtσαtt d))(,,|.p())(,|*p(=))(,,|*p( 2optopt2opt2optopt    (4.7) 
Taking into consideration that both terms in the integrand are Gaussian, Equation 
(4.7) is computed as: 
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)*)(*,|*(=))(,,|*p( 22optopt σytσαtt N    (4.8) 
where y*=[ y1*,..., yr*,... yM*]T is the predictive mean with yr* = (µropt)TΦ(x*); and (σ*)2 
= [(σ1*)2,... (σr*)2,..., (σM*)2]T is the predictive variance with (σr*)2= (σropt)2 + Φ(x*)T Σropt 
Φ(x*). (σr*)2 contains the sum of two variance terms: the noise on the data and the 
uncertainty in the prediction of the weight parameters (Tipping, 2001). 
The standard deviation σr* of the predictive distribution is defined as a predictive 
error bar of yr* (Bishop, 1995). Then, the width of the 90% predictive confidence interval 
for any yr* can be calculated as ± 1.65 σr*. 
Readers interested in greater detail regarding multivariate sparse Bayesian 
regression, its mathematical formulation, and the optimization procedures of the model 
are referred to Thayananthan (2005), Thayananthan et al. (2008), Tipping (2001), and 
Tipping and Faul (2003). A MATLAB code developed by Thayananthan (2005) is 
available from http://mi.eng.cam.ac.uk/~at315/MVRVM. 
4.2.2 Study area and data 
The Sevier River Basin is used here to demonstrate the MVRVM modeling 
approach as applied to a river reach located between two reservoirs that are in series. The 
basin is located in south-central Utah and is the largest drainage area in the state 
(approximately 12.5 percent of the state’s area). Average annual precipitation ranges 
from 6.4 to 13.0 inches in the valleys to more than 40 inches in the high mountains. 
Elevation, precipitation, and temperatures are highly variable over the basin, and as a 
result there are several vegetative types that grow in the area. The main use of water in 
the basin is for irrigation. The economy of the Basin is based primarily on agriculture, 
tourism, and a few mining and manufacturing enterprises (Berger et al., 2003). 
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In this paper we focus on a reach of Sevier River which is regulated by Sevier 
Bridge (or Yuba) reservoir to fulfill irrigation canal orders (Central Utah Canal, Vincent 
Canal and Leamington Canal) and also provide water to the Delta-Millard Association 
Dam (DMAD) Reservoir (Figure 4.1). This study river reach is between Sevier Bridge 
reservoir and Sevier River near Lynndyl station (Figure 4.1). 
A seepage study of the Sevier River and irrigation canals was carried out by the 
United State Geological Survey, USGS (1981). This report showed a net gain of 9 cfs in 
the river reach that is the object of study in this paper, a net loss of 7 cfs in the Central 
Utah Canal, a net loss of 0.8 cfs in the Vincent Canal, and a net gain of about 1.3 cfs in 
the Leamington Canal. This report pointed out that losses from the Vincent Canal may 
contribute to the gains in the Sevier River. Also, losses from the Central Utah Canal may 
contribute to the gains in the Sevier River and Leamington Canal; and additional gains in 
the Sevier River are probably inflows from unconsumed irrigation water seeping into 
permeable unconsolidated deposits through which it moves to the river. In fact, Frevert 
(1982) indicated that return flow into the study reach comes primarily from springs 
immediately downstream of Sevier Bridge reservoir and return flow from the irrigation 
canals mentioned above. 
Figure 4.2a shows the daily streamflow variation on the Sevier River near 
Lynndyl station during the 2007 irrigation season. The calculated daily water balance in 
the study river reach during the 2007 irrigation season showed unpredictable variation 
due to water loss/gain in the river reach (Figure 4.2b). This water balance calculation will 
be explained in the next subsection. 
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4.2.3 Identification of inputs and outputs 
Monitoring data are posted hourly to the Sevier River Water Users website, 
www.sevierriver.org. This information, in combination with internet-based controls, 
enables real-time operations of reservoir releases and canal diversions throughout the 
entire river basin. Daily averages taken from the Sevier River database from 2001 to 
2007 were used to build the MVRVM model. Daily data from the irrigation seasons of 
2001 through 2006 were used to train the MVRVM and find the model parameters.  Daily 
data from the 2007 irrigation season were used to test the model. 
The gauging station located on the Sevier River near Juab measures the releases 
from Sevier Bridge Reservoir into the Sevier River. Four gauging stations are located in 
the river reach between Sevier Bridge and DMAD reservoirs: three measure diversions to 
irrigation canals, and one station measures streamflow on the Sevier River near Lynndyl 
(Figure 4.1). The river reach that is the object of this study is located between the station 
near Juab and that near Lynndyl. 
Average travel times during the irrigation season were taken into consideration in 
order to lag the records at Sevier River near Lynndyl through the study reach and 
estimate the net cumulative water loss/gain. Theses approximated daily travel times were 
estimated according to information provided by the reservoir operator (unpublished data, 
2007). The average lag time between the starting time of the releases at Sevier Bridge 
reservoir and when the water reaches the station near Lynndyl is approximately two days. 
The average lag time between the time when the streamflow reaches the irrigation canal 
diversion stations and when the water reaches the Lynndyl station is one day, 
approximately. 
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Based on the average travel times described above, the cumulative net water 
balance on any day “d” can be estimated in the study river reach: 
LGd = SRNLd – (SBd-2 - CUCd-1 –VCd-1 – LCd-1)  (4.9) 
where, 
LGd = Cumulative net water loss (negative) or gain (positive) volume in the river reach 
on any day “d” (acre feet) 
SRNLd = Cumulative volume at Sevier River near Lynndyl on any day “d” (acre feet) 
SBd-2= Daily cumulative volume from Sevier Bridge Reservoir two days prior to day “d” 
(acre feet) 
CUCd-1 = Daily cumulative volume diverted into Central Utah canal one day prior to day 
“d” (acre feet) 
VCd-1 = Daily cumulative volume diverted into Vincent Utah canal one day prior to day 
“d” (acre feet) 
LCd-1 = Daily cumulative volume diverted into Leamington Utah canal one day prior to 
day “d” (acre feet) 
The cumulative net water balance over a two day period can be estimated as follows: 
LGΣ = LGd + LGd+1            (4.10) 
where, 
LGΣ = Cumulative net water loss/gain in the river reach over a two day period (acre feet) 
LGd = Cumulative net water loss/gain in the river reach one day ahead (acre feet) 
LGd+1 = Cumulative net water loss/gain in the river reach two days ahead (acre feet)   
Air temperature can directly influence some hydrological cycle processes such as 
evapotranspiration in the irrigated areas and evaporation in the river. These processes can 
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influence the daily variability of streamflow and water loss/gain in the river reach. Daily 
maximum and minimum temperature from Oak City was included in the model inputs. 
This historical data was obtained from The National Oceanic and Atmospheric 
Administration (NOAA). 
The inputs used in the model are expressed as: 
x = [DCd-nd, SFd-nd, SBd-nd, Td-nd, LGd-nd ] T   (4.11) 
where, 
d= day of prediction  
nd= number of days previous to the prediction time 
DCd-nd = diversions to the Central Utah canal, Vincent canal, Leamington canal. 
SFd-nd = streamflow on the Sevier River near Lynndyl. 
SBd-nd = Sevier Bridge reservoir releases. 
Td-nd = maximum and minimum daily temperature from Oak City. 
LGd-nd = Cumulative net water loss/gain over a one-day period (acre feet) 
The multiple output target vector of the model is expressed as 
t = [ SFd, SFd+1 , LGd, LGΣ]T    (4.12) 
where, 
SFd = prediction of streamflow on the Sevier River near Lynndyl one day ahead (cfs) 
SFd+1 = prediction of streamflow on the Sevier River near Lynndyl two days ahead (cfs) 
LGd = prediction of the cumulative net water loss/gain over a one-day period (acre feet 
per day) 
LGΣ = prediction of the cumulative net water loss/gain over a two-day period (acre feet) 
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Finally, the model can be defined as in Equation (4.1) with a data set of input-
output pairs {x(n), t(n)} N 1n , where N is the number of observations. 
4.2.4 Model selection 
The statistic used for model selection is the coefficient of efficiency (E) for the 
testing phase. This has been recommended by the ASCE (1993) and Legates and McCabe 
(1999), and is given by: 


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 N
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avn
N
1n
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nn
)t(t
*) t- (t
 - 1  E           (13) 
where t is the observed output; t* is the predicted output; tav is the observed average 
output; and N is the number of observations. This statistic ranges from minus infinity 
(poor model) to 1.0 (a perfect model) (Legates and McCabe, 1999).  
The kernel width parameter had to be selected in order to find the appropriated 
model (Tipping, 2001; Ghosh and Mujumdar, 2007). Several MVRVM models were built 
with variation in kernel width and the number of previous days of historical data as 
inputs. The number of days previous to the prediction time ranges from 1 to 5 days. For 
each previous day the kernel width ranges from 1 to 40.  The selected kernel width is the 
one with maximum E. From the list of models with selected kernel width at different 
previous days, we consider that the best model is the one with the maximum E and 
minimum number of days as input data.  
4.2.5 Bootstrap analysis 
Hydrologic processes are intrinsically nonlinear and generally show high 
variability in space and time. This is due to variability in climatic inputs and 
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heterogeneities in catchments and landscape properties (Sivakumar, 2009). In this paper, 
we apply machine learning techniques for hydrological modeling to learn inverse or 
retrieval models (Cherkassky et al., 2006; Krasnopolsky, 2009). This means we are 
training a model to find its parameters based on measured data. Most geophysical and 
hydrological inverse processes are ill-posed (Parker, 1994), so machine learning 
applications for hydrologic process deal with formulation for ill-posed problems while 
trying to capture the underlying nonlinear functions of dynamic systems based on 
measured data. Also, there are uncertainties in data measurements (e.g. noise in data, 
scarce data, lack of relevant data, etc.) which contribute to data complexity (Cherkassky 
et al., 2006). This is why it is necessary to develop machine learning models that 
guaranty high accuracy and that possess good generalization and robustness 
characteristics with respect to future changes in the nature of the input data. 
The bootstrap method was used to explore the implications of the change in the 
nature of input data and to guarantee good generalization ability and robustness of the 
machine learning model (Khalil et al., 2005b). The bootstrap data set was created by 
randomly selecting from the whole training data set, with replacement. In this bootstrap 
estimation, the selection process was independently repeated 1,000 times to yield 1,000 
bootstrap training data sets, which are treated as independent sets (Duda et al., 2001). For 
each of the bootstrap training data sets, a model was built and evaluated over the original 
test data set.  
Efron and Tibshirani (1998) emphasized that it is always wise to look at the 
bootstrap data graphically, rather than relying entirely on a single summary statistic 
estimator.  The bootstrap method provides information on the uncertainty in the statistics 
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estimator evaluated in the model. Khalil et al. (2005b) pointed out that a robust model is 
one that shows narrow confidence bounds in the bootstrap histogram. 
4.2.6 Comparison between MVRVM  
and ANN 
ANNs have been widely applied in irrigation and water resources and hydrologic 
modeling (ASCE Task Committee on the Application of ANNs in Hydrology, 2000a, 
2000b; Khalil et al., 2005d; Pulido-Calvo and Gutierrez-Estrada, 2008; Khoob, 2008; 
Kisi, 2009; Adeloye, 2009). A comparative analysis between the developed MVRVM 
models and ANN models is performed to contrast performance and robustness. Readers 
interested in greater detail regarding ANNs and their training functions are referred to 
Demuth et al. (2009). 
The ANN toolbox available in MATLAB is applied in this research. The 
Levenberg-Marquardt (LM) algorithm was used to train the ANN model. This is a 
training algorithm with second-order convergence to optimize the ANN parameters (Tan 
and Cauwenberghe, 1999) and it has been recommended by several authors in irrigation, 
water resources, and hydrologic research (Anctil et al., 2003; Anctil and Rat, 2005; 
Pulido-Calvo and Gutierrez-Estrada, 2008; Khoob, 2008; Kisi, 2009). 
Several feed-forward ANN models were built with variation in size of the hidden 
layer and the number of previous time steps to include in the training data. The number of 
days previous to the prediction time required as input ranges from 1 to 5 days. For each 
set of previous days, the size of the hidden layer ranges from 1 to 10.  The selected layer 
size is the one with maximum E. Similar to the MVRVM model selection and having the 
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list of selected models at different previous days as input, the best model is the one with 
the maximum E and minimum number of previous days. 
4.3 Results and Discussion 
In the RVM approach, the relevance vectors (RVs) are subsets of the training data 
set that are used for prediction (Khalil et al., 2005b); as a consequence, the complexity of 
the model is proportional to the number of RVs. The model only utilizes 28 RVs from the 
full data set (1182 observations) that was used for training (2001 through 2006 irrigation 
seasons). This small number of vectors illustrates that the Bayesian learning procedure 
embodied in the MVRVM is capable of producing very sparse models.  
The predicted outputs of the MVRVM for the testing phase (2007 irrigation 
season) are shown as the solid lines in Figure 4.3. The model explains well the observed 
streamflows and water loss/gain (dots). The performance accuracy is reduced for the 
cumulative water loss/gain over two days (Figure 4.3d).  This accuracy reduction is found 
in most time series models, where the farther we predict into the future, the less accurate 
the prediction becomes. Figure 4.3 also shows the 0.90 confidence interval (shaded 
region) associated with the predictive variance of the MVRVM in Equation (8).  
The observed (dots) and predicted (solid lines) outputs of the ANN for the testing 
phase (2007 irrigation season) are shown Figure 4.4. The models explain well the 
observed streamflows and water loss/gain (dots). As with the MVRVM model, the 
performance accuracy is reduced for the cumulative water loss/gain over two days 
(Figure 4.4d). 
Table 4.1 shows some statistics that measure MVRVM and ANN performance. 
Again, we can see good performance of both models in the testing phase. The 
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performance accuracy is reduced for the cumulative water loss/gain over two days.  It is 
important to mention that the selected model for the MVRVM needed two days as input 
data, and the selected model for the ANN needed four days as input data. We can see that 
the performance results for MRVM and ANN are fairly similar. 
Figures 4.5 and 4.6 show the bootstrap histograms for the RMSE test based on 
1,000 bootstrap training data sets of the MVRVM and ANN models. The width of the 
bootstrapping confidence intervals provides information on the uncertainty in the model 
parameters. A narrow confidence interval implies low variability of the statistics with 
respect to possible future changes in the input data, which indicates that the model 
parameter set is robust [Khalil et al., 2005c]. The bootstrap histograms of the MVRVM 
model (Figure 4.5) show very narrow confidence bounds in comparison to the histograms 
of the ANN model (Figure 4.6). Therefore, the MVRVM allows more robust 
performance. 
Fig 4.7 shows a narrow confidence interval on the bootstrap histogram of the 
number of RVs used in the MVRVM model. The low variability of the number of RVs 
indicates that the model structure is stable and robust with respect to future changes in the 
nature of the input data. 
4.4 Summary and Conclusions 
This paper presents a first attempt to use a machine learning model to develop 
daily multiple predictions of two non-linear hydrological processes: streamflow and 
water loss/gain in a river reach. These processes have high variability in space and time 
due to variability in climatic inputs and heterogeneities in catchments and landscape 
properties A physical model may require detailed input information that maybe too costly 
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or impractical to obtain for real-time applications. That is why we propose the application 
of the MVRVM, which is a Bayesian machine learning regression tool extension of the 
RVM algorithm to produce multivariate probabilistic outputs (with predictive confidence 
intervals) when given a set of multivariate inputs. These inputs are commonly available 
past data (releases from upstream reservoir, streamflow, river outflows and air 
temperature) and the outputs are streamflow one and two days into the future, and net 
cumulative water loss/gain in a river reach over the same two-day period. The model is 
illustrated by application to a river system located at the Lower Sevier River near Delta, 
Utah. The results show that the model learns the patterns between outputs and inputs for 
the training phase and makes accurately predictions for the testing phase. 
The MVRVM model has the property of sparse formulation. The parsimonious 
structure of this empirical model is sufficient to explain the data and to avoid data over-
fitting. Therefore, we can see an important advantage of the Bayesian learning procedure, 
which is the capability of the MVRVM to produce very sparse models. Besides this 
sparse formulation, an important advantage of utilizing MVRVM is its generalization 
capabilities to predict future system states. The dynamics of streamflow and water 
loss/gain processes could become difficult to predict since they are nonlinear and mostly 
show high variability in space and time. The model presented here ensures good 
generalization providing robustness with respect to new input data. 
The performance results are fairly similar for the MVRVM and ANN models. 
However, the bootstrap histograms of the MVRVM model show narrow confidence 
bounds in comparison to the histograms of the ANN model. Therefore, the MVRVM is 
more robust. 
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In summary, the results presented in this paper have demonstrated the successful 
performance and robustness of MVRVM in predicting the non-linear behavior of 
hydrological processes in a river system requiring fewer inputs than physical models. 
Simultaneous multiple-time-ahead streamflow and water loss/gain predictions from a 
river system have potential value to assist the reservoir operator in efficiently selecting 
the real-time operation and management decisions for river systems. 
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Table 4.1.  Model performance using different statistics  
Streamflow  Loss/gain  
Model Statistics 
SFd SFd+1 LGd LGd2 
E 0.99 0.97 0.69 0.55 
MVRVM RMSE, cfs 23.83 37.43 47.62 97.82 
  Predictive error, cfs 22.07 40.53 45.45 90.86 
E 0.99 0.97 0.69 0.58 
ANN RMSE, cfs 24.61 39.45 47.79 94.46 
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Figure 4.1.   Sensor station locations at the study river reach at Lower Sevier River Basin, 
Utah 
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Figure 4.2.   (a) Daily streamflow on the Sevier River near Lynndyl, (b) Daily water 
balance in the study river reach 
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Figure 4.3.   Observations versus predictions of the MVRVM with 0.90 confidence 
intervals (shaded region) for the testing phase (2007 irrigation season): (a) Prediction of 
streamflow one day ahead, (b) Prediction of streamflow two days ahead, (c) Prediction of 
net cumulative loss/gain water over one day, (d) Prediction of net cumulative loss/gain 
water over two days 
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Figure 4.4.  Observations versus predictions of the ANN for the testing phase (2007 
irrigation season): (a) Prediction of streamflow one day ahead, (b) Prediction of 
streamflow two days ahead, (c) Prediction of net cumulative loss/gain water over one 
day, (d) Prediction of net cumulative loss/gain water over two days 
 101 
 
Figure 4.5.   Bootstrap histograms of the MVRVM model for the RMSE test. Streamflow 
predictions: (a) 1-day ahead, (b) 2-days ahead; net cumulative water loss/gain 
predictions: (c) over one day, (d) over two days 
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Figure 4.6.   Bootstrap histograms of the ANN model for the RMSE test. Streamflow 
predictions: (a) 1-day ahead, (b) 2-days ahead; net cumulative water loss/gain 
predictions: (c) over one day, (d) over two days 
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4.7.   Bootstrap histogram of the MVRVM model for the number of RVs 
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CHAPTER 5 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
5.1 Summary and Conclusions 
Application of new multivariate regression techniques for forecasting multiple 
future system states in a complex regulated river basin system is addressed in this thesis. 
The focus is to develop a practical, sparse, and robust forecasting model based on 
machine learning (ML) in order to provide valuable, real-time information to the 
operators of a complex river basin system in the form of multiple probabilistic 
predictions (with confidence intervals) of the future states of the water resources system 
without the application of traditional physically based models. 
The Multivariate Relevance Vector Machine (MVRVM) (Thayananthan et al. 
2008) model is utilized in this thesis. This dissertation proves that this model, via its 
Bayesian formulation, can accurately forecast multivariate outputs in a highly complex 
system (i.e. regulated river basin system). Using this Bayesian approach, a predictive 
confidence interval is obtained from the model that captures the uncertainty of both the 
model and the data. The resulting model is parsimonious and robust. The MVRVM 
models were applied to the multiple reservoir, canal, and river system located in the 
Lower Sevier River Basin in Utah. 
Chapter 2 presents a MVRVM model that simultaneously forecasts water releases 
one and two days ahead from two reservoirs (Sevier Bridge reservoir and the DMAD 
reservoir), where the model inputs are available past daily data collected by sensors on 
the reservoirs, canals, diversions, weather stations, and the river.  
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In Chapter 3, two MVRVM models are applied to develop multiple-time-ahead 
predictions of required hourly (one, twelve and twenty-four hours ahead) and daily (one 
and two days ahead) diversions for three irrigation canals (Central Utah Canal, Vincent 
Canal and Leamington Canal). The inputs for the hourly model are the past hourly 
observations of water diversions for the three canals.  Inputs for the daily model are the 
past daily observations of water diversions for three canals and climatic data.  
Chapter 4 presents a MVRVM model that simultaneously predicts the non-linear 
behavior of hydrological processes in a river system, streamflow one and two days into 
the future, and net cumulative water loss/gain in a river reach over the same two-day 
period. Water loss/gain process involves return flows, transmission losses, tributary 
contributions, stream channel characteristics, and other hydrologic factors that are not 
taken into account in the analysis. Instead, we used a simple water balance from available 
measured data on the river to estimate the water loss or gain and developed a ML model 
to learn and mimic the underlying physics by simple examination of inputs and outputs. 
Inputs to the model are available past data describing releases from the upstream 
reservoir, streamflow, river outflows, and air temperature. The study river reach is 
regulated by releases from Sevier Bridge Reservoir to fulfill downstream irrigation canal 
orders (Central Utah Canal, Vincent Canal and Leamington Canal) and to provide water 
to the DMAD Reservoir. The reservoir operator can take into account these real-time 
predictions and decide how to manage releases from the upper reservoir into the lower 
one.  
The hypothesis addressing accuracy and sparse formulation of the MVRVM 
models can be confirmed by the test results summarized in Table 1. In this table, we can 
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see the overall average coefficient of efficiency (Eav) of all the multiple output variables 
for each model. These efficiencies show that the models perform remarkably well with an 
Eav ranging from 0.76 to 0.89. 
Table 5.1 Overall performance of the MVRVM models 
  Overall efficiency for testing Number of RVs 
Multivariate output variables (coefficient of efficiency)  
(% of training data 
set) 
Multi-day-ahead of multiple reservoir releases 0.89 3.1% 
Multi-day-ahead of multiple canal diversions 0.76 2.2% 
Multi-hourly-ahead of multiple canal diversions 0.86 0.9% 
Multi-day-ahead streamflow and water loss/gain  0.80 2.4% 
 
Table 5.1 also shows the percentage of relevance vectors (RVs) that where used to 
build each model from the training data set. This percentage of relevant observations 
ranges from 0.9% to 3.1%. This means that the model ignores a high percentage of 
observations to avoid over-fitting. This low percentage illustrates that the Bayesian 
learning procedure embodied in the MVRVM is capable of producing very sparse 
models. Therefore, we can see an important advantage of using MVRVM models which 
are capable of reducing model complexity to avoid over-fitting. 
The state of a regulated river basin system involves both the physical 
characteristics of the system and the influence of human behavior in its management. 
Such systems are characterized by hydrologic processes that are intrinsically nonlinear 
and nonstationary. In ML modeling, we are training a model to find its parameters and 
learn the underlying nonlinear functions of dynamic systems based on measured data 
(which are not free of noise or measurement uncertainty). Moreover, ML theory faces 
two issues: robust performance with new data and low complexity in model formulation 
(Mjolsness and DeCoste, 2001).Therefore, this dissertation seeks models that have low 
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complexity in the explanation of complex real-world water systems (i.e. regulated river 
basin systems) while maintaining good accuracy and robustness characteristics with 
respect to future changes in the nature of the input data. Accuracy and low model 
complexity of the MVRVM model was demonstrated above. Bootstrap analyses 
(described in Chapter 2, 3 and 4) was used to explore the hypothesis that Bayesian 
learning machines have the ability to guaranty a robust model. Narrow confidence 
bounds in the bootstrap histograms imply low variability of the statistics (used to test the 
model) with changes in the nature of the input data, which indicates that the model 
parameter set is robust. The bootstrap histograms of the MVRVM models presented in 
Chapters 2, 3 and 4 show narrow confidence bounds for the root mean square error for 
the testing phase, which indicate that the MRVM is robust. Also, these bootstrap 
histograms are much narrower compared to the histograms of artificial neural networks, 
which are traditional and widely used approaches to machine learning. Therefore, 
MVRVM models allow more robust performance than ANN models.  
This research contributes to the introduction of a sparse Bayesian regression 
machine that learns the dynamic behavior of regulated river basin system, produces 
multiple forecasting outputs, and accounts for uncertainties. The versatility of this model 
is illustrated by its application on a variety of subsystems which are part of a regulated 
river basin system: multiple reservoirs (Chapter 2), multiple canals (Chapter 3); and 
streamflow and water loss/gain in a river reach (Chapter 4).  
A potential contribution of this dissertation is to apply a data driven model that is 
based on machine learning as a practical and effective way of analyzing the vast amount 
of data already recorded in a real automation/internet system (i.e. Sevier River Basin in 
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Utah), an therefore to exploit the investment that is being made in data acquisition and 
computerization. 
In summary, this dissertation demonstrated the successful robust performance of 
the MVRVM modeling approach when applied to real-time forecasting of multi-
reservoir, multi-canal, and river system operation. The results of this research can have 
significant potential value in real-time river basin management, allowing operators to 
more intensively manage the available water resources and make better-informed and 
timely decisions. 
5.2 Recommendations and Future Work 
Real-time applications of data driven models that are based on machine learning 
obviously depend on the accuracy and reliability of sensor data. Inevitable failures on the 
sensor reading can be related either to a sensor failure or a system failure. Therefore, 
future research should be directed toward addressing sensor data validation and sensor 
failure detection for complex river basin systems. 
The relevance vectors (RVs) are the summary of the most essential observations 
of the training data set to build the MVRVM. Future research will be performed by 
analyzing with more details the statistical and physical meaning of RVs with respect to 
the training time series data set. For example, this analysis can also be related to whether 
we would recommend reducing the number of historical data observations for retraining 
the model with new data in the future. 
Application of a hybrid model (e.g. Bayesian approach embedded in ANN model) 
is being applying in water resources modeling with promising preliminary results. This 
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hybrid model is being tested and compared to the MVRVM model in terms of accuracy, 
complexity and robustness. 
Future works will be carried out to apply machine learning approaches for 
optimizing the performance of a physically based model that is currently used on river 
basin systems.  
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Appendix A. Kernel Functions 
A.1 Gaussian Kernel: 
 
 
K(x,x(n)) = exp(-r-2||x- x(n)||2) 
 
 
A.2 Laplace Kernel: 
 
K(x,x(n)) = exp(-(r-2||x- x(n)||2))1/2 
 
 
A.3 Cauchy Kernel: 
 
K(x,x(n)) = 1/ (1+ r-2||x- x(n)||2) 
 
 
A.4 Cubic Kernel: 
 
K(x,x(n)) = (r-2||x- x(n)||2)3/2 
 
 
where r > 0 , is the kernel width parameter, which is a smoothing parameter to define a 
basis function to capture patterns in the data. This parameter cannot be estimated with the 
Bayesian approach. For this research, a sensitivity analysis is performed to estimate the 
kernel width that gives accurate test results. 
.
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Appendix B. Statistics for judging model performance 
B.1 Nash coefficient of efficiency (E): 
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B.2 Root mean square error (RMSE): 
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 where t is the observed output; t* is the predicted output ; tav is the observed average 
output and N is the number of observations. 
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Appendix C. Training phase plots of reservoir release predictions 
The appendix C to Chapter 2 gives the training phase plots of release predictions 
for Sevier Bridge reservoir one day ahead (Fig. C.1), and DMAD reservoir one and two 
days ahead (Fig. C.2 and Fig. C.3, respectively). 
 
Fig. C.1 Plot of observed versus predicted releases of Sevier Bridge reservoir two days 
ahead, and RVs of the MVRVM. Training phase (2001(a) – 2006(f) irrigation seasons) 
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Fig. C.2 Plot of observed versus predicted releases of DMAD reservoir one day ahead, 
and RVs of the MVRVM. Training phase (2001(a) – 2006(f) irrigation seasons) 
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Fig. C.3 Plot of observed versus predicted releases of DMAD reservoir two days ahead, 
and RVs of the MVRVM. Training phase (2001(a) – 2006(f) irrigation seasons) 
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