Metamodel-based design is a well-established method for providing fast and accurate approximations of expensive computer models to enable faster optimization and rapid design space exploration. Traditionally, a metamodel is developed by fitting a surface to a set of training points that are generated with an expensive computer model or simulation. A requirement of this process is that the function being approximated is continuous. However, many engineering problems have variables that are discrete and a function response that is discontinuous in nature. In this paper, a classifier-guided sampling method is presented that can be used for optimization and design space exploration of expensive computer models that have discrete variables and discontinuous responses. The method is tested on a set of example problems. Results show that the method significantly improves the rate of convergence towards known global optima, on average, when compared to random search.
INTRODUCTION
Metamodels, also known as surrogate models, can be used in place of computationally expensive simulation models to increase computational efficiency in support of engineering design optimization [1] and multidisciplinary design optimization [2] . Metamodels are developed by fitting a surface to a set of training points that are generated from an expensive base model. Once built, the metamodel is used in place of the base model to predict model responses quickly and repeatedly.
The best metamodeling method for a particular application depends on the needs of the project and the nature of the base model that is to be approximated. No single metamodeling method has emerged as universally dominant. Rather, individual techniques have strengths and weaknesses. Numerous studies have been published that compare the relative performance of metamodeling techniques, such as [3] [4] [5] [6] [7] [8] [9] . Methods that are most frequently studied for design purposes are polynomial regression, support vector regression (SVR) [10] , kriging [11] , multivariate adaptive regression splines (MARS) [12] , NURBs-based metamodels [13] , and radial basis functions (RBF).
The basic underlying assumption that must be made when using a traditional metamodel is that the underlying function to be approximated is smooth and continuous [14] . However, there are many types of problems in which variables are discrete or the response is discontinuous. Engineering design optimization problems can be categorized into different problem types depending on the nature of the design variables and the objective function. Variables can be continuous or discrete, and their admissible values can be fully independent or dependent on the values of other variables. Objective functions may be discontinuous and non-differentiable or continuously differentiable.
Using these criteria, Huang and Arora [15] identify five types of discrete variable optimization problems. In the least severe problem type, variables are restricted to discrete values but the objective function is continuous and differentiable. For example, the bending stress in a rectangular beam is a continuous function of the cross sectional dimensions, but the designer may be forced to choose from a finite set of commercially available sizes. In more severe discrete variable problem types, the variables are categorical and can only take discrete values because the objective function is otherwise undefined. This situation arises when the variables are categorical such as material type or cross section style (I-beam, C-channel, angle, etc.).
Metamodels can be used to solve design problems with continuous or discrete variables, as long as the assumption of objective function continuity holds true. However, computationally expensive engineering design problems that feature discrete variables and discontinuous responses are common, and a traditional metamodel cannot be used as a global approximation of total system behavior in such cases. For example, in marine engineering, ship hull designs can take many shapes and may or may not have additional features such as a front bulb, stabilizers, or bilge keels. In many cases, computational fluid dynamics (CFD) models are used as tools to analyze performance characteristics of candidate designs such as ship speed, stability, and hydrodynamic drag. In structural optimization, member shapes, materials, and arrangements are all described by discrete variables, and performance criteria such as stress or stiffness are evaluated using computationally expensive finite element models.
Few methods have been developed for metamodel based design with discrete variables and discontinuous objective functions. One approach, presented by Meckesheimer et al. [16] , is a metamodeling approach for approximating problems with continuous variables and a response that has combined discontinuous/continuous behavior. A single metamodel cannot be used to provide a global approximation of this type of function because training points that lie in different regions of continuity cannot be accurately interpolated as if they were part of a smooth function. To address this shortcoming, the authors suggest a method that uses multiple metamodels to approximate the function, with each continuous region approximated with a separate metamodel. A state selecting "logic function" is used to determined which metamodel to use based on the value of the input variable. This method is effective on problems in which there are multiple regions of continuous responses, separated by discontinuities.
An approach to solving computationally expensive, discrete variable optimization problems is the discrete-variable mode pursuing sampling (D-MPS) method [17] . The D-MPS method reduces expensive base function evaluations by using a metamodel to guide the search process towards regions of the design space where good solutions are believed to exist. The method is performed in three main steps. First, a large set of candidate solutions is generated by uniformly sampling the design space. From that set, a smaller set is selected for expensive base function evaluations. A linear spline metamodel is constructed using these points and their corresponding outputs from the expensive base model. Next, all of the candidate solutions are evaluated using the current metamodel approximation to generate a set of so-called "cheap points". In the last step, the cheap metamodel evaluations are ordered based on their fitness as estimated by the metamodel. The points are then normalized, thus creating an analogous probability density. A cumulative distribution function (CDF) is generated from this probability density. A set of random numbers, generated on the interval [0, 1], is used to select points from the CDF using inverse transform sampling. Given the shape of the CDF, better solutions have a higher likelihood of being sampled. This process is repeated until a predetermined termination criterion is met. This approach ensures that points that are predicted by the metamodel to result in good objective function values are more likely to be sampled for subsequent expensive base model evaluation, thus reducing the total computational expense of the search process. The authors [17] use the D-MPS method to find high quality solutions to three discrete variable test problems with a modest number of function evaluations. Because the method relies on a continuous linear spline metamodel to provide a global approximation of objective function, the D-MPS method is best suited for problems with continuous underlying behavior with variables that are restricted to discrete values.
In this paper, a classifier-guided sampling (CGS) method for solving design optimization problems with discrete variables and fully discontinuous objective functions is presented. The CGS method is specifically designed to solve problems in which the response cannot be divided into continuous sub-regions and cannot be interpolated to estimate performance between training points. The CGS method uses a Bayesian Network classifier in place of a metamodel to approximate total system behavior. A classifier is similar to a metamodel in that it is used to predict future instances based on a set of known observations or training points. However, a classifier assigns an unevaluated test point to a categorical class label rather than attempting to predict resulting response in continuous space. The CGS method exploits this property of classifiers by using it to guide a sampling process towards combinations of continuous and/or discrete design variable values with a high probability of yielding preferred performance. In the next section, Bayesian network classifiers are discussed. In Section 3, the details of the CGS method are outlined. Section 4 presents a set of test problems to which the CGS method is applied. In Section 5, the results of these tests are presented with a discussion. The conclusions of this research are presented in Section 6.
BAYESIAN NETWORK CLASSIFIERS
In machine learning, a classifier is used to assign categorical class labels to test points that have known feature attributes but unknown class labels [18] . The classifier is trained using a set of feature vector / class label pairs that are generally obtained experimentally. There are numerous methods available for classification, including decision trees [19] , learned rules [20] , neural networks [21] , Bayesian network classifiers [22] , and support vector machines [23] . In this section, we present the details of a classifier that uses Bayesian networks (BN) [24] to create probability distributions that can be used for classification. Bayesian network classifiers are selected for use in the CGS method because they are a probabilistic method that provides the user with a probability for each class, in addition to a simple class label as an output. This property is critical to the sampling step of the CGS method that is explained thoroughly in Section 3.
Using probability distributions for classification has a theoretical foundation in Bayesian decision theory [25] . . If we can express the class conditional probability of a design instance given a category, P(x|c k ), then Bayes formula can be used to find the posterior probability of the class c k given design parameters x, P(c k |x), according to:
Design x is classified as a member of the class c k that has the highest P(c k |x) when compared to all other P(c|x). There are two key parameters of the classifier: the prior probability, P(c k ), and the class conditional probability, P(x|c k ).
In general, the user may define the prior probabilities of each class however they see fit. For example, if there is no reason to believe that one class is more probable than any other, each P(c k ) can be set equal for all k. In this research, the prior probabilities, P(c k ), are estimated using the frequency of occurrence of each class in the training set according to
where N is the total number of training points, and N k is the total number of training points for class k. For the task of estimating the class conditional probability, P(x|c), we next describe Bayesian Networks.
Bayesian networks (BN) encode a factored joint probability distribution as a directed acyclic graph (DAG) where the edges from the parent nodes to a child node mean that the child node's probability is conditionally independent of its non-descendants, given its parent nodes [24] . In other words, setting the values of a node's parents makes that node dependent only upon its descendent nodes, i.e. the nodes that are reachable following any chain of arcs from that node.
Two extreme cases of network connectivity represent very well studied classifiers: the fully independent Bayesian network, also known as "Naïve Bayes" (NB), and the fully dependent case. Figure 1 depicts the graphical representation of the fully dependent BN classifier where the dependency on class is represented by the root C node of the graph.
Figure 1: Fully dependent BN classifier
In the case of the fully connected BN classifier, the class conditional probability is given by
A drawback of the fully dependent case is that estimation of the class conditional probabilities is not practical in high dimensional space when a limited number of training points is available. The problem is greatly simplified by assuming the design variables are independent given the class, resulting in the Naïve Bayes classifier, as shown in Figure 2 .
Figure 2: Naïve Bayes classifier
By assuming independence among all design variables, the class conditional probability is given by
Although the assumption of independence is often incorrect, the NB classifier frequently performs well in practice because its classification decision may be correct even if its class conditional probability estimates are inaccurate [26] . Furthermore, Zhang [27] showed that NB is optimal even when dependencies exist if those dependencies cancel each other out. For the reasons described above, along with the need to estimate class conditional probabilities with relatively few training points, the NB classifier is used for the tests performed in this research. Because this research specifically deals with discrete variable problems, multinomial distributions are used to estimate the values of each P(x i |c k ). A multinomial distribution is a frequency-based distribution in which there are D distributions for each class, where D is the number of design variables. Each multinomial distribution is essentially a normalized histogram in which there is a bin for each discrete value that each variable is permitted to take. For example, consider a set of 100 training points with the two classes 'true' and 'false'. Say x 1 can assume integer values between 1 to 5. If there are 50 training points that are labeled as class 'true', and for ten of those x 1 = 1, P(x 1 |true) will be equal to (10/50) or 0.2.
THE CLASSIFIER-GUIDED SAMPLING METHOD
The classifier guided sampling (CGS) method uses a classifier in place of a metamodel to provide predictions of total design space performance based on a set of training points from the expensive base model. A classifier differs from a metamodel in that it cannot give quantitative predictions on a continuous scale. A classifier can, however, provide a qualitative estimate of an objective function value by pairing each candidate
solution with a categorical class label. A classifier is used in the CGS method to asses a large set of candidate solutions quickly without requiring an expensive simulation for each point. The classifier outputs are used to guide the sampling process towards optimal or near optimal solutions. This method is especially useful for cases in which the concept of distance between points is irrelevant or undefined. The CGS method (Figure 3 ) begins by executing expensive simulations for a set of randomly generated training points. The outputs of the expensive base simulation are assigned qualitative class labels (e.g. 'low' / 'high' quality) based on their objective function values. This task is achieved by defining a class threshold, T C , which serves as a decision boundary for assigning class labels to training points based on their objective function values. If the design goal is to maximize an objective function and a training point has an objective function value higher than T C , it is given a class label of 'high' quality. A training point is given a class label of 'low' quality if it is less than T C . The rule is reversed for minimization problems in which case a training point is given a class label of 'high' if it is less than T C .
Figure 3: Classifier-guided sampling method
The class threshold, T C , can remain fixed throughout the solution process, but performance is improved by allowing it to change as the classifier learns more about the performance space. In this study, T C is allowed to change to help the classifier better differentiate between 'high' and 'low' quality solutions. When candidate points are evaluated by the classifier, no points are classified as 'high' if there are no points in the training set with this class label. Therefore, T C is initially set so that 5% of the training points are assigned a class label of 'high' to give the classifier a feel for what higher quality solutions look like. As more training points become available from expensive function evaluations and the current best known solution improves, the threshold is made more stringent to reduce the number of candidate points that are assigned a class label of 'high'. Conversely, if zero or very few candidate points are classified as 'high' at an intermediate iteration, T C is made less stringent to allow more points to be allocated to the 'high' class. This strategy of changing T C is intended to avoid fixation on suboptimal solutions or local minima. The effect is similar to that of an annealing or cooling schedule in simulated annealing algorithms.
The classifier is subsequently trained using training point pairs that include both the training point design variable values and the corresponding class labels. After training, the classifier is used to predict the classes of all candidate solutions. For each unexplored point in the set of candidate solutions, the classifier returns the class label as an output. These so-called 'cheap points' provide categorical predictions of the quality of all candidate solutions that have not been evaluated with the expensive simulation.
Once the set of cheap points is generated using the classifier, their class labels and posterior probabilities, P(c k |x), are used to determine which unexplored points are to be sampled for the next batch of expensive simulations. In general, priority should be given to the points that are classified as 'high'. However, it is also important, especially early in the solution process, to sample points throughout the entire design space to improve classifier accuracy. The classifier is trained with a relatively low number of points, and it may not predict high quality solutions reliably without more knowledge of the design space. Therefore, three types of points are designated for sampling to achieve the necessary balance between depth and breadth of the search: high-certainty high points, high-certainty low points, and uncertain points. The high-certainty points are those which the posterior probabilities are greater than 0.6 for that particular class. For example, a point for which P(c high |x) = 0.75 and P(c low |x) = 0.25 is considered a high-certainty high point. Likewise, a point with P(c high |x) = 0.10 and P(c low |x) = 0.90 is considered a high-certainty low point. However, a point for which P(c high |x) = 0.55 and P(c low |x) = 0.45 would be considered an uncertain point. Uncertain points can be from either class, as long as the maximum P(c k |x) of both classes is less than or equal to 0.6.
These three types of points are strategically sampled to infuse both depth and breadth into the sampling step of the CGS method. Let N be the number of points to be sampled during each iteration. In this study, 10% of N is composed of high-certainty high points in the first iteration, and this percentage is increased linearly to 90% with subsequent iterations, as shown in Figure 4 . The remaining percentage of N points are selected to meet the criteria for uncertain points. If several iterations occur with no improvement to the current best known solution, the percentage of N that is composed of highcertainty high points is adjusted to 50% and continues to increase linearly to 90% with each subsequent iteration.
Figure 4: Sampling strategy
Once the expensive simulations are performed, termination criteria are evaluated. Some options for termination criteria include upper limits on the number of expensive simulation evaluations or algorithm iterations, or achievement of a desired objective function value. In this study, upper limits on the number of expensive simulation evaluations are used as termination criteria. This process repeats until the termination criteria are met, at which point the best known solution is provided as the output.
TEST PROBLEMS
Three optimization problems are solved using the CGS method. The first two problems, a knapsack problem and a traveling salesman problem, are common combinatorial optimization problems. The third problem, the welded beam design problem, is a mechanical engineering design problem. These problems were selected to provide a broad range of problem types to test the classifier-guided sampling method.
20-Item Knapsack Problem
The objective of the knapsack problem is to select items from a set of available items that will maximize the combined value, V, of all selected items without exceeding a total weight limit, W. In the knapsack problem used in this study, there are 20 different items, and there is only one of each type of item available for selection. Denoting a vector of binary variables x = (x 1 , x 2 ,…,x 20 ) to represent the selection of items, the problem is formulated as follows:
where v i and w i are the value and weight of item i, respectively. W is chosen to be 50% of the total weight of all available items. The weights and values of the 20 available items are given in Table A .1 in Appendix A.
11-city Traveling Salesperson Problem
The traveling salesperson problem (TSP) is a frequently studied combinatorial optimization problem. Given a set of cities and their Cartesian coordinates, the objective is to find the shortest possible tour that visits each city exactly once and returns to the city of origin. If there are n cities to visit, there are n! possible solutions to this problem. The problem size is reduced to (n-1)!/2 by specifying a city of origin at which the tour will always begin and end and by assuming symmetry, i.e. the distance between any two cities is the same regardless of direction traveled. A tour is represented by a vector of integer variables x = (x 1 , x 2 ,…,x 10 ) where x is an integer from one to ten and each integer value can appear only once in each solution. By specifying the variables in this way, the objective function can be formulated as:
where d is the Euclidean distance between cities x i and x i+1 and d o is the distance from the city of origin to the first or last city in the tour. The Cartesian coordinates of the origin and the 10 tour cities are given in Table A .2 in Appendix A.
Welded Beam Design
The welded beam design problem, adapted from [28] and [29] , is an engineering optimization problem that combines categorical and quantitative discrete variables. A rectangular bar is welded at one end and serves as a cantilever beam to carry a point load at the opposite end. The objective is to select the weld type, material, and geometric parameters that minimize the cost of fabrication. The two weld types and geometric parameters are shown in Figure 5 . There are a total six variables that compose a solution to this problem. The weld configuration is binary and describes whether two (x 1 = 0) or four (x 1 = 1) of the contact edges between the beam and base are to be welded. The weld and beam material is represented by one of four integers: x 2 = 1 (steel), x 2 = 2 (cast iron), x 2 = 3 (brass), and x 2 = 4 (aluminum). The geometric parameters are the thickness of the weld (x 3 = h), the width of the beam (x 4 = t), the thickness of the beam (x 5 = b), and the length of the welded portion of the beam (x 6 = l). The variables that describe the geometric parameters are restricted to a finite set of discrete values (Table 1) . 
CGS Sampling Strategy
High-Certainty High Points Uncertain Points If the six design variables described above are represented by the vector x = (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ), the objective function and constraints are given by
where c 1 and c 2 are material costs and g 1 , g 2 , g 3 , and g 4 are constraints on the bending stress (x), buckling load P c (x), beam deflection (x), and weld shear stress (x), respectively.
The force of the load F is 6,000 lb., the extended length L of the beam is 14 in., and the maximum allowable deflection  max is 0.25in. The material costs, properties and constraint equations are provided in Appendix A.
RESULTS

Test Methodology
In this section, the CGS method and a random search process are applied to the three test problems from Section 4. Performance is evaluated by recording the current best solution vs. the number of objective function evaluations. This process is repeated 50 times for each method on all test problems, and the mean performance metric is calculated versus the number of function evaluations. Each new trial of random search begins with the set of all possible solutions. Samples are randomly pulled from the exhaustive solution space without being replaced to avoid repeat evaluations of identical solutions.
For benchmarking purposes, the global optima for each test problem are provided in Table 2 . The 20-item knapsack problem has two optima with identical objective function values, while the TSP and welded beam problem have single global optima. 
Results
For the 20-item knapsack problem, 500 random samples are used in the initial training set. Infeasible solutions are assigned to the 'low' class regardless of objective function value. The upper limit on the number of samples to be selected for evaluation at each iteration is 500.
For the TSP, 500 random samples are used in the initial training set. The upper limit on the number of samples to be selected for evaluation at each iteration is 500.
The welded beam problem has fewer variables and significantly fewer potential solutions than the other two problems. Therefore, only 200 random samples are used in the initial training set, and the upper limit on the number of samples to be selected for evaluation at each iteration is 200. Infeasible solutions are categorized as 'low' regardless of objective function value.
For each of the 50 trials of each technique, the best known objective function value is tracked with each new objective function evaluation. These values are averaged across all 50 trials, resulting in the profiles that are plotted in Figures 6-8 . A discussion of the results is provided in the next section. 
Discussion
Results show that the CGS method significantly improves the rate of convergence towards the global optimum for all three test problems compared to random global search of the design space. Initially, CGS performs no better than random search. This behavior is expected because the first batch of points selected for function evaluation are selected randomly as the initial training set. Once the CGS becomes active after initial training, the average best known solution approaches the known optima rapidly compared to random search. This behavior can be seen on all three of the test problems. For the CGS method, the rate of improvement increases immediately after evaluating the training points (500 function evaluations for the knapsack and TSP, 200 function evaluations for the welded beam).
The CGS method was particularly effective at solving the 20-item knapsack problem despite the large number of variables ( Figure 6 ). This performance can be attributed to the fact that the variables in this problem have independent effects on the objective function. Referring to Table A.1 in Appendix A, it can be seen that items 6, 9, 10, 12, and 17 are all high "value" items. Setting the variables that correspond to these items equal to x i = 1 always has a strong, favorable effect on the objective function regardless of the values of the other variables. Therefore, the NB classifier is very well suited to predict solution quality for this problem because it assumes the variables are conditionally independent.
Although the CGS method improves the rate of convergence towards the global optimum for all three test problems, it does not converge to the global optimum, on average, when applied to the traveling salesperson problem (Figure 7) . In most test runs, the CGS method converged very quickly on this problem, but in one test run, it converged to a suboptimal solution and could not identify a better solution in fewer than 10,000 function evaluations. This result is directly related to the strong assumption of independence built into the Naïve Bayes classifier. For instance, in one case the CGS method converged to the solution x = [ 3 1 8 7 9 5 10 6 2 4]. This solution is very similar to the global optimum in which cities 2 and 4 are the first two cities visited instead of the last two. The Naïve Bayes classifier is unable to recognize patterns of numbers like a more sophisticated Bayesian network classifier. When a multinomial distribution is used to estimate the class conditional probabilities, the NB classification is based primarily on the frequency that a particular variable takes on a certain discrete value. That is, the classifier may have seen a large number of good solutions with x 1 = 3, x 2 = 1, x 3 = 8, and x 4 = 7, and so on, and it therefore mistakenly classifies other solutions with these particular variable values as 'high'. However, it does not necessarily recognize solutions that contain the pattern [...3 1 8 7…] as being strong, and the true optimum is classified as 'low' in this case. Moving from the local minimum in this example to the optimal solution requires that all of the values of x change. Therefore, the NB classifier views the true optimum as a categorically different solution than the local minimum. Sampling points from the 'uncertain' category, as described in Section 3, was found to significantly improve classifier accuracy and reduce the likelihood of this situation occurring.
The CGS method also performed very well when solving the welded beam problem (Figure 8 ) despite the fact that the variables are not conditionally independent. The dependence of the variables in the welded beam problem is much weaker than it is in the TSP. First, the variables in the welded beam problem can change independently; changing the value of one variable in the welded beam problem does not require a change in the value of another variable as with the TSP. Second, even though the geometric parameters in this problem are not conditionally independent, their overall effect on the objective function is relatively monotonic: their values should be as small as possible without violating constraints. This fact holds true regardless of weld type and material choice. Lastly, steel is considerably cheaper than the other materials with the exception of cast iron. However, steel has significantly higher yield stress and modulus properties. Therefore, the classifier quickly learned that any feasible solution that uses steel requires much less material and has a much lower dollar cost than any solution that uses one of the other materials.
While the CGS method always improves the rate of convergence early in the solution process when compared to random search, its long term rate of convergence varies among the three example problems and is dependent on user-defined parameters. In particular, the percentage of points selected for expensive evaluation in a given iteration that are classified as 'high' with high probability (P(c k |x) greater than 0.6) starts at 10% and increases in increments of 20% in each subsequent iteration, up to a maximum of 90%. The remainder of the points are sampled from the 'uncertain' category, as discussed in Section 3. Referring to Figures 7 and 8 , this strategy appears to have been appropriate for the TSP and the welded beam problem. However, performance could have been improved for the knapsack problem ( Figure 6 ) with more aggressive parameter settings. For example, in Figure 6 for the knapsack problem, 500 points are evaluated in each global iteration of the CGS method. Points classified as 'high' are evaluated first, followed by points classified as 'uncertain.' Within each global iteration, the rate of convergence is much faster for the 'high' points than for the 'uncertain' points. As shown in Figure 6 , after the initial training points (1-500) are evaluated, the rate of convergence is very fast for the first 10% of the sample points evaluated in the first global iteration (evaluations 501-550, the 'high' points), but convergence is significantly slower for evaluations 551 -1000 (the 'uncertain' points). In the second global iteration, in which 30% of the points are classified as 'high' with high-certainty, convergence is very strong for the first 30% of the sample points (1001-1150), but convergence is completely flat for the remaining 350 sample points. This behavior suggests that the classifier is accurately predicting the points that result in high quality solutions, and the additional uncertain points that are sampled to improve accuracy are not necessary. In this case, the global optimum could have been pursued more aggressively for the knapsack problem by sampling a higher percentage of high-certainty high quality points earlier in the solution process.
For the simple test problems considered here, generating and evaluating a sizable set of training points was not a time consuming task. In practice, however, the number of training points is limited by computational expense. In these tests, training points were sampled randomly and no effort was made to develop a training set that provided the classifier with a variety of solution classes. In practice, every attempt should be made to provide the classifier with a training set that contains solutions from all qualitative classes. Even a very large training set will not result in a useful classifier if particular classes are absent from the set. Therefore, when generating the initial training set, practitioners should take advantage of any information or intuitions that are available about the problem to be solved.
CONCLUSIONS AND FUTURE WORK
In this paper, a classifier guided sampling (CGS) method is presented that is developed for the task of solving computationally expensive, discrete variable, discontinuous design problems. The CGS method uses a Bayesian network classifier to provide estimates of the quality of candidate solutions without requiring an expensive simulation for each test point. The classifier outputs are used to guide the search process towards solutions that have a high probability of being optimal or near optimal. The method is tested on a set of three discrete variable design problems. Results show that the CGS method significantly improves the rate of convergence towards known optima when compared to a purely random search.
Although the CGS method was effective for solving the test problems presented in this paper when compared to random search, the number of initial training points and the average number of function evaluations required to find the optimal solution are high. If hundreds of function evaluations are truly required for accurate classification and convergence toward a global optimum, then the method would be useful only for problems of moderate computational expense (i.e., with execution times on the order of minutes, rather than days). However, there are several ways in which performance could be improved in future applications. First, choosing an appropriate Bayesian network structure for the classifier is critical. In this paper, the fully independent, or Naïve Bayes, structure was used to keep the dimensionality of the class conditional probabilities low. Designer intuition and a careful understanding of the problem could be used to choose a more appropriate Bayesian network structure, thus improving the ability of the classifier to predict solution classes accurately. Second, the initial training set was chosen randomly in this study. In practical situations, previous design experience could be used to seed the initial training set with solutions that are known to result in favorable or unfavorable objective function values, thus giving the classifier an early indicator of the characteristics of high quality solutions. Lastly, the user defined parameters that control the balance between depth and breadth of search could be more carefully set so that optimal solutions are pursued more aggressively when the classifier is accurate enough to do so.
In this study, the classifier guided sampling method was compared to a random global search of the design space. However, it would be more interesting to see how it compares to existing optimization methods, such as simulated annealing or genetic algorithms, that are capable of solving discrete variable, discontinuous objective function problems. These comparisons are the next step in this research effort.
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APPENDIX A TEST PROBLEM PARAMETERS AND EQUATIONS
