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Abstract
This paper presents the recent developments in hierarchical genetic algorithms (HGAs) to speed up the
optimization of aerodynamic shapes. It 4rst introduces HGAs, a particular instance of parallel GAs based on the
notion of interconnected sub-populations evolving independently. Previous studies have shown the advantages
of introducing a multi-layered hierarchical topology in parallel GAs. Such a topology allows the use of multiple
models for optimization problems, and shows that it is possible to mix fast low-4delity models for exploration
and expensive high-4delity models for exploitation. Finally, a new class of multi-objective optimizers mixing
HGAs and Nash Game Theory is de4ned. These methods are tested for solving design optimization problems
in aerodynamics. A parallel version of this approach running a cluster of PCs demonstrate the convergence
speed up on an inverse nozzle problem and a high-lift problem for a multiple element airfoil.
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1. Introduction and motivation
As part of evolutionary computing, genetic algorithms (GAs) have now established themselves as a
powerful tool for design optimization in various 4elds [6,5]. However, they have been applied to aero-
dynamics only quite recently [9]. Some of the major advantages of GAs are their robustness and their
<exibility to handle multi-objective criteria problems. Realizing this we have been active in develop-
ing evolutionary design strategies for optimizing aerodynamic shapes in di@erent environments [8].
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Fig. 1. Schematic of hierarchical genetic algorithm.
However, one of the main drawbacks of GA is the fact that they can require a rather large number
of evaluations. The problem is particularly crucial in aerodynamics, since CFD codes are very time
consuming. For instance, codes that solve nonlinear Navier–Stokes equations take a considerable
time to perform a single simulation of the <ow past an airfoil. A typical optimization using GAs
may involve several hundreds or even a few thousand computations, thus limiting their application.
The main focus of our research has been to identify strategies to overcome this drawback. One such
strategy is hierarchical genetic algorithms (HGAs), who o@er the possibility of using alternatively
low-cost models for exploration and high-4delity (HF) models for re4nement.
The other focus of this article is the introduction of multiple-objective optimization via Nash
equilibrium and Game Theory. This technique is used not as a stand alone, but as a part of a larger
hierarchical structure.
Some results on case studies in CFD optimization are presented, namely an inverse transonic
nozzle problem and the maximization of the lift for multi-element airfoils for landing and take o@
conditions. These examples illustrate the potentiality and robustness of the various methodologies
we introduce.
2. Hierarchical genetic algorithms
HGAs are inspired from parallel genetic algorithms, which are in turn based on a network of
several GAs running in parallel [8,10]. Parallel GAs generally have small sub-populations and evolve
independently most of the time, except that they exchange solutions now and then—the migration
phase. Hierarchy is introduced via an architecture with a binary tree spanning three layers. The
advantage is that during the migration phase, the sub-populations do not swap their solutions more
or less at random with their neighbors. Instead, the solutions go up and down the layers and the
best ones keep going up till they are re4ned (see Fig. 1). The bottom layer carries out most of the
exploration, by ranging widely in the search space via a large mutation span. The intermediate layer
is a compromise between exploration and exploitation. The top layer takes small steps in mutation
and re4nes the solution.
Going a step further, we realized that the exploration layer does not need to use a very precise
model (hence time consuming), as the idea is only to get a good guess of the lay of the search
space. Accordingly, at the bottom layer we use a very approximate model for 4tness evaluation.
Then in the intermediate layer, a slightly better model is employed. As the role of the top layer is
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to re4ne the solution, we use the most accurate model. The following algorithm describes more in
details the workings of HGAs:
for all sub-populations {Initialization}
Randomly generate solutions
Layer 1 uses Model 1 to evaluate 4tness
Layer 2 uses Model 2 to evaluate 4tness
Layer 3 uses Model 3 to evaluate 4tness
end for
repeat
for i = 1 to Epoch do {Isolation phase}
for all sub-populations
Evolve 1 generation
end for
end for
Start migration {Migration phase}
Layer 1: gets best solutions from Layer 2
reevaluates them using Model 1.
Layer 2: gets random solutions from Layer 1
gets best solutions from Layer 3
reevaluates them using Model 2.
Layer 3: gets random solutions from Layer 2
reevaluates them using Model 3.
until Stopping criterion is met
For example, one could use panel methods, Euler equations and Navier–Stokes equations in the
bottom, intermediate and top layers, respectively. Alternately, one could have a coarse, a medium
and a 4ne mesh for each layer using the same model. Possibilities abound.
2.1. Test-case de9nition
In this section, we present results obtained on a test case consisting in the reconstruction of a
transonic nozzle with a shock at the downstream of the throat (Fig. 2). The target function is the
Mach number distribution along the length of the nozzle obtained by computing the <ow under
one-dimensional approximation using the equation
@W
@t
+
@F
@x
+ H = 0 (1)
with standard boundary conditions. The computations were performed with a code developed using
CUSP formulation [11]. An iterative technique is used to solve the equation.
2.2. HGAs with multiple grid sizes
The reconstruction problem was carried out for the following cases:
(a) Conventional GAs using a single population.
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Fig. 2. Converging–diverging nozzle.
Fig. 3. Target Mach for three di@erent grid sizes.
(b) HGAs with the same grid size for all the layers (HGAs, single model)
(c) HGAs with di@erent grid sizes in di@erent layers (HGAs, multiple models)
The runs are based on real coded GAs, and the shape of the nozzle is described by a BMezier
curve of order 5. Conventional GAs uses a population of size 20, whereas the HGA uses seven
sub-populations of size ten each, with a migration phase every 20 generations.
For cases (a) and (b), the computational grid has 100 points equally spaced along the nozzle. For
case (c), the grid has 25, 50 and 100 points in the bottom, intermediate and top layers, respectively.
Since the position of the shock in computations varied appreciably depending on the grid, each layer
had its own target Mach number distribution (Fig. 3).
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Fig. 4. Target and converged Mach distribution.
Table 1
Reconstruction using di@erent grids in layers
Model Number of evaluations CPU (s)
a. Single population 1080 6460
b. HGAs, single model 1485 5200
c. HGAs, multiple model 1128 1850
Fig. 4 shows the converged results obtained. The resulting shape of the nozzle coincides exactly
with that of the target. The CPU times required for the single and the multiple models are given in
Table 1.
It is clear that the time taken for reconstruction decreases appreciably for HGAs with a single
model. For HGAs with multiple model the decrease in time is very substantial, a factor of 2.8
compared to HGAs single model. It may be noted that the converged solution is identical to the
target Mach number distribution for the 4nest grid (100 points) in each of the three cases.
2.3. HGA with multiple solvers
This example introduces a further level of complexity by reconstructing the nozzle for a viscous
<ow. Each layer may have a di@erent <ow model—inviscid or viscous. Since the pressure distribution
can vary with the model, each layer has its own target Mach number distribution. The viscous solution
was obtained by modifying Eq. (1) to account for viscous e@ects.
Table 2 gives the CPU times required for this example.
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Table 2
Convergence times for viscous reconstruction
Single GAs with viscous model 6420 s
Viscous model in all three layers 2880 s
Inviscid in bottom and intermediate 1920 s
layers and viscous in top layer
While HGAs with a single model give a speed up of more than two compared to conventional
GAs, HGAs with multiple models give an additional increase in speed (30%) in the present example.
With mixed inviscid=viscous layers, all the exploration is done using inviscid layers. But when
the best solutions are sent to the top layer, a viscous model is used to reevaluate them. Hence, we
achieve the quality of a viscous modeling, but as a much lower cost. With this approach, we end
up converging towards a 4ne mesh grid with the viscous model in approximately the same time it
took for the inviscid only model.
At present tests are in progress with two-dimensional <ows past a bump and through a converging–
diverging nozzle.
3. Hierarchical Nash GAs for multi-objective optimization
3.1. Description of a Nash=GAs game
Due to the large dimension of global optimization problems and access to low-cost distributed
parallel environments—such as a cluster of PCs—it is quite natural to try replacing global optimiza-
tion by decentralized local sub-optimizations. One way to do that is to turn optimization problems
into Nash games, and use tools from Game Theory [13].
Nash equilibrium is the solution of a noncooperative strategy of multi-objective optimization 4rst
introduced by J.F. Nash in 1951 [7]. Since it originated in Game Theory, the notion of player is
often used in the sequel. For a multi-criteria optimization with N objectives, a Nash game consists
in having N players, each in charge of one objective and able to modify their sub-set of variables.
During the game, each player looks for the best strategy (i.e. the optimal values for the variables he
is in charge of) in his search space in order to improve his own criterion while the other criteria of
others players are 4xed. When no player can further improve his criterion, the system has reached
a state of equilibrium named Nash equilibrium.
GAs can be used to build the Nash equilibrium, thus making a Nash=GAs (N-GAs) approach able
to deal with multiple objective problems without having to compute directly the Nash equilibrium.
During a Nash game, each player uses GAs to improve his own criterion along generations con-
strained by the strategies of the other players. In applications, the design variables are geometrically
split between players who exchange their best strategies (best solutions) at each generation.
Fig. 5 explains more in detail the working of the N-GAs algorithm.
Let S=XY be the string representing the potential solution for a two objective optimization, where
X corresponds to the subset of variables optimized by Player 1 and Y to the subset of variables
optimized by Player 2. Player 1 optimizes X according to criterion f1 (with Y 4xed by Player 2)
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Fig. 5. Nash=GAs strategy.
and Player 2 optimizes Y according to criterion f2 (with X 4xed by Player 1). Each player has his
own GAs. The process is iterated until no player can further improve his criterion (see [14] for more
details). At this stage the system has reached the Nash equilibrium. One of the evident properties
of NGAs is their inherent parallel structure and symmetry during evolution.
3.2. Nash hierarchical GAs
In hierarchical algorithms, each model (sub-process) could have an algorithm with di@erent con-
trol parameters, such as population size, probability of crossover and mutation, etc. For the sake of
simplicity, we consider in the sequel a hierarchical structure with only two layers: a bottom layer
with a low-4delity (LF) model which corresponds to a cheap and approximate description of the
environment and a top layer with a high-4delity model (HF, which corresponds to a 4ne and expen-
sive description of the environment as Model 1 in Fig. 1) [1]. For LF, a relatively large population
is used for the sake of exploring the search space, but the population size of the HF layer is kept
small it is expensive in CPU time.
Then the next step is to mix this two-layered hierarchical structure to the strategy already outlined
to implement Nash gas strategies. Fig. 6 presents the way these approaches are linked.
The optimization begins with the LF model. At the end of a sub-optimization process, the LF
model sends his best individuals to the HF model (the number of individuals being denoted as
the migration size). These new individuals participate in a survival competition with those of the
HF model, and only the winners become members of the new population of HF. Then the new
sub-optimization process starts using the HF model. If the optimization converges with the HF
model of the top layer, this process corresponds to a single-direction evolution; otherwise, the HF
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Fig. 6. Nash hierarchical GA for two players.
model sends his best individuals to the bottom layer using the LF model the population of which in
turn restarts a new sub-optimization. The whole process is iteratively repeated until the HF top layer
converges. In this case, an evolution loop is simulated. Fig. 6 describes the two-layered optimization
process for a hierarchical NGAs with two players and a LF–HF model.
3.3. High lift multi-airfoil problems
Increased performance requirements for high-lift aircraft system and innovative evolutionary tools
have renewed recently a strong interest in the aerodynamic optimization of multi-element con4gu-
rations [15]. High-lift systems consist generally of leading and trailing edge devices (denoted slat
and <ap, respectively). Leading edge devices increase the maximum lift of an airfoil by delaying
its stall angle. Trailing edge devices produce also a lift increment. There is a commercial bene4t to
increase the maximum lift at prescribed landing and take o@ speeds since it increases the available
payload of the aircraft. Trailing edge devices are often designed to produce a lift increment while
maintaining a high L=D ratio during the take o@ of the aircraft.
The global lift coeOcient of such a system is the combination of the lift coeOcients of each
element, taking into account their interaction. The lift characteristics of the <ow around each element
strongly depend on their relative position. Thus, optimizing a con4guration with respect to the
4tness—or objective—lift function CL(X ), where X denotes the feasible design variables set can be
seen as a combinatorial problem. Furthermore, the variation of CL max can be strongly nonlinear, for
instance the separation point on pro4les can move rapidly from one position to another due to the
wake=boundary layer interaction. The 4tness function may therefore have several local optima and
classical deterministic optimization algorithms can be trapped locally and fail capturing the global
solution. This situation explains is the choice of GAs-based tool to solve this nonconvex optimization
problem.
3.4. The DAMIEN ?ow analysis solver
The real cost of an evolutionary optimizer for CFD problems depends on the number of 4tness
function evaluations using the <ow analysis solver, which is determined by the population size and
the number of generations.
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Fig. 7. Position de4nition and shape representation.
The DAMIEN <ow analysis solver considered in this section is an in-house two-dimensional
solver for multi-element airfoil systems developed by Dassault Aviation from existing theories in the
late 1970s. The code uses a panel method for perfect <ow with viscous laminar=turbulent boundary
layers and wake e@ects using integral methods. These models have been implemented numerically
by Dassault aviation, and some speci4c developments have been made concerning the introduction
of transition criteria, the treatment of stagnation line for boundary layer initialization, the treatment
of separated zones and the wake=boundary layer interaction. Details can be found in [3,4].
The global validation of the code has been calibrated and assessed through numerous numerical
comparisons with ONERA wind tunnel results. Speci4c treatment of the separation phenomenon
based on a large amount of available results is implemented as well as a comprehensive model of
merged layers to treat the impingement of a separated layer with a boundary layer developing on the
adjacent downstream element. A coupling between perfect <ow and boundary layer=wake provides
a low-cost simulation of viscous e@ects.
In case of multi-element <ow analysis, a wake-boundary layer interaction can take into account
separation of the <ow induced by the wake. It is obvious that the multi-<ow model DAMIEN
solver is highly nondi@erentiable and therefore considered as a ‘black box’ in the sequel during the
evolutionary optimization process using GAs.
3.5. Problem de9nition for multi-airfoil optimization
The deployed con4guration of a multi-element airfoil is shown in Fig. 7 [15]. The design variables
for the problems considered in this paper are twofold:
• shape design variables representing the intrados of a slat and the extrados of a <ap are modeled
by Bezier splines of 11th order, each spline with ten variables;
• position design variables representing the positions of a slat and <ap with respect to the primary
airfoil. The parameterization of the positions with three real variables are described in Fig. 7.
The role of players using evolutionary algorithms combined with Nash games depends on the
physical problem to be solved. In the sequel, a rational set of tasks is based on the geometrical and
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Table 3
De4nition of players and their variables
Player J1 Player J2
Shape VBs (slat, ten variables) VBf (<ap, ten variables)
Position VPs (slat, three variables) VPf (<ap, three variables)
Nb. Var. 13 13
kinematics de4nition of multi-element con4guration. Two players are de4ned in Table 3, where B
and P denotes, respectively, Bezier and Position and s, f, respectively, the slat and the <ap.
3.6. Numerical methods and parallelization analysis
The evolutionary methods used in this section for the speed-up comparison consist of the three
following algorithms:
• Genetic algorithms using a single HF model (GAs);
• Nash-GAs using a one-layer HF model (N-GAs);
• Hierarchical N-GAs using two-layer LF model=HF model (HN-GAs) and its parallel analogue
denoted (PHN-GAs).
Three di@erent parallelized modules associated to parallel hierarchical N-GAs (PHN-GAs), from
bottom to top layer are considered in the sequel and denoted VFM (variable 4delity model), PN-GAs
and EM (evaluation module):
• the VFM module contains the parallelization of di@erent models of VFM;
• the PN-GAs or parallel Nash gas module, included in the VFM module; and
• the EM or evaluation module in charge of the parallelization of the 4tness used by players.
In each module, the association of algorithms, either in sequential or parallel computations de-
pends on the resource of the parallel computing environment, the cost of communications between
inter-processors and also load balancing [14].
It should be mentioned that for complex optimization with large dimension, the parallelization
of the 4tness of individuals cannot always provide a signi4cant speed up due to the large number
of inter-processors communications. According to the previous remark, an eOcient strategy is to
parallelize the 4tness evaluation only on sub groups. Several groups (or subsets of individuals) are
distributed to di@erent processors. This strategy allows to improve the parallelization eOciency via
computations in parallel and also the reduction of inter-processors communications.
3.7. Optimization problem settings
The optimization problem consists in maximizing the lift of multi-element airfoil con4guration
operating under the following viscous <ow conditions:
M∞ = 0:12; ∞ = 17:18◦; Re = 4× 106;
where M;  and Re denotes Mach number, angle of attack and Reynolds number, respectively.
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The lift coeOcient CL for a given multi-element airfoil is obtained using the non-di@erentiable
DAMIEN <ow analysis solver described above. The cost functions for di@erent models (represented
by di@erent CFD solvers) are de4ned below:
• Low-4delity model (LF): fLF() = CL;LF(VPs + VBs; VPf + VBf );
• High-4delity model (HF): fHF() = CL;HF(VPs + VBs; VPf + VBf ).
In the case of a Nash game, players optimize their own design variable set (denoted as V spline for
shape and V position for the relative slat=primary airfoil or <ap=primary airfoil position) to maximize
the global cost function.
3.8. Speed-up comparison for sequential algorithms
Fig. 8 compares the convergence speed achieved with GAs, N-GAs and HN-GAs software in the
case of a sequential computation in order to obtain similar results. The CPU time needed for each
algorithm is described in Table 4. Figs. 9 and 10 show, respectively, a comparison of the optimized
airfoil con4guration with enlargement in the vicinity of the slat and the <ap and associated pressure
distribution. A signi4cant speed up is obtained by N-GAs and HN-GAs as clearly indicated in
Table 4.
Table 4
Speed-up comparison for sequential algorithm (GA vs. N-GA vs. HN-GA)
GA N-GA HN-GA
CPU 550 mn 330 mn 93 mn
Speed up 1 1.7 5.9
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3.9. Speed-up comparison for parallel algorithm
A parallel version of HN-GAs (denoted PHN-GAs) has been implemented on a cluster with four
PCs (PentiumII 512 Mb=440 MHz, bi-processors) using a three-level parallelization. The Damien
solver can be accessed in each PC for 4tness evaluations using the PVM library (Parallel Vir-
tual Machine). The speed-up ratio achieved with respect to the number of processors is shown in
Fig. 11. CPU time comparisons and speed up obtained with di@erent number of processors are
presented in Table 5.
The results obtained in Sections 3.8 and 3.9 using hierarchical models coupled with Game Theory
clearly demonstrate that the new approach combining parallel hierarchical algorithms and game
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Table 5
CPU time and speed-up ratio
Nproc CPU (mn) Speed up
Tl=Ti
2 (1 PC) 133 1
4 (2 PCs) 67 1.98
6 (3 PCs) 45 2.96
8 (4 PCs) 34 3.91
strategies can provide much higher eOciency that classical sequential GAs to capture the same
optimized solution of complex problems. Other realistic aerodynamic problems to be solved in an
industrial environment and using the same methodology are presently under investigation.
4. Conclusion
The hierarchical GAs developed as a part of this study are shown to be very promising for
complex optimization problems. They are directly applicable to design problems (and particularly
multi-criteria=multi-disciplinary problems), which can be formulated with varying degrees of 4delity
(di@erent models, di@erent meshes, di@erent optimizers, etc.). Modern advanced multi-disciplinary
design optimization falls into this category.
Numerical experiments are presented in this paper using parallel hierarchical algorithms. Com-
parisons of numerical results obtained by di@erent algorithms demonstrate that parallel hierarchical
algorithms could get the same results as sequential computation, but with higher eOciency in con-
vergence and CPU time. This is in fact the main motivation for introducing hierarchical algorithms
with an open structure.
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If using a distributed parallel environment, the choice of the topology connecting the processors
could improve signi4cantly the calculation eOciency. For parallel computation, three major param-
eters such as system resources, communication of inter-processors and load balancing should be
considered. Combining hierarchy and competitive Nash games provides de4nitely another signi4cant
speed up with good parallel properties and outlines the road map to distributed optimization under
con<ict.
Another area we are investigating is linked to asynchronicity. It uses an evolution strategy [2]
and a hierarchical structure, but the di@erence is that there is no longer a need to synchronize the
exchanges between sub-populations [12]. This approach exploits distributed parallel architectures,
like meta or grid computing in order to carry out a number of trials as a part of program execution.
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