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a b s t r a c t
This paper derives two canonical state space forms (i.e., the observer canonical form and
the observability canonical form) from multiple-input multiple-output systems described
by difference equations. The state space model is expressed by the first-order difference
equation and is equivalent to the input–output representation.More specifically, by setting
the different state variables, the difference equations or the input–output representations
can be transformed into two observable canonical forms and the canonical state space
model can be also transformed into the difference equations. Finally, two examples
are given.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
State space models play a significant role in system modeling and identification, adaptive control, and system analysis
[1–5]. The state space model can describe a physical dynamic system with a set of the first-order differential equations
or difference equations which involve the system input, output and state variables. The states represent the internal
behavior of a system and the state space model maps the relationship from inputs to outputs. For multiple-input multiple-
output systems (i.e., multivariable systems), the input and output are in a form of vectors. The state space representation
provides a convenient and compact way to model and analyze systems. The process of transforming the differential
equations (difference equations) or transfer function matrices to state space models is called the realization. The state-
space realizations contain four basic canonical forms: (1) the observer canonical form and (2) the observability canonical
form, which are observable (i.e., each state variable of the internal system can be completely determined by the output);
(3) the controller canonical form and (4) the controllability canonical form, which are controllable (i.e., each state variable
of the internal system can be completely determined by the input).
The difference equations are important because they act asmathematicalmodels describing real life systems in computer
science, economics, ecology [6–12]. In this literature, Kurbanli et al. studied the behavior of the positive solutions of
the system of rational difference equations [13]; Iričanin discussed the global stability of some classes of higher-order
nonlinear difference equations [14]. In the area of state space model identification, Schön et al. presented a system
identification algorithm for the nonlinear state-spacemodels [15]; Rachid et al. discussed themultivariable fractional system
approximationwith initial conditions using the integral state space representation [16];Ding et al. presented thehierarchical
state space model identification method for general dual-rate sampled-data systems [17] and for non-uniformly sampled-
data systems [18–20].
Multivariable systems have received much attention in system analysis and control [21,22], system modeling and
identification [23–32], and signal processing and parameter estimation [33–37]. Many methods discussed parameter
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identification problems of the input–output representations from state space models [38–48], including the multi-
innovation identification algorithms [49–56], the maximum likelihood least squares algorithms [57–59], the iterative
estimation algorithms [60–67] and the auxiliary model based identification algorithms [68–70]. This paper discusses the
transformation relationships between the difference equations and the observer or observability canonical state space
models formultivariable systems [17,18]. The proposedmodels could be applied tomultivariable networked control system
design and filtering [71–73].
Briefly, this paper is organized as follows. Sections 2 and 3 discuss the transformation between the difference equation
and the observer canonical form. Sections 4 and 5 describe the transformation between the difference equation and the
observability canonical form. Section 6 provides two examples to illustrate the proposed methods. Finally, we offer several
concluding remarks in Section 7.
2. The observer canonical form from the difference equation
Systems with more than one input and more than one output are known as multiple-input multiple-output systems
and the systems can be described by the difference equations. This section derives the state space model from a difference
equation or an input–output representation.
Consider a linear dynamical system described by difference equation:
y(t)+ A1y(t − 1)+ A2y(t − 2)+ · · · + Any(t − n)
= B1u(t − 1)+ B2u(t − 2)+ B3u(t − 3)+ · · · + Bnu(t − n), (1)
where u(t) ∈ Rr and y(t) ∈ Rm denote the input and output vectors of the system, t represents the time variable,Ai ∈ Rm×m
and Bi ∈ Rm×r are coefficient matrices in z−1.
Let I be an identity matrix of appropriate sizes and z be a unit forward shift operator: zx(t) = x(t + 1) or z−1x(t) =
x(t − 1), A(z) and B(z) are the matrix polynomials and are defined as
A(z) := I + A1z−1 + A2z−2 + · · · + Anz−n,
B(z) := B1z−1 + B2z−2 + B3z−3 + · · · + Bnz−n.
Using the properties of the shift operator, Eq. (1) can be rewritten as
(I + A1z−1 + A2z−2 + · · · + Anz−n)y(t) = (B1z−1 + B2z−2 + B3z−3 + · · · + Bnz−n)u(t).
That is
A(z)y(t) = B(z)u(t),
or
y(t) = A−1(z)B(z)u(t), (2)
where transfermatrix G(z) := A−1(z)B(z) ∈ Rm×r from the input u(t) to the output y(t) is a strictly proper rational fraction
matrix.
The high-order difference equations are not convenience in applications and is often transformed into a set of the first-
order difference equations. The details are as follows.
Define the state variables,
x1(t) := y(t),
x2(t) := y(t + 1)+ A1y(t)− B1u(t)
= x1(t + 1)+ A1x1(t)− B1u(t), (3)
x3(t) := y(t + 2)+ A1y(t + 1)+ A2y(t)− B1u(t + 1)− B2u(t)
= x2(t + 1)+ A2x1(t)− B2u(t), (4)
...
xn(t) := y(t + n− 1)+ A1y(t + n− 2)+ A2y(t + n− 3)+ · · · + An−1y(t)
− B1u(t + n− 2)− B2u(t + n− 3)− B3u(t + n− 4)− · · · − Bn−1u(t) (5)
= xn−1(t + 1)+ An−1x1(t)− Bn−1u(t). (6)
From Eqs. (3), (4) and (6), we have
x1(t + 1) = −A1x1(t)+ x2(t)+ B1u(t),
x2(t + 1) = −A2x1(t)+ x3(t)+ B2u(t),
...
xn−1(t + 1) = −An−1x1(t)+ xn(t)+ Bn−1u(t).
(7)
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Replacing t in (1) with t + n gives
y(t + n)+ A1y(t + n− 1)+ A2y(t + n− 2)+ · · · + An−1y(t + 1)
− B1u(t + n− 1)− B2u(t + n− 2)− B3u(t + n− 3)− · · · − Bn−1u(t + 1)
= −Any(t)+ Bnu(t).
Replacing t in (6) with t + 1 leads to the following equation,
xn(t + 1) = y(t + n)+ A1y(t + n− 1)+ A2y(t + n− 2)+ · · · + An−1y(t + 1)
− B1u(t + n− 1)− B2u(t + n− 2)− B3u(t + n− 3)− · · · − Bn−1u(t + 1)
= −Any(t)+ Bnu(t)
= −Anx1(t)+ Bnu(t). (8)
Combining (7) and (8) gives the following state space model,

x1(t + 1)
x2(t + 1)
...
xn(t + 1)
 =

−A1 I 0 · · · 0
−A2 0 I . . .
...
...
...
. . .
. . . 0
−An−1 0 · · · 0 I
−An 0 · · · 0 0


x1(t)
x2(t)
...
xn(t)
+

B1
B2
...
Bn
 u(t),
y(t) = x1(t) = [I, 0, 0, . . . , 0]

x1(t)
x2(t)
...
xn(t)
 .
(9)
Or 
xo(t + 1) = Aoxo(t)+ Bou(t),
y(t) = Coxo(t), (10)
Ao :=

−A1 I 0 · · · 0
−A2 0 I . . .
...
...
...
. . .
. . . 0
−An−1 0 · · · 0 I
−An 0 · · · 0 0
 ∈ R(mn)×(mn), Bo :=

B1
B2
...
Bn
 ∈ R(mn)×r ,
Co := [I, 0, 0, . . . , 0] ∈ Rm×(mn), Ai ∈ Rm×m, Bi ∈ Rm×r ,
where xo(t) := [x1(t), x2(t), . . . , xn(t)]T ∈ Rmn is the state vector, Ao is the left-column block companion matrix [74,75],
Bo is an arbitrary matrix and Co is an matrix whose the first m × m block is an identity matrix and the rest is a zero
matrix.
This state space model with Ao and Co special structures is called the observer canonical form. The parameters in the
observer canonical form are corresponding to that in the difference equation in (1) or the transfer function in (2).
3. The observer canonical form to the difference equation
This section is to transform the observer canonical form in (9) to its equivalent input–output representation. The basic
idea is to eliminate the state vector x(t) in (9) and to obtain an input–output representation or difference equations.
Let
Q := zI − Ao =

zI + A1 −I 0 · · · 0
A2 zI −I . . .
...
... 0
. . .
. . . 0
An−1
...
. . . zI −I
An 0 · · · 0 zI
 , Q
−1 :=

q11 q12 q13 · · · q1n
∗ ∗ ∗ · · · ∗
...
...
...
...
∗ ∗ ∗ · · · ∗
 .
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According to Q−1Q = I , we have

q11 q12 q13 · · · q1n
∗ ∗ ∗ · · · ∗
...
...
...
...
∗ ∗ ∗ · · · ∗


zI + A1 −I 0 · · · 0
A2 zI −I . . .
...
... 0
. . .
. . . 0
An−1
...
. . . zI −I
An 0 · · · 0 zI
 =

I 0 · · · 0
0 I · · · 0
...
...
. . .
...
0 0 · · · I
 .
Expanding this matrix equation, its first row gives the following equations:
q11(zI + A1)+ q12A2 + q13A3 + · · · + q1nAn = I,
−q11 + q12z = 0,
−q12 + q13z = 0,
...
−q1n−1 + q1nz = 0,
which can be equivalently rewritten as
q11 = (Izn + A1zn−1 + A2zn−2 + · · · + An)−1zn−1
= (I + A1z−1 + A2z−2 + · · · + Anz−n)−1z−1
= A−1(z)z−1,
q12 = q11z−1,
q13 = q11z−2,
...
q1n = q11z−n+1.
Using the properties of the shift operator, the first equation of (10) gives
zxo(t) = Aoxo(t)+ Bou(t),
or
xo(t) = (zI − Ao)−1Bou(t).
Substituting xo(t) into the second equation of (10) gives
y(t) = Co(zI − Ao)−1Bou(t).
Thus we have the transfer matrix from the input u(t) to the output y(t):
G(z) = Co(zI − Ao)−1Bo
= [I, 0, 0, . . . , 0]

zI + A1 −I 0 · · · 0
A2 zI −I . . .
...
... 0
. . .
. . . 0
An−1
...
. . . zI −I
An 0 · · · 0 zI

−1
B1
B2
...
Bn

= [I, 0, 0, . . . , 0]

q11 q12 q13 · · · q1n
∗ ∗ ∗ · · · ∗
...
...
...
...
∗ ∗ ∗ · · · ∗


B1
B2
...
Bn

= q11B1 + q12B2 + q13B3 + · · · + q1nBn
= q11B1 + q11B2z−1 + q11B3z−2 + · · · + q11Bnz−n+1
= q11(B1 + B2z−1 + B3z−2 + · · · + Bnz−n+1)
= A−1(z)z−1(B1 + B2z−1 + B3z−2 + · · · + Bnz−n+1)
= A−1(z)B(z).
Hence, we have the input–output representation:
A(z)y(t) = B(z)u(t).
This is equivalent to the difference equation in (1).
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4. The observability canonical form from the difference equation
This section derives the observability canonical form from (1). Define new state variables,
x1(t) := y(t), (11)
x2(t) := y(t + 1)− β1u(t), (12)
x3(t) := y(t + 2)− β1u(t + 1)− β2u(t), (13)
...
xn(t) := y(t + n− 1)− β1u(t + n− 2)− β2u(t + n− 3)− · · · − βn−1u(t), (14)
xn(t + 1) := y(t + n)− β1u(t + n− 1)− β2u(t + n− 2)− · · · − βn−1u(t + 1). (15)
Subtracting βnu(t) from both sides of (15) gives
xn(t + 1)− βnu(t) = y(t + n)− β1u(t + n− 1)− β2u(t + n− 2)− · · · − βn−1u(t + 1)− βnu(t). (16)
Pre-multiplying (11)–(14) by the matrices An, An−1, An−2 and A1, respectively, gives
Anx1(t) = Any(t),
An−1x2(t) = An−1y(t + 1)− An−1β1u(t),
An−2x3(t) = An−2y(t + 2)− An−2β1u(t + 1)− An−2β2u(t),
...
A1xn(t) = A1y(t + n− 1)− A1β1u(t + n− 2)− A1β2u(t + n− 3)− · · · − A1βn−1u(t).
(17)
Combining (16) and (17) gives
Any(t) = Anx1(t),
An−1y(t + 1) = An−1x2(t)+ An−1β1u(t),
An−2y(t + 2) = An−2x3(t)+ An−2β1u(t + 1)+ An−2β2u(t),
...
A1y(t + n− 1) = A1xn(t)+ A1β1u(t + n− 2)+ A1β2u(t + n− 3)+ · · · + A1βn−1u(t),
y(t + n) = xn(t + 1)− βnu(t)+ β1u(t + n− 1)+ β2u(t + n− 2)+ · · · + βnu(t).
Adding the above equations gives
y(t + n)+ A1y(t + n− 1)+ A2y(t + n− 2)+ · · · + Any(t)
= xn(t + 1)− βnu(t)+ A1xn(t)+ A2xn−1(t)+ · · · + Anx1(t)
+β1u(t + n− 1)+ (A1β1 + β2)u(t + n− 2)+ (A2β1 + A1β2 + β3)u(t + n− 3)
+ · · · + (An−1β1 + An−2β2 + An−3β3 + · · · + βn)u(t).
Let 
B1 := β1,
B2 := A1β1 + β2,
B3 := A2β1 + A1β2 + β3,
...
Bn := An−1β1 + An−2β2 + An−3β3 + · · · + βn,
which is equivalent to

β1
β2
...
βn
 =

I
A1 I
A2 A1 I
...
. . .
. . .
An−1 An−2 · · · A1 I

−1 
B1
B2
...
Bn
 .
Replacing t in (1) with t + n yields
y(t + n)+ A1y(t + n− 1)+ A2y(t + n− 2)+ · · · + Any(t)
= B1u(t + n− 1)+ B2u(t + n− 2)+ B3u(t + n− 3)+ · · · + Bnu(t).
1394 Y. Gu, R. Ding / Computers and Mathematics with Applications 63 (2012) 1389–1399
Adding Eq. (16) to (17) gives
xn(t + 1)− βnu(t)+ A1xn(t)+ A2xn−1(t)+ · · · + Anx1(t)
= y(t + n)− β1u(t + n− 1)− β2u(t + n− 2)− · · · − βnu(t)
+A1[y(t + n− 1)− β1u(t + n− 2)− β2u(t + n− 3)− · · · − βn−1u(t)]
+A2[y(t + n− 2)− β1u(t + n− 3)− β2u(t + n− 4)− · · · − βn−2u(t)] + · · · + Any(t)
= y(t + n)+ A1y(t + n− 1)+ A2y(t + n− 2)+ · · · + Any(t)
−β1u(t + n− 1)− (A1β1 + β2)u(t + n− 2)− (A2β1 + A1β2 + β3)u(t + n− 3)
− · · · − (An−1β1 + An−2β2 + An−3β3 + · · · + βn)u(t)
= y(t + n)+ A1y(t + n− 1)+ A2y(t + n− 2)+ · · · + Any(t)
− B1u(t + n− 1)− B2u(t + n− 2)− B3u(t + n− 3)− · · · − Bnu(t)
= 0,
or
xn(t + 1)− βnu(t) = −Anx1(t)− An−1x2(t)− An−2x3(t)− · · · − A1xn(t). (18)
Replacing t in (11)–(14) with t + 1 and combining (18) gives
x1(t + 1) = y(t + 1)
= x2(t)+ β1u(t),
x2(t + 1) = y(t + 2)− β1u(t + 1)= x3(t)+ β2u(t),
...
xn−1(t + 1) = y(t + n− 1)− β1u(t + n− 2)− β2u(t + n− 3)− · · · − βn−2u(t + 1)= xn(t)+ βn−1u(t),
xn(t + 1) = −Anx1(t)− An−1x2(t)− An−2x3(t)− · · · − A1xn(t)+ βnu(t).
Combining (11) and the above equations gives the following state space model,

x1(t + 1)
x2(t + 1)
...
xn(t + 1)
 =

0 I 0 · · · 0
0 0 I
. . .
...
...
...
. . .
. . . 0
0 0 · · · 0 I
−An −An−1 −An−2 · · · −A1


x1(t)
x2(t)
...
xn(t)
+

β1
β2
...
βn
 u(t),
y(t) = [I, 0, 0, . . . , 0]

x1(t)
x2(t)
...
xn(t)
 ,
(19)
where
β1
β2
...
βn
 =

I
A1 I
A2 A1 I
...
. . .
. . .
An−1 An−2 · · · A1 I

−1 
B1
B2
...
Bn
 .
Or 
xob(t + 1) = Aobxob(t)+ Bobu(t),
y(t) = Cobxob(t),
Aob :=

0 I 0 · · · 0
0 0 I
. . .
...
...
...
. . .
. . . 0
0 0 · · · 0 I
−An −An−1 −An−2 · · · −A1
 ∈ R(mn)×(mn), Bob :=

β1
β2
...
βn
 ∈ R(mn)×r ,
Cob := [I, 0, 0, . . . , 0] ∈ Rm×(mn), Ai ∈ Rm×m, βi ∈ Rm×r ,
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where xob(t) := [x1(t), x2(t), . . . , xn(t)]T ∈ Rmn is the state vector, Aob is the bottom-row companion matrix, Bob is an
arbitrary matrix and Cob is an matrix whose the firstm×m block is an identity matrix and the rest is a zero matrix.
This state space model with Aob and Cob special structures is called the observability canonical form.
5. The observability canonical form to the difference equation
In this section, from the observability canonical form in (19), we derive its input–output representation, which does not
involve the state vector x(t).
Let
P := zI − Aob =

zI −I 0 · · · 0
0 zI −I . . . ...
...
. . .
. . .
. . . 0
0 · · · 0 zI −I
An An−1 · · · A2 zI + A1
 , P−1 :=

p11 p12 p13 · · · p1n
∗ ∗ ∗ · · · ∗
...
...
...
...
∗ ∗ ∗ · · · ∗
 .
According to P−1P = I , we have

p11 p12 p13 · · · p1n
∗ ∗ ∗ · · · ∗
...
...
...
...
∗ ∗ ∗ · · · ∗


zI −I 0 · · · 0
0 zI −I . . . ...
...
. . .
. . .
. . . 0
0 · · · 0 zI −I
An An−1 · · · A2 zI + A1
 =

I 0 · · · 0
0 I · · · 0
...
...
. . .
...
0 0 · · · I
 .
Expanding this matrix equation, its first row gives the following equations:
p11z + p1nAn = I,
−p11 + p12z + p1nAn−1 = 0,
−p12 + p13z + p1nAn−2 = 0,
...
−p1n−1 + p1n(zI + A1) = 0,
which can be equivalently rewritten as
p1n = (Izn + A1zn−1 + A2zn−2 + · · · + An)−1,
p1n−1 = p1n(Iz + A1),
...
p13 = p1n(Izn−3 + A1zn−4 + A2zn−5 + · · · + An−3),
p12 = p1n(Izn−2 + A1zn−3 + A2zn−4 + · · · + An−2),
p11 = p1n(Izn−1 + A1zn−2 + A2zn−3 + · · · + An−1).
The transfer matrix from the input u(t) to the output y(t) is
G(z) = Cob(zI − Aob)−1Bob
= [I, 0, 0, . . . , 0]

zI −I 0 · · · 0
0 zI −I . . . ...
...
. . .
. . .
. . . 0
0 · · · 0 zI −I
An An−1 · · · A2 zI + A1

−1 
β1
β2
...
βn

= [I, 0, 0, . . . , 0]

p11 p12 p13 · · · p1n
∗ ∗ ∗ · · · ∗
...
...
...
...
∗ ∗ ∗ · · · ∗


β1
β2
...
βn

= p11β1 + p12β2 + p13β3 + · · · + p1nβn
= p1n[(Izn−1 + A1zn−2 + A2zn−3 + · · · + An−1)β1 + (Izn−2 + A1zn−3 + A2zn−4 + · · · + An−2)β2
+ (Izn−3 + A1zn−4 + A2zn−5 + · · · + An−3)β3 + · · · + βn]
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= (Izn + A1zn−1 + A2zn−2 + · · · + An)−1[(Izn−1 + A1zn−2 + A2zn−3 + · · · + An−1)β1
+ (Izn−2 + A1zn−3 + A2zn−4 + · · · + An−2)β2 + (Izn−3 + A1zn−4 + A2zn−5 + · · · + An−3)β3 + · · · + βn]
= A−1(z)B(z).
Hence, we have the input–output representation:
A(z)y(t) = B(z)u(t),
where

β1
β2
...
βn
 =

I
A1 I
A2 A1 I
...
. . .
. . .
An−1 An−2 · · · A1 I

−1 
B1
B2
...
Bn
 .
This is equivalent to the difference equation in (1).
6. Examples
Example 1. Consider the following difference equation:
y(t)+

1 2
3 4

y(t − 1)+

5 6
7 8

y(t − 2) =

9 10
11 12

u(t − 1)+

13 14
15 16

u(t − 2).
Using the formula in (9), its observer canonical form is given by
x(t + 1) =
−1 −2 1 0−3 −4 0 1−5 −6 0 0
−7 −8 0 0
 x(t)+
 9 1011 1213 14
15 16
 u(t),
y(t) =

1 0 0 0
0 1 0 0

x(t).
Compute the parameters:

β1
β2

=
1 0 0 00 1 0 01 2 1 0
3 4 0 1

−1 9 1011 1213 14
15 16
 =
 1 0 0 00 1 0 0−1 −2 1 0
−3 −4 0 1

 9 1011 1213 14
15 16
 =
 9 1011 12−18 −20
−56 −62
 .
Using the formula in (19), its observability canonical form is given by
x(t + 1) =
 0 0 1 00 0 0 1−5 −6 −1 −2
−7 −8 −3 −4
 x(t)+ β1β2

u(t),
y(t) =

1 0 0 0
0 1 0 0

x(t),
Example 2. The following observer canonical form:
x(t + 1) =
−1 −2 1 0−3 −4 0 1−5 −6 0 0
−7 −8 0 0
 x(t)+
 9 1011 1213 14
15 16
 u(t),
y(t) =

1 0 0 0
0 1 0 0

x(t),
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and observability canonical form:
x(t + 1) =
 0 0 1 00 0 0 1−5 −6 −1 −2
−7 −8 −3 −4
 x(t)+
 9 1011 12−18 −20
−56 −62
 u(t),
y(t) =

1 0 0 0
0 1 0 0

x(t)
corresponding the difference equation:
y(t)+

1 2
3 4

y(t − 1)+

5 6
7 8

y(t − 2) =

9 10
11 12

u(t − 1)+

13 14
15 16

u(t − 2).
7. Conclusions
This paper derives the observer canonical state space model and observability canonical state space model from
difference equations and vice versa, by setting different state variables. Two examples are provided to demonstrate the
proposed methods.
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