[1] We have developed an approach that combines principles of fluid dynamics and chemical thermodynamics into a fully coupled scheme to model geodynamic and petrological evolution of the Earth's mantle. Transport equations involving pressure, temperature, velocities, and bulk chemical composition are solved for one or more dynamic phases and interfaced with the thermodynamic solutions for equilibrium mineralogical assemblages and compositions. The mineralogical assemblage and composition are computed on a space-time grid, assuming that local thermodynamic equilibrium is effectively achieved. This approach allows us to simultaneously compute geophysical, geochemical, and petrological properties that can be compared with a large mass of observational data to gain insights into a variety of solid Earth problems and melting phenomena. We describe the salient features of our numerical scheme and the underlying mathematical principles and discuss a few selected applications to petrological and geophysical problems. First, it is shown that during the initial stage of passive spreading of plates, the composition of the melt near Earth's surface is in reasonable agreement with the average major element composition of worldwide flood basalts. Only the silica content from our model is slightly higher that in observational data. The amount of melt produced is somewhat lower than the estimated volumes for extrusive and upper crustal intrusive igneous rocks from large igneous provinces suggesting that an active upwelling of a larger mantle region should be considered in the process. Second, we have modeled a plume upwelling under a moving plate incorporating the effects of mineralogy on the density structure and viscous dissipation on the heat transport equation. The results show how these effects promote mantle instability at the base of the lithosphere. Third, we have considered a mantle convection model with viscosity and density directly related to the local equilibrium mineralogical assemblage. Interesting lateral variations and significant differences in the viscosity structure of the upper and lower mantle are revealed from our model results. The averaged viscosity variations with depth retrieved from our numerical simulations seem to reproduce the main features of the mantle viscosity structure under the Pacific ocean obtained from recent studies based on inversion of seismic data.
Introduction
[2] A large set of data based on field studies has been collected in the past in many fields of solid Earth sciences that includes isotope geochemistry, petrology, seismology and geophysics. These data have been used to develop a variety of Earth models that improved our understanding of the processes in the Earth's interior. However, interpretation of field observations often leads to contradictory conclusions and sometimes inconsistent representations of the physical processes. One of the reasons is related to the complexity of natural processes and the approximations intrinsic to these models. Our quantitative interpretation of Earth's processes is largely based on either chemical thermodynamic and kinetic principles or geodynamic models. Thermodynamic and kinetic formulations applied to the fields of petrology and geochemistry usually assume the form of phase diagrams, chemical fractionation models or chemical diffusion and mineral growth models, which are related to the intrinsic variables temperature, pressure and composition, but often ignore time and space or the physics of the processes involved. Geodynamic interpretations based on continuum mechanics have revealed some important features of convection in the mantle, plate subduction and plume formation by exploring the thermal evolution through time of homogeneous or quasi-homogeneous materials. However, there is a difficulty in relating these large-scale models to certain type of geochemical and petrological observations. Geodynamic models have not uniquely presented a quantitative interpretation of isotope geochemistry data, or resolved the controversial nature of the chemical heterogeneity in the mantle. An improved model over the existing formulations should provide a comprehensive framework that is capable of reproducing simultaneously geophysical observations, for instance, seismic velocities, gravimetric data and geochemical observations, such as major and trace elements and isotopic data. A better quantitative model of the Earth's mantle have been requested from both geochemical [Hofmann, 2005] and geophysical [Anderson and Natland, 2005] communities. Perhaps the most effective way to achieve this goal is to combine a chemical thermodynamic model, which permits retrieval of phase assemblage, mineral compositions and various physical parameters, with a multiphase geodynamic model that integrates bulk composition, temperature and pressure in space and time.
[3] A detailed description of the method employed in this study is provided in the following sections. In section 2 we describe the continuum mechanics model, the set of equations that need to be solved and how they are coupled with the thermodynamic model. Section 3 illustrates the thermodynamic formulation and the procedure to retrieve the equilibrium assemblage. Numerical details are provided in section 4. The fundamental assumption of the model is the attainment of local thermodynamic equilibrium. A discussion on the implications of this assumption is given in section 5. Some preliminary applications are reported in the last part of this work on (1) early melting during opening and spreading of the lithospheric mantle (section 6.1), (2) plume interaction with a moving lithosphere (section 6.2), and (3) mantle convection with mineralogically dependent viscosity (section 6.3). The idea developed here is not entirely new, a similar approach has been used for reactive flow modeling in several fields such as chemical engineering, materials science and hydrology. However, the general form of the chemical thermodynamic formulation combined with a multiphase transport model has never been applied in any of these fields.
Transport Model
[4] We first provide brief definitions of some of the terms that are used throughout this work.
[5] 1. The thermodynamic phase is a substance that is spatially homogeneous on a macroscopic scale.
[6] 2. Phase components are specific to a given phase and represent the minimum number of chemical components that are required to express the composition of the chosen phase. [7] 3. Basic components are the minimum number of chemical components (e.g., oxides) used to describe all the thermodynamic phases in the system. Thus, the number of independent basic components is always less or equal to the total number of phase components. For example in a system constituted only of olivine and described by the two phase components Mg 2 SiO 4 and Fe 2 SiO 4 , any combination of two of the three basic components MgO, FeO, SiO 2 forms an independent set. The choice of the phase components and basic components is usually not unique.
[8] 4. A dynamic phase is defined as a mass unit that, from a dynamic point of view, behaves as a separate body from any others; for example, a rock assemblage and a fluid phase are distinct dynamic phases. A dynamic phase is formed by one or more thermodynamic phases. The basic components in each dynamic phase are the quantities which are considered by the chemical transport equations.
[9] A rigorous treatment of the two-phase flow dynamics has been developed by Ishii [1975] . The macroscopic mass and momentum transport equations were derived using the time averaging approach [Ishii, 1975] or volume averaging approach [Ganesan and Poirier, 1990; Poirier et al., 1991] for two phases including the microscopic interfacial properties. The most comprehensive two-phase formulation requires 33 variables and correspondingly the solution of an equal number of equations [Ishii, 1975] . The large amount of parameters and constitutive equations required for the exact formulation can be significantly reduced for practical purposes [Ishii and Mishima, 1984] . The formulation for two-phase flow described here is similar to the one developed by Beckerman and coworkers and derived from Ishii's early work [Ni and Beckermann, 1991; Beckermann, 1996a, 1996b] . The only significant modification is related to the presence of a bulk viscosity term [Mckenzie, 1984] .
[10] The following equations are expressed in the most general form that is suitable, with minor modifications, for multiphase calculations; however, they are primarily designed for transport of fluid phases like melt and water in a porous and dynamic solid medium. Unless explicitly noted, the equations are equally applicable to solid and liquid phases and upon complete removal of one phase, they reduce to the Navier-Stokes equations for a single phase [Bird et al., 1963] . List of the symbols used in this study is given in Table 1. [11] The macroscopic equation for the mass conservation of a dynamic phase i (solved for the volume fraction [f i ]) is given by:
where G iÀj m is the mass transfer rate between two dynamic phases i and j. Mass conservation implies the antisymmetric condition G iÀj m = ÀG jÀi m . In twophase flow modeling, this quantity is usually given in the input as part of the constitutive equations defining the various parameters of the transport equations. It will be shown in section 3 that the mass transfer rate is readily obtained from the difference between the total number of moles of the phase components in the dynamic phase at equilibrium and the moles of the phase components before the application of the thermodynamic formulation.
[12] Together with the equation for the mass conservation of each dynamic phase, an overall equation for mass conservation is solved for the averaged dynamic pressure in the multiphase system. The total mass conservation equation (solved for pressure [P] ) is given by:
Pressure is related to the above equation through a coupled interaction with the momentum equations [Patankar, 1980] .
[13] The equations for the conservation of momentum of the dynamic phase i for a generic component of velocity c [solved for v i c ] is:
where v i represents a velocity vector and v i c represents the component of the velocity along one orthogonal direction, c = x, y, z. In 2-D, the momentum of every dynamic phase is described by two equations like equation (3) and two variables (v i x and v i z ). For consistency with the other transport equations, we expressed equation (3) in a timedependent form even though, for practical purposes, the rate of change with time as well as the advection of momentum are negligibly small compared to the other terms. B i is the buoyancy force:
R z 0 r i f i gdz. The viscous stress tensor is defined in terms of velocity gradients:
t i zz is simply obtained by replacing the superscript x with z. x i is the bulk viscosity of the whole system that allows a porous matrix to be treated as a compressible medium capable of increasing or decreasing its volume [McKenzie, 1984] . Bulk viscosity is assumed to be equal to the viscosity of the solid matrix. This formulation is equally applicable to solids and fluids although for fluids the bulk viscosity term is set to zero and the shear stress (t i xz ) is usually very small.
[14] In equation (3) we have ignored any term describing the interfacial shear stress and the interfacial velocity due to phase transitions [Ishii, 1975] . Only the interface momentum exchange between two dynamic phases is retained. Following Ni and Beckermann [1991] , the dissipative interfacial stress M iÀj assumes the following form:
k i is the scalar permeability defined as f l 3 /C k where C k is a constant. With the proper substitutions, the first and fourth terms on the right hand side of equation (3) reproduce the momentum equation for melt described by Spiegelman [1993] (equation (3)) after equating C k to b/a 2 and setting n equal to 3 in Spiegelman's definition of permeability (equation (5)). The antisymmetric condition M iÀj = ÀM jÀi is also implicitly assumed. The equation for Darcy flow is readily obtained from equation (3) assuming one phase flow, steady state condition and no advection.
[15] The energy conservation equation is expressed in terms of temperature and specific heat capacity at constant pressure C p . The assumption that temperature in a multiphase medium is the same in each dynamic phase allows us to define an equation for the conservation of the total energy (solved for [T] ) which assumes the following form:
This equation gives the volume average temperature between the dynamic phases derived from the conservation of internal energy for a system in unsteady state condition that is open to heat exchange. Even though the equation for conservation of total energy can be expressed in different forms, for example in terms of enthalpy or entropy [Bird et al., 1963] , we are unaware, at the present time, of any attempt to solve the energy transport equation for geodynamic mantle problems without using temperature. Kinetic energy and potential (gravitational) energy are not included in this study. The term Tf i a i where DP Dt is the substantial derivative of pressure [Bird et al., 1963] . The term t i : rv i is the contribution of the irreversible viscous dissipation [Bird et al., 1963] .
[16] Temporal variations of the heat capacity in equation (7) account for the heat change due to reactions within a phase assemblage under the assumption that the local equilibrium approximation is valid. This is implemented by transferring the heat capacity computed from the thermodynamic model in the energy transport equation.
[17] The heat transfer rate G iÀj h is the heat change due to chemical reactions between two dynamic phases per unit of time. The heat change involving a melt and a solid phase is the sum of the enthalpy of fusion for each melt component. The enthalpy of fusion is one of the entries of the thermodynamic database. For example, during melting of enstatite, according to the reaction 2MgSiO 3(s) ! Mg 2 SiO 4(l) + SiO 2(l) , the heat transfer rate G sÀl h is retrieved from the l a t e n t h e a t o f t h e m e l t i n g co m p o ne n t s :
where n eq and n neq stand for the number of moles at equilibrium and before the equilibrium computation, respectively.
[18] The set of equations (1) - (7) 
In this equation chemical diffusion has been ignored. The omission of the diffusion term is equivalent to the assumption of chemical equilibrium within a dynamic phase, which implies that intercrystalline and intracrystalline diffusions are fast compared to the discretization time. It also implies that chemical exchange rate between dynamic phases is dictated by the mass transfer rate. The element transfer rate, obeying the constraint G iÀj b = ÀG jÀi b , is retrieved from the thermodynamic model with a procedure similar to the one used for the mass transfer rate by comparing the number of moles of the basic components at equilibrium with that prior to the thermodynamic computation.
[19] With the exception of equation (8), the above set of dynamic equations is essentially equivalent to the formulation that has been developed earlier by Mckenzie [1984] , Scott and Stevenson [1984] , Stevenson [1989] , and Spiegelman [1993] , and also applied to study melting in the mantle [Ghods and Arkani-Hamed, 2000; Schmeling, 2000; Ruedas et al., 2004] . The two-phase flow formulation has been recently revised in a series of papers [Bercovici et al., 2001a [Bercovici et al., , 2001b Ricard et al., 2001] . The extended formulation introduces a new definition of the deviatoric stress, a pressure difference between the two dynamic phases, and the effect of the interfacial surface tension (but still considering an average temperature). Implementation of this formulation, which is a product of the more general theoretical formulation described by Ishii [1975] and Ishii and Hibiki [2006] , represents a challenging task from the numerical point of view for realistic geological problems. Attempts have been made to solve an ideal two-phase flow melting problem using a simplified version of this revised formulation which took into account a pressure difference in the two phases [Šrámek et al., 2007] or considered the presence of an interfacial tension term in the momentum equation [Hier-Majumder et al., 2006] .
Thermodynamic Model
[20] Several constitutive equations which relate the principal variables (P, T, f i , v i , c i b ) to other parameters such as density, heat capacity, viscosity, are usually required to constrain the dynamic model described in the previous section. This is done through some simplifications and approximations. The great advantage of using a thermodynamic formulation to define the petrological assemblage is that the variables in the transport model become dynamically coupled to the thermodynamic model, hence to the petrology of the system. The thermodynamic approach, which involves chemical equilibrium calculations, implies attainment of local thermodynamic equilibrium in time and space (the justification behind this assumption is discussed in section 5). The petrological assemblage that gives the lowest Gibbs free energy is searched at every space grid point and at every time step or at a prescribed time interval. The petrological or equilibrium assemblage is defined by the proportion of dynamic phases and composition of each thermodynamic phase in terms of the chosen phase components.
[21] At a specified P-T condition, the equilibrium state of a closed system (i.e., a system of fixed bulk composition) is given by the minimum of Gibbs free energy, G. The pressure employed in the chemical equilibrium process is the lithostatic pressure and not the pressure obtained from the solution of equation (2). The justification is based on the following arguments. The local thermodynamic equilibrium assumption requires that dynamic changes are sufficiently slow to maintain chemical equilibrium. The condition of slow changes is also the main requirement for a process to be considered effectively reversible. Together with the fact that the process is assumed to be adiabatic, the condition of local chemical equilibrium implies that the process is effectively isentropic. From a thermodynamic point of view, for an isentropic process in a gravitational field the difference between lithostatic pressure and the pressure obtained from the transport model should be zero or very small [Ramberg, 1971; Ganguly, 2005] . If this is the case, then the problem of which pressure to use in the calculation of chemical equilibrium procedure becomes irrelevant. A major complication arises when the two pressures are significantly different, in which case the transport equation for the conservation of total energy must be modified to describe irreversible adiabatic changes. A formulation for this case has not been developed yet. In addition, it should be kept in mind that there may be significant departures from chemical equilibrium. In practice, lithostatic pressure is chosen in the Gibbs free energy minimization procedure for the sake of convenience, keeping in mind the potential error carried on in the solution of the model.
[22] To retrieve the equilibrium assemblage, we use the direct nonlinear free energy minimization technique discussed by Smith and Missen [1991] . The method uses Lagrange multipliers to constrain the Gibbs energy according to the mass balance equations [Eriksson, 1971; Eriksson and Rosén, 1973; Eriksson, 1975] . Theoretical foundations of the method employed here can be found in Van Zeggeren and Storey [1970] . In the rest of this section the basic equations required to develop a thermodynamic equilibrium model will be described in some detail.
[23] For each basic component b a molar mass conservation equation can be written as:
where the summation is over all the phase components c, n c is the number of moles of a are 2 and 1, respectively. Rearranging equation (9), one can define a function f as:
The condition of minimum of the total Gibbs free energy function G of the system with respect to n c , obeying the molar mass conservation constraint (equation (10)), satisfies the relation:
where l b is a Lagrange multiplier. Thus we have [Ganguly and Saxena, 1987; Smith and Missen, 1991] :
for every phase component c.
[24] Chemical potential m c is, in general, a function of pressure, temperature and mole fraction of the phase components, and can be expressed in the following form:
where t 0 and p 0 are dummy integration variables for temperature and pressure, respectively; g c is the activity coefficient and X c is the molar fraction of phase component c. In this expression, the standard state is chosen to be the pure components at the P, T condition of interest. The second, third and fourth terms on the right relate the properties of the standard state to those of a reference pure state at P 0 , T 0 . Chemical potential for melt components assumes a slightly different form [Ghiorso and Sack, 1995; Ghiorso et al., 2002] . Expressions of the form of equations (10) and (12) [25] The above procedure allows us to retrieve the composition and abundance of phases that yield the lowest free energy within a prescribed set of possible phases. However it is possible that another petrological assemblage that is not included in the prescribed set gives a lower Gibbs free energy at the given P-T-X condition. To change the petrological assemblage, a phase can be dropped or added to the system. Thermodynamic phases or phase components are dropped from the system if their equilibrium concentration becomes too small. To incorporate new phases, we adopted the procedure outlined by Eriksson [1975] . For thermodynamic phases with only one phase component (i.e., pure phase), the following condition must be satisfied:
The phase (if any) which gives the lowest negative value in the above equation is included in the new assemblage with a small initial molar quantity and a new minimization is performed. For phases with more than one component the following condition must be satisfied:
where X c at a given (P, T) condition is:
For nonideal solutions g c is not unity and is a function of the molar fraction of the other phase components (X i6 ¼c ).
[26] Following the procedure described by Ghiorso [1985] , we solved equation (16) for each phase component by iteration using the Newton-Raphson method [Press et al., 1992] , which requires the evaluation of the derivative of the above equation with respect to X c . Equation (15) is then computed and the phase with the largest value is added to the equilibrium assemblage, followed by a new search for the optimized molar abundance. When the procedure converges, that is addition or subtraction of phases does no longer significantly reduce the Gibbs free energy of the system, the final equilibrium assemblage is obtained.
[27] The set of equations (10) and (12) occasionally does not converge to a solution. In this case, one needs to create a new starting assemblage and repeat the entire procedure. Another problem arises when, during the iterative search, the equilibrium assemblage violates the thermodynamic degrees of freedom. Duhem's theorem states that considering both intensive and extensive variables, there are only two independent variables in a closed system at equilibrium [e.g., Kondepudi and Prigogine, 1998; Ganguly, 2008] . Since in a Gibbs free energy minimization, pressure and temperature are always independent input quantities, Duhem's theorem is violated when one encounters univariant or invariant condition from the standpoint of Gibbs Phase Rule. Defining nPH as the number of phases described by a single phase component, nPHC as the sum of the number of components in phases that are described by more than one component, and nBC as the number of independent basic components reproducing the bulk chemical composition of the system, the number of degrees of freedom Y, considering both intensive and extensive parameters, is given by:
where m + l stands for the number of equations of the type (12). Relation (17), in which the number of equations equal the unknowns, is Duhem's theorem expressed in terms of the quantities used in the chemical equilibrium computation.
[28] A further examination of the thermodynamic and mass balance relationships is useful to understand the conditions by which a meaningful solution to the problem can be obtained by the Lagrange multiplier method. The following analysis provides a minimum test to decide whether a potential equilibrium assemblage should be included or rejected from the computation. A first constraint is given by the following relation:
In the limiting case of nBC = nPH + nPHC, the abundance of the components is retrieved only from mass balance equations. For the special case of nPHC = 0, nBC must be equal to nPH and the abundance of pure phases is again obtained only from mass balance relations. The second constraint that must be satisfied when nPHC 6 ¼ 0 is:
[29] The subtle consequence of the last constraint is that the nPH equations relating m and l must include all the basic components at least once. For example in the system described by albite (NaAlSi 3 O 8 ), jadeite (NaAlSi 2 O 6 ), quartz (SiO 2 ), the basic components are Na 2 O, Al 2 O 3 , SiO 2 . The number of pure phases, nPH, is equal to 3 and nPHC is equal to 0. The basic components Na 2 O and Al 2 O 3 are not independent, therefore nBC = 2. This assemblage violates the condition that nBC must be equal to nPH when nPHC is zero, and in fact the problem does not have a unique solution.
Considering now the hypothetical assemblage MgSiO 3 , MgO, Mg 2 SiO 4 , (Mg, Fe)O liquid , the basic components are MgO, FeO, SiO 2 . We have nBC = 3, nPH = 3 and nPHC = 2. Apparently none of the constraints discussed above are violated by the hypothetical assemblage. However since none of the pure phases MgSiO 3 , MgO and Mg 2 SiO 4 includes the basic component FeO, the problem cannot be solved and the assemblage should be discarded. The consequence is that, if in the equilibrium assemblage FeO is present only in the liquid phase, then, a tiny amount of FeO must be introduced in one of the solid phases in order to obtain a mathematical solution of the problem.
Numerical Details
[30] Transport equations are described and numerically discretized in compressible form. Boussinesq approximation, in which density is allowed to vary only in the buoyancy term (equation (3)), is easily achieved with minor modifications from the fully compressible formulation. The number of transport equations that needs to be simultaneously solved depends on the number of dynamic phases. For 2-D two-phase flow and b basic components, equation (1) is solved for each dynamic phase (2 equations); dynamic pressure is solved from equation (2) (1 equation); equation (3) is solved for each dynamic phase and each velocity component (4 equations); average temperature is solved from equation (7) (1 equation) and equation (8) is solved for each basic component in every dynamic phase (2 Â b equations). The total number of equations are 8 + 2 Â b. For numerical reasons, equation (1) is solved for each dynamic phase without making use of the mass conservation constraint P f = 1.
[31] All the equations are discretized using a finite volume method with a staggered grid for the velocities and momentum equation [Patankar, 1980] . On the basis of the assessment by Oran and Boris [2001] , we solved the transport equations in dimensional form (physical units are given in Table 1 ). Advection terms are approximated using a power law scheme [Patankar, 1980] . Numerical diffusion error is reduced by a second-order fluxcorrected algorithm [Boris and Book, 1973; Book and Boris, 1975; Zalesak, 1979] . The discretized equations are solved implicitly with a preconditioned biconjugate gradient method [Press et al., 1992] . Only the velocity field is solved explicitly by iteration using the Gauss-Seidel method.
[32] The transport equations in our numerical scheme are highly coupled. Thus an iterative solution is necessary to solve the system of equations at every time step. Two iterative loops are considered. In the inner loop, dynamic pressure and velocities for every dynamic phase are computed with few iterations from equations (2) and (3). This is done following the SIMPLE algorithm [Patankar, 1980] . Solutions of pressure change and velocity components are usually underrelaxed by a factor ranging between 0.3 and 0.5. In the outer loop, temperature and the proportion of the dynamic phases are retrieved from equations (7) and (1). These two cycles are repeated until small changes are observed in all the variables. Finally the transport equation (8) for every chemical element is solved and all the variables are updated for the next time step.
[33] At every space grid point and a prescribed time interval, the Gibbs free energy computation is performed after all the transport equations are solved. Input quantities from the solution of the dynamic equations are pressure, temperature and volume averaged bulk composition obtained from the basic component and dynamic phase abundances. To improve the speed of the computation in the minimization procedure, the starting assemblage of thermodynamic phases and phase components is taken from the previous time step and an additional set of possible assemblages is included in a trial list. Search for the equilibrium assemblage involves the iterative solution of a set of linearized equations in which the unknowns are the thermodynamic phases, changes in the mole fraction of the phase components and the Lagrange multipliers (see section 3 for details).
[34] Solution of the matrix problem is achieved using the singular value decomposition method [Press et al., 1992] . The output consists of the amount and composition of each thermodynamic phase and the Lagrange multipliers. Mass transfer rate and the exchange rate of the basic components between dynamic phases are computed by comparing the abundance of dynamic phases and basic components from the dynamic model with those obtained after the free energy minimization. New density and heat capacity for each dynamic phase are also retrieved and transferred to the dynamic model and subsequently applied to the next time step. In principle, other properties such as viscosity and thermal conductivity can also be modeled as a function of the composition and abundance of the thermodynamic phases. Parameterization of these physical properties as a function of pressure, temperature and petrological assemblage has been only partially implemented in the current formulation of our model.
[35] In a two-phase flow problem, if a liquid-solid reaction takes place on a particular grid point, then the mass transfer rate and the rate of heat transfer must be computed simultaneously. The problem is that the mass transfer rate at a certain temperature cannot be predicted a priori because it depends on the pressure and temperature conditions (and bulk composition). The temperature change associated with the latent heat effect must also be consistent with the amount of mass transferred. The problem is solved by iteration, making small temperature variations that are compatible with the sign of the latent heat change and then recalculating the final equilibrium assemblage. In a melting process, the endothermic reactions lower the temperature of the system. If the drop in temperature is such that some melt is still produced and the melting rate is consistent with the latent heat contribution to the temperature change, then the temperature drop is accepted. If the temperature drop is too large and no melt is produced, then smaller temperature changes are attempted, the heat transfer rate is computed again and the melting rate is assumed to be proportional to the temperature variation.
[36] A short discussion is reported in Appendices A and B on the assessment of the thermodynamic procedure and on some numerical computations performed to verify the transport model.
Local Equilibrium Approximation
[37] The purpose of this section is to draw attention to some of the conceptual and theoretical complications that arise when equilibrium thermodynamic principles are applied to time-dependent processes. Coupling of the equilibrium thermodynamic formulation with geodynamics is a valid approach only if the local equilibrium condition is maintained on a scale comparable to the numerical space grid and on a time interval compatible with the dynamic evolution of the system. Transport equations for one dynamic phase explicitly consider that the time evolution of pressure and temperature complies with the local equilibrium requirement. In a two-phase flow problem, pressure and temperature could, in principle, assume different values in each dynamic phase.
[38] In section 2 we have defined a total energy equation assuming that temperature in a certain discretized volume is thermodynamically well defined and it is the same for each dynamic phase that is included within the volume. The physical picture behind this assumption is that the time interval for thermal equilibration between the two dynamic phases is smaller than the time step in the simulation. As an example, considering a thermal diffusivity of 31 m 2 /a for typical mantle conditions and assemblages, and a numerical simulation with a time step of 500 a, the distance over which thermal equilibrium is effectively achieved is roughly given by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 31 Â 500 p % 125 m. This means that the heterogeneous distribution of two dynamic phases within the discretized volume should not exceed this distance, if thermal equilibrium is to be maintained within the system.
[39] Ignoring surface tension and interfacial forces, if the time of response for pressure equilibration between dynamic phases is smaller than the discretized time of the numerical simulation, then pressure can be considered homogeneous through the discretized volume, Better arguments to validate this assumption for deep Earth problems might be found in future using a more advanced two-phase flow formulation similar to the one developed recently [Hier-Majumder et al., 2006; Šrámek et al., 2007] .
[40] The local chemical equilibrium condition requires particular attention because it must independently hold for all the reactions taking place at the given condition. This requirement must also be true for any petrological and thermochemical geodynamic model that does not explicitly include diffusion transport or reaction kinetics. There are few examples where chemical disequilibrium has been quantitatively analyzed. Deviation from chemical equilibrium because of slow diffusion in solids during melt transport have been discussed by [1992] . A two-phase flow model combined with a geochemical model which included diffusion was applied to investigate the uranium series in magmatic systems [Spiegelman and Elliott, 1993; Iwamori, 1994; Lundstrom, 2000] . Hauri [1997] showed the analogies of the disequilibrium formulation when mass exchange is controlled by diffusion and chemical reactions. Knapp [1989] quantitatively evaluated the minimum requirement to maintain local chemical equilibrium as a function of the Peclet and Damköler numbers for water flow through a rock matrix.
Geochemistry Geophysics
[41] Local equilibrium is considered to be an acceptable approximation if the equilibrium time and space scales, t eq and x eq respectively, are smaller than the scale of interest. In numerical simulations the scale of interest coincides with the discretized time and space grid, Dt and Dx. Hence the conditions for local equilibrium are t eq < Dt and x eq < Dx [Knapp, 1989] . Distance x eq can also be viewed as the scale of the chemical heterogeneities in the system. One may be tempted to increase the grid size or the time step to the respective limits of those required to establish the condition of thermodynamic local equilibrium. However, the grid size and time step cannot be increased by an arbitrary amount because of the limitation imposed by numerical stability. In addition, the numerical model could be addressing heterogeneous structures at a specific scale that a large discretization time/space grid would eventually hide. For very simple cases, if chemical equilibrium is controlled by diffusion, then the equilibration time t eq roughly equals x 2 /D where x is the grain radius or the average half-distance between fluid locations and D is the diffusion coefficient. For a linear dissolution precipitation reaction, t eq is equal to x/(cR), where R is the reaction rate and c is a constant varying for different flow mechanisms [Hauri, 1997] . For a situation where diffusion and chemical reactions take place simultaneously, t eq should be chosen on the basis of either the Peclet or Damköler number. The equilibrium space x eq is equal to Dv adv t eq where Dv adv , for a two-phase flow model, is the difference in the advection velocity between solid and fluid and, for a single dynamic phase, is simply the advection velocity.
[42] Generalizing the conditions of local chemical equilibrium in terms of dimensionless numbers in real systems or complex models is difficult and may be impossible because of the variety of simultaneous chemical processes involved, such as phase transformations, solid-solid reactions, crystal growth, solid-liquid dissolution reaction, crystallization, etc. Thus, we analyze below whether the condition of local chemical equilibrium is effectively achieved using few illustrative examples extracted from a numerical model of mantle convection and a simulation of melting beneath spreading plates. The examples should provide a logical framework on how kinetic and diffusion data are applied to verify the local equilibrium condition in the numerical simulations.
[43] During a simulation of mantle convection the composition of the mineralogical assemblage at P = 745.8 kb T = 2640.3°C changes between two computations of chemical equilibrium: Mg-pv = 75.53 ) 75.69, Fe-pv = 1.32 ) 1.11, Mg-wu = 14.40 ! 14.34, Fe-wu = 8.75 ) 8.87, where Mg-pv = Mg-perovskite, Fe-pv = Fe-perovskite, Mg-wu = Mg-wustite and Fe-wu = Fe-wustite and the composition is expressed in weight %. From the experimental data in Mg-Fe perovskite [Holzapfel et al., 2005] , the interdiffusion coefficient at the chosen P-T condition is D Fe-Mg = 1.48 Â 10 À19 m 2 /s. The time interval between two chemical equilibrium computation is 0.5 Ma. We can, therefore, estimate the extent of equilibrium during this time frame. From the solution of the diffusion equation [Crank, 1975] with fixed boundary concentration (C boundary ) and initial homogeneous concentration (C 0 ), we have (C À C 0 )/(C boundary À C 0 ) equal to 0.996 and 1.0 for a 1 mm grain with planesheet and spherical geometry, respectively. Assuming a grain size of 5 mm, the solution is 0.04 and 0.25, respectively. It is clear that the chemical equilibrium in perovskite may or may not be achieved depending on the mineral grain size. Even in the case where chemical equilibrium is not completely obtained, it should be noted that the computed equilibrium compositional change within the time interval is very small; therefore, the error due to the failure to attain equilibrium should be considered acceptable. However, if disequilibrium is systematically observed through time, then the compositional error could become significant.
[44] The second example comes from a mantle convection simulation during the subduction of a slab at 490 km depth. The mineralogical assemblage changes from (Hpx = 2.75, Mg-olg = 76.13, Fe-olg = 13.43, st = 7.68) to (Mg-olb = 78.06, Feolb = 13.43, st = 8.51), where Hpx = high-pressure pyroxene, olb = wadsleyite (olivineb), olg = ringwoodite (olivineg) and st = stishovite. The composition is given in weight %. The final 2008GC002168 temperature is 884°C, pressure is 99 kb and the time frame between the equilibrium computations is 0.5 Ma. There are three simultaneous reactions within the system: Mg-olg ! Mg-olb, Fe-olg ! Fe-olb and Hpx ! st + Mg-olb. From the experimental data on the kinetics of the transition of Mg-olb ! Mg-olg [Mosenfelder et al., 2001] , we find that the temperature required to transform 90% of the reactant into the final product after 0.5 Ma is 635°C (model 2 in the work by Mosenfelder et al. [2001] ). Since the rate of the reaction increases with temperature, it is clear that at least for the first reaction at 884°C, the local equilibrium is effectively achieved.
[45] In the last example, we consider a two-phase flow problem, namely, the dynamic equilibrium of melt with the solid matrix. The system is described by 6 basic components Na 2 O, CaO, MgO, FeO, Al 2 O 3 , SiO 2 . Within a discretized volume, the composition of the solid assemblage and melt between two time steps change as follows: solid = (0. .6) (in weight %). The amount of melt changes from 3.9 wt% to 5.7 wt%; time step is 4t = 5000 a, at T = 1335°C, P = 7.2 kb. The petrological assemblage does not vary and consists of melt, orthopyroxene, olivine and plagioclase. Composition and abundance of the solid assemblage and melt vary between two time steps because the discrete volume is an open and chemically reactive system. On the basis of the advection velocities of melt and solid, we adjust the composition and abundance of the assemblage for the transport outside the reference volume and isolate the effect of chemical equilibration between melt and solid.
[46] A set of six reactions describes the progress of the system toward chemical equilibrium. The most significant reactions for the particular example considered above are: MgSiO 3(s) ! 0.5SiO 2(l) + 0.5Mg 2 SiO 4(l) and Mg 2 SiO 4(l) ! Mg 2 SiO 4(s) . The reactions observed in this example describe essentially dissolution of opx and precipitation of olivine. This is a case that have been analyzed experimentally by Morgan and Liang [2005] in a study on reaction kinetics of lherzolite and basaltic melts. Extrapolating from the experimental results, the thickness of the reactive layer is approximately 1.4 m. Thus, for this example, we conclude that chemical equilibrium is maintained in the case of porous flow or channelized flow when the spacing of the channels is on the order of few meters or less.
Applications
[47] We now discuss three mantle problems using the numerical procedure described above. The case studies in the following sections are as follows:
(1) The first problem addresses melting during the initial spreading of lithospheric mantle with a thickness of 100 km. (2) In the second application, we model the interaction of a thermal plume with a horizontally moving lithosphere that has been cooled for 40 Ma and 80 Ma. (3) In the last application, we present preliminary results of a mantle convection model in which viscosity is coupled to the locally equilibrated mineralogical assemblage.
[48] The second and third applications could have been solved more efficiently using precompiled tables built from thermodynamic calculations. The stored information is the equilibrium assemblages at discretized intervals in P and T space (i.e., tabulated phase diagram). The use of tables was proven to be useful for studying fluid flow during metamorphic devolatilization [Connolly, 1997] , temperature and mantle flow in subduction zone with feedback from the metamorphic reactions and water release [Rüpke et al., 2004] , magmatic activity in convergent margins [Gorczyk et al., 2006 [Gorczyk et al., , 2007a , evolution of plumes originated from subducting slab [Gorczyk et al., 2007b] , and mantle convection [Jacobs et al., 2006] . The main limitation in the use of phase diagrams or tabulated values is that they cannot be applied to reactive and two-phase flow and more than few bulk chemical assemblages simultaneously. The approach presented here, instead, can be straightforwardly applied to these problems. The case studies discussed in this work represent a preliminary investigation that will be expanded to study dynamically evolving multichemical assemblages.
Case 1: Melting Induced by Opening of a Thick Lithosphere
[49] The generation of large magmatism under an initially thick lithospheric mantle can be associated to the presence of a plume which is driven by the thermal buoyancy of the ascending material from the asthenospheric mantle (active flow) (case a) and the uprising of the asthenospheric mantle that is induced by stretching of the lithosphere under [50] Three possible scenarios can be postulated for case a. For case a1, the rising plume penetrates into the lithosphere but without producing any melting. Lithosphere is only thinned. In this case, passive stretching is still required to produce large magmatism and opening of the continents. For case a2, the plume temperature exceeds its solidus temperature at certain depth within the mantle, thus causing partial melting of the ascending plume, but the thermal anomaly associated with the plume does not reach the surface; hence an additional process is needed to bring the melt to the surface. One possible mechanism would be passive stretching of the lithosphere overlying the plume. Alternatively, melt can reach the surface if a large excess pressure creates an abrupt change in the rheological properties of the rocks above the melt location. For case a3, the ascending plume reaches the surface; melt formation and transport to the surface are driven by the same process that controls the upwelling of the plume. Separation of the lithosphere is controlled by plume dynamics.
[51] The scenario in which the asthenospheric flow is driven by active upwelling has been studied by Nielsen and Hopper [2004] and recently by Schmeling and Wallner [2009] . Two cases, namely, cases a1 and b lead to similar numerical model, which we are investigated here. The significant properties of the model are as follows: (1) 2-D and two-phase flow; (2) a simulation box of 150 km Â 100 km, representing half-size of the spreading region; (3) uniform initial composition describing a fertile peridotite in terms of six basic components (Na 2 O, CaO, MgO, FeO, Al 2 O 3 , SiO 2 ) (0.4, 3.2, 38.4, 8.3, 4.5, 45.2) wt%; (4) retrieval of the thermodynamic properties of the phase components from a modified version of Ghiorso's pMELTS database [Ghiorso et al., 2002] (the modified thermodynamic data set for solids and melt has been carefully tuned in accordance with peridotite melting experiments for simplified systems [Walter and Presnall, 1994; Gudfinnsson and Presnall, 2000; Presnall et al., 2002] ); (5) temperature-dependent viscosity, n, with reference value of 10 19 Pa s assigned to the temperature at the bottom of the simulation box (n = 1.0214Â10 10 e ð3 Â 10 5 J mol À1 Þ=ðRT Þ ); (6) the product of the permeability constant C k and melt viscosity in equation (6) being equal to 10 9 ; (7) constant horizontal velocity at the surface (6 cm/a); and (8) a fixed temperature on the bottom side (1470°C), top side (25°C) and uniform initial temperature of 1100°C elsewhere.
[52] The initial temperature field implies that the simulation box is initially occupied by the lithospheric mantle. The fixed temperature at the bottom can be physically interpreted in two ways. It could represent the ambient asthenospheric mantle temperature in a large area whose origin is unspecified (case b). Alternatively this can be viewed as the approximate mechanical and thermal upper boundary of a plume with a diameter much wider than the width of the box that penetrated at the base of the simulation box (case a1).
[53] Figure 1 displays melt fraction at different temporal snapshots. Blue lines are contours of two temperatures, 1100°C and 1400°C. White circles mark the positions of a particle of lithospheric material through time and the associated lines the relative trajectories showing how lithospheric material is never involved in the melting process. The yellow (diamond) and green (square) symbols in Figures 1c and 1d highlight the different velocities of melt and solid material in the asthenospheric mantle. The significant point is that during the lithospheric stretching, melt continuously accumulates on the upper portion of the upwelling mantle with no escape until the area occupied initially by the lithosphere is almost completely replaced by the asthenospheric mantle, only at this stage melt is rapidly extracted to the surface. From this model the amount of melt accumulated near surface before extraction is 2-4 times larger than the melt released in a normal spreading ridge (i.e., when the continental lithosphere is far away from the ridge axis). The square area occupied by melt in a 15 x 15 km cross sectional region near surface is about 100 km 2 (Figure 1d ). To have an estimate of the volumes of melt involved, this quantity should be multiplied by the extension of the spreading zone in the third dimension. In general the amount of melt obtained from the model seems to be less than expected for major flood basalts [White and McKenzie, 1995] . One may wonder if more melt could be produced for the given initial bulk composition, for example by increasing the temperature at some reference depth. The outcome would create a melt with a significant component derived from an ultradepleted mantle formed essentially by pure olivine which would be inconsistent with the composition of tholeiitic basalts.
[54] One of the other scenarios must be invoked to increase the melt production. Case a3 is probably not likely to occur. have shown that on the basis of their model assumptions, a rising plume produces a melt whose composition is not consistent with the average composition observed in flood basalts. A large amount of melt could be obtained from case a2, the lateral expansion of the plume head at some intermediate depth below surface is rapidly followed by a passive stretching of the lithosphere. This hypothesis suggested by White and McKenzie [1995] has not yet been tested in its full complexity by numerical modeling.
[55] Melt abundance and composition are the result of several processes which are all taken into account in this model: (1) , FeO = 9.1-14.6, SiO 2 = 47.6-52.9) in wt% [Turner and Hawkesworth, 1995] . Perhaps the most evident discrepancy between the petrological data and the result from our model at 5-10 km depth is the high SiO 2 content which seems to be related to the high melt production at low depths in our model. From this preliminary work and the results of a forthcoming paper presenting the complete petrological and geodynamical modeling of a spreading ridge, it appears that, consistently with previous studies [Mckenzie and Bickle, 1988] , temperature of the upwelling mantle is one of the main factors influencing the composition of the melt in the near surface region.
Case 2: Plume Under a Moving Plate
[56] Several numerical studies on plume under a moving plate have been carried out [e.g., Ribe and Christensen, 1994; Morgan et al., 1995; Ribe and Christensen, 1999; Ballmer et al., 2007] . However new interpretations of the asthenosphere-lithosphere interaction and new geophysical observations suggesting alternative hypothesis, have been discussed recently [Li et al., 2004; Ribe, 2004] . Moreover, a self-consistent model for the temporal evolution of the thermal anomaly in combination with the interpretation of petrological and geochemical observations has not yet been developed.
[57] The dynamics of the system is controlled by two factors: passive flow of a thick lithosphere and upwelling of a plume under the effect of thermal (and perhaps also chemical) buoyancy. Different models revolve on the uncertain definition of (1) the thermal structure and composition of the mantle and the plume and (2) the viscosity and density of the lithospheric and asthenospheric mantle.
[58] We address with our model two cases, the temporal evolution of a plume and the interaction with a relatively young lithosphere (40 Ma) and with an older lithosphere (80 Ma). The lithosphere is simply defined as the cold and relatively rigid portion of the upper mantle which has been cooled by heat conduction for a certain amount of time. In the first case we draw our attention on the density structure of the lithospheric and asthenospheric mantle. In the second case, we evaluate the effect of viscous dissipation on the thermal structure of the system. The main features of the general model are as follows: (1) uniform composition is described by a fertile peridotite, (2) density is retrieved from the locally equilibrated mineralogical assemblage at given pressure and temperature (the mineralogical assemblage is based on the thermodynamic database discussed in the previous section but without including the melt phase), (3) lithospheric horizontal velocity at the surface is set to 8 cm/a, (4) plume diameter is 100 km, and (5) melt is not included in the present model. A fully coupled two-phase flow model that includes melting, will be discussed in a forthcoming paper.
[59] The case of a young lithosphere can be associated to the Réunion hot spot [Bonneville et al., 1997] or the Pitcairn hot spot in French Polynesia [Yoshida and Suetsugu, 2004] . The size of the simulation box is 800 km Â 160 km, plume is centered at x = 200 km, bottom temperature is set to 1400°C and the peak temperature of the plume 1560°C with a parabolic decrease toward the reference temperature of 1400°C. Viscosity, as defined in the previous section, is dependent on temperature with an activation energy of 3 Â 10 5 J/mol. The lowest value of the viscosity is set to 10
19 Pa s at 1400°C. Figure 2 illustrates some of the results of the simulation; blue contour lines represent few selected isotherms. Mantle evolution is described by density change with time; dashed lines delineate the stability fields of different key mineral phases (Figure 2a ). For the computed temperature field, density progressively increases from the surface to bottom except that in the spinel stability field, the continuous decrease of spinel content with depth (4.7 wt% ) 4.2 wt%, 40 km ) 75 km) combined with an increase of temperature, produces a decrease of density with depth until garnet becomes a stable phase. Similar density variation in the spinel stability field was described by Green and Ringwood [1967] . The ascending plume warms the lower part of the lithosphere, thereby, since the garnet/spinel boundary has a positive slope, the transition is pushed toward higher pressure (Figure 2b) . The consequence is a lid of low-density material above the plume at approximately 80 km depth. Figure 2d reports the vertical profiles at x = 600 km after 6 Ma ( Figure 2c) for density, temperature, weight fraction of clinopyroxene-plagioclase-spinel-garnet and the weight fraction in the clinopyroxene of the jadeite + Ca-Tschermak components. Progression of the thermal plume is characterized by an incipient thermal instability around 500 km away from the plume axis similar to the one observed by Moore et al. [1998] (Figure 2c ). This is probably enhanced by the lowdensity spinel assemblage at the transition with the upper part of the plume head.
[60] In the second case we consider a lithosphere which has been cooled for 80 Ma. The vertical size of the simulation box is 200 km; this is about the maximum depth where the thermodynamic database employed in this study correctly reproduces the petrological assemblage. Temperature at the bottom is set to 1350°C and the maximum plume temperature is 1600°C. Reference viscosity is set to 10
19 Pa s at 1350°C. In this model the effect of viscous dissipation is included in the computation of the thermal structure. Figure 3 shows the temporal evolution of the thermal plume. White lines are streamlines and the arrows indicate instantaneous directions of mantle flow. The green contour lines represent the temperature difference induced by the effect of viscous dissipation. The maximum temperature increase of about 50°C is observed at the rim of the plume head, in particular above the plume axis and on the left and right extremes. In this model thermal instability at the base of the lithosphere becomes clear only after 25 Ma (Figure 3d) . Contours of the temperature difference describing the effect of viscous dissipation are not reported in Figure 3d since the temporal evolution of the thermal instabilities on the right portion of the plot are not comparable in the two cases.
Case 3: Mantle Convection With Mineralogically Dependent Viscosity
[61] The last application focuses on mantle thermal convection. Recent studies using mantle convection numerical modeling have addressed a variety of problems such as different recycling age and degrees of depletion between OIB and MORB magmas [Davies, 2002; Davies, 2007a, 2007b] , constraints on the heat flow through the core-mantle boundary Tackley, 2005a, 2005b; Zhong, 2006] , effect of variable thermal conductivity [van den Berg et al., 2005] , effect of phase transformations in the transition zone and lower mantle [Nakagawa and Buffett, 2005] . The purpose of this numerical case is to provide an integrated mineralogical and geodynamic model of the Earth's mantle. A similar objective has been pursued recently by coupling tabulated thermodynamic parameters with a mantle convection model [Jacobs et al., 2006] . The main features of this model are as follows: (1) the dynamic model is fully compressible (density is allowed to vary in all transport equations); (2) density is related to pressure, temperature and petrology; and (3) viscosity is function of pressure and temperature, and it takes into account to some extent the mineralogical assemblage.
[62] The present model does not allow the formation of a plate-like regime thermal convection which appears to be the most likely condition of the present Earth's mantle [Ogawa, 2003] .
[63] A simplified version of the energy transport equation (7) discussed in section 2 is obtained after setting the volume fraction equal to one and removing the summation symbol and the last two terms on the left hand side. Since only one dynamic phase is considered, the heat exchange term between two dynamic phases is also set to zero on the right hand side. Heat capacity is held constant in the energy transport equation which implies that, unlike the problems discussed in the previous sections, the heat change caused by solid-solid transformations is not taken into account. The maximum estimated error is on the order of 20-45°C, mainly localized in the upper mantle and transition zone where the polymorphic transformations of olivine take place, and at the transition with the lower mantle where the assemblage perovskite + periclase becomes stable.
[64] Radiogenic internal heat source has been not considered in this study. A numerical study which included moving plates [Yoshida and Ogawa, 2005] , by reevaluating the residual topography of hot spot swells and the relation between the plume heat flow and the heat flow at the bottom of the convective layer, came to the conclusion that the contribution of the basal heating is 50 -70% of the total heat budget given by the basal heating and radiogenic internal heating.
[65] Details of the model presented in this study are as follows:
[66] 1. The size of the 2-D simulation box is 6000 km Â 3000 km.
[67] 2. Temperatures at the upper and lower boundaries of the box are set to 25 and 3325°C, respectively.
[68] 3. The system is closed to mass flow and free slip boundary conditions are applied on all sides.
[69] 4. The simulation assumes a pyrolite bulk composition normalized to the simplified system MgO-FeO-SiO 2 . The thermodynamic database for this system, which was developed by Saxena [1996] , provides a self-consistent mineralogical model that is in good agreement with the geophysical PREM [Dziewonski and Anderson, 1981] .
[70] 5. Viscosity is based on the diffusion creep model described by Yamazaki and Karato [2001] . The viscosity range is restricted between 10 21 Pa s and 10 23 Pa s.
[71] The upper mantle viscosity is assumed to be controlled entirely by diffusion of silicon in olivine. We have used in our model the experimental data of Houlier et al. [1990] . More recent experimental data by Dohmen et al. [2002] showed a much higher activation energy for silicon diffusion in olivine compared to the older data. The new activation energy for olivine is also significantly different from the activation energy of silicon in wadsleyite [Shimojuku et al., 2004] . However, silicon diffusion in wadsleyite is very similar to diffusivity of silicon in olivine reported by Houlier et al. [1990] . The new results of Dohmen et al. [2002] would probably push the viscosity of the upper mantle to values $1 to 3 orders of magnitude lower than the viscosity we have implemented in our current model, therefore inducing a large increase in the viscosity contrast at the transition between the upper and lower mantle. The current model for the upper mantle viscosity must be considered a first-order approximation since it does not take into account several additional factors. We have ignored (1) the effect of grain boundary diffusion that would make the effective diffusion coefficient in a polycrystalline aggregate different from the volume diffusion coefficient, (2) the effect of high-pressure polymorphic transformations of olivine starting at about 400 km depth, (3) the effect of other mineralogical phases in the evaluation of a bulk rock viscosity, and (4) the effect of water content in the mantle. We note, however, that at high temperature, volume diffusion is the most dominant diffusion mechanism [e.g., Shewmon, 1963; Ganguly, 2002] .
[72] In the lower mantle where periclase and perovskite are the only stable minerals, viscosity follows the parameterization presented by Yamazaki and Karato [2001] .
[73] The mantle viscosity structure after 6.15 Ga is shown in Figure 4 . The duration of the simulation should not be related to the effective age of the Earth since the arbitrary thermal initial condition of the simulation does not represent the thermal condition of the mantle in the early Earth's history. Furthermore, while the simulation snapshot is at some intermediate stage toward a dynamical thermal steady state, there is no clear understanding on how to relate this stage to the Earth's cooling history. A related problem has been recently addressed by Davies [2002] , who developed a formulation to rescale the model time to the real Earth's time to take into account the decline in the radioactive heat generation for a convective model entirely heated from within.
[74] Despite the uncertainties of our model, Figure 4 should provide a useful insight on the possible viscosity structure of the mantle. As expected, the upwelling of hot material from below and downwelling of cold slabs greatly affect the upper mantle viscosity structure. The viscosity in downwelling, is clearly distinct in the upper mantle (Figures 5c and 5d ).
[75] Characteristic mantle viscosity at present time was recently inferred from inversion of two sets of tomography models related to the central Pacific ocean [Forte and Mitrovica, 2001; Forte et al., 2002] . Two high-viscosity peaks were found at approximately 1000 km and 2000 km depth. Without attempting to resolve the detailed viscosity or thermal structure of the mantle beneath the Pacific ocean, we took a simple average of the profiles along the two vertical sections z1 and z2 and compared the result with the geophysical viscosity profile. Figure 6 shows considerable similarities between our spatially averaged simulation results and the viscosity model of Forte and Mitrovica [2001] . It seems that the main variations observed in the geophysical viscosity model under the Pacific ocean are induced primarily by the upwelling and a downwelling flow in the mantle region.
Summary and Conclusions
[76] A model that combines chemical thermodynamics and fluid flow provides a powerful tool to study the Earth's interior. Preliminary results from the implementation of this model were reported by Tirone and Ganguly [2002] ; a similar formulation was also recently presented by Smith et al. [2005 Smith et al. [ , 2007 and Hebert et al. [2008] .
[77] In this work we have introduced the basic ingredients of the petrological geodynamic approach, namely, (1) the governing equations for a generalized transport model; (2) a description of the computational procedure for calculation of equilibrium mineral assemblages of a closed system by minimizing its Gibbs free energy, subject to the bulk compositional restriction; and (3) a discussion on combining items 1 and 2 into an interactive model. We have also described the numerical method and the consequence of assuming local thermodynamic equilibrium. Sections 6.2 and 6.3 illustrate two applications of the method at the simplest level in which a uniform composition has been used. We have examined in section 6.2 the interaction of a thermal plume with a lithosphere of variable thickness, taking into account the density for the computed petrological assemblage. We have shown how the location of the transition between spinel and garnet stability fields is influenced by the plume upwelling, suggesting also that the thermal instabilities formed at the base of the lithosphere is possibly enhanced by this phase transformation. We have also illustrated that the effect of viscous dissipation combined with an accurate density model, supports the lithospheric thermal instability.
[78] Viscosity and density are two of the primary factors that influence the thermal structure of the . Solidus for a fertile peridotite composition computed using our thermodynamic database and that included in the program MELTS [Ghiorso and Sack, 1995] and pMELTS [Ghiorso et al., 2002] . The experimental result from Walter and Presnall [1994] in the system CMASN is also reported for comparison. mantle. In section 6.3 we have incorporated into a geodynamic model a viscosity formulation and the density structure obtained from the abundance and composition of minerals, which are retrieved from thermodynamic calculations. A further integration of the mineralogically dependent viscosity model with available experimental data should lead to a better interpretation of geophysical observations; in this work a first attempt was made to reproduce the mantle viscosity structure observed under the Pacific ocean.
[79] We have presented in section 6.1 some results on early stage melting during passive spreading of plates where melt formation, abundance, composition and dynamics are reproduced in a self-consistent model. When melt and solid mantle flow are treated separately, the local bulk composition of the system is continuously modified, hence chemical equilibrium cannot be simply described by a single phase diagram. We have shown that the lithosphere is only displaced by the upwelling asthenospheric mantle and that melt formed over a depth range tends to accumulate on the upper portion of the upwelling mantle until the thermal anomaly reaches the near surface area. While melt composition is in reasonable agreement with observation, the amount of melt is probably lower than expected and a complementary dynamic process should be considered.
Appendix A: Validation of the Thermodynamic Computation [80] Using the database of Berman [1988] and Saxena [1996] , the numerical algorithm employed for the thermodynamic computation was validated by reproducing the phase equilibrium diagrams shown in those studies. The thermodynamic model for melt developed by Ghiorso et al. [2002] was the starting point to create a simplified thermodynamic database for melt components in the system Na 2 O-CaO-MgO-FeO-Al 2 O 3 -SiO 2 . The new database was obtained by fitting the experimental petrology data of Presnall and coworkers [Walter and Presnall, 1994; Gudfinnsson and Presnall, 2000; Presnall et al., 2002] . The thermodynamic parameters of the new database and additional information are reported elsewhere (M. Tirone and J. P. Morgan, Petrological geodynamic modeling of mid-ocean ridges, submitted to Journal of Geophysical Research, 2009 ). An exact comparison of the results using our thermodynamic database and the database included in the program MELTS [Ghiorso and Sack, 1995] and pMELTS [Ghiorso et al., 2002] is difficult since minor elements (e.g., Ti, Cr, Fe3+) which have been neglected in our work, play a very crucial role in Ghiorso's thermodynamic model. However, we report in Figure A1 the phase equilibrium diagram for a fertile peridotite computed with the thermodynamic model developed in this study, the solidus from experimental data and the solidus obtained with MELTS and pMELTS (bulk composition is slightly different). In the application discussed in section 6.1 the bulk composition is not fixed since it is allowed to vary according to dynamics of melt and residual solid, therefore the phase diagram reported here should not be taken as a reference for the results obtained from the coupled petrological and geodynamical model.
Appendix B: Validation of the Transport Model
[81] The transport equations in the various applications (two-phase flow, mantle convection, plume-lithosphere interaction) are based on the same discretization procedure and numerical algorithms. A simplified version of the flow model used in the mantle convection problem (section 6.3) which did not make use of the thermodynamic Figure B2 . Differences between the expected (initial) and computed bulk chemical composition for a dynamic melting model in which melt and solid velocities are assumed to be equal. The bulk composition remains fixed at all points. The computed bulk composition is obtained by solving the chemical transport equations. The percentage error (a) for a horizontal section at 33 km depth and (b) for a vertical section along the ridge axis. The results refer to a stage in which the initial lithospheric mantle has moved away from the ridge axis. computation, was successfully validated with the benchmark study by Blankenbach et al. [1989] (the case with internal heating was not considered in our comparison). However, it should be pointed out that the numerical conditions for the benchmark case are significantly different from those of the problem discussed in section 6.3 (density and viscosity are directly function of the mineralogical assemblage and indirectly function of pressure and temperature).
[82] The plume model discussed in section 6.2 was tested, in particular regarding the formation of the thermal instabilities, using different sets of meshes. Figure B1 shows the same problem solved with mesh size ranging from 2 to 6 km in the x direction and 2 to 4 km in the z direction. The numerical conditions are the same as reported for the first problem in section 6.2.
[83] A numerical benchmark for two-phase flow is not available yet [Richard and Schmeling, 2008a; 2008b] . Analytical solutions exist for very simple one dimensional cases which are not particularly relevant for the problem discussed in section 6.1. Partial verification of the quality of the results can be obtained with various approaches. The transport model for chemical elements has been tested in a spreading ridge model by imposing the melt velocity to be equal to the velocity of the solid matrix. In this way there should be no difference between the total composition of the system melt + solid and the starting bulk composition at any location and at any time. Figure B2 reports the error for the various chemical elements along the axis and on a horizontal section at 33 km depth. The overall error is less than 1% with respect to the initial bulk composition; the only exception is bulk content of Na 2 O (maximum error $3.6%) at the spinel-plagioclase transition.
[84] Although the model program used in this work is not suitable to solve one dimensional problems, a test of an ideal 1-D problem closely related to the one discussed in section 6.1 in the manuscript has been performed with variable grid size. The example assumes an influx from below of material with predefined porosity (or melt fraction) of 4% and prescribed input velocity (4 cm/a). The viscosity of the matrix is either 10
19 Pa s or 10 20 Pa s and the density contrast between melt and the matrix is set to 400 Kg/m 3 (melt viscosity is 1 Pa s). The steady state results of the numerical experiment with grid size 0.25, 0.5, 1 km are shown in Figure B3 . Oscillations in the melt content appear with the finest grid and the higher-viscosity case. Coarse grid and low-viscosity cases instead reveal a smooth melt distribution and negligible variations in melt and matrix velocities. The main conclusion from this case is that the grid size of 1 km, adopted in the manuscript for the ridge model, is sufficiently accurate to reproduce mantle dynamics even though the presence of solitary waves are not detected, the difference in melt velocities with various grid sizes is less than 3%, therefore the main results of the melt transport model should not be significantly affected.
[85] A second test case analyzes the dynamics of a squared area of 10 Â 10 km with a uniform initial melt content (3%) and a constant matrix viscosity of 10 21 Pa s (melt viscosity is 1 Pa s). Passive flow is imposed with a prescribed velocity of 4 cm/a. The results with grid size of 0.5, 1, 2 km are shown in Figure B4 . Numerical diffusion, as expected, is more significant with a coarse grid size, however the overall evolution of the melt area is reasonably well reproduced in all three examples. Figure B4 . Simplified 2-D two-phase flow model applied to a spreading ridge problem. A constant melt fraction (3%) is initially imposed on a square area. Mantle viscosity is constant, and spreading velocity is equal to 4 cm/a. The time evolution of the melt content using variable mesh size, (a) 2 km, (b) 1 km, and (c) 0.5 km. [86] In a further test, melting under spreading lithosphere has been computed with a coarse mesh (4x = 4z = 2 km) and the results are compared with the analogous simulation using a grid size of 1 km, which is the grid size used in section 6.1. The difference is expressed in percentage defined as the scaled difference with respect to the value for the finest grid (e.g., for a variable v: v(2 km) À v(1 km)/v(1 km)). The primary variables reported in Figure B5 are temperature, pressure, melt fraction, vertical velocity component for solid and melt (v z ). The various panels illustrate the results for a horizontal section at 32 km depth (red line) and a vertical section on the ridge axis (x = 0, blue line). The maximum percentage difference almost never exceeds 10%, it is very small for temperature (<0.1%) and about 20% for v z (solid) at about 80 -90 km depth where melt starts forming (depth of the initial melt formation is slightly different when 1 km and 2 km meshes are used). An estimate of the error based on Richardson's extrapolation, which requires three computations with different grid sizes, was not possible since a simulation with a larger grid was not successful and a finer mesh was computationally too expensive. 
