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This thesis is concerned with the development of high-resolution diffuse interface
methods for resolving compressible multi-fluid flows. The developed methods are
subsequently applied to simulate Richtmyer-Meshkov instability (RMI) driven by
cylindrical shock and shock-bubble interactions in two and three dimensions.
Based on ensemble averaging for multi-component flows, an inviscid compressible
multi-fluid model is recovered. The viscous effect and gravity can also be introduced
into the model. The direct Eulerian piecewise parabolic method (PPM) is modified
slightly and generalized to integrate numerically the hyperbolic part of governing
equations. Although the resulting dimensional-splitting and unsplit PPMs are com-
plicated, they prove more accurate in interface capturing. The present methods
are able to resolve the material interfaces sharply and deal with problems involving
high density and pressure ratios as well as large differences in equations of state
(EOSs) across an interface. The use of adaptive mesh refinement (AMR) allows us
to capture flow features at disparate scales.
MUSCL-Hancock method is extended to resolve the multi-fluid flows with com-
ponents modeled by Mie-Gru¨neisen EOS which is referred to as general or complex
EOS. By adapting HLLC approximate Riemann solver to the advection equation,
the volume fraction is updated properly. As a result, the method proves very stable
under different situations, which is a remarkable advantage. As Mie-Gru¨neisen EOS
can model a large number of real materials, this method can be applied to many
vi
problems. In addition, PPM is also extended to handle general EOS.
To simulate flows involving one or two barotropic components, methods based
on Lagrangian-remapping (LR) PPM are developed. The basic idea is that the
mixtures of two fluids are considered to be nonbarotropic. The solution procedure
is divided into Lagrangian step and separate remapping step. The methods can
produce sharper profiles for discontinuities, particularly contact discontinuities than
other diffuse interface methods. They prove quite stable and effective in dealing with
the multi-fluid flows.
LR PPM is applied to numerically study RMI. The results with our method for
air-SF6 interface driven by a planar shock are found in good agreement with predic-
tions of front tracking and theoretical models. The evolution of single-mode air-SF6
interface driven by an imploding shock is highly different from that of the planar
case. The so-called reshock is observed. In addition, random-mode perturbations
are imposed on air-helium interface to mimic real problems. Random nature of the
perturbations significantly alters evolution of the interface. The effects of shock
strength and perturbation amplitude on RMI are also examined.
The study also concentrates on the numerical investigation of cylindrical and
spherical bubbles in air accelerated by shock with Mach numbers (Ma) in the range
of 1.2 ≤ Ma ≤ 6. The bubbles may be lighter or heavier than the ambient air,
forming different configurations. It is found that the time evolution of a specific
bubble filled with helium or krypton is significantly altered by the shock strength.
For three-dimensional (3D) bubbles, some new flow features observed in experiments
are reproduced numerically. Our 3D results agree qualitatively well with the exper-
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Chapter 1 Introduction and Literature Review
1.1 Background
Compressible multi-fluid flows, where immiscible fluids with fully different properties
are separated by material interfaces, arise in many practical applications from iner-
tial confinement fusion to combustion, underwater explosion, bubbly flow, etc. Such
flow problems are also involved in astrophysics, and a typical example is Richtmyer-
Meshkov instability (RMI), which plays an important role in supernova explosion.
Since they are widespread, study on the multi-fluid flows has received much atten-
tion and made significant progress in the computational fluid dynamics community
over the past few decades.
Up to now, quite a few numerical methods have been developed to resolve the
compressible multi-fluid flows. These methods can roughly be categorized into four
families: front-tracking, volume of fluid, level-set and diffuse interface methods. In
this section, a brief review on developments of the first three types of methods will
be presented.
The basic idea of front-tracking methods of Glimm et al. (1981, 1998, 2000,
2001a,b) is to introduce a lower dimensional grid which dynamically moves with
various waves, such as shock, contact discontinuity, rarefaction and material inter-
face. The lower dimensional grid is coupled with a higher dimensional background
grid. Using Riemann problems solutions, a special algorithm is developed to ad-
vance points on the lower dimensional grid. In addition, see work of LeVeque and
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Shyue (1996).
The front-tracking methods do not introduce numerical diffusions on discontinu-
ities, which distinguishes them from any interface-capturing method. The methods
track the discontinuities, implement correct jump conditions and thus keep all dis-
continuities sharp. As a large number of grid points are distributed on the interfaces,
they are more accurate than other methods and small scale flow features on the in-
terfaces can be resolved.
However, front tracking is very complicated when applied to deal with large
interface deformations. Another disadvantage is that the methods may become
unstable when extremely small grid size or volume is present. In addition, it is
difficult to extend the methods to three dimensions.
Another family of numerical methods for the multi-fluid flows is volume of fluid
(VOF) methods. VOF methods define volume fractions of fluid components and
use them to reconstruct the material interfaces. Suppose two fluids coexist in a
computational domain Ω. In each grid cell, volume fraction of fluid 1, α, is defined
as ratio of volume of fluid 1 to that of the cell. It is proved that the volume fraction
obeys the following equation,
∂α
∂t
+ v · ∇α = 0 (1.1)
where v is velocity vector. α lies in the interval [0, 1]. In each cell, if value of α
is known, the interface can be reconstructed using various algorithms. After the
interface location is determined, governing equations can be discretized and solved.
The interface reconstruction is a key ingredient of VOF methods. In two dimen-
sions, the interface in a cell containing two fluids are considered to be made up of
continuous, piecewise smooth lines. Many algorithms were developed to reconstruct
the interface. Hirt and Nichols (1981) represented the interface as line aligned with
the grid. This method is simple but only first-order accurate. To improve accuracy,
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piecewise linear segments are constructed to approximate the interface, which leads
to the piecewise linear interface construction (PLIC) methods (Ashgriz and Poo,
1991; Parker and Youngs, 1992; Rider and Kothe, 1995, 1998; Rudman, 1997, 1998;
Pilliod Jr and Puckett, 1997, 2004; Gueyffier et al., 1999; Ma, 2002; Sethian and
Smereka, 2003). The review article by Scardovelli and Zaleski (1999) is particularly
recommended.
VOF methods were extended to compressible multi-fluid flows by Parker and
Youngs (1992), Miller and Puckett (1996) and Shyue (2006c).
One of advantages of VOF methods is that the material interfaces can be resolved
sharply as they are reconstructed accurately in each time step. As the interfaces
are defined implicitly, VOF can handle merger and breakup of the interfaces more
easily than front tracking. In addition, extending VOF from two dimensions to three
dimensions is relatively simple.
A principal disadvantage of VOF methods is the interface reconstruction algo-
rithms may be very complicated. Besides, the geometric quantities such as curvature
cannot be computed in a straightforward manner. Finally, the methods are complex
in case of drastic topological changes of the interfaces.
Next, we look at level-set methods. Osher and Sethian (1988) first proposed
level-set methods, which are based on an implicit formulation of the interfaces.




Ω2. Γ(t) is a material
interface separating fluid 1 in region Ω1 and fluid 2 in region Ω2. One is concerned
with motion of the interface Γ(t). To track the interface, Osher and Sethian (1988)
constructed a function, φ(x, t), and set the zero-level set of this function to be the







+ v · ∇φ = 0 (1.2)
φ(x, t) is advected at local velocity. This equation is called level-set equation and
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can take different forms. Usually, the value of φ(x, t) is set to be signed distance
between a given point x and the material interface.
Typically, the level-set solution procedure consists of the following four steps:
1. Initialize the flow variables and level set function φ(x, tn).
2. Solve the level-set equation and update φ(x, tn) to new time level.
3. Re-initialize φ(x, tn+1) so that value of level-set function is still the signed
distance to the interface.
4. Solve the governing equations to update the flow variables and perform some
special treatments on the interface.
Mulder et al. (1992) are the first to apply level-set methods to compute interface
motion in compressible gas dynamics. However, this method produced unphysical
pressure oscillations on the interfaces. To eliminate the oscillations, Karni (1994,
1996) employed the non-conservative form of the level-set equation so that the pres-
sure is continuous across an interface. Fedkiw et al. (1999) proposed the ghost fluid
method by defining the ghost cells on each side of the interface. Although the ghost
fluid method has some remarkable advantages, it cannot be applied to problems
involving a strong shock colliding with a material interface. Liu et al. (2003) modi-
fied the original ghost fluid method. Nourgaliev et al. (2006) implemented level-set
method in an adaptive mesh refinement environment.
Level-set methods have some advantages. First, the methods are easy to im-
plement and can be extended to three dimensions quickly. Second, the level-set
methods can deal with complex topological changes and calculate geometric quan-
tities easily. The methods also exhibit disadvantages. They, for instance, are not
discretely conservative, which can lead to some numerical errors. For more infor-
mation on level-set methods, the reader is referred to review article by Osher and
Fedkiw (2001) and that by Sethian and Smereka (2003).
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1.2 Diffuse Interface Methods
Contrary to the preceding methodologies, diffuse interface methods do not track
the material interfaces accurately, but allow them to diffuse numerically over a
few grid cells. Typically, model equations consist of Euler equations supplemented
with some governing equations for equation of state (EOS) parameters or passively
advected quantities, such as mass or volume fractions of components. The material
interfaces are identified using the EOS parameters or advected quantities. However,
a problem is that there are numerical transition layers between different components.
Obviously, one has to derive a mixture or artificial EOS to recover thermodynamic
variables such as pressure in the layers.
As compared with three types of methods discussed in the previous section,
diffuse interface methods are less accurate as they may admit excessive numerical
diffusions on the interfaces. However, the methods are easier to implement and
can handle drastic topological changes. As methods developed in this thesis also
belong to the diffuse interface methods, in the following, we will discuss this type of
methods in more detail.
1.2.1 Methods for Flows with Stiffened Gas EOS
It is well known that the pressure oscillations occur on the material interfaces when
conventional finite difference or volume methods are applied to compressible multi-
fluid flows calculations directly. This is because that the methods cannot guarantee
that the pressure is continuous across a material interface.
To eliminate the oscillations, Abgrall (1996) proposed a quasi-conservative ap-
proach for two-gas flows with ideal EOS. The basic idea behind this method is that
for a one-dimensional (1D) interface advection problem, where the pressure and ve-
locity are in equilibrium throughout the domain and only the density is allowed to
vary across the interface, the calculated pressure and velocity should remain equi-
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librium at any time. Based on this condition and energy equation, Abgrall (1996)
derived a scheme for updating 1/(γ − 1), which corresponds to discretization of
the advection equation for 1/(γ − 1) where γ is ratio of specific heat. In fact, Ab-
grall (1996) gave up the conservative form of governing equations. This method is
oscillation-free and can handle strong shocks. However, it is only applicable to 1D
problems.
Later, method of Abgrall (1996) was extended to multi-fluid flows modeled by
stiffened gas EOS in multiple dimensions by Saurel and Abgrall (1999b). Approx-
imate Riemann solvers including HLL and Roe schemes as well as exact Riemann
solver are used in conjunction with MUSCL scheme. The method is robust, but due
to inherent diffusion of MUSCL scheme, the interfaces are smeared greatly. Shyue
(1998) also generalized Abgrall’s idea to flows with stiffened gas EOS, deriving γ-
based and volume-fraction-based models. The non-conservative model equations
are solved using high-resolution wave propagation method. In addition, Zheng et al.
(2008a) developed method based on unstructured grid.
Most of existing multi-fluid approaches are second order accurate. To improve
accuracy, Johnsen and Colonius (2006) applied third- and fifth-order finite volume
weighted essentially non-oscillatory (WENO) schemes to interface capturing. They
are the first to adapt HLLC approximate Riemann solver to multi-fluid problems.
Their method is high-order accurate and quasi-conservative. However, as stated by
Shu (1997), the finite volume WENO scheme is expensive in two dimensions.
Besides the above quasi-conservative methods, a fully conservative scheme with
HLL Riemann solver was proposed by Wackers and Koren (2005). Marquina and
Mulet (2003) developed a flux-split algorithm based on conservative formulation of
two-fluid model. Nevertheless, it seems that this method cannot strictly eliminate
oscillations when applied to calculations of shock-bubble interactions. Bates et al.
(2007) simulated a rectangular block of SF6 accelerated by shock using a multifluid
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algorithm, which is conservative. But this method is restricted to ideal gas EOS.
At the same time, there have been some attempts to derive models with several
velocities and pressures, where the rate at which mechanical equilibrium between
different phases is reached is taken into account, see Saurel and Abgrall (1999a) and
Murrone and Guillard (2005).
Majority of the above methods ignore complex physical effects on the interfaces.
To model multi-fluid flows with gravity, viscous effects and surface tension, Perigaud
and Saurel (2005) developed a quasi-conservative formulation.
Although the methods previously discussed are successful in capturing the in-
terfaces, they suffer from some drawbacks. First, due to the inherent numerical dif-
fusions of these methods, excessive diffusions may be introduced into the interfaces,
which is the principal disadvantage of the diffuse interface methods. Sometimes, a
material interface is spread over 10 cells. Second, some of these methods are based
on a uniform Cartesian grid. However, compressible flows usually involve various
flow features at disparate scales, such as steep gradients as well as smooth struc-
tures. These features should be resolved with different grid resolutions. If a uniform
grid is used, the computational cost will be increased significantly when the grid is
refined. Finally, most of these methods ignore physical effects such as viscosity.
Therefore, it is desirable to develop simple and robust numerical methods which
are less diffusive than those previously mentioned. In addition, we wish to employe
adaptive mesh refinement (AMR) to improve grid resolution in local regions con-
taining sharp structures such as shocks and material interfaces. In some problems,
viscosity plays an important role and so it should be taken into account.
1.2.2 Multi-fluid Flows with Mie-Gru¨neisen EOS
Although much research has been devoted to resolution of multi-fluid flows, few
studies have been done on fluids modeled by general or complex EOS. In this thesis,
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the general or complex EOS refers to Mie-Gru¨neisen EOS, which includes cases
of stiffened gas, van der Waals, Jones-Wilkins-Lee EOSs, etc. These EOSs can
model a variety of real materials in practice, but they also introduce difficulties into
numerical algorithms.
Miller and Puckett (1996) developed a conservative Godunov-type algorithm
for computing multiphase flow problems with each of the phases modeled by Mie-
Gru¨neisen EOS. In this algorithm, the multiphase mixtures are modeled as an effec-
tive phase with single-valued pressure and velocity which is a fundamental assump-
tion. The resulting model system is hyperbolic and solved using high-resolution
Godunov-type method.
This algorithm can be applied to problems involving materials in condensed
phases such as liquids and solids under high pressure for example. It is based on
volume of fluid formulation, which requires one to reconstruct the material inter-
faces at each time step to determine individual phase volumes advected across cell
interfaces. As we know, the interface reconstruction procedure is not trivial. In
addition, this algorithm uses a simplified multiphase model. One has to relax the
pressure to reach mechanical equilibrium in cells containing more than one material.
Saurel and Abgrall (1999a) also proposed a numerical model for compressible
two-phase flows. In this model, pressure and velocity relaxations between two phases
are considered. The resulting model equations are complex, consisting of mass,
momentum and energy equations for each phase as well as an advection equation
for volume fraction. This method seems robust.
However, non-conservative terms accounting for source and relaxation terms in
the equations lead to difficulties in solving the model system. The authors calculated
numerical fluxes using modified Godunov-Rusanov scheme and approximate HLL
Riemann sovler, and the resulting algorithms are diffusive.
By using the assumption of pressure and velocity equilibriums across a mate-
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rial interface, Shyue (1999a, 2001) also developed high-resolution wave propagation
methods for flows with van der Waals and Mie-Gru¨neisen EOSs. The algorithms
combine Euler equations with a set of transport equations for material-dependent
quantities in mixture EOS. These quantities are used to calculate the pressure of
mixtures.
One disadvantage of Shyue’s methods is that the transport equations depend on
the specific form of EOS. For general EOS, the model equations may become very
complex.
Later, a simpler five-equation model was introduced by Allaire et al. (2002).
In one dimension, the governing equations consist of mass conservation equation
for each fluid, momentum and energy equations for the mixtures and an advection
equation for volume fraction of one fluid component. All the material-dependent
parameters of the mixture EOS can be calculated from partial densities and volume
fraction. The assumption of pressure equilibrium or isobaric closure is employed to
close the model system. This model is very simple and does not vary with the form
of EOS.
In this method, an advection scheme is developed to update the volume fraction.
But it may be unstable under certain situations. Physically, the volume fraction is
passively advected at local speed. Nevertheless, some of methods in the literature
update value of the volume fraction according to the velocity field at previous time
step. This, however, can lead to unphysical partial densities and failure of calcula-
tions in a number of situations.
As discussed above, it is necessary to develop effective algorithms to model multi-
fluid flows with general EOS. In this thesis, we construct high-resolution methods
with AMR, which are very robust and stable.
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1.2.3 Flows Involving Barotropic Components
Practical applications often involve barotropic fluids, that is, fluids whose pressure
only depends on density. A typical example is water modeled by Tait EOS. For
barotropic flows, the energy equation dose not need to be solved as the pressure can
be calculated from the density directly.
While many studies have been done on nonbarotropic multi-fluid flows, little
literature is available on flows with two barotropic fluids. van Brummelen and Ko-
ren (2003) developed a non-oscillatory conservative method for barotropic two-fluid
flows with Tait EOS. Besides, Shyue (2004) presented an interface-capturing method
to handle such flow problems. The basic idea of Shyue (2004) is to derive a non-
isentropic form of Tait EOS to model the mixtures of two barotropic components.
In transition layers between the two fluids, the energy equation is coupled to the
isentropic Euler equations. However, in regions containing a pure barotropic fluid
only, the Euler equations in isentropic form are employed.
Although algorithm of van Brummelen and Koren (2003) was shown to be valid,
it was only applied to one-dimensional cases. Shyue (2004)’s method can resolve
problems in multiple dimensions. However, with this method, the material interfaces
diffuse greatly.
On the other hand, there are a large number of two-fluid problems involving
a barotropic component and a nonbarotropic one. Shyue (2006b) generalized his
method in Shyue (2004) to barotropic and nonbarotropic two-fluid problems. Again,
the mixtures of two components are considered to be nonbarotropic and a mixture
EOS is derived based on the assumption of pressure equilibrium.
In this method, the nonbarotropic fluid component is modeled by Noble-Abel
EOS, which is mainly used to describe gas. Therefore, it is desirable to use a
more complex EOS such as stiffened gas EOS to model more materials. In ad-
dition, a big challenge to Shyue (2006b)’s method is that energy conservation for
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the nonbarotropic component cannot be maintained in small neighborhoods of the
interfaces. This issue is still open.
As discussed above, it is necessary to develop numerical methods to deal with
barotropic two-fluid and barotropic-nonbarotropic two-fluid flows. The methods
should produce the sharp material interfaces and can handle flows with more com-
plex EOS.
1.3 Applications of Multi-fluid Algorithms in Simula-
tions
1.3.1 Numerical Simulations of Richtmyer-Meshkov Instability
When an incident shock collides with a material interface separating two different
fluids, the interface becomes unstable and evolves with time. This instability was
first predicted theoretically by Richtmyer (1960) and then studied experimentally
by Meshkov (1970). Since then, it is referred to as Richtmyer-Meshkov instability
(RMI). This instability plays important roles in some astrophysical phenomena and
engineering applications, and so has been studied extensively. Brouillette (2002)
presented a detailed review on the theoretical, experimental as well as numerical de-
velopments of RMI during past 40 years. In addition, see review article by Zabusky
(1999) for more information. Here, we only provide a brief review of RMI driven by
cylindrical shocks.
Zhang and Graham (1998) carried out a detailed numerical investigation of RMI
triggered by imploding and exploding shocks, which refer to shocks moving radially
inwards and outwards, respectively, in a cylindrical coordinate system. The shocks
can collide with the material interfaces from heavy fluid to light fluid or from light
one to heavy one. Therefore, four configurations are examined. In that study, the
phenomena including reshock, phase inversion and twice phase inversion, effects of
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number of fingers and initial perturbation amplitude, and growth rates correspond-
ing to spikes and bubbles are all studied carefully. A significant difference between
planar and cylindrical RMIs is the reshock. For example, in configuration where an
imploding shock accelerates an interface from light phase to heavy one, the so-called
reshock leads to phase inversion of the material interface.
Later, Saltz et al. (1999) investigated RMI driven by imploding shocks using
two Eulerian hydrodynamics codes. Single-mode and multi-mode perturbations are
imposed on the interfaces. Some preliminary results are presented.
Although study of Zhang and Graham (1998) provides an insight into mechanism
of cylindrical RMI, they only investigated single-mode perturbations. However,
there are almost no regular perturbations in real problems. So it is necessary to
consider random-mode perturbations to mimic real problems. It is believed that
random initial amplitude and wavelength significantly complicate interface evolution
progress, and there are interesting phenomena peculiar to this problem.
On the other hand, Saltz et al. (1999) did not investigate the case where im-
ploding shocks are located in heavy gas initially.
Here, we use high-resolution piecewise parabolic method (PPM) to simulate RMI
in a cylindrical geometry. Our simulations are motivated by experiment of Benjamin
et al. (1993) and that of Meshkov (1970). Numerical results in cylindrical geome-
try are compared with those in planar geometry to show differences. In addition,
random-mode case is also studied.
Besides the above cylindrical RMI, in recent years, there have been some studies
handling RMI for axisymmetric flows in spherical domains, for example, see Dutta
et al. (2004) and Glimm et al. (2002).
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1.3.2 Shock-bubble Interactions
Shock-bubble interactions induce RMI since on the bubble interface, the density and
pressure gradients are not colinear after shock passage. It is well known that RMI
occurs in the broad area of applications. Therefore, bubble accelerated by shock
has received much attention during the past few decades. It should be noted that
in this thesis, bubble refers to cylinder in two dimensions and to sphere in three
dimensions.
Up to now, a single bubble driven by an incident shock has been extensively
studied experimentally. In the pioneering work of Haas and Sturtevant (1987) ,
time evolutions of helium and refrigerant 22 (R22) gas cylinders and spheres were
presented using shadowgraph pictures. Jacobs (1993) and Zoldi (2002) also con-
ducted experiments to record cylinder deformations under weak shock by means of
planar laser-induced fluorescence (PLIF). Besides the above single bubble configura-
tion, Tomkins et al. (2002, 2003) and Kumar et al. (2005, 2007) studied interactions
of two or three cylinders with weak shock. More recently, Layes et al. (2003, 2005)
carried out experiments to investigate evolution of gas sphere accelerated by weak
shock. The gas, helium or nitrogen or krypton, is filled in the sphere in air at at-
mospheric pressure to produce different density jumps across the sphere interface.
In addition to weak shock, Ranjan et al. (2005, 2007) studied soap-film sphere filled
with argon or helium impacted by strong shock. The surrounding gas is atmospheric
nitrogen.
On the other hand, the shock-bubble interactions have been investigated numer-
ically. Quirk and Karni (1996) reproduced the experiments of Haas and Sturtevant
(1987), providing a comprehensive view of bubbles deformations. For example, in
the case of a shock interacting with a heavy R22 cylinder, the refracted shock is well
identified and it is found, for the first time, that the shock thickening results from
generation of a compression system matching the pressure jumps between the weak
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and strong parts of the refracted shock. Besides, Quirk and Karni (1996) proposed
a method for producing Schlieren images of density and pressure fields to visualize
weak waves in the solution and to compare numerical and experimental results.
In the above work, a sharp interface is assumed. In contrast, Zoldi (2002) sim-
ulated evolution of a diffusive SF6 cylinder as in his experiment, one gas is injected
into a shock tube filled with the other gas to generate a gas column. Therefore, a dif-
fusive interface exists. The numerical results are in good qualitative agreement with
experimental images. However, there are some quantitative differences between the
calculated and measured length measurements of the cylinder, which is attributed
to the fact that one cannot acquire accurate initial conditions from the experimen-
tal image at initial time. Zhang et al. (2004) optimized the initial conditions and
achieved better agreement with the experimental data of Zoldi (2002). In addition
to these works, the shock-bubble interactions were also simulated in other studies,
for example, see Palekar et al. (2000), Marquina and Mulet (2003), Shyue (2006c),
Johnsen and Colonius (2006) and Nourgaliev et al. (2006).
Although many efforts have been made to resolve shock-accelerated bubble, in
most of the previous studies, only weak shock is considered. With strong shock,
the behaviors of bubble may change significantly and some new flow features may
appear. Hence, it is necessary to simulate bubble driven by strong shock. Bagabir
and Drikakis (2001) investigated the Mach number (Ma) effects on the evolution of
a helium cylinder by considering Ma in the range of 1.22 ≤Ma ≤ 6. However, they
set ratios of specific heat of both air and helium to be 1.4 to use a single-component
hydrodynamics code to resolve two-gas flows where gas components have different
thermodynamic properties. This, however, may affect the cylinder evolution. So, it
is desired to employ a two-fluid model. In addition, heavy density cylinder should
also be taken into account as its evolution process is completely different from that
of the helium cylinder.
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So far, relatively little work has been done on numerical investigation of shock-
accelerated sphere in three dimensions. Giordano and Burtschell (2006) simulated
experiment of Layes et al. (2003) by solving two-dimensional (2D) axisymmetric
flow model equations. They examined differences in behaviors between cylinder and
sphere driven by a Mach 1.2 shock. Layes and Le Metayer (2007) compared nu-
merical results with experimental images and achieved good qualitative agreement.
Again, the 2D axisymmetric model is used. More recently, Niederhaus et al. (2008)
and Ranjan et al. (2008) carried out 3D numerical simulations of shock-sphere in-
teractions.
However, in most of the above studies, only weak shock is considered. There is
no a comprehensive study of Mach number effects on shock-sphere interactions in
both convergent and divergent configurations. Hence, it is necessary to carry out
simulations to examine Mach number effects on sphere evolution.
1.4 Objectives and Significance of Study
The purpose of this study is to develop high-resolution numerical methods for resolv-
ing compressible multi-fluid flows with various EOSs. In addition, the methods are
applied to simulate RMI driven by cylindrical shocks and shock-bubble interactions.
The more specific aims are as follows:
1. To develop direct Eulerian PPM algorithm for multi-fluid flows with stiff-
ened gas EOS. The inviscid multi-fluid model is recovered using theory of multi-
component flows. Viscous effects and gravity can also be taken into account. AMR
is employed to resolve various flow features at disparate scales.
2. To develop numerical methods based on MUSCL and PPM schemes to simu-
late multi-fluid flows where fluid components are modeled by Mie-Gru¨neisen EOS.
The methods should be stable and robust under different situations.
3. To develop Lagrangian-remapping version of PPM to resolve barotropic two-
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fluid and barotropic-nonbarotropic two-fluid problems.
4. To simulate RMI driven by imploding shocks. Besides the single-mode per-
turbations, the random-mode ones are imposed on the material interfaces to mimic
real problems.
5. To simulate time evolutions of gas cylinders and spheres accelerated by shocks
and examine Mach number effects on the evolution processes.
Theoretically, the numerical methods developed in this study are accurate and
efficient and therefore can be applied to resolve a wide range of real problems. How-
ever, the compressible multi-fluid flows are actually very complex. It is impossible
to consider all factors in simulations. Some assumptions are made in this study:
1. Our methods are based on the multi-fluid models with single pressure and
velocity. In cells containing more than one fluid component, all phases are in pressure
and velocity equilibriums. In fact, the models have been used widely and prove
effective.
2. In simulations of RMI and shock-bubble interactions, fluid components are
assumed to be inviscid. In addition, the flows may become turbulent at late times.
However, turbulence model is not used in the present study.
One contribution of this work is to apply high-resolution PPMs together with
AMR to compressible multi-fluid flows modeled by different EOSs. Another contri-
bution is to extend HLLC Riemann solver to handle general EOS, which produces
very stable numerical methods. Besides, some interesting physical phenomena are
observed in RMI driven by imploding shock and in shock-bubble interactions.
1.5 Outline of Thesis
The thesis is organized into seven chapters:
In chapter 1, introduction and literature review are presented.
In chapter 2, using the theory of multi-component flows, an inviscid compressible
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multi-fluid model is recovered. This model can be extended to include viscous
effects and gravity. The dimensional-splitting and unsplit PPMs are generalized to
integrate the hyperbolic part of governing equations. AMR is used to improve grid
resolution in local regions.
In chapter 3, a MUSCL-type method with AMR is developed to resolve multi-
fluid flows with general EOS, that is, Mie-Gru¨neisen EOS. The HLLC approximate
Riemann solver is generalized to solve Riemann problem and adapted to the advec-
tion equation. The reason some schemes for the advection equation are unstable is
given. The temporal and spatial accuracies of the method are validated. Besides
MUSCL, PPM is also implemented.
In chapter 4, Lagrangian-remapping PPM is generalized to barotropic two-fluid
and barotropic-nonbarotropic two-fluid flows. Non-isentropic artificial EOSs are
derived to model the two-fluid mixtures. The methods are validated using a set of
test problems.
In chapter 5, RMI with single- and random-mode perturbations driven by im-
ploding shocks is investigated. Results in planar and cylindrical geometries are
compared. Effects of perturbation amplitude and shock strength are also studied.
In chapter 6, shock-bubble interactions are simulated. The cylindrical and spher-
ical bubbles are filled with helium or krypton. The Mach number in the range of
1.2 ≤ Ma ≤ 6 is studied to investigate effects of shock strength on bubbles evolu-
tions. The 3D results are compared with the experimental data and the differences
between 2D and 3D cases are presented.
In chapter 7, conclusion of this study and recommendation for future work are
given.
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Flows with Stiffened Gas Equation of State
In this chapter1, high-resolution methods are developed to capture the material
interfaces of compressible multi-fluid flows in multiple dimensions. Using the the-
ory of multi-component flows, a fluid mixture model system with single velocity
and pressure is recovered to model the current multi-fluid flows, and viscous effect
and gravity are also considered in this system. A consistent thermodynamic law
based on the assumption of pressure equilibrium is employed to describe the ther-
modynamic behaviors of the pure fluids and mixture of different components. The
dimensional-splitting and unsplit piecewise parabolic methods (PPM) are extended
to numerically integrate the hyperbolic part of the model system, while the sys-
tem of diffusion equations is solved using an explicit, central difference scheme. The
block-structured adaptive mesh refinement (AMR) capability is built into the hydro-
dynamic code to locally improve grid resolution. The current methods are validated
using a set of test problems and numerical results show their good performance.
It appears that the methods have some advantages over others. First, the model
system is very simple with the viscous effect and gravity included. Second, the meth-
ods are capable of producing sharper representation of discontinuities, particularly
contact discontinuities. Thus, they are highly suitable for the material interface
capturing. Third, the use of AMR allows different flow features at disparate scales
1Part of this work has been published as:
Zheng, J. G., Lee, T. S., and Ma, D. J. (2007). A piecewise parabolic method for barotropic
two-fluid flows. International Journal of Modern Physics C, 18(3):375–390. (Zheng et al., 2007).
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to be resolved sufficiently. Finally, the methods are quite robust.
2.1 Governing Equations
In this section, a volume-fraction-based fluid mixture model is recovered first for
inviscid, compressible multi-fluid flows. Then, viscosity and gravity are added to
the inviscid model.
2.1.1 Inviscid Model
Based on ensemble averaging, Drew and Passman (1999) derived equations of motion
for multi-component materials flows, where complex interactions between different
phases are considered. This methodology can be adapted to the current flows to
recover the governing equations.
Suppose V is a control volume containingN components. A component indicator
function is defined as,
Xk(x, t) =

1 if x ∈ component k
0 otherwise
(2.1)




+ v0 · ∇Xk = 0 (2.2)
with v0 being the velocity vector of a material interface.







Two useful formulae in derivation are Gauss and Leibnitz rules for volume av-
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erage,















nk · v0g(x, t)ds
(2.4)
where Si is the material interface inside V separating component k and other fluids,
and nk is the unit external normal to component k. For each component k governed
by the Euler equations, multiplying mass, momentum and energy equations by Xk,
respectively, and performing volume average for the resulting expressions and for
the topological equation (2.2) give (Drew and Passman, 1999; Shyue, 2006a),
∂Xkρ(k)
∂t
+∇ ·Xkρ(k)v(k) = ρ(k)∂Xk
∂t
+ ρ(k)v(k) · ∇Xk = ρ(k)D
∂Xkρ(k)v(k)
∂t
+∇ ·Xkρ(k)v(k)v(k) +∇(Xkp(k)) = p(k)∇Xk + ρ(k)v(k)D
∂Xkρ(k)E(k)
∂t
+∇ ·Xk(ρ(k)E(k) + p(k))v(k) = p(k)v(k) · ∇Xk + ρ(k)E(k)D
∂Xk
∂t
+ v(k) · ∇Xk = D
(2.5)
with D = (v(k) − v0) · ∇Xk. In above equations, for component k, ρ(k) is density,
v(k) is velocity, p(k) is pressure and E(k) = e(k)+ 12v
(k) ·v(k) is the total energy with
e(k) being internal energy.
As in Drew and Passman (1999), we present the averaged equations. Here, it is
assumed that all components share the same pressure and velocity, that is, p(k) = p
and v(k) = v. It is also required that the velocity of component k is equal to that
of the interface, that is, v(k) = v0. These crucial simplifications are made in such
a way that the various interfacial source terms are eliminated (Drew and Passman,
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Y (k) is known as volume fraction, that is, the ratio of volume of component k to
that of control region. Then, the topological equation in (2.5) becomes an advection
equation for volume fraction Y (k),
∂Y (k)
∂t
+ v · ∇Y (k) = 0 (2.7)
In fact, for other interface indicators such as mass fraction, the similar advection
equation can be derived.
Defining the averaged partial density as ρˆ(k) = Xkρ(k)/Y (k), the mass conserva-
tion equation in (2.5) then becomes,
∂(Y (k)ρˆ(k))
∂t
+∇ · (Y (k)ρˆ(k)v) = 0 (2.8)
Adding all the individual mass equations produces the mass equation for the mix-
ture. The momentum and energy equations can be treated in the analogous fashion.




+∇ · (ρv) = 0
∂(ρv)
∂t
+∇ · (ρvv + pI) = 0
∂(ρE)
∂t
+∇ · [(ρE + p)v] = 0
∂Y (k)
∂t
+ v · ∇Y (k) = 0, k = 1, ..., N − 1
(2.9)
where N is the number of components, and N = 2 for the two-fluid flows. In this
system, the density, momentum and total energy are defined as,
ρ =
∑
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The challenge is how to find a consistent thermodynamic law to close the system
(2.9) so that the pressure oscillations do not appear on the material interfaces. In
this chapter, both components fulfill the stiffened gas EOS,
p = (γ − 1)ρe− γpi (2.11)
where p, ρ, e are the pressure, density and internal energy, respectively. γ and pi
are two material-dependent parameters. This EOS is applicable to a wide range of
materials including gas, liquid and solid under high pressure.
It is assumed that the artificial EOS for the mixture of two components takes the
same form as EOS (2.11). Then, according to relation (2.10b), the internal energy
of the mixture is given by,
ρe =
p+ γpi












As mentioned earlier, both components should have the same pressure, p = p(1) =
p(2). Then, the above equation is split into two relations,
1




γ(k) − 1 ,
γpi





γ(k) − 1 (2.13)
The solution for γ and pi is found by solving the two equations. Here, a key issue is
to employ the iso-pressure closure to eliminate the pressure oscillations, as discussed
in Allaire et al. (2002). At this point, the inviscid model system is closed completely.
2.1.2 Model with Viscous Effect and Gravity
Perigaud and Saurel (2005) proposed a quasi-conservative formulation for compress-
ible multi-fluid flows with viscous effect using asymptotic analysis and some approx-
imations. The system (2.9) is a simplified version of model in Perigaud and Saurel
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(2005). The derivation of that model is not repeated here. For details, refer to Peri-
gaud and Saurel (2005). Finally, the model system with viscous effect and gravity
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with viscous stress tensor τ ij given by,












where δij = 1 if i = j and δij = 0 if i 6= j. µ is the dynamic viscosity and defined as
µ = Y (1)µ(1) + Y (2)µ(2). In (2.14), g is acceleration due to gravity.
In this model, the surface tension is not accounted for. Perigaud and Saurel
(2005) considered this effect by including surface tension energy contribution.
2.2 Numerical Methods
In this section, we present the numerical procedure to solve the above model system
(2.14). Using operator splitting (Abarbanel and Gottlieb, 1981; Bates et al., 2007),
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In fact, the hyperbolic and viscous parts of the model system are treated sep-
arately. The former are solved using PPM scheme while the latter is explicitly
updated through a central difference approximation.
2.2.1 Reconstruction of Variables
We begin by describing the solution procedure for the hyperbolic system (2.19).
In this chapter, both dimensional-splitting and unsplit PPMs are extended to solve
(2.19). Some modifications are made to achieve better performance and simplify pro-
gramming. As the second-order extension of Godunov’s first-order method, PPM
replaces the piecewise constant function by a specially designed piecewise parabolic
function in flow variable reconstruction (Colella and Woodward, 1984; Woodward
and Colella, 1984). A remarkable feature of PPM is the use of contact discontinuity
detection to decrease numerical diffusion near contact discontinuities. Therefore,
PPM is suited to the material interface capturing. This technique is slightly mod-
ified here to account for the stiffened gas EOS and to improve performance. In
the reconstruction step, to stabilize shock and suppress post-shock oscillations, a
flattening algorithm is adopted in PPM. The algorithm in Colella and Woodward
(1984) is complex and is simplified here to reduce cost of programming and improve
code efficiency. Besides, monotonicity constraint is enforced to eliminate oscilla-
tions in the flow. Although complex, PPM proves more accurate than most of other
second-order schemes, and therefore is widely used in applications such as the ma-
terial interface capturing (Ma, 2002; Zheng et al., 2008c), and astrophysical codes
like Flash (Fryxell et al., 2000) and Ram (Zhang and MacFadyen, 2006). The im-
plementation of PPM is more expensive relative to other Godunov-type methods,
but its good performance proves that the extra work is worthwhile.
As both splitting and unsplit PPMs are based on one-dimensional reconstruc-
tion of primitive variables, we present in detail the reconstruction procedure in x
25
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direction.
1. Piecewise parabolic interpolation function:
In the solution procedure, the first step is to construct parabolic distributions
for primitive variables U = (ρ, u, v, w, p, Y (1)) from their cell averages. Here, as an
example, we perform the reconstruction for density ρ.
Let xj+ 1
2
be the boundary between the jth and (j+1)th cells. ρnj , the cell average




) at time tn, is known at













with ∆xj representing the grid spacing of cell j, satisfying stability or Courant-
Friedrichs-Lewy (CFL) constraint.
For cell j, PPM uses ρnj and other averages in neighboring cells as stencil, denoted










Colella and Woodward (1984) designed the following parabolic interpolation func-
tion,
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To determine the polynomial uniquely, the coefficients ρL,j and ρR,j are set to be



















































In practice, the above expression for δρj is replaced by the following formula,
δmρj =

min(|δρj |, 2|ρnj − ρnj−1|, 2|ρnj+1 − ρnj |)sgn(δρj),




Chapter 2 High-resolution Methods for Multi-fluid Flows with Stiffened Gas EOS
This can give sharper representation of discontinuities. It also guarantees that ρn
j+ 1
2
falls between the average values in the two neighboring cells. The value of ρn
j+ 1
2
computed above has third-order accuracy even in the presence of nonuniform grid.
However, relation (2.25) only applies to the smooth solution. Under a number of
situations, the interface values, ρL,j and ρR,j , must be modified to obtain satisfactory
results.
2. Contact discontinuity detection:
If a cell is considered within a contact discontinuity, the interpolation polynomial
can be modified to produce a sharper profile. In this situation, the left and right
interface values, ρL,j and ρR,j , are reset to be,
ρL,j → ρdL,j = ρnj−1 +
1
2




The next step is to find criterions determining whether a cell is contained in a
contact discontinuity and to find the rule of switching between (2.25) and (2.29).
Colella and Woodward (1984) considered a cell to be inside a discontinuity if the
third derivative of the density, ∂3ρ/∂x3, is sufficiently large and if the second deriva-
tive, ∂2ρ/∂x2, changes sign across the cell. In addition, it is required that the first
derivative ∂ρ/∂x and the third derivative ∂3ρ/∂x3 must have opposite signs. Fi-
nally, the density jump should be sufficiently large. In addition, see Fryxell et al.
(2000).
Mathematically, the generalized expressions for ρL,j and ρR,j are,
ρL,j → ρL,j(1− ηj) + ρdL,jηj , ρR,j → ρR,j(1− ηj) + ρdR,jηj (2.30)
where ηj is defined as,
ηj = max(0,min(η(1)(η˜j − η(2)), 1)) (2.31)
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(xj − xj−1)3 + (xj+1 − xj)3
ρnj+1 − ρnj−1
)












Here, η(1), η(2) are two constants employed to control the switch between (2.25) and
(2.29). The parameter ² determines how large a relative change in the solution
across a cell can be viewed as a contact discontinuity. Colella and Woodward (1984)
suggested some values for these parameters based on numerical simulation of single-
phase ideal gas flows. However, for the current multi-fluid flows with stiffened
gas EOS, these parameters are taken to be η(1) = 18, η(2) = 0.05 and ² = 0.05,
respectively after extensive test. There is no special reason for this choice.
In addition, a cell is considered to be in a contact discontinuity unless the fol-




> |pj+1 − pj−1|
min(pj+1 + γj+1pij+1, pj−1 + γj−1pij−1)
(2.34)
with K0 = 0.15. This condition is to guarantee that small density gradients and
shocks are not treated as contact discontinuities (Colella and Woodward, 1984). It
is proved that these small modifications made here work well for the multi-fluid
problems.
The above procedure of steepening contact discontinuities is called contact dis-
continuity detection and is optional in our code. Note that this detection algorithm
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is only applied to the density and volume fraction reconstructions.
3. Flattening:
Like some of Godunov-type methods, calculations with PPM will produce post-
shock oscillations if shock speed is smaller than the post-shock characteristic speed.
To eliminate such oscillations, extra dissipation must be added. Colella and Wood-
ward (1984) suggested several methods for introducing the additional dissipation.
But these algorithms have some drawbacks. First, they were developed for single-
phase ideal gas flows and did not work very well when employed with the stiffened
gas EOS in the multi-fluid case. Second, some of these algorithms are very com-
plicated. This significantly increases complexity of coding and computational cost.
The simplest one of dissipation algorithms in Colella and Woodward (1984) is flat-
tening. In this study, the flattening algorithm is employed with small modifications.
In fact, the algorithm has the effect of lowering order of interpolation function and
making it flatter in neighborhood of shocks. The resulting interface values are a
combination of the values calculated above with those obtained using Godunov’s
method,
ρL,j → ρflatL,j = ρnj fj + ρL,j(1− fj), ρR,j → ρflatR,j = ρnj fj + ρR,j(1− fj) (2.35)
with fj ∈ [0, 0.5] representing weighted coefficient. The coefficient fj should be
equal to 0 away from strong shocks.
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with ² = 0.33. Then fj is given by,
fj = max(0,min(0.5, f¯j)) (2.37)
where
f¯j = max(f˜j−1, f˜j , f˜j+1) (2.38)
and











with ω(1) = 0.75 and ω(2) = 5.
Here, f¯j is defined on a fixed stencil. In contrast, in Colella and Woodward
(1984), it is defined on one of two candidate stencils, depending on shock propagation
direction. This is a modification. In addition, the maximum of fj is set to 0.5 rather
than 1 used by Colella and Woodward (1984). This is to guarantee that the current
method does not fully reduce to Godunov’s first-order method in case of strong
shocks. Though the dissipation algorithm is simpler relative to others in Colella
and Woodward (1984), the quality of numerical results does not degrade, which
demonstrates its validity.
4. Monotonicity constraint:
To prevent severe oscillations in the flow, the reconstructed distribution of any
primitive variable must remain monotonic in each cell (Colella and Woodward,
1984). First, if ρnj is a local maximum or minimum, then ρ(x) is set to be a constant,
that is,
ρL,j → ρnj , ρR,j → ρnj if (ρR,j − ρnj )(ρnj − ρL,j) 6 0 (2.40)
Second, if ρnj is sufficiently close to one of the two interface values, values of the
interpolation function may not lie in the range of values defined by ρL,j and ρR,j .
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In this case, the interface values are set to be
ρL,j → 3ρnj − 2ρR,j if (ρR,j − ρL,j)(ρnj −
1
2
(ρL,j + ρR,j)) >
(ρR,j − ρL,j)2
6
ρR,j → 3ρnj − 2ρL,j if (ρR,j − ρL,j)(ρnj −
1
2




See Colella and Woodward (1984) for details of this monotonicity constraint. At
this point, the reconstruction procedure is completed.
Other primitive variables can be reconstructed in exactly the same manner as
density ρ and interpolation functions in y and z directions are obtained in a similar
fashion.
2.2.2 Unsplit PPM Scheme
We present unsplit, finite volume PPM algorithm for solving the multidimensional
problem (2.19). With the unsplit PPM, the interface values, UL and UR, of the
interpolation functions reconstructed in the previous section are used as the input



















i,j,k±1/2 are numerical fluxes calculated using so-
lutions to the Riemann problems at the interfaces of control volume Vi,j,k. In (2.42),
we leave time continuous, which is so-called method of line. In this chapter, the
third-order total variation diminishing (TVD) Runge-Kutta method is used to in-
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tegrate (2.42),






















where L is operator corresponding to spatial discretization of the Euler equations
and advection equation in (2.19). The discretization of the advection equation will
be discussed later.
Time step, ∆t, is calculated using stability or Courant-Friedrichs-Lewy (CFL)
constraint, that is, ∆t = σ∆x/max(max(|u|, |v|, |w|)+c)i,j,k with σ Courant number.
2.2.3 Dimensional-splitting PPM Scheme
When dimensional or Strang splitting is employed (Strang, 1968; Toro, 1999), the
















































(Faj+1/2 − Faj−1/2) + ∆tG¯j = Lx(Unj ) (2.47)
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Here, gravity is assumed to be in x direction.
Let Lx, Ly, Lz denote the one-dimensional operators for the systems of equations




In other words, the solution of the three-dimensional system (2.19) after a time
step, Un+1, is obtained by solving the sequence of three one-dimensional problems
(2.44)-(2.46) sequentially. Each of problems (2.44)-(2.46), corresponding to update
in x, y and z directions, can be handled by a single one-dimensional program. In
the next time step, to calculate Un+2, order of operators is reversed so that second-
order accuracy in time is achieved. When a structured grid is used, extending a
one-dimensional code to two and three dimensions is quite easy.
However, unlike unsplit PPM, where the input states of the Riemann problems
are just taken to be interface values of reconstructed functions, dimensional-splitting
PPM builds the states by taking averages of primitive variables over the domains of
dependence of interfaces.
Before proceeding further, it is useful to introduce two integral averages of the


























where y is assumed to be positive and a(x) represents an interpolation function. For
example, substituting the parabolic function ρ(x) in (2.23) into the above formula
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The domain of dependence of a certain interface contains materials that can
influence the interface state during a time step, and is determined by characteristics
reaching that interface. In Fig. 2.1, locations of characteristics for the supersonic
and subsonic flows are illustrated. The lines labeled -, 0, + correspond to character-
istics of speeds u− c, u and u+ c, respectively. It is not easy to identify the domain
of dependence since number of characteristics reaching the interface from a given
side ranges from 0 to 3.
Colella and Woodward (1984) first constructed a guess for the left and right
input states. This is performed on each side by taking averages over the domain












where U = (ρ, p, u, v, w, Y (1)).
The initial guess is then corrected by considering the number of characteristics
reaching the interface from each side to achieve second-order accuracy. This proce-
dure was described in detail by Colella and Woodward (1984) for single-phase ideal
gas flows. The algorithm is extended in this chapter to handle the stiffened gas EOS
in the current two-fluid case. For simplicity, the complete derivation is not repeated
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#), α# = max(0,−∆tλ#j+1)
(2.53)
where λ#j is the characteristic speed of # characteristic with # = −, 0,+.
After some algebraic manipulations, the effective input states for the Riemann
problem at xj+1/2 is given by,
ps = p˜s + (ρ˜sc˜s)2(β+s + β
−
s )










with s = L,R. In the above expressions,
β#L = 0, if λ
#
i ≤ 0
























Here, for simplicity, the subscript j + 1/2 of all quantities is dropped. The acceler-
ation due to gravity is assumed to be in the positive x direction. For the transverse





s = (Y (1))0s.
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2.2.4 HLLC Riemann Solver
A key issue in update of the solution is to solve the Riemann problems efficiently.
Johnsen and Colonius (2006) adapted HLLC solver to multi-component flow prob-
lems. This scheme can also be used in conjunction with PPM. Take the 1D problem



















with k = L,R. The wave speeds sL and sR are defined to be,
sL = min((u− c)Roe, uL − cL), sR = max((u+ c)Roe, uR + cR) (2.58)
with Roe denoting Roe average velocity (Johnsen and Colonius, 2006). The inter-
mediate wave speed s∗ is computed as,
s∗ =
pR − pL + ρLuL(sL − uL)− ρRuR(sR − uR)
ρL(sL − uL)− ρR(sR − uR) (2.59)
Then, the HLLC flux in (2.42, 2.47) is written as,
Faj+1/2 =

FL if 0 ≤ sL
FL + sL(U∗L −UL) if sL ≤ 0 ≤ s∗
FR + sR(U∗R −UR) if s∗ ≤ 0 ≤ sR
FR if 0 ≥ sR
(2.60)
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The advection equation in (2.19) should be solved consistently with the Euler






(Y (1)u)− Y (1)∂u
∂x
= 0 (2.61)
integrating it and making some approximations give the following discretized scheme,




(qj+1/2 − qj−1/2) +
∆t
∆x
(Y (1))nj (uj+1/2 − uj−1/2) (2.62)
The numerical flux qj+1/2 corresponding to the physical flux Y (1)u is constructed in
the analogous way as in (2.60). The velocity uj+1/2 at cell interface is evaluated as
uL if sL ≥ 0 and uR if sR ≤ 0. Otherwise, it is given as,
uj+1/2 =

uL + sL[(sL − uL)/(sL − s∗)− 1], if sL ≤ 0 ≤ s∗
uR + sR[(sR − uR)/(sR − s∗)− 1], if s∗ ≤ 0 ≤ sR
(2.63)
2.2.5 Two-shock Riemann Solver
The two-shock Riemann solver also can be employed to solve the Riemann prob-
lem (Toro, 1999; Zheng et al., 2008c). In this solver, waver pattern is assumed to
be composed of a rightward-moving shock, a leftward-moving shock and a contact
discontinuity in between. Rarefaction is replaced by shock to improve efficiency in
calculations.
Jump relations across the left and right shocks are given by,
u∗L(p
∗)− u∗R(p∗) = 0 (2.64a)
u∗L(p








where the superscript * denotes the post-shock state, while the subscripts L and R
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represent the left and right input states for the Riemann problem respectively. The











, l = L,R (2.65)
where Cl =
√
γl(pl + pil)ρl is the Lagrangian sound speed. To solve this set of
nonlinear equations, the secant method is applied and the following iteration formula
is derived (Zheng et al., 2008c),
p∗n+1 = p∗n −
∣∣p∗n − p∗n−1∣∣∣∣u∗nL − u∗n−1L ∣∣+ ∣∣u∗nR − u∗n−1R ∣∣ [u∗nR − u∗nL] (2.66)
where n denotes iteration times. The values of p∗0 and p∗1 are specified a priori.
After around 4 iterations, the converged solution for (u∗, p∗) is obtained.
To evaluate state variables along the cell interface xj+1/2, we need to determine
location of three waves relative to the interface. If u∗ is positive, the contact dis-
continuity is on the right of the interface. In this case, Us = UL. If u∗ is negative,









As in Fryxell et al. (2000), define Ds as,
Ds =

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In the case of u∗ > 0, if p∗ > ps, −Ds is speed of the left shock; otherwise, −Ds and
−D∗s are speeds of head and tail of the left rarefaction respectively. In the case of
u∗ < 0, if p∗ > ps, Ds is speed of the right shock; otherwise, Ds and D∗s are speeds
of head and tail of the right rarefaction respectively.
If the interface xj+1/2 is in a rarefaction, the solution is obtained using the linear
interpolation suggested by Fryxell et al. (2000),








max(Ds −D∗s , Ds +D∗s)
]
(2.71)
Finally, the Riemann problem solution at xj+1/2 is given by,
U¯ =

U∗, if D∗s ≥ 0
Us, if Ds < 0
Urare, otherwise
(2.72)
where U¯ = (ρ¯, p¯, u¯). For the transverse velocities and volume fraction, U¯ = Us.
Then, the numerical flux in (2.42, 2.47) can be calculated directly using U¯ .
We remark that the two-shock and HLLC approximate Riemann solvers produce
almost the same results but HLLC is simpler and more efficient.
For the advection equation in (2.44), a second-order scheme of Allaire et al.
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This scheme is consistent with the requirement that our scheme should be free of
the pressure oscillations near the material interfaces.
Both two-shock and HLLC Riemann solvers can be used in conjunction with
unsplit and dimensional-splitting PPM schemes.
2.2.6 Oscillation-free Property
If viscosity and gravity are not considered in model system (2.14), it can be proved
that our scheme is oscillation-free. Here, we follow the line of Allaire et al. (2002)
and consider the advection of a material interface separating two fluids with the
equilibrium pressure and velocity in one dimension. The aim is to prove that the
calculated solution with our method remains the equilibrium pressure and velocity
at any time.
Problem description: It is assumed that two fluids throughout the domain
have the uniform pressure p0 and velocity u0 > 0 and are moving to the right, that
is, pi = p0 and ui = u0 for each cell i. Initially, the contact discontinuity is located at
xi−1/2, so flow variables including the volume fraction, density and internal energy
are allowed to vary across the cell interface, that is, Y (k)i−1 6= Y (k)i , ρi−1 6= ρi and
ei−1 6= ei. Obviously, at the next time level, the material interface must be in cell i.
The objective is to obtain pn+1i = p0 and u
n+1
i = u0. Here, we take the two-shock
Riemann solver along with advection scheme (2.73) to prove the result.
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Proof: U¯r denotes solution to the Riemann problem at xi+1/2, while U¯l denotes
solution at xi−1/2. It is easy to verify that U¯l = (ρi−1, p0, u0, Y
(1)
i−1) and U¯r =
(ρi, p0, u0, Y
(1)
i ). Let U
∗ represent the solution in cell i at new time tn+1. To update
Y (1) according to scheme (2.73), we construct numerical fluxes qj±1/2 and rj±1/2
using U¯l, U¯r, and then obtain the updated value,
(Y (1))∗ = u0λY
(1)
i−1 + (1− u0λ)Y (1)i (2.74)
with λ = ∆t/∆x. Solving the mass equation in (2.47) produces,
ρ∗ = ρi − λ(ρiu0 − ρi−1u0) = u0λρi−1 + (1− u0λ)ρi (2.75)
Solving the momentum equation produces,
ρ∗u∗ = ρiui−λ[(ρiu20+p0)−(ρi−1u20+p0)] = [u0λρi−1+(1−u0λ)ρi]u0 = ρ∗u0 (2.76)
which gives u∗ = u0. Finally, we solve the energy equation and, after some simple
algebraic manipulations, get,
ρ∗e∗ = u0λρi−1ei−1 + (1− u0λ)ρiei (2.77)
Expressing the internal energy in terms of pressure and density gives,
p∗ + γ∗pi∗































γ(k) − 1 =
p0
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This shows p∗ = p0. In above equation, (Y (k))∗ = u0λY
(k)
i−1 + (1 − u0λ)Y (k)i is
the updated value of Y (k) at tn+1. In addition, in the derivation, the definition of
1/(γ∗−1) and (γ∗pi∗)/(γ∗−1) in (2.13), and the pressure equilibrium p(k)i−1 = p(k)i = p0
are used.
The solution, u∗ = u0 and p∗ = p0, proves that our method does not produce the
pressure oscillations on the material interface and our scheme is oscillation-free. For
the HLLC solver, the same result can be proved in a similar fashion. For simplicity,
this procedure is not repeated.
2.2.7 Solution of the Diffusion Equations
The system of diffusion equations (2.20) is solved using an explicit, second-order
central difference scheme. In two dimensions, each component of vector ∂Fd/∂x is

















Here, the two terms are expressed in general form and characters a and b denote






















ai+1,j(bi+2,j − bi,j)− ai−1,j(bi,j − bi−2,j)
4∆x∆x
(2.80)
∂Gd/∂y and ∂Hd/∂z can be approximated in the same way. The stable time step
for the diffusion equations is determined by the diffusion speeds. In the case of ideal
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gas EOS, the time step is given by







with σd 6 1. Define k = [∆t/∆td] to be the nearest greater integer. If ∆t/∆td
happens to be an integer, then k is taken to be this integer value. In general, ∆td
is different from the advective time step ∆t. In this case, it is reset to ∆td = ∆t/k
and subcycling is needed in this update.
When viscous effect and gravity are considered, the inviscid system (2.19) is
solved using Strang splitting (Strang, 1968; Toro, 1999). Let Lx, Ly, Lz denote the
one-dimensional operators for the systems of equations (2.44) to (2.46), respectively,
and Ld denote the operator for the system (2.20). Then, the procedure of solving
the three-dimensional governing equations (2.14) reduces to,







where U represents the vector of unknowns, and superscript k of L(k)d is the number
of subcycling. For diffusion equations (2.20), subcycling is applied if diffusion time
step is smaller than advective time step, see Abarbanel and Gottlieb (1981) and
Bates et al. (2007).
2.3 Adaptive Mesh Refinement
The solution of compressible multi-fluid flows generally contains various flow features
at disparate spatial scales. Sharp structures such as shocks and contact discontinu-
ities are of particular interest and should be resolved with high grid resolution, while
smooth regions can be resolved with low grid resolution. However, use of a uniform
grid can lead to the under-resolved or over-resolved calculations, depending the grid
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resolution employed. Moreover, the fine uniform grids can increase computational
cost dramatically. So, we resort to the AMR algorithm to obtain the desired grid
resolution everywhere as well as to save the computational time.
As pioneers in AMR, Berger and Oliger (1984) and Berger and Colella (1989)
developed the first block-structured AMR algorithm. Despite its flexibility and
efficiency, the algorithm leads to a relatively complex programming task. So far,
a number of AMR algorithms have been proposed by following and improving the
work of Berger and Oliger (1984) and Berger and Colella (1989). Here, we describe
the one developed by MacNeice et al. (2000). The program PARAMESH 4.0 based
on this algorithm is employed with some modifications to suite our needs.
In this simplified algorithm, the grid is assumed to be logically Cartesian. This
indicates that a physical geometry must be mapped to a Cartesian grid geometry
if it is not Cartesian. The grid blocks are not allowed to overlap each other, to be
merged with other blocks at the same refinement level and to be rotated relative
to the coordinate axes. Moreover, they have the identical structure. With these
requirements, the resulting approach has some advantages. First, as the algorithm
is much simpler, code is simplified significantly and therefore programming is easier.
Second, the code is easy to parallelize and proves to be time-efficient (MacNeice
et al., 2000; Fryxell et al., 2000).
Sketch of a two-dimensional grid block which contains 12 × 12 cells is shown
in Fig. 2.2. Its boundary is surrounded by a guard cell layer with 4 cells in each
coordinate direction. As a simple example, Fig. 2.3 shows a computational domain
covered with a hierarchy of grid blocks at different refinement levels. Initially, a set
of blocks at level 1 is generated in the domain. The solution is initialized on these
blocks and then the refinement-derefinement procedure is performed to determine
whether the blocks should be marked for refinement or derefinement. If a block is
determined to be refined, it is cut in half in each coordinate direction, producing
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four child blocks with grid resolution twice that of their parent. The solution on
the new blocks at level 2 is interpolated from data on their parent blocks using
a quadratic interpolation scheme. The guard cells are filled with data from the
neighboring blocks or physical boundaries. If a side is part of a physical boundary,
then the user-defined boundary conditions are imposed. Otherwise, the guard cells
are filled through the quadratic interpolation or direct copy depending on whether
the block has a neighbor at the same refinement level. This process continues until
the desired resolution is achieved everywhere. After the AMR grid is generated, the
solution is reinitialized. Obviously, a given point may be covered by more than one
block and the one with the highest level is referred to as the leaf block. All the leaf
blocks occupy the whole computational domain and do not overlap each other, as
shown in Fig. 2.3. In this study, only the solution on the leaf blocks is updated.
In the runtime, the refinement-derefinement procedure is performed every four time
steps. Thus, the grid is dynamically adjusted, providing the varying grid resolution.
Apparently, a criterion should be provided to determine where and whether the
refinement-derefinement process should be performed. Here, the criterion proposed
in Lohner (1987) and used in Fryxell et al. (2000) and Zhang and MacFadyen (2006)
is employed. It is required to calculate the difference approximation to a normalized
second derivative error norm. In one dimension, the approximation is given as,
Ei =
|ui+2 − 2ui + ui−2|
|ui+2 − ui|+ |ui − ui−2|+ ²[|ui+2|+ 2|ui|+ |ui−2|] (2.83)
Here, u represents any field variable such as the density and pressure; ² is an ad-
justable parameter set to be 0.01. The maximum of Ei is calculated for each block.
If it is larger than a prescribed value Eref , then the block is marked for refine-
ment. If it is smaller than another prespecified value Ederef , the block is marked for
derefinement.
In update of the solution, it should be guaranteed that the flux entering or
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leaving a coarser cell interface shared with its two neighbor cells on the more refined
block is equal to sum of those through the two smaller cell interfaces, as shown in
Fig. 2.4 for a two-dimensional problem. This flux conservation is supported in the
AMR code.
In summary, the implementation of AMR algorithm is as follows:
1. Generate a hierarchy of grid blocks covering the computational domain with
desired resolution in different regions. The solution is initialized on this grid.
2. Update the solution on each leaf block independently and apply the flux
conservation.
3. Compute approximation to the error norm once every four time steps to
determine whether a grid block should be marked for refinement or derefinement.
4. If a block is chosen to be refined, its four children are created with their
solutions prolonged from their parent. If the block is determined to be derefined,
the so-called restriction procedure is carried out. The guard cells are filled with the
data from it neighbors. If the block is on a physical boundary, the used-defined
boundary conditions are imposed.
5. If the present time is less than the end time, go to step 2.
2.4 Numerical Results
In this section, a set of test problems is simulated to validate our methods. Unless
stated otherwise, the Courant-Friedrichs-Lewy (CFL) number is set to be 0.8 for
dimensional-splitting PPM and 0.5 for unsplit PPM. All of the flows, except example
5, are assumed to be inviscid. In each AMR grid block, the grid resolutions are
identical in all the coordinate directions. For 1D case, the refinement indicator
is (2.83) with u representing density. This criterion can be extended to multiple
dimensions. See Fryxell et al. (2000) and Lohner (1987) for more information.
In the simulations below, HLLC Riemann solver is used in conjunction with
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unsplit PPM, while two-shock Riemann solver is employed in dimensional-splitting
PPM. In examples 1-3, two versions of PPM are compared. For problems 4 to 5
involving gravity or viscosity, and case 6 in three dimensions, the calculations are
carried out using splitting PPM.
Example 1. As the first example, we consider the advection of square and circular
gas bubbles in liquid. The computational domain is a unit square. Initially, the
centers of the square gas bubble of size 0.4 × 0.4 and circular bubble of radius
r0 = 0.2 are located at (0.3, 0.3). The gas contained in the bubbles has the state
(ρ, p, u, v; γ, pi) = (10, 1 × 105, 1000, 1000; 1.4, 0). The fluid outside the bubbles is a
liquid with the state (ρ, p, u, v; γ, pi) = (1000, 1× 105, 1000, 1000; 4.4, 6× 108).
For the square bubble, we use dimensional-splitting PPM, while for the circular
bubble, we use unsplit PPM. We first examine advection of square air bubble. This
problem is very simple and the bubble should move with uniform velocity and pres-
sure. We run the simulation to t = 4 × 10−4. The density contours are illustrated
in Fig. 2.5, where the blue dashed lines show the bubble outline at initial time.
At the final time, the air bubble remains a square and each of its corners is still
a right angle. This implies that numerical diffusion on the interface is very small.
The cross-sectional results along diagonal y = x are demonstrated in Fig. 2.6. It is
observed that the pressure and velocity remain equilibrium, and there are no any
pressure oscillations on the interface. In the previous section, it is only proved theo-
retically that our method is free of the pressure oscillations for the 1D interface-only
problem. This simulation further verifies that our method is oscillation-free for the
2D problems. In addition, as shown in Fig. 2.6, the material interface is resolved
with one to two grid cells when contact discontinuity detection is enabled. However,
wave propagation method (Shyue, 1998) and MUSCL scheme (Saurel and Abgrall,
1999b) represent it with more than six cells. Capturing the material interfaces with
less numerical diffusion is a remarkable advantage of the current method.
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In this run, 8 refinement levels are used. At level 1, a single block with 12× 12
cells covers the whole computational domain. Outlines of AMR blocks at t = 4×10−4
are illustrated in Fig. 2.5 using black lines. As expected, the interface is located
on the highest refinement level with the grid resolution of dx = 6.51 × 10−4, while
other regions containing the smooth solution are covered with grid blocks at lower
refinement levels. This example shows that AMR algorithm works well.
Results for circular air bubble at t = 4 × 10−4 obtained using unsplit PPM are
shown in Figs. 2.7-2.8. From Fig. 2.7, it is clear that the bubble interface remains
sharp at final time and is resolved at the highest refinement level. In this case,
the contact discontinuity detection is not used in unsplit PPM and therefore the
interface is resolved with 5 cells, as illustrated in Fig. 2.8. Also observed is that the
pressure oscillations do not occur on the interface, which proves that our method
based on unsplit PPM is oscillation-free. The dimensional-splitting and unsplit
PPMs have almost the same performance, but the former is more efficient than the
latter. In two dimensions, 6 Riemann problems need to be solved per cell per time
step when unsplit PPM is used in conjunction with third-order TVD Runge-Kutta
scheme. However, there are only 2 Riemann problems per cell per time step when
dimensional-splitting PPM is employed.
Based on the square bubble advection problem, the performance of AMR is
examined quantitatively. This case is run on NUS SVU cluster with 16 processors.
The CPU time for splitting PPM with the AMR grid of 8 levels is 4374 seconds.
However, for a uniform grid with the cell spacing equal to that at level 8 of the AMR
grid, the corresponding CPU time is 31587 seconds. The consumed time increases
by 6.2 times. This shows the remarkable advantage of AMR.
Obviously, there is much to be gained from using AMR. For example, we can
obtain the high grid resolution in certain regions and save computational time. On
the other hand, it is desired to balance the refinement level and computational cost,
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that is, to achieve optimal refinement level everywhere. This, however, is difficult
in practice. It is not trivial to determine the required grid resolution for various
flow structures in advance. When a single error indicator is employed, under certain
situations, some regions of solution may be under-resolved and some other regions
may be over-resolved. One possible way to optimize level of refinement is to use a
combination of multiple refinement criteria. The choice of error indicators, however,
depends on experiences.
Example 2. This is a 1D shock-interface interaction problem. We run it on a
2D grid with the y velocity component set to 0 initially. The computational do-
main is a unit square. At initial time, a material interface is located at x = 0.5.
The region to the right of the interface is filled with a ideal gas with the state
(ρ, p, u, v; γ, pi) = (1, 1, 0, 0; 1.4, 0). To the left of the interface, there is a stiffened gas
and the corresponding state is (ρ, p, u, v; γ, pi) = (5, 1, 0, 0; 4, 1). A rightward-moving
shock is located at x = 0.4 and the post-shock state is given by (ρ, p, u, v; γ, pi) =
(7.093, 10, 0.7288, 0; 4, 1). This problem is run to test ability of our method to resolve
the flow structures like shock, contact discontinuity and rarefaction correctly.
The image of density field at t = 0.2 from dimensional-splitting PPM is illus-
trated in Fig. 2.9. Outlines of AMR grid blocks are superimposed on the den-
sity color map. The cross-sectional solutions along the center line y = 0.5 by
dimensional-splitting and unsplit PPMs are demonstrated in Fig. 2.10, where the
exact solution is also presented for comparison. As shown in Fig. 2.10, the numeri-
cal solutions are in good agreement with the exact solution. The shock is resolved
with three grid cells while the contact discontinuity is resolved with two grid cells.
Besides, the rarefaction is well located. Again the pressure oscillations do not occur
on the interface. Two versions of PPM produce almost the same results, which
shows the validity of the two methods.
As stated earlier, two types of Riemann solvers are used in calculations. From
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Fig. 2.10, it is observed that two-shock solver coupled with splitting PPM produces
almost the same results as HLLC scheme associated with unsplit PPM. The minor
difference at the material interface is due to the use of contact discontinuity detec-
tion in splitting PPM. Examples 1-3 prove that the two Riemann solvers have the
comparable performance except that HLLC is more time-efficient.
In this run, 8 refinement levels are employed. At the highest level, the grid
resolution is dx = 6.51 × 10−4. Fig. 2.9 shows mesh refinement pattern at t =
0.2. As shown in the two figures, sharp structures such as the shock and contact
discontinuity are resolved at the highest refinement level, while the smooth flow
features are resolved using coarser grid. This simulation indicates that PPMs in
conjunction with AMR work well for flows with various complex structures.
Example 3. This example is concerned with an underwater explosion problem in
Shyue (2006c). The computational domain is a rectangle of [−2, 2]× [−1.5, 1.5]m2.
The initial conditions consist of an air-water material interface at y = 0 and a
highly pressurized air bubble of radius 0.12m with center located at (0,−0.3)m. The
fluid above the interface is a gas with the sate (ρ, p; γ, pi) = (1.225kg/m3, 1.01325×
105Pa; 1.4, 0), while water is below the air-water interface and the corresponding sate
is given by (ρ, p; γ, pi) = (1000kg/m3, 1.01325× 105Pa; 4.4, 6× 108). The pressurized
air in the bubble has the pressure of 1× 109Pa and density of 1250kg/m3. Initially,
all fluids are stationary. In this simulation, the non-reflecting boundary conditions
are imposed on the top and left and right sides. The reflecting boundary condition
is applied at the bottom.
The Schlieren images of the density and pressure fields at 5 times from two
versions of PPM are demonstrated in Figs. 2.11-2.12. The contact discontinuity
detection is enabled in dimensional-splitting PPM and disenabled in unsplit PPM.
Because of the high pressure ratio across the bubble interface, breaking of the pres-
surized bubble produces a strong shock moving outward and a rarefaction moving
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inward. The outward-moving shock collides with the air-water interface, yielding a
reflected rarefaction. The subsequent interaction of the reflected rarefaction with
the bubble causes the bubble deformation. Meanwhile, the bubble is accelerated by
the reflected rarefaction and moves upward, leading to deformation of the horizontal
air-water interface, as shown in Figs. 2.11-2.12.
Outlines of the grid blocks at t = 1.2ms are overlaid in Figs. 2.11-2.12. Here,
6 refinement levels are employed. All interfaces are located on the highest level
with the grid resolution of dx = 2.6 × 10−3. In Shyue (2006c), the author used a
complicated volume-of-fluid approach to track the material interfaces and achieved
good performance. Our results are comparable to those in Shyue (2006c). This is
due to the advantages of PPM and to use of AMR. The density profiles along x = 0,
which are obtained with a 384 × 288 uniform grid and AMR, are plotted in Fig.
2.13. Also included are the results of Shyue (2006c). Obviously, our results agree
well with those of Shyue. But in the last two frames of Fig. 2.13, there are some
small differences in the right-most peaks, which are narrow regions containing water.
These features were not resolved properly with Shyue’s interface-capturing method,
but were well represented by his volume-tracking scheme, as illustrated in Shyue
(2006c). Here, PPMs give the correct results, which are consistent with those with
Shyue’s volume-tracking method. This run shows that our methods work well for
problem involving complex interactions of shocks, rarefactions as well as material
interfaces, and is capable of capturing sharp flow structures.
Example 4. In this example, we simulate a Rayleigh-Taylor instability (RTI)
to test whether our method can deal with gravity properly. This kind of interface
instability occurs on an interface separating two fluids with different densities. When
the heavy fluid overlies the light fluid, the interface with small perturbation will
become unstable and evolve with time. We set up the simulation as follows: The
computational domain is [0, 0.25] × [0, 1]. Initially, over the interface located at
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y = 0.5, the fluid is a light gas with density of 1. Its pressure is p = y + 1.5 and
velocity is given by u = 0, v = −0.025c · cos(8pix). Here c denotes sound speed. The
heavy fluid of density of 2 is below the interface. For the heavy gas, the pressure is
given by p = 2y+1 and the velocity is the same as that of the light fluid. Both gases
are modeled by the ideal gas EOS with the identical ratio of specific heat, γ = 5/3.
The acceleration due to gravity is assumed to be in the positive y direction and is
set to be g = 1. Reflecting boundary conditions are imposed on the left and right
sides. However, the inflow boundary condition is employed at the bottom with fixed
flow variables ρ = 2, p = 1, u = v = 0. At the top, the outflow condition is used and
flow variables are set to be ρ = 1, p = 2.5, u = v = 0.
The Schlieren images of density field at 5 times are shown in Fig. 2.14, where the
last two frames are obtained at t = 2 and the last frame is included to demonstrate
outlines of grid blocks. Due to the velocity perturbation specified initially, the
interface becomes unstable and deforms. As time evolves, the typical structures of
RTI, spike and bubble, appear during t = 1.5 to 2, as shown in Fig. 2.14. The spike is
portion of the heavy fluid penetrating into the light fluid, while the bubble is portion
of the light fluid penetrating into the heavy fluid. In this run, 5 refinement levels are
applied and the grid resolution at the highest level is dx = 1/768. Our results are
comparable to those in Shi et al. (2003) obtained using ninth-order WENO scheme
with uniform grid spacing of dx = dy = 1/960. This again shows the advantage
of the current method in capturing the material interfaces. This case is sensitive
to grid resolution and selected numerical methods. Here, choosing the grid with 5
refinement levels is just to compare our results with those in the literature. This
simulation proves that our method is able to well resolve the flow with gravity.
Example 5. In this example, we simulate evolution of SF6 bubble accelerated
by an impulsive shock. This calculation is motivated by the experiment of shock-
accelerated SF6 cylinder by Zoldi (2002). In the simulation, viscous effect of fluid
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components is considered. The dynamic viscosities of air and SF6 are chosen to be
1.74 × 10−5Pa · s and 1.42 × 10−5Pa · s, respectively. The two gases are assumed
to have the same Prandtl number, Pr = 0.7. The computational domain is set
to be a rectangle of [0, 12] × [0, 3]cm2. A diffusive SF6 cylinder is suspended in
ambient air and its center is located at (1.15, 1.5)cm. Initially, both air and SF6
are stationary and are in an equilibrium state with the pressure of p = 8 × 104Pa.
Densities of air and SF6 are 0.95kg/m
3 and 4.84kg/m3, respectively. A Mach 1.2
shock moving from left to right is located at x = 0.25cm and the post-shock state is
ρ = 1.2745kg/m3, p = 1.211× 105Pa, u = 104.9m/s and v = 0. Due to diffusion of
gas components, there is no a sharp interface separating air and SF6. Experimental
data show that the SF6 cylinder is mixture of two gases. The density distribution
of the cylinder along radial direction is described by a function of mass fraction of
SF6. Many attempts have been made to model the SF6 cylinder. Here, it is assumed
that inside a small circle of radius rc = 0.062cm, the mass fraction of SF6 is fixed
at χ = 0.6. However, the mass fraction outside the circle is modelled as a Gaussian
distribution, χ = 0.6exp[−(r− 0.062)2/0.192] with r being distance from the center
of SF6 cylinder to a given point. Periodic boundary conditions are imposed on top
and bottom. On the left side, inflow boundary is employed with flow variables set
to be the state of shocked air. On the right side, non-reflecting boundary is used.
The initial conditions are close to those in Palekar et al. (2000).
A sequence of dynamic images of volume fraction contour at 7 times is shown
in Fig. 2.15. The overall flow structures obtained with our method are comparable
to those of experiment in Zoldi (2002). As shown in Fig. 2.15, by t = 50µs,
the shock has passed through the heavy gas cylinder. The interaction of shock
with interface produces a transmitted shock and a reflected wave and, at the same
time, deposits a vortex sheet along the interface. The density gradient near the
interface is in the radial direction, while the pressure gradient is in the horizontal
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direction. Misalignment of the density and pressure gradients leads to generation
of vorticity on the interface. The vorticities vary with position as angle between
the two gradients changes along the interface. Since the flow is symmetric about
x = 1.5cm, the vortices on the upper and lower sides have opposite signs. Because
of these pairs of vortices, the interface becomes unstable and evolves with time. By
around t = 600µs, two counter-rotating vortices have formed.
It should be remarked that some small scale flow features appear on the right side
of the cylinder at around t = 750µs, as shown in Fig. 2.15(g). It is generally accepted
that these small scales are attributed to the secondary Kelvin-Helmholtz instability
at late stages. Though these flow features were present in experimental results of
Zoldi (2002), they did not appear in numerical solution in that study. There are two
possible reasons for the difference between Zoldi’s and our numerical results. First,
Zoldi solved the inviscid Euler equations and neglected the viscosity. Nevertheless,
it is believed that the viscous effect is pronounced and plays an important role at the
late stages of cylinder development. This is why the viscosity is taken into account
in this example. Second, the initial conditions between two simulations are different.
Define bubble width at a time as the distance between front and rear sides of the
bubble, as illustrated in Fig. 2.15(g). The sides are identified using mass fraction
of SF6 (Zoldi, 2002). In Palekar et al. (2000), the bubble width normalized by its
initial diameter is around 2.07 at t = 750µs. It is approximately 3% larger than
the present value. This difference is acceptable, as the current initial conditions are
slightly different from those in Palekar et al. (2000) and the result is sensitive to the
conditions.
In this run, 8 refinement levels are used. The finest grid spacing is dx =
0.0195mm. As shown in Fig. 2.15(h), the interface of interest is resolved at the
highest level. This subfigure is obtained at the same time as Fig. 2.15(g), but is
included to show grid refinement pattern. This simulation demonstrates capability
55
Chapter 2 High-resolution Methods for Multi-fluid Flows with Stiffened Gas EOS
of the current method to treat viscosity correctly.
Example 6. Finally, we simulate a 3D Richtmyer-Meshkov instability. When a
shock collides with a material interface separating two fluids, the interface with
small perturbation will become unstable and the perturbation will be amplified.
This is known as Richtmyer-Meshkov instability. The problem is set up as follows:
The computational domain is [0, 1] × [0, 1] × [−2, 2] and the material interface is
given by z = −1.2 + 0.1(cos(2pix) + cos(2piy)). A heavy fluid is below the interface
and its state variables are given as (ρ, p; γ, pi) = (5, 1; 4, 1). Above the interface,
there is a light fluid with the state variables (ρ, p; γ, pi) = (1, 1; 1.4, 0). At initial
time, the two fluids are stationary. In this case, a shock located at z = −1.5 is
to collide with the interface from the heavy fluid to the light one. The post-shock
state is (ρ, p, u, v, w) = (7.093, 10, 0, 0, 0.7288). On top and bottom, non-reflecting
boundary conditions are imposed, while on the remaining sides, periodic boundary
conditions are used.
For computational saving, 3 refinement levels are used. The effective grid res-
olution at the finest level is dx .= 0.01. Iso-surfaces of volume fraction at initial
time and t = 2 are presented in Fig. 2.16. Collision of shock with interface im-
pulsively accelerates the interface. As a result, the interface moves upward. As in
example 5, there is also an unstable vortex sheet of varying strength on the inter-
face, which results from the misalignment of density and pressure gradients. This
vortex sheet subsequently leads to the deformation of interface. It is well known
that when a shock travels from the heavy fluid to the light fluid, the phase inversion
of perturbation occurs, that is, peaks and valleys of the interface exchange their
positions. As shown in Fig. 2.16, by t = 2 the spike and bubble characteristic of
Richtmyer-Meshkov instability have formed completely.
This problem is the 3D extension of 2D Richtmyer-Meshkov instability examined
by Shyue (1998). To validate our method, we also run the 2D case with the initial
56
Chapter 2 High-resolution Methods for Multi-fluid Flows with Stiffened Gas EOS
material interface given by z = −1.2 + 0.1cos(2pix) and with shock located at z =
−1.325. The shape of the material interface at t = 2 is similar to the one on any x−z
or y − z cross sections in Fig. 2.16. The density and pressure profiles along center
line x = 0.5 are plotted in Fig. 2.17, where squares denote result with the current
method while solid lines represent Shyue (1998)’s result. The two methods agree well
in density distribution except that PPM resolves the steep gradients such as material
interface more sharply, as illustrated in the left frame of Fig. 2.17. In the pressure
profile, there are small differences between two sets of results in some regions. This
is due to the difference in the resolution of complex flow structures between the
two methods. The 3D results are reliable since extending the 2D problem to three
dimensions is trivial. In addition, the implementation of the current method in three
dimensions is quite easy by using operator splitting as the structured grid is used.
2.5 Summary
In this chapter, the high-resolution numerical methods have been developed to sim-
ulate compressible two-fluid flows. The flows are governed by a fluid mixture model
system, which is recovered based on the theory of multi-component flows. Viscous
effect and gravity are also taken into account. Use of operator splitting allows us
to split the model system into the hyperbolic part and viscous part. The two parts
are dealt with separately. The PPM scheme is extended to solve the hyperbolic
system with stiffened gas EOS. The contact discontinuity detection and flattening
algorithms of PPM are modified slightly to handle the current two-fluid case and
to achieve better performance. A simplified block-structured AMR algorithm is
incorporated into the hydrodynamic model to sufficiently resolve the flow features
at disparate spatial scales. Several test problems are simulated and the numeri-
cal results show validity of our methods. In summary, advantages of the current
methods are as follows: 1. The model system is simple and its derivation is easy
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to understand. It can be used in a wide range of problems. 2. The methods can
give sharper representation of captured discontinuities, particularly contact discon-
tinuities, which is a remarkable advantage and makes the methods suitable for the
material interface capturing. 3. Use of the block-structured AMR guarantees that
various flow features are resolved with appropriate grid resolutions. 4. Our methods
are very robust, as demonstrated by the numerical results.
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Figure 2.1: Locations of characteristics for supersonic flow (a) and subsonic flow (b).
The dashed lines labeled -, 0 and + correspond to characteristics of speeds u− c, u
and u+ c, respectively. Here, fluid is assumed to propagate from left to right.
Figure 2.2: The structure of a grid block. In two dimensions, each block has 12×12
interior cells bounded by the dash-dot line and has 4 guard cells at each boundary.
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Figure 2.3: The sketch of a simple computational domain covered with a set of grid




Figure 2.4: The flux conservation at a jump in refinement. The flux f on the coarse
cell interface should be equal to sum of the fluxes f1, f2 on the fine cell interfaces.
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Figure 2.5: Density contours of the square air bubble advection problem at time
t = 4 × 10−4, using dimensional-splitting PPM. The blue dashed lines show the
bubble outline at initial time.
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Figure 2.6: Cross-sectional results along the diagonal y = x for the air bubble
advection problem shown in Fig. 2.5. Here, both the numerical (circles) and exact
(solid lines) solutions are shown. The four subfigures are (a) density, (b) pressure,
(c) norm of the velocity vector and (d) volume fraction.
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Figure 2.7: Density contours of the circular air bubble advection problem at time
t = 4× 10−4, using unsplit PPM. The blue dashed lines show the bubble outline at
initial time.
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Figure 2.8: Cross-sectional results along the diagonal y = x for the air bubble
advection problem shown in Fig. 2.7.
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Figure 2.9: Density contour of the 1D shock-interface interaction problem at t = 0.2,
using dimensional-splitting PPM.
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Figure 2.10: Cross-sectional solutions along the center line y = 0.5 to the problem
shown in Fig. 2.9. Solid lines are the exact solution, while circles and squares are
numerical results from dimensional-splitting and unsplit PPMs, respectively.
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Figure 2.11: Schlieren images of the density and pressure fields for the underwater
explosion problem at 5 times. The results are obtained using dimensional-splitting
PPM. Here, ms denotes microsecond. The outlines of AMR blocks at end time are
also illustrated.
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Figure 2.12: Results from unsplit PPM for problem in Fig. 2.11.
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Figure 2.13: The density profiles along x = 0 for problem in Figs. 2.11 and 2.12.
The solid lines denote Shyue (2006c)’s results; circles are solution obtained using
dimensional-splitting PPM with a 384 × 288 uniform grid; diamonds and squares
are results from dimensional-splitting and unsplit PPMs with AMR, respectively.
Figure 2.14: Schlieren images of the density field at times t = 0, 0.5, 1.0, 1.5, 2.0.
The last two frames correspond to t = 2.0.
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Figure 2.15: A sequence of images of volume fraction contour at times 0, 50µs,
200µs, 350µs, 450µs, 600µs and 750µs. The last two frames correspond to t =
750µs.
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Figure 2.16: Iso-surfaces of volume fraction for the 3D Richtmyer-Meshkov instabil-
ity.
Figure 2.17: The density and pressure profiles along x = 0.5 for 2D RMI at t = 2.
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Chapter 3 Interface-capturing Methods for Flows with
General Equation of State
In this chapter1, stable and robust interface-capturing methods are developed to
resolve inviscid, compressible two-fluid flows with general equation of state (EOS).
The governing equations consist of mass conservation equation for each fluid, mo-
mentum and energy equations for mixture and an advection equation for volume
fraction of one fluid component. Assumption of pressure equilibrium across an in-
terface is used to close the model system. MUSCL-Hancock scheme is extended to
construct input states for Riemann problems, whose solutions are calculated using
generalized HLLC approximate Riemann solver. Adaptive mesh refinement (AMR)
capability is built into hydrodynamic code. The resulting method has some ad-
vantages. First, it is very stable and robust, as the advection equation is handled
properly. Second, general equation of state can model more materials than simple
EOSs such as ideal and stiffened gas EOSs for example. In addition, AMR enables
us to properly resolve flow features at disparate scales. Finally, this method is quite
simple, time-efficient and easy to implement.
In addition to MUSCL scheme, PPM discussed in the previous chapter is also
generalized to the flows with general EOS. Implementation of PPM is more complex,
but this scheme can resolve discontinuities more sharply.
1This work has been published as:
Lee, T. S., Zheng, J. G., and Winoto, S. H. (2009). An interface-capturing method for resolving
compressible two-fluid flows with general equation of state. Communications in Computational
Physics, 6(5):1137–1162. (Lee et al., 2009).
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3.1 Governing Equations
The governing equations for inviscid, compressible two-fluid flows read,
∂
∂t
(Y (1)ρ(1)) +∇ · (Y (1)ρ(1)v) = 0
∂
∂t
(Y (2)ρ(2)) +∇ · (Y (2)ρ(2)v) = 0
∂(ρv)
∂t
+∇ · (ρvv + pI) = 0
∂(ρE)
∂t
+∇ · [(ρE + p)v] = 0
∂Y (1)
∂t
+ v · ∇Y (1) = 0
(3.1)
where ρ(1) and ρ(2) are the partial densities of fluids 1 and 2, respectively; p is the
pressure, v is the vector of velocity and E = e+ 12v · v is the total energy per unit
mass with e being the internal energy; Y (1), the volume fraction of fluid 1, lies in the
interval [0, 1] and satisfies relation Y (1) + Y (2) = 1. The total density, momentum


















Allaire et al. (2002) proved consistency, hyperbolicity and existence of a math-
ematic entropy of the model system (3.1). For simplicity, this procedure is not
repeated here.
Next, a mixture EOS needs to be derived to close (3.1). Here, each of the fluids
is modeled by Mie-Gru¨neisen EOS,
p(ρ, e) = Γ(ρ)[ρe− ρeref(ρ)] + pref(ρ) (3.3)
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In this EOS, all the material-dependent parameters, Γ(ρ), eref(ρ) and pref(ρ) depend
on the density. Therefore, the corresponding parameters for the mixture of two fluids
should also be the function of partial densities. This is reason mass conservation
equation for each component is included in the governing equations (3.1).
Mie-Gru¨neisen EOS is referred to as general EOS as it can produce the following
six types of EOSs:
(1) Ideal gas EOS 




(2) Stiffened gas EOS 


















































































pref(ρ) = p0 +
c20(V0 − V )
[V0 − s(V0 − V )]2
eref(ρ) = e0 +
1
2
[pref(ρ) + p0](V0 − V )
(3.9)
These EOSs can model a wide range of real materials. Stiffened gas EOS, for
example, is suitable for gas, liquid and solid under high pressure; van der Waals
EOS takes into account real-gas effect because molecular cohesive forces and size
of molecules are considered; Cochran-Chan EOS can also characterize solid under
strong shock, but is more accurate than stiffened gas EOS. Please refer to Saurel
and Abgrall (1999a), Shyue (2001) and Allaire et al. (2002) for more details of these
EOSs.
It is well known that the challenging problem in simulation of multi-fluid flows
is to eliminate pressure oscillations on the material interfaces. The cause of these
oscillations was identified first by Abgrall (1996). The basic idea of Abgrall (1996) is
to assume that there is no pressure jump across a material interface separating two
fluids, that is, p(1) = p(2) = p. This assumption is key to oscillation-free schemes
design and also adopted here.
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It is easy to verify that Mie-Gru¨neisen EOS (3.3) can be rewritten as,
p(ρ, ρe) = (γ(ρ)− 1)ρe− γ(ρ)pi(ρ) (3.10)
where
γ(ρ) = Γ(ρ) + 1, pi(ρ) =
Γ(ρ)ρeref(ρ)− pref(ρ)
Γ(ρ) + 1
It is also assumed that the velocity does not vary across a material interface,
namely v(1) = v(2) = v. Then, according to equation (3.2b), the internal energy of










If the pressure of the mixture is related to its density and internal energy through
a mixture EOS p = (γ − 1)ρe − γpi, then through using p(1) = p(2) = p, equation
(3.11) can be split into the following two equalities,
1












In calculations, we first evolve governing equations (3.1), and then values of ρ(1),
ρ(2), v, e and Y (1) follow. Next, γ and pi in above two equalities are computed.
Finally, solution to the pressure of the mixture is found through p = (γ−1)ρe−γpi.
At this point, the model system (3.1) is complete with the mixture EOS.
A quantity frequently used is the sound speed of the mixture, which can be
derived in a straightforward manner according to its definition. In the case of Mie-
Gru¨neisen EOS, the sound speed is given by,




γ(k) − 1 (3.13)
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where z(k) is mass fraction of fluid k and defined as z(k) = (Y (k)ρ(k))/(
∑
Y (k)ρ(k)).
3.2 Method Based on MUSCL-Hancock Scheme
In this chapter, the classical MUSCL-Hancock scheme is extended to construct input
states for Riemann problems. MUSCL scheme is the second-order extension of
Godunov’s first order upwind method. It was introduced by van Leer (1979) by
representing variables distributions as linear functions in each grid cell. MUSCL
scheme is simplified significantly by Hancock and the resulting algorithm is called
MUSCL-Hancock scheme, which is of predictor-corrector type (van Leer, 2006).
Here, we reconstruct the primitive variables rather than conserved variables so as
to maintain pressure equilibrium. HLLC Riemann solver is generalized to calculate
numerical fluxes including those for the advection equation. As the volume fraction
is advected properly, the present scheme is more stable than some other methods.
Multi-dimensional problems are handled using Strang splitting.
3.2.1 Variables Reconstruction
We only concentrate on one-dimensional case since multi-dimensional problems can
be treated dimension by dimension using Strang splitting (Strang, 1968). The aug-
mented one-dimensional governing equations in x direction can be expressed in terms
of primitive variables as,
Wt +AWx = 0 (3.14)
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where W = (Y (1)ρ(1), Y (2)ρ(2), u, v, w, p, Y (1)) is the vector of primitive variables.
The Jacobian matrix of the system takes the form,
A =

u 0 Y (1)ρ(1) 0 0 0 0
0 u Y (2)ρ(2) 0 0 0 0
0 0 u 0 0 1ρ 0
0 0 0 u 0 0 0
0 0 0 0 u 0 0
0 0 ρc2 0 0 u 0
0 0 0 0 0 0 u

(3.15)
where c is the sound speed defined in equation (3.13).
In each cell i, Ii = [xi−1/2, xi+1/2], the reconstructed primitive variables distri-




∆i, x ∈ [xi−1/2, xi+1/2] (3.16)
where ∆x = xi+1/2 − xi−1/2 and ∆i is a chosen slope vector,
∆i = minmod(Wi −Wi−1,Wi+1 −Wi) (3.17)
where minmod limiter is defined as minmod(x, y) = 12(sign(x)+sign(y))min(|x|, |y|).
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This is called predictor step. Then, using the old gradient ∆i, the interface values















where I is the identity matrix of size 7. These interface values are the required input
states for the Riemann problems.
3.2.2 HLLC Riemann Solver
HLLC solver is one of the most popular approximate Riemann solvers (Toro, 1999).
It computes the numerical fluxes directly, and therefore is time-efficient. Here,
we generalize the modified HLLC solver of Johnsen and Colonius (2006) to flows
governed by equations (3.1) with complex EOSs (3.4)-(3.9).
We first construct numerical fluxes for all the equations in (3.1) except for the




























where k = L, R. sL and sR are the minimum and maximum signal velocities in
solution of the Riemann problem at a cell interface, and are defined as,
sL = min(uL − cL, uR − cR), sR = max(uL + cL, uR + cR)
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The speed of intermediate wave, s∗, is calculated as,
s∗ =
pR − pL + ρLuL(sL − uL)− ρRuR(sR − uR)
ρL(sL − uL)− ρR(sR − uR) (3.22)
The numerical fluxes corresponding to U∗L and U∗R are given by,
F∗L = FL + sL(U∗L −UL), F∗R = FR + sR(U∗R −UR) (3.23)
Then, according to locations of these waves, the numerical fluxes can be determined,
F =

FL if 0 ≤ sL
F∗L if sL ≤ 0 ≤ s∗
F∗R if s∗ ≤ 0 ≤ sR
FR if 0 ≥ sR
(3.24)
See Toro (1999) for details of this procedure. Next, we proceed to construct fluxes for
the advection equation in (3.1) by following Johnsen and Colonius (2006). Rewrite






(Y (1)u)− Y (1)∂u
∂x
= 0 (3.25)














This equation can be approximated as,




(hi+1/2 − hi−1/2) +
∆t
∆x
(Y (1))ni (ui+1/2 − ui−1/2) (3.27)
where fluxes hi±1/2 can be constructed in exactly the same manner as F. ui+1/2 is
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uL if sL ≥ 0
uL + sL[(sL − uL)/(sL − s∗)− 1], if sL ≤ 0 ≤ s∗
uR + sR[(sR − uR)/(sR − s∗)− 1], if s∗ ≤ 0 ≤ sR
uR if sR ≤ 0
(3.28)







(Fi+1/2 − Fi−1/2) (3.29)
There are some advection schemes available. For example, Saurel and Abgrall
(1999a,b) have applied the HLL approximate Riemann solver to multi-fluid flows and
derived a discretization of the advection equation in (3.1). Although effective, HLL
solver ignores contact and shear waves which are crucial to interface capturing. Some
methods based on Roe Riemann solver were developed, but the resulting schemes
are complicated.
Numerical tests show the present method based on HLLC solver is more stable
than some methods in the literature under certain situations. The model system
(3.1) can be derived using the theory of multi-phase flows. To use this system in
whole computational domain, a pure fluid contained in a control volume is modeled
as the mixture of this fluid and a small amount of the other component. For example,
in initializing the solution, in regions containing fluid 1 only, the volume fractions
of the two fluids are set to be 1 − ² and ², respectively. Typically, ² is 10−8 or
smaller. At each time step, we calculate the partial densities ρ(1) and ρ(2) by dividing
Y (1)ρ(1) and Y (2)ρ(2) by the volume fractions Y (1) and Y (2), respectively. However,
sometimes, this will lead to some numerical problems.
Take a one-dimensional, two-phase shock tube problem as an example. Initially,
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both fluids are stationary throughout the domain and the material interface is lo-
cated at xi−1/2 with fluid 1 on the left and fluid 2 on the right. Suppose that after
the interface breaking, the fluids move to the right. After the first time step, values
of all the variables in cell i must change. However, some of the methods advect the
volume fraction Y (1) using the velocities on the previous time step. As a result,
after the first time step, Y (1) and Y (2) do not vary as the velocities are zero initially.
In cell i, dividing the updated value of Y (1)ρ(1) by Y (1) produces an unphysical
value of ρ(1), which is so large that the calculation fails immediately. In contrast,
Y (1) is advected properly through (3.27), since numerical fluxes hi±1/2 and ui±1/2
are based on the Riemann problem solution which accounts for information on the
present velocity field. The resulting value of ρ(1) is correct. Therefore, our method
is more stable.
3.2.3 Oscillation-free Property of the Present Method
It should be guaranteed that the discretized form of governing equations (3.1), that
is, Eqs. (3.29) and (3.27), can also maintain the pressure equilibrium across a
material interface, which is a basic requirement of oscillation-free schemes design
(Abgrall, 1996; Saurel and Abgrall, 1999b). As in Allaire et al. (2002), consider
a one-dimensional interface advection problem under uniform pressure and velocity
throughout the domain. The initial conditions are as follows: the interface is located
at xi−1/2; the state variables on the left side read








0 , p0, u0, Y
(1)
L )
and those on the right side read
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with u0 > 0 and Y
(1)
L 6= Y (1)R . All the variables are continuous except for the volume
fraction Y (1).
We compute the solution in cell i after a time step, as the interface must be
in this cell at new time level. Denote the solution by W¯. The objective is to find
u¯ = u0, p¯ = p0. It can be verified that at xi−1/2 , the speed of intermediate wave in
(3.22) is s∗ = u0 > 0 and variables in (3.21) are U∗k = Uk. Then, from equations
(3.23) and (3.24), we calculate the numerical flux,
Fi−1/2 = F(UL) (3.30)
Obviously, hi−1/2 in (3.27) is given as hi−1/2 = Y
(1)
L u0. Substituting s∗ = uL =
u0 > 0 into (3.28) gives
ui−1/2 = u0 (3.31)
Similarly, at xi+1/2 we have Fi+1/2 = F(UR), hi+1/2 = Y
(1)
R u0 and ui+1/2 = u0.
Substituting these fluxes into Eqs. (3.29) and (3.27) and performing some algebraic
manipulations produce,




L + (1− u0λ)Y (k)R ρ(k)R , k = 1, 2
ρ¯u¯ = (u0λρL + (1− u0λ)ρR)u0
ρ¯e¯ = u0λρLeL + (1− u0λ)ρReR
Y¯ (k) = u0λY
(k)
L + (1− u0λ)Y (k)R , k = 1, 2
(3.32)
where λ = ∆t/∆x. From the first and last equations in (3.32), we find ρ¯(k) = ρ(k)0 .
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Similarly, we can obtain u¯ = u0. Rewrite the third equation as,






























On the other hand, ρ¯e¯ is defined as ρ¯e¯ =
∑









Expressing the internal energy in terms of the pressure and density, we find that
p¯ = p0 is the unique solution of the above equation.
Since p¯ = p0, there are no the pressure oscillations on the interface. Also, p¯ = p0
holds in other cells. Therefore, our method is free of oscillations.
3.3 Piecewise Parabolic Method
As seen from the previous section, it is easy to employ MUSCL-Hancock scheme to
reconstruct the primitive variables. Although stable and simple, MUSCL-Hancock
algorithm is less accurate than PPM. In this section, PPM is generalized to recon-
struct flow variables.
3.3.1 Unsplit PPM
When unsplit PPM is employed, in each coordinate direction, the primitive variables
W can be reconstructed in exactly the same way as those in unsplit PPM presented
in chapter 2. The time-marching is handled using third-order TVD Runge-Kutta
scheme (Shu and Osher, 1988), see chapter 2. It is found that in the case of general
EOS, PPM with contact discontinuity detection is less stable than version without
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this detection technique. It is clear that extending unsplit PPM to solve the system
of equations (3.1) is trivial.
3.3.2 Dimensional-splitting PPM
Computing the input states for the Riemann problems is much more complicated in
dimensional-splitting PPM than in unsplit PPM. In dimensional-splitting version,
the input states are not the interface values of the interpolation functions but the
averages of these functions over the domain of dependence of an interface which
is determined by the characteristics. Colella and Woodward (1984) only handled
the single-gas flows with ideal gas EOS. Here, we adapt this scheme to the case of
multi-fluid flows with general EOS.
Again, system of equations (3.1) in 1D case can be written in non-conservative
form as,
Wt +AWx = 0 (3.35)
where W = (Y (1)ρ(1), Y (2)ρ(2), u, p) is the vector of primitive variables and the
Jacobian matrix A is given as,
A =

u 0 Y (1)ρ(1) 0
0 u Y (2)ρ(2) 0
0 0 u 1ρ
0 0 ρc2 u
 (3.36)
where c is the sound speed. Here, the momentum equations in y and z directions
and advection equation in the augmented 1D system (3.14) are ignored.
The eigenvalues of Jacobian matrix A are,
λ1 = u− c, λ2 = λ3 = u, λ4 = u+ c (3.37)
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Find the right eigenvector X# and left eigenvector Y# associated with eigenvalue
λ#. These eigenvectors are normalized such that Yi ·Xj = δij , i, j = 1, 2, 3, 4.
As in Colella and Woodward (1984), we first construct a guess for the left and
right states at interface xj+1/2 by taking averages over domains determined by char-












In the above expressions, function f is the integral average defined in (2.50) in
chapter 2. This guess needs to be corrected to achieve second-order accuracy. To
do so, we first calculate averages of variables W over the domain of dependence








#), α# = max(0,−∆tλ#j+1)
(3.39)
where λ#j is the characteristic speed of # characteristic with # = 1, 2, 3, 4.
For each characteristic, if λ#j > 0, we subtract from W˜j+1/2,L the value Y
#
j ·
(W˜j+1/2,L−W#j+1/2,L)·X#j , which is approximately the amount of wave in # family
contained in W˜j+1/2,L that will not influence interface xj+1/2 during time step ∆t
(Colella and Woodward, 1984). The right state can be obtained in a similar manner.
Finally, the effective left and right input states for the Riemann problem at xj+1/2
are given by,
Wj+1/2,L = W˜j+1/2,L −
∑
#, λ#j >0
Y#j · (W˜j+1/2,L −W#j+1/2,L) ·X#j
Wj+1/2,R = W˜j+1/2,R −
∑
#, λ#j+1<0
Y#j+1 · (W˜j+1/2,R −W#j+1/2,R) ·X#j+1
(3.40)
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The passively advected variables including transverse velocities u, v and volume
fraction Y (1) are taken to be
Wj+1/2,s =W
#=2
j+1/2,s, s = L,R (3.41)
This completes the construction of input states for the Riemann problems. For
both unsplit and dimensional-splitting PPMs, the Riemann problems and advec-
tion equation are solved using the modified HLLC Riemann solver presented in the
previous section.
3.4 Adaptive Mesh Refinement
The adaptive mesh refinement algorithm described in chapter 2 is employed here. A
difference is that for MUSCL scheme there are only two guard cells in each coordinate
direction. For refinement/derefinement in 2D problems, the criterion proposed by
Sun and Takayama (1999) is employed. Define two error indicators,
φi =
|ρi−1,j − 2ρi,j + ρi+1,j |
αρi,j + |ρi+1,j − ρi−1,j | , φj =
|ρi,j−1 − 2ρi,j + ρi,j+1|
αρi,j + |ρi,j+1 − ρi,j−1| (3.42)
where α = 0.03. Define Eij = Max(φi, φj). For each block, calculate Eij at every
point and find the maximum. If the maximum is larger than 0.06, then the block is
marked for refinement; otherwise if it is smaller than 0.05, the block is marked for
derefinement.
In 1D examples below, the numerical solutions may contain rarefaction. It is
found that (3.42) cannot refine rarefaction regions sufficiently. Alternatively, we use
criterion in chapter 2 with the momentum ρu and pressure p as two variables. As
observed below, near head and tail of the rarefaction, the solution with AMR agrees
quite well with that with the fine grid.
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3.5 Numerical Results with MUSCL
The MUSCL method is validated on a set of test problems. In all calculations below
except for example 1, the Courant-Friedrichs-Lewy (CFL) number is set to be 0.8.
Example 1: To check order of accuracy of MUSCL and PPM in space as well as
time, we perform a convergence study on a 1D single-component density advection
problem (Qiu et al., 2006). The computational domain is [0, 2] with periodic bound-
ary conditions. The initial conditions read ρ(x, 0) = 1 + 0.2sin(pix), p(x, 0) = 1,
u(x, 0) = 1. The exact solution of this problem is ρ(x, t) = 1 + 0.2sin(pi(x − t)),
p(x, t) = 1, u(x, t) = 1. As the solution is smooth, the minmod limiter is turned off.
The fluid is modeled by ideal gas EOS with γ = 1.4.
In validating spatial accuracy, the ratio of time step to grid size, ∆t/∆x, is fixed
at a constant value. We run this case to t = 2 and calculate L1 error in the density,
which is defined as L1 = ∆x
∑Nk
i=1 |ρi − ρexact|. In this case, five sets of grids are
used, that is, Nk = 20, 40, 80, 160, 320. Log-log plot of L1 error vs grid size is shown
in Fig. 3.1(a). As expected, the line corresponding to MUSCL is parallel to the
dashed line of slope 2. The slope of the line is around 2.001, which proves that
MUSCL is second-order accurate in space. For splitting PPM with HLLC Riemann
solver, the associated slope in Fig. 3.1(a) is about 2.4. Therefore, PPM is more
accurate than MUSCL.
In validating temporal accuracy of MUSCL, we use a 200-cell grid and a sequence
of time steps, ∆t = 2.58×10−3/2N with N = 0−4. In the limit of ∆t→ 0, we obtain
a numerical solution, which is close to the exact solution. Then, we calculate error
in L1 norm and plot it in Fig. 3.1(b). The slope is about 2. This shows our method
is also second-order accurate in time. As the dimensional-splitting technique is used
in PPM, it should also be second-order accurate.
Example 2: This example is on a 1D material interface advection (Saurel and
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Abgrall, 1999a; Allaire et al., 2002). But it is run on a 2D grid with y velocity
component set to be 0 initially. In the unit square of [0, 1]×[0, 1], a material interface
is located at x = 0.5, separating two materials under uniform pressure p = 105Pa
and velocity u = 1500m/s throughout the computational domain. The material on
the left of the interface is copper with density of ρ = 8900kg/m3, while that on
the right is a solid explosive with density of ρ = 1840kg/m3. Both components are
modeled by Cochran-Chan EOS, but their material parameters are different and
listed below,
(ρ0,A,B, ²1, ²2,Γ0, e0) =

8900kg/m3, 145.67GPa, 147.75GPa, 2.99, 1.99, 2, 117.9kJ/kg
1840kg/m3, 12.87GPa, 13.42GPa, 4.1, 3.1, 0.93, 326.1kJ/kg
(3.43)
Obviously, the interface should move to the right with the uniform pressure and
velocity. The cross-sectional results along y = 0.5 at t = 240µs are presented in Fig.
3.2, where dash-dot lines are solution with AMR while solid lines denote the solution
with a uniform grid of 5000 cells. The pressure and velocity remain equilibrium
throughout the domain, as expected. There are no any pressure oscillations on the
interface, which proves that our method is free of oscillations. As stated earlier, in
the present numerical model, it is assumed that there is no pressure jump across a
material interface. However, if one uses the so-called isothermal assumption, that is,
all components in a fluid element share the same temperature, the serious pressure
oscillations occur on the interface. This is because this assumption does not reflect
the actual physics in the interface region, see Abgrall (1996), Saurel and Abgrall
(1999a,b) and Allaire et al. (2002).
In this run, a grid with 7 refinement levels is used with level 1 corresponding to a
single grid block covering the domain, and the effective grid size at the highest level
is 768 × 768. Outlines of grid blocks at end time are demonstrated in Fig. 3.2(d).
It is observed that interface region is maximally refined and therefore the interface
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remains sharp, while elsewhere the grid is derefined as the solution is smooth. Fig.
3.2 presents a good agreement between two sets of results, which also shows validity
of AMR. If the interface region is not locally refined, the interface will diffuse greatly
and become wider.
It should be remarked that, in all 1D problems, that is, examples 2 to 6, the
computational domain is set to be a unit square of [0, 1]× [0, 1]. In each figure, the
dash-dot and solid lines represent solutions obtained using AMR and a fine grid of
5000 cells, respectively. Block structure of AMR grid is overlaid in frame (d) of each
figure.
Example 3: This case is concerned with a copper-explosive impact problem of
Saurel and Abgrall (1999a). The initial conditions are nearly identical to those in
example 2, except that the velocity on the right side is set to be 0.
The solution consists of a rightward-moving shock, a leftward-moving shock and
a material interface in between. The results of running this problem to t = 85µs
are demonstrated in Fig. 3.3. As shown in Fig. 3.3, these nonlinear structures are
all well resolved and remain sharp. The pressure oscillations are not present on the
material interface. This run demonstrates that the present method can properly
capture strong shock and material interface.
Again, 7 refinement levels are used. The regions surrounding two shocks and the
material interface are maximally refined, while other regions are covered with grid
blocks at lower levels. There is an excellent agreement between the solution with
AMR and that with a fine grid.
Example 4: We study a two-component Riemann problem of Saurel and Abgrall
(1999a). The material on the left side of interface at x = 0.5 is a detonation product
with the pressure of 3.7×1010Pa and density of 2485.37kg/m3, while the material on
the right side is copper which has the pressure of 105Pa and density of 8900kg/m3.
The two materials are both stationary initially, and modeled by Jones-Wilkins-Lee
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and Cochran-Chan EOSs, respectively, with material parameters given below,
(ρ0,A,B,R1,R2,Γ0, e0)L =
(1840kg/m3, 854.5GPa, 20.5GPa, 4.6, 1.35, 0.25, 8149.2kJ/kg)
(ρ0,A,B, ²1, ²2,Γ0, e0)R =
(8900kg/m3, 145.67GPa, 147.75GPa, 2.99, 1.99, 2, 117.9kJ/kg)
(3.44)
Because of the high pressure ratio up to 3.7× 105 across the interface, there will
be a strong shock in Copper, a rarefaction in detonation product and a material
interface in between. As demonstrated in results at t = 73µs in Fig. 3.4, all these
flow features are resolved well, which shows our code’s ability to capture shock,
material interface and to produce profile of rarefaction correctly. Also observed is
the good agreement between two sets of solutions based on the fine grid and AMR
grid with 7 refinement levels. For this Riemann problem with the initial stationary
velocity field, our method is very stable, producing correct results, as discussed in
subsection 3.2.2.
Example 5: Next, we consider a shock in molybdenum interacting with a molybdenum-
MORB interface. Here, MORB is mid-ocean ridge basalt liquid. The initial con-
ditions consist of a molybdenum-MORB interface at x = 0.6 and a Mach 1.163
shock in molybdenum traveling to the right with its front located at x = 0.4. The
post-shock state reads (ρ, u, p) = (11042kg/m3, 543m/s, 3×1010Pa). The stationary
molybdenum to the left of the interface has initial data (ρ, u, p) = (9961kg/m3, 0, 0),
while state variables of MORB liquid are (ρ, u, p) = (2260kg/m3, 0, 0). Molybde-
num and MORB are both modeled by shock wave EOS with the following material
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parameters,
(ρ0, c0, s,Γ0, α, e0) =

(9961kg/m3, 4770m/s, 1.43, 2.56, 1, 0kJ/kg)L
(2660kg/m3, 2100m/s, 1.68, 1.18, 1, 0kJ/kg)R
(3.45)
After shock interaction with the material interface, there are a transmitted shock
in MORB, an interface separating two materials, and a reflected rarefaction in
molybdenum. These structures are well captured in Fig. 3.5. Contact disconti-
nuity and shock are resolved sharply. This case demonstrates that our method can
handle more complex 1D shock-interface interaction problem.
Example 6: As the last 1D case, we consider a liquid-gas shock tube prob-
lem to show that the present method can handle van der Waals and stiffened
gas EOSs. At initial time, an interface is located at x = 0.7. A liquid mod-
eled by stiffened gas EOS is on the left of the interface with the state variables
(ρ, p; γ, pi) = (103kg/m3, 109Pa; 4.4, 6 × 108Pa). A van der Waals gas under at-
mospheric pressure is on the right of the interface and its state variables read,
(ρ, p; γ, a, b) = (50kg/m3, 105Pa; 1.4, 5Pam6/kg, 10−3m3/kg). Both fluids are at rest.
Results at t = 240µs are presented in Fig. 3.6. All features of interest are
resolved well. This problem developed by Shyue (1999a) is an extension of two-
phase shock tube problem of Saurel and Abgrall (1999b) where gas is modeled
by ideal gas EOS. In Saurel and Abgrall (1999b), small oscillations in density are
present on the interface and attributed to stiffness of this problem arising from high
pressure and density ratios across the interface. However, in the present solution,
these oscillations are eliminated. In this case, 8 refinement levels are used and the
grid size at the highest level is 1536× 1536.
Example 7: As the first 2D example, this case deals with interaction of a shock in
air with a helium bubble. We set up the simulation as follows. A helium bubble of
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radius 2cm is suspended in a rectangular domain of [0, 32]× [0, 8]cm2 with its center
located at (x, y) = (30, 4)cm. Initially, both helium and air are stationary under
atmospheric pressure. Helium is lighter than air and their densities are 0.167kg/m3
and 1.29kg/m3, respectively. They are both modeled by ideal gas EOS with ratios
of specific heat, γhelium = 1.67, γair = 1.4. A Mach 1.2 shock is on the right of
the bubble and is to collide with the bubble from right to left. On the left and
right sides, non-reflecting boundary conditions are employed, while the reflecting
boundary conditions are imposed on top and bottom.
Schlieren images of density field in Fig. 3.7 show time evolution of helium bubble.
After the incident shock interacts with the bubble, there will be a transmitted shock
in helium, which is faster than the incident one in air. By t = 50µs, the transmitted
shock has passed the bubble, see the first frame in Fig. 3.7. The transmitted shock
and incident one coalesce eventually, see frames at 400µs and 450µs. Passage of the
incident shock leads to baroclinic vorticity generation along the bubble interface.
On a given point of the interface, density gradient is in the radial direction, while
pressure gradient is approximately in the horizontal direction after shock passage.
Misalignment of the density and pressure gradients gives rise to baroclinic vorticity,
which is believed to drive the bubble distortion. In addition, a jet forms along
centerline of the bubble and moves faster than the surrounding gas. This jet hits
the left side of bubble and the bubble is eventually split into two vortex rings at late
times. All these findings are consistent with those in Layes and Le Metayer (2007).
It is observed that oscillations are not present on the interface. This simulation
shows that the present method can successfully resolve problem involving complex
interaction of shock, material interface and other structures.
In this case, a grid with 7 refinement levels is used. The equivalent grid size at
the highest level is 3072× 768. Use of AMR greatly reduces computational cost.
Example 8: We consider a model underwater explosion problem of Shyue (2006c).
93
Chapter 3 Interface-capturing Methods for Flows with General EOS
The computational domain is a rectangle of [−2, 2] × [−1.5, 1.5]m2. An air-water
interface is located at y = 0. Air, modeled by ideal gas EOS, is above the interface
with state variables (ρ, p; γ) = (1.225kg/m3, 1.01325×105Pa; 1.4). Water is modeled
as a stiffened liquid and its initial data read (ρ, p; γ, pi) = (103kg/m3, 1.01325 ×
105Pa; 4.4, 6 × 108Pa). In water, these is a pressurized air bubble of radius 0.12m
with its center located at (x, y) = (0,−0.3)m. Air inside the bubble has density of
1250kg/m3 and pressure of 109Pa. Initially, both fluids are at rest. The reflecting
boundary conditions are imposed on bottom of the domain, while non-reflecting
boundary conditions are used on the remaining sides.
Due to high pressure ratio across the air bubble (about 104) and high density
ratio across air-water interface (about 816), this problem is not easy to simulate. The
Schlieren images of the density and pressure of this run are illustrated in Fig. 3.8.
Following breaking of air bubble, a strong shock is transmitted to water, moving
radially outward and a rarefaction is generated inside the bubble. The radially-
moving shock interaction with the air-water surface, in turn, generates a transmitted
shock in air and a reflected rarefaction in water, as shown in the second row of
Fig. 3.8. The reflected rarefaction impacts upper side of the bubble, leading to
acceleration of the bubble in the vertical direction and deformation of bubble shape,
see the last three rows in Fig. 3.8. In addition, as the air bubble moves upwards,
the air-water surface is also accelerated in the vertical direction and deforms. Fig.
3.9 provides a comparison of the density distributions along x = 0 in the present
results and those of Shyue (2006c). It can be seen that the two sets of results are in
good agreement. The differences in the right-most peaks in the last two frames of
Fig. 3.9 stem from the fact the Shyue’s method did not correctly resolve these flow
features, see example 3 in chapter 2.
A grid with 6 refinement levels is used with the equivalent grid size of 1536×1152
at the highest level. Outlines of AMR blocks at t = 1.2ms are overlaid in Fig.
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3.8. The material interfaces in the present results are sharper than those in Shyue
(2006c), which is the consequence of use of AMR.
This problem is also solved in example 3 of chapter 2 by using two versions of
PPM. Comparing the results by PPMs in Figs. 2.11-2.13 and those from MUSCL
in Figs. 3.8-3.9, we find that PPMs resolve bubble and air-water interfaces more
sharply than MUSCL. There are small differences in flow features on the upper part
of bubble interface. All these methods are stable as well as robust and can resolve
this problem accurately. Among them, MUSCL is the most time-efficient as at each
time step in each cell only 2 Riemann problems are solved and HLLC solver is less
time-consuming. Besides, the variable reconstruction procedure of MUSCL is quite
simple.
Example 9: Finally, we are concerned with interaction of a shock in molybdenum
with a block of encapsulated MORB (Shyue, 2001). The computational domain is
chosen to be a unit square. A Mach 1.163 rightward-moving shock is located at
x = 0.3 and to impact MORB contained in a rectangle of [0.4, 0.7] × [0, 0.5]. Both
materials are modeled by shock wave EOS. The initial conditions and material
parameters are identical to those in example 5. Reflecting boundary conditions are
imposed on bottom and non-reflecting boundary conditions are used on the other
three sides.
Schlieren images of density and pressure at two selected times are illustrated in
Fig. 3.10. In density plot at t = 50µs, we can observe the incident shock in molyb-
denum and transmitted shock in MORB with the former moving faster than the
latter. By t = 110µs, the transmitted shock has not passed the MORB block com-
pletely. The structure of diffraction of the shock by MORB is well captured in the
pressure plots and there are no pressure oscillations on the interface. These findings
are consistent with those in Shyue (2001). In this case, the highest refinement level
in AMR is 8 and the equivalent grid size is 1536 × 1536. Therefore, the material
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interfaces are sharper than those in Shyue (2001) obtained using a 200× 200 grid.
All these problems, that is, examples 1 to 9 can be simulated successfully, which
proves that our method is very stable and robust.
3.6 Numerical Results with PPM
We present numerical results from two versions of PPM which show validity of our
methods.
Example 10: This is an interface only problem of Shyue (2001). The computational
domain is a unit square and initially, the center of a copper plate of radius r0 = 0.16m
is located at (x0, y0) = (0.25, 0.25)m. The copper plate is traveling in air with
equilibrium pressure p0 = 105Pa and velocity (u0, v0) = (1000, 1000)m/s. Copper is
modeled by Cochran-Chan EOS with material parameters listed in example 1. Air
of density 1.2kg/m3 is modeled by ideal gas EOS with Γ = 0.4.
The density contours from dimensional-splitting PPM at t = 360µs are presented
in Fig. 3.11. At finial time, the interface remains sharp and is located on blocks
at the highest refinement level. In this case, the contact discontinuity detection is
enabled. The cross-sectional results along diagonal y = x are shown in Fig. 3.12. It
is clear that there are no any pressure oscillations on the interface and the interface
is resolved sharply.
Example 11: In the last example, we investigate the collapse of a gas cylinder under
strong shock. The computational domain is a square of size [0, 24] × [0, 24]mm2.
A stationary air cylinder of radius 3mm is located at the center of the domain.
Air inside the cylinder has the state variables (ρ, p; γ, pi) = (1kg/m3, 105Pa; 1.4, 0).
The region outside the cylinder is filled with water under the initial conditions
(ρ, p; γ, pi) = (1000kg/m3, 105Pa; 4.4, 6 × 108). Initially, a Ma 1.72 shock is located
at x = 6.6mm and the post-shock state reads (ρ, p, u, v) = (1323.65kg/m3, 1.9 ×
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109Pa, 681.58m/s, 0). The non-reflecting boundary conditions are imposed on all
sides. This problem is also studied by Nourgaliev et al. (2006).
As the pressure ratio across the shock and the Lagrangian sound speed ratio
across the air-water interface, (ρc)water/(ρc)air, are so large, the simulation is very
difficult. The Schlieren images of density field from unsplit PPM are presented in
Fig. 3.13. By t = 1.6µs, the shock has collided with the left side of the cylinder,
producing a transmitted shock in air cylinder and a rarefaction in water. By t =
3.1µs, a water jet has formed along the centerline of the cylinder and is moving
to the right. After the jet hits the right side, the whole cylinder is cut in half
and eventually divided into two parts, see the fourth and fifth frames of Fig. 3.13.
The numerical results are comparable to those of Nourgaliev et al. (2006) which are
extracted and illustrated in Fig 3.14. This simulation shows that the present method
can correctly resolve a flow with complex interactions of the shock, rarefaction and
material interface.
In this run, 8 refinement levels are used and the highest grid resolution is dx =
0.0156mm. The last frame of Fig. 3.13 is included just to show grid refinement
pattern.
3.7 Summary
We present interface-capturing methods for resolving compressible two-fluid flows
with general EOS. Six types of EOS are used and therefore a wide range of real
materials can be modeled. This is a remarkable advantage of our methods. A
key ingredient of the methods is to generalize a modified HLLC Riemann solver
to compute numerical fluxes including those of the advection equation. Based on
the Riemann problem solution, the volume fraction is updated properly and the
resulting schemes are very stable and robust under different situations. In addition,
HLLC solver is time-efficient. MUSCL-Hancock and PPM schemes are extended to
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construct input states for Riemann problems. The popular AMR capability is built
into hydrodynamic algorithms and thus various flow features at disparate scales
can be resolved with appropriate grid resolution while computational cost is not
increased significantly. Numerical results show that our methods can be applied to
many real problems.
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Figure 3.1: Log-Log plots of L1 errors vs grid size (a) and time step(b).
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Figure 3.2: Cross-sectional results along y = 0.5 for a copper-explosive interface
advection problem t = 240µs. The dash-dot lines are solution with AMR, while
solid lines are solution with a uniform grid of 5000 cells. Frame (d) shows outlines
of AMR blocks.
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Figure 3.3: Results of a copper-explosive impact problem at t = 85µs.
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Figure 3.4: Results of a detonation product-copper Riemann problem at t = 73µs.
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Figure 3.5: Results of the interaction between a shock in molybdenum and
molybdenum-MORB interface at t = 120µs.
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Figure 3.6: Results of a liquid-gas shock tube problem at t = 240µs.
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Figure 3.7: Schlieren images of density field for shock-helium bubble interaction.
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Figure 3.8: Schlieren images of density and pressure fields for the underwater ex-
plosion problem.
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Figure 3.9: Density profiles along x = 0 for the problem in Fig. 3.8. Squares and
solid lines are solutions obtained using the present and Shyue’s methods, respec-
tively.
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Figure 3.10: Schlieren images of density and pressure fields for shock interactions
with a block of MORB.
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Figure 3.11: Density contours of the copper plate advection at time t = 360µs, using
dimensional-splitting PPM. The blue dashed line shows the plate outline at initial
time.
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Figure 3.12: Cross-sectional results along the diagonal y = x for the copper plate
problem shown in Fig. 3.11. Here, both the numerical (circles) and exact (solid
lines) solutions are shown. The four subfigures are (a) density, (b) pressure, (c)
norm of the velocity vector and (d) volume fraction.
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Figure 3.13: Schlieren images for the shock-bubble interaction problem.
Figure 3.14: Results for problem in Fig. 3.13 from Nourgaliev et al. (2006).
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Chapter 4 High-resolution Methods for Barotropic
Two-fluid and Barotropic-nonbarotropic Two-fluid
Flows
In this chapter1, piecewise parabolic methods (PPMs) for numerical simulations of
barotropic two-fluid and barotropic-nonbarotropic two-fluid flows are presented in
more than one space dimension. In transition layers of two components, fluid mix-
ture model systems are introduced. Besides conserving the mass, momentum and
energy, the models are supplemented with an advection equation for the volume
fraction to recover the pressure and track interfaces. Tait and stiffened gas equa-
tions of state are used to describe thermodynamic properties of the barotropic and
nonbarotropic components, respectively. To close the model systems, mixture equa-
tions of state, which are based on the assumption of pressure equilibrium across the
material interface, are derived. The classical PPM is extended to solve the model
systems. The governing equations are first evolved in the Lagrangian frame and then
the computed results are mapped onto the fixed Eulerian grid in the separate remap-
ping step. Therefore, the methods not only have the advantage of Lagrangian-type
schemes, that is, they work well on material interfaces, but also keep the robustness
of Eulerian schemes. The feasibility of the methods has been demonstrated by good
1Part of this work has been published as:
Zheng, J. G., Lee, T. S., and Ma, D. J. (2007). A piecewise parabolic method for barotropic two-
fluid flows. International Journal of Modern Physics C, 18(3):375–390.
Zheng, J. G., Lee, T. S., and Winoto, S. H. (2008). A piecewise parabolic method for barotropic
and nonbarotropic two-fluid flows. International Journal of Numerical Methods for Heat & Fluid
Flow, 18(6):708–729. (Zheng et al., 2007, 2008c).
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results of sample applications.
4.1 PPM for Barotropic-nonbarotropic Two-fluid Flows
4.1.1 Equation of State
In this chapter, the thermodynamic properties of the barotropic fluids are described
by Tait equation of state (EOS),






where p and ρ represent the pressure and density, respectively; p0 denotes a reference
pressure; β, a weak function of the entropy, is usually taken as a constant and γ
is a dimensionless coefficient; ρ0 is the liquid density extrapolated to pressure p0
(Thompson, 1972). Based on the first and second laws of thermodynamics, equation
(4.1) can be rewritten as,
p(ρ) = (γ − 1)ρe− γβ (4.2)
where e is the internal energy per unit mass. However, the pressure in this expression




















But for the nonbarotropic fluids, we use the stiffened gas EOS,
p = (γ − 1)ρe− γp∞ (4.3)
Here, p, ρ and e are the pressure, density and internal energy, respectively; γ and p∞
are two material-dependent constants. Obviously, the stiffened gas EOS reduces to
the perfect gas EOS as p∞ is set to be zero, and thus it is suitable for both gases and
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liquids. The corresponding sound speed for the stiffened fluids is c =
√
γ(p+ p∞)/ρ.
For a barotropic single-phase flow with Tait EOS, the energy conservation equa-
tion can be decoupled from the mass and momentum conservation equations, as the
pressure is the function of the density only. However, for a nonbarotropic single-
phase flow, the complete set of Euler equations is applied. The diffuse interface
method allows the material interface between two fluids to be smeared over a few
grid cells. An artificial EOS should be developed in the transition layers between
the two fluids. However, coupling a barotropic fluid to a nonbarotropic fluid is not
trivial as the energy conservation issue arises.
Shyue (2006b) proposed a volume-fraction based algorithm for hybrid barotropic
and nonbarotropic two-fluid flows. He viewed the mixture as a new nonbarotropic
fluid and derived a mixture EOS. To construct the model, two assumptions are
made. The first is that all the fluid components are in an adiabatic equilibrium
with the same entropy. The second is that different components in a cell have
the same pressure. Shyue (2006b)’s method suffers from a drawback, namely the
energy conservation of the nonbarotropic fluid cannot be maintained in the vicinity
of an interface. However, it seems that the problem of energy conservation does not
influence the numerical results in Shyue (2006b).
In the present study, we also wish to build a mixture EOS by following Shyue
(2004, 2006b)’s idea. Again, the mixture of two fluids is assumed to be non-
barotropic, and then a generalized EOS is derived by combining (4.2) and (4.3),
p = (γ − 1)ρe− γ(β + p∞) (4.4)
Equation (4.4) becomes (4.2) or (4.3) when p∞ or β is set to zero, respectively.
However, in the transition layers, none of p∞ and β is close to zero and thus (4.4)
serves as an appropriate EOS for the mixture. In such case, p is not a function of the
density ρ only, but is determined by two independent state variables, the density
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ρ and internal energy e. In addition, it is easy to verify that the energy of each
fluid component can be given by (4.4). But for the barotropic fluid, the pressure
should be calculated from Tait EOS (4.1). The mixture EOS (4.4) gives a way of
recovering the pressure in the transition layers. The basic idea behind the equation
is that the mixture is treated as a nonbarotropic fluid. A problem arising from this
EOS is how to calculate the parameters γ, β and p∞, which will be discussed in the
next subsection.
4.1.2 Governing Equations













(ρu2 + p) = 0
(4.5)
where ρ, p and u are the density, pressure and velocity, respectively. The energy
conservation equation is ignored as the pressure depends only on density, p = p(ρ).







[(ρE + p)u] = 0
Here, E = 12u
2 + e and e are the total energy and internal energy, respectively.
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where Y (1) is the volume fraction of fluid 1 with the constraints Y (1) ∈ [0, 1] and
Y (1) + Y (2) = 1; ρ, u and E = 12u



















Here, the quantities with superscript (i) correspond to the state of fluid i. In the
barotropic regions, Y (1) = 1, while in the nonbarotropic regions Y (1) is set to be 0.
In the transition layers, Y (1) takes the intermediate value between 0 and 1. Note
that this model is also valid in the nonbarotropic fluid only regions, but the variables
should be defined for the single fluid.
With EOS (4.4), model (4.6) is closed. Before calculating the parameters in
(4.4), we introduce the assumption of pressure equilibrium, that is, p = p(1) = p(2).
Here, it is assumed that the two fluid components within a cell have the same
pressure. In addition, there is no jump in velocity across a material interface, that
is, u = u(1) = u(2). According to the EOS (4.4) and relation (4.7), the energy density
for the mixture can be expressed as,
p+ γβ + γp∞












Here, the energy density of the mixture is the sum of those of individual fluids
because each cell contains two components with different volume fractions. However,
the introduction of ”fictitious energy” of the barotropic fluid will interfere with the
energy conservation of the nonbarotropic fluid. Therefore, as in Shyue (2006b), the
energy conservation of the nonbarotropic fluid is omitted in the small region near
the material interface.
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To solve for γ, β and p∞, we split the above equality into the following three
algebraic relations,
1




γ(i) − 1 ,
γβ





γ(i) − 1 ,
γp∞







γ(i) − 1 (4.9)
where the assumption of pressure equilibrium p = p(1) = p(2) has been used. Solving
(4.9), we can obtain the values of γ ,β and p∞. So far, the model for the mixture
is completely constructed and the next step is to solve it efficiently. It should
be remarked that though we adopt model (4.5) or (4.6) in different regions, the
advection equation for the volume fraction is evolved in the whole domain. Its
value can help us identify components in each cell and further help us select the
appropriate equations of motion as well as EOS in the computational domain.
4.1.3 Lagrangian-remapping PPM for Multi-fluid Flows
PPM is originally designed for the single fluid flows. In Colella and Woodward
(1984), two versions of this scheme are provided, that is, Eulerian and Lagrangian-
remapping formulations. In this chapter, the latter is employed as it can be quite
easily extended to the multi-fluid flows. Thus, calculations are first performed in the
Lagrangian coordinate system and then the obtained results are mapped onto the
fixed Eulerian grid. This version of PPM is highly suitable for problems where we
are concerned with the material interfaces capturing. Though systems of equations
(4.5) and (4.6) are solved in different regions, we only discuss (4.6) in this subsection
because solving (4.5) is easier by following the same procedure.
In chapter 2, we have implemented Eulerian PPM. Lagrangian-remapping PPM
differs from Eulerian PPM in construction of input states for Riemann problems
and evolution of governing equations.
In the Lagrangian coordinate system, the governing equations (4.6) are rewritten
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Here, u, p and E are the velocity, pressure, and total energy per unit mass, respec-
tively; Y (1) is the volume fraction of fluid 1 and τ = 1/ρ is the specific volume; m





where r is the spatial coordinate; α = 0, 1, 2 correspond to the planar, cylindrical and
spherical symmetry, respectively. At time tn, we define the mass-weighted average









with U = (ρ, u,E, Y (i)).
The procedure of solving the model (4.10) consists of the following six steps:





(1))nj , we can calculate







(1))nj ) with e
n
j =
Enj − 12(unj )2.





j , and (Y
(1))nj to construct the corresponding interpolation functions ρ(x),
u(x), p(x) and Y (1)(x).
(3). Construct the left and right states for a Riemann problem at the boundary














with l = L,R. Here, the left state
is the average values of the dependent variables over the domain betweenmj+1/2 and
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the point where the C+ characteristic dmdt = r
αρc through (mj+1/2, tn+1) intersects
the line t = tn. The characteristic velocity is


















Thus, for the velocity we have,
uˆj+ 1
2















, ∆uj = uR,j − uL,j
(4.13)
and other variables can be obtained in a similar manner. Similarly, the right state
is the average values over the region between mj+1/2 and the point where the C−
characteristic dmdt = −rαρc through (mj+1/2, tn+1) intersects the line t = tn. The
characteristic velocity is taken as −aj+1, so for the velocity we have
uˆj+ 1
2
















, ∆uj+1 = uR,j+1 − uL,j+1
(4.14)
The remaining variables can be calculated by taking the same procedure. In these
expressions, c =
√
γ(p+ β + p∞)/ρ is the sound speed of the mixture.
(4). Solving a Riemann problem with the initial states calculated in the previous







m = mj+ 1
2
. The approximate Riemann solver will be discussed in detail in the next
subsection.
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(6). Finally, map the results obtained in the Lagrangian step onto the fixed
Eulerian grid. Let x0
j+ 1
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. Besides, V 0j is the volume of the fixed jth cell in
the Eulerian frame at tn, while Vj is the volume of the jth cell in the Lagrangian
reference frame at tn+1. ∆V ∗
j+ 1
2
denotes the volume of the mixture that passes
through the boundary x0
j+ 1
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Then, values of γ∗, β∗ and p∗∞ can also be calculated. Define some quantities,
































Here, ρj and (ρeuler)j represent the densities in Eulerian frame at times tn and tn+1,
respectively. With those above, the remapping formulae are written as,
[ρeuler]j =
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where variables on the left hand side denote the required solution in Eulerian coor-
dinate system at the new time level tn+1.
4.1.4 Riemann Solver
Here, we employ the two-shock approximation of Riemann solver where rarefac-
tion is neglected and replaced by shock (Toro, 1999; Shyue, 1999a). In one space
dimension, the constructed solution is composed of a rightward-moving shock, a
leftward-moving shock and a contact discontinuity in between. Our aim is to find
state (u∗, p∗), the velocity and pressure in region bounded by the left and right
shocks.
It is well known that solving the following nonlinear equations yields (u∗, p∗),
u∗L(p
∗)− u∗R(p∗) = 0 (4.19a)
u∗L(p
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where u∗L(p
∗) and u∗R(p
∗) satisfy the shock jump relations. On the other hand, based
on the Rankine-Hugoniot jump condition,
M2l (e
∗
l − el) = (p∗2 − p2l )/2, l = L orR (4.20)
















, Y (1) = 1
(4.21)










p∗ + βl + (p∞)l
pl + βl + (p∞)l
− 1
)]
, Y (1) ∈ [0, 1)
− p
∗ − pl
(ρ∗l )−1 − ρ−1l
, Y (1) = 1
(4.22)
where Cl = ρlcl is the Lagrangian sound speed and cl is the real sound speed.
Applying the secant method to (4.19a), we have the following iteration scheme,
p∗n+1 = p∗n −
∣∣p∗n − p∗n−1∣∣∣∣u∗nL − u∗n−1L ∣∣+ ∣∣u∗nR − u∗n−1R ∣∣ [u∗nR − u∗nL] (4.23)
where n denotes iteration times. With the appropriate initial values of p∗0, p∗1,
(4.19b) and (4.23) fast converge to the desired solution.
At this point, the Lagrangian-remapping mulit-fluid PPM is constructed com-
pletely. This method can be extended to multiple dimensions using Strang splitting
presented in chapter 2.
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4.1.5 Numerical Results
In order to validate PPM scheme, we apply it to several problems in one and two
dimensions, comparing numerical results with those in some references and exam-
ining its performance. Throughout calculations below, the courant number is set to
be 0.6, that is, Court = 0.6.
Example 1. We consider a case where a material interface will be accelerated by
a shock. The computational domain is x ∈ [−2, 2]. The initial condition of this
case is composed of three states. A material interface is located at the center of the
domain. Water is on the left of the interface, while the right portion is occupied by
air. In addition, in water, a traveling shock is located at x = 0 and moving from
left to right, which means that the shock would collide with the material interface
at time t = 0. We use Tait EOS for water and stiffened gas EOS for air. The initial
condition reads,
(p, ρ, u; γ, ρ0, p0, β)L = (10, 1.00043, 0.062; 7, 1, 1, 3000),
(p, ρ, u; γ, ρ0, p0, β)M = (1, 1, 0; 7, 1, 1, 3000), (p, ρ, u; γ, p∞)R = (1, 0.001, 0; 1.4, 0)
where quantities with subscripts L and R represent states of the fluids on the left
and right sides of the domain, respectively; variables with subscript M give condition
of the undisturbed water and are related to the left state by the shock and the right
state by the contact discontinuity.
The results of this simulation at time t = 0.01 are plotted in Fig. 4.1. To show
them more clearly, the logarithm scale is used in the density and pressure profiles.
The PPM gives sharper representations of the shock and contact discontinuity, and
the reflected rarefaction is also well calculated. As compared with other methods,
our approach has higher-order accuracy in smooth regions of the solution, and less
diffusion near discontinuities. The material interface is captured accurately and
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there are no any pressure oscillations in vicinity of the interface. The computational
results agree quite well with the exact solution.
Example 2. This example is on advection of a material interface separating two
fluids. Initially, center of a bubble of radius r0 = 0.16 is located at (x, y) =
(0.25, 0.25) in domain [0, 1]× [0, 1]. Inside the bubble, we have water with the state
(p, ρ; γ, ρ0, p0, β) = (1, 1; 7, 1, 1, 3000), while in region outside the bubble, we have
a gas with the state (p, ρ; γ, p∞) = (1, 0.001; 1.4, 0). Unlike the problem in Shyue
(2004) where both fluids are characterized by Tait EOS, we use Tait EOS for water
and stiffened gas EOS for gas in the current case. Since the two fluids are traveling
with an equilibrium pressure p = 1 and a constant velocity (u, v) = (100, 100), only
a material interface exists. In this case, a 100× 100 grid is used.
This example is taken from Shyue (2004) and used here to confirm that our
scheme can preserve the pressure invariance. Theoretically, this problem is very
simple and the interface should translate with the constant pressure and velocity.
We run the code to the time of t = 0.005, and the corresponding results are plotted
in Figs. 4.2 and 4.3. As illustrated in Fig. 4.2, the air bubble remains circular at end
time. Fig. 4.3 gives the profiles of the density, pressure, velocity and volume fraction
of water along diagonal y = x. From this figure we can see that the computational
results agree well with the exact solution, and the interface is well located. In
addition, there are no any oscillations in pressure near the interface. As compared
with that in Shyue (2004) where the transition layer is spread over 8 cells, the
numerical diffusion is greatly reduced and the interface is captured within two cells.
Although the comparison between the two different systems may not be appropriate,
it serves as an example showing that our method can capture the material interface
with small diffusion. This sample application demonstrates that our scheme works
well for a pure interface problem with barotropic and nonbarotropic fluids.
Example 3. Now, we present a numerical simulation of Richtmyer-Meshkov insta-
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bility (RMI) in two space dimensions. It is well known that in such problems, a
material interface with small perturbation will become unstable when an incident
shock drives it, that is, the amplitude of the perturbation varies with time. The two
fluids separated by the interface have different densities and can be characterized
by two distinct equations of state. In this example, the computational domain is se-
lected as a rectangle with the size [0, 4]× [0, 1]. The stationary interface is written as
x = x0+²cos(2piy), y ∈ [0, 1]. Here x0 = 1.2 is the position of the unperturbed inter-
face and ² = 0.1 is the amplitude of the perturbation. On the left of the interface, the
fluid is a liquid with the state (p, ρ, u; γ, p∞) = (1, 5, 0; 4, 1), while on the right of the
interface, the fluid is a gas with the state (p, ρ, u; γ, ρ0, p0, β) = (1, 1, 0; 1.4, 1, 1, 0).
In the liquid, a rightward-moving Mach 1.95 shock is located at x = −1.5. Besides,
we suppose that the liquid is nonbarotropic and use stiffened gas EOS for it, while
for the gas, we use Tait EOS. Generally, Tait EOS is used to model liquid, but it is
also applicable to gas, see, for example, Shyue (2004). In this case, we wish to show
that our method can deal with gas with Tait EOS.
After interactions between the shock and interface, there will be a transmitted
shock and a reflected rarefaction since the shock is originally located in the heavy
fluid. We can observe the process of the interface evolution in Fig. 4.4: at time
t = 0, it is stationary with a specified perturbation; at time t = 0.2 ,the shock just
penetrates the interface; by time t = 1.2, the phase inversion of the perturbation has
completed and amplitude continues increasing; at time t = 2.0, typical spike and
bubble structures characteristic of RMI completely forms. Variations of amplitude
and growth rate of the perturbation with time are plotted in Fig. 4.5. Here, the
perturbation amplitude and growth rate are defined as a = xmax − xmin and v =
x˙max− x˙min, respectively, where x denotes the x coordinate of point on the interface.
We can observe the amplitude first decreases and then increases due to effect of the
phase inversion. Accordingly, the growth rate is negative, then becomes positive, and
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finally tends to a constant. Fig. 4.6 gives the cross-sectional results of the density
and pressure along the horizontal center line y = 0.5. To examine convergence of
numerical solution, we perform the simulation using three sets of mesh grid, that is,
100×25, 200×50 and 400×100. It is obvious that the solution converges as the grid
is refined. This calculation proves that our scheme can successfully capture the two-
dimensional interface between two thermodynamically different fluids in presence of
shock. In addition, to learn more about RMI, see the review of Brouillette (2002).
Example 4. The fourth example concerns a shock in water interactions with an
air bubble. In a rectangular domain [0, 1] × [−0.2, 1], a stationary air bubble of
radius r = 0.2 is located at (x0, y0) = (0.5, 0.5). The initial condition for air with
stiffened gas EOS is (p, ρ; γ, p∞) = (1, 0.0012; 1.4, 0). The bubble is surrounded by
stationary water with the state (p, ρ; γ, ρ0, p0, β) = (1, 1; 7, 1, 1, 3000). Here, water
is taken to fulfill Tait EOS. We assume that there is a downward-moving Ma 1.587
shock in water on plane y = 0.8, and the corresponding post-shock state reads
(p, ρ, u, v; γ, ρ0, p0, β) = (10000, 1.233, 0,−43.467; 7, 1, 1, 3000). In this case, ratio
of Lagrangian sound speed (ρc)water/(ρc)air ≈ 3535 is so large that simulation is
difficult.
This calculation is performed with a 200× 240 grid. Fig. 4.7 shows contours of
the density, pressure and volume fraction at three times t = 0.001, 0.003 and 0.005,
demonstrating evolution of the bubble. At time t = 0.001, the shock is penetrating
the bubble and complex system of waves such as transmitted shock and reflected
rarefaction is generated. By time t = 0.003, the shock is moving downward, and
the bubble has deformed greatly due to instability. At time t = 0.005, the bubble
is divided into two vertexes. Our method gives good results, which compare well to
those of Shyue (1999b) shown in Fig. 4.8.
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4.2 PPM for Barotropic Two-fluid Flows
In this section, we present multi-fluid PPM for barotropic flows, where both com-
ponents are barotropic and modeled by Tait EOS.
4.2.1 Model Equations
Again, each of the fluid components is modeled by Tait EOS (4.1). To recover
pressure for the mixture of two components, Shyue (2004) introduced an artificial
EOS, while the basic idea is simple. He viewed the mixture as a new fluid which
is nonbarotropic. Based on the first and second laws of thermodynamics together
with (4.1), the EOS for the mixture is given as,






Here, p, ρ, s denote the pressure, density and specific entropy of the mixute, respec-
tively. α(s) = exp[(s − s0)/CV ] and CV represents the specific heat at constant
volume. Other parameters such as p0, β and γ are similar to those of Tait EOS.
It is clear that equation (4.24) reduces to Tait equation (4.1) as change of entropy
∆s = s − s0 tends to zero. Equation (4.24) provides us with a way of recovering
the pressure and closing the proposed model system. In practice, we usually need
a variant of (4.24), in which the pressure is expressed in terms of the density and
internal energy per unit mass. Following this idea, we rewrite (4.24) as







It is easy to verify that the internal energy of a pure barotropic fluid can also be
calculated from EOS (4.25), but the pressure is obtained from (4.1).
For a pure barotropic fluid, isentropic Euler equations (4.5) are employed. How-
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where ρ(1), Y (1) are the density and volume fraction of fluid 1; similarly, ρ(2), Y (2)
are the corresponding variables of fluid 2; u, ρ, p, E are the velocity, density, pressure


















Recall that we have introduced EOS (4.25) for the mixture, and with its help,
model (4.26) is closed.
In the following, we show how to calculate values of parameters in (4.25). First,
we obtain an internal energy relation from (4.27b), namely,
p+ γβ
γ − 1 −
β
ρ0

















Next, to solve for γ, β and ρ0, we split (4.28) into the following three equations,
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Here, we take the assumption of velocity and pressure equilibriums, that is, u =
u(1) = u(2) and p = p(1) = p(2). Finally, solving (4.29) gives γ, β, ρ0.
The model equations are solved using Lagrangian-remapping PPM presented in
the previous section. See Zheng et al. (2007) for more details.
4.2.2 Results of Numerical Simulations
Example 5. This is a classical two-fluid Riemann problem. The computational
domain is x ∈ [−2, 2], and an interface separating two fluids is located at x = 0.
On the left of the interface, there is an air-like material with a high pressure, while
on the right of the interface, there is a water-like material with a low pressure. A
uniform 200-cell grid is used. Initially, the two fluids are stationary with the sate
variables,
(p, u; γ, ρ0, p0, β) =

(1000, 0; 1.4, 0.001, 1, 0), x ∈ [−2, 0]
(1, 0; 7, 1, 1, 3000), x ∈ (0, 2]
(4.30)
Theoretically, solution of this problem consists of a rightward-moving shock,
a leftward-moving rarefaction and a contact discontinuity. The density, pressure,
momentum and volume fraction at time t = 0.01 are shown in Fig. 4.9. We observe
that the waves in self-similar solution behave well, sharp profiles for the shock and
contact discontinuity are obtained, and the material interface is resolved with two
cells only. No pressure oscillations occur on the discontinuity. This case indicates
that PPM is able to deal with barotropic two-fluid Riemann problem.
Example 6. The 2D example is on interactions between a shock and an air bubble,
which was studied by Shyue (2004). The rectangular domain is [0, 2] × [−0.6, 0.6]
and divided into three subareas. An air bubble of radius 0.2 is located at (0.8, 0),
separating an air-like material inside it and a water-like material outside it. At
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x = 0.4, there is a rightward-moving shock, which will accelerate the bubble at a later
time. The fluid behind the shock is travelling with velocity (u, v) = (6.3386, 0) and
pressure p = 1000, while those in front of the shock are stationary at an equilibrium
pressure p = 1. Values of parameters in Tait EOS are the same as those used in
example 5.
We perform this simulation using a 400 × 240 grid. Contours for the density,
pressure and volume fraction at two selected times are plotted in Fig. 4.10, while
Fig. 4.11 gives the results of variables along the horizontal line y = 0. It is well
known that after the shock accelerates the air bubble, vorticity will be generated on
the interface and lead to deformations of the bubble. We can observe this process in
Figs. 4.10 and 4.11. As shown in these figures, there are no pressure oscillations on
the material interface and the transition layer is quite narrow. The density profiles
of Fig. 4.11 compare our results with those of Shyue (2004). It is observed that
they agree well. Generally, PPM gives a steeper representation of discontinuities
and results with higher-order accuracy.
4.3 Summary
In this chapter, we generalize Lagrangian-remapping PPM to barotropic two-fluid
and barotropic-nonbarotropic two-fluid flows. We use Tait and stiffened gas EOSs to
model the barotropic and nonbarotropic components, respectively. Mixture model
systems based on the volume fraction are introduced to model motions of the mix-
tures. Using the assumption of pressure equilibrium, mixture EOSs are derived.
As compared with other methods, the present schemes have some remarkable fea-
tures. First, they can resolve the material interfaces sharply and therefore are highly
suitable for interfaces capturing. Lagrangian-remapping PPM has advantages of La-
grangian and Eulerian schemes. Second, the schemes can be easily extended to the
multi-fluid flows as updating of the volume fraction simply reduces to an advection
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procedure in the remapping step. Finally, the developed methods can be applied to
many problems as Tait and stiffened gas EOSs can model a lot of materials.
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Figure 4.1: Results of a shock interactions with a material interface. The four subfig-
ures are (a) density(logarithm scale) , (b) pressure(logarithm scale), (c) momentum
and (d) volume fraction of water. The solid lines and circles denote the exact and





Figure 4.2: Density contours of 2D material interface advection problem at times
t = 0, 0.005. In this calculation, a 100× 100 grid is used.
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Figure 4.3: Results of variables along diagonal y = x at time t = 0.005 for the
problem demonstrated in Fig. 4.2. (a) density, (b) pressure, (c) velocity, (d) volume
fraction of water. Here, the velocity v is defined as v =
√
u2 + v2. The solid lines
denote the exact solution, while circles give the numerical results obtained by PPM
with a uniform 100× 100 grid.
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Figure 4.4: Density and pressure contours of Richtmyer-Meshkov instability where
a liquid-gas interface is driven by a Mach 1.95 shock in the liquid. The numerical





























Figure 4.5: The perturbation amplitude and growth rate. Three sets of grid are
used to study convergence of the numerical solution.
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Figure 4.6: Cross-sectional plots of the density and pressure along the horizontal
center line y = 0.5 at time t = 2.0. The grids used are 100 × 25, 200 × 50 and
400× 100.
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Figure 4.7: Contours of the density, pressure and volume fraction for the problem
of shock interactions with an air bubble. Here a 200× 240 mesh grid is used.
136
Chapter 4 Methods for Barotropic and Barotropic-nonbarotropic Flows
Figure 4.8: Density (left) and pressure (right) contours at time t = 0.003 taken from































Figure 4.9: Results for a two-fluid Riemann problem at t = 0.01. (a) density, (b)
pressure, (c) momentum, (d) volume fraction of the water-like material. The solid
lines represent the extract solution, while the circles give the results by PPM with
a uniform 200-cell grid.
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Density Pressure Volume fraction
Figure 4.10: 2D results for the shock interactions with an air bubble. Three columns
(from left to right) are contours of density, pressure and volume fraction of the water-
like material, while two rows correspond to two selected times t = 0.005, 0.01. In







































Figure 4.11: Profiles of variables along the horizontal line y = 0 for the case of 2D
shock-bubble interactions shown in Fig. 4.10. The two rows correspond to two times
t = 0.005, 0.01, respectively. Here, the density profile of Shyue (2004), denoted as
red dashed lines, is included for comparison.
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Chapter 5 Numerical Simulations of
Richtmyer-Meshkov Instability Driven by Imploding
Shock
In this chapter1, we simulate Richtmyer-Meshkov instability (RMI) driven by im-
ploding shock, examining cases of single-mode and random-mode perturbations on
the interfaces and comparing results of this instability in planar and cylindrical ge-
ometries. Effects of perturbation amplitude and shock strength are also studied.
The simulations are performed using PPM code described in chapters 2 and 4.
5.1 Richtmyer-Meshkov Instability Driven by Implod-
ing Shock
Up to now, research results for cylindrical RMI are fewer than those for planar
RMI due to complexity of this situation. Zhang and Graham (1998) simulated RMI
interfaces driven by cylindrical shock using front tracking. They carefully examined
the development of single-mode interfaces in the cases of imploding and exploding
shocks, presenting some qualitative rules behind this instability. Dutta et al. (2004)
performed numerical simulation of RMI in spherical geometry for axisymmetric flow.
Though they pioneered in this research field and obtained good results, there is still
1This work has been published as:
Zheng, J. G., Lee, T. S., and Winoto, S. H. (2008). Numerical simulation of Richtmyer-Meshkov
instability driven by imploding shocks. Mathematics and Computers in Simulation, 79:749–762.
(Zheng et al., 2008b).
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much room for improvement.
In this chapter, we focus on air-SF6 and air-helium interfaces accelerated by
imploding shock. Besides single-mode perturbations, random-mode perturbations
are also considered as there are almost no regular perturbations in real problems.
Influences of shock strength and initial perturbation amplitude are also studied.
It should be noted that our numerical results have a limited range of validity, as
complicated physics such as mixing and turbulence may occur at late times, which
is beyond the current research scope.
5.1.1 Single-mode RMI
The sketch of initial configuration of cylindrical RMI is illustrated in Fig. 5.1 where
a material interface with sinusoidal perturbation separates two different fluids and
an imploding shock traveling through fluid 2 will hit the interface immediately. It
is the first quadrant of the whole computational domain of [−12, 12]× [−12, 12]cm2.
In a polar coordinate system with its origin located at center of the domain, the
material interface is written as,
r = r0 + acos(kθ) (5.1)
where r is the polar radius and θ is the angle relative to the positive x-axis; a
represents the amplitude of the perturbation and k is the frequency expressed in
terms of number of periods or wavelengths spanning the full circle r = r0. Sinusoidal
perturbation is imposed on the undisturbed interface r = r0. For a given wavelength
λ, r0 is determined by the frequency k, that is, r0 = kλ/(2pi). As in Zhang and
Graham (1998), we define overall amplitude and growth rate of the perturbation.
The former is written as,
a(t) = (rmax − rmin)/2 (5.2)
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where rmax and rmin are the maximum and minimum radii of this interface. The
latter, growth rate, is defined as,
a˙(t) = (r˙max − r˙min)/2 (5.3)
with r˙max and r˙min, derivatives with respect to time, denoting velocities of the two
extremum points in the radial direction.
Planar Air-SF6 Simulation
We begin with Benjamin’s planar air-SF6 experiment in Benjamin et al. (1993)
to validate our code. All important parameters for this experiment are listed in
Table 5.1 and are also employed in our simulation. The wavelength λ and fre-
quency k are 3.75cm and 1, respectively. In the current case, a rectangular domain
of 3.75 × 37.5cm2 is used with non-reflecting boundary conditions at the top and
bottom and periodic boundary conditions at the left and the right sides. The compu-
tational domain is so high that the top and bottom boundaries’ effect on simulation
is minimized during period of interest. A 130× 1300 grid is employed to discretize
the domain.
The interfaces at initial time and 900µs are superimposed in Fig. 5.2 which
is rotated clockwise by 90 degrees to save room. The corresponding amplitude
and growth rate are shown in Fig. 5.3. After a shock collides with a material
interface, the shock usually bifurcates into a transmitted shock and a reflected wave.
Type of the reflected wave depends on properties of the fluids across the material
interface and on strength of the incident shock. In general, the reflected wave is a
shock if the incident shock propagates from light fluid to heavy fluid, while it is a
rarefaction if the shock travels from heavy fluid to light fluid. It is seen that the
interface amplitude experiences a decrease in a very short time and then increases
in remaining time of the simulation, refer to Fig. 5.3. Also shown is the associated
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growth rate which decays and tends to a constant after a rapid increase at early
time. By 900µs, bubble due to the light fluid air penetrating into the heavy fluid
SF6 and spike arising from the heavy phase penetrating into the light phase have
formed, see Fig 5.2.
To validate our code, results of the amplitude and growth rate obtained with
different theories and numerical methods are compared in Fig. 5.3.
Noting similarity between RMI and Rayleigh-Taylor instability (RTI), Richtmyer
modified the linear theory of Taylor (1950) for RTI and developed an impulsive
model. By replacing the constant acceleration g in Taylor’s model by an impulsive
acceleration and making integration, Richtmyer derived the growth rate of the form
(Holmes, 1994),
a˙(t) = kA∆va(0+) (5.4)
where k = 2pi/λ is the wave number; A = (ρ1−ρ0)/(ρ1+ρ0) is the Atwood number;
∆v is the velocity change across the interface; a(0+) represents the post-shock
amplitude, given by a(0+) = a(0−)(1 −∆v/s) with s denoting the incident shock
speed. Equation (5.4) is referred to as Richtmyer’s impulsive model.
The impulsive model is very simple, but has limitations since many assumptions
were made in its derivation. To tackle the first two assumptions in this model,
that is, the impulsive effect of the shock and incompressibility, Richtmyer solved
numerically a linearized system of compressible gas dynamics equations by consid-
ering compressibility effect to compute perturbation growth rate. His new theory
is known as linear theory (Richtmyer, 1960). Later, Yang et al. (1994) extended
the linear theory. There are complicated boundary conditions associated with the
linearized system of equations. For simplicity, the linear theory is not described in
detail and the reader is referred to Richtmyer (1960), Yang et al. (1994) and Holmes
(1994) for more details.
Both models are valid only in early time of RMI and the linear theory is more
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accurate than the impulsive model. Fig. 5.3 shows that the amplitude and growth
rate by PPM are in good agreement with predictions of linear theory obtained from
Holmes (1994) at early stage. Besides, our numerical results agree well with those
obtained with front tracking method in Holmes (1994). It should be noted that, for
comparison, the starting time of our simulation is set to be -14 µs by shifting the
profiles to the left. This will lead to approximately the same starting time as that
in Holmes (1994), where time 0 corresponds to the instant when shock collides with
the interface for the first time. This run shows that our method is able to correctly
simulate planar RMI. However, for cylindrical RMI, there are almost no theoretical
models to predict the amplitude and growth rate of perturbations because this case
is much more complicated.
Cylindrical Air-SF6 Simulation
Next, we perform the air-SF6 simulation in a cylindrical geometry with an imploding
Mach 1.2 shock in air incident on the material interface. The initial data are identical
to those used in the above planar case or those listed in Table 5.1. Here, the
frequency k is chosen to be 12 and the nominal radius is taken to be 7.162cm as the
wavelength is 3.75cm. Since the frequency k is 12, the problem is symmetric about
the x and y axes, and thus we only resolve the problem in the first quadrant, that is,
[0, 12]× [0, 12]cm2, to save computational cost. At the left wall x = 0 and the lower
wall y = 0, the reflecting boundary conditions are imposed, while on the other two,
the non-reflecting boundary conditions are employed (Zhang and Graham, 1998).
Here, the reflecting boundary is equivalent to the symmetric boundary conditions.
This case is similar to the problem in Zhang and Graham (1998) and Saltz et al.
(1999), where, however, the problem is simulated using front tracking.
To validate convergence of the code under mesh refinement, four sets of grids,
100 × 100, 200 × 200, 300 × 300 and 400 × 400, are used. As shown in the plot
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of amplitude vs time in Fig. 5.5, the numerical results converge rapidly. In this
chapter, the 400 × 400 grid is employed in our simulations. Fig. 5.4 shows the
density contours at 1000µs.
In early time, the shock collides with the material interface and bifurcates into a
transmitted shock moving toward the origin and a reflected shock traveling radially
outward. The amplitude increases in this stage as shown in Fig. 5.5. At about 400µs,
the transmitted shock is converging at the origin and the perturbation amplitude
continues increasing. By about 500µs the transmitted shock has reflected from the
origin moving outward and would drive the interface again, which is called reshock.
Since then, the amplitude begins to decrease and the corresponding growth rate
becomes negative, which can be seen in Fig. 5.5. Since the reflected shock from
the origin is to hit the material interface from the heavy fluid SF6 to the light fluid
air, the phase inversion phenomenon will occur. The phase inversion is that peaks
and valleys of the perturbation change their positions after a shock collides with the
material interface from the heavy phase to the light phase. In other words, peaks
will become valleys and valleys will become peaks. In this process, the interface
flattens out first and then increases. Consequently, the amplitude stops decreasing
and begins to increase at about 700µs. The growth rate exhibits a large upward
jump accordingly, becoming from negative to positive. By 1000µs, the bubbles,
spikes and mushroom roll-ups characteristic of RMI have completely formed. But
the growth rate does not tend to a constant, which is different from the planar RMI.
A significant difference of the cylindrical RMI from the planar RMI is that the
transmitted shock must bounce back from the origin and accelerate the interface
again, causing so-called reshock. In contrast, in the planar geometry, the transmitted
and reflected shocks would exit the domain, so they do not interact with the material
interface again. Another difference is that the cylindrical RMI develops more rapidly
than the planar case, as we can observe from Figs. 5.2 and 5.4. The system of
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waves is more complex in the cylindrical geometry than in the planar geometry. For
example, after the transmitted shock reflects from the origin, it hits the material
interface, bifurcating into a transmitted shock and a reflected rarefaction which
would repeat the above reshock process with decreasing strength. From Fig. 5.5,
we can see several jumps in growth rate after 700µs, which correspond to such
successive reshock processes. Besides, as the interface moves toward the origin, the
perturbation wavelength decreases, which also influences the development velocity
of RMI.
Cylindrical Air-Helium Simulation
For the cylindrical air-helium simulation, experiment parameters are summarized
in Table 5.2. Since the frequency k is 12, the simulation is conducted only in the
first quadrant. The computational domain and boundaries conditions are identical
to those of the cylindrical air-SF6 simulation.
For the case in question, as the shock travels from the heavy fluid to the light
fluid, a transmitted shock and a reflected rarefaction are generated after the inter-
action between the incident shock and the interface. As a result, the phase inversion
follows the shock-interface collision immediately, as shown in Fig. 5.7. But there
are some differences between the planar and cylindrical simulations. In the cylin-
drical case, the interface completely flattens out at about 26µs. At about 150µs,
the nonlinear structures like bubbles, spikes and mushroom roll-ups form, see Fig.
5.6. However, these structures in the planar case appear at a much later time. It
seems that the cylindrical RMI evolves much faster than the planar RMI in Holmes
(1994). Hence, the growth rate of cylindrical case is larger than that of the planar
case. Other factors including the decreasing wave length and the converging domain
also complicate the cylindrical RMI.
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5.1.2 Effects of Shock Strength and Perturbation Amplitude on
RMI
In this subsection, we analyze effects of shock strength and perturbation amplitude
on RMI development. We still study the cylindrical air-helium case but change
values of some parameters to examine their effects.
We first look at shock strength. Here, four shocks of Mach numbers 1.2, 1.52,
1.8 and 2.0 are studied, and the resulting plots of amplitude vs time and growth
rate vs time for these cases are illustrated in Fig. 5.8. As shown in the two sub-
figures, the larger Mach number, the larger amplitude and growth rate. Four cases
share some common features such as formation of nonlinear structures, but they
differ in evolution stage or evolution velocity at a given time. As the shock Mach
number increases, the phase inversion and reshock would occur at earlier times. In
additional, there are also some small differences in shapes and sizes of bubbles and
spikes between these cases.
Another important parameter affecting RMI is the amplitude of perturbation.
The cylindrical air-helium simulation is performed with the amplitude taking on
values of 1.5cm, 2cm and 3cm. For comparison , amplitudes and growth rates of the
three cases are superimposed in Fig. 5.9. At early stage, the interface with larger
amplitude has larger growth rate, which is consistent with the linear theory. At late
time, the growth rate is not necessarily proportional to the initial amplitude as this
stage is nonlinear and the solution is very complex.
5.1.3 Random-mode Air-Helium Simulation
In real applications, a material interface usually does not have a regular shape such
as a circle with a sinusoidal perturbation, but exhibits random characteristics, that
is, there are random initial perturbations on the interface. Studying RMI with the
random perturbations, therefore, is a matter of great significance, and is the topic
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of this subsection as well. In the present random-mode air-helium simulation in
the cylindrical geometry, we would take the same initial conditions as those used in
the air-helium simulation discussed above, that is, the densities of air and helium
are 1.2 kg/m3 and 0.167 kg/m3, respectively, the pressure of the unshocked gases
is 1.013 × 105Pa, the ratios of specific heat are γair = 1.4 and γhelium = 1.63, the
unperturbed interface is located at r0 = 7.64cm, and the Mach number of the
imploding shock is 1.52. But in the present case, the material interface is initialized
as,




where the Fourier mode amplitude An satisfy a Gaussian distribution with the
standard deviation of 0.02λ¯ and are produced by a random number generator. Here,
λ¯ represents the average wavelength. Noting symmetric property of this problem, the
simulation is performed only in the first quadrant, and hence the angle φ ranges form
0 to pi/2. Since the interface is created by superimposing the random Fourier mode
perturbations in a finite range of frequency, such a configuration is appropriate to
mimick real problems. Refer to Glimm et al. (2002), Dutta et al. (2004) and reference
cited therein for more information on generation of random-mode perturbations.
The initial configuration of this simulation is shown in Fig. 5.10(a), where the
blue region is occupied by the stationary helium, while the green part of the domain
is filled with the shocked air and the unshocked air is in the region bounded by
the above two parts. The initial mixing zone width, rmax − rmin, is 0.376cm and
there are eight peaks on the quarter circle. This interface differs from one with a
single-mode perturbation in two aspects. First, we cannot find a complete sinusoidal
period on the quarter circle. Second, the amplitude, which is defined as half of the
radial distance between a peak and its neighboring valley, has different values at
different positions, and the wavelength, the distance between two adjacent peaks in
the tangent direction, varies with positions as well. These differences would influence
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overall development of the interface as we shall see later.
We illustrate the density contour of this simulation at 110µs in Fig. 5.10(b),
while plots of amplitude vs time a(t) and growth rate vs time a˙(t) are presented
in Fig. 5.11. As in the single-mode air-helium simulation, the phase inversion
phenomenon follows the shock-interface collision immediately, and up to 110µs, the
typical nonlinear structures including spikes, bubbles and mushroom roll-ups have
formed. The eight peaks on the initial interface now have evolved into eight spikes
becoming portions of the heavy fluid penetrating into the light fluid; the mushroom
roll-ups due to the effect of the Kelvin-Helmholtz instability have appeared. The
corresponding eight valleys have developed into bubbles surrounded by the heavy
fluid.
Comparing the results of the single-mode air-helium simulation shown in Figs.
5.6-5.7 with the results of the current random-mode case demonstrated in Figs.
5.10-5.11, we would find several differences. The first difference lies in the interface
shapes of the two cases. For the single-mode simulation, there are approximately
the same bubble-spike structures, but this is not the case for the random-mode
simulation. This is easy to understand. Since the single-mode case has the same
perturbation periods, each of them should evolve in the same manner, leading to
approximately identical structures. In contrast, in the random-mode case, the am-
plitude and wavelength change with positions as mentioned above, and therefore
the final interface shape is irregular. In addition, Figs. 5.10 exhibits some features
peculiar to the random-mode perturbations. For example, peak with larger initial
amplitude would evolve at faster speed, corresponding to a later development stage
at a given time. We also observe differences in Kelvin-Helmholtz roll-ups between
the spikes. This may be caused by the initial perturbation wavelengths varying with
positions.
As can be seen from the results of the two simulations, their development stages
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differ at a fixed time, which is the second point we will stress. By 150µs, the
single-mode interface has exhibited the fully developed nonlinear structures, which,
however, appear at a earlier time of 110µs in the random-mode case. This fact
indicates that the perturbation evolution velocity of the latter is larger than that of
the former. In other words, the random-mode case enters nonlinear regime earlier
than the single-mode case. This may result from two factors, that is, the wavelength
and amplitude. According to the linear theory, the growth rate is proportional to
the perturbation amplitude, but is inversely proportional to the wavelength. For a
given wavelength, the larger amplitude, the larger growth rate; for a given ampli-
tude, the smaller wavelength indicates the larger growth rate. Certainly, the linear
theory is only applicable to the linear regime in early time, but the two quantities
should play important roles in nonlinear regime as well. For the random-mode case,
the width of the initial mixing zone is 0.376cm, so the maximum amplitude should
not exceed that of the single-mode simulation, 0.2cm. In addition, the initial wave-
length of the single-mode experiment is much larger than that of the random-mode
experiment. Comparing the amplitudes in Figs. 5.7 and 5.11, we see that they have
approximately the same order of magnitude in the period [0, 110]µs, but differ in
the time when the interfaces flatten out. As the single-mode perturbation has a
larger amplitude of 0.2cm, it would take more time for the interface to become flat.
It can also be observed the overall growth rate of the random-mode case is larger
than that of the single-mode case before reshock. This implies that the wavelength
may be a dominant factor influencing RMI in this period.
The random-mode simulation is much more complex for two reasons. One is the
convergent geometry and the complicated system of wave, and the other is of the
random feature on the material interface.
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5.2 Summary
In this chapter, a systematic numerical study of RMI in cylindrical geometry is
presented. We are concerned with the Richtmyer-Meshkov unstable interfaces with
single- and random-mode perturbations under acceleration of imploding shock. Our
simulations are motivated by Benjamin’s and Meshkov’s experiments.
The results of the planar air-SF6 RMI compare well to predictions of the im-
pulsive model, linear theory and front tracking. In cylindrical geometry, we have
observed the so-called reshock, a significant difference between the planar and cylin-
drical cases. In the air-helium simulation driven by an imploding shock, the effects
of the perturbation amplitude and shock strength are also studied. For the random-
mode air-helium case, it is seen that the random initial amplitude and wavelength
significantly complicate the interface evolution progress, and there are interesting
phenomena peculiar to this problem. It is hoped that the qualitative discussion
of the behaviors of RMI is useful in helping people understand this complicated
instability problem.
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Table 5.1: Air-SF6 simulation parameters
Parameter Value Parameter Value
Wavelength λ 3.75cm ρair 0.95kg/m3
Amplitude a 0.24cm ρSF6 4.84kg/m
3
Pressure 80000Pa γair 1.4
Mach number 1.2 γSF6 1.09
Table 5.2: Air-helium simulation parameters
Parameter Value Parameter Value
Wavelength λ 4.0cm ρair 1.2kg/m3
Amplitude a 0.2cm ρhelium 0.167kg/m3
Pressure 101300Pa γair 1.4
Mach number 1.52 γhelium 1.63
Figure 5.1: Initial configuration of RMI with a single-mode perturbation in cylin-
drical geometry.
Figure 5.2: Evolution of interface for the planar air-SF6 simulation.
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Figure 5.3: Amplitude vs time and growth rate vs time for the planar air-SF6
unstable interface illustrated in Fig. 5.2. For comparison, the predictions of the
impulsive model, linear theory, front tracking and PPM are all plotted.
Figure 5.4: Density contour of the air-SF6 interface driven by an imploding shock
at 1000µs.
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Figure 5.5: Amplitude vs time and growth rate vs time for the unstable air-SF6
interface in cylindrical geometry shown in Fig. 5.4.
Figure 5.6: Density contour of the air-helium interface driven by an imploding shock
at 150µs.
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Figure 5.7: Amplitude vs time and growth rate vs time associated with the simula-
tion in Fig. 5.6.
Figure 5.8: Variations of amplitude and growth rate with time for the cylindrical
air-helium simulation. Here, shock of different Mach number is employed to examine
effect of shock strength on RMI.
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Figure 5.9: Variations of amplitude and growth rate with time for the cylindrical
air-helium simulation. The amplitude of initial perturbation is changed to study its
influence on RMI.
(a) T=0µs (b) T=110µs
Figure 5.10: Density contour of air-helium simulation with random-mode perturba-
tion in cylindrical geometry.
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Figure 5.11: Amplitude vs time and growth rate vs time for problem in Fig. 5.10.
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Chapter 6 Numerical Simulations of Shock-Bubble
Interactions
In this chapter, the interactions of shock with gas cylinder and sphere in both
slow/fast (divergent) and fast/slow (convergent) configurations are investigated by
means of numerical simulations which are based on high-resolution PPM with AMR
described in chapter 2. This study, motivated by experimental and numerical works
of Layes et al. (2003, 2005) and Layes and Le Metayer (2007), is concerned with
effects of Mach number (Ma) on the early and intermediate stages of the interaction
processes. The flows are modeled by the multi-fluid Euler equations and Mach
numbers in the range of 1.2 ≤Ma ≤ 6 are studied.
6.1 Interactions of Shock with Helium Cylinder
6.1.1 Setup for Numerical Simulations
A gas cylinder accelerated by a weak shock (Ma ≤ 1.22) has been studied by many
researchers, as stated in chapter 1. Among them, Bagabir and Drikakis (2001) inves-
tigated Mach number effects on the interactions of a shock with a helium cylinder in
air by considering Mach number up to 6.0. Some findings are reported. Neverthe-
less, the simulations of Bagabir and Drikakis (2001) are based on a single-gas model
where ratios of specific heat of air and helium are both assumed to be γ = 1.4 to
eliminate the pressure oscillations on the gas cylinder interface. This, however, can
alter resulting flow field slightly, so it is better to use a two-fluid model. In that
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study, helium cylinder is lighter than the ambient air and the acoustic impedance of
helium is smaller than that of air, which is referred to as slow/fast or divergent case.
Bagabir and Drikakis (2001) did not study the fast/slow or convergent configuration
where gas cylinder is heavier than the surrounding gas. In fact, the shock refrac-
tion patterns and the resulting time evolutions of cylinders are completely different
in the two cases. In addition, Bagabir and Drikakis (2001) only investigated 2D
gas cylinder. Up to now, evolution of 3D gas sphere driven by shock has not been
studied extensively.
In this section, we resolve the interactions between shock and helium cylinder.
The simulations are set up as follows. The computational domain is a rectangle of
size [0, 32] × [−4, 4]cm2. The center of a cylinder of radius R = 2cm is located at
(26, 0)cm. The cylinder filled with helium of density of 0.167kg/m3 is surrounded
by air of density of 1.29kg/m3. The pressure of helium is set equal to that of
ambient air, that is, P = 1.01325 × 105Pa. Initially, an incident shock is located
at x = 30cm, propagating through air from right to left to collide with the helium
cylinder. Obviously, the problem is symmetric about x = 0. Therefor, only the
upper half of flow field needs to be calculated. Schematic of the computational
domain is shown in Fig. 6.1. On the left and right sides of the domain, the non-
reflecting boundary conditions are imposed, while on top and bottom, the reflecting
boundary conditions are employed. For the choice of the boundary conditions, refer
to Quirk and Karni (1996) as well as Johnsen and Colonius (2006). Properties
of gases used in this chapter are obtained from Layes and Le Metayer (2007) and
summarized in Table 6.1.






where T , R and s are the real time, radius of gas cylinder and sound speed in air,
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respectively. The time t = 0 is the instant when the shock collides with the cylinder
for the first time.
The following simulations are carried out using multi-fluid Eulerian PPM code
with AMR, presented in chapter 2. A grid with five refinement levels is employed
and the highest grid resolution is dx = dy = 1/48cm. The flows are assumed to be
inviscid.
6.1.2 Results for Ma = 1.2
The time evolution of a helium cylinder accelerated by a Mach 1.2 shock is pre-
sented in Fig. 6.2. At t = 0.6, there are the incident shock appearing as a vertical
line segment, a curved refracted shock inside the cylinder, a side shock connecting
the incident shock to refracted one, and a reflected shock behind the incident one.
The four-shock structure is termed twin regular reflection-refraction (TRR) by Hen-
derson et al. (1991). The TRR appears earlier in the present case than in Quirk
and Karni (1996) and Bagabir and Drikakis (2001) due to the smaller density of
helium in our simulation. The refracted shock is divergent and travels faster than
the incident one because of the larger sound speed in helium. By t = 1.2, the re-
fracted shock has traversed the cylinder, generating a transmitted shock in air and
internally reflected waves inside cylinder which have complex interactions. At t = 2,
wave reflection from top of the domain is observed. During t = 0− 2, the upstream
interface of cylinder has been compressed and has deformed, leading to elongation
of bubble shape in the vertical direction.
As time evolves, between t = 3−4.7, a jet forms along axis of symmetry, causing
the cylinder to become kidney-shaped. During t = 6.5−7.9, the jet develops further,
taking a spike shape. By t = 7.9, the transmitted and incident shocks have almost
merged. By t = 12.5, the jet has impinged on the downstream interface of the
cylinder, leading to a vortex structure. At t = 20, the cylinder is split into two
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vortex rings.
Although the different initial conditions are used in the present study, the nu-
merical results are comparable to those in Quirk and Karni (1996) and Bagabir and
Drikakis (2001). All the features of cylinder evolution are reproduced well.
It is believed that deformations of the cylinder are driven by baroclinic vorticity
resulting from passage of the incident shock over the cylinder. Picone and Boris
(1988), Hawley and Zabusky (1989) as well as Samtaney and Zabusky (1994) have
studied the vorticity generation. The vorticity transport equation is written as,
∂ω
∂t
+ v · ∇ω − (ω · ∇)v + (∇ · v)ω = 1
ρ2
∇ρ×∇p (6.2)
where ω is the vorticity, v is the velocity, ρ is the density and p is the pressure.
The term on the right hand side of the above equation represents the vorticity
generation due to baroclinic effects. On the left hand side, v · ∇ω is the advection
term, while (ω · ∇)v and (∇ · v)ω stand for vortex stretching and compression,
respectively (Ranjan et al., 2008). At initial time, ω = 0, so all the vorticity is
generated by the baroclinic effects. On the cylinder interface, the density gradient,
∇ρ, points radially outwards, while the pressure gradient, ∇p, is approximately in
x direction. The misalignment of the density and pressure gradients leads to the
baroclinic vorticity generation on the interface, which is then advected by the flow.
The baroclinic vorticity distorts the cylinder interface during the evolution process.
The vorticity field for the shock-cylinder interactions withMa = 1.2 is presented
in Fig. 6.3. As analyzed above, the vorticity is concentrated on the cylinder inter-
face. Bagabir and Drikakis (2001) stated that a c-shaped vortex structure forms at
late time on the upstream part of cylinder. In the present case, a similar structure
is observed, but the two structures have some differences in width and height. One
possible reason is the different initial conditions including gas properties as well as
radius of cylinder employed here and the other is the two-fluid model used in the
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present study. Numerical scheme and grid resolution can also influence calculated
flow field.
6.1.3 Results at Higher Mach Numbers
Next, we perform simulations for higher Mach numbers. The density field with
Ma = 2 is presented in Fig. 6.4. It is clear that the evolution process is different
from that with Ma = 1.2. By t = 0.6, the TRR has not formed. But the upstream
interface becomes flatter due to larger compression. The refracted shock inside the
cylinder appears to travel slower than the refracted one forMa = 1.2. However, this
is due to the use of dimensionless time. In real time, it is not the case (Bagabir and
Drikakis, 2001). At t = 1.2, the refracted shock just hits the downstream interface,
producing a transmitted shock in air and an internally reflected wave, which is
diverging at the moment, as shown in the second frame in Fig. 6.4. This reflected
wave inside the cylinder was not captured by Bagabir and Drikakis (2001). By t = 2,
a Mach reflection has appeared near downstream interface. The jet along axis of
symmetry formes earlier than that in the case of Ma = 1.2. Behind the jet, there
is a secondary-reflected shock appearing as a vertical branch. This shock results
from the interaction between the refracted shock and the downstream interface of
the cylinder (Bagabir and Drikakis, 2001). As time evolves, the triple-point of Mach
reflection moves downstream and the jet develops further, see frame at t = 3. By
t = 4.7, the jet has impinged on the downstream interface and a vortex structure has
formed. As the vortex grows, most of helium cylinder is entrained in it, as shown
in frames at t = 6.5, 7.9, 12.5. This process differs from that with Ma = 1.2.
The results for Ma = 3, 6 are illustrated in Figs. 6.5-6.6. Again, the incident as
well as refracted shocks, internally reflected wave, secondary-reflected shock, Mach
reflection and jet are all observed. The flow patterns for Ma = 2, 3, 6 are similar
in terms of wave structure before t = 3, to some extent. However, after the im-
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pingement of the jet on the downstream interface of cylinder, the vortex structure
exhibits different behaviors and shape of cylinder is also different with increasing
Mach number.
The corresponding vorticity fields for Ma = 2, 3, 6 are illustrated in Figs. 6.7-
6.9. The baroclinic vorticity is mainly distributed along the cylinder interface. The
vortex structure at higher Mach numbers is different from that at Ma = 1.2.
As discussed above, Mach number or shock strength can greatly alter the cylinder
evolution. A stronger shock leads to larger compression and deformations of cylinder
and therefore the upstream interface becomes flatter. In addition, stronger the shock
is, earlier the air jet forms and faster it moves. With increasing Mach number, more
helium gas inside the cylinder is entrained in the vortex, which is closer to the
leftward-moving shock at intermediate times. For Ma ≥ 2, the TRR does not form.
However, the Mach reflection and secondary-reflected shock appear.
As compared with Bagabir and Drikakis (2001), the present study based on
the two-fluid model reproduces some flow features resolved more clearly, such as
the internally reflected waves. In addition, using Schlieren images, various flow
structures can be visualized more easily.
6.2 Interactions of Shock with Helium Sphere
Although shock-cylinder interactions have been investigated extensively, little lit-
erature is available on numerical simulations of shock interactions with sphere in
three dimensions. As we all know, writing a time-efficient 3D multi-fluid code is
not trivial. At the same time, 3D simulations are highly computationally expensive.
Nevertheless, a sphere accelerated by a shock is more interesting as it exists in many
applications and its evolution is more complex than that of a 2D cylinder. In this
section, we focus on numerical investigation of a helium sphere driven by shock with
Mach numbers in the range of 1.2 ≤ Ma ≤ 6. We compare 3D and 2D results to
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find differences.
The computational domain is [0, 8] × [0, 8] × [0, Lz]cm3, where Lz is 16cm or
20cm, depending on the shock strength. Initially, the incident shock is 1cm below
top of the domain and 1cm above the helium sphere. Due to symmetry, only one-
fourth of flow field is resolved, as illustrated in Fig. 6.10. On top and bottom,
the non-reflecting boundary conditions are used, while on the remaining sides the
reflecting boundary conditions are imposed. We use the same initial conditions for
air and helium as those for the 2D cylinder case.
The density iso-surfaces and contours for a helium sphere interactions with a
Mach 1.2 shock are illustrated in Figs. 6.10 and 6.11, respectively. The calculations
are carried out on NUS SVU cluster with 12 CPUs. In Fig. 6.10, to illustrate the
sphere shape more clearly, some of the iso-surfaces are not shown. By t = 0.6,
the planar incident shock has collided with the upstream interface of the sphere.
Again, a refracted shock inside the sphere and a reflected wave outside the sphere
are generated. Fig. 6.11 shows the wave system more clearly than Fig. 6.10 where
some weak waves are not demonstrated. By t = 3, the incident shock has traversed
the helium sphere and lagged behind the transmitted shock resulting from the im-
pingement of the refracted shock on the downstream sphere interface. As in the
2D case, the shock passage over sphere leads to the baroclinic vorticity generation
which is due to the misalignment of density and pressure gradients and drives de-
formations of the sphere. At the same time, an axial jet has formed and is moving
downwards. Cross section of the sphere, y = 4cm, takes a kidney shape. At t = 4.7,
the incident and transmitted shocks are merging as they move to the bottom. The
jet is approaching the downstream interface and will collide with it immediately.
By t = 7.9, the merged shock of the incident and transmitted ones has exited the
computational domain. The jet has impinged on the downstream interface. The
baroclinic vorticiy generated by the shock passage rolls up and causes the sphere to
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form a downstream vortex ring. On the other hand, most of the sphere fluid forms
an upstream lobe, which is larger than the vortex ring in volume. Also observed
is that the sphere expands in vertical direction. As time evolves, the downstream
vortex ring continues developing, becoming larger and larger. More helium in the
lobe is entrained in the vortex structure. The lobe volume decreases and the sphere
further elongates axially, as illustrated in frame at t = 12.5. The 3D shock-bubble
interactions problem is resolved properly. The reproduced flow features like lobe
and vortex ring are observed in experimental and numerical results of Ranjan et al.
(2008) and Niederhaus et al. (2008).
As compared with the 2D case of Ma = 1.2 in Fig. 6.2, the helium sphere evo-
lution in Figs. 6.10 and 6.11 exhibits some new features. It seems that the sphere
undergoes stronger compression and larger deformations on the upstream interface
at time t = 3. The jet has formed. However, this is not the case in the cylindri-
cal configuration. After the passage of an incident shock over a bubble (cylinder
or sphere), the baroclinic vorticity dominates deformations of the bubble. In two
dimensions, the vorticity is just normal to the computational domain. In contrast,
in 3D case, it has three components and is much more complex. The difference
in vorticity may be a factor contributing to the different compression stages and
deformations between the cylinder and sphere. In addition, the jet moves faster in
sphere than in cylinder , as shown in results at t = 4.6. By t = 7.9, the downstream
vortex ring has formed in the helium sphere case, while the jet has not impinged on
the downstream interface of the cylinder. By t = 12.5, we can observe differences in
vortex structures between cylindrical and spherical bubbles. The streamwise dimen-
sion of the sphere is larger than that of cylinder. In fact, the different geometries of
the cylinder and sphere lead to distinct propagation patterns of a series of shocks
and refractions arising from the shock-bubble interactions. These waves and the
resulting vorticity, in turn, can substantially alter the bubbles evolution processes.
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Therefore, the 2D and 3D results can only be compared qualitatively.
Next, we compare the numerical results for Ma = 1.5 presented in Fig. 6.12
with the experimental and numerical images of Layes and Le Metayer (2007) in Fig.
6.13. The numerical solution in Layes and Le Metayer (2007) is obtained using a
2D axisymmetric multi-fluid method. The real times, 133µs, 274µs, 341µs, 561µs,
correspond to dimensionless instants, 3.3, 6.8, 8.4, 13.9, respectively. Our results
at t = 3 are comparable to the experimental image corresponding to t = 134µs. In
experiment and our simulation, the transmitted shock runs ahead of the incident one
slightly, and the jet is to collide with the downstream interface. In the experimental
image at t = 344µs, the downstream vortex ring and upstream lobe have formed.
The similar flow features are reproduced numerically, see frame at t = 7.9 in Fig.
6.12. At the same time, the transmitted and incident shocks have merged, which is
also observed in our numerical solution. By t = 554µs, the downstream vortex ring
has developed further with its volume increasing, while the lobe has shrunk. On the
other hand, distance between the vortex ring and lobe becomes larger. The similar
phenomena are observed in our numerical results, see frame at t = 12.5 in Fig. 6.12.
The overall flow patterns in our results are closer to the experimental images than
the numerical solution of Layes and Le Metayer (2007). This further indicates the
present simulation results are reasonable.
In Figs. 6.14-6.18, the volume fraction iso-surfaces for Mach numbers, Ma =
2, 3, 4, 5, 6, are presented. With increasing Mach number, the sphere undergoes
stronger compression process, see frames at t = 0.6, 3. At the same time, the higher
speed jet is generated. It together with baroclinic vorticity induces the stronger
vortex ring. In addition, the upstream lobe becomes smaller and even disappears
for Ma = 6 at t = 7.9, and more helium is contained in the downstream vortex ring.
The vortex ring also appears smaller at higher Mach numbers. The elongation of the
sphere is not significant with increasing Mach number. Shock strength significantly
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influences sphere evolution and shape.
6.3 Interactions of Shock with Krypton Cylinder
In this section, we study interactions of shock with cylinder filled with krypton of
density of 3.506kg/m3, which is heavier than ambient air, as indicated in Table
6.1. This configuration is referred to as fast/slow or convergent case. The setup
of simulations is schematized in Fig. 6.1. The Mach numbers in the range of
1.2 ≤Ma ≤ 6 are investigated.
The Schlieren images of density field for Ma = 1.2 are presented in Fig. 6.19,
demonstrating time evolution of krypton cylinder. By t = 0.9, the incident shock has
impinged on upstream interface. A refracted shock inside the cylinder is generated, a
reflected shock is outside the cylinder and the incident one appears as a vertical line
segment. The refracted shock lags behind the incident shock as the sound speed
is smaller in krypton than in surrounding air. Note that shape of the refracted
shock is different from that in the case of helium cylinder. According to analysis of
Quirk and Karni (1996) for R22 cylinder, the reflected wave is much weaker than
the incident one. The cylinder undergoes slight deformations. As time evolves,
the incident shock runs ahead of the refracted wave further. By t = 2.2, upper
part of the refracted shock is almost perpendicular to central part. The incident
shock is diffracting around downstream cylinder interface. The cylinder continues
deforming. By t = 3.1, the incident shock in upper half of the computational domain
and its counterpart in lower half have crossed and two weak contact discontinuities
have formed. At the same time, the refracted shock inside the cylinder is being
focused along axis of symmetry, which will produce a transmitted shock outside the
cylinder. The transmitted shock will catch up with the incident shock and they will
coalesce eventually. These findings are consistent with those of Quirk and Karni
(1996) qualitatively. By t = 5.3, the small roll-ups have appeared on the interface.
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They result from the baroclinic vorticity due to passage of the incident shock. A
reverse jet forms along axis of symmetry. On the other hand, the upper half of
cylinder expands upwards. During t = 5.3− 13.3, the cylinder continues to develop
with the roll-ups becoming predominant. By t = 17, a vortex pair has formed at
the downstream interface. In this run, all the important flow features are resolved
clearly.
As in the case of helium cylinder, the deformations of interface are dominated
by the baroclinic vorticity, which is confirmed by vorticity field in Fig. 6.20.
In the present results, the fine structures on the interface are different from
those in Quirk and Karni (1996) where some features which look like oscillations
are present. Here, the interface is smoothed initially. As a result, those features are
eliminated and better simulation results are obtained.
The results for Ma = 2, 3, 6 are illustrated in Figs. 6.21-6.23, respectively. As
compared with those in the case of Ma = 1.2, the flow patters for Ma ≥ 2 change
significantly. At t = 0.9, the upstream interface becomes flatter with increasing
Mach number. For Ma ≥ 2, by t = 2.2, the roll-ups have formed on the interface
due to passage of strong shock over the cylinder. This is not the case for Ma = 1.2.
Besides, it seems that the refracted shock inside the cylinder does not fold. This is
different from the case of Ma = 1.2. By t = 3.1, the cylinder has taken a wedge-like
shape and the inverse jet has appeared along the axis of symmetry. As time evolves,
by t = 5.3, the vortex ring has appeared on the downstream interface. It, however,
forms at a later time at Ma = 1.2. At the remaining time instants, the cylinder
evolution alters remarkably with increased Mach number.
To sum up, the effects of Mach number on the cylinder evolution are as follows.
First, the higher Mach number generally leads to a stronger compression process and
larger deformations of krypton cylinder. The cylinder develops more rapidly with
increasing Mach number. Next, for Ma ≥ 2, the wave structure and cylinder shape
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are not influenced greatly by Mach number before t = 5.3. Finally, the cylinder
appears narrower in the flow direction and shorter in the traverse direction at end
time as Mach number is increased.
6.4 Interactions of Shock with Krypton Sphere
The density iso-surfaces and contours for a krypton sphere accelerated by a Mach
1.2 shock are presented in Figs. 6.24-6.25. At t = 0.9, the refracted shock appearing
as a curved plane is observed inside the krypton sphere and the incident shock
is passing through the sphere. The incident shock runs ahead of the refracted
shock due to the difference in sound speed between krypton and ambient air. The
reflected shock in air is weaker than the incident shock. The upstream interface
is not compressed greatly as the shock in this case is weak. As in the 2D case of
the previous section, the incident shock will diffract along the downstream sphere
interface. The refracted shock will be focused along axis of symmetry, generating
a transmitted shock in air and complex system of waves inside the sphere. This
process, however, is much more complex in three dimensions. At the same time,
the passage of the incident shock deposits vorticity on the sphere interface through
baroclinic effects. By t = 5.3, the incident and transmitted shocks have almost
merged. On the other hand, a spike has formed along the axis of symmetry and a
jet has appeared on the spike. This configuration is completely different from that
in the 2D cylinder case, where only a reverse jet exists. This may be attributed
to multiple shock reflections on the axis of symmetry (Giordano and Burtschell,
2006). The existence of the spike was confirmed experimentally by Layes and Le
Metayer (2007). The present 3D simulation successfully reproduces the particular
flow feature in experiment. As time evolves, the spike as well as jet become longer
and the sphere continues deforming, as illustrated in frames at t = 10 in Figs. 6.24-
6.25. By t = 17, the upstream interface is close to the downstream interface. In
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addition, a downstream vortex structure has formed. The complex system of waves
including shocks and rarefactions generates a complex vorticity field which distorts
the sphere interface.
Comparing the 2D and 3D results, we find that a remarkable difference is that
there is a spike in 3D experimental and numerical solutions. This kind of spike is not
present in the case of 2D bubble. This indicates that the 2D and 3D bubbles differ
in their evolution process and it is desirable to carry out 3D simulations to reveal
mechanisms behind real problems. In addition, the x−z cross section of sphere also
shows that there are significant differences in shape and vortex structure between
cylinder and sphere.
The volume fraction iso-surfaces corresponding to Mach numbers in the range
of 2 ≤ Ma ≤ 6 are illustrated in Figs. 6.26-6.30. Obviously, shock strength can
significantly affect the sphere evolution. For example, the sphere shape at a selected
time instant for Ma = 2 is largely different from that for Ma = 1.2. By t = 5.3,
a downstream vortex structure has formed, which is not the case for Ma = 1.2.
Besides, the spike and reverse jet are longer than those at lower Mach number. By
t = 10, the reverse jet has pierced the upstream center of the sphere, forming a
hat-shaped structure, which, however, has not appeared by t = 17 in the case of
Ma = 1.2. This feature has been confirmed in experiment (Layes et al., 2005) and is
recovered in the present 3D calculations. In fact, the evolution is different between
Ma = 1.2 and Ma = 2. When Mach number is increased beyond 3, the sphere will
evolve in another way and exhibits some new features.
For Ma ≥ 3, shape of krypton sphere is similar and does not change with Mach
number. It is observed that almost the same downstream vortex structure develops
and similar hat-shaped feature forms on the upstream center. But with increasing
Mach number, the spike becomes longer and the sphere moves faster and is closer
to the bottom of computational domain at a given time instant. However, it seems
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that the shock strength does not alter overall sphere deformation patterns greatly.
This is a very interesting phenomenon particular to krypton sphere at Ma ≥ 3 and
revealed through our simulations. In contrast, other bubbles like helium cylinder
and sphere as well as krypton cylinder are influenced by shock strength. The present
results agree well with experiment and provide new insights into understanding of
the krypton sphere evolution.
6.5 Summary
In this chapter, the shock-bubble interactions in both convergent and divergent
configurations are simulated to investigate effects of Mach number on the bubbles
evolutions. Various flow structures are resolved correctly and some gasdynamics
features with increasing Mach number are revealed.
In two dimensions, a higher Mach number leads to the larger deformations of
cylinders in both convergent and divergent cases. For the 2D helium cylinder, when
Ma ≥ 2, the secondary-reflected shock as well as Mach reflection are observed,
while the TRR present in the case of Ma = 1.2 does not form. Besides, the vortex
structure changes significantly when Mach number is increased. The findings are
in a good qualitative agreement with those of Bagabir and Drikakis (2001). In the
corresponding 3D case, in addition to larger deformations due to the stronger shock,
with increasing Mach number, the upstream lobe becomes smaller and the sphere
becomes shorter in the vertical direction. The downstream vortex ring, which is
reproduced numerically, contains more helium gas with increased Mach number.
Our numerical results for Ma = 1.5 are comparable to the experimental data. It is
found that for a given gas/Ma couple, there are significant differences between 2D
and 3D results, including shock refraction patterns, gas bubbles evolutions, vortex
structures, etc.
The 2D krypton cylinder in all the cases of Ma ≥ 2 takes the similar shape in
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early stage, that is, the cylinder shape does not alter with Mach number significantly.
With increasing Mach number, the dimensions of cylinder in the horizontal and
vertical directions become smaller at end time. Besides, the reverse jet is observed.
The evolution of 3D krypton sphere with Ma ≤ 2 is different from the cases of
Ma ≥ 2. When Mach number is greater than 3, the evolution process is not affected
significantly by shock strength. This is an interesting phenomenon revealed through
our calculations. In the 3D bubble case, a spike forms. This flow feature is not not
observed in 2D cylinder case. In addition, the reverse jet pierces the upstream
center of sphere, forming a hat-shaped structure. These flow features existing in
experiment is successfully reproduced through our simulations.
171
Chapter 6 Numerical Simulations of Shock-Bubble Interactions
Table 6.1: Properties of gases used in this study
Gas Air Helium Krypton
Density (kg/m3): 1.29 0.167 3.506
Ratio of specific heat: 1.4 1.67 1.67
Sound speed (m/s): 346 1016 222
Figure 6.1: Schematic of the 2D computational domain.
Figure 6.2: Schlieren images of density field for a helium cylinder, Ma = 1.2.
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Figure 6.3: Contours of vorticity field for a helium cylinder, Ma = 1.2.
Figure 6.4: Helium cylinder, Ma = 2.
Figure 6.5: Helium cylinder, Ma = 3.
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Figure 6.6: Helium cylinder, Ma = 6.
Figure 6.7: Vorticity field for a helium cylinder, Ma = 2.
Figure 6.8: Vorticity field for a helium cylinder, Ma = 3.
Figure 6.9: Vorticity field for a helium cylinder, Ma = 6.
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Figure 6.10: Density iso-surfaces for helium sphere, Ma = 1.2.
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Figure 6.11: Density contours for helium sphere, Ma = 1.2.
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Figure 6.12: Helium sphere, Ma = 1.5.
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Figure 6.13: Experimental (left) and numerical (right) images for a helium sphere,
Ma = 1.5. The images are obtained from Layes and Le Metayer (2007).
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Figure 6.14: Volume fraction iso-surfaces for helium sphere, Ma = 2.
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Figure 6.15: Helium sphere, Ma = 3.
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Figure 6.16: Helium sphere, Ma = 4.
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Figure 6.17: Helium sphere, Ma = 5.
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Figure 6.18: Helium sphere, Ma = 6.
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Figure 6.19: Krypton cylinder, Ma = 1.2.
Figure 6.20: Vorticity field for krypton cylinder, Ma = 1.2.
Figure 6.21: Krypton cylinder, Ma = 2.
Figure 6.22: Krypton cylinder, Ma = 3.
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Figure 6.23: Krypton cylinder, Ma = 6.
Figure 6.24: Density iso-surfaces for krypton sphere, Ma = 1.2.
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Figure 6.25: Density contours for krypton sphere, Ma = 1.2.
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Figure 6.26: Volume fraction iso-surfaces for krypton sphere, Ma = 2.
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Figure 6.27: Krypton sphere, Ma = 3.
188
Chapter 6 Numerical Simulations of Shock-Bubble Interactions
Figure 6.28: Krypton sphere, Ma = 4.
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Figure 6.29: Krypton sphere, Ma = 5.
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Figure 6.30: Krypton sphere, Ma = 6.
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In this thesis, the high-resolution numerical methods are developed to resolve com-
pressible multi-fluid flows with various equations of state which are widely used
to model a wide range of materials. Then, the methods are applied to simulate
Richtmyer-Meshkov instability and shock-bubble interactions in two and three di-
mensions.
As compared with some other methods, the dimensional-splitting and unsplit
PPMs for the multi-fluid flows can provide more accurate results and have a few
remarkable advantages. The derivation of the inviscid model is easy to understand
and the viscous effect and gravity can also be accounted for. With the slight mod-
ifications in contact discontinuity detection and flattening, the splitting PPM can
resolve discontinuities, particularly contact discontinuities, more sharply than other
diffuse interface methods. Although the unsplit PPM without detection technique
is a little more diffusive than the splitting version, it is easier to implement. Both
PPM schemes are able to handle problems with high density and pressure ratios,
proving very stable and robust. In addition, the use of block-structured AMR allows
the flow features at disparate scales to be resolved sufficiently.
To deal with the multi-fluid flows with general EOS, i.e. Mie-Gru¨neisen EOS,
the interface-capturing methods based on MUSCL and PPMs are developed. Mie-
Gru¨neisen EOS can model a large number of materials including gas, liquid as well
as solid under high pressure. The HLLC approximate Riemann solver is adapted
to the advection equation. As update of volume fraction is based on the Riemann
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problems solutions rather than the velocity at previous time step, the volume frac-
tion is advected properly and the resulting schemes are more stable than some other
methods, as demonstrated by the numerical results. MUSCL-Hancock scheme and
PPMs are extended to reconstruct the primitive variables. PPMs are much more
complex than MUSCL, but are more accurate. AMR can sharpen the captured
interfaces significantly by increasing grid resolution locally. It is found that our
methods can be applied to many complex problems.
Besides, Lagrangian-remapping (LR) PPM is generalized to simulate barotropic
two-fluid and barotropic-nonbarotropic two-fluid flows. The idea behind the meth-
ods for the two types of flows is to derive a nonbarotropic artificial EOS for the
two-fluid mixtures. The present methods are more accurate than other second-
order schemes and produce sharper representations of the contact discontinuities,
indicating that they are suitable for the interface capturing. The Riemann problem
solution procedure is much simpler than that in the direct Eulerian PPM. In addi-
tion, LR PPM is easier to extend to the multi-fluid flows as the volume fraction is
just passively advected in the separate remapping step.
Cylindrical RMI is investigated numerically using LR PPM code. The code
is validated by simulating a RMI driven by a planar shock and good agreement
between the present and benchmark solutions is achieved. It is found the evolution
of air-SF6 interface driven by an imploding shock is much more complex than that
in the case of planar shock. The reshock and resulting phase inversion are observed.
The theoretical models are no longer applicable to the cylindrical case. For the air-
helium interface with random-mode perturbations, the random nature of amplitudes
and wave lengths varying with the interface positions greatly complicates and affects
the evolution process. In addition, the shock strength and perturbation amplitude
also have significant effects on RMI development.
The shock-accelerated bubbles filled with helium or krypton are simulated to
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investigate Mach number effects on the bubbles evolutions. For all cases, the higher
Mach numbers lead to the stronger compression process, larger interface deforma-
tions, and more rapid bubble evolution. In the case of 2D helium cylinder, whenMa
is increased beyond 2, the evolution process is different from that with weak shock.
For the 3D helium sphere, the downstream vortex ring and upstream lobe are re-
produced numerically. Their dimensions and evolutions are affected strongly by the
shock strength. The 3D results at Ma = 1.5 are comparable to the experimental
images. There are significant differences in evolutions between krypton cylinder and
sphere. In the 3D krypton sphere case, the spike as well as hat-shaped structure
arising from the collision of the reverse jet with the upstream center of sphere are
observed in experiment and reproduced through our simulations. The sphere shape
is not altered significantly by the shock strength when Mach number is larger than
2.
Although the high-resolution numerical methods have been developed, validated
and applied to simulations successfully, the work in this thesis can be extended in
the following aspects:
1. In numerical models, complex physics on the interfaces such as surface tension,
heat transfer, etc, should be considered because the real interfacial problems are
complicated.
2. To deal with the multi-fluid problems in irregular domains, methods based on
unstructured adaptive mesh refinement in multiple dimensions should be developed.
In addition, problems with moving boundaries can also be considered.
3. It is desirable to numerically simulate the evolution of shock-sphere interac-
tions at late times as the flows may become turbulent.
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