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Chapter 1. INTRODUCTION 
1.1. Classification of Integral Equations 
An equation involving an unknown function, x(t), in which this function appears 
under the integral sign is known as an integral equation. For example, the equation 
is an integral equation. The function K(t,u) in equation (1.1.1) is called the kernel or 
nucleus of the integral equation and the function f(t) is a known function. 
Most integral equations fall into two main categories: those in which the limits of 
integration are fixed and those with at least one variable limit of integration Those with 
fixed limits of integration are called Fredholm integral equations. A special case of 
integral equations with variable limits are the Volterra equations. This special class of 
integral equations has the argument of the unknown function as one limit and a constant 
as the other. These two classes of integral equations are related to two different sets of 
problems and require different methods of solution. 
While the integral equations that arise in many applications are often either 
Volterra or Fredholm integral equations, there are integral equations that are not one of 
these two types. We will discuss an integral equation that is similar to a Volterra type 
equation and could be viewed as a mixture of Volterra and Fredholm type equations 
(1.1.1) 
1 
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One very general family of integral equations is of the form 
(1.1.2) 
An equation of this family is said to be of the first kind if h(t) — 0 and of the second 
kind if hit) = 1. If fit) = 0, the equation (1.1.2) is said to be a homogeneous integral 
equation. As we will see, Volterra and Fredholm equations are subclasses of the general 
class of integral equations. 
A Volterra equation is a special case of equation (1.1.2) when ait) = a and 
b(t) = t. Thus, a Volterra integral equation has the general form 
When hit) = 0, equation (1.1.3) is called a Volterra equation of the first kind, and when 
h(t) = 1, the equation is a Volterra equation of the second kind. 
A Fredholm equation is also a special case of equation (1.1.2) for which a(t ) = a 
and bit) = b. The general form of a Fredholm equation is given by 
(1.1.3) 
(1.1.4) 
Fredholm equations are referred to as being of the first and second kind depending on, 
respectively, h(t) = 0 and hit) = 1. 
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An example of a particular collection of integral equations of interest in this 
thesis is the integral equation 
The function F(x) is a cumulative distribution function (CDF) and fix) is the associated 
probability density function (pdf). This equation was derived under the assumption that 
the support of the pdf (the values of x in which f(x) is positive) is the positive real line. 
Hence, both fix) and Fix) are both 0 for x < 0. If we define the function 
a(u) = max{0,u - k}, we can write equation (1.1.5) as 
M(u) = 1 + M(0)F(k — u) + M(y)fiy — u + k)dy, 0 < u < h. (1.1.6) 
This equation arises in the study of cumulative sum type quality control charting 
procedures. 
We will discuss several areas in which integral equations are useful in Chapter 2 
In Chapter 3, we derive several integral equations concentrating on their application to 
the area of cumulative sum type control charting procedures 
1.2. Methods of Solution 
It is possible to find exact closed form expressions for the solution of some 
integral equations. For some special integral equations, Laplace, Fourier, and other 
integral transforms can be used to determine their solutions When these special 
k < u < h. 
0 < u < k 
4 
methods are not applicable, numerical approximation methods are employed. For 
example, an approximation to the Fredholm equation of the second kind 
x(t) = fit) + K(t,u)x(u)du (1-2.1) 
can be obtained by approximating the integral using numerical quadrature Over the set 
of quadrature points, ,t7, with corresponding weights, u;,,..., ti;n, we obtain the 
following system of equations 
n 
xiti) ~ f(ti) + ^^Kit^t^xit/ju),, i = 1,2, (1-2.2) 
j -1 
Solving this system of approximate equations yields approximations for Xiti), , Xitr,). 
Various methods for solving integral equations will be discussed in Chapter 4 
Chapter 2. APPLICATIONS 
2.1. Introduction 
Some problems have their mathematical representation appearing directly in 
terms of integral equations Other problems, whose direct representation is in terms of 
differential equations, may also be reduced to integral equations An advantage to 
formulating a problem in terms of an integral equation is for the case when a closed-form 
solution does not exist for the originally stated problem. According to Jerri (1985), 
numerical or approximate solutions are often more suitably obtained from an integral 
equation representation of the problem. 
Many integral equations can be viewed as relating the unknown function of 
interest to some accumulation of the values of the unknown function over a given 
interval. For example, the integral equation in M(u), 
relates the value of the function M evaluated at u to the accumulation of the values of 
M(y) for y between 0 and h. 
In this chapter, several applications of integral equations are presented These 
include applications in the forecasting of human population, generalized initial and 
boundary value problems, and statistical process control. 
M(u) — 1 + M(0)F(k — u) + M(y)f(y — u + k)dy 
5 
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2.2. Population Dynamics 
The problem of forecasting human population n( t) at time t is one which can be 
modeled by the integral equation 
where n0 is the number of children born at time t = 0 and }(t) is a known survival 
function, which is the fraction of children bom at t = 0 that survive to age t. 
The number surviving ns(t) at time t is then ns(t) = nof(t), where ny(0) = n0. 
(Note that we require /(0) = 1.) As more children are born at a rate of /3(f), there is a 
continuous addition to the population In a particular time interval A;T about the time 
Tj, there are ^(rjA. r children added to the population who will be of age f — t; at time 
f, assuming they all survive. Since only f(t — r, ) children will survive to age t — the 
addition to the population due to children bom in the interval A.r about the time t. is 
If this process is repeated for each of m subintervals of the time interval (0, f), it follows 
that 
(2.2.1) 
fit - T2)/3(ri)AiT. 
y2f(t - Tj/^TjAiT, 
which, if passed to the limit, becomes 
I fit — T)/3(T)dT. 
I) 
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(2.2.2) 
The total population is now the sum of the survivors n,.(£) of the initial population and 
the number of people added through new births (2.2.2), which is represented by the 
equation 
Assuming that the rate of birth 0(t) in equation (2.2.3) is proportional to the number of 
people present at time t, let /3(t) = kn(t), where k is a constant of proportionality. 
Therefore, the population at time t can be expressed as given in equation (2.2 1), which 
is a Volterra integral equation of the second kind. 
2.3. Initial Value Problems 
The initial value problem is usually written as a differential equation, but it can be 
shown to be expressed as a Volterra-type integral equation. A derivation of the general 
initial value problem is given in Appendix I 
Consider the general second order initial value problem 
(2.2.3) 
y"{x) + A(x)y'(x) + B(x)y(x) = D(x) (2.3.1) 
with initial conditions 
y(a) = Cj and y'(a) = c2 
8 
where A, B, and D are known continuous functions on the closed interval [a, 6]. 
Equation (2.3.1) can be written as 
2.4. Boundary Value Problems 
Just as initial value problems lead to Volterra-type integral equations, boundary 
value problems lead to Fredholm-type integral equations A derivation of the general 
initial value problem is also given in Appendix I. 
Consider the general second order boundary value problem 
where 
K(x,t) = - {A(t) + (x - t){B(t) - A'(t)]} 
and 
fix) = C] + [A(a)ci + C2]{x — a) -h (x — t)D(t)dt. 
y"(x) + A{x)yr(x) + B(x)y(x) = D(x) (2.4.1) 
with boundary conditions 
y(a) = Ci and y(b) = C2 
where A, B, and D are known continuous fiinctions on the closed interval [a,f>]. 
Equation (2.4.1) can be written as 
y(x) = f(x) + f K(x,t)y(t)dt, 
•/ c 
where 
K(x,t) = < 
(- (b - - B(t)]}y(t)dt, 
V b — a ) x < t 
x > t 
and 
f(x = c,+Jjx- t)D(t)dt + ((C2 - c,) - jT fb - t)D(t)dt). 
2.5. Statistical Process Control 
The quality of a process is typically defined in terms of one or more parameters 
of the distribution of a quality measurement Control charting procedures are useful 
graphical tools that aid in process improvement. They can be designed to be used to 
bring a process into a "state of statistical control", to define what is meant by being in a 
"state of statistical control", and to monitor for a process changing from an "in-control" 
state to an "out-of-control" state. We will be interested in cumulative sum type charts 
for monitoring a process for a change in the mean of the quality measurement X. 
Page (1954) introduced the cumulative sum (CUSUM) chart. A cumulative sum 
type chart based on the geometric moving averages was given by Roberts (1959). More 
recent literature refers to this charting procedure as the exponentially weighted moving 
average (EWMA) chart. Champ, Woodall, and Mohsen (1991) introduced a family of 
cumulative sum type charts that contain the CUSUM and the EWMA as well as other 
10 
charting procedures as special cases They referred to these charting procedures as 
generalized control charting (GCC) procedures. 
In order to gain information about the process, samples are periodically taken 
from the output of the production process. At sampling stage t, the statistic Yt is 
calculated and the following cumulative sums are computed: 
Un = aA and U, = max{ck),axUt^l + a^Y, +03} 
and 
Z/0 = and Lt — mm{60, +£>2^ +^3}- 
The chart signals a potential out-of-control process if either Lt < bh or Ut > ab. To 
further increase the sensitivity of the chart to large increases or decreases in the 
parameter being monitored, the chart is also allowed to signal if Y, < b6 or Yt > a6. A 
chart based on Lr and one based on Ut are, respectively, known as lower and upper one¬ 
sided charts. 
The number, T, of the sampling stage in which the first signal is given is called 
the run length of the chart. Clearly, the run length is a discrete random variable. 
Observing a run length of a chart does not provide much information as to how well the 
chart performs One measure that is commonly used to evaluate a chart's performance is 
the average run length (ARL). It is typically desirable to have a large ARL when the 
process is in-control and a small ARL when the process is out-of-control 
For the upper one-sided GCC chart, the ARL can be determined as a solution to 
an integral equation. The ARL of the chart can be viewed as a function of the initial 
value of the cumulative sum We represent the ARL by the function M(u) as 
M(u) = E[T | U0 = u}. As we will see in Chapter 3, the ARL of the upper one-sided 
11 
GCC chart when the support of the random variable Y is the reals satisfies the following 
integral equation 
where Fy and fy are, respectively, the cumulative distribution function and the 
probability density function 
2.6. Conclusion 
As we have seen in this chapter, a variety of problems have solutions that satisfy 
an integral equation. We plan in the next chapter to derive several integral equations In 
Chapter 3 our interest will be in the area of statistical quality control charting 
procedures In Appendix 1 derivations for both the general initial value problem and the 
general boundary value problem are given. 
■ ill) — 1 "h Alir' On ) Fy [ Q() — aiU — Q;) 
Chapter 3. DERIVATIONS 
3.1. Introduction 
In Chapter 2 we discussed some of the applications in which integral equations 
arise. Our attention is now directed toward a more detailed look at the actual 
derivations of some of these integral equations In particular, the derivations of integral 
equations concerned with generalized cumulative sum type control charting procedures 
will be given We examine various parameters and functions related to the run length 
distribution of the generalized cumulative sum type quality control charting procedures. 
Each of these parameters and functions can be expressed as the solution of an integral 
equation. These integral equations appear in the literature whereas their derivations do 
not. We give the derivations of these integral equations 
3.2. Analysis of Control Charts 
A quality control charting procedure is one of several statistical tools used in 
industry to improve the quality of a production process. A probabilistic analysis of the 
performance of a control chart is helpful to the practitioner in designing the chart. 
Typically, this performance analysis is based on a parameter or parameters of the run 
length distribution of the chart Some commonly used techniques for the analysis of a 
run length distribution are integral equations, Markov chains, and simulation. 
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In this chapter, we show how integral equations can be used in the analysis of the 
run length distribution of the members of a family of control charting procedures. This 
family will be referred to as the family of generalized control charting procedures. 
3.3. Family of Control Charts 
In Chapter 2, the generalized control charting procedure was discussed. Recall 
that the upper one-sided cumulative sum type control charting procedure plots the 
sequence of statistics 
U{) = aA and Ut = max{aQ, axU,-\ + a^Yr 4- 0.3}- 
The parameters of the chart will be selected in this thesis under the restrictions that 
Gi > 0, 0-2 > 0, a3 < 0, a0 < aA < a6, and a6 > 0. The value aA is known as a head 
start value if a4 > a(] and the value a6 is known as the Shewhart limit. These 
determinations for the parameters are made according to existing literature on the 
subject. 
The chart signals at the first sampling stage T such that UT > ab or YT > a6. 
The random variable T is the run length of the chart. Performance analyses of control 
charting procedures are usually based on the distribution of the run length. The most 
commonly used performance measure is the mean of the run length distribution which is 
commonly referred to as the average run length (ARL). A chart with a large in-control 
and a small out-of-control ARL is considered desirable. Using this performance 
measure, two charts can be compared by designing them to have the same in-control 
ARL and then comparing their ARLs for various out-of-control scenarios. 
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Another performance measure that has been suggested in the literature is 
percentage points of the run length distribution To determine percentage points, it is 
necessary to be able to determine the run length distribution, fT(t | a4j. We develop an 
iterative procedure for determining fjU \a4) and hence percentage points of the run 
length distribution using integral equations. These integral equations are derived in 
Section 3.4. It is assumed that the distribution of the random variable Y has as its 
support either the reals or the positive reals. That is, the probability that Y will take on a 
value in its support is one. 
In Section 3.5, an integral equation is derived for the average run length of the 
upper one-sided generalized cumulative sum type control chart. This is followed by 
Section 3 6 in which integral equations are used to determine the variance and standard 
deviation of the run length. The moment generating function of the run length is derived 
in Section 3 7. Some concluding remarks are given in the final section. 
3.4. Run Length Distribution and Percentage Points 
The run length distribution fT(t \ a4) is the probability the run length T takes on 
the value t given that UQ = aA. To develop a sequence of integral equations that 
describes the distribution of the run length, it will be useful to view the function fT{t | aA) 
as a function of a4 for a given t. The following proposition gives expressions in terms of 
integral equations for determining the run length distribution as a function of G4 for a 
given t. 
Proposition 3.4.1. The run length distribution for the upper one-sided generalized 
cumulative sum type chart for a given t with the support of /y the reals is given by 
15 
1 — Fy{min{ as — a\a4 — a;) 
a-) , ae}) 
frit 
fT(t - 1 | a0) Fv(mm{ 
+L 
Qd — Q\a4 — 
0ai
 h(t-l\y)-fy{ 
a2 
0-2 
y - 0104 - , 
a-2 
t = 1 
, 
Gr>}) 
dy t > 1 
where /3(a4) = mm{a5, + ^3} 
Proof: The probability distribution function of the random variable T can be expressed 
as 
fT{t | aj = P[r = t\Ua = G4]. 
If a signal occurs at the first sampling stage (i = 1), then Ui > ah or YT > a6. If 
Ux > ah and observing that > a0, we have that £/, = + ^Yi "+■ a3 With this in 
mind, we have the following sequence of steps: 
/r(l | 04) = P[T = 1 | C/0 = g4] 
= P[ Ui > as or Yt > a61 Uq = a4\ 
= P[aIa4 + a-^Yi + a3 > a-0 or YT > a6] 
nrir \ a5 ~ ala4 — a3 ^ •, 
= P[yi > or Yt > a6] 
a-i 
dFV ' J" ^ 1 1 
= P^i > rnin{ , af)} a2 
1 r / . f ab ~ alai ~ o,z 
= 1 - Fy(rran{ , a6}). {2-2 
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For the case when t > 1, we can write 
flit\a4) = P[T-l=t-l\U,i = a4]. 
Note that either Ui = a,,, a,, < C/, < a5, or Ui > a5 and we can express | 04) by 
fT\t | a4) = P[r — 1 = t — 1, £/] = g„, Yj < an | U0 = a4} (3.4.1) 
+ P[ T — 1 = t — 1, a,, < Ui < ab,Yi < gg I Uq = a4} 
+ P[r — 1 = t — 1, Ux > a5or Yx > ac j Uq = aA\. 
The last line of equation (3 .4.1) has probability zero since t > 1. Thus, we have 
fT{t\ai)=P[T-l = t-l,Ul=a0,Y1 < a, \ U, = a4] (3.4.2) 
+ P[r - 1 = t - 1, a0 < C/j < g5, y, < aG I U0 = a4]. 
Using a basic property of conditional probability, equation (3.4.2) becomes 
fT(t\a4) = P[T-l = t-l\U0 = a4, Ux =a0,Yl < a6] (3.4.3) 
X P[t/i = Go, Y\ < G6 I Uq = G4] 
+ P[T - 1 = t - 1 I Uq = g4, Go < Ui < a5, Yj < a6] 
x P[ao < Ui < ab, Yi < a6 | U0 = a4]. 
Since Ui = a0, then 0^4 + 02Yl + 03 < g0 can be substituted into the second line of 
equation (3.4.3). Also, consider the inequalities Go < Ui < a5 and Yi < a6 in the third 
and fourth lines of equation (3 .4.3). These inequalities may be restated, respectively, as 
] 7 
a,, < OjG^ + OoY, + a:) < a5 and 0,04 + a?Y, + < 0104 + + a3. 
Therefore a,, < 0,0.1 + 02^1 + a:i < rninla^,, 0^4 + a-jOg + 0,3}, which is to say that 
a,, < Ux < min{ah, a,G4 + a-^ + a:j} Applying these substitutions to equation (3.4.3) 
yields 
The first line of equation (3.4.4) can be written in terms of a density function 
frit — 1 a4). Solving for Fj in the second line, we have that Y1 < min{ai~a °<~, a6} 
or Fy (min{ 0c~a^ " a% Qfi}). In the third line, a0 <Ul < + a2a6 +03} 
gives the limits of integration, for which we let f3{a^) = Tnin{ab, aia.i + + 03} for 
simplicity The third and fourth lines can now be stated in terms of density functions 
Equation (3 4 4), with these adjustments, becomes 
frit | aA) = P[r - 1 = f - 1 | J7(, = a4, C/j = a0, Yl < a6] (3.4.4) 
x Pfaia,] + 02Yi + 03 < Go, Yy < gg I Ua = G4] 
+ P[ T — 1 = t — 1 | U0 = a4, Oq < Ui < min{ab, + G2G6 + 03}] 
x P[go < Ui < min{ab, + GzGg + g3} | U0 = a4]. 
fT{t | a4) = fT{t - 1 | g0) Fy (mm{ ao — aia4 — as > ar>}) (3.4.5) 
+ 
The density function /f;(y|a4) is replaced by -fy^ ai^ 03) to be in terms of the 
random variable Y. This result is substantiated by the following sequence of steps 
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F,\y\at) = P[U] <y\U{) = g4] 
= PfGja, +a2Yi +03 < y] 
y - a] a.) - an, 
(3.4.6) 
p[yi < 
a 2 
0,1 Q.j — Q;j 
a-2 )• 
Next take the derivative of both sides of equation (3 4.6) with respect to y, which yields 
fi:(y\aA) — ^ fy( ) It follows that equation (3.4.5) can be written as 
/r(f | a4) = fT(t - 1 | a[l)Fy(min{ ao — ai <24 — <23 0.2 
/ ^ Q 
fT(t-lly)±fr(y Qia4 Q3)dy (22 
where /3(a4) = 0104 4- G2O6 + 03}. 
Proposition 3.4.2. The run length distribution for the upper one-sided generalized 
cumulative sum type chart for a given t with the support of /> the positive reals is given 
by 
1 — Fv(mm{ (25 — Ql G4 — CI3 
02 , «6}) t = 1 
frit | a4) = _ fi (t — 11 
ao) Fy(min{ ap — 0104 — as 02 , Oe}] 
+ a,a4 a3 
J choa) ^2 ^2 
dy i > 1 
where Q(a4) = max{Q, ao, 0,04 + <23} and /3(a4) = min{as, aia4 + a2a6 + a3}. 
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The derivation of this result is similar to the derivation of the results of Proposition 
3.4 1 Since the support of Y is the positive reals, then fy{y) > 0 for y > 0. Thus for 
A) > 0, we must have y > g^., ^<23. Also, y must be greater than ao. 
Hence, the lower bound for the integral is max{0. Go, 0104 + 03}. 
The lower one-sided generalized cumulative sum type charting procedure was 
discussed in Chapter 2. The statistics to be plotted are 
The parameters of the chart will be selected in this thesis under the restrictions that 
bx > 0, b7 > 0, 6:i > 0, 65 < £>4 < 60, and bb < 0. The value 64 is known as a head start 
value if bA < 60 and the value b6 is known as the Shewhart limit. A signal is given at the 
first sampling stage T such that LT < or YT < ^6. The following propositions show 
how the run length distribution of the lower one-sided generalized control charting 
procedure can be obtained iteratively using integral equations. Derivations of 
Proposition 3.4 3 and Proposition 3.4.4 are given in Appendix II and are stated below 
Proposition 3.4.3. The run length distribution for the lower one-sided generalized 
cumulative sum type chart for a given t with the support of fy the reals is given by 
Li) = bA and Lt = max{b{u blL,_l +62Y! + 63}. 
J? ub - u\u4 - Ui L \ \ fylmaxl  , o6}) 
02 
fT(t | 64) = Mi - 1 | 60) [1 - FY{max{ 
h — bi 64 — 63 , . 
——• 
6
»>) 
t = 1 
t > 1 
where 0(64) = max{bb, bibA + 62^6 + ^3}. 
Proposition 3.-1.4. The run length distribution for the lower one-sided generalized 
cumulative sum type chart for a given t with the positive reals the support of /y is given 
by 
t-i ' f fob ^4 ^3 L 1 \ Fy[max{-   , o6)) 0-2 t = 1 
fT<t | bA) = /t - 1 I ) [1 - Fy (max{ 
60 — 6164 — ^3 1-1 ii 
' 6 J / J 
y-b^- Sdy t > 1 
where a(b4) = max{bb, bib4 + 63}. 
Note that the equations of Proposition 3.4.3 and Proposition 3.4.4 differ only at the 
lower limit of the integral. Methods for solving this sequence of integral equations for a 
given t and a4 involving the distribution of the run length are discussed in Chapter 4 
When the lower and upper one-sided charts are used together as one charting 
procedure, the chart is known as a two-sided chart. The run length of the chart is 
defined as T = min{TL, Tv}, where Ti and Tv are the run lengths, respectively, of the 
lower and upper one-sided charts Few results are given in the literature for determining 
the distribution of T. 
The 7th percentage point of the run length distribution of a control chart is 
defined as the smallest value, Tof the run length T such that P[T < T,} > 7. The 
P[r < T.,] can be determined by summing the individual probabilities, P|T < t], from 1 
toT... 
21 
3.5. Average Run Length 
One of the most commonly used performance measures is the mean of the 
average run length. This value is commonly referred to as the average run length In 
this section, we will derive various integral equations whose solutions are average run 
lengths. While some of these integral equations appear in the literature, little if any 
explanation is given for how they were derived. Further, we extend the results found in 
the literature for a more generalized family of cumulative sum type charting procedures. 
Proposition 3.5.1. The average run length, Mr(aA), of an upper one-sided generalized 
control chart with starting value <24 and the reals the support of the distribution of Y is 
the solution of the integral equation 
where /Sfot) = min{a5, + 03}- 
Proof: The average run length of the chart given Ua = G4 is the expected value, 
E{T 104], of the run length, which implies 
Mi-(an ) = 1 + Mf'(ao) Fv-(mi7z{ Qq — Oi Q4 — Q3 
<22 .ae}) 
'X' 
Mit (a4) = E[r\ai] = P[T — t\U0 = G4]. 
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In the next sequence of steps, we pull out the first term of the summation, re-adjust the 
index to t = 1, and distribute 
Mr(a4) = y^P[r = t \U, = a4] (3.5.1) 
f 1 
X 
= P[ T = 11 U0 = aA] + Vi P[ T = 11 UQ = a,] 
t-'l 
X 
= P[ T = 1 | Uq = G4] + ^ ^ (l4-t)P[X = l + t| UQ = 0.4] 
t-i 
•X 
= P[T = 1 | U0 = 04] + Y^P^T = l+t\U0 = a4\ 
t- 1 
X 
+ VtP[r — 1 + t | Uq — CI4]. 
(=1 
If the indexing is adjusted to begin at t = 2 in the first summation of equation (3 .5 .1), 
the last equality becomes 
X 00 
P[T= \\Us =a4]+^P[r = t|C7'fJ = a4}+y^tPlT = l+t\U0 = a4}. 
t=2 T~\ 
It is now possible to include the first term with the first summation in the above 
expression and to simplify this to be one. Also, we replace T =1 + t with T - 1 = t. 
This simplification is shown below: 
OO (X 
Mu{aA) = P[T = 11 Uq = G4] + ^tP[r — 1 = t j Uq = 04] (3.5.2) 
OC 
= l+y t?[T-l=t\U0 = ai]. 
t-i 
Consider the cases oft/j. Either Ux = a0, a(l < U, < abl or f/] > ah, which means 
X 
Mr(a,) = l + y]t P[T-l = t,U1=a0,Y1<ali\Uo = a4] (3.5.3) 
i i 
+ P[ T - 1 = t, a,, < Ui < a.-,, Y] < flgl U0 = a4] 
+ P[ T - 1 = t, Uy > ah or Yx > ac | C/(l = a,,] 
In the case for the last addend of equation (3 5.3), the probability is zero. This follows 
since T > 1, thus neither Uy can be greater or equal to ab nor can Yx be greater or equal 
to a6 Hence, equation (3.5.3) becomes 
Mcl'aj = 1 + P[X - 1 = t, C/j = a0, Yi < aB | U{) = aA} (3.5.4) 
t i 
+ P[T - 1 = t, ao < U\ < a.;,, r, < ac | U0 = a4] 
Using a basic property of conditional probability, equation (3 .5 4) becomes 
Mr(a4) = 1 + ^tP[T - 1 = 11 Uq = 04, Ui = a0, Y) < a6] (3.5.5) 
<=i 
X P[J7i = Oq, yj < Gfi I Uq = G4] 
X 
+ P[T - 1 = 11 Uq - a4, Go < Ui < a5, F] < a6] 
<-1 
x P[go < Ui < ab, Yi < a6 |I70 = G4]. 
In a similar manner to that used in the derivation of the run length distribution, equation 
(3 .5.5) can be written as 
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Mv[a.x) = 1 + Mh'g.i) Fy\min{—————, a6}) (3.5.6) 0-2 
+ r* Mv(y)±fy(y-a]a4~a*)dy 
Jc a* 
where 0(a4) = mm{G&, a1a4 + a^afl + G3}. 
Consider the special case in which a6 is set to positive infinity, which implies that 
/3(g4 ) — g=,. Evaluating equation (3.5.6) at a0 with these changes, we have 
M[;(a0) = l + ML:(a0)FY(ao~a]ao~ Q3) (3.5.7) 0.2 
+ I**Mi:(y)—fY(y ~~ aiQn ~ 03) dy. 
Jac a2 a2 
Solving equation (3.5.7) for Mr-(a0 j yields 
Mv(a0) = [1 - F(Qci -QlQo -Q3 )]"1 + [1 - _p(ao - QlQo - Q3 )]-i (3.5.8) 
aj 02 
X [iMr(y)-fy(y~aiao~a3)dy. 
Ja0 a2 
With the right hand side of equation (3.5.8) substituted for Mv(a0) in equation (3.5.6), it 
follows that 
j7/ QQ —Ql<l4 —Gj ^ 
M1,(a4) = l+1 (3.5.9) 
Ft 
Cq— Q1G4 —C3 ' 
1-F( QC~QlQ0~C3 ■ '"
ao a
')dy 
170„ 2 a2 
r >J GO 
ML,(y)-}y<v a"" °')dy. 0.2 Q2 
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For simplicity of form, we make the assignments 
IT I G^-cjcu-Ci i ra 
~
lr
~
!
 / Mriyt—f) ~ a'a" ~ 0:1 )dy 
and 
H(a4,y) = Mui:y)-fy(y''aiai~a:i)dy. 0-2 0.2 
This allows us to rewrite equation (3.5.9) as 
r •l a? 
ML ia4) = g{a4) + / ML:{y)H(a4l y)dy 
which, in this form, shows that equation (3.5.6) is a non-homogeneous Fredholm 
equation of the second kind for the case when f3(a4) = ab. 
Proposition 3.5.2. The average run length, Mr(a4), of an upper one-sided generalized 
control chart with starting value 04 and the positive reals the support of the distribution 
of Y is the solution of the integral equation 
Mu (a4) = 1 + Mr (ao) Fv (min{ ao Qia4 Q3, o6}) 0-2 
+ r Mu{y)^M^^)dy 
J aiO)) a2 a2 
where 0(04) = max{0, Oo, 0104 + 03} and P(a4) = min{ab, aia4 + 02^6 + 03}. 
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The derivation of this result is similar to the derivation of the results of Proposition 
3.5.1. Since the support of Y is the positive reals, then fy(y) > 0 for y > 0 Thus for 
fy(1' 0 °o;——) > 0, we must have y > + a^. Also, y must be greater than a,, 
Hence, the lower bound for the integral is max{0. Go, aia., + 03} The derivations of 
the lower one-sided generalized cumulative sum type charting procedures are given in 
Appendix I as Proposition 3.5.3 and Proposition 3 .5.4 and are stated below. 
Proposition 3.5.3. The average run length, ML{bA), of a lower one-sided generalized 
control chart with starting value 64 and the reals the support of the distribution of Y is 
the solution of the integral equation 
where a(b4) = ma:r{bs, £>164 + + £>3}. 
Proposition 3.5.4. The average run length, M,. ( bi), of a lower one-sided generalized 
control chart with starting value b4 and the positive reals the support of the distribution 
of Y is the solution of the integral equation 
Mi(bA) = 1 + Mi(bo) [1 — Fy-(7nax{ bo -6164-^3 , 
—a— 
ML{bA) = 1 + Mi(60) [1 - Fy-(max{ bp — b\ bj — 63 
&2 ■ M)] 
where 0(64) = max{65, £>164 + 63}. 
3.6. Variance and Standard Deviation of the Run Length 
Having found the expected value of the run length, we next express both variance 
and standard deviation as integral equations It can be shown that 
V(T) = E[T'2} - (E[T}f and aT = y/V(T) 
where ^[T2] is the expected value of the square of the run length. From a derivation for 
E\T2] we can express both variance and standard deviation as integral equations, since 
E[rj and (JEfT])2 will be known. 
Proposition 3.6.1. The expected value of the square of the run length, E[T2\ U0 = a4], 
of an upper one-sided generalized control chart with starting value a4 and the reals the 
support of the distribution of Y is the solution of the integral equation 
where (a4) = E[T \ Uo = o4] and Ml2l(a4) - E[T2\ = a4], and where 
/5(a4) = min{ab, + aide + G3}, 
Proof: Using the definition of expected value, we have 
Mr2 (a.,) = 2 M( 1 (a4) — 1 + (a0) Fy (min{ Qq ~ CL\CL4 — ^3 
E[T2\ Uo = 04] = J^2P[r = t\UD = ai}. 
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In the next sequence of steps, we pull out the first term of the summation, re-adjust the 
index tot — 1, and distribute. 
E[T2\ Uu = oj] = P[X = 1 
= p[r = i 
= P[T = i 
= P[T = 1 
Uq = a4] + ]rVP[T = t\Uo=a4] 
t = 2 
x 
u0 = 04] + 5^(1 + t)2P{T =l + t\U0 = a4} 
t-l 
oc 
Uq = 04] + ^ ^ (1 + 2t t2 )P[r = 1 + t I Uo = 04] 
< —1 
OC' 
U0 = a4} + Epir — 1 + t | Uq — 04] 
1 
+ 2£(P[T = 1 + t I Uq — (24] + ^ >2P[r — 1+^1 Uo — <24]- 
(=1 t=l 
(3.6.1) 
Adjusting the indexing to begin at t = 2 in the first summation of equation (3 .6.1), the 
last equality becomes 
?[T=l\Uo = 04] + ^P[r = t\U0=a4] (3.6.2) 
t = 2 ■X' oc 
+ 2 'y ^tP[T — 1 +11 Uq = 0.4] + ^t2P[T = 1 + 11 C/q = 04]. 
t-\ t=i 
It is now possible to include the first term with the first summation of expression (3 .6.2). 
This result of this simplification is shown below 
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E[r2| U0 = a.,] = 1 + 2y]iP[T = l+ t\UQ = a4}+ ^2P[T =l+t\U0 = a4] 
7~\ t i 
(3.6.3) 
In order to further manipulate equation (3 6.3), change the index of the first summation 
to t = 2, which yields 
X X 
E[T2\U0 = 04] = 1 +2^(1 - l)P[r = 11 C7n = a4] + ^<2p[r = l + t\Un = a4}. 
t-2 t-l 
(3.6.4) 
Next, distribute 2^(i —1), insert the term ±2P[T = 11 U0 — 04], and selectively 
t=2 
group some quantities together, rewriting equation (3.6.4) as 
X 
E[T2\U0 =a4} = l+2 jp[T = l\U0 = a4]+ ^iP[r = t\U0 = a4}\ 
t-2 
•x- 
- 2|p[r =l\u0 = a4}- gp[r = t\u0 = a4}] 
OC' 
+ Yp[r = 1 +11 Uq — 04]. 
(3.6.5) 
Simplifying the two grouped quantities of equation (3 .6.5) yields 
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E[T2\U0 = a.,] = 1 +2y"t?[T = t\U0 = Gj] - 2 Vp[r = t\U0 = a4} 
y t2P[T = i+t\u0 = a4 
t. i 
(3.6.6) 
At this point, notice that the second term of equation (3.6.6) is actually two times the 
expected value that the run length equals t given that we start at C/0 = <24. Also, we 
rewrite T = l+ t as T—l = t. This allows us to express equation (3.6.6) as 
X 
E{T2\U0 = 04] =2Mviai) - 1 +^i2P[r- 1 = t \ U0 = a4]. 
In a manner similar to that of deriving the average run length, we omit repeating the 
same steps and state the following 
E[T2\U0 = a4] =2Mlr(a4)-l (3.6.7) 
■X' 
+ ]ryP[T - 1 = 11 Uo = a4, C/j = a0, ^ < a6] 
f^i 
X P[Ui — CLq, Y} < Og I Uq — G4] 
oc 
+ ^Yp[T - 1 = 11 Uo = a4, Go < Ui < as, 3^ < ae] 
t=i 
x P[go < Ui < as, Yl < ae, | C/0 = g4]. 
Notice that the third term of equation (3.6.7) is equivalent to E[(T — 1)2| = oq]. If 
we use T in place of T - 1, this becomes E[T2\U0 = oq]. Rewriting equation (3.6.7) 
yields 
^[T2! Uo = a^] = 2Mr(a.1) - 1 (3.6.8) 
+ E[T2\ U0 = ao] P[U, = a,„ Y] < a61 Un = a4] 
X 
+ ^VP[r — 1 = 11 Uq = aAl a,) < Ui < ab, Yl < ac] 
t -1 
x P[a0 < C/, < ab, Fj < a(-„ \ Uq = a4}. 
In the next step, we refer to the work of previous derivations and state that 
E[T2\ Uo = a4] = 2Mu(a4)-l+ E[T2\ U0 = ao] 
X ?[£/, = do, Vi < Og I Uq = O4] 
/•Piai' oc 
+ / ^2t2P[T - 1 = 11 Uo = a4, U: = ao, Y1 < a,} 
Jar 
X — fy ( y ~ 0104 ~ Q3 ) 
02 a2 
(3.6.9) 
where fBiCLn) = miTi^Cs, aja^ -1-0206 -I- 03}. 
The last summation of equation (3.6.9) can be expressed as E[{T-\)2\Ul = a0], 
which is equivalent to E[ T2\ Uo = a0]. We can write this as follows 
E\T2 \ Uo - 04] = 2 Muia^) — 1 + E\T2 \ Uo = Oo] 
x P[i/i = o0, Y'i < a® | Uq = 04] 
+ / ^[r2|t/0 = ao] -fy(y~ Ql^-Q3). 
Ja0 02 a2 
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For ease of notation, we make the following assignments M,-1 (a4) = E\T\U<) — <24] 
and M;2 (aj = E[T2\U() = 04], Then we have 
Mr2 (a4) = 2M,1 ra4) - 1 + Mr2 fa„) Q" ~ QlQ4 ~ Q3,Qc}) 0-2 
+ r*' (y)-fy(y- a]a4'a:i )dy 
./c; 02 a2 
where /5^a4) = 7nm{a.s, GiG4 + 0200 -f as}. 
Proposition 3.6.2. The expected value of the square of the run length, E[T2\ Uq = a4], 
of an upper one-sided generalized control chart with starting value a4 and the positive 
reals the support of the distribution of Y is the solution of the integral equation 
M;2i(G4) = 2Ml} (a4) - 1 + M,2 (Q0)Fy(mm{Q"~aiQ4~ Q3,Q6}) 
a-2 
+ f** aiQ4~Q3)dy 
7a.a, ^2 a2 
where 0(04 ) = max{0, ao, 0104 + 03} and ^{a^) = minfas, 0104 + a-jOe + 03}, and 
where = E[T\ U0 = a4] and Af{(,2,(a4) = E[T2\ Ua = a4]. 
Proposition 3 .6.1 and Proposition 3 .6.2 differ only in their lower limit of the integral, 
which follows in a similar fashion to that described in Section 3.4 on average run length 
The derivations of the lower one-sided generalized cumulative sum type charting 
procedures are given in Appendix II as Proposition 3 6.3 and Proposition 3.6 4. 
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Proposition 3.6.3. The expected value of the square of the run length, E[T2\ L0 = 64], 
of a lower one-sided generalized control chart with starting value bA and the reals the 
support of the distribution of Y is the solution of the integral equation 
M\2 (bA) = 2 Mi (b4) - 1 + M,2 (M [1 - Fy(max{bo~b£4~ b3,bc})] 
+ r (y)±fr(y- b\b4~b3)dy 
62 ^ 
where a(b4) — max{bb, bibA +62b6 +63} and where M,1 (a4) = E[T\ L0 = &4] and 
Mih(b4) = E[r2\L, = b4\. 
Proposition 3.6.4. The expected value of the square of the run length, E{ T2 \ L0 = b4], 
of a lower one-sided generalized control chart with starting value b4 and the positive 
reals the support of the distribution of Y is the solution of the integral equation 
Mf (M = 2M:L1](b4) - 1 +Mf (M [1 - Fy(Tnax{bo~blb4~b\b6})} 
+ t M't (») i/yf"- b'^-b')dy 
J Q I 64 ' 2 ^ 
where a(b4) = max{bh, b^b^ + 63} and where M^ (b4) = E[T\L0 = b4] and 
M'fibt) = E[T2\Ld = b4}. 
3.7. Moment Generating Function 
A special parameter of the run length distribution is an expected value known as 
the moment generating function It is helpful in determining the expected value of Tk, 
34 
for k = 1, 2, 3,..., if these expectations exist For the upper one-sided generalized 
cumulative sum type chart, the moment generating function of the run length given the 
chart begins with UC) = G4 is defined by 
An integral equation is given in Proposition 3.7.1 whose solution is the moment 
generating function of the run length distribution for this chart. 
Proposition 3.7.1. The moment generating function, MGFr(TiG4), of an upper one¬ 
sided generalized control chart with starting value aA and the reals the support of the 
distribution of Y is the solution of the integral equation 
MGFAt I 04) = E[eTT\Uo = a4}. 
, Gf,} ) 
+ MGFir (t I a,,) Fy (mm{ Gq — 0^4 G3 , Ge}) 
where /3(g4) = min{ab, + GaGe + G3}. 
Proof: Using the definition of the moment generating function, we state that 
MGFv(t I g4) = E[eTl \ Uo = g4] = J]ertP[r = t\U0 = a4}. 
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In the next sequence of steps, we separate out the first term of the summation, re-adjust 
the index of the summation to t = 1, and factor out a common e1 as follows 
MGFv(t | a4) = e1 1 P[T = 1 j U„ = a4] + VertP[r = l+ t\Uo = a4] 
[ (-1 
(3.7.1) 
Next, we rewrite T —l-htasT—l = t and consider the cases of U, Either Uj = a,j, 
a0 < Ui < a5, or C/j > a5. As before, the last case has zero probability and we have 
MGFr(r|a4) = ef |P[T = 11 Uu = a,] (3.7.2) 
X 
+ y^eT(P[r - 1 = t, Ui = a0, Yl < a6\U() = G4] 
/ -I 
X' 
+ Ve"P[r- 1 = t, aD <Ui< a5, yi < as| Uo = a4] 
t-1 
Recognizing P[T = 11 Uq = a4} to be the distribution of the run length when t = 1 in 
Proposition 3.4.1, we may replace it by 1 - irv(min{a:~0Q0''~Q3, a6}). Using this result 
and a property of conditional probability, we may rewrite equation (3 .7.2) as 
MGFv(t j 04) = e' {l - Fy(min{———-——, a6}) (3.7.3) 
I a2 
OC' 
+ ^eTtP[^ — 1 — t\Uo = aA, Ui = a0, Yi < a6] 
t=\ 
x P[?7i = a0, Yi < a6| Uo = 04] 
CX> 
+ ^^Ptr - 1 = 11 Uo — aA, a0 <U< a5, Fj < a6] 
;=i 
x P[g0 < U < a5, 5^ < a6| U0 = 04] 
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Based on previous derivations, it follows that equation (3.7.3) can be written as 
{.CZr. di (1a G'j •. / ^ A\ 
1 - Fv(mm{- — afi} ' (3.7.4) 
ai 
CLii Gi CLa ^3 
+ MGFv{t I afl) Fy(min{ , Qc}) 
a-2 
f"* ntnr ' I N 1 e <y-a\aA-a* ^ 1 + / MGFv{t | y) —fyi , a^dy\ 
./ac a'i a2 J 
where /3('g4) = min{a5, aia4 + a-jfle + G3}. 
Proposition 3.7.2. The moment generating function, MGFT(T\a4), of an upper one¬ 
sided generalized control chart with starting value a4 and the positive reals the support of 
the distribution of Y is the solution of the integral equation 
- 1 I ✓ Cl] CIa CL^ - 
MGFr(T | aA) = e' < 1 — Fy-(mm{ — , a6}) 
l a2 
I \ 77/ • r G0 — alG4 a3 . + MGFv(t ] a0) Fy(mm{ , aG}) 
a2 
+ I MGFv{t | y) —/v (-—— —, ac)dy| 
Ja^ a2 CL'! J 
where 0(04) = max{0, ao, G1G4 +03} and /3(a4) = min{as, a1a4 + 0200 +03}. 
The derivations of the lower one-sided generalized cumulative sum type charting 
procedures are given in Appendix II as Proposition 3.7.3 and Proposition 3.7.4. 
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Proposition 3.7.3. The moment generating function, MGF7 (t \ b4 ), of a lower one¬ 
sided generalized control chart with starting value b4 and the reals the support of the 
distribution of Y is the solution of the integral equation 
MGFl(t | b4) = e1 ^Fy(max{— , b6}) 
+ MGFi (t | i>o) [1 — Fy fmaxf— , 66})] 
O-i 
+ f^MGFL(T\v) i;fr(y ~ b'£ ~ - hldyj 
where a(b4) = max{b'0, b^ + 6266 +b3}. 
Proposition 3.7.4. The moment generating function, MGFr(r|64), of a lower one¬ 
sided generalized control chart with starting value b4 and the positive reals the support of 
the distribution of Y is the solution of the integral equation 
MGFL(T\bt)=e:{Frimax{h~b<*'~h', be)) 
+ MGFl(t | fr,) [1 - Fr(max{^ ~ ~ b>, 6,}) 
b-2 
+ P MGFL(T\y) beidyl 
./a(64 °2 b2 " J 
where a(b4 ) = max{bb, 6^4 + b3}. 
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3.8. Conclusion 
In Chapter 3 we have provided numerous derivations of various integral 
equations which have their origin in control charting analysis. We have derived the 
integral equation representations for the distribution of the run length, the average run 
length, variance and standard deviation of the run length, and the moment generating 
function. Each of these derivations was stated for upper one-sided generalized control 
charts, given that the support was either the reals or the positive reals. The 
corresponding derivations of lower one-sided generalized control charts are given in 
Appendix II. 
Chapter 4. APPROXIMATION METHODS 
4.1. Introduction 
Although there are closed form expressions for the solution to some integral 
equations, many must be solved using numerical methods. Various methods of 
numerically approximating integral equations include, among others, quadrature, 
collocation, iterated kernels, least squares, and successive approximations methods. In 
this thesis, we have only considered integral equations of the second kind. Reinhardt 
(1985) considered methods for solving integral equations of the second kind. He 
divided these methods into two classes The first of these consists of methods whose 
approximate equations are expressible as integral equations with the regions of 
integration, measures, and kernels perturbed from the corresponding quantities in the 
original equation. The quadrature methods are included in this class The second class 
consists of projection methods This class includes the collocation method In this 
chapter, we will discuss the quadrature, collocation, and least squares methods. We will 
investigate methods for solving some of the integral equations derived in Chapter 3 The 
collocation method is implemented with a computer program 
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4.2. Quadrature Methods 
Quadrature methods are often employed for solving Fredholm equations As we 
have shown in Chapter 3, the average run length (ARL), Mr(u), of the upper one-sided 
generalized cumulative sum type charting procedure satisfies the equation 
Mr(u) = 1 + M(-(a0)Fy-(—————) (4.2.1) 
+ f' Mr{y) — fy(y~ aiU ~ Q3 )dy 
.la- a-i Q2 
when the support of fy is the reals and there is no Shewhart limit. As shown in Chapter 
3, this integral equation is a nonhomogeneous Fredholm equation of the second kind. 
One method for approximating a solution to a nonhomogeneous Fredholm equation 
involves using a quadrature method for approximating a definite integral. 
There are various well known quadrature methods to approximate a definite 
integral. Suppose we choose a method which has quadrature points yi < ys < • • • < 
and corresponding weights wi < < ... < wn. We can then approximate the integral 
in equation (4.2.1) by 
f2' n* / - 1 x y-0.^-0.2 . / • 1 , ,y- - cha, - as / Mv(y) — fY( )dy= > Mr(y,) — /y(- )w;. 
Ja, (h a2 ^ ' Ch a, • 
For convenience, we denote the following: 
t? 17 /a() — aiyi — \ 
^,0 = Fy  ) 
a-2 
r 1 r M " al^ _ G3 Jij — Jy{ 
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With ja, = Co, we now have the following system of approximates 
n 
M — 1 + M^F t) + N ^M f iv, i — 1, 2,..., n. (4.2.2) 
j i 
This system of equations can easily be solved by Gaussian elimination and back 
substitution. The solutions. Mo, Mi,  Mn, of equation (4.2.2) are approximations to 
the function Mr at the quadrature points y0 = a0, y-i, ■ ■ ■, y. This method has been 
known to give very good approximations for the case in which /, and Fy are, 
respectively, the probability density function (pdf) and the cumulative density function 
(cdf) of a normal distribution. These functions can be expressed in terms of the standard 
normal distribution as 
fy{y) = -0(-—-) and Fy(y) = <$>(-—- 
a a a 
where 
Good approximations for the solution of equation (4 2 1) are obtained using Legendre 
polynomials. Usually twenty-four point quadrature provides a good approximation for 
equation (4.2.1) 
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4.3. Collocation Method 
Another numerical method for obtaining an approximate solution to an integral 
equation is known as the collocation method. To illustrate, consider the following 
Fredholm equation of the second kind 
x{t) = fit) + I K(t,u)x(u)du. (4.3.1) 
• ' a 
With this method, we approximate the solution x(t) by a partial sum of r linearly 
independent functions V-'i, ip?, ■■■, defined on the interval (a, b). That is, 
x(t) ~ (4.3.2) 
j = i 
Substituting this approximation for x(t) in equation (4.3 1) yields the equation 
r pb r 
= f{t) + j K(t, u)'^2c:Xpi(u)du + e(t), (4.3.3) 
j=i ^ j=i 
where e(t) is the error associated with this approximation. A set of r points, fi, 
are chosen in (a,b) and we require that at these points the coefficients, 
C2,...,Cr, are selected such that e(£) = 0. It follows from equation (4.3.3) that 
r pb r 
YdcMti) = m+ / Kit^u^c^^du. 
j=l Ja 3=1 
(4.3.4) 
Equation (4 3 4) can be written in the form of 
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Vc V: = / + G , i = 0,1, 2,..., r 
j i ,i 
(4.3.5) 
where the following assignments are made: 
V-'..: = IpjiU) 
f: = fit:) 
fb 
G 
•/ a 
K(t., u)ip:(u)du 
(4.3.6) 
We now have a set of r equations in the r unknowns, q, C2 c.. This yields the 
system of equations 
>11 >12 
>21 >22 
>rl >r2 
>1^ 
>2r 
>rr 
Cl 
Ca 
"Gn G12 • Gj- 
/2 
+ 
G21 G22 • G2r 
A. Grl Gr2 ■ • 
~Ci ' 
C2 
C- 
(4.3.7) 
The system (4.3 .7) can be rewritten as 
1
 
k
 
CN
 
'Cl' 7i" 
<^2.1 ^2,2 ' ' ' dl.r C2 
— 
/2 
d-,i dr.2 '' ■ dr r cr ./r. 
(4.3.8) 
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where d — ip-: —G . Solving system (4.3 8) for [c, c2 ■■■ c.]1, we have the 
coefficients for the linear combination of the xp-(t )'s that approximates the function x(t). 
The collocation method can also be used to find approximate solutions for 
integral equations other than Fredholm equations. We demonstrate this by 
approximating the solution of the following integral equation 
which was derived in Chapter 3 The functions fy and Fy are, respectively, the density 
and cumulative distribution functions of the random variable Y with support the set of 
positive reals. The functions a and (3 are defined by a(u) = max{a0, + 03} and 
P(u) = ab. Note the lower limit is a function of the argument u 
A simple choice for the r linearly independent functions is ^ = 1, 
ip2 = u,ip3 = u27... ,ipr = ur~1. We now approximate Mr (u) by 
Mr(u) = 1 + Mv(G0) Fy( 
a-. — au — a3 (4.3.9) 
r-1 
Mr(u) ss c0 + c ii:. 
T"1 
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Thus, we have 
r 1 
cn + y c u- 
j i 
r--l 
1 + ( Co + ^C yOi,) Frf 
u r I 
a — Q' U — G;; 
/ / V-1 1 r fy-au-a, , 
+  :i( —/>■( )d3/ Jo u , - j ^2 a'' 
= 1 + c0Fv-( 
a, 
r ] 
) + yc.a: /•) 
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Q. — Q.i li — Q3 ^ ^ Q — a- u — 0,^ 
oFy[    
a2 
+ C( 
y - aiU — as 
a7 
)dy 
+ 
/ " - A 
Ja u a2 
..J u \ y — a-U — a-j 
2_^cj / y ~fy(. )rfy- 
, - 1 Jo u 02 a1 
(4.3.10) 
We now select a set of rquadrature points, u0,uu u in the interval [ao,^) 
One method of selecting these nodes is to let 
u,; = Ho H 2=1,2, 
We will refer to this method as the method of equally spaced nodes. Evaluating 
equation (4 .3 .10) at each of these quadrature points yields the following system: 
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T ' 1 
v—^ (X — Q - U — Q;; / ^ ^ i i \ 
c,, + > c u = 1 + c(,Fy ( ) (4.3.11) 
; 1 a-, 
r I 
a — a u — a. 
^ c.a^Fyi- 
i 
fP U; I / 1 , ,y - a-,u. - a,, 
+ Co/ — /,-( )dy 
•fa u a' 
r I /-ji1 u. n E  1 , fy-a-u -Q.1, , 
c; / y —/>■( )rfy- 
, , Jo u. aJ OJ 
For convenience, we define the functions G and i/ by 
/* ^ > U- 1 
^ ^ „ .a —a<u — at I 1 „ y — a- ul — 7 G,=G[u.)~Fy( )+ / —/v( )dy 
a2 ./a u, a2 a? 
and 
,
a
'— 
a<u. — a3 Z"^' "" 1 . , V — a, ti — aj 
tf. = H(u:, u:) = a;,^-( ) + / y /y I )^y 
a2 Ja.u, a2 a2 
The values of and Hr can be determined exactly for some functions /y or by 
numerical integration for others. We can now write our system in matrix form as 
1 UQ ul 
1 Ul ui 
1 U-2 ul 
Ur u r—1 
U, 
U0- 
u 
-1 
"co~ "r 
C] i 
c2 i 
i 
Go ^0.1 #0,2 
Gi Hi i #1.2 
G2 #2.1 #2.2 
a.! 4.1 1.2 
Ho.r-1 
^1,-1 
^-1,-1 
"co" 
Cl 
Co 
- 
t
"
r
 - 
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One special case of interest is the one in which the random variable Y has an 
exponential distribution with parameter A The probability density and cumulative 
distribution function of the random variable Y are given, respectively, by 
f -e~y'x y > 0; 
/r(y) = My; A) - < a 
I 0 otherwise 
and 
FyKV) = Fy[y\\) = 
l-eyA y > 0; 
0 otherwise 
A FORTRAN program was written to implement the above proposed numerical 
solution to the integral equation (4.3.9). This method provided very poor 
approximations for this example as compared with some known results determined 
using an exact method Since other distribution functions Fy are of interest and there is 
no exact method available for these distributions, an attempt was made to improve the 
collocation method in which the nodes are equally spaced. 
The choice of nodes used in the quadrature method for approximating the 
solutions to a Fredholm equation of the second kind were also the nodes used to 
approximate the integral. With this in mind, we set the nodes points U = a0, and 
t-i,..., t- to be the node points of a Legendre polynomial With r = 25, our numerical 
experiment provides comparable results to an exact method by Vardeman and Ray 
(1985). For example, for equation (4.3.9) with a0 = 0, Gj = a? = 1, 03 = — 2, 
04 = u = 0, and ab = 5, the exact solution is 551 1. Using the collocation method with 
r = 25, we obtain a value of 551.1. As a second example with a0 = 0, ^ = 0-2 = 1, 
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a3 = — 2, a., = u = 0, and a5 = 2.5, the exact solution is 70.77 and our 
approximation solution is 70 77 
4.4. Least Squares Method 
A possible means of improving the collocation method is to apply the method of 
least squares. This method allows more quadrature points than coefficients and should 
provide a more accurate approximation for these coefficients. To illustrate this 
method, again consider equation (4.3.1) with x(t) approximated as (4.3.2). Now select 
a set of n points, ti, t-^,  tr , where n is greater than r, and evaluate equation (4.3.3) 
at each of these points. We now have a set of n equations in the r unknowns, c,, 
c-i,..., c„. This yields the over-determined system 
Vai ^12 
^21 V'Vi 
^-.1 VV.2 ^n- 
"c, " 7i" "Gn G12 • Gi- "Ci " "ei(t 
C2 
— 
U 
+ 
G21 G22 • G2_ Ca 4- 62 (t 
c. Jn. • Gnr C- 
(4.4.1) 
where e is the error associated with the approximation The system (4 4.1) can be 
rewritten as 
rfll ^12 ••• <^1- "ci" / 
1 
fTN 
^21 ^22 ' ' ' ^2r C2 f'2. 
+ 
C2(*) 
dn\ drj2 • • • rf. - _ c. jn. 1
 
'
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where d = ip — G We require that the n points, U, t?,.. ■, t,, be chosen such that 
||/ — -DcH., is as small as possible Solving system (4.4.2), without the error vector, for 
[c, c7 ■■■ c,.]1, we have the coefficients for the linear combination of the ip::(tYs 
that approximates the function x(t). The dimensions of the matrix D = [d ] and the 
vector / = [/,] in equation (4.4.2) are n x r and n x 1, respectively. We now have an 
over-determined system, Dc = /, where c = [c.]"*1 
To solve this system, we first determine a QR factorization of D, where Q is an 
n x r matrix with orthonormal column vectors and R is an r x r upper triangular 
matrix. Our system of equations can now be written as 
QRc = /. (4.4.3) 
Since the columns of Q are orthonormal, then QTQ = I. Pre-multiplying both sides of 
equation (4 4.3) by Q yields the equation 
Rc = Q /. (4.4.4) 
The right-hand side of equation (4.4.4) is an r x 1 vector. This system of equations 
can now be solved for c using back substitution. This method of solving the system 
increases the possibility of obtaining a good solution While we did not implement this 
method, we plan to investigate it in the future 
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4.5. Simulation 
As we know, the solution to equation (4 3 9) is the mean of the run length, 
which is a random variable. A method of obtaining an estimate of this parameter of the 
run length distribution is to simulate a large number of run lengths and use their 
averages to estimate the ARL of the chart. This method can be used to check the 
accuracy of our analytical methods proposed in this chapter. 
4.6. Conclusion 
In this chapter, we have discussed a few methods of solution to various integral 
equations. These include quadrature methods, the collocation method, and least 
squares methods. Also, we noted that simulation can provide an estimate of the 
accuracy of our solutions. The FORTRAN program which implemented the 
collocation method provided comparable results to those obtained using an exact 
method This program is given in Appendix III. 
Chapters. CONCLUSION 
5.1. General Conclusions 
In this thesis, we have been discussing two classes of integral equations: 
Volterra equations and Fredholm equations. In Chapter 1 we stated that a Volterra 
equation has the argument of the unknown function as one of the limits of integration 
and a constant as the other. A Fredholm equation has both limits of integration fixed. 
Although many integral equations fall into one of these two classes of equations, we 
have derived equations which are related to both and some that can be viewed as 
mixtures of Volterra and Fredholm type equations. In Chapter 2 we discussed several 
areas in which integral equations are useful. These included population dynamics, initial 
value problems, boundary value problems, and statistical process control problems. 
Chapter 3 provided the actual derivations of various integral equations related to 
the area of statistical process control, specifically generalized control charting 
procedures. These included the run length distributions, average run lengths, variances 
and standard deviations of the run lengths, and the moment generating functions. Each 
of these parameters and functions were derived for the upper one-sided chart (Chapter 3) 
and the lower one-sided chart (Appendix II). The results of these derivations exist in the 
literature, however, the derivations do not We provided these derivations 
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In Chapter 4 we suggested methods of approximation for integral equations both 
in general and specifically for the equations we studied. The specific methods included 
numerical quadrature, collocation, and least squares. A FORTRAN program was 
implemented to perform the approximation using the collocation method and is given in 
Appendix III 
Appendix I gives derivations of the general initial value problem and the general 
boundary value problem. Although these derivations are found in the literature, a more 
detailed sequence of steps is given. These problems are shown to be equivalent to, 
respectively, Volterra and Fredholm integral equations. Appendix II provides the lower 
one-sided generalized control type charting procedure derivations which correspond to 
those given in Chapter 3. Appendix III gives a FORTRAN program which provides an 
approximate solution to the problem of determining the average run length, solved by the 
collocation method This program provides results comparable to those obtained from 
an exact method in the literature, for a given probability density function. 
5.2. Areas of Further Research 
In Chapter 4, we used the collocation method to solve an integral equation The 
choice of nodes significantly changed the results depending on the nodes we had chosen. 
We plan to investigate various methods for selecting the nodes when using the 
collocation method. 
Moore (1966) introduced the treatment of intervals as numbers in an effort to 
obtain simultaneously upper and lower bounds to the exact solution to various equations. 
An interval number is defined as a closed interval of real numbers with points allowed as 
intervals. That is, for any real number x, [x, x] is considered to be an interval number. 
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Operations on the real numbers are extended to the set of interval numbers by 
defining addition ( © ), substraction ( © ), multiplication ( O ), and division (0 ) by 
[a,, f>i] © [a7, £>2] = {x G 9i| x = a — b for a 6 [01, &i] and b € [a^, £>2]} 
Using interval arithmetic, Moore (1966) developed an interval method for solving 
integral equations. We plan to use this methodology to solve several of the integral 
equations presented in this thesis. 
Vardeman and Ray (1985) developed an exact method for solving the following 
two integral equations: 
[«! + O), £>] + £>2] 
[oj ,£>]]© [02, £>2] = € 5? | x = a — b for a £ [a,, fcj] and be [a?, £>2]} 
= [ci — £>2, tjj — 
[oj, £>]] © [02, bi] = {x £ x = a ■ b for a e [au fej] and b e [a2, 62]} 
= [mm-faji)!, ai£>2, (hbi, 0,2^2}, maxla^bi, a^bi, 0262}] 
[aj, bi] 0 [a2, b2\ — {x 6 9?| x = a/6 for a 6 [gj, and 6 6 [02, 62]} 
= [a^] © [I/62, 1/6!], provided 0 ^ [02,63]. 
X 
1 + M[r(0)Fy(A: - u) + f Mv(y)fy{y-u-\-k)dy 0 < u < k 
Jo 
k < u < h 
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and 
1 + M 
M/f/i — < 
I 
/.(0)[ 1 - Fy(k - I)} + I M: ;y fy y -l + k 
1 + / ML{y)fy(y - I + k)dy 
dy -k < I < 0 
— k<l< —h. 
where the values k and h are given, fy and Fy are known functions, and 
fy(x) = e 1 and Fy(x) = 1 — e " for x > 0, and zero otherwise 
We plan to study this method to see if it can be adapted to a more general family of 
functions 
fy(x) > 0, for x > 0 and zero otherwise, and Fy(x) = / fy(y)dy. 
Jo 
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Appendix I. INITIAL AND BOUNDARY VALUE PROBLEMS 
A.1.1. Introduction 
In Chapter 2 it was stated that the general initial value problem and the general 
boundary value problem could be expressed as integral equations While the derivations 
of the integral equation representations of the initial and boundary value problems do 
exist in the literature, we provide a more detailed derivation of these results in this 
appendix. 
A.1.2. Initial Value Problems 
In this section, we shall demonstrate that the initial value problem in ordinary 
differential equations leads to a Volterra-type integral equation. Consider the general 
second order initial value problem 
y"(x) + A(x)y'(x) + B(x)y{x) — D(x) (A.1.2.1) 
with initial conditions 
y(a) - Cj and y'(a) = c2 
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where A, B, and D are known continuous functions on the closed interval [a, £>]. We 
first solve equation (A l l) for y"(x) and then integrate both sides form a to x resulting 
in 
f y"(t)dt= I D(t)dt— f A(t)y'(t)dt— f B(t)y(t)dt (A,1.2.2) 
./ c J c •/ a «/ c 
Next the last two integrals of equation (A. 1.2.2) are combined with terms ± A'(t)y(t) 
included within that quantity as follows 
f y"{t)dt = f D(t)dt — f [A(t)y'(t) + A'(t)y(t) + B(t)y(t) — A'(t)y(t)}dt. 
J a «/ c •/ c 
Noting that A(t)y'(t) + A'(t)y(t) = ^[A(t)y(t)}, simplify the integrals and apply the 
initial conditions. This results in the equation 
y'(x) - C2 = j D(t)dt - A(x)y(x) + ^(a)c1 - j [B(t) - A'(t)}y( {t)dt.(A.].2.3) 
Solving equation (A. 1.2.3) for y7 (x) and integrating both sides from a to x yields 
( y(t)dt = f c2dt + f f D^jd^dt - f A(t)y(t)dt + ( A(a)c^dt 
»/g J a J a J c J a J a 
- f [ [Bio - A'ioumdt. 
J a J c 
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When the initial conditions are applied and some integrals are evaluated, we regroup the 
terms and solve for y(x) yielding 
y\x\ = c, + [A(a)c] +C2}\x — a) — j A(t)y(t)dt (A. 1.2.4) 
+ f I D^)dm- j f [B(0 - A'(0]y(i)d^dt. 
J c •'a Jc •/c 
To further simplify this equation, it is necessary to convert the double integrals to single 
integrals using the identity 
f ( F(Od^dt = f 
J a J c J a 
£) t; — I (x — t)F(t)dt. 
♦/
This allows us to collect terms under the same integral and equation (A. 1.2.4) then 
becomes 
y(x) = Cj + [Aia)^ +c2](x - a) + J (x - t)D(t)dt (A. 1.2.5) 
- / {A(t) + (x - - A'{t)]}y(t)dt. 
J c 
For simplicity of form, we let 
K(x,t)= - {A(t) + (x - - A'(0]} (A. 1.2.6) 
and 
f(x) = c, + [i4(a)ci +c2](r - a) + J (x - t)D(t)dt. (A. 1.2.7) 
Note that the functions K(x,t) and f(x) are known functions of x and t. Using 
equations (A 1 2 6) and (A. 1.2.7), equation (A.1.2.5) can be written as a Volterra 
integral equation of the second kind as follows 
A.1.3. Boundary Value Problems 
Just as initial value problems lead to Volterra-type integral equations, boundary 
value problems lead to Fredholm-type integral equations. Although the derivation begins 
by following closely with that of the initial value problem, some differences arise as we 
apply the second boundary condition 
Consider the general second order boundary value problem 
y"(x) + A(x)y'(x) + B(x)y(x) — D{x) (A.l.3.1) 
with boundary conditions 
y(a) = Cj and y(b) = C2 
where A, B, and D are known continuous functions on the closed interval [a,b}. We 
first solve equation (A.l.3.1) for y"(x) and then integrate both sides from a to x 
resulting in 
I y"[t)dt = I D[t)dt - ^ A(t)y{tidt - j B(t)y(t)dt. 
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(A. 1.3.2) 
Next, the last two integrals of equation (A 1.3.2) are combined with terms ± A'(t)y(t) 
included within that quantity as follows 
j" y"{t)dt — J D(t)dt — j {A(t)y'(t) + A'(t)y(t) + B(t)y(t) — A'(t)y(t )}dt. 
Noting that A(t)y'(t) + A'(t)y(t) — -^[Aittyit)], simplify the integrals and apply the 
boundary condition y(a) = Solving for y'(x), we have 
y'(x) — C= f D(t)dt — A(x)y(x) + A(a)ci + f [A'(t) — B[t)]y{t)dt(k. 1.3.3) 
J «/ Q 
where T is a constant of integration. Solving equation (A. 1.3.3) for y'ix) and 
integrating both sides from a to a: results in 
f y'(t)dt= f Cdt + f f D(£)d£dt — f A(t)y(t)dt + f A(a)c1dt 
J c J c J a J c J c J c 
+ f [ [A'(^) - Bmy(Z)dZdt. 
J a J c 
When the boundary condition y(a) = Cy is applied and some integrals are evaluated, we 
regroup the terms and solve for y(x) yielding 
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y{x) = Cj + [A(a)C\ 4- Q(x — a) — j A[t)y(t)dt (A.1.3.4) 
+ I [D(t)dZdt+ [ I [A'(£)-B(Z)}y(OdZdt. 
J c •/ c J c J c 
To further simplify this equation, it is necessary to convert the double integrals to single 
integrals using the identity 
I [ F&dtdt = j ( 
•J c J c J a 
x — t)F(t)dt. 
This allows us to collect terms under the same integral and equation (A. 1.3.4) then 
becomes 
y(x) = Cj + [Afajc, + C]{x — a) + f (x — t)D(t)dt (A. 1.3.5) 
•/c 
- J {A(t) - (x - t)[A'(t) - B(t)}}y(tjdt. 
The constant C can be evaluated by setting x = b in equation (A. 1.3.5) and using the 
boundary condition y(b) = c? as follows 
c-2 = Cj + [Aia)^ + C}(b - a) + / (b - t)D(t)dt 
• 'a 
- f {A(t) - (b - t^A'it) - B(t)}}y(t)dt. 
J a 
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Solving for the quantity A[a ic, + C, we have 
*1 i* 
ylioicj+C^^- J (b-t)D(t)dt (A. 1.3.6) 
fb 
+ J^ {Ait) - (b - t){A'(t) - B(t)}}y(t)dty 
From (A 1.3.5) and (A. 1.3.6) we regroup the terms so that we have the following 
equation 
y(x) = c, + £ (x - t)D(t)dt + ^ ((C2 - c,) - j" (6 - t)D(t)dt) 
- I {A(t) - (x - t){A'(t) - B(t)]}y(t)dt 
J c 
+
 f ~ (b ~ - B(t)]}y(t)dt. 
(A. 1.3.7) 
Next we split last integral in equation (A. 1.3.7) as follows 
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yix) = c, + j ('x - t)D(t)dt + ^ ^(c2 - c, j — ! (b - t)D(t)dtj 
- j {A(t) - (x - t)[A'(t) - B(t)}}y(t)dt 
+ f {j^){A(t) -(b- - B(t)}}y(t)dt 
+ 
b — a 
^){A(t) - {b-t)[A'(t) - B(t)]}y(t)dt. 
(A 1.3.8) 
Combining the two middle terms of equation (A. 1.3.8) yields 
/•r /*o 
(x — t)D(t)dt + ^ {^(c2 — C!) — J (b — t)D(t)dtJ 
+ I {(^^^{A(t) - (a-t){A\t) - B(t)}}}y(t)dt 
+ I {( ^){i4(t) - (b - t)[A'(t) - B(t)]}}y(t)dt. 
(A.1.3.9) 
For simplicity of form, we let 
v
_b (A.1.3.10) 
-£(*)]} 
x < t 
x > t 
and 
f(x) = C: + j (x - t)D(t)dt + (^7^) ((^ - cj) - j" (b- t)D(t)dty 
(A. 1.3.11) 
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Using equations (A.1.3.10) and (A 1.3.11), equation (A 1 3 9) can be written as a 
Fredholm integral equation of the second kind as follows 
A.1.4. Conclusion 
In this appendix we have demonstrated that the general initial value problem and 
the general boundary value problem can be expressed, respectively, as Volterra and 
Fredholm integral equations. Although an integral equation form may not be the optimal 
approach to solving these problems, we have shown that it can be done 
yix) = f(x) + K(x,t)y(t)dt. 
Appendix II. LOWER ONE-SIDED CHART DERIVATIONS 
A.2.1. Introduction 
The lower one-sided generalized cumulative sum type control chart is defined by 
the time series 
Ln = bA and L. — min^^byL;^ +62K +f>3}. 
A signal is given at the first sampling stage T such that Lj < bboxYT < 66. Allowing 
the chart to signal when YT < b6 causes the chart to be more sensitive to large 
decreases in the parameter being monitored. The chart parameter 64 is referred to as a 
head start value and is chosen to be less than V The number T is a discrete random 
variable and is known as the run length. 
An analysis of how well the chart performs is based on the run length 
distribution. Parameters of the run length distribution of interest are the average run 
length (ARL), the standard deviation of the run length (STDRL), percentage points of 
the run length distribution, and the moment generating function. In this Appendix, we 
will derive integral equations whose solutions involve these parameters as well as 
integral equations for determining the distribution and the moment generating function of 
the run length The derivations will be somewhat abridged due to their similarity to their 
corresponding upper one-sided generalized cumulative sum type control charts 
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A.2.2. Probability Distribution Function 
Proposition 3.4.3. The run length distribution for the lower one-sided generalized 
cumulative sum type chart for a given t with the support of /> the reals is given by 
/r(f |64 
T- t f — ^4 ~ ^3 L 1 Fy(max{   , 6C} I Do 
fT(t - 1 | b0) [1 - Fy(max{——^66})] 02 
+ [ f t i y l-Jy'y" ^ ^ 'dy 
•/ u bi ' ^ 
t = 1 
t > 1 
whereof^) = maxlb^,, bibt + b-2be + b3}. 
Proof: For the case in which t = 1, we have 
/r(l |64) = P[T = 1|L0 = b4] 
= P[i>if>4 + ^2^1 + ^3 < bh or Fj < i)6] 
= PfVi < ~ bl4 ~ 63 or Yi < fa6] 0-2 
= Py(mOx{^^i^,b6}). 
We now derive a sequence of integral equations that can be used to determine fT(t | b4 ) 
for t > 1. This follows very closely with that of fT(t | a4). 
fT(t\b4) = P{T = t\L0 = b4} 
= P[T — I = t — l\Lo = b4\ 
= P[T — 1 = t — 1, Zq = fo0, Yl > frg | Lf) = 64] 
+ p[r-1 =t -1, h < l, < 60, r! > 661l0 = fe4] 
Applying a property of conditional probability, we state that 
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fr{t I 64) = P[ T - 1 = t - 1 I L0 = 64, L1 = b(>,Yi > 6f)] 
x PfZ/! = 60, Yj > bc | Z/n = 64] 
+ P[T — 1 = t - Ij Ln = 64, bb < Li < bf), Yj > &6] 
x P[?)5 < L\ < 60, y-] > tv, |Lo =: ^4] 
Since Lj = ?)0, then 6)64 + b? Yi + 6:5 > 60 can be substituted into the second line of the 
above equation. Also, consider the inequalities b5 < Li < b(, and Y] > be in the third 
and fourth lines. We may restate these inequalities, respectively, as follows 
b-, 'C. 61^4 "t- ^3 ^0 and ^1^4 "H b^Y^ -I- 63 ^ b^b^ b^b^ -I- 63. 
Thus we may state that marcj^, b[b4 +b2b6+b2} < blb4 + b2Y1 + b3 < b0, which is to 
say that max{i>5, b^i + b7b6 + 63} < Lj < b0. Applying these substitutions yields 
/rCflM =P[r- 1 = <- l|Lo =64, ^ =60, y; < be] 
x P[b164 + 62^1 + ^3 ^ ^o> | L0 = 64] 
+ P[T - 1 = i - 1 | £,„ = 64,mGz{{>5, 6^4 + 62fe6 + 63} < Ll < fe0] 
x P[max{bbl b^ + b2b6 + b3} < Lj < 601 L0 = 64]. 
Following in a manner similar to the derivation of Proposition 3.4.1, we have 
68 
fr(t | bA) = fT(t - 1 | 6,,) [1 - Fy(max{- ^—- j, b6} 
+ I frit - 1 ly^fy{y\b,}dy 
*' a i>4 ' 
where a(bA) = max{b:>, 6,64 + bibc + 63}. 
Proposition 3.-4.-4. The run length distribution for the lower one-sided generalized 
cumulative sum type chart for a given t with the positive reals the support of fy is given 
by 
fT(t | b4) = < 
f-i / r ^5 ^1^4 ^3 l 1 ^ Fy(max{   , be,}) [>2 
fT(t - 1 | 60) [1 - Fy(max{bo ~bl^4 be})} 0-i 
+ r hit-\\v)lfy(y- 
Jo'OA 2 ^ 
t = 1 
t > 1 
where a(b4) = max{b-0, bib4 + 63}. 
The derivation of this result is similar to the derivation of the results of Proposition 
3.4.2. Since the support of Y is the positive reals, then fy (y) > 0 for y > 0 Thus for 
fr^uzMizh) > 0, we must have y > + h. Also, we have that y must be greater 
than 65. Hence, the lower bound for the integral is max{0, bb, b^b^ + ^3}- 
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A.2.3. Average Run Length 
Propostion 3.5.3. The average run length, Ml (b4), of a lower one-sided generalized 
control chart with starting value 64 and the reals the support of the distribution of Y is 
the solution of the integral equation 
MM = l + MI(6o)[l-F1-(mQx{bu ^ b\bc})} Oq 
+ I k'>dy. 
Ju 62 ^ 
where af^) = max{bb, bib4 + biba + 63}. 
Proof: Modeling the derivation of the upper one-sided chart, we have the following. 
'X' 
My. (64) = V^P[r = t|L0 = 64] 
~K 
= 1 + P[ T - 1 = 11 L0 = bil 
t = i 
X 
= 1 + P[T - 1 = t, Li = b0, Yi > b61 Lo = 64] 
<rrl 
+ P[T — 1 — t, bf, <i Li <i bo, Y] > 65 | Xq — b 
ML(b4) = l + ^2t?[T-l = t\L0 = b4tL, =b0,Yi >6s] 
<=i 
x P[Li = 6q, Yj > | Lo — 64] 
PC' 
+ ^fP[r-1 = 11 Lo = 64, ^ < Li < 60, ^ 
i=\ 
^ P[^5 < L\ < 60, yj > 66 |Z,o = ^4] 
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Lastly, referring to the steps described for deriving fT (t | 64), we have that 
MlibA) — 1 + ^ 't P[ T — 1 — 11 Z/o — 64, L] — i>o, Y\ > b6] 
/ : 1 
x [1 - ir')-(7naa:{——^ —^e})] 62 
/• 6 x 
+ / ^ ^ P[ T — 1 = 11 Uo = 0,4' U\ — Oy, yi > b(,] ■ Jc I I 
X ^fy(y~bf~b3)dy. 62 62 
Therefore, we have 
ML(b4) = l + ML(b0)[l- FY{max{ 60 " ^ ~ 63, fr6}) 1 02 
+ f ML{y>yr(y- )dy. 
Jo b< fc2 b? 
where 0(64) = ma;r{63, fe164 + 62^6 + ^3}- 
Proposition 3.5.4. The average run length, ML(b4), of a lower one-sided generalized 
control chart with starting value bA and the positive reals the support of the distribution 
of Y is the solution of the integral equation 
ML(b,) = 1 + Mi(M [1 - 
+ f ML(y)l-My~ '".'""Vg 
Jalb 
where q(64) = max{bb, 6164 + 63}. 
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A.2.4. Variance and Standard Deviation of the Run Length 
Recall that having found the expected value of the run length, we may express 
both variance and standard deviation as integral equations It can be shown that 
where E[T2} is the expected value of the square of the run length. From a derivation for 
E[T2] we can express both variance and standard deviation as integral equations, since 
E[T} and (E[T])2 will be known. 
Proposition 3.6.3. The expected value of the square of the run length, ElT'1}, of a lower 
one-sided generalized control chart with starting value bA and the reals the support of the 
distribution of Y is the solution of the integral equation 
V{T) = E[T2] - (^[rj)2 and aT = y/V(T) 
(b4 ) = 2MLl'(bi) — 1 + M'L2'(b0) [1 — Fy(max{ 
where 0(64,) = max{bb, bib4 + b^bs + 63} and where M^ (a4) = E[T | L0 = 64] and 
M!l2'(bi) = E[T2\L0 = bi}. 
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Proof: Modeling the derivation of the upper one-sided chart, we have the following 
X 
E[T2\La = 64] = P[r = 11 Lo = b.,] ^ V>P[;r = t\L() = b,} 
t - '2 
x x 
= 1+2 VtP[r = 1 + t j Ltl = bA} + ^f2P[r = 1 + i I Ln = bA} 
tr-] t ] 
X X 
= 1 + 2^17 - l)P[r = t\La = b.i} + J2t2piT = 1 + 1 \Lu = b4] 
t^-2 t = \ 
We next insert the term ± 2 P[T — 1 \ Ln — b4] and continue to simplify. 
E[r2\L0 = b4) = l+2 [p[T =l\L0 = bA]+ ^tP[r = t\L0 = b. 
t-2 
x 
- 2{P[T = 1 | L0 = 64] - ^[T = t]L0 = bA 
x 
+ ^ y2p[T = 1 +11L0 = 6^] 
t-i 
X X 
= 1+2 JjP[T = t\L0 = bi}-2 Vp[T = t\L0 = b4 
X 
+ ^i2P[r = 1 + 11 Lo = 604] 
f-1 
Next we consider the cases of L, and apply a property of conditional probability to 
further simplify the above equation. 
E[T2\U = bi] = 2 ML(bA)- 1 + y^ ilWT- l = t\L0 = b4 
i i 
2 Ml ! b.\) - 1 
+ J2t2plT " 1 = 11 = b*, L, = 6:1, ^ > b6} 
t - i 
X P[Zq = 6o, Y] ^ I -i'O = ^4] 
X 
+ y t2P{T -l = t\L„ = b4, 6, <L]< bu, Y, > h 
1 1 
^ P[^d ^ L\ ^ by, Yl > bs | Li(} — ^4], 
E[T'2\ Ln = ^4] = 2 M/J&41 - 1 
i2 + £"[ T [ Lq — 60] Pfij — > bs \ Lq ~ 64] 
+ Vi2P[T - 1 = 11 L0 = b4, b, < L, < b0, y, > 66] 
t--=i 
x
 P[^5 < Lj < b0, Yi > fee | L0 = 64]. 
Referring to the work of previous derivations, we state that 
E[T2\L0 =b4} = 2ML(b4) -1 + E[T2\L0 = b0} 
x PfZ/j = b0, Y} > be | Lo = 64] 
j.Uz oc 
+ / ^VP|T — 1 = ^ I L0 = 64, Li = 60, Yi > be] 
Ja.bt, t-. j 
x
 "T^ v : )dy f>2 °2 
= 2ML(64) -1+ £;[r2|L0 = b0] 
x PtLj = 69, y, > b^ | Lq = 64] 
+ r ElT2\L, = b„]lMy- b*,-h)dy 
Jaibi) 02 0-2 
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For ease of notation, we let M,1 (bA) = E[T \ Lu = 64] and (bA) = E[ T2\ 
Lf, = b4]. Applying these substitutions yields 
M,2 (b4 ) - 2 (b4) - 1 + M,2 (b0) [1 - Fy (maz{^—^—-,b6})] 
+ [ M?{v)±-fv(y- bl6,1~ fe:i)dy 
Jo „ b-2 h-i 
where a(64) = max{6r,, 6164 + 6-260 + 63}. 
Proposition 3.6.4. The expected value of the square of the run length, E\T7\ of a lower 
one-sided generalized control chart with starting value 64 and the positive reals the 
support of the distribution of Y is the solution of the integral equation 
(bA) = 2Ml (b4) - 1 + Mi (M [1 - Fv(maj{bo"blb4" b3,fc6})] 
t>2 
+ /' M''" 
Job4 0-2 h 
where a(b4) = max{b-3, bibi + b^} and where MLl (b4) = E[T \ L0 = b4} and 
Mi2'(b4) = E[T2 \ L0 = b4]. 
A.2.5. Moment Generating Function 
Proposition 3.7.3. The moment generating fiinction, MGFj 't | 64 j, of a lower one¬ 
sided generalized control chart with starting value bA and the reals the support of the 
distribution of Y is the solution of the integral equation 
75 
MGFl{t\ b4) = e71 Fy(max{— , 66}) 
+ MGFj (t | bu) [1 - Fy(max{— fee} >] b2 
+ I MGF,XT\y)j-fr(-—^, hjdyX 
Job, h J 
where aib4) = max{b;>, bib4 + b-ibe + 63}. 
Proof: Modeling the derivation of the upper one-sided chart, we have the following. 
X 
MGFL(T\b, \ = 2>rtP[r = t\u = bA\ 
t 1 
= c' |p[r = 1 | Lo = 64] + ^eriP[T =l+t\Lo = b,] 
^ / i 
= eT|p[r = l|Z0 = b4] 
X 
+ y 'e P[T — 1 = t, Li = b{), Yi > f>fi| Lo = ^4] 
1 
X 
+ ^P[r-l = t, 6s<L1<60,yi > b6 \ Lq = 64] 
t-l 
Recognizing P[r = 11 Ld = 64] to be the distribution of the run length when t = 1, we 
may replace it by Fy{max{bi~0^~bi, i>6}). Using this result and a property of 
conditional probability, we may rewrite the above equation as 
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MGF, It | bA) = e' <! Fy(max{— l—-  6C} ) 
0-2 
■+ Ve"P[ T - 1 = 11 L,, = b4, L, = r, > 66] 
t i 
P[ii — b{)^Y\ (1$ | Lu — 64] 
+ e''p[ T - 1 = 11 Ln = 64, b-3 < Li < b,,, y, > 66 
t--1 
X P[&5 Li < fey, yj >65! Z/(| = 64] 
Based on previous derivations, we have 
MGFl f r I 64) = e' { Fv (maxj &s ~ 6104 ~ 63; 
I o2 
+ MGFl(t I 60) [1 - Fj'fmaxl— ^, bG})} 
b-i 
+ ^ MGFLiT\y)UY(y~hlbi~b\ b6)dy\ 
Jco,- 2 b2 J 
where afb4) = max{b$, b1b4 + b2b6 + 63}. 
Proposition 3.7.4. The moment generating function, MGFji r \ bA ), of a lower one¬ 
sided generalized control chart with starting value bA and the positive reals the support of 
the distribution of Y is the solution of the integral equation 
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, f f — b] a4 — 6;s . , MGFl( t | bA) = e | Fv(max{ —   , 6fi}) 
+ MGFt (t [ 60) [1 - Fj (max{    , h} ) 0-2 
+ I MGFJt I yj ^fY(y ~ b]^ ~ bi, bG)dy\ 
J 0:04 'I ) 
where affr., ) = max{i>5, 6ii)4 + 63}. 
A.2.6. Conclusion 
In this appendix, we have derived the integral equation representations for the 
distribution of the mn length, the average run length, variance and standard deviation of 
the run length, and the moment generating function Each of these derivations was for 
lower one-sided generalized control charts, given that the support was either the reals or 
the positive reals. The corresponding derivations of upper one-sided generalized control 
charts were given in Chapter 3. 
Appendix III. LISTING OF COMPUTER PROGRAM 
c +  
C* COLLOCATION METHOD - This FORTRAN program was 
C* written to implement the proposed numerical 
C* solution given in Chapter 4 to the integral 
C* equation (4.3.9). The output of this program is 
C* the average run length of an upper one-sided 
C* generalized control chart when observations are 
C* exponentially distributed, with starting value a4 
C* and the positive reals the support of the 
C* distribution of Y. 
c*  
C 
DOUBLE PRECISION A(7),ARL,B(50),C(60),D(60,60), 
& MU/UtGO) 
INTEGER I, J, R 
C 
C WRITE(*,*) 'ENTER NUMBER OF COEFFICIENTS.' 
C READ (*,•") R 
R = 25 
C 
CALL SUBA(A,MU) 
CALL SUBU(A,R,U) 
CALL SUBG(A,D,MU,R,U) 
CALL SUBB(B,R) 
CALL SUBC(B,C,D,R) 
WRITE(*,61) ' IN CONTROL ARL IS ',C(1) 
61 FORMAT (A23, F10.2) 
C 
ARL = C (0+1) 
DO 1 J=1,R-1 
ARL = ARL+C(J+l)*(A(4+1)**J) 
1 CONTINUE 
WRITE(*,61) ' OUT-OF-CONTROL ARL IS ', ARL 
C 
STOP 
END 
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c 
c* * 
C* SUBROUTINE SUBA - This subroutine prompts the user* 
C* for the chart parameters and the process mean. * 
c* * 
C 
SUBROUTINE SUBA(A,MU) 
C 
DOUBLE PRECISION A(7),MU 
INTEGER J 
C 
DO 1 J=0,6 
WRITER,60) J 
60 FORMAT (IX, 'ENTER CHART PARAMETER AC,!!,').') 
READ(*,*) A(J+1) 
1 CONTINUE 
C 
C 
WRITE(*,*) 'ENTER PROCESS MEAN. 
READ(*,*) MU 
RETURN 
END 
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C 
c + * 
C* SUBROUTINE SUBU - This subroutine chooses the * 
C* quadrature points for u in the interval (a0,a5). * 
c* * 
C 
SUBROUTINE SUBU(A,R,U) 
C 
DOUBLE PRECISION A(7),U(60),¥(24) 
INTEGER I,M,R 
C 
M 
C 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
C 
DO 1 J=l,M/2 
Y (J) = -Y(M+1-J) 
1 CONTINUE 
C 
TP1 = (A(0+1)+A(5+1))/2.0D0 
TP2 = (A(5+1)-A(0+1))/2.0D0 
C 
U(0+1) = A(0+1) 
DO 2 J=1,M 
U(J+1) = TP1+TP2*Y(J) 
2 CONTINUE 
C 
RETURN 
END 
= 24 
(13) = 0.064056892862605626085D0 
(14) = 0.191118867473616309159D0 
(15) = 0.315042679696163374387D0 
(16) = 0.433793507626045138487D0 
(17) = 0.545421471388839535658D0 
(18) = 0.648093651936975569252D0 
(19) = 0.740124191578554364244D0 
(20) = 0 . 820001985973902921954D0 
(21) = 0.886415527004401034213D0 
(22) = 0.938274552002732758524D0 
(23) = 0.974728555971309498198D0 
(24) = 0.995187219997021360180D0 
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C 
0 + * 
C* SUBROUTINE SUBG - This subroutine creates a matrix* 
C* from the defined functions G and H of Chapter 4. * 
C* This will be used to solve the system using back * 
* substitution. * 
c + * 
C 
SUBROUTINE SUBG(A,D,MU,R,U) 
C 
DOUBLE PRECISION A(7),D(60,60),MU,Q1,Q2,U(60) 
INTEGER I,J,K,R 
C 
DO 2 1=0,R-l 
J = 0 
CALL SUBQ1(A,I,J,MU,Q1,U) 
CALL SUBQ2(A,I,J,MU,Q2,U) 
0(1+1,0+1) = 1.0D0-Q1-Q2 
DO 1 J=1,R-1 
CALL SUBQ1(A,I,J,MU,Q1,U) 
CALL SUBQ2(A,I,J,MU,Q2,U) 
D(I+1,J+1) = U(1+1)**J-Q1-Q2 
1 CONTINUE 
2 CONTINUE 
C 
RETURN 
END 
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C 
c* * 
C* SUBROUTINE SUBQ1 - This subroutine calculates the * 
C* the expressions which involve the CDF. * 
C* * 
c 
SUBROUTINE SUBQ1(A,I,J,MU,Q1,U) 
C 
DOUBLE PRECISION A(7),CDEY,MU,Q1,U(60),Y 
INTEGER I,J 
C 
Y = (A(0+1)-A(1+1)+U(I+1)-A(3+1))/A(2+1) 
Q1 = 0.0D0 
IF (Y.GT.0.0D0) Q1 = CDFY(MU,Y) 
IF (J.GT.O) Q1 = (A(0+1) * *J)*Q1 
C 
RETURN 
END 
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C 
Q+ * 
C* SUBROUTINE SUBQ2 - This subroutine calculates the + 
C* the expressions which involve the PDF. * 
C* * 
C 
SUBROUTINE SUBQ2(A,I,J,MU,Q2,U) 
C 
DOUBLE PRECISION A(7),MU,PDFY,Q2,U(60),W(24), 
& Y (24) ,Z 
INTEGER I,J,K,M 
C 
M = 24 
C 
CALL QUADPTS(A,I,M,U,W,Y) 
C 
Q2 = 0.0D0 
IF (J.EQ.O) THEN 
DO 1 K=1,M 
Z = (Y(K)-A(1 + 1)*U(1 + 1)-A(3 + 1) ) /A (2+1) 
Q2 = Q2+PDFY(MU,Z)*W(K) 
1 CONTINUE 
ENDIF 
IF (J.GT.O) THEN 
DO 2 K=1,M 
Z = (Y(K)-A(l+1)+U(1+1)-A(3+l))/A(2+l) 
Q2 = Q2+(Y(K)**J)*PDFY(MU,Z)*W(K) 
2 CONTINUE 
ENDIF 
C 
RETURN 
END 
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C 
c* * 
C* FUNCTION PDFY - This function defines the * 
C* probability density function. * 
c* * 
c 
DOUBLE PRECISION FUNCTION PDFY(MU,Y) 
C 
DOUBLE PRECISION MU,Y 
C 
PDFY = (1.ODO/MU)*DEXP(-Y/MU) 
C 
RETURN 
END 
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C 
c* * 
C* FUNCTION CDFY - This function defines the * 
C* cumulative distribution function. + 
C* + 
C 
DOUBLE PRECISION FUNCTION CDFY(MU,Y) 
C 
DOUBLE PRECISION MU,Y 
C 
CDFY = 1.ODO-DEXP(-Y/MU) 
C 
RETURN 
END 
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C 
C*- 
c* 
c* 
c* 
c*- 
c 
c 
c 
c 
c 
SUBROUTINE QUADPTS - This subroutine gives the 
quadrature points used to approximate the integral' 
in our equation. 
SUBROUTINE QUADPTS(A,I,M,U,W,Y) 
DOUBLE PRECISION A(7),TP1,TP2,U(60),W(24),Y(24, 
INTEGER I,J,M 
0 64056892862605626085D0 
191118867473616309159D0 
315042679696163374387D0 
433793507626045138487D0 
545421471388839535658D0 
648093651936975569252D0 
740124191578554364244D0 
82 00 0198597 3 902 921954D0 
886415527004401034213D0 
938274552002732758524D0 
974728555971309498198D0 
995187219997021360180D0 
127938195346752156974D0 
125837456346828296121D0 
121670472927803391204D0 
115505668053725601353D0 
107444270115965634783D0 
097 618 65210411388 8270D0 
086190161531953275917D0 
073346481411080305734DO 
059298584915436780746D0 
044277438817419806169D0 
028531388628933663181D0 
012341229799987199547D0 
Y(M+l-J) 
Y (13) = 0 
Y (14 ) = 0 
Y (15) = 0 
Y (16) = 0 
Y (17 ) = 0 
Y (18 ) = 0 
Y (19) = 0 
Y (20) = 0 
Y (21) = 0 
Y (22) = 0 
Y (23) — 0 
Y (24 ) = 0 
W (13) = 0 
W (14) = 0 
W (15) = 0 
W (16) = 0 
W (17) = 0 
W (18) = 0 
W (19) = 0 
W (20) = 0 
W (21) = 0 
W (22) = 0 
W (23) = 0 
W (24) = 0 
DO 1 J=1 , 
Y (J) = 
W (J) w 
CONTINUE 
TP1 = A(1+1)*U(I+1)+A(3+1) 
IF (TP1.LT.A(0+1)) TPI = A(0+1) 
TP2 = (A(5+l)-TPI)/2.0D0 
TPI = (TP1+A(5+1))/2 . 0D0 
DO 2 J=1,M 
Y(J) = TP1 + TP2 *Y(J) 
W(J) = (TP2/A(2+1) ) *W(J) 
CONTINUE 
RETURN 
END 
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C 
c* * 
C* SUBROUTINE SUBB - This subroutine creates a * 
C* a vector of one's. * 
c* + 
C 
SUBROUTINE SUBB(B,N) 
C 
DOUBLE PRECISION B(60) 
INTEGER I,N 
C 
DO 1 1=0,N-l 
B(1+1) = 1.0D0 
1 CONTINUE 
C 
RETURN 
END 
89 
C 
c + * 
C* SUBROUTINE SUBC - This subroutine solves the * 
C* system of equations to give the coefficients. * 
c* * 
C* 
SUBROUTINE SUBC(B,C,D,R) 
C 
DOUBLE PRECISION B(60),C(60),CC(60,1),D(60,60) 
INTEGER I,R 
C 
DO 1 1=1,R 
CC (I, 1) = B (I) 
1 CONTINUE 
CALL GAUSSJ(D,R,60,CC,1,1) 
C 
DO 2 1=1,R 
C (I) = CC (I, 1) 
2 CONTINUE 
C 
RETURN 
END 
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C 
c + * 
C* SUBROUTINE GAUSSJ - This subroutine performs * 
C* gauss-jordan elimination with full pivoting. * 
C + * 
C 
SUBROUTINE GAUSSJ(A,N,NP,B,M,MP) 
C 
INTEGER I,ICOL,IROW,J,K,L,LL,M,MP,N,NP 
INTEGER IPIV(60),INDXR(60),INDXC(60) 
DOUBLE PRECISION A(60, 60) ,B ( 60,1) ,BIG,DUM, 
& PIVINV 
C 
DO 11 J=1,N 
IPIV(J) = 0 
11 CONTINUE 
C 
DO 22 1=1,N 
BIG = 0.0D0 
DO 13 J=1,N 
IF (IPIV(J).NE.1) THEN 
DO 12 K=1,N 
IF (IPIV(K).EQ.0) THEN 
IF (DABS(A(J,K)).GE.BIG) THEN 
BIG = DABS(A(J,K)) 
IROW = J 
ICOL = K 
ENDIF 
ELSE IF (IPIV(K).GT.l) THEN 
WRITE (*,■*) ' SINGULAR MATRIX ' 
ENDIF 
12 CONTINUE 
ENDIF 
13 CONTINUE 
IPIV(ICOL) = IPIV(ICOL)+1 
IF (IROW.NE.ICOL) THEN 
DO 14 L=1,N 
DUM = A (IROW, L) 
A(IROW,L) = A(ICOL, L) 
A(ICOL,L) = DUM 
14 CONTINUE 
DO 15 L=1,M 
DUM = B(IROW,L) 
B(IROW,L) = B(ICOL,L) 
B (ICOL,L) = DUM 
15 CONTINUE 
ENDIF 
INDXR(I) = IROW 
INDXC(I) = ICOL 
IF (A(ICOL,ICOL).EQ.0.0D0; 
& WRITE(*,*) 'SINGULAR MATRIX' 
PIVINV = 1.ODO/A(ICOL,ICOL) 
A(ICOL,ICOL) = 1.0D0 
DO 16 L=1,N 
A(ICOL,L) = A(ICOL,L)*PIVINV 
16 CONTINUE 
DO 17 L=1,M 
B(ICOL, L) = B(ICOL,L)*PIVINV 
17 CONTINUE 
DO 21 LL=1,N 
IF (LL.NE.ICOL) THEN 
DUM = A (LL, ICOL.) 
A(LL,ICOL) = 0.0D0 
DO 18 L=1,N 
A (LL,L) = A(LL,L)-A(ICOL,L) +DUM 
18 CONTINUE 
DO 19 L=1,M 
B(LL,L) = B(LL,L)-B(ICOL,L)+DUM 
19 CONTINUE 
ENDIF 
21 CONTINUE 
22 CONTINUE 
DO 2 4 L=N,1,-1 
IF (INDXR(L).NE.INDXC(L)) THEN 
DO 23 K=1,N 
DUM = A(K,INDXR(L)) 
A(K,INDXR(L)) = A(K,INDXC(L)) 
A(K,INDXC(L)) = DUM 
2 3 CONTINUE 
ENDIF 
2 4 CONTINUE 
RETURN 
END 
