ABSTRACT 3D-multi-level cell (MLC) NAND flash memory adopts 3D stack technology and stores two bits per cell, leading to improved storage capacities, but sacrificing data reliability. Low-density parity-check (LDPC) codes showing strong error correction capability benefit from their soft decision decoding, which is widely exploited to guarantee data reliability. Nevertheless, adopting LDPC codes can introduce a concern about read performance, because their iterative soft-decision decoding requires LogLikelihood Ratio (LLR) information, called soft decision information, by applying multi-sensing voltages. This process of obtaining LLR information leads to high sensing and transferring latencies, lowering down 3D-MLC read performance. In particular, when raw bit error rates (RBER) are much higher due to the long retention periods and program/erase (P/E) cycles, this problem becomes more serious. In this paper, we propose a RBER-aware multi-sensing scheme for reducing sensing and transferring latencies, and thus improving read performance. This proposed scheme exploits the variations of RBER in flash pages with the increase of retention time and P/E cycles to dynamically apply sensing voltages. Simulation results show that this scheme significantly decreases the number of required sensing voltages while maintaining LDPC error correction capability, enhancing 3D-MLC read performance.
I. INTRODUCTION
NAND flash memory, current a popular nonvolatile memory, has high storage capacity benefiting from multi-bit stored in per cell and three-dimensional stack structure [1] , [2] . However, data reliability becomes a problem due to high raw bit error rates (RBER) from retention (RT) errors and program/erase (P/E) cycles [3] . As P/E cycles and retention time increase, the oxide layer of storage cells is gradually worn out so that electrons are much easier to leak, leading to overlapping on threshold voltage distributions with high percentages. Therefore, bit errors become much higher when data is read from the cells. To reduce bit errors and, hence, ensuring data reliability, error correction codes (ECC), one of the most effective means, are extensively adopted in NAND flash-based storage systems [4] - [6] . ECCs with strong error capability are well received in 3D NAND flash memories. Low-density parity-check (LDPC) codes [7] - [9] become more prevalent because their soft decision decoding introduces remarkable error correction performance. Nevertheless, using LDPC codes leads to a concern about read performance [10] , [11] . LDPC soft decision decoding is launched by inputting the initial soft decision information (i.e., the log-likelihood ratio (LLR) information) when RBER is much higher. In terms of NAND flash-based storage systems, one needs to apply multi-sensing voltages in the overlapping region of two adjacent threshold voltage distributions to obtain more accurate LLR information. High precision LLR information can improve decoding performance and reduce decoding latency. However, more accurate LLR information requires to apply more sensing voltages, resulting in higher sensing and transferring latencies [12] , [13] . The read performance of flash is directly affected by the numbers of applying sensing voltages. Especially, when retention and P/E cycles-induced RBER is much higher, applied sensing voltages increase, causing higher read latency and therefore significantly cutting down 3D-MLC read performance.
It has been found [14] , [15] that various error patterns exist in 3D floating gate (FG) MLC NAND flash memory, including value dependency of program disturb errors, value dependency of retention errors, and changes of RBER related with retention periods and P/E cycles different from planar flash. In this paper, based on these error patterns, we develop a scheme, called RBER aware multi-sensing, to reduce sensing and transferring latencies when implementing LDPC soft decision decoding operations. This proposed scheme exploits the effects of program disturb errors, retention errors, and P/E cycles on RBER of lower and upper pages to dynamically apply the sensing voltages for minimizing the number of using voltages, while retaining LDPC error correction capability. Simulation results show that 3D-MLC read performance is significantly improved due to decreased sensing and transferring latencies.
The main contributions of this paper are as follows.
• We show that upper and lower pages require to apply different numbers of sensing voltages for correcting decoding due to different margins of storage state distributions-induced unbalanced RBER when 3D-MLC suffers from program disturb, retention, and P/E cycles.
• By leveraging error patterns of 3D FG MLC NAND flash memory, we propose the RBER aware multisensing scheme for enhancing sensing and transferringeffected read performance. During decoding, this proposed scheme considers the effects of program disturb, retention, and P/E cycles-induced RBER on sensing voltages.
• To assess 3D-MLC read performance, we first do a numerical analysis based on the constructed read latency model, then exploit real workloads to evaluate the effects of the scheme on the system performance. Simulation results show that 3D-MLC read performance is significantly improved, verifying the effectiveness of the scheme. The remainder of this paper is arranged as follows: Related backgrounds about 3D-MLC NAND flash and LDPC codes are introduced in Section II. The 3D-MLC read latency model is established in Section III. The proposed scheme is presented in Section IV. Section V gives the simulation methodology and analyzes results. Section VI introduces the related work and Section VII draws conclusions.
II. BACKGROUND
In this section, we introduce some related background about 3D-MLC NAND flash memory, including basic block structure, noise-induced bit errors. We also describe LDPC basic operations to clearly understand its working principle, involving how to gain initial LLR and min-sum decoding. 
A. BASIC BLOCK STRUCTURE OF 3D-MLC NAND FLASH
3D-MLC NAND flash memory blocks are a threedimensional stack structure, which include several storage tiers, as shown in Fig. 1 . Each tier contains a certain number of word lines (WL) that consist of a large number of storage cells. There are two types of pages in each WL, lower and upper pages. Lower pages (LP) are constituted by collecting all left bits called least significant bits (LSB) from two bits in each cell. Similarly, upper pages (UP) are formed by collecting all right bits called most significant bits (MSB) [3] . The bit string in the same tier consists of the bit lines (BL). Source selective lines (SSL) and drain selective lines (DSL) control basic operations of 3D-MLC by applying voltages, such as read, program, and erase.
B. NOISE-INDUCED BIT ERRORS
Although the 3D-MLC NAND flash with high storage capacity benefits from adopting tier architecture and storing multibit per cell, data reliability and lifetime are significantly affected. The reason is that bit errors in 3D-MLC cells are induced by various noises, such as program disturb between storage tiers, program disturb of inner storage tiers, retention, and P/E cycles. 3D-MLC NAND flash memory stores two bits per cell with four storage states, as shown in Fig. 2 . Here, 11 represents erased states without injected electrons. 10, 00, and 01 denote programmed states. The number of electrons in these states is increasing from low to high. The margins between adjacent states are different in 3D FG MLC NAND flash memory. The larger margin about 1v is between state 11 and state 10 and between state 00 and state 01. Conversely, the smaller margin about 0.6v is between state 10 and state 00. Therefore, there are different percentages of state shifts when experiencing retention errors. The percentage of state 00 shifting to state 10 is 53.4% due to the narrower margin between such two states, leading to higher bit errors in lower pages. The percentages of state 10 shifting to state 00 and state 10 shifting to state 11 are only 24.4% and 20.8%, respectively due to the larger margin between these two states [15] . The unbalanced state shift percentages lead to different bit errors in lower and upper pages when experiencing retention errors and P/E cycles. Moreover, program disturb happens between tiers and inner tiers, leading to threshold voltages shift to the right due to additional electrons into 3D-MLC cells under the effects of parasitic capacitance coupling.
C. LDPC CODES IN 3D-MLC NAND FLASH
In this section, we present how to use LDPC codes in 3D-MLC NAND flash memory, including calculating LLR information, decoding process with min-sum (MS) algorithms [5] , [17] .
1) LLR INFORMATION CALCULATION
LDPC codes show strong error correction capability benefiting from its soft decision decoding. Such decoding needs to gain the LLR information called soft decision information that represents the correct probability of bit 1 or 0. Obtaining the LLR information is an important step in using multisensing voltages. The LLR information is calculated through the following formulas [4] .
where V thr denotes the detected cell threshold voltage. P represents the probability density function (PDF). Specifically, for 3D-MLC NAND flash memory, the LLR information of LSB and MSB can be calculated by the formulas (2) and (3) [11] .
where v l1 , v l2 , v m1 , and v m2 represent the sensing voltages applied to the lower and upper pages.
2) MS DECODING
The min-sum decoding [17] , [18] , based on the belief propagation algorithm, is the soft decision decoding. This procedure is divided into three steps: check node updates, variable node updates, and soft-to-hard decoding decisions, to iteratively update the initial LLR information. After experiencing each update, the LLR information becomes more accurate to close the correct codeword information. For example, assuming that the
. . , L 9 , a group of real values to denote the probability of bit 1 or 0. By exploiting the following formulas [10] , [11] to update this group LLR information, in the first step, check nodes connected by each variable node are updated via the formula (4).
where l is the iteration number. P(i)\j is all check nodes connected by adjacent check nodes excluding the j th variable node. In the second step, variable nodes connected by each check node are updated via the formula (5) .
where LLR j is the initial LLR information of the j th variable node. Q(j)\i is all variable nodes connected by adjacent check nodes excluding the i th check node. In the last step, the updated LLR information is decided via the formula (6) to change the soft information into the binary bits.
where Q(j) is all check nodes connected by the adjacent j th variable node. The updated LLR information is assumed as
When one of two conditions is satisfied,
with the maximum iteration, the decoding process is terminated. Otherwise, we continue implementing the decoding operations.
III. BIT ERRORS AND READ LATENCY MODELS OF 3D-MLC NAND FLASH
In this section, we study the bit error probability and asymmetric sensing voltages of upper and lower pages, and establish the read latency model to evaluate read performance of 3D-MLC NAND flash memory. 
A. BIT ERROR PROBABILITY
We study bit error probabilities between the upper and lower pages based on the threshold voltage distributions after experiencing program disturb, retention, and P/E cycles. As shown in Fig. 3 , V msb1 and V msb2 are the hard sensing voltages applied to the upper pages. V lsb and V l are the hard and soft sensing voltages, respectively, applied to the lower pages. V m1 and V m2 are the soft sensing voltages applied to upper pages. One needs to apply two hard sensing voltages to read bit data of upper pages. Only one hard sensing voltage is required to read bit data of lower pages. When exploiting hard sensing voltages V msb1 and V msb2 to read bit data of upper pages, the bit error probability of 1 → 0 and 0 → 1 can be expressed through models (7) and (8) . When using V lsb to read data bit of lower pages, the bit error probability can be expressed through models (9) and (10), where µ 11 , σ 11 , µ 10 , σ 10 , µ 00 , σ 00 , and µ 01 , σ 00 are the means and standard deviations of state 11, state 10, state 00, and state 01 distributions, respectively. V min and V max represent the minimum and maximum threshold voltages of the state 11 and 01 distributions. These models of bit error probability are constructed by using the methods of partition summation and approximation. Here n is equal to the number of partitioned voltage intervals. is equal to the length of the divided voltage interval,
, and v 3 = V lsb −V msb1 n . Similarly, when using soft sensing voltages to read bit data of upper and lower pages, the bit error probability models are also established and the initial LLR information is also approximately calculated.
For the formulas (7), (8), (9), and (10),
)(s i ∈ {11, 10, 00, 01})
For the formulas (7),
where s i ∈ {10, 00} and l ∈ {1, 2}, (8),
where s i ∈ {11, 01} and α
For the formulas (9),
where s i ∈ {00, 01} and k ∈ {1, 3} .
For the formulas (10),
where s i ∈ {11, 10} and k ∈ {1, 3}
where
For the formula (7), when MSB is read, the hard sensing voltages V msb1 and V msb2 are applied between state 11 and 10 and between state 00 and 01. When V msb1 is applied, if the detected threshold voltage is less than V msb1 , the bit is read as 1 with high probability. However, the threshold voltage may fall into the range of the state 10 distribution. Once this happens, the bit 1 is misread as 0. This probability can be calculated as the first part of the formula (7). When V msb2 is applied, if the detected threshold voltage is greater than V msb2 , the bit is read as 1 with high probability. Nevertheless, the threshold voltage may fall into the range of the state 01 distribution. Once this happens, the bit 1 is also misread as 0. This probability can be calculated as the second part of the formula (7). Similarly, formulas (8) , (9), and (10) can also be explained in the same way.
B. ASYMMETRIC SENSING VOLTAGES
Intuitively, there are different sensing voltages needed to detect the bit data of upper and lower pages because different numbers of threshold voltage window shifts result in different bit errors. For example, the threshold voltage window shifts happen between state 11 and state 10, state 00 and state 01, leading to bit errors in upper pages. The threshold voltage window shift appears between state 10 and state 00, resulting in bit errors in lower pages. There are more sensing voltages applied to upper pages to distinguish the bit value. However, as explained above, there are more prone to threshold voltage window shifts between state 10 and state 00 due to smaller margins when retention periods are long in 3D-MLC NAND flash memory. This can induce more bit errors in lower pages so that it may need more soft sensing voltages to obtain more accurate LLR information for fleetly correcting decoding.
C. ESTABLISHMENT OF READ LATENCY MODELS
In the process of flash read, the latency mainly includes three parts, i.e., flash sensing, data transferring, and LDPC decoding. In the flash sensing phase, data is read from flash medium to the page register. In the data transferring phase, data is transferred from the page register to the LDPC decoder. In the LDPC decoding phase, bit errors are corrected by the LDPC decoder. There are different sensing voltages to implement flash sensing operations. The more flash sensing operations are, the longer sensing and transferring latencies will be. Moreover, there are different iterations to implement the LDPC decoding operations. Based on this analysis, we establish a read latency model of 3D NAND flash memory, shown in (11) and (12), for better evaluating the read performance of upper and lower pages. Other parameters have the same definition for lower pages. After using the proposed scheme, the reduced latency model can be expressed as (13) and (14) . 
IV. RBER-AWARE MULTI-SENSING
In this section, we present the proposed scheme, RBER-aware multi-sensing. We dynamically apply sensing voltages based on RBER induced by program disturb, retention, and P/E cycles for meeting the needs of reliability at different stages of 3D-MLC NAND flash memory. The scheme is capable of reducing the use of redundancy sensing voltages when implementing soft decision decoding to guarantee data reliability, leading to the number of decreased sensing voltages. The read performance is significantly improved by reducing read and transferring latencies. First, there are different margins between four state distributions of 3D MLC NAND flash, as given in reference [15] . Second, state 00 shifting to state 10 can lead to bit errors in lower pages. State 10 shifting to state 11 and state 01 shifting to state 00 can cause bit errors in upper pages. However, when experiencing the same P/E cycles and retention periods, the error percentages are much higher for the lower pages due to smaller margins (i.e., 0.6v). Conversely, the error percentages are much lower for the upper pages due to larger margins (i.e., 1v). The larger margins can generate stronger resistance to noise interference (i.e., it can tolerate more P/E cycles and longer retention periods). Therefore, for the same P/E cycles and retention periods, there are different RBERs in lower and upper pages. When implementing the LDPC decoding operations to correct bit errors in lower and upper pages, different numbers of sensing voltages with different intervals are needed. We dynamically apply the sensing voltages according to the threshold voltage shift characteristics, as shown in Figure 4 . Although the variation of RBER with P/E cycles is quite different for different NAND flash chips, each sensing voltage can tolerate a determined RBER range. Once the RBER is beyond the range, the additional sensing voltage has to be used. In terms of different NAND flash chips, the RBER induced by retention and P/E cycles always changes from low to high. Different numbers of sensing voltages used can obtain different error correction capabilities for LDPC decoding. Fig. 4 gives the scheme for different sensing voltages applied on lower and upper pages at different P/E cycles and retention time. Specifically, there are relatively low RBER at the early stage of P/E cycles in retention 1 day. The program disturb, making cell threshold voltages shift to the right, is considered as the main effect factor of causing RBER. Besides, as explained above, the RBER of lower and upper pages is different due to different margins of cell threshold voltages. There are different sensing voltages needed to implement hard and soft decision decoding. In this scheme, as shown in Fig. 4 (a) , the hard decision decoding to correct errors in lower pages is triggered by using 1 sensing voltage VOLUME 6, 2018 when P/E cycles are less than 2000. Once the P/E cycles are greater than 2000, the number of sensing voltages is increased to perform soft decision decoding according to the threshold voltage drift. Moreover, the sensing voltage interval is much larger due to a small amount of voltage drift in short retention time. It does not need more accurate LLR information to trigger soft decision decoding. As retention time increases, more charges leak from the cells, and this interval can be properly narrowed to adapt the variation and obtain more accurate LLR information for increasing error correction capability. For upper pages, the hard decision decoding with 2 sensing voltages can correct errors to ensure the reliability when P/E cycles are less than 4000 due to low RBER.
In retention 1 week, the RBER is relatively high so that the hard decision decoding for lower pages is used when P/E cycles are less than 500. The soft decision decoding is still exploited to guarantee the reliability. According to voltage drift to the right induced by retention, the extra sensing voltage is applied to the left of the first voltage and the interval is narrowed, compared with retention 1 day. For upper pages, the hard decision decoding only tolerates the P/E cycles to 1500. When P/E cycles are beyond 1500, utilizing 3 sensing voltages triggers the soft decision decoding. The extra sensing voltage is applied to the left of V lsb2 . Although there are the same margins between state 11 and state 10, state 00 and state 01, different voltage drift speeds lead to different drift ranges, i.e., larger drift range between state 00 and state 01. The applied sensing voltage range of upper pages is greater than that of lower pages. This is because larger margin can tolerate stronger noise disturb, leading to low bit errors. Thus, the soft decision decoding does not require more accurate LLR information.
In retention 1 month, the RBER is much higher than that of retention 1 day or 1 week. The hard decision decoding can not correct bit errors in lower pages. The soft decision decoding is needed to ensure data reliability. However, the soft decision decoding when using 2 sensing voltages only tolerates the P/E cycles to 2500. For upper pages, the hard decision decoding can maintain the P/E cycles to 1500. The soft decision decoding with 3 sensing voltages is leveraged, but fails to correct errors when P/E cycles are greater than 1500 and less than 3000. Therefore, using 4 sensing voltages triggers the soft decision decoding when P/E cycles are greater than 3000 and less than 4000. One extra sensing voltage is applied to the left of V lsb1 and the interval is relatively large due to much slower voltage drift speed of state 10 compared with state 01.
In retention 1 year and 5 years, due to much higher RBER, we only consider the P/E cycles with less than 1500, the soft decision decoding for lower and upper pages with 2 and 3 sensing voltages can keep the P/E cycles to 1500 in retention 1 year. The hard decision decoding for upper pages only retains the P/E cycles to 500. For retention 5 years, the soft decision decoding for lower and upper pages with 2 and 3 sensing voltages can maintain the P/E cycles to 500 and 1000, respectively. The scheme of RBER-aware multi-sensing that dynamically applies the sensing voltages to trigger hard and soft decision decoding is verified by performing computer simulations described in Section V. B. The applied methods of sensing voltages also come from the computer simulation results.
V. SIMULATION AND RESULTS
In this section, we first introduce the simulation methodology, including the simulation setup and parameters, and then give the results and analysis.
A. SIMULATION METHODOLOGY
In this simulation experiment, we first use the Matlab platform to perform a numerical analysis of the scheme. The parity-check matrix is constructed. Randomly generated bit sequences are encoded by LDPC codes to produce redundancy bits for correcting errors. The generated codewords are mapped into the gray code and sent to the AWGN channel with approximate flash memory channel [20] . The maximum decoding iterations are set as 50 [11] . The BF and NMS algorithms are considered as the hard and soft decoding algorithms, respectively. In the simulation process we consider the retention model [21] , [22] that is given as follows: (15) where µ t and σ 2 t are the mean and variance. α = K cons1 * (V programmed −V erased ) * ln(1 + t/t 0 ), K cons1 = 0.333, K cons2 = 4 × 10 −4 , K cons3 = 2 × 10 −6 , V programmed and V erased represent the threshold voltages of program and erasure states, respectively. t and t 0 denote the retention and initial time, respectively. The means and standard deviations of states 11, 10, 00, and 01 are set as −1.2v, 0.28v, 0.85v, 0.1v, 2.15v, 0.1v, 3.85v, and 0.1v respectively. The maximum threshold voltage denoted as V max is set as −0.5v, 1.2v, 2.5v, and 4.2v for distributions of state 11, 10, 00, and 01. Similarly, the minimum threshold voltage represented as V min is set as −1.9v, 0.5v, 1.8v, and 3.5v. Sensing voltages of lower pages are set as 1.2v, 1.3v, 1.4v, 1.5v, and 1.7v. P/E cycles are changed from 500 to 4000. Retention periods are increased from 1 day, 1 week, 1 month, 1 year to 5 years for keeping consistency with the 3D-MLC characteristics introduced in [15] . Sensing voltages of upper pages are set as −0.5v, 0v, 2.3v, 2.5v, and 3.0v. Therefore, the margins between state 11 and 10, and also between state 10 and 00 are 1v and 0.6v, respectively. For assessing the read performance of 3D-MLC NAND flash memory, we set the latency cost by each decoding iteration as 0.5µs [9] . The sensing latency is set as 50µs. The transfer latency is set as 20µs [21] , [23] . To further evaluate the system performance, we exploit the Disksim simulator [24] with the SSD module, which is widely used [9] , [12] , [13] , [23] to evaluate NAND flashbased storage system performance, in order to conduct the simulation experiment by collecting real traces with different read ratios. In the system simulation, we configure the SSD with eight channels. Each channel has eight planes. Each plane has 2048 blocks. Each block has 256 pages. Each page size is 4KB.
B. RESULTS AND ANALYSIS
In this section, we first simulate RBER of upper and lower pages under different P/E cycles and retention periods. Fig. 5(a) shows the increasing trend with P/E cycles when the retention period is 1 day. There is a greater RBER difference between lower and upper pages, a higher percentage in lower pages, but less than 1.0 × 10 −3 . The variation of average RBER simulated in this experiment is close to the trend described in reference [15] . Fig. 5 (b) and 5 (c) show the RBER variations under retention 1 week and 1 month, respectively. Regardless of lower or upper pages, it rapidly increases with P/E cycles and retention periods as main effect factors. For the retention 1 year and 5 years, we only simulate the RBER of lower and upper pages when P/E cycles are changed from 500 to 1500. This is because it has become extremely high and even approximately reached 10 −1 after 1500 P/E cycles. The difference becomes much narrower with the increases of P/E cycles and retention periods. Different margins between state distributions lead to different bit errors in lower and upper pages. There are more prone to bit errors in lower pages induced by the state shift from 10 to 00 since the smaller margin between such two state distributions has a weak resistance to noise interferences. Once the distribution boundary crosses the read reference voltage, it will happen to bit errors. Conversely, there are larger margins between state 11 and state 10, state 00 and state 01, resulting in a relatively strong resistance to noise interferences. However, such resistance also becomes weak with the increase of retention periods, narrowing the gap.
We will study the effects of the proposed scheme on LDPC decoding iterations for the lower and upper pages of 3D-MLC when retention periods and P/E cycles are changed. Fig. 6(a) shows the change trend of decoding iterations with P/E cycles in retention 1 day. For lower pages, when using 1 sensing voltage to implement hard decision decoding, iterations increase with P/E cycles such that bit errors cannot be corrected due to limited error correction capability of BF algorithms. For reducing bit errors and, hence, ensuring data reliability, soft decision decoding is leveraged by increasing the number of sensing voltages. Conventionally, the soft sensing voltages are applied at the left and right around the hard decision voltage, causing the use of unnecessary sensing voltages. We can rely on the bit error characteristics induced by retention and P/E cycles to apply the sensing voltage. As shown in Fig. 6(a) , by using 2 sensing voltages, the decoding iterations of lower pages are low and very close to decoding iterations when applying 3 sensing voltages. For upper pages, only exploiting hard decision decoding via 2 sensing voltages can correct bit errors due to low RBER in the range of error correction capability, resulting in low iterations.
Moreover, we count decoding iterations in retention 1 week when using different sensing voltages. Simulation results in Fig. 6 (b) show that the iterations of hard decision decoding with 1 sensing voltage for lower pages are high when P/E cycles are greater than 1000. The decoding iterations with using 2 sensing voltages for lower pages are slightly higher than when using 3 sensing voltages. However, the number of sensing voltages is reduced. For upper pages, the iterations of hard decision decoding with 2 sensing voltages are high when P/E cycles are greater than 2000. The decoding iterations with 4 sensing voltages are lower, compared with the decoding iterations with 3 sensing voltages because more sensing voltages make the LLR information more accurate, leading to strong error correction capability. However, this situation also causes higher read and transferring latencies.
We also study the variation trend of decoding iterations with the increase of P/E cycles in retention 1 month when exploiting different sensing voltages, as shown in Fig. 6(c) . For lower pages, when using 1 sensing voltage to perform hard decision decoding, the iterations approximately approach the set maximum value. Therefore, this figure only shows the soft decision decoding results of lower pages. The decoding iterations with 2 sensing voltages and 3 sensing voltages are close. When P/E cycles are greater than 2500, the decoding iterations are high and reach to the maximum value because the much higher RBER is beyond the current error correction capability of soft decision decoding. For upper pages, the decoding iterations are high and get to the set maximum value at the P/E cycles of 1500. The proposed scheme, using 3 sensing voltages, leads to similar decoding iterations with 4 sensing voltages when P/E cycles are less than 3000. Unfortunately, the scheme can not correct bit errors and has high decoding iterations due to high RBER. Nevertheless, the bit errors can still be corrected by using 4 sensing voltages, introducing low iterations.
Moreover, we further investigate the impacts of different sensing voltages on decoding iterations at the P/E cycles increased from 500 to 1500 when retention periods are extended to 1 year and 5 years. As shown in Fig. 6 (d) , for lower pages with retention 1 year, the decoding iterations are less than 10 after applying 3 and 4 sensing voltages. By leveraging 3 and 4 sensing voltages, the decoding iterations are also less than 10 for upper pages. Yet, the reliability is only ensured at the P/E cycle of 500 through 2 sensing voltages to perform hard decision decoding. High decoding iterations appear at the P/E cycle of 1000. For lower pages with retention 5 years, the soft decision decoding with 2 and 3 sensing voltages can only keep the low iterations at the P/E cycle of 500. The decoding iterations sharply increase with the P/E cycles, approaching the maximum value of 50. High RBER induced by retention and P/E cycles causes high decoding iterations and reliability reduction as well as suboptimal read performance.
Finally, we evaluate the read performance by calculating the reduced read latency ratio based on models (13) and (14). Fig. 7 (a) and Fig. 7 (b) show the reduced read latency ratio of lower and upper pages with the increase of P/E cycles in different retention periods. In this evaluation, we consider the read latency decreased by exploiting soft decision decoding. For lower pages with retention 1 day, the soft decision decoding is leveraged at the P/E cycle of 2500 due to high decoding iterations caused by hard decision decoding. Therefore, the read latency ratio reduced to 33% is computed from the P/E cycle of 2500 to 4000, as shown in Fig. 7 (a) . Similarly, in retention 1 week, the soft decision decoding is launched from the beginning of 500. The reduced read latency ratio shows a declining trend with P/E cycles, from 33% to 30%. This is because P/E cycles and retention-induced high RBER increases the decoding iterations when using 2 sensing voltages, compared with the decoding iterations when using 3 sensing voltages.
In retention 1 month, at the beginning of P/E cycles, the hard decision decoding fails to correct bit errors. The soft decision decoding with 2 sensing voltages is activated to reduce errors, but fails to correct errors at the P/E cycle of 3000, leading to the read latency ratio declining to 23.9%. Due to high RBER, in retention 1 year and 5 years, the proposed scheme can only maintain the reduced read latency ratio to 31% and 25%, respectively. Fig. 7 (b) shows the variation trend of reduced read latency ratio of upper pages with P/E cycles and retention periods. In retention 1 day, the hard decision decoding is capable to correct bit errors, and there is no need to leverage soft decision decoding. Therefore, this figure only shows the reduced read latency ratio in retention 1 week, 1 month, 1 year, and 5 years. The proposed scheme only leverages the soft decision decoding at the P/E cycle of 2000 in retention 1 week. The read latency is decreased to 24%. In retention 1 month, the soft decision decoding is activated at the P/E cycle of 1500 by using 3 sensing voltages, but fails to correct bit errors from the start of 3000. Therefore, the proposed scheme applies 4 sensing voltages to perform soft decision decoding. The read latency is reduced from approximately 25% to 23%. Similarly, in retention 1 year, the read latency ratio is decreased from 24% to 23.8%. In retention 5 years, the read latency ratio is reduced from 24% to 13%. Different P/E cycles and retention periods can result in different RBERs of lower and upper pages such that different sensing voltages are required to implement soft decision decoding for correcting more bit errors, further inducing different read latencies of 3D-MLC NAND flash memory.
Furthermore, to assess the effects of the scheme on the system performance, we conduct a real workload based simulation experiment. In this simulation, we select the retention period 1 week as an example to study the system response latency for different traces under different P/E cycles. We count the system response latency reduction ratios of lower and upper pages, as shown in Fig. 8 (a) and Fig. 8 (b) , respectively. The selected traces have different read ratios, and the SYN represents the synthetic trace. The AVR denotes the average system response reduction ratio of six different traces. Simulation results show that there are different system response latency reduction ratios for workloads with different read ratios. For example, for SRC with 97.86% read ratio, the system response latency is reduced by up to 35.5% and 25.5% for lower pages and upper pages, respectively. For TS with 17.58% read ratio, the system response latency is approximately decreased by 15.0% and 10.5%, respectively. The average response latency is approximately reduced by 25.5% and 20.4%, respectively. For workloads with high read ratio, when high RBER is beyond the error correction capability of hard decision decoding, LDPC soft decision decoding is frequently invoked, introducing high sensing and transferring latencies. After exploiting the proposed scheme, the reduced system response latency is more obvious. As mentioned above, for the same P/E cycles and retention periods, there are higher RBER for the lower pages due to the narrower margins between threshold voltage distributions of state 10 and 00. The soft decision decoding is activated by using multi-sensing voltages when the P/E cycle is 1000 and retention time is 1 week. The reason is the bit errors exceed the error correction capability of hard decision decoding. Therefore, we count the system response latency when P/E cycles are increased from 1000 to 4000. Similarly, for the upper pages, there are lower RBER, the hard decision decoding can maintain the error correction capability when the P/E cycles are less than 2000. Once the P/E cycles are increased to 2000, the soft decision decoding is launched to reduce bit errors. Thus, we count the system response latency for upper pages from the beginning of 2000. The system response latency shows a steady change trend with the increase of P/E cycles since the applied numbers of sensing voltages can satisfy the reliability requirements in the variation range of P/E cycles. There are different system response latencies for lower and upper pages because different changes of RBER require different sensing voltages to obtain LLR information for implementing soft decision decoding.
C. DISCUSSION
In this paper, we focus on describing the proposed method and applying it to 3D FG MLC NAND flash. When performing LDPC soft decision decoding, different accuracy of soft decision information for lower and upper pages is obtained by applying multi-sensing voltages with different intervals according to different state shift percentages. Our proposed method can also be applied to 3D TLC and QLC for minimizing the use of sensing voltages, because their state transfer percentages are also different when experiencing retention and P/E cycles. Besides, the proposed method can also be used by combining other LDPC soft decision decoding algorithms, such as Layered Normalized Min-Sum [25] and Offset Min-Sum algorithms [26] among others. Since these algorithms are applied in NAND flash-based storage systems, they can also be used to obtain the LLR information for activating the soft decision process.
VI. RELATED WORK
There are many results proposed to study flash error characteristics and LDPC codes. Xiong et al. [14] , [15] studied various error patterns of 3D-MLC NAND flash memory on a real FPGA platform, including the effects of program disturb, retention, and P/E cycles on RBER. Cai et al. [16] investigated various error characteristics of planar MLC NAND flash on a real FPGA hardware platform, such as retention, read interference, and program interference errors. By collecting large amounts of data from the Facebook data center, Meza et al. [27] conducted a large-scale study on flash failure characteristics. Tseng [28] et al. studied the flash error characteristics under the condition of power loss. Zhang et al. [29] tested the flash failure modes on an FPGA testing platform. Schroeder et al. [30] studied flash reliability characteristics by collecting the data from Google data centers. Cai et al. [52] investigated flash errors by collecting real experimental data, and developed corresponding recovery techniques to guarantee data reliability.
There are also some previous studies of the read performance of LDPC-based NAND flash memory. Zhao et al. [18] developed two schemes that are based on flash cell errors and can improve LDPC decoding throughput. Based on retention errors of MLC NAND flash, To improve read performance of solid state drives, Du et al. [21] developed a latency aware LDPC which is dependent on read level characteristics along with retention. Zhao et al. [23] proposed three effective schemes, relying on error characteristics of planar MLC flash, to improve read performance. Qiao et al. [31] developed a joint decoding scheme for improving LDPC decoding performance. Li et al. [32] proposed effective schemes to improve flash read performance by implementing different write and read strategies based on workload characteristics. Zhang [48] proposed a retention error-aware LDPC scheme to improve MLC read performance by reducing decoding latency. By exploiting channel characteristics of MLC flash memory, Ouyang et al. [51] proposed a non-uniform quantization method for the RBI-MSD algorithm of LDPC codes. Li et al. [12] proposed a smart soft sensing level placement scheme that is based on state shift characteristics of MLC cells. In [12, Fig. 3 ], the authors exploit the error characteristics of planar MLC NAND flash, i.e., the error percentages of state S3 shift to S2 are much higher. Thus, more sensing voltages are applied between state S3 shift to S2, and without considering the effects of using sensing voltages with different intervals on LLR information precision. The sensing voltages with the same intervals are applied. Moreover, from the results of reference [14] , [15] , for the 3D MLC NAND flash, it is unnecessary to apply more sensing voltages between state 00 and state 01. This is because it decreases the error percentages induced by such two-state shifts. According to the RBER differences between the LSB and MSB pages, Zhang et al. [11] exploited the decoding results of the LSB pages with retention error characteristics for optimizing the soft decision information of decoding the MSB pages. The soft decision information of LSB pages does not change. The optimized soft decision information can improve error correction performance and, hence, reduce decoding latency. The work focuses on optimizing the LDPC soft decision error correction performance from the viewpoint of decoding algorithms. LDPC codes with excellent error correction performance are also used in emerging nonvolatile memory (NVM) technologies [50] , communication systems [54] , [55] , and magnetic recording systems [53] , [57] . In this paper, we focus on optimizing the method of obtaining the LLR information with different precision. Obtaining LLR information is the preprocessing of activating the LDPC soft decision decoding. Based on studying the error patterns of 3D-MLC [14] , [15] , we investigate the effects of RBER induced by program disturb, retention, and P/E cycles on LDPC codes. According to the variations of RBER in different retention periods and P/E cycles, we propose RBER-aware multisensing by dynamically adjusting the sensing voltage with different intervals to obtain LLR information with different precisions. This scheme can reduce the use of unnecessary sensing voltages when triggering the soft decision decoding at high RBER, while maintaining the LDPC error correction performance.
VII. CONCLUSION
P/E cycles and retention have a great effect on RBER of 3D-MLC NAND flash memory, leading to reduced data reliability and lifetime. LDPC codes with excellent error correction performance are widely used in order to improve reliability and lifetime. However, exploiting LDPC codes causes a problem about read performance because soft decision decoding requires LLR information by implementing multi-sensing operations, inducing high read and transferring latencies. In this paper, we propose a RBER-aware multi-sensing scheme to improve 3D-MLC NAND flash read performance while keeping the error correction capability. We dynamically adjust the sensing voltages based on the variations of RBER to satisfy requirements of different using stages and decrease read latency. Simulation results show the developed scheme significantly improves the read performance by lowering the use of unnecessary sensing voltages. 
