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In 2018, the annual joint workshop of the Fraunhofer Institute of Optronics, Sys-
tem Technologies and Image Exploitation (IOSB) and the Vision and Fusion Labo-
ratory (IES) of the Institute for Anthropomatics, Karlsruhe Institute of Technology
(KIT) has again been hosted by the town of Triberg-Nussbach in Germany.
For a week from July, 29 to August, 3 the PhD students of the both institutions
delivered extended reports on the status of their research and participated in thor-
ough discussions on topics ranging from computer vision and optical metrology
to network security and neural networks. Most results and ideas presented at
the workshop are collected in this book in the form of detailed technical reports.
This volume provides a comprehensive and up-to-date overview of the research
program of the IES Laboratory and the Fraunhofer IOSB.
The editors thank Lars Sommer, Julius Krause, Florian Becker, and other organiz-
ers for their efforts resulting in a pleasant and inspiring atmosphere throughout
the week. We would also like to thank the doctoral students for writing and
reviewing the technical reports as well as for responding to the comments and the
suggestions of their colleagues.
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An Overview of Return-Path Ellipsometry
Chia-Wei Chen
Vision and Fusion Laboratory
Institute for Anthropomatics
Karlsruhe Institute of Technology (KIT), Germany
chia-wei.chen@kit.edu
Technical Report IES-2018-09
Ellipsometry is an optical method used for characterizing materials and thin
films. The principle is based on the polarization change at a sample due to the
reflection or transmission at boundaries. By the measurement of the amplitude
ratio Ψ and the phase difference Δ, the complex refractive index can be obtained.
Ellipsometers can be used in various industries, e.g., semiconductor, chemistry,
and display industry. The typical applications are quality control of film growth
and defect inspection. In the configuration of return-path ellipsometry (RPE), the
light beam is reflected twice from the sample. Thus, RPE has a higher sensitivity
to the optical properties of samples. Some configurations of RPE have high tilt
tolerance which is an important requirement for inline measurement. This report
gives an introduction to the principle of ellipsometry and an overview of four
different types of RPE.
1 Introduction
Ellipsometry is a widely used optical method for characterizing materials and
thin films. Ellipsometers measure polarization changes at a sample in reflection
or transmission configurations. This method can be applied to many different
applications, for example, semiconductor, chemistry, and display industry. The
Abstract
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advantages of ellipsometry are nondestructive measurement, high precision, and
inline measurement is possible.
There are many different types of ellipsometry, for example, rotating-analyzer,
phase-modulation, and return-path ellipsometry (RPE). In the configuration of
RPE, the light beam reflects on the surface of the sample and returns to the
same position by reflecting or retroreflecting optical elements. Compared to the
conventional ellipsometry, the main feature is that RPE has a higher sensitivity to
the optical properties of samples because of the double reflection from the sample.
Other merits are the setup is simple, it is easy to align the system, and only
one optical window is necessary for inline measurement. These merits increase
the feasibility for monitoring of film growth. In this paper, we will review and
compare four different types of RPE.
2 Principle of ellipsometry
Light is an electromagnetic wave which can be described by Maxwell’s equations.
The electric field E of a plane wave which travels along z axis can be expressed
as:
E(z, t) = E0 exp [i (ωt−Kz + δ)] ,
where E0 is the wave amplitude, K is the propagation number, t is the time
of the wave traveling, and ω is the angular frequency. We can decompose the
polarization state of the plane wave E by two fields Ex and Ey whose directions
are perpendicular to each other and parallel to the z axis. Then, the full form of a
plane wave can be expressed:
E(z, t) = Ex(z, t) +Ey(z, t)
= Ex0 exp [i (ωt−Kz + δ)]x+ Ey0 exp [i (ωt−Kz + δ)]y,
where x and y are unit vectors along x and y axes.
Ellipsometers can measure the complex refractive index which is defined as:
n̄ = n − ik, in which n is the real refractive index and k is the extinction
coefficient. Fig. 2.1 shows light refraction and reflection on a substrate. In this
section, only homogeneous and isotropic materials are discussed and the backside
reflection is not considered. The incident light is linear polarized, of which the
phase difference is 0 or 2π. After the reflection from the substrate, the reflected
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light becomes elliptically polarized. The Fresnel equations can be used to describe
the reflection and refraction of light at boundaries. The polarization change






In Eq. (2.1), tanΨ is the amplitude ratio for the p- and s-polarizations (|rp| / |rs|)
and ∆ is the phase difference (δrp − δrs). δrp and δrs are the phase changes after
reflection for the p- and s- polarizations, respectively. The angle of incidence θi
and the refractive index of ambient n̄i are usually known parameters. After the
determination of Ψ and ∆ by ellipsometers, the complex refractive index of the
substrate can be solved by Eq. (2.2) [AB99].





Figure 2.1: Reflection and refraction at a substrate, where n̄i, n̄t, θi, and θt are the refractive index
of the ambient, and the refractive index of substrate, the incident angle, and the refraction angle,
respectively.
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3 Configurations of return-path ellipsometers
In this section, four existing configurations of RPE are presented. The basic
principle and the main feature of these configurations will be introduced.
3.1 Plane mirror configuration
The simplest configuration of RPE was presented by O’Bryan [O’B36]. Fig. 3.1
shows a optical schematic of the plane mirror type of RPE. In his design, a Nicol
prism was used as a polarizer, and a plane mirror was used to reflect the light
back to the same posistion from the sample’s surface. Yamaguchi and Takahashi
[YT76b] modified the design of O’Bryan by replacing the Nicol prism with a
Babinet-Soleil compensator and a quarter waveplate. The modified setup can
measure samples at arbitrary angles without varying the incident angle. Azzam
[Azz77a] used a linear polarizer and a linear retarder to replace the Nicol prism.
This configuration can measure isotropic material at oblique angles of incidence
and anisotropic material at a normal angle of incidence. The main feature of the
plane mirror configuration is that the polarized optical components can be shared
for the light source and the detector. In other words, it can reduce the number of








Figure 3.1: Plane mirror type of RPE: NPBS is the non-polarized beamsplitter.
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3.2 Spherical mirror configuration
The plane mirror configuration, which is presented in section 3.1, is only suitable
for flat surfaces because of the law of reflection. The light can be reflected back to
the detector only when the plane mirror is perpendicular to the reflected ray. Slight
misalignments or curved surfaces might lead to significant experimental errors.
Haberland et al. [HHP+98] overcame the constraint by using a spherical mirror








Figure 3.2: Spherical mirror type of RPE.
In geometry optics, every ray which passes the center of curvature of the spherical
mirror is reflected back along the original path. Hence, the sample should be placed
in the geometry center of the mirror. This configuration can effectively reduce the
error from the angle deviation for sample rotation and sample wobbling, which
usually occur in manufacturing process, e.g, epitaxial film growth. However, non-
polarized beamsplitters usually have narrow wavelength range (e.g., 400-700 nm
or 700-1100 nm) and polarization distortion [LLL16]. These disadvantages are
not suitable for spectroscopic ellipsometry. Johs and He [JH11] modified the
design of Haberland et al. by replacing the non-polarized beamsplitter with two
right-angle prisms.The prisms have a wide wavelength range and no polarization
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distortion because the double reflection from the prisms cancels the change of the
polarization state. The main advantage of the spherical mirror configuration of
RPE is high angle tolerance while the sample is rotating or curved.
3.3 Glass hemisphere configuration
In the measurement of anisotropic material, the normal incident angle is important
for the characterization of substrate birefringence. Conventional ellipsometers
with two arms are difficult to measure samples at a normal incident angle due to
the mechanical constraint. Fu et al. [FGS+95] proposed a method to solve this







Figure 3.3: Glass hemisphere type of RPE.
A glass hemisphere is placed on the sample’s surface. Half of the convex surface
has aluminum coating to increase the reflectivity and the other half keeps trans-
parent. There is no refraction in the glass hemisphere because the incident ray is
perpendicular to the hemisphere all the time. Therefore, there is no polarization
distortion induced by the hemisphere. The function of the hemisphere is the same
as the function of the spherical mirror which was mentioned in section 3.2. The
hemisphere setup, which only uses one arm, can measure samples at oblique and
normal angles without obstruction and can measure samples in a transmission
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mode by using a transparent glass hemisphere on the top of the sample and another
glass hemisphere with aluminum coating under the sample. The combined shape
of two hemispheres and the sample should be a perfect sphere, which means the
thickness of the sample cannot be too thick. Using glass hemispheres can reduce
the size of the ellipsometer because every component is only on the same side.
3.4 Retroreflector configuration
In general, ellipsometry is a single point measurement technique and is not suitable
for large-area measurement because the alignment between the sample and the
system is very time-consuming. For large objects, usually only several points
would be measured which would cause sampling error. Hartrumpf and Negara
[HN17] developed a laser scanner with a retroreflector to overcome this limitation






Figure 3.4: Retroreflector type of RPE.
polarized laser beam and a polygon mirror is used for the line scanning. The
retroreflector can reflect the laser beam back to the detector with the same path and
preserve the polarization state during the retroreflection [Neg14]. The advantages
of the laser light source are high intensity, long coherent length, and long depth
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of focus with proper focusing lenses. Because of these features and high tilt
tolerance of the retroreflector, this method can be applied to curved surfaces, for
example, headlight lenses, car windows, and curved displays. On the other hand,
this configuration has high feasibility for inline measurement and large objects.
4 Discussion and Comparison
RPE has high sensitivity of optical properties of materials. Nevertheless, double
reflection from the sample and the non-polarized beamsplitter lose a large amount
of power of the light source. If a beamsplitter with a split ratio 50:50 (R:T) is used
in the RPE, the power of the light source decreases to 25% because the light ray
passes the beamsplitter twice. If an gold mirror (n̄Au = 0.184+3.431i [JC72]) is
measured at 70◦ with a wavelength 632.8 nm, the reflectance becomes 0.878 after
double reflection from the sample. The overall power drops to 21.9%. For the low
reflectivity material (e.g., N-BK7: n = 1.5151 at a wavelength 632.8 nm [Sch]), the
reflectance becomes 0.03 at 70◦ measurement angle and the overall power drops
to 0.8% . In order to compensate the power loss of the beamsplitter, the power of
light source for RPE is at least four times higher than the power of the light source
of conventional ellipsometers, and each surface of optical components should
have anti-reflective coating to reduce the reflection loss. Another issue for the non-
polarized beamsplitter is the polarization distortion. Although the beamsplitter
has non-polarized effect, the polarization state of the light will change a little bit,
when the light passes through the beamsplitter. Hence, the calibration for the
reflection and the transmission for the beamsplitter is necessary for high-accuracy
measurement. Johs and He [JH11] used two right-angle prisms to replace the
beamsplitter for the elimination of the polarization distortion, but the trade-off is
the positions of the first and the second reflection from the sample’s surface are
different. This modification of the beamsplitter is only suitable for surfaces with
small angle deviation.
Table 4.1 lists the four different configurations and summarizes their advantages
and disadvantages. The configurations of spherical mirror and retroreflector can
overcome the angle deviation during the manufacturing process or the angle devia-
tion of samples. The retroreflector setup has higher tilt angle tolerance compared to
the spherical mirror setup because the condition of tilt immunity for the spherical
mirror is only valid when the ray passes the center of the curvature of the spherical
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mirror. In other words, the alignment between the sample and the spherical mirror
is critical. However, the retroreflector has higher polarization distortion compared
to other configurations because the light beam is reflected once and refracted twice
in the retroreflector. In Fresnel’s equations, each reflection or refraction induces
the polarization distortion. In the configuration of the glass hemisphere ball, the
incident light beam is always perpendicular to the hemisphere ball for the phase
conservation. This constraint increases the difficulty of the system alignment.
Table 4.1: Comparison of four different types of RPE.
Plane mirror Spherical mirror Hemisphere ball Retroreflector
Tilt tolerance - medium - high
Polarization
distortion
low very low* low medium
Alignment normal hard hard easy
Scanning
measurement
- - - possible
* The configuration of Johs and He.
5 Summary
In this report, we have introduced the basic principle of ellipsometry and four
different configurations of RPE. Each configuration has its own advantages, disad-
vantages and suitable applications. Currently, most ellipsometers in the market
are single point measurement. Measurements in these arrangements are only pos-
sible for plane surfaces or near plane surfaces. For the measurement of full-field
surfaces, the measurement process is very time-consuming due to the difficulty
of the alignment. In the future, we plan to use the retroreflector to design a laser
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Authorities and security services have to deal with more and more data collected
during events and on public places. Two reasons for that are the rising number of
huge events, as well as the expanding coverage with CCTV cameras of areas within
cities. Even the number of ground crew teams, that are equipped with mobile
cameras, rises continuously. These examples show that modern surveillance
and location monitoring systems come with need of suited assistance systems,
which help the associated security workers to keep track of the situations. In
this report, we present a first idea how such a system using modern machine
learning algorithms could look like. Furthermore, a more detailed look on two
state-of-the-art methods for human pose estimation is given. These algorithms are
then investigated for their performance on the target domain of crowd surveillance
scenarios using a small dataset called CrowdPose.
1 Introduction
In the first part of this report, the topic of image-based anomaly detection within



























Figure 1.1: The number of cameras in the city of Mannheim will increase until 2020 up to 64 cameras
and even more will follow.
1.1 Motivation
With the rising number of CCTV cameras equipped with high-resolution1 image
sensors, the task of monitoring public areas gets more and more difficult. On the
one hand side, since most cameras are IP cameras, the data gathered produces
large amounts of network traffic and storage utilization. On the other hand side,
it is impossible for a single person to keep track of the situations within all
connected cameras. As an example, the city and police of Mannheim, Germany
decided to start a research project on the topic ”Intelligent Video Surveillance”. In
cooperation with the Fraunhofer-Institute for Optronics, System Technologies and
Image Exploitation the city center gets equipped with multiple cameras. The aim
of the project in Mannheim is to do research on methods for analysing behavior
of pedestrians and recognizing their activities. These methods should act as
an assisting technology to help the security staff to do their job. The diagram
displayed in Figure 1.1 shows how the number of cameras will develop within the
1 1280× 720 and higher
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Figure 1.2: Pictures of people can range from portraits with just a single person, up to whole crowds,
where the number of people shown is so high, that it is not possible anymore to detect single persons.
The green hatched area shows the target domain on which this and future work will focus.
years 2018 to 2020. Another example is the Cannstatter Volksfest, an annual three-
week beer festival in Stuttgart, Germany. In 2017 eleven surveillance cameras
where used to monitor most of the area. The next year the number was increased
by four cameras. Those examples show, that the number of cameras used at events
and within cities is growing. This is a challenge not only for the security staff that
has to keep an eye over all cameras, but also for the system itself, which has to
cope with the large amount of data.
1.2 Characterization of the target domain
Surveillance cameras are used in various and heterogeneous environments. These
are ranging from small shops, over hospitals and museums, up to large areas like
the festival ground in Stuttgart where the Cannstatter Wasen takes place. Such
scenarios differ in different ways, like e.g. in lighting conditions, privacy aspects
and the size of the area monitored. A consequence of the last mentioned point,
is the strongly varying size of single persons within the recorded video material.
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Whereas a surveillance camera installed in a small shop typically records persons
having a quite large size with recognizable facial features, a camera installed on
a festival ground just records people with a size of only a few pixels. Figure 1.2
illustrates this situation. Pictures and video material showing people can range
from single portrait pictures to images of dense crowds. Due to the strongly
varying size of a single person and the different amounts of dynamic occlusions,
developing a suited method is a challenging task. Therefore, it is necessary to
reduce the complexity of the initial domain, which is done by concentrating on
the typical views of static surveillance cameras, where some dozens of people
are present.
2 Related work
Anomaly detection is an important topic in various fields, like the analysis of
continuous and discrete time series [SGPE17], surveillance video streams [SCS18]
and medical imaging [TCSOM+09]. All approaches have in common that they
aim to develop a representation of some kind of default situation, which then is
compared to the current one in order to decide whether it is an abnormal or normal
situation. This is mostly done using machine learning algorithms, especially
unsupervised and semi-supervised ones. The methods in the field of anomaly
detection within the context of surveillance scenarios can be divided into three
main categories: reconstruction models, predictive modeling, and deep generative
models. [KTP18] These will be presented shortly in the following.
2.1 Reconstruction Models
This category of methods uses some intermediate representation generated from
the original data. Linear and non-linear methods like principal component analysis
(PCA) and Autoencoders (AE) are used to generate these representations from
appearance or motion, which model the normal behavior in surveillance videos.
Some representatives from this category are [XRY+15], which uses stacked
de-noising Autoencoders (SDAE) to generate a representation based on input
image and optical flow, [HCN+16], which uses Spatio-Temporal SDAEs on
multiple stacked frames to generate a representation, and [VPN+17], which use
Deep Belief Networks (DBN) for the generation of a representation. The latest
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publications are dominated by SDAEs, since they allow localization of anomalies
compared to classical PCA and AE. [KTP18]
2.2 Predictive Models
In contrast to reconstruction models, which have the goal to learn a generative
model that can reconstruct frames of a video, the goal of predictive models is
to predict the current frame as a function of its predecessors. Some methods
that can be counted to this category are LSTM-based methods like [WLG17] and
[TBWW17], combining AEs and LSTMs, or [WS02], which use Slow Feature
Analysis (SFA) that aims to extract slowly varying representations of rapidly
varying high dimensional input. [KTP18]
2.3 Deep Generative Models
The last category mainly consists of Variational Autoencoders (VAE) [AC15],
Generative Adversarial Networks (GAN) [DVR+18] and adversarially trained
AutoEncoders (AAE), which are used for the purpose of modeling the likelihood
of normal video samples in an end-to-end deep learning framework. Especially in
the context of image- and video-based anomaly detection, GANs are used. The
basic idea in anomaly detection is to be able to evaluate the density function of the
normal vectors in the training set containing no anomalies while for the test set a
negative loglikelihood score is evaluated, which serves as the final anomaly score.
The score corresponds to the test sample’s posterior probability of being generated
from the same generative model representing the training data points. GANs pro-
vide a generative model that minimizes the distance between the training data dis-
tribution and the generative model samples without explicitly defining a parametric
function, which is why it is called an implicit generative model. [KTP18]
3 Human Pose Estimation for Anomaly Detection
In Section 2 we gave an overview over existing work on anomaly detection.
However, many methods like [DVR+18] and [RDFS11] use global motion
context like dense optical flow for the analysis of video sequences. This is done
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Figure 3.1: Illustration of the conceptual idea for anomaly detection based on human pose estimation.
First, pose estimation is performed on the input material. The obtained key points are then tracked and
classified in order to detect anomalies.
3.1 OpenPose
OpenPose [CHS+18] is a framework for multi-person pose estimation. It is based
on the method presented in [CSWS17], which follows a multi-stage approach.
First, it generates so called Confidence Maps for the estimation of body key points.
These maps contain information about the distribution of particular key point
types within the input image. For each type of key point one Confidence Map is
computed, containing estimated locations for all key points of this type within the
image. Second, so called Part Affinity Fields (PAF) are generated. These are used
to detect anomalies implicitly, since it is hard to tell what an anomaly looks like,
beforehand. The first draft of our approach is displayed in Figure 3.1. Starting with
an input image or sequence of images, the workflow consists of three major parts:
the estimation of human body poses, the extraction of motion information based
on (sparse) optical flow methods, and in the end a classification of the motion
information. In this report, we focus on the first part shown in the schematics,
namely the estimation of human body poses. The remaining parts will be part of
future work.
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for the corresponding connections between key points and contain the information,
which key points might belong together, based on visible limbs or the human body.
The information obtained by computing PAFs is then used in a third and last step
to cluster and connect key points belonging to the same person. This is done using
the Hungarian Method [KY55]. Since the algorithm’s first step consists of trying
to detect all key points within an image, it can be counted as a bottom-up method.
The major benefits of bottom-down methods are their computational speed and
scalability with regard to the number of persons.
3.2 AlphaPose
AlphaPose is another framework for human pose estimation. Different from
OpenPose, the underlaying method belongs to the group of top-down methods.
This method was presented in [FXTL17] and its main idea is to detect humans
and perform single-person pose estimation on each detections, which follows
the typical workflow of top-down methods. The detection-driven approach is
also the main benefit of top-down methods, since they perform better for single
and small persons. The main problem tackled by [FXTL17] is the avoidance of
multiple pose proposals for a single person, caused by several detections of the
same person. In order to achieve this, the proposed solution uses non-maximum
suppression to choose the best suggested pose and iteratively removes similar
pose estimates. Furthermore, as presented in [XLW+18], taking time into account
improves the performance, since poses are connected over consecutive time steps.
In combination with non-maximum suppression over time, this leads to more
robust poses.
4 Experiments
In order to investigate how modern algorithms for image-based human pose
estimation perform on data taken from the target domain, a small dataset was
created. The results obtained by our experiments on this dataset and the dataset
itself are presented in the following.
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Figure 4.1: Examples showing patches from images taken from the CrowdPose [Dis18] dataset with
corresponding annotations. The dataset consists of pictures showing different illumination situations,
person sizes, number of persons and viewing angles.
4.1 CrowdPose Dataset
CrowdPose [Dis18] is a small dataset consisting of 25 different images with each
image having a size of about two megapixels. In total, 833 persons were annotated
over all pictures. Each image is annotated with at least six and at most 148
individuals. Figure 4.1 shows some exemplary patches taken from pictures of
the CrowdPose dataset. For the annotation of the collected images we used the
open source tool sloth.2 We therefore developed an extension for sloth, which
allowed us to annotate images with key points, automatically generated appropriate
bounding boxes, person ids and activities. Despite the fact that CrowdPose is much
smaller compared to other existing datasets labeled for human pose estimation like
the COCO [LMB+14] and MPII [APGS14] dataset, it also differs significantly
2 https://github.com/cvhciKIT/sloth
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in the number of persons per image. Whereas COCO has an average number of
about two persons and a maximum number of 13 persons per image, CrowdPose
comes with about 33 and 148 respectively. [Ron17]
4.2 Quantitative evaluation
For the quantitative evaluation we decided to adapt the Object Keypoint Similarity3
(OKS) used for the evaluation on the COCO dataset. Equation (4.1) shows the







i δ(vi > 0)
(4.1)
The di are the Euclidean distances between corresponding detections and ground
truth points and the vi ∈ {0, 1, 2} are the visibility flags given by the dataset in
order to disregard occluded keypoints from the metric. This is controlled by δ
which is defined as min{vi, 2}. The remaining two variables are the object scale
s, which is defined as the square root of the segmentation area, and a keypoint
constant κi that has been determined by computing the standard deviation of
humans by annotating multiple images redundantly. [Ron17]
Since CrowdPose does not provide any information about semantic segmentation,
we could not use OKS as proposed. In order to solve this problem, we adapted
OKS and replaced the segmentation area in s by the area of the resulting tightly
fitted bounding boxes provided by CrowdPose. Table 4.1 shows the impact




Table 4.1: The adapted metrics AP and AR show a similar values compared to AP and AR that were






Since the AP and AR are in competing range to AP and AR, we were encouraged
to use the adapted OKS for our experiments.
Table 4.2 shows evaluation results on CrowdPose for OpenPose and AlphaPose.
AlphaPose beats OpenPose in all experiments achieving up to 8.3 times higher
performance. It is conspicuous, that all obtained results are much lower compared
to the evaluation results on COCO dataset displayed in Table 4.1.
Table 4.2: The table shows AP / AR for AlphaPose and OpenPose on CrowdPose dataset. Both
methods were evaluated on the whole CrowdPose dataset, as well as on both its subsets. AlphaPose
outperforms OpenPose in all experiments. [Dis18]
Combined Cannstatter Wasen IOSB
AlphaPose 0.00349 / 0.01297 0.00006 / 0.00359 0.01249 / 0.06103
OpenPose 0.00088 / 0.00324 0.00003 / 0.00043 0.00231 / 0.01765
The main reason for this can be found in the evaluation process itself. As presented
earlier, OKS uses some key point constants, which were obtained using annotated
images from COCO dataset. If we compare the appearance of CrowdPose images
and those from COCO, we can see that those from CrowdPose differ significantly
to those from the latter. It seems that the determined key point constants cannot
be used directly for the evaluation on CrowdPose. Especially the adaption using
the scale s might have a strong influence on the sensitivity of the metric to the size
of a single person and hence the actual key point locations. For all experiments,
the methods were used without any changes and without further fine-tuning on
the target domain.
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Figure 4.2: Exemplary result generated with AlphaPose. On the the first glance, the left side shows
promising results. The right part shows a central patch taken from the left image. The red arrow
indicates a wrong connection between key points of different persons, which is just one of multiple
wrong poses within the patch.
4.3 Qualitative evaluation
Despite the strong discrepancy of the quantitative evaluation results between the
evaluation on COCO and CrowdPose presented in Section 4.2, the qualitative
results show promising results. Figure 4.2 shows an evaluation example generated
using AlphaPose. At first glance, the result looks good. However, when we take
a more detailed look on this example, we can see some apparent failures. The
most salient one is indicated by the red arrow: obviously, a wrong connection has
been predicted between two persons. Furthermore, especially when two or more
persons overlap, often body skeletons are predicted over multiple persons. Two
examples within the patch are the two guys on the right hand side, and the two
girls in the bottom right part. Nonetheless, the evaluation shows that human pose
estimation is suited for the application on the target domain. In order to improve
the results, the state-of-the-art methods have to be slightly adapted in order to be
more robust against overlapping persons and obviously wrong inter-connections
between unrelated persons. These problems will be tackled in future work.
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5 Summary and Future Work
In this report, we presented an overview over existing methods for image-based
anomaly detection within crowded scenarios. Furthermore, we introduced the
field of human pose estimation and evaluated two state-of-the-art algorithms for
their performance on the CrowdPose dataset, which was created to investigate
the methods apart from typical application scenarios. The two algorithms, Open-
Pose [CHS+18] and AlphaPose [FXTL17], representing the two main approaches
for human pose estimation performed similarly well. The broadly used metric
OKS used by the COCO keypoint challenge [LMB+14], reports quite bad results
on the own dataset. However, the qualitative evaluation showed promising results.
In future work we will mainly concentrate on three different essential aspects
that came up during our first experiments: the adaption of existing methods for
human pose estimation to the target domain of crowded scenarios, a mathematical
definition of anomalies in crowded scenarios and the application of human pose
estimation algorithms for anomaly detection.
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In traditional confocal microscopy, there is a tradeoff between the spatial resolu-
tion and the field of view due to the limitations of the objective lenses. To solve
this problem, diffractive optical elements (DOEs) are used to generate illumination
spots with high NA in a large area simultaneously. However, such DOEs in current
research are only used as illuminators. In this work, the idea of superposition is
utilized in DOEs to have flexible functionality and replace high-NA objectives for
confocal measurement. To design the DOEs, different numerical simulation meth-
ods for light propagation are investigated and compared. Rayleigh-Sommerfeld
integral is chosen to simulate the DOEs to get accurate results. Two kinds of
DOEs are designed and simulated for 3D confocal surface measurements.
1 Introduction
Confocal microscopy has long become the golden standard in life sciences and
other fields [VBR+15]. In a simple single-spot laser scanning confocal micro-
scope, a very focused spot is produced by an objective to illuminate a tiny part
of the object. The bright spot on the object is again imaged by the objective onto
the image sensor. A pinhole is used to block out-of-focus light scattered by the
Abstract
object to have a sharper image of the spot on the object. In this way, much better
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Figure 1.1: Optical configuration of a spinning disk microscope [DSS+09].
axial resolution than wide-field microscopy can be achieved and 3D images of the
object can be obtained through layer-by-layer scanning. Furthermore, a multi-spot
array can be used to increase the scanning speed. For example, Fig. 1.1 shows a
Nipkow spinning disk which produces multiple spots to faster scan the sample.
One of the key components in a confocal microscope is the objective. The
resolution of the microscope is directly related to the produced spot size, and the
spot size is determined by the numerical aperture of the objective. The numerical
aperture is defined as in Eq. (1.1), where n is the refractive index of the medium
in which the objective works and θ is the half angle of the light cone which the
objective can collect.
NA = n sin θ (1.1)
High-NA objectives provide better resolution. However, high-NA objectives with
large diameters, e.g. lithography lenses, are very difficult and expensive to design
and produce, which makes them impractical for microscopic applications [Zhe16].
Objectives need to get closer to the sample with the increase of NA. This leads to
a limited field of view, which means only a small portion of the sample can be
scanned at once. Besides, due to the complex structures of high-NA lenses, they
are also very expensive.
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Figure 1.2: Optical configuration of a multi-spot scanning microscope using a DOE [HVS12].
In order to solve these problems, using DOEs as array illuminators has been
proposed to scan large-area samples with comparable resolution to the standard
confocal microscopy [HVS12][LSB12][LB14].
Fig. 1.2 shows the principle of a multi-spot scanning microscope based on a
DOE illuminator. In this case, the DOE acts as an array of Fresnel lenses with
overlapping apertures. It focuses plane wave into tiny illumination spots. A
complete image of the sample is obtained by scanning it with the spot array.
The array is placed at an angle to the scanning direction which allows one-axis
scanning for a 2D plane.
However, such DOEs are not suitable for measuring 3D surfaces of opaque
samples, because the spots cannot be imaged from the same side through the
DOEs. So the imaging systems must be placed on the opposite sides of the DOEs
and only transparent or semi-transparent samples can be measured. In order to
avoid this limitation, we propose new kinds of DOEs which utilize superposition
of different field distributions to allow more flexible functionality.
In the following sections, the simulation and the design methods for the DOEs are
described. Two design concepts of DOEs are proposed which enable 3D surface
measurements for opaque samples. The functionality and limitation of the DOEs
are discussed based on the simulation results.
28 Zheng Li
2 Diffraction simulation methods
To design such DOEs, one follows the procedures shown in Fig. 2.1 [HVS12].
First, a target field distribution is created, which is a spot array in this case. Then
it propagates back through a certain working distance by simulation and the field
distribution on the working plane of the DOE is obtained. In this case, the DOE is
simply a piece of glass with micro structures etched on the surface. The structures
are micro peaks and valleys, and they can control the phase of light to form a
designed pattern. So only the phase of the field distribution is used, because
a DOE made of pure glass can only control the phase of the field. Moreover,
for manufacturing convenience, the phase is binarized because etching a binary
profile on the glass is the easiest. The binarized phase then represents the micro
peaks and valleys on the glass surface of the DOE. Finally, the binarized phase
propagates again through the designed working distance by simulation to examine
the produced spot array.
To make a DOE which can produce the same pattern as designed, the key in
the above-mentioned procedures is to accurately calculate the field distribution
after it propagates a certain distance. This is also the central problem for a
diffraction simulation as Fig. 2.2 shows, where we want to calculate the field
distribution u(x, y, z) after the initial field at z = 0 propagates a certain distance
Back
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Figure 2.1: Design procedures of the DOE [HVS12]. The patterns are only for demonstration purpose
and they are not generated by a real simulation.
through a medium with the refractive index n. Traditional geometrical optics
methods like ray tracing are not able to simulate the diffraction phenomenon.
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Figure 2.2: Calculating the field distribution after propagating a certain distance.
Meanwhile, full-wave solvers like FDTD or FEM can provide most accurate
results by spatially discretizing Maxwell’s equations in the computational domain.
However, due to the huge size of the discretized grid for our 3D simulation
scale in the millimeter range and the wavelength in the near-infrared spectrum,
these methods would take months or years for a single run on normal servers
even with GPU acceleration, which makes it inefficient for iterative design and
optimization. So the classical diffraction theory in Fourier optics which uses
scalar approximation for the Maxwell’s equations is the suitable choice and now
becomes the cornerstone for analysis of diffraction in wave optics [Voe11].
Generally, the propagation of light, which is identified as electromagnetic








∇ ·B = 0,
∇ ·D = 0.
With time-harmonic field and scalar approximation, Maxwell’s equations are
simplified into scalar Helmholtz’s Equation [Goo05][KH14]:
Δu(r, ω) + k2u(r, ω) = 0, (2.1)
30 Zheng Li
where u is the scalar field of light which replaces E and H since they both
satisfy the above equation, r = (x, y, z) is the coordinate, ω is the angular
frequency of the light which we drop afterwards for simplicity since the frequency
dependency is implicitly assumed, k = 2πn/λ is the wave number where n is
the refractive index of the medium and λ is the wavelength. The accuracy of the
scalar approximation in diffraction is discussed in [Sil62][Lin72][BGG98]. They
have shown that the scalar theory can yield sufficiently accurate results when the
diffracting aperture size and observation distance from the aperture are both large
compared to the wavelength, which is applicable in our case with the aperture size
and the working distance in millimeter range.
Under the scalar approximation, there are two exact solutions for the scalar
Helmholtz Equation (2.1) with the boundary condition on an opaque screen with
finite apertures:
u(x, y, 0) = u0(x, y), (2.2a)









which implies that the wave should decay when propagating to the infinity and no
wave should be radiated back from the infinity.











where Σ denotes the surface on the boundary, i.e. the aperture plane and the
semi-infinite sphere behind it, r′ = (x′, y′, z′) is the coordinate on Σ.
The other solution is the angular spectrum method [BRS50] as the following
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is the Fourier transform of the initial field distribution at z = 0. α, β and γ(α, β)
are called spatial frequencies which satisfy the relation k2 = α2 + β2 + γ2.
Equ. (2.4) implies that u(r) = u(x, y, z), which is the field distribution after
u0(x, y) = u(x, y, 0) propagating a distance z, equals to the inverse Fourier
transform of the product of U0(α, β) and e−iγ(α,β)z .
Both solutions can solve the distribution of a field after propagating a defined
distance as Fig. 2.2 shows. The angular spectrum method is in spatial frequency
domain and the Rayleigh-Sommerfeld integral in real spatial domain. Analyti-
cally, they are equivalent and will provide the same simulation results. However,
numerically they show different behaviour and are therefore suitable for solving
different problems.
The reason is due to the sampling of these two integrals. Knowing the initial
field distribution u0(x, y), we want to calculate the new field u(x, y, z). Because
analytic solutions of them are not known, they are calculated numerically. The
first step is to discretize the initial field u0(x, y) as Fig. 2.2 shows.
For the Rayleigh-Sommerfeld integral in Eq. (2.3), the sampling is straightforward.
If the initial field u0 is discretized into smaller pieces, the sampling interval dx′
and dy′ also becomes smaller and the product inside the integral has a higher
sampling rate. Generally, when the computational pixel size is smaller than a half
of the wavelength, the integral is sufficiently well sampled [SW06].
However, for the angular spectrum method, the sampling is different due to the
Fourier transform. As Eq. (2.4) shows, the angular spectrum method is the inverse
Fourier transform of the product of U0(α, β) and an oscillating phase e−iγ(α,β)z .
This product has to be sampled sufficiently. On the one hand, U0(α, β) is the
Fourier transform of u0(x, y). So dx and dy need to be small enough to avoid
aliasing in the frequency domain. On the other hand, e−iγ(α,β)z will be sufficiently
sampled when the phase of the oscillating term varies by less than π in each
sampling step. This means that the sampling interval dα and dβ also has to be
small enough to have a small variation step of γ(α, β). The size of dα and dβ is
proportional to 1/Lx and 1/Ly in Fig. 2.2. This requires a computational window
size which should be large enough to resolve γ(α, β). Besides, the propagation
distance z should also be short enough.
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(a) Intensity of the fields after the slit. (b) Phase of the fields after the slit.
Figure 2.3: Simulation of the field distribution after a 1D slit by different methods.
These restrictions require a large computational window and small pixels simulta-
neously in certain cases. In our simulation scale, we have found that the angular
spectrum method needs large zero padding which will lead to a large number of
total computational pixels and a longer runtime.
Moreover, the angular spectrum method will have an implicit assumption of a
periodic boundary condition due to the property of the discrete Fourier transform
which needs to be treated carefully. The Rayleigh-Sommerfeld integral assumes
zero boundary conditions which is easier to handle.
Fig. 2.3 shows the field distribution of a 100 μm 1D slit after propagating a
distance of 1mm, which is a 2D simulation. The wavelength is 1 μm. The total
simulation length is 300 μm. In such a simulation scale, we can see that the
Rayleigh-Sommerfeld integral fits better with the theoretical result, while the
angular spectrum method shows more oscillations and deviations. The detailed
numerical implementation for the Rayleigh-Sommerfeld integral can be found
in [SW06], and that for the angular spectrum method is almost identical to the
common Fresnel diffraction implementation in [Voe11].
By the Rayleigh-Sommerfeld integral, we made a simulation with the computa-
tional window size Lx = Ly = 2.4mm, the pixel size dx = dy = 0.4 μm and the
propagation distance z = 1mm. The runtime for a single propagation is around
17 s, which is sufficiently short for iterative design and optimization. Thus the
Rayleigh-Sommerfeld integral is chosen as the simulation method in this work.
All the DOE design in the following chapter is simulated by it.
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Figure 3.1: The DOE generates spot array with overlapping apertures. The patterns are only for
demonstration purpose and they are not generated by a real simulation.
3 DOE Design for surface measurements
3.1 Overlapping apertures and multi-functional DOEs
To use the DOEs to replace high-NA objectives for fast scanning with high
resolution, they need to be able to produce dense spot arrays with high-NA. This
is achieved by the concept of overlapping apertures. As shown in Fig. 2.1, the spot
array is produced by the DOE which is composed of periodic unit cells. However,
a single spot in the array is not only produced by the unit cell right above it. It
also receives contributions from all unit cells around the spot [HVS12]. This is
equivalently explained by the design procedures in Fig. 3.1. The spot propagates
back and forms a spherical-wave-like field distribution. In order to construct a
spot array, this field is duplicated and overlapped with a certain pitch. Then the
overlapping field is binarized and propagates back to verify the spot array which
will be actually produced. In this case, the spot is not solely produced by the
small unit cell above it, but it will be produced by the original spherical-wave-like
field which is already overlapped with the adjacent ones. Thus, the NA of the
spot is not limited by the pitch anymore. A dense spot array with high NA can be
generated in this way.
However, as described in Section 1, such DOEs are not capable of measuring
opaque objects. To improve the measurement capability of such DOEs in the
current research, the key idea is the superposition of different field distributions.
By simply adding different fields generated from different target light distributions,
all the target patterns can be generated with one single DOE [DZXL03]. Such







Figure 3.2: Design procedures for multi-functional DOEs.
For example, if one DOE can generate a circle and another one can generate a
cross, the combined DOE of the previous two DOEs can generate a circle and a
cross at the same time. Fig. 3.2 demonstrates the design procedures and simulation
results for this DOE. uspot1 and uspot2 are the field distributions of a circle and a
cross. uD1 and uD2 are the field distributions on the the working plane after uspot1
and uspot2 propagate back a certain working distance respectively. Then they are
simply added together with a weight factor W and form a new field distribution:
uD(x, y) = uD1(x, y) +WuD2(x, y). (3.1)
Afterwards, the phase of uD is extracted and binarized into φD with a binarization
factor B [HVS12]:








Finally, with plane-wave illumination, the binary DOE forms a field distribution
eφD and it propagates to the focal plane to show the actual pattern unewspot,
which in this case is the superposition of a circle and a cross. With this method,
a single piece of a DOE can have a more flexible functionality. In the following
sections, two DOE designs will be introduced to overcome the shortcomings of
the previous DOEs in Fig. 2.1 for confocal microscopy. These designs utilize the
idea of superposition to realize see-through and direct-imaging functions and are
both able to measure opaque surfaces.
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3.2 See-through DOE design
In order to illuminate and image the sample on the same side for confocal surface
measurements, the spots need be able to be seen through the DOE without too
much disturbance.
Fig. 3.3 shows a DOE-based multi-spot scanning confocal microscope for surface
measurements. The dashed blue lines represent the illumination light and the
solid red lines represent the light refelcted from the sample. The DOE generates
high-NA spots which are imaged by a low-NA objective lens. In this way, although
the low-NA lens will produce large spots on the image plane, the lateral resolu-
tion is still governed by the high-NA illumination spots, which is similar to the
principle of super-resolution microscopy like STED or PALM [HW94][BPS+06].
Meanwhile, a low-NA lens can offer a large field of view. Thus high resolution
and large-area scanning can be achieved at the same time.
Fig. 3.4 shows a section of the simulated image for a 21× 21 spot array with a
pitch of 20 μm, which is generated by a DOE with an NA of 0.7 and imaged by a
lens with an NA of 0.2. The wavelength for the simulation is 785 nm The DOE
multi-spot illuminator is designed in the similarly to the procedures described in
[HVS12].
It is obvious that the spots are severely disturbed when they are imaged through
the DOE. We are going to define an intensity contrast factor (ICF). The definition
of it is going to be the ratio between the intensity of the central pixel on the image
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Figure 3.3: See-through configuration of a DOE-based confocal surface measurement system.
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(a) 3× 3 grid section in a 21× 21 spot array.
(b) Cross section of the intensity profile near central spot at y = 0.
Figure 3.4: Simulation of spots generated and imaged through a pure DOE illuminator.
In the ideal case, when a perfect spot array is imaged by such a configuration, the
ideal ICF = 116.38. For the simulation in Fig. 3.4, we get the ICF = 1.97. As
clearly shown in the very noisy picture, such DOEs are not capable for surface
measurements when illumination and imaging systems are on the same side of the
sample.
To reduce the disturbance added by the DOE itself, a plane-wave component is
added to the original DOE. This is simply done as described in Section 3.1 by
putting uD2(x, y) = 1 as plane wave into Eq. (3.1):
uD(x, y) = uD1(x, y) +W,
where uD1 is the field distribution to produce a spot array like Fig. 2.1. In this way,
the new DOE can not only generate a spot array, but also act as a transparent piece
of glass which lets the low-NA objective to image the spots through it without too
much disturbance. The simulation results of such a DOE is shown in Fig. 3.5 for a
spot array with the same wavelength, spot number, pitch and NA as Fig. 3.4. The
DOE is optimized iteratively with the working distance z = 1.095mm, the weight
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(a) 3× 3 grid section in a 21× 21 spot array.
(b) Cross section of the intensity profile near central spot at y = 0.
Figure 3.5: Simulation of spots generated and imaged through a see-through DOE with a plane-wave
component.
factor W = 18 and the binarization factor B = 0.49π in Eq. (3.2) to achieve the
highest intensities in the spot centers. Compared to the image simulation of the
previous DOE, it is obvious that the spots are much less disturbed and can be
clearly imaged by the low-NA objective with a highly improved ICF = 48.25.
Such DOEs can realize the concept of combining high-NA illumination and low-
NA imaging for confocal surface measurements, which achieves high lateral
resolution and large-area scanning. However, such configuration cannot signifi-
cantly improve the axial resolution for 3D surface measurements. The reason can
be derived from the image formation theory of scanning microscopes in Fig. 3.6.
The field distribution U(x2, y2) on the image plane according to the scanning
position can be represented as:






















Figure 3.6: Optical configuration for a scanning microscope [WS84].
where (x0, y0) is the object coordinate, (x2, y2) is the image coordinate, (xs, ys)
is the scanning position, h1(xs, ys) is the illumination point spread function (PSF),
h2(xs, ys) is the imaging PSF, and t(x0, y0) is the object transparency as shown
in Fig. 3.6.
For a point object, the object transparency is t(x0, y0) = δ(x0, y0), and Eq. (3.3)
can be simplified into:






















For a plane object, e.g. a mirror, the object transparency is equivalent to
t(x, y) = 1, and Eq. (3.3) can be simplified into:













= h1(x2, y2) ∗ h2(x2, y2).
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(a) Low-NA illumination and low-NA
imaging.
(b) High-NA illumination and low-NA
imaging.
Figure 3.7: Axial intensity responses of confocal systems for a plane object.
From Eq. (3.4) and Eq. (3.5), it is clearly shown that for a point object the response
on the image plane is the product of the illumination and the imaging PSFs, while
for a plane object the image is the convolution of the two PSFs. In our optical
configuration with high-NA illumination and low-NA imaging, this means that for
a point object, the response on the image plane will be governed by the high-NA
PSF; for a plane object, it will be governed by the low-NA PSF. Thus for the
3D surface measurement, which is similar to a plane, the axial resolution cannot
benefit from the high-NA illumination.
Fig. 3.7 shows simulations of axial intensity responses of confocal microscope
systems for a plane object with both low-NA illumination and imaging, and with
high-NA illumination and low-NA imaging respectively. The simulation setup
is very simple. A spot on a mirror which is produced by an illumination lens is
imaged by an imaging lens. Then the mirror is gradually moved away from the
focal point and the intensity of the central pixel in the image is recorded. For both
low-NA illumination and imaging, the axial half width half maximum (HWHM)
is 36 μm. And with a high-NA illumination, the axial HWHM is around 30 μm.
Although there is an improvement, it is not very significant and impressive.
In conclusion, such configuration in Fig. 3.3 can improve the lateral resolution
by the high-NA spots produced by the DOE. However, the axial resolution is still
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Figure 3.8: Direct-imaging configuration of a DOE-based confocal surface measurement system.
3.3 Direct-imaging DOE design
In order to increase the axial resolution and make the DOE suitable for 3D surface
measurements, the optical configuration for the direct-imaging DOE design is
proposed as Fig. 3.8. In this case, the DOE is the superposition of two kinds of
lenses with overlapping apertures. One acts as an illumination lens which converts
an incident plane wave into a spot array. The other one acts as the imaging
lenses which directly image the spots onto the imaging sensor. The two lenses are
overlapped as Fig. 3.1 shows. The field distribution for the new DOE is calculated
again according to Eq. (3.1):
uD = ulens1 +Wulens2.
In this way the illumination and the imaging are both high-NA and the system can
have the same performance as a high-NA confocal microscope.
Fig. 3.10 shows the simulation results with the setup in Fig. 3.8. The dashed blue
lines represent the illumination light and the solid red lines represent the light
refelcted from the sample. The spots are generated by the direct-imaging DOE
and again imaged by itself onto the image plane. It is again optimized iteratively
to achieve the highest intensities in the spot centers with the working distance
z = 1.11mm, the distance from the DOE to the image sensor d = 21.262mm, the
weighting factor W = 0.045 and the binarization factor B = 0.97π in Eq. (3.2).
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The pitch is 100 µm and the simulation wavelength is 785 nm. Different numbers
of spots are created for the simulation. For a perfect spot on the image plane in this
configuration, we calculate an ICF = 267.79. Fig. 3.10 shows a 5× 5 spot array.
The spots can still be seen with an ICF = 38.86. However, irregular interference
patterns can already be observed in the image. When the number of spots further
increases, the interference patterns will become more and more significant as in
Fig. 3.10 with ICF = 19.72 and Fig. 3.10 with ICF = 5.08. The ICF drops with
the increase of spot numbers. Eventually, the spots are covered by the interference
patterns and they cannot be distinguished any more on the image.
These interference patterns are mainly caused by the side effects of superposition
of different DOEs and overlapping apertures. As mentioned previously, the DOE
is composed of two components which are generally two kinds of lenses with
different focal lengths. They act as the illumination lenses and imaging lenses
respectively. However, they will not work separately as we want for illumination
and imaging. They will always take effect at the same time. When projecting the
illumination spots, the imaging lenses will also produce a blurred spot around the
spot we need, which is shown as Fig. 3.9.
Besides, on the imaging side, due to the overlapping apertures, one spot will
not only pass the designed lens to form a spot on the image sensor, but also it
will go through the adjacent lenses to form other blurred spots which add some
disturbances to the image, which is shown in Fig. 3.9. As the number of spots
increases, the image quality will reduce.
(a) Illumination through the su-
perimposed lens
(b) Imaging through the adja-
cent lens.
Figure 3.9: Side effects which cause irregular interference patterns.
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(a) 5× 5 spot array on the image. (b) Cross section at y = 0 in the
5× 5 spot array.
(c) 9× 9 spot array on the image. (d) Cross section at y = 0 in the
9× 9 spot array.
(e) 11×11 spot array on the image. (f) Cross section at y = 0 in the
11× 11 spot array.
Figure 3.10: Simulation of the field intensity on the image plane for the direct-imaging DOE design.
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(a) The central 9 spots in a line with 21 spots on the
image plane.
(b) Cross section of intensity profile of the line at y = 0.
Figure 3.11: Simulation of a spot line produced by the direct-imaging DOE.
The reason behind these side effects is too much overlapping of the elements. The
overlapping can be reduced by decreasing the working distance, decreasing the
NA, or increasing the pitch of the elements. However, none of these is desirable
for 3D measurement. Because larger working distance, higher NA and smaller
pitch are required for faster and more accurate measurement.
One possible solution could be using a line of spots instead of a 2D array to reduce
the overlapping. In this case, there is no longer interference from the top and
bottom spots. Meanwhile, one spot will receive less disturbances from the spots
farther away. Thus the overall disturbances for a single spot can be reduced to an
acceptable level and the line of spots can be extended infinitely. Fig. 3.11 shows
a line of 21 spots with the working distance z = 1.11mm, the distance from
the DOE to the image sensor d = 21.262mm, the weighting factor W = 0.065
and the binarization factor B = 0.97π in Eq. (3.2). The pitch is 100 μm and
the simulation wavelength is 785 nm. As shown in the picture, the center spot
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receives the most disturbances from other spots but it is still clearly visible with
an ICF = 32.53. And even with the increase of the spots, the central spot will
receive less disturbance from the unit cells which is far away , which implies that
the concept works theoretically in the simulation.
In conclusion, two DOE design concepts are proposed in this chapter. They
can both produce illumination spots with an NA of 0.7 by simulation. The first
see-through DOE design provides better intensity contrast with an ICF = 48.25
compared to an ideal ICF = 116.38, but it is only capable of 2D measurements.
The second direct-imaging design is able to measure 3D surfaces but the number
of spots is highly limited due to severe interference caused by overlapping of the
components. A line scanner could be a potential solution to control the interference
to an acceptable level with an ICF = 32.53 compared to an ICF = 267.79 in the
ideal configuration.
4 Summary
In the current research, DOEs are used to replace high NA objectives in confocal
microscopy. However, they can only measure semi-transparent samples. In this
work, the ideal of superposition are proposed to overcome this limit and to enable
the application of DOE for opaque surface measurements. Different methods to
simulate light diffraction are compared for design the DOE. Two different DOE
design concepts are simulated and investigated. Both concepts can produce an
illumination spot array with an NA of 0.7. The first see-through design has a
good intensity contrast on the image but it cannot provide good axial resolution.
The second direct-imaging design has the same depth discerning capability as the
traditional confocal microscopy. However, it suffers from low intensity contrast
due to overlapping of different wave component. 1D arrangement of the spots as a
line is proposed to reduce the interference and it has the potential in real industrial
application.
The first piece of DOE prototype is already produced and ready for testing. In the
future, experiments with the prototype will be performed to verify the simulation
results, and new possibilities to use structured illumination and interference with
DOEs will be investigated for 3D measurement.
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Industrial network communication is highly deterministic as result of availability
requirement of control systems in automated industrial production systems. This
deterministic character helps with initial step of self-learning anomaly detection
systems to detect periodic production cycle in industrial network communication.
The methods for frequent episode mining in event sequences fits well to solve the
challenge of production cycle detection for self-learning system. We encode the
network communication events to serial and parallel episodes. Methods for discov-
ery of frequent episodes in event sequences are briefly explained. These methods
would be further adapted in future to our encoded network communication traffic
to extract production cycle comprised of serial and parallel episodes.
1 Introduction
Industrial network communication enforces high availability requirement for
automated industrial production systems. This results into deterministic and
discrete communication behaviour between network components, and hence
industrial control system components [Mes17]. The foremost task for self-
learning anomaly detection in industrial networks is detecting the periodic syn-
chronous communication resulting from the production cycle of the industrial
Abstract
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Figure 1.1: Example Drilling System.
system[MH16]. In order to do so the network communication traffic is sniffed
and analyzed to detect the production cycle.
In this report, we propose the usage of Episode Mining paradigm to discover
periodic patterns in the network traffic sequence [MTV97]. In the following
sections, we begin with requirements for production cycle detection in industrial
networks with a sample scenario in Section 2. Then, we map the industrial
communication events to Episode and its variants in Section 3. We briefly explain
the different methodologies for frequent episode mining.
2 Production Cycle Detection
in Industrial Networks
For production cycle detection, we analyze the continuous sequential network
communication traffic data. Our goal is to extract periodic patterns from the
analyzed traffic while preserving the time order of communication events. Network
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Figure 2.1: Mapping of component properties (MAC Address, IP Address and Port Number) and
Protocol Flags to text variables.
communication at higher levels does not happen in isolation. For example, when
OSI Layer 4 protocol TCP is used for communicating information from one
node to another, the underlying Layer 3 and Layer 2 protocols also participate
simultaneously. Hence, we need pattern extraction method which considers strict
or partial ordering of simultaneous events.
We consider an example scenario of simple drilling system as depicted in Figure
1.1. The I/O Device (D) notifies PLC controller (C) that a metal block has arrived
on conveyor belt driven by a Motor (M). The Controller then signals the Motor
to run for a fixed time duration and move metal block under the Drilling Robot
(R). After the fixed time has passed, Controller signals Robot to drill a hole in
the metal block. This whole process repeats itself and is the production cycle
we want to detect from network traffic, sniffed at Switch (S) without any further
information about industrial setup.
We found a solution in the Episode Mining framework where our periodic patterns
are called episodes. An episode is a partially ordered collection of events occurring
together as defined in [MTV97]. We explain further in the next section discovery
of Episode as the appropriate periodic pattern extraction method for production
cycle detection in industrial network communication.
3 Episode Mining for Production Cycle Detection
To understand Episodes further we consider the communication between com-
ponents Controller (C) and I/O Device (D) with respective information of MAC-
address, IP-address and Port with type. For easier explanation, we encode the
device information with text variables. MAC addresses are mapped to variables
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Figure 3.1: Mapped network traffic to Episodes.
beginning with ’M’ and appropriate indexing. Similarly, IP addresses and Port are
mapped to variables beginning with ’I’ and ’P’ followed by appropriate indexing
respectively. Also we follow an encoding scheme for protocols through which
these devices might communicate. The last two digit represents the state of stateful
protocol. In particular, successful TCP-Handshake communication follows SYN,
SYN-ACK and ACK. Figure 2.1 lists up the mappings for Controller and I/O
Device with protocol encoding for Ethernet, Profinet and TCP communication
protocols.
The observed network traffic is complex. Each packet contains information on
communication occurring at multiple OSI Layers. For explanation we consider
here only L2 to L4 communication and encode the communication contained
in the packet. The higher layer communication doesn’t happen in isolation as
mentioned earlier. For example, in Figure 3.1, the third packet communicated
between Controller and I/O Device, the encoding ’P1P2T08’ represents Port
P1 of Controller initiated TCP-Handshake with Port P2 of Device, along with
communication at L3 and L2 encoded as ’I1I2I00’ and ’M1M2P00’. Events
following a total order are called Serial Episode whereas these ones following
In particular two events marked with thick-edged rectangle could be TCP SYN
flooding attack as the TCP Handshake is initiated again.
trivial order are called Parallel Episodes. In Figure 3.1, {M1M2P00, M2M1P00}
is a Serial Episode and { P1P2T08 I1I2I00 M1M2P00 } is a Parallel Episode.
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Figure 3.2: Windows for Episode Mining.
and t is an integer representing time of occurrence. An Event Sequence s is a triple
(s, Ts, Te) with ordered sequence of events Ai and Ts representing starting time,
Te representing ending time. The event occurring at ending time isn’t included in
the sequence.
s = 〈(A1, T1), (A2, T2), .., (An, Tn)〉
s.t.Ai ∈ E∀i = 1, .., n and ti ≤ ti+1∀i = 1, .., n− 1
Ts ≤ ti < Te∀i = 1, .., n
The window of Figure 3.2 is a slice of event sequence and an event sequence can be
considered as a sequence of partially overlapping windows. A window on an event
sequence s = (s, Ts, Te) is an event sequence w = (w, ts, te) such that ts < Te
and te > Ts. The width of window w is defined by width(w) = win = te − ts.
W (s, w) is a set of all windows w on event sequence s given window width win.
The number of windows in W (s, win) is calculated as Te − Ts − win+ 1.
An episode α is a triple (V,≤, g) such that V is set of nodes, ≤ is partial order
on V , and g is mapping associating each node with an event type i.e. g : V → E.
The size of episode α is defined by |V |. Episode α is parallel if relation ≤ is
trivial i.e. x  y, ∀x, y ∈ V s.t.x 
= y. Episode α is serial if relation ≤ is total
order i.e. x ≤ y or y ≤ x, ∀x, y ∈ V .
An episode β = (V
′
,≤′ , g′) is a subepisode of α = (V,≤, g) i.e. β  α if
∃f : V ′ → V s.t. g′(v) = g(f(v))∀v ∈ V ′ and ∀v, w ∈ V ′ with v ≤′ w also
f(v) ≤ f(w). An episode α is superepisode of β i.e. β ≺ α if and only if β  α.
More formally, episode mining can be described as follows with basic definitions.
Given a set of event types E, an event is a pair (A,t) where A ∈ E is an event type
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Algorithm 3.1 WINEPI Algorithm
Input: A set E of event types, an event sequence s over E,
a set ε of episodes, a window width win, and a frequency threshold min fr
Output: The collection F(s, win,min fr) of frequent episodes.
Method:
1: C1 := {α ∈ ε | |α| = 1}
2: l := 1
3: while Cl 
= ∅ do
4: compute Fl := {α ∈ Cl |fr(α, s, win) ≥ min fr};
5: l := l + 1;
6: compute Cl := {α ∈ ε | |α| = l and for all β ∈ ε
7: such that β ≺ α and |β| < l we have β ∈ F|β|}
8: end while
9: for all l do
10: output Fl;
11: end for
Frequency of an episode given an event sequence and window width is ratio of
number of windows of the set of all windows on sequence in which it occurs to
total number of windows on sequence. Frequency of an episode α in an event
sequence s with window width win,
fr(α, s, win) =
|{w ∈ W (s, win)} |α occurs in w|
|W (s, win))|
For a given frequency threshold min fr, α is frequent if
fr(α, s, win) ≥ min fr.
The mining task is given an event sequence s, a window width win and a frequency
threshold min fr, discover all frequent episodes from a class ε of episodes
- F(s, win,min fr). WINEPI algorithm 3.1 listed below discovers frequent
episodes from an event sequence. Alternate approach to sliding window based
An episode α = (V,≤, g) occurs in an event sequence
s = (〈(A1, T1), (A2, T2), .., (An, Tn)〉 , Ts, Te), if ∃h : V → {1, .., n}
from nodes of α to events of s s.t. g(s) = Ah(x)∀x, y ∈ V with x 
= y and x ≤ y
we have th(x) < th(y).
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mining. MESELO stands for ’Mining frEquent Serial Episode via Last Occur-
rence’ where authors introduced sophisticated data structure, episode trie, to store
minimal occurrences of episodes compactly.
4 Summary
This report outlines using Episode Mining for Production Cycle Detection in
Industrial Network Communication. A mapping for communication events to text
variables is explained which are used later on to detect Serial and Parallel Episodes.
Different methods for frequent episode mining are available. Implementation of
MESELO algorithm modified for our goal is underway.
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episodes where for each potentially interesting episode we find out the exact
occurrences of the episode. One disadvantage to WINEPI is that MINEPI con-
sumes significant amount of space. WINEPI and MINEPI work on offline dataset
of sequences, MESELO [ALL+15] is an algorithm for online frequent episode
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The dynamics of objects, such as pedestrians, varies over time. Commonly
this problem is tackled with traditional approaches like the Interacting Multi-
ple Model (IMM) filter using a Bayesian formulation. Following the current
trend towards using deep neural networks, in this paper an RNN-based alternative
solution for pedestrian maneuver prediction is presented. Similar to an IMM
filter solution, the presented model assigns a confidence value to a performed
dynamic and, based on them, puts out a multi-modal distribution over future pedes-
trian trajectories. The qualitative evaluation is done on synthetic data, reflecting
prototypical pedestrian maneuvers.
1 Introduction
The applications of pedestrian path prediction cover a wide range from robot
navigation, autonomous driving, smart video surveillance to object tracking. Tra-
ditionally, the task of object motion prediction is addressed by using a Bayesian
Formulation in approaches such as the Kalman filter [Kal60], or nonparametric
methods, such as particle filters [AMGC02]. Following the success of recur-
rent neural networks (RNNs) in modeling temporal dependencies in a variety
Abstract
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of sequence processing tasks, such as speech recognition [GMH13, CKD+15]
and caption generation [DHG+15, XBK+15], RNNs are increasingly utilized for
object motion prediction [AGR+16, ARG+17, HBHA17, HBHA18, BHHA18].
When relying on traditional approaches, the challenge of changing dynamics over
time or rather maneuvers is commonly done with the Interacting Multiple Model
(IMM) filter [BBS88]. The IMM filter is an elegant way to combine a set of
candidate models into a single context by weighting each individual model. Each
model corresponds to a specific motion pattern and contributes to the final state
estimation depending on its current weight. According to the IMM filter solu-
tion, in this paper an RNN-based model is presented, which on the one hand
is able to also provide a confidence value for the performed dynamic and on
the other hand can overcome some limitations of the IMM filter. The suggested
RNN-encoder-decoder model generates the probability distribution over future
pedestrian paths conditioned on a maneuver class. The model is based on the
work of Deo and Trivedi [DT18]. For the case of freeway traffic, they used an
RNN-encoder-decoder network for vehicle maneuver and trajectory prediction. In
the context of vehicle motion prediction, maneuver classes can be better defined
than for pedestrians. Due to the dynamic behavior of pedestrians, the maneuver
classes are here defined based on the deviation of a straight walking pedestrian.
The presented network adapts the maneuver network of Deo and Trivedi with
insights of the work of Becker et al. [BHHA18] for RNN-based pedestrian tra-
jectory prediction. The analysis is done on synthetic data reflecting prototypical
scenarios capturing turning maneuvers of pedestrians.
In the following, a brief formalization of the problem and a description of the
RNN-based model are provided. The qualitative achieved results are presented in
section 3. Finally, a conclusion is given in section 4.
2 RNN-based Pedestrian Maneuver Prediction
The goal is to devise a model that can successfully predict future paths of pedestri-
ans and represent alternating pedestrian dynamics, e.g. dynamics that can transi-
tion from a straight walking to a turning maneuver. Here, trajectory prediction
is formally stated as the problem of predicting the future trajectories of a pedes-
trian, conditioned on its track history. Given an input sequence O = {(xt, yt) ∈
R2|t = 1, . . . , tobs} of Tobs consecutive pedestrian positions xt = (xt, yt) at time
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t along a trajectory the task is to generate a multi-modal prediction for the next
Tpred positions {xt+1, xt+2, . . . , xt+Tpred}. One insight of the work Becker et
al. [BHHA18] is that motion continuity is easier to express in offsets or veloci-
ties, because it takes considerably more modeling effort to represent all possible
conditioning positions. For exploiting scene-specific knowledge for trajectory
prediction, additional use of the position information is required. When suffi-
cient training samples from a particular scene are available, Hug et al.[HBHA17]
showed that RNN-based trajectory prediction models are able to capture spatially
depending behavior changes only from motion data. However, here the offsets are
used for conditioning the network O = {(δtx, δty) ∈ R2|t = 2, . . . , tobs}. Apart
from the smaller modeling effort to represent conditioned offsets, the shift to
offsets helps to prevent undefined states due to a limited data range [BHHA18].
Furthermore, it is easier to capture the scene-independent aspect of human behav-
ior and to better generalize across datasets. The future trajectory is denoted with
Y = {(xt, yt) ∈ R2|t = tobs + 1, . . . , tpred} and the model estimates the con-
ditional distribution P (Y|O). In order to identify specific dynamics under M
desired maneuver classes (e.g. turning maneuvers and straight walking), this term





Here, Θ = {Θtobs+1, . . . ,Θtpred} are the parameters of a L component Gaussian




l )l=1,...,L. By adding the maneuver context in
form of the posterior mode probability, P (mi|O) ∧= αi the analogy to the classic
IMM filter becomes apparent. For an IMM filter the mode probability is used to
calculate the mixing probabilities to combine the set of chosen candidate models
into a merged estimate. In case of using an IMM filter the time behavior of
the basic filter set is modeled as a homogeneous (time invariant) Markov chain
with a fixed transition probability matrix (TPM) mij
∧
= P (mti|mt−1j ). Instead of
setting the parameter of the time behavior manually, the current mode probability
is inferred from the hidden states of the RNN. For the proposed RNN-based
pedestrian maneuver prediction model, the basic architecture is a Recurrent-
Encoder-Decoder model. The encoder takes the frame by frame input sequence O.
The hidden state vector of the encoder is updated at each time step based on the
previous hidden state and the current offset. The generated internal representation
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is used to predict mode probability αt at the current time step. The encoder can













Here, RNN(·) is the recurrent network, h the hidden state of the RNN and
MLP (·) the multilayer perceptron. W represents the weights and biases of the
MLP or respectively RNN . The final state of the encoder can be expected to
encode information about the track histories. For generating a trajectory distribu-
tion over dynamic modes, the encoder hidden state is appended with a one-hot
encoded vector corresponding to specific maneuvers. Hence the network is condi-
tioned purely on offsets, position information is required to localize. Localization
information persists here only implicitly by performing path integration and using







Ŷ = {(̂μtl + xtobs , Σ̂tl , ŵtl )|t = tobs + 1, . . . , tpred} = MLP(htdecoder;Wde)
The decoder is used to parametrize a mixture density output layer (MDL) or
rather Θ directly for several positions in the future. Nevertheless, the overall
RNN-based pedestrian maneuver prediction network uses the trajectory prediction
and dynamic classification jointly, the loss function for training is splitted into
two parts. Dynamic classification is trained to mimimize the sum of cross-entropy




























Figure 2.1: Visualization of the RNN-encoder-decoder network for jointly predicting specific dynamic
probabilities and corresponding future distributions of trajectory positions. The encoder predicts the
dynamic or rather maneuver probabilities and the decoder uses the context vector to predict future
pedestrian locations.
Additionally, the encoder-decoder is trained by minimizing the negative log
likelihood for the ground truth future pedestrian locations conditioned under
the performed maneuver class. The context vector is appended with the ground
truth values of the maneuver classes for each training trajectory. This results in
the following loss function:







ŵtlN (xt|̂μtl + xtobs , Σ̂tl ;mGT ))
The overall architecture is visualized in figure 2.1. The context vector combines
the encoding of the track history with the encoding of the alternating dynamic
classes and is used as input for the decoder.
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Figure 3.1: Illustration of a typical pedestrian motion. The above image images depicts the three
chosen maneuver classes of straight walking and taking a turn to the left or the right. The images
below show a person changing from straight walking to crossing the street complying to a change
from the defined maneuver classes. In particular from straight walking to turning left. In the context of
intelligent vehicles, this is often called bending in [SG13].
3 Data Generation and Evaluation
This section consists of a brief qualitative evaluation of the proposed approach.
The evaluation is concerned with verifying the overall viability of the approach
in maneuver situations. For initial results, a synthetic test condition is used in
order to gain insight into the model behavior in different typical pedestrian motion
types. A prototypical maneuver performed by a pedestrian with keen interest in
the context of intelligent vehicles and video surveillance is a turning maneuver. In
such a maneuver the dynamics of a pedestrian changes from a straight walking
into a bending in behavior. So long as a person moves in a straight line at a
reasonably constant speed, its dynamics can be captured with a Kalman filter and
a constant velocity model. During the maneuver, the relation to one fixed process
model describing the dynamics fails. In the context of modeling the dynamics
of pedestrians this switch in dynamics is normally modeled with an IMM filter.
For example in the work of Schneider et al. [SG13] or Kooij et al. [KSFG14], the
motion of pedestrians is modeled with an IMM filter combining basic models
like constant velocity and constant acceleration model. In such a situation the
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motion changes from a rectilinear dynamic to a curvilinear motion, in relation to
the dynamic this results in an additional acceleration. Therefore, a change from
a constant velocity model to a turning model or acceleration model indicates a
critical situation from the vehicle perspective. Figure 3.1 illustrates such a turning
maneuver.
For generating synthetic trajectories of a basic maneuvering pedestrian, random
agents are sampled from a Gaussian distribution according to the preferred pedes-
trian walking speed [Tek02] (N (1, 38ms , 0.37
m
s )). During a single trajectory
simulation the agents can perform a turning maneuver. For the presented results
the turning event takes 5 steps for a 90◦ change in heading with a fixed frame rate
of 1 frame per second. The observation noise of the position sensor is assumed
to be Gaussian distributed in x and y with σ = 0.2m. As mentioned above, a
definition of maneuver class for pedestrians is harder to establish than for vehicles.
Here, the main interest is here to detect a deviation from a standard behavior,
and whether the pedestrian is in a normal mode. A set deviation in heading for a
required time horizon can then be used to assign maneuver labels to single trajec-
tories. As the distribution over the trajectories is captured with a Gaussian mixture
model the maneuver description for the outlier trajectory distribution can still be
multi-modal. For the normal or straight motion a single Gaussian component is
sufficient. In case of the generated synthetic data, the turning maneuver trajectory
distribution could be captured using one Gaussian component.
The model has been implemented using Tensorflow [Aba15] and is trained for
300 epochs using ADAM optimizer [KB15] with a fixed learning rate of 0.003.
For the experiments the RNN variant Long Short-Term Memory [HS97] (LSTM)
is used. In figure 3.2 predictions for three different preformed motion types are
depicted. In all shown images the maneuver has started two time steps before.
The resulting multi-modal prediction is visualized as a heatmap for the images
on the left. On the right, the visualization shows the predicted covariances for 12
future positions weighted by the predicted maneuver probability and temporally.
Turning to the left is highlighted in purple, walking straight with red and turning












































Figure 3.2: Visualization of the multi-modal predictions of the network. (Left) Density plots of the
three different maneuvers. (Right) Visualization of the predicted covariance matrices with a temporal
weighting and depending on the estimated maneuver probability. The turning maneuver predictions
are visualized in purple and respectively yellow. The predictions for straight walking are highlighted
in red.
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The shown results are achieved based on noisy observations. The model is able to
successfully recognize the turning behavior and to produce a reasonable distribu-
tion for the further positions. Without the explicit splitting into maneuver classes,
an RNN-based solution which generates a Gaussian mixture model condition on
the input sequence, is also capable to produce a similar multi-modal distribution
(see for example the work of Hug et al. [HBHA17]). However, the presented
model is able to successfully assign probabilities to current performed pedestrian
behavior instead of only encoding this information in the hidden states of the
RNN. Similar to the provided mode probabilities of IMM filters this can be used
for further processing steps. Thus, the presented RNN-based model is able to also
provide a confidence value P (mi|O) ∧= αi for the performed dynamic, but to
avoid modeling the dynamic transitions with a fixed transition probability matrix
P (mti|mt−1j ). Further, instead of choosing the basic filter set, the prediction
model is learned. In case there exists some well known model for describing the
standard dynamic of the desired target, only deviations from the known dynamic
can be used to define additional maneuver classes.
4 Conclusion
In this report, an RNN-encoder-decoder model aimed to jointly predicting spe-
cific dynamic probabilities and corresponding distributions of future pedestrian
trajectory has been presented. The model capabilities were shown on synthetic
data reflecting typical pedestrian maneuvers. By conditioning on specific dynamic
models or rather deviation of standard behavior, the model makes it possible
to generate additional information in terms of an assigned maneuver probabil-
ity similar to an IMM filter, but without the explicit modeling of the dynamic
transitions.
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The purpose of this paper is to describe the Framework described in [BG16] in a
game theoretic way. The idea behind this is that for modelling security (i. e. the
assumption of an intelligent attacker) the language of game theory seems to be a
very good choice. Game theory can deal with the problem where the actions of
each subject are interdependent, e.g. an attacker will change his strategy whenever
a new security feature will prevent his old strategy from succeeding or a new
attack seems to be more promising. Moreover, game theory has been thoroughly
studied and hence changing the description language of the model, gives access to
many results. Additionally, we view the Beyerer and Geisler Framework as part
of security economics.
1 Introduction
When faced with the task to build or improve a system in terms of both safety
and security at the same time, one has to rely as to the author’s best knowledge
on heuristics and intuition as there exists very little rigorous theory which can be
used in practice. Moreover, we can see that there are serious logical limitations in
achieving safety and security. Take for example the problem of a virus scanner
on a computer. Then perfectly detecting whether a program is either malicious
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or safe to execute is impossible as this would solve the halting problem (see for
example [Coh87]). For the same reason it is impossible to decide in general
whether a program will crash or not. This of course does not imply that we cannot
improve the safety and security of a computer such that it will be good enough
in practice. Another theoretical problem is the uncertainty of the NP=P-Problem,
as for example elliptic curve cryptography relies on the problem that factoring
in the associated group is a computational hard problem, which would brake
down if NP=P would be true (with a reasonable value). Again this does not mean
that we should consider cryptography as unsafe. But it implies that we have to
constantly question our belief about the effectiveness of the cryptography used
and its implementations.
Some security or safety incidents easily lead to monetary loss. The easiest case
is just some amount of stolen money. In many cases likely-hood of a security or
safety incident is quite rare, but in (not exclusively) financial terms the incident
could be catastrophic (e. g. fire, flood-damage, full-loss of data). Further, often a
similar risk for such incidents is shared by many players. In such cases, they could
form a group and pay for each other’s damages. In case the group is large enough
and the risk of each player is independent, then by the law of large numbers they
should only pay roughly the same amount every year. Of course in reality this is
done via buying an insurance (if there is one available for the specific problem).
Of course in some cases such as the loss of data or in case of stolen personal
information of customers the true damage is much harder to quantify and it can be
much more case specific. Also, note that there can be a significant difference in
the damage done to the subject and what an attacker can gain. Think for example
about a blown up automatic teller machine, where on top of the monetary loss,
there are also the costs of repair. Even if there is no damage beyond the stolen
item, there can still be a big gap. Take for example a famous painting, which is if
stolen almost impossible to sell and hence is likely to have a far smaller monetary
value for the thief. A more rigorous type cost analysis for cybercrimes can be
found in [ABB+13]. The paper [Her12] is investigating this type of question by
asking Why Do Nigerian Scammers Say They are From Nigeria?.
Furthermore, this type of economic analysis has been already heavily studied in
the area of internet security. As a starting point for this, see for example the survey
[MA11] or the website[Uni] of Ross Anderson. In the paper [And01] the hardness
of information security is evaluated; It is concluded that information security is
more than the technical problem alone, many problems can be better explained
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with the ideas of microeconomics such as network externalities, asymmetric
information, moral hazard, adverse selection, liability dumping and the tragedy
of the commons.
2 Summary of Beyerer and Geisler’s Framework
We give a short summary of the relevant aspects of the framework for modelling
safety and security introduced in [BG16]. The general idea is that there are several
agents, each of them belongs to a certain role, which is either a sources of danger,
subjects with flanks of vulnerabilities or protectors. The subjects are denoted by a
set S and the set of vulnerabilities of a subject s ∈ S are denoted as Fs. Part of
sources of dangers, which is denoted as D, is purely stochastical, i. e. it resembles
random events. The other agents have subjective views about the world and update
their beliefs according to Bayes’ theorem. More precisely, D splits up into wilful
danger Dw, i. e. the attacker acts intentionally and intelligently to maximise their
utility, and into unintended danger DU, i. e. the result of random events. Further,
DW splits up into DWP where the attacker wants to achieve a purpose1 and into
DWM where the attacks follow only the purpose of the attack itself2. The source
of unintended danger DU splits up into DUC which is the danger coming from
carelessness or negligence3 and DUR purely random events4.
3 Strategic game
In this section, we will now translate the Framework of Beyerer and Geisler to the
language of game theory.
Definition 1. A game is a tuple G = (Ap, up)1≤p≤N where {1, . . . , N} is the
set of players5, Ap is the set of action of player p and up : A → R is the utility
function of player p (i. e. the payoff) where A :=
∏N
p=1 Ap.
1 e. g. copy data, steal money or goods etc.
2 e. g. vandalism
3 e. g. inattention, breach of duties
4 e. g. natural disasters, technical failure etc.
5 In Beyerer2016 this are the agents
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We have 5 different types of players DWP, DWM, DUC, DUR, P . We let the action
space of each player of the game is a subset of the Cartesian product of the union
of all flanks of vulnerability of each subject, i. e.
⋃
s∈S Fs and a subset of the
union of the following; A be the space of all attacks, I be the space of all incidents
and M be the space of all measures (of defence).
3.1 Action space
Each player d ∈ DW has an action space Ad ⊂
⋃
s∈S Fs ×A (which can change
over time, and he can take according to his budget bd(t)). Each player
d ∈ DUC ∪DUR has an action space Id ⊂
⋃
s∈S Fs × I . The players of DU play
their actions at random, but for a player d ∈ DUC we assume that the probability
of causing an incident (i, f) is negatively correlated to
∫ 1
0
k(i, f, β)dβ where
k(i, f, β) are the cost of d for causing an incident i on flank f with success β.
A protector player p ∈ P has an action space Mp. His goal is to minimise the
threats to some subjects Sp ⊂ S and hence Mp ⊂
⋃
s∈Sp Fs ×M . We let M
∗
p be
the action taken by p.
3.2 Utility functions
The utility of a player d ∈ DW for an action (a, f) with success 0 ≤ β ≤ 1 is
ceffort(a, f) + (cpenalty(a, f) Pr(penalty|a, fβ) + g(f, β)).
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p as their action. The idea here is that the
application of a measure will decrease the probability of success of some attack




M∗p , a, f, β)p(β|
⋃
p∈P
M∗p , a, f)dβ
be the definition of the utility of the player for the action (a, f).
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An action m(f) ∈ Mp costs the player c(m(f)).6 But applying similar measures
to different subjects potentially reduces cost per measure (economies of scale).7
The overall actions he can take are according to the budget given, i.e. b(p). Apply-
ing the measures M∗p will cost the protector
∑
m∈M∗p c(m(f)). The protector’s












M∗p , a, f)dβ.
Now we are finished with our definition of the game. Each player now has an
action space and a utility function which is interdependent on the actions the other
players choose. We can now start reasoning about this model by applying game
theoretic results. So we can conclude, if we assume that the utility function is
continuous (or each player has only finitely many actions) and the action spaces
are compact metric spaces, that then the game has a Nash equilibrium. If we are in
doubt whether our agents will behave fully-rational, we could use other strategies
as suggested in [WLB17].
What we have not dealt with is the issue that the success of an attack depends on
the success of other attacks or incidents of players. Take for example the hostile
takeover of a computer for the purpose of bitcoin mining, now if another attacker
has also access to the very same computer and also uses it for bitcoin mining
then the expected gain should only be less than half of what would be otherwise
expected. Even worse if some thunderstorm destroys the computer, before any
bitcoins can flow, then the gains should be zero.
6 Note that a measure costs can change over time, such as some measures have a large initial cost but
then cost almost nothing (e. g. a fence).




A producer of security measures wants to decide whether he should develop some
security measure m. He estimates the fix costs at cm and the cost per measure
applied as ca. Now he wants to know whether he can sell enough measures (let S








x ≥ 0. (3.1)
For that we have to determine, if there exists new games where measure m is
available for to all the protectors P for a certain price x, enough protectors are
going to apply the measure m for their price such that Equation (3.1) is full-filled.
Note that the price of the producer is not necessarily the price of the protector.
Take for example a big fence with some barbed wire, it may not be allowed to
install (so we may assume that the costs for the protector would be infinite). Or
the protector has to stop the production line of his company in order to install the
measure, which will then of course result in additional costs.
4 Bayesian game
We extend the above game to follow the rules of Bayesian game. As in the above
game, it is assumed that all the players will have full knowledge about their own
and the others players’ action spaces and utility functions. In a Bayesian game on
the other hand, the player have only incomplete information available, but have
beliefs about the action spaces and utility functions of the other players. So lets
first formally define what a Bayesian game is.
Definition 2. A Bayesian game is a tuple Γ = ((Ti, Ti), Ai, ui, p)1≤i≤N with
A :=
∏N
i=1 Ai and T :=
∏N
i=1 Ti where
• {1, . . . , N} is the set of players;
• (Ti, Ti) is a measurable space8, where Ti is the i’s non-empty type space.
Further we let T = ⊗Ni=1Ti;9
8 Note that, if Ti is discrete, then we may ignore Ti, as in this case it is the power set.
9 The product σ-algebra.
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• Ai is the space of actions of player i, a non-empty metric space10






• p is a probability measure on (T, T ) which denotes the common prior over
the type profiles.
Now if we want to model the Beyerer-Geisler framework as a Bayesian game we
need to define the type space T . The type space Tp for player p in P con-
sist of tuple of functions which map the objective costs and objective prob-
abilities to the player’s subjective view. So it consists of functions νp,c(m)
which maps the objective cost of some measure m (on flank f of subject
s) to the subjective cost of p. Also, some function νp which maps c(f, β)


















j , s, f) to those subjectively assumed by p. We may also
assume that the player p does only know his type up to some probability mea-
sure Xp on Tp Together this leads to some new subjective utility function
Rp,
⋃
p∈P M∗p (νp,c(m), νp, πp).
The type space for player d in DW consists of a map νd,c(a) which maps the
objective costs ceffort(a, s, f), (cpenalty(a, s, f) and g(s, f, β)) to the subjective
costs of d. Also, there is a function πd which maps Pr(penalty|a, s, f, β) and
p(β|a, s, f). to the subjective probabilities assumed by d. Again we may assume
that the player d only knows his type up to some probability measure Xi.
Having set up the framework of Beyerer and Geisler like this we can apply
the results of [CNM14] and know that the game (under some minor continuity
assumptions or in the discrete case) has a Bayes-Nash-equilibrium.
5 Introducing temporal dynamics
We introduce some temporal dynamics now. So assume that the finite time horizon
is given by T = {0, 1, . . . , k}. Now the state of the system has three components
10If Ai is finite, we may assume that it is a set without any additional structure.
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at time i: The type space (Ti, Ti), the common knowledge (prior) pi and the






p) of player p. We denote the action
space at time i of each player p Api . Note that the action space of an protector
player depends on bp(t). We may also assume that rather than having a new
budget every round a protector player has fixed amount of money for some fixed
number of rounds, say tk′ . So the action a player can take depends on the actions
already taken.
For a player in d ∈ DW , the actions the player can take are again limited by his
budget bd(t) plus sometimes he can reinvest the eventual gains. Again he may
assume that d has some fixed amount of money for some fixed number of rounds,
say tk′ . So the action a player can take depends on the actions already taken.
So in this case if the subjective assumption of the players match the private
assumptions, hence if our model is a non-Bayesian game, we can think of this
temporal dynamic as an extensive-form game. When the game is finite, we can
think of such a game in terms of a game tree. This game has again Nash-equilibria,
but in this context they can be unrealistic. A solution to this problem are subgame
perfect equilibria, which compared to ordinary Nash-equilibria have the additional
property, that they are also equilibria for every subgame. Their existence can be
shown via backward induction.
In terms of the Bayesian game model, we can go over to sequential Bayesian game.
Again the concept of Bayes-Nash-equilibrium leads to unrealistic equilibria, but in
case our game is finite, we can show the existence of perfect Bayesian equilibria
which overcome this issue.
Another idea would be to use the framework of [OTT17]. This framework assumes
that the common knowledge evolves as
Pi+1 = fi(Pi, Ai,W
C
i ),
where fi is function of common knowledge and WCi is a random variable which
represents the randomness of the evolution. Then we assume that a player observes







where WCi is again a random variable which represents some random noise. We
further assume that fpi is common knowledge among all players.
11 There are no
11This just means that if the players would swap their positions they would observe the same.
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hard general results for this type of framework, but it is at least suspected that
there exist equilibria solutions for this framework in general.
6 Conclusion and future work
We redefined the framework of Beyerer and Geisler in terms of game theory. This
opens access to a deep theory for example the existence of the Nash equilibria.
This immediately raises the question on the suboptimalities of these stability
points of the game in terms of the social optimum (cf. [GCC08]). Moreover, many
other results of game theory seem to be relevant as well, such as the study of how
humans behave in these kind of strategical interactions. What also can be seen is
that the task of the protector player can be a very hard problem. Not only do they
have to think about their own flanks of vulnerabilities, but they also have to get a
good idea of the adversary’s capabilities and their motivation, e. g. their utility
function.
We raise the question whether we can improve our predicting abilities of different
security polices. Take for example the choice of password polices. Could we
have predicted that the policies of forcing to change the passwords regularly will
lead to questionable security (cf. [ZMR10]). Another question we can ask is the
model’s ability to predict what happens for the problem, when the protector does
not have to bear the cost of failure. This is for example the case for proprietary
software, the protector is the copy-right holder but the one who will suffer first is
the user (cf. [MA11]).
This leads to the question of how the model we defined can be used apart for a
purely theoretical quality analysis. One idea we want to investigate in the future
is the question whether multi-agent simulations with our model in mind will lead
to good predictions in terms of security engineering but also in terms of what
political decisions such as the European General Data Protection Regulation will
achieve for the personal data protection of its citizens.
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With Laplacian eigenmaps the low-dimensional manifold of high-dimensional
data points can be uncovered. This nonlinear dimensionality reduction technique
is popular due to its well-understood theoretical foundation. This paper outlines
a straightforward way to incorporate class label information into the standard
(unsupervised) Laplacian eigenmaps formulation. With the example of hyperspec-
tral data samples this supervised reformulation is shown to reinforce within-class
clustering and increase between-class distances.
1 Introduction
Advances in hyperspectral image acquisition and domain-specific machine learn-
ing methods for clustering and classification of the acquired data are progressing
in tandem. By its very nature hyperspectral images tend to be high-dimensional
as sensors capture many narrow and contiguous spectral bands and algorithms
for analysis often combine spatial as well as spectral information. Due to the
high resolution of many hyperspectral image (HSI) data sets, it has been sug-
gested to employ nonlinear dimensionality reduction (or manifold learning) as




while preserving the local geometry. Nonlinear dimensionality reduction has
proven itself useful in many different domains, like face recognition [CK09],
speech recognition [BO95] and image retrieval [LLC05]. In contrast to a princi-
pal component analysis, where data points are projected onto a linear subspace,
nonlinear dimensionality reduction techniques can find the low-dimensional non-
linear manifold that is possibly embedded inside a higher-dimensional space.
Manifold learning is therefore very suitable for data sets, where an intrinsic low-
dimensional structure is suspected. A classical example of this is an image series
of a person looking in various different directions. The images itself are rather
high-dimensional, the intrinsic lower dimension however, can be characterized by
a Euclidean space, where one axis represents looking right and left, and the other
axis up and down [RYS04]. Manifold learning methods are generally able to find
this structure. In this paper, we focus on Laplacian eigenmaps (LE), a classical
manifold learning algorithm [BN03]. We show how the standard LE formulation
can be adapted in order to take class labels into account and how this supervised
reformulation is an improvement.
Different approaches to incorporate class label information into manifold learn-
ing applications have already been considered. In [RD12] for instance, one
within-class and one between-class graph was constructed to achieve a supervised
manifold learning formulation. In contrast to this, we show that one graph and the
associated affinity matrix equipped with a certain kernel function is sufficient.
The remainder of this technical report is organized as follows: We first begin
by revisiting the standard Laplacian eigenmaps formulation and motivate the
importance of the Laplacian matrix and its relation to the Laplace operator. In
the following section the supervised version of the Laplacian eigenmaps method
is outlined. The algorithm is evaluated by using a hyperspectral dataset that was
acquired by the AVIRIS sensor. We show quantitative and qualitative results.
2 Laplacian Eigenmaps
Given data samples X = {xi}ni=0 ⊆ Rm many classical manifold learning algo-
rithms start with the construction of an undirected weighted graph G = (V,W ),
where each node vj ∈ V represents one data point and W is the n× n affinity
matrix. Affinity or similarity can intuitively be understood as an inverse distance
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measure.1 Note, that the dimensionality m of the data points does not appear in
W , as it encodes all pairwise affinities. One common affinity measure is the so
called Gaussian heat kernel





with β ∈ R. This Gaussian heat kernel is applied to all xj ,xk ∈ X , provided that
the Euclidean distance between the samples is smaller than a certain ε > 0. In
general, we call a symmetric function k : X × X → R a kernel, if the induced
Gram matrix defined by Kij = k(xi,xj) is positive semi-definite. Choosing an
adequate affinity measure is of course one crucial aspect of LE. When dealing
with signals or (hyper)spectral data, one might for instance consider the cosine
similarity or dynamic time warping. For the time being, we focus on the Gaussian
heat kernel. After the construction of the weighted graph G, the eigenmaps, which
define the mapping to the low-dimensional space, must be computed. Therefore,
the generalized eigenvector problem must be solved:
Ly = λDy, (2.1)
where L = D −W is the so called Laplacian matrix, and D the diagonal degree
matrix.
Now, if y0, . . . ,yn−1 are the solutions to the above generalized eigenvalue equa-






1 Note however, that affinity measures are not necessarily required to be an inverse metric. For
instance, the inverse of the dynamic time warping distance could be used as an affinity measure (see
e.g. [SNNS02]), although it is only a semi-metric, i.e. it does not satisfy the triangle inequality.
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Finally, the mapping Φ : Rm → Rp into a p-dimensional target space is defined
by the p eigenvectors:
Φ(xi) = [y1(i), . . . ,yp(i) ]
T





















The last step of the above derivation is true because by definition Dii =
∑
j Wji.




Finding a vector y that minimizes this objective function is equivalent in finding
the eigenvectors of Equation (2.1).
3 Laplace Operator
The Laplacian matrix plays an important role in graph theory and can for instance
be used to approximate the sparsest cut of a graph [AHK10] or to compute s-t
flows [CKM+11]. Another interesting property of the Laplacian matrix is that
it can be understood as an discrete Laplace operator. In this subsection, we will
motivate this aspect of the Laplacian matrix. To begin with, consider the definition
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Figure 2.1: Conceptual projection of a data set with ten samples. Every of the vertices of G10 stands
for one such data point. With vk → xk we denote that xk is ”represented” by vk . The length of
the edges is according to a certain affinity/kernel function, i.e. shorter edges mean a higher affinity.
This must be reflected by the projection: A high affinity between nodes must lead to the points being
”close” together in the lower-dimensional space.
where φ is a twice-differentiable function. Δφ is called the Laplacian of φ. Now,
as we want to relate this continuous Laplace operator to the analogous discrete
case, consider a grid, or rather any arbitrary undirected weighted graph G and
let ψ : V → R be a function that maps every node vj of G to a real number
νj = ψ(vj). For the sake of vividness, assume that this number represents a
temperature νtj at a discrete time step t. The following derivation relates the
temperature change Δt:t+1νi = ||νti − νt+1i || from time step t to t + 1 to the
difference of the neighboring nodes temperatures, where Wij can be thought of as

























degW (vi) denotes i-th row (or column)
2 sum of W and δij is the Kronecker delta.
We see that from the simple fact that the change in temperature is proportional
to the difference of the neighboring temperatures (Newton’s law of cooling), the
Laplacian matrix L emerges. The above derivation of heat transfer on a graph




where the Laplacian matrix replaces the Laplace operator.
Consider the weighted graph from Figure 3.1 and its corresponding weight matrix
W , diagonal degree matrix D and the resulting Laplacian matrix L. Multiplying
the vector of node numbers with the Laplacian matrix, gives the negative change
of those node temperatures for the next time-step.
4 Supervised Laplacian Eigenmaps
In order to incorporate class label information, we construct the affinity matrix as
follows. Let (xi, ) ∈ Rm × {1, . . . , L} or x	i for short be a data sample and its
associated label in a multi-class setting. The entries of W ∈ (0, 1]n×n are then
computed as:













j ;β) if ℓ 6= o,
(4.1)
where β is set to the average pairwise Euclidean distance of all {xi}ni=0 ⊆ Rm.
Speaking in terms of an heat distribution over the nodes, we want to inhibit the
heat flow between two nodes if they do not have the same label. This is simply
realized by the parameter γ ∈ (0, 1) in Eq. (4.1). This inhibition parameter is a
straightforward way to influence the affinity measure. Setting γ = ε for ε > 0
will have the effect of increasing between-class distances in the target space, while
γ = 1− ε will converge to the standard LE result.
However, similar data points should be close together on the projected space
independent of their class, which is why the kernel function k is used in both
cases. By this approach, both desired goals are achieved: First, samples sharing
the same label are reinforced to fall into the same region. Second, data points with
different labels are repelled from each other by a certain factor, but nevertheless
their overall closeness is still defined by the inhibited but otherwise same kernel
function.
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Figure 3.1: A weighted undirected graph with ν = [ψ(v1), ψ(v2), ψ(v3), ψ(v3)] = [3, 2, 2, 2]T ,
the corresponding diagonal degree matrix, weight matrix and Laplacian matrix. Multiplying
ν with the Laplacian matrix results in the negative change from one time step to another:
Lν = [0.8,−0.3,−0.5, 0.0]T .
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unsupervised, the expectation of different manifold learning algorithms is that
similar data samples must be located close to each other in the projected low-
dimensional space, given any suitable, i.e. domain-specific, distance function.
Therefore, a reasonable approach is to inspect every data point and look for the
label of its 1-nearest neighbor. For the evaluation of the proposed supervised
Laplacian eigenmaps method, we use spectral information that was acquired by
the AVIRIS sensor at the Indian Pines test site in Indiana–a standard dataset, that
is commonly used in remote sensing research. There are all in all 16 different
classes; two-thirds of the scene are composed of agriculture (corn, oats, soybean,
wheat, etc.), one-thirds of forest.
Figure 4.1: Indian pines acquired by the NASA AVIRIS sensor. The same color coding for the classes
is also used for Figure 4.2.
4.1 Experiments & Results
We evaluate the performance of the proposed supervised Laplacian eigenmaps
procedure using the k-nearest neighbor method. Independent of supervised or
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Figure 4.2: Qualitative results: 200-dimensional spectral data points are projected onto the Euclidean
plane. It can be seen that in all cases spectra with the same label cluster together. However, when class
label information is used in the construction of the weight matrix, same-label clusters are denser and
different-label clusters are further apart. This effect is reinforced when using a small γ.
The embedding in a low-dimensional target space depends very much of γ. Figure
4.2 depicts the embedding into the Euclidean space for two different values of
γ ∈ {0.25, 0.75} and also the standard embedding by LE. For γ = 0.25 some
clusters are widely separated from each other, while for γ = 0.75 clusters are
generally closer together.
All in all there are 200 spectral reflectance bands in the range of 400nm to
2500nm. As the data set consists of over twenty thousand hyperspectral pixels,
it is computationally infeasible to solve the generalized eigenvalue decomposi-
tion as its complexity is O(n3). Therefore, we subsample the data set, apply
our method repeatedly to smaller chunks of the data and average the perfor-
mance to get an overall score. We test this procedure for different values of
γ ∈ {0.1, 0.2, . . . , 0.9}.
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Figure 4.3: 1-nearest neighbor accuracy for different values of γ and target dimensions R2, R4 and
R6.
Figure 4.3 shows the 1-nearest neighbor accuracy for different values of γ as
well as for three different target dimensions. It is not surprising that a higher
target dimension allows for a better performance. Note furthermore that γ has
a large impact on the accuracy; decreasing the affinity between different-label
data samples seems to ensure that the variance between the classes is larger than
within.
5 Conclusion & Outlook
Nonlinear dimensionality reduction is a powerful tool for high-dimensional data
analysis and visualization. We have shown an easy way to integrate class labels
into the standard Laplacian eigenmaps formulation. By this it is possible to
embed high-dimensional data into a low-dimensional space, while enhancing the
within-class relations and extending the between-class distances.
Besides applying this method to other (hyperspectral) data sets, future work could
include a way to parameterize γ and evaluate other procedures to build the affinity
matrix. In this technical report, γ was used in order to decrease between-class
affinity. Further research should investigate the impact of choosing γ according
to the overall between-class dissimilarity of two different classes. This could
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be computed using a the very same kernel function that is used to compute the
affinity matrix. An important question in general is how to choose or design a
kernel function k. In this technical report, we only considered the standard heat
kernel. However, other affinity measures might be more suitable for spectral data.
As future steps, we plan to evaluate the performance of various different kernel
functions.
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Near infrared spectroscopy is a common method for analysis of food, soil and
pharmaceutical products. New developments in sensor technology, like hyper-
spectral camera systems and mobile spectrometers, allow broad applications of
spectroscopy with devices out of specialized laboratories. Wavelet coefficients are
a promising approach for the detection and estimation of spectral absorption bands.
The robustness of wavelet based features against typical measuring influences and
calibration errors will be analyzed in the following by using simulations.
1 Introduction
In near infrared spectra, information from the chemical and physical properties
of a sample are superimposed. Therefore, methods of multivariate data analysis
and machine learning are needed to link the optically measured information
with the properties of the sample. In this area, computer science overlaps with
chemometrics, a sub-discipline of chemistry for the evaluation of statistical data.
For this reason, there is already a large number of methods for processing spectral
data. However, it turns that some classical data evaluation methods are difficult
to apply to current tasks, such as networks of spectral sensors. Models for the
Abstract
evaluation of near infrared spectra can often only be used for single sensors
calibrated by complex reference analyses [Wor18, FWT+02].
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One of the most serious calibration errors of spectrometers is the wavelength map-
ping of the individual bands, e.g. due to aging processes, temperature fluctuations
or tolerances in the production process. This error has a massive influence on the
model accuracy. The transferability of models between sensors and the long-term
stability of the models is therefore limited.
Therefore, the wavelet transformation for the detection of absorption bands has
already been presented as a promising method [BPT18]. This method explicitly
determines the absorption bands, more precisely the chemical parameters of the
sample. This results in feature vectors which are partly invariant to multiplicative
influences such as the measuring distance and particle size.
In the following, the influence of wavelength calibration and noise errors will be
investigated in more detail. A classical data preprocessing method by smoothing
with Savitzky-Golay filters, derivatives and normalization with Standard Normal
Variate (SNV) is compared with the wavelet coefficient approach [RvdBE09a].
2 Signal model of the near infrared reflection
The determination of chemical parameters, such as the concentration of individual
components, is based on the properties of certain absorption bands. In many exam-
ples, bandpass filters can be used for evaluation [LBF+15a, Lu04a]. However,
the absorption can only be determined indirectly, because only the light reflected
from the sample reaches the sensor. Scattering effects also applies to transmission
measurements, which are therefore not considered separately.
First, the signal input at the spectrometer is to be described. The number of
photons hitting the sensor is determined by
g(λ) := Nsensor(λ) = (1− Pabs(λ)) · Psca(λ) ·Nsource(λ),
whereby the scattering probability is determined by integrating the radiance in the
solid angle of the sensor.
The so-called Bidirectional Reflectance Distribution Function (BRDF) [BFP12]
provides a formal description of the reflection behavior. In a spectral measurement,
however, the necessary angles and the BRDF of the object are usually unknown.
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Figure 2.1: Near infrared spectra are formed from a sum of different absorptions by polar hydrogen
bonds. The absorptions can be determined indirectly from the reflectance or transmission of a sample.
But this signal additionally contains a wavelength dependent baseline by physical effects like Mie and
Rayleigh scattering.
A theoretical description of the reflection behavior allows in parts the physical
scattering theory according to Mie and Rayleigh. The result is a wavelength-
dependent scattering probability that a photon is scattered into the detection range
of the sensor. In order to simplify the complex scattering process, it is assumed
in the following that the scattering probability is a smooth and continuously
differentiable function. For this reason, the derivation in spectral direction is
an established method for reducing the influence of particle size in a spectral
measurement [NW84a].














whereby the relationship between the expression cj of the corresponding absorp-
tion bands and the substance concentration is well approximated by Beer-
Lambert’s law [Bro06a]. In many cases, constituents also act on several absorption
bands, because the absorption bands are formed by excitation of molecular groups
of different polar hydrogen bonds. Therefore, spectral analysis is an ill-posed
non-linear inverse problem. A further complicating factor is that the absorption
bands of the different molecule groups also overlap.
A spectrometer or a spectral camera forms a discrete measurement signal
ki := (g ∗ hi,sensor)(λi) +Ni,dark
from the incident photons. For a large number of spectral bands, depending on
the system several hundred or more than thousand bands are recorded, the term
hyperspectral is used.
In the ideal case there is no crosstalk of the bandpasses between single spectral
channels
hi,sensor(λ) ≈ δ(λ, λi +Δλ).
The wavelength assignment is done via the filter position λi, which can be shifted
by Δλ due to calibration errors.





= (1− Pabs(λi +Δλ)) · Psca(λi +Δλ).
This removes the dark current and the spectral curve of the light source. The
wavelength-dependent sensitivity of the sensor, which has not been described in
detail so far, is also compensated, because the detection probability of a photon is
comparable to a changed number of photons from the source.
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3 Wavelet feature extraction
The purpose of the feature extraction method presented here is to estimate the
absorption bands contained in the spectrum. Wavelet transformation is a well-
established method in image and signal processing, especially for edge detection















allows a direct estimation of the absorption bands.
The Wavelet transformation
ΓRψ (λ0, s) := 〈ψλ0,s(λ), R(λ)〉
is performed for a variety of possible positions λ0 and scaling factors s. The
absorption bands can then be determined from the positions (λi, si) of the local
maxima within the wavelet scalogram. The evaluation of the wavelet coefficient
ΓRψ (λi, si) also makes it possible to estimate the amount of absorption.
Assuming the scattering probability can be approximated as a smooth, contin-
uously differentiable function, an approximation as a Taylor series is possible
at the position of the absorption bands. This approximation allows a simplified
description of scattering effects because the Mexican-Hat wavelet has two vanish-
ing moments. Thus the influence of the scattering probability to the determination
of the molecule concentration ci is reduced to a localy static multiplicative factor
ΓRψ (λi, si) = 〈ψλ0,s(λ), (1− Psca(λ))Psca(λ)〉
≈ ciPsca(λi),
which can be removed e.g. by quotient formation with neighbouring absorption
bands. However, the position and width of the estimated absorptions are not
influenced by this multiplicative factor.
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Based on the signal model presented at the beginning (see fig 2.1), spectral data
with different concentrations of a fictive ingredient were generated. The fictive
ingredient forces linear changes of the absorption band at 1310 nm. In addition
this absorption band is superimposed by a larger absorption at 1400 nm. This
problem is exemplary e.g. for the determination of acid concentration by OH
absorption near the water band. In addition, static absorption bands of different
characteristics were added at 973 nm, 1150 nm, 1550 nm and 1700 nm (see fig
2.1). In addition, the reflectance, more precisely the baseline, was varied by a
random value. For comparability all models were trained with 41 spectra, each
spectrum is sampled by 300 bands between 900 nm and 1800 nm. The validation
was done by newly generated spectra, which differ from the original training data
by a random baseline. Partial least squares regression (PLSR) models with 6
components were used to compare feature extraction by wavelets with a classical
spectral pre-processing.
The classical pre-processing steps are:
• a smoothing of the spectrum using Savitzky-Golay filters (11,2)
• the generation of a spectral derivative to correct the baseline
• normalizing the intensities by using Standard Normal Variate (SNV)
The wavelet based feature extraction was performed in the following steps:
• by use of wavelet transformation the absorption bands were determined
from local maxima in ΓRψ
• feature vector m was created with mi = si · ΓRψ (λi, si)
• the feature vector m was normalized to the variance due to the different
intensities of the spectra
4 Impact of noise and wavelength shift
on prediction accuracy
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Figure 4.1: For a noise level of 0.015 of the spectral intensity, the type of prediction of both methods
differs significantly. While the classical method scatters more strongly, the wavelet method, in
individual cases especially at low concentrations, does not make a prediction.
4.1 Simulation of different noise levels
In real spectroscopic sensors, the measurement signal is superimposed by noise
due to various processes such as discretization and amplification in signal acquisi-
tion. Therefore, the noise level of spectral bands is an important quality parameter
of the sensor. A comprehensive description can be found in the EMVA1288
standard. For further evaluation, the spectral signals
R′i = Ri · (rand [-1,1] · noise level + 1)
are superimposed with random noise.
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Figure 4.2: The Root Mean Square Error of Prediction (RMSEP) was determined for different noise
levels using 41 random spectra. The wavelet method shows nearly no changes over a wide range, but
this is also based on the implicit rejection of faulty spectra.
especially at low concentrations, was not detected with increasing noise level in
some cases. Because an incorrect detection of absorption bands already leads to
an error in the creation of the feature vector m. Therefore, the wavlet method
implicitly rejects faulty data and remaining predictions lead to a better result (see
fig 4.1).
4.2 Simulation of systematic wavelength shifts
As in the previous section, the two pre-processing methods were compared using
systematically modified test data. The spectra were shifted step by step compared
to the trained data sets.
For different noise levels the Root Mean Square Error of Prediction (RMSEP) was
determined by 41 random spectra of different concentrations 4.2. It was found that
the RMSEP increased continuously with increasing noise levels when classical
pre-processing was used. Using the wavelet method, the required absorption band,
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Figure 4.3: The spectra of the test dataset were shiftet systematically in wavelength compared to the
training dataset. This creates a bias and therefore a continuously increasing error in prediction by the
classical method. The prediction by the wavelet method changes step by step, depending on detection
of the peaks within the allowed tolerance range.
The features determined by wavelet transformation also showed a shift dependent
error. However, this error is lower compared to the classical method and changes
approximately stepwise. The simulation therefore evaluates the effects on the
prediction error already for shifts below the spectral resolution.
5 Summary
The results of the simulations have already been expected a-priori due to the
mathematical structure. The presented classical method is based on the scalar
multiplication of the spectrum with a vector of coefficients, which are exactly
Using classical preprocessing, a bias in the prediction was generated, resulting in a
continuous increase of the RMSEP with increasing shift. This was to be expected
in this way.
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to the sensor used, problems arise in the transferability of the learned models to
different sensors.
The feature extraction by detection of absorption bands with a wavelet transforma-
tion uses prior knowledge about the shape of the absorption bands. This makes it
possible to consider the neighborhood relationship of spectral bands. This results
in a reliable detection of superimposed absorption bands and noise influences
are minimized. The application of the Mexican-Hat wavelet also enables the
minimization of scattering effects due to the included vanishing moments.
Especially at low concentrations, less absorption bands were detected with an
increasing noise level. This correlation could be used in the future as a possibility
to characterize spectral sensors. Because the signal-to-noise ratio given in the data
sheets refers only to an intensity-noise-ratio of the spectral bands. Wavelets take
into account the neighborhood relationship of spectral bands. Due to the limit
and the uncertainty in the detection of the wavelets, a combination of resolution
and noise is possible. Together with an already existing model based on wavelet
features, a sensor-specific Limt of Detection (LoD) for certain ingredients is
thinkable.
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calibration models: a review. Chemometrics and Intelligent Laboratory
System, 64(2):181–12, 2002.
Wavelet Coef cients as Features in Near Infrared Spectrafi

A Behaviour Model as Extension for the
Object-Oriented World Model
Mathias Anneken
Vision and Fusion Laboratory
Institute for Anthropomatics
Karlsruhe Institute of Technology (KIT), Germany
mathias.anneken@kit.edu
Technical Report IES-2018-09
This report focuses on extending the object-oriented world model by a behaviour
model for its representatives. The world model in general is used as a foundation
for fusing multiple sensor sources into one coherent picture. It should enable
other services to access the stored information for further processing, e.g. for
recognizing suspicious situations in surveillance tasks. While the base model
is able to capture the real world entities by translating them into representatives
while incorporating background-knowledge in form of concepts, it is not able to
predict the behaviour of these representatives. Here, a concept based on intelligent
rational agents is introduced.
1 Introduction
Given the humongous amount of heterogeneous data generated by the multitude of
sensor sources (e.g. RADAR, cameras, . . . ), as well as the complex and demanding
task itself, due to its time pressure, inconsistencies, imperfect and in general quite
uncertain information, surveillance tasks, e.g. in the maritime domain, are quite
challenging for human operators. Therefore automatic system are created to assist




















Figure 1.1: General structure for situation analysis task in surveillance applications.
Such an automatic system shall infer the existence of situations S by observing
all entities E in the real world while incorporating the available background
knowledge for the given application domain. The inference of the existence of a
situation is called situation analysis.
The incoming data from the sensor systems will be processed and object are
detected and their features are extracted. This information is the base for different
situation analysis algorithms, either knowledge-based or data-driven. Figure 1.1
gives an overview of the whole task: Sensors will capture the entities translate
them to objects in the fusion and data management system, which will be used as
foundation for the analysis services. In order to utilize this information a model
for representing it is needed. Here, the Object-Oriented World Model (OOWM) is
used.
2 Object-Oriented World Model
The OOWM was first introduced by Gheta et al. in [GHB08]. It is the foun-
dation for reasoning of autonomous systems [BGB+10, GHBB10, GBB+10,
BKFB12, Bel15]. This approach has a fixed background knowledge. In
[Kuw10, Kuw12a, Kuw12b] first steps towards an adaptive open-world modelling
are given. This was further described and elaborated in [KB13a, KS13, KB13b,
KB14, KGHB15, KB16]. For surveillance tasks, it is used in [KFEPB12, Fis16].
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Figure 2.1: Schematic structure of the OOWM.
Here, the formalization of the OOWM stated by Kuwertz and Beyerer in [KB16]
is adopted.
The OOWM is a computational representation of the real world. Its main compo-
nents are shown in Figure 2.1. It is generated by using the information acquired
by sensor observations. This model is then considered a consistent representation
of the current state. It can act as the foundation of higher level data fusion ser-
vices in order to assess a situation at hand, support the decision making process,
and improving thus the situational awareness. In order to improve the model,
background knowledge in form of conceptual models relevant for the application
domain are incorporated.
The model builds representatives for all entities E in the real world, which are
observed by the available sensors (and relevant for the application domain).
Definition 3 (Representative). A representative R ∈ R is given by the set of
attributes AR = {A1, . . . , An}, n ∈ N.
Definition 4 (Attribute). An attribute Ai is represented by the probability dis-
tribution pAi(a) (Degree of Belief (DoB) in attribute values). This distribution
pAi(a) is either discrete or continuous.
The representative R are given by the joint probability distribution




In order to map the entities E with the corresponding representatives R, an
association mechanism is needed. For further readings into this topic, relate to the
work by Baum et al. in [BGB+10].
The background knowledge is given in form of concepts C. These concepts consist
of a set of attributes which can be used as a prototype for representatives in the
world model.
Definition 5 (Concept). A concept C ∈ C s given by the set of attributes
AC = {A1, . . . , Am},m ∈ N. A concept C may be represented by the joint
probability distribution p(C) = p(AC) =
∏
i=1,...,m pAi(a).
Definition 6 (The Association probability of representative R to concept C).








pAi(a) · pAc(a) da
)
with Ac as corresponding attribute of the concept C for the attribute Ai of R and
z as normalization parameter.
3 Situation
The formalization of a Situation is in line with [Fis16]. According to Ye et al.
[YDM12],
”A situation is defined as an external semantic interpretation of sensor
data. Interpretation means that situations assign meanings to sensor
data. External means that the interpretation is from the perspective
of applications, rather than from sensors. Semantic means that the
interpretation assigns meaning on sensor data based on structures
and relationships within the same type of sensor data and between
different types of sensor data.”
Following the definitions in section 2, the entities E in the real world are described
in the OOWM as representatives R. As a situation S is not necessarily depending
on all representatives, the subset of relevant ones are given by Rr ⊆ R.
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Definition 7 (State space of a situation).
ΩS := ×
R∈Rr





T represents the time domain. A point in time t ∈ T can either be continuous
T = R+0 or discrete T = N.
Definition 8 (Situation at a point in time). A situation St is defined for the time t
as the mapping
St : ΩS → {0, 1} .
Where St = 0 or S̄t denotes, that a situation does not exists, and St = 1 or St
that the situation exists.
For the time t an element of the state space is given by ωt ∈ ΩS . A trajectory
through the state space is then defined for a time interval d = {t1, t2, . . . , tk} by
the elements ωd = (ωt1 , ωt2 , . . . , ωtk).
Definition 9 (Situation over a time interval). A situation Sd given the time interval




ΩS → {0, 1} .
The existence of a situation at time t (analogously for time interval d) can be
described by probabilistic means. Hence, the situation St can be interpreted as a
binary random variable:
• ΣS is a sigma-algebra on ΩS , thus a subset of the power set of ΩS .
• p is a probability measure on (ΩS ,ΣS).
Definition 10 (Existence of a situation). (ΩS ,ΣS , P ) is a probability space and
p a distribution for St with the existence probability given by
p(St = s), with s ∈ {0, 1} .
So far, the existence of a situation can be inferred by using the trajectory ωd. But
ωd depends on the behaviour of the entities E and their interactions with each
other. Integrating the specific behaviour of each entity might have a huge impact
on the situation analysis, as it might give explanations for valid and righteous
behaviour even though at first glance it seems to be just erratic. This arises the














Figure 4.1: Intelligent Agent. [RN95]
4 Expending the OOWM with Agents
Not all entities will have a dedicated behaviour relying on a reasoning process,
e.g. inanimate entities like a cup. For all others, the assumption of an agent model
seems to be a fitting choice, as Russell and Norvig state in [RN95]:
”An agent is anything that can be viewed as perceiving its envi-
ronment through sensors and acting upon that environment through
effectors.”
As seen in Figure 4.1, such an agent is able to perceive the environment using
its sensors, resulting in a subset of representatives in the OOWM Rp ⊆ R.
Further the agent can carry out actions B with its actuators, which will effect the
environment. These actions will influence the attributes of the entities in the real
world.
An intelligent agent will use some reasoning process to decide on the action to
take. Thus results the characterization for an ideal rational agent by Russell and
Norvig [RN95] as follows:
”For each possible percept sequence, an ideal rational agent should do
whatever action is expected to maximize its performance measure, on
the basis of evidence provided by the percept sequence and whatever
built-in knowledge the agent has.”
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This can be adapted to the formalization for situations as follows: For the




and Rr ⊆ Rp is the set of all observed representatives, which are relevant for a
decision. Further, CrR denotes all relevant concepts for the representative R.
The behaviour H of an agent over a time interval d = (t1, . . . , tk) is the mapping





The set of possible mapping is denoted with H.
This implies, that some of the representatives in the OOWM will behave like a
rational agent. Thus, the background knowledge needs to be extended by the set
of behaviour models:
Definition 11 (Behaviour in the OOWM). The set of possible behaviour mappings
H is part of the background knowledge. A representative may follow a specific
behaviour H ∈ H based on the given concept C.
Definition 12 (Association between representative and behaviour). The associa-
tion between the behaviour H and a representative R is given by
P (H | C), ∀H ∈ H, ∀C ∈ C, with P (C | R) > 0 .
These definitions allow each representative to follow a behaviour based on its asso-
ciated concepts. For the next step, the behaviour needs to be filled with a model
for actually choosing an appropriate action given all the available information.
5 Behaviour model
Following Russell and Norvig [RN95], there are multiple models for an agent to
make a decision. One of these is a utility-based agent as shown in Figure 5.1. This
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Figure 5.1: Utility-based agent. [RN95]
Another concept for an agent is given by Rao and Georgeff in [RG95]. It is called
an BDI agent:
• Beliefs: Observed knowledge of the agent about himself and the world.
• Desires: States that solve a problem.
• Intentions: Possible plans or strategies for achieving the objectives.
An addition to this model is given by Broersen et al. in [BDH+01]. The idea is
to include obligations, which will hold values, norms and rules applicable to all
agents.
While this models define a general concept about how to decide on an action, it
is still unclear, how the goals are defined and how exactly decisions are made.
A famous example of this issue is given by Lewis Caroll in his novel Alice’s
Adventures in Wonderland:
able to infer the effects of its own actions on the environment. A utility function is
then used to decide on the one action which will maximize the gain for the agent.
This action will be carried out by its effectors.
A Behaviour Model as Extension for the OO World Model 109
”Alice: Would you tell me, please, which way I ought to go from
here?
The Cheshire Cat: That depends a good deal on where you want to
get to.
Alice: I don’t much care where.
The Cheshire Cat: Then it doesn’t much matter which way you go.
Alice: ... So long as I get somewhere.
The Cheshire Cat: Oh, you’re sure to do that, if only you walk long
enough.”
Therefore, without a valid objective in mind, it is quite impossible to decide on
the right action, or any action would be ok.
The decision theory is the study of analysing the choices made by agents. It splits
into two branches: normative and descriptive decision theory.
”The distinction between normative and descriptive decision theories
is, in principle, very simple. A normative decision theory is a theory
about how decisions should be made, and a descriptive theory is a
theory about how decisions are actually made.” [Han94]
A major drawback of decision theory is, that it is only concerned with the choices
made by a singular agent. Closely related is the field of game theory. In game
theory, the choices of agents, which actions will interfere with each other, are
analysed.
Thus, ”[g]ame theory can be defined as the study of mathematical models of
conflict and cooperation between intelligent rational decision-makers” [Mye07].
The decision making is described in form of games:
Definition 13 (Game). A (non-cooperative) game Γ consists of a set of players
N , a set of strategies B and the utility function u:
Γ = (N ,B, u)
Definition 14 (Players). Each representative R ∈ R with a behaviour H can be
interpreted as a player in a game Γ. The set of players is given by
N = {1, . . . , n} .
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Definition 15 (Strategies). A strategy B of a player i ∈ N corresponds to an






Definition 16 (Utility function). A utility is mapped to all players for each strategy
combination:
u : B → Rn .
There are solution concepts for this kind of games like the Nash equilibrium
[Nas51]. Such a game is a model for a non-cooperative situation, that means,
that the agents will try to maximize their own utility, but they will not try to
increase the gain for each other. Going back to the surveillance task, this often
does not apply, because the agents might want to work together to increase the
overall utility. To counter this challenge, cooperative games were designed, e.g. a
bargaining game:
Definition 17 (Bargaining game). An extension of a game Γ by a conflict point c
is called a (cooperative) bargaining game
ΓB = (N , P, c) ,
whereas P denotes the payoff space with all the feasible utility results
P = {u(B) | B ∈ B} ,
and the conflict point c ∈ P is the utility gained by the players, if they do not
agree on a solution.
This kind of game will allow solution concepts like the Nash bargaining solution
[Nas53] to follow specific axioms, which define a fair and reasonable outcome for
all players in a bargaining situation.
Following the OOWM’s concepts, the behaviour of each agent should be depend-
ing on their type. One game to follow this notion, is a Bayesian game [Har68], in
which each player will be assigned a specific type influencing the utility. The type
will be chosen by nature (modeled as a special player).
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Definition 18 (Bayesian game). A game with incomplete information extended
by types for the players is given by
ΓBayesian = (N , (Ti,Bi, ui, pi)i∈N ) .
The nature will assign randomly the types for the players. The players only know
their own type.
The type T of a player will define its preferences (utility) and strategies. Before
any player can act, the nature will choose the type Ti ∈ Ti for each player i ∈ N .
Compared to the general game, the utility function needs to be adjusted. It has to
assign a value not only to the combinations of strategies, but also for the types:
u : B × T → Rn .
The belief pi of player i ∈ N is a probability distribution for the types.
Translating a Bayesian game to the OOWM will result in the following mapping:
• Players are representatives: N → R
• Types are concepts: T → concepts C
• Beliefs in the types are probability distribution over the assigned concept
for each representative: pi → p(C | R) for R ∈ Rp
For solving a game, many solution concepts were introduced over the course
of time. For non-cooperative games this includes: rationalizability and iterated
dominance, Nash equilibrium, Bayesian Nash equilibrium. The Nash equilibrium
was for example used by Anneken in [Ann16] as a solution concept to estimate
the behaviour of ships. Some solution concepts for cooperative games are the
core, Nash bargaining solution and Kalai-Smorodinski bargaining solution. The
Nash bargaining solution was used by Anneken et al. in [AFB17] to estimate the
behaviour for multiple cooperating vessels in the maritime domain.
6 Situation analysis
The main idea here is to use the extended OOWM for situation analysis in surveil-
lance tasks. Thus R are all representatives of the entities E of the real world.
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There is an observer responsible for the surveillance task. This observer is an
entity itself: EO ∈ E . The corresponding representative is given by RO ∈ R.
Each observer has its own background knowledge, which includes the concepts
CO and behaviour models HO. The observer RO can perceive a subset of the
entities which results in the following set of representatives RpO ⊆ R.
Each of the observed representatives R ∈ RpO will base its action BR ∈ BR on
other representatives perceived by it RpR ⊆ R, the concepts CR and the behaviour
model HR.
The observer will base his anticipations regarding the behaviour of the repre-
sentatives RpO on his background knowledge HO and on each of the perceived
representatives. The entities in the real world will base their behaviour H on their
own observations. In case, that the observer is able to perceive the same relevant
part of the world as the representative, the expected behaviour and the actual
behaviour should be the same. It will deviate, if the concepts C, the behaviours H,
or the observed representative RpO do not match.
By comparing the predicted behaviour with the actual, it is possible to make
a statement about the possibility p(HO | HR). This has been done e.g. in
[AFB16a, AFB16b] by geometric comparisons of movement patterns using the
Hausdorff metric or dynamic time warping. Another approach was shown in
[Ann16, AFB17], where a utility function was developed, which was in turn used
to participate a behaviour. The utility by the actual behaviour is than compared
with the one from the estimated strategy.
The information gained about the probability p(HO | HR) can then be used for
the mapping between the entities and the situation S ∈ S at hand: An entity,
which behaviour deviates, can be considered an anomaly, while at the same time
the probability for an expected illegal action can be estimated by modelling it as
possible behaviour.
7 Conclusion and Future Work
A concept for integrating a behaviour model into the OOWM was introduced.
This model is based on a game theoretic approach. While the OOWM is already
incorporating methods for associating real world entities with the computational
representatives based on background-knowledge in form of concepts, it is not
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able to predict behaviour or give inside into the decision process of entities. The
addition of utility based intelligent agents, which will make a decision based on
the results of a Bayesian game, will address this shortcomings. This will allow a
surveillance system to support an operator with even more inside.
Additional to the introduced extension, the next steps will include further research
into a prototype, the estimation and prediction of actions, and based on this the
detection of anomalies or suspicious behaviour. One important step will be the
design of the utility function.
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