INTRODUCTION
In recent years, a dramatic increase in traffic accidents worldwide has brought the problem of improving traffic safety to the attention of health officials who now approach the problem as they would a biological disease. Road traffic accidents are usually caused by the composite actions of humans, vehicles, road, and weather, and their outcomes often involve casualties and economic loss. The relationship between an accident and the influencing factors is nonlinear and complicated; it cannot be described with an explicit mathematical model.
One of the most important tools for investigating the relationship between crash occurrence and traffic risk factors is a crash prediction model. In this paper, seven variables are selected as input for such a model: driver's gender, driver's age, crash time, type of vehicle, weather conditions, trafficway characteristic, and collision type. The selected output variable is the injury severity, which consists of three levels: no injury, evident injury, and disabling injury/fatality. Two fuzzy clustering algorithms and a multi-layer perceptron are used to determine the suitability of those input variables and injury severity levels for model predictions.
The first prediction model is an artificial neural network (ANN). A neural network is composed of simple elements operating in parallel, as found in biological nervous systems. As in nature, the connections be-tween the elements largely determine the network function. In this study, a multi-layer perceptron (MLP) neural network architecture that consists of a multilayer feed-forward network with sigmoid hidden neurons and linear output neurons is used.
Clustering techniques focus on obtaining useful information by the grouping of multi-dimensional data into clusters. In this study, four clustering algorithms -hierarchical, K-means, subtractive clustering, and fuzzy C-means (FCM) clustering -are used to obtain the optimum number of clusters.
The second prediction model for determining the suitability of the input variables and output variables is a fuzzy inference system (FIS) using FCM clustering based on Takagi-Sugeno-Kang (TSK) and Mamdani. The FCM clustering model optimizes the objective function to obtain the membership degree for each sample point relative to all the cluster centres, then determines the generic of the sample points, and finally achieves automatic classification for data samples. The third prediction model is a FIS using subtractive clustering based on the TSK-FIS structure. The aim of subtractive clustering is to estimate both the number and initial locations of cluster centres and extract the TSK fuzzy rules from the input/output variables.
The first objective of this study is to obtain the optimum number of clusters based on the clustering algorithms before conducting an analysis with the fuzzy clustering algorithms. The second objective of this study is to determine the most suitable prediction model from among the tested models based on two criteria: precision (root mean square (RMSE), R-value, mean absolute errors (MAE), and sum of square error (SSE)) and response time (t). The precision factor establishes if a model is able to accurately predict traffic crash severity, while the response time establishes if the model can produce results in a reasonable period of time. Thus, prediction models are chosen based on having the highest precision and the lowest response time. The third objective of this study is to create a model that can be updated with additional data beyond whatever is previously used so that the prediction models are improved based on new information through induction procedure.
RELATED WORK
The common models used in traffic safety are the traditional Poisson and Poisson-gamma models. Those models are applied for modelling discrete, independent, and non-negative events. The Poisson and Poisson-gamma models have been used for predicting motor vehicle crashes [1, 2] . Other statistical models applied to accident data include the binomial, the zero-inflated Poisson (ZIP), the zero-inflated negative binomial (ZINB), and the multinomial probability models. ANN has been verified to be efficient in many other fields, but have seldom been used as a modelling approach in the analysis of crash-related injury severity. In the transportation field, Mussone et al. [3] applied ANN to analyze vehicular crashes at an intersection in Milan, Italy. A number of studies have used ANN to recognize groups of drivers at greater risk of being injured or killed in traffic crashes [4, 5] . Other applications of ANN have included traffic prediction [6, 7] , estimation of traffic parameters [8] , incident detection [9, 10] , travel behaviour analysis [11] [12] [13] , and traffic accident analysis [14, 3, 15, 16] . Abdelwahab and Abdel-Aty [17] used ANN to provide the association of driver injury severity and crash factors such as the driver, vehicle, roadway, and environmental characteristics. A probabilistic neural network (PNN) model was applied by Abdel-Aty and Pande [16] for crash prediction on the Interstate 4 corridor in Orlando, Florida. Kunt et al. [18] used an ANN, a genetic algorithm, and a genetic algorithm combined with pattern search for predicting the severity of freeway traffic crashes.
Zadeh [19] introduced fuzzy logic in the 1960s. There are a series of justifications for using fuzzy logic in the modelling of complex processes. Fuzzy set theory techniques have been used in crash prevention efforts. Akiyama and Sho [20] studied the traffic safety problem on urban expressways. Hadji Hosseinlou and Aghayan [21] used fuzzy logic to predict the traffic crash severity on the Tehran-Ghom freeway in Iran. Fuzzy logic has been used for the control of traffic systems [22] [23] [24] [25] . The combination of fuzzy logic and neural networks has been applied for incident detection on freeways by Ishak and Al-Deek [26] . Ruspini [27] was the first to propose fuzzy c-partitions as a fuzzy approach for clustering, and then, the FCM algorithms were modified by Dunn [28] and generalized by Bezdek [29] . In connection with FCM algorithm, Sugeno and Yasukawa [30] determined the optimal number of clusters in the output space. Chen et al. [31] suggested the data space should be classified with regard to the input data in addition to linear relationships between input and output data. Feature-weighted FCM based on feature selection methods and on competitive agglomeration were proposed by Wang et al. [32] and Frigui and Nasraoui [33] , respectively.
Chiu [34] introduced subtractive clustering. In subtractive clustering, data points were selected for cluster centres to solve computational difficulties that can arise in mountain clustering when problem dimensions are suitably increased for handling large data sets. Yager and Filev developed the mountain method for estimating cluster centroids (Yager and Filev, [35] ). Hayajneh and Hassan [36] applied a fuzzy subtractive (FS) clustering and a FIS based on the Sugeno method for drilling processes.
One of the clustering methods is the K-means algorithm [37] . K-means clustering is an unsupervised pattern classification method. Fukunaga [38] used Kmeans clustering on continuous data. Pena et al. [39] applied various methods for process of initializing in the K-means algorithm. The K-means algorithm performance is related to the initial cluster centres; thus, Khan and Ahmad [40] and Redmond and Heneghan [41] suggested an algorithm for K-means clustering to determine initial cluster centres. Hierarchical clustering according to agglomerative algorithms has been developed [42] [43] [44] [45] [46] , where objects are initially allocated to their own cluster in addition to pairs of clusters that are merged repeatedly until a tree is completely formed.
METHODOLOGY

Parameters for prediction
The dataset used in this study consists of 1,049 traffic crashes and was derived from traffic crashes reported between 2005 and 2010 on the North Cyprus primary road network. The dataset includes only crash data that are complete with regard to all input variables that were used in this study. These data were used as training and checking data for the MLP, FCM clustering, and FS clustering as well as a comparison for the predictions from all three models. Three injury levels were taken into the consideration for this study: no injury, evident injury, disabling injury/fatality, and seven input variables were selected from the data. Table 1 shows the input and output variables. The performances of the three modelling approaches (MLP, FCM clustering, and FS clustering) were obtained using MATLAB software. 
Typical steps in designing the model
In this study, a comparison of MLP with FCM clustering and FS clustering was performed by considering 
Figure 1 -Flowchart for the processes in a typical run
the optimum number of data cluster algorithms employed for improving the traffic crash prediction procedure. The first modelling step was the training phase that used 70% of the data, and the other 30% of the data were used for model validation and testing to improve the model. The 1,049 records collected from police records were used to construct the initial prediction model. However, before initiating the main part of the flowchart shown in Figure 1 by the dashed line, the number of available data records were checked because the model can be updated with every batch of 1,000 records. In other words, the model can be updated every additional 1,000 records beyond the preliminary data. This means the model has this ability to improve itself with new data. Hierarchical, K-means, subtractive clustering and FCM clustering were employed for obtaining the optimum number of clusters based on mean silhouette coefficient and Rvalue. Consequentially, the optimum number of clusters achieved before was used in FS and FCM. In addition, the best-fit prediction algorithms between the fuzzy clustering algorithms and MLP were selected based on two criteria: precision (R, RMSE, MAE, and SSE) and response time (t). This procedure led to identification of suitable models with respect to both response time (t) and precision (R). Thus, if a fast prediction model was the goal, then this procedure identified the prediction model with the lowest response time, but if precision was the concern, then the procedure found the prediction model with the highest precision based on checking the data before the model started performing predictions. The first model output had the lowest response time, while the second model output, delayed by a few seconds, had the highest precision.
Multi-layer perceptron neural network
This study used a multi-layer perceptron (MLP) neural network architecture that consisted of a multilayer feed-forward network with sigmoid hidden neurons and linear output neurons as well as a network that was trained with the Levenberg-Marquardt backpropagation algorithm. The MLP model consisted of two layers, with each layer having a weight matrix W, a bias vector b, and an output vector p i , with i 1 > . Figure  2 shows the selected final prediction model for each layer in the MLP model where the number of the layer is appended as a superscript to the variable. For the different weights and other elements of the network, superscripts were applied to recognize the source (second index) and the destination (first index). Layer weight (LW) matrices and input weight (IW) matrices were used in the MLP model. The model was applied to data that were randomly divided into sets for model training, testing, and validating. The MLP model had 7 inputs, 20 neurons in the first layer, and 3 neurons in the second layer. The output layer of the MLP model consisted of three neurons representing the three levels of injury severity. Of the original data, 70% were used in the training phase, while the validation and test data sets each contained 15% of the original data. A constant input 1 was fed to the bias for each neuron with regard to the outputs of each intermediate layer that were the inputs to the following layer. Thus, layer 2 could be analyzed as a one-layer network with 20 inputs, 3 neurons, and a 3*20 weight matrix W 2 ; in such circumstances, the input layer 2 is p 2 . All vectors and matrices of layer 2 have been identified; the layer can be treated as a single-layer network on its own. However, the objective of this network is to reduce the error e through the least mean square error (LMS) algorithm that calculates the difference between t and p i in which i 1 > and t is the target vector. The perceptron learning rule calculates the desired changes (target output) to the perceptron's weights and biases, given an input vector p 1 and the associated error e.
Hierarchical clustering
The agglomerative hierarchical algorithm was employed in this study. The agglomerative algorithm is initiated by assuming that each of n objects to be clus- tered is a unique cluster. The objects were compared with each other using a Euclidean distance to determine the distance between objects. That process was repeated until the number of clusters was obtained.
The average linkage method defined in Eq. 1 was applied for comparing the clusters in each stage between all pairs of objects and deciding which of them should be combined.
Here, xri is the i th object in cluster r. This methodology partitions data by identifying natural groupings in the hierarchical tree or by cutting off the hierarchical tree at a random point. The cophenetic correlation coefficient (CPCC) for a cluster tree is defined as the linear correlation coefficient between the cophenetic distances obtained from the tree and the original distances (or dissimilarities), which varies between 0 and +1. The CPCC between Z, the average linkage method, and Y, the Euclidean distance for all data, is defined by Eq. 2:
where Yij is the , Y Y distance i ĵ h, Zij is the cophenetic distance between objects i and j in Z and y and z are the average of Y and Z, respectively. In this study, the CPCC obtained for the preliminary data was 0.8425, which indicated that the hierarchical cluster tree was fairly good in terms of accuracy of the clustering solution.
K-means clustering
The K-means methodology depends on an initial vector to lead to an optimum solution. In this study, a modified K-means methodology was employed to reach the local minimum in any circumstance, which was useful for the large number of records. The modified K-means method involved a batch phase and online updates in which the first step entailed reassigning the vector in the closest cluster centroid through recalculation of cluster centroids and the second step entailed determining a clustering solution by convergence to a local minimum where points were individually reallocated and cluster centres were recalculated after each reallocation.
The pseudocode for K-means clustering is given in Algorithm 1.
Fuzzy C-means clustering
Similar to fuzzy rules, fuzzy clusters are well suited as a means for building a classification model. Clus- Choose a random subset C of X as the initial set of cluster centres;
while termination criterion is not met:
/ / for (j=1:1:N);
Assign xj to the nearest cluster; ters are often considered as fuzzy rules to initialize a fuzzy rule system that is then optimized. The essential procedure of FCM is to find clusters such that the overall distance from a cluster prototype to each datum is minimized. The FCM algorithm is defined by the objective function: In this study, a modified FCM clustering was employed. For this procedure, the initial FCM partition was defined and set with the number of clusters equal to 3, the exponent for the partition matrix equal to 2, the maximum number of iterations equal to100 and minimum improvement equal to 1e-10. Based on this, the initial fuzzy cluster centres were calculated through the generation of the initial fuzzy partition. To improve the FCM clustering, the cluster centres and the membership grade points were updated, and the objective function defined in Eq. 3 was minimized to find the best location for each cluster. This procedure was terminated when the maximum number of iterations or minimum amount of improvement were reached.
Fuzzy subtractive clustering
Subtractive clustering uses data points as the candidates for cluster centres instead of grid points, which means that the computation is related to the problem size [48] . In fact, the cluster centres should be located at the data points to reduce the computation effort. The pseudocode for subtractive clustering is given in Algorithm 2. The pseudocode for FS clustering is given in Algorithm 3.
EXPERIMENTS AND EVALUATIONS
Comparison of clustering models
Use of a clustering methodology results in the optimum number of membership functions. Figure 3 depicts the influence of the number of clusters along with the various radii in subtractive clustering. Figure 4 shows the R-value for a given radius in the FS clustering algorithm. In Figures 3 and 4 , the minimum number of clusters was 10, and the R-value achieved by the 10 clusters was 0.855. Figure 5 shows the relationships between the number of clusters and the mean silhouette coefficient. It was found that, when the number of clusters was increased, the mean silhouette coefficient, which represents the overall quality of the clustering measurement, was decreased. Figure 5 shows that the mean silhouette coefficients for hierarchical, K-means, and FCM clustering converged to 12 clusters. As explained above, by increasing the number of clusters, the R-value increased and the mean silhouette coefficient was decreased. Therefore, to satisfy two different evaluations for the cluster validity, 12 clusters were selected, which was more than the minimum number of 10 clusters obtained from subtractive clustering in Figure 3 . =^h % location of the first cluster centre
=^h;% location of the next cluster centre continue; 1 k k = + ;% go to the beginning of the loop
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=^h% location of the next cluster centre continue; k k 1 = + ;%go to the beginning of the loop elseif P P 
Rulei: if , , y A y A y A is and is i s
" , , where: All clustering algorithms identified 12 clusters, which meant that each input and output was characterized by 12 membership functions. Moreover, the number of rules equals the number of clusters, and hence, 12 rules were created. Figure 6 shows an example of the membership functions (MFs) of the collision type and driver's age obtained from the FCM clustering algorithm. The actual and predicted values for 15% of the checking data are shown in Figure 7 . The output values of the three levels (no injury: 1, evident injury: 2, fatality: 3) were either 0 or 1, as shown in Table 1 . The mean response time of the FCM approach for 20 runs was 0.4744 seconds.
Fuzzy C-means clustering
Fuzzy subtractive clustering
Subtractive clustering is a fast, one-pass algorithm to determine the approximate number of clusters and the cluster centres in the training dataset. However, in FS clustering, both input and output training data generates a Sugeno-type FIS structure.
In this case, the cluster radius indicates the range of influence of a cluster when the data space as a unit hypercube is considered. Specifying a small cluster radius usually yields many small clusters in the data and results in many rules. Specifying a large cluster radius usually yields a few large clusters in the data and results in fewer rules. Figure 8 presents an example of the membership functions of the collision type and the driver's age as used in FS clustering. When compared with Figure 6 , the figure reveals that the FS clustering algorithm had a lower computational cost than the FCM clustering because of a smaller number of membership functions and rules. The actual and predicted values based on the coding variables given in Table 1 are shown in Figure 9 for 15% of the checking data. In few circumstances the predicted values were out of the boundary condition defined to be between 0 and 1; meanwhile, overall similarity between actual and predicted values was not affected by errors happened in predicted values. The mean response time of the FS clustering for 20 runs was 0.2843 seconds.
MLP model results
The MLP, which was applied for training, testing, and validation, consisted of 7 inputs, 20 neurons in the hidden layers, and 3 neurons in the output layer. The data for training, validation, and testing of MLP application represented 70%, 15%, and 15% of all crash data, respectively. The results of the MLP model are shown in Table 2 for 20 runs, which tabulates the prediction levels of injury severity patterns in the training, testing, and validation phases.
DISCUSSION
The relationship between the R-value and the number of clusters for FCM clustering calculated by the Mamdani and Sugeno fuzzy algorithms is represented in Figure 10 . With the Sugeno fuzzy algorithm, the R-value was not related to the cluster number; whereas with the Mamdani fuzzy algorithm the R-value increased approximately with the number of clusters. Figure 11 shows the relationship between the R-value and the number of clusters in the FS clustering. The Rvalue was 0.855 for the FS clustering with 12 clusters. Figures 10 and 11 show that increasing the number of clusters typically caused the R-value to increase, but 
Figure 9 -Comparison of actual and predicted value for checking data in FS clustering
CONCLUSION
1. This study compared the FS clustering, FCM clustering, and MLP models to identify the model best suited for predicting traffic crash severity at three levels, fatality, evidence of injury, and no injury, as well as estimating the response time for processing traffic crash data. Figure 5 shows that such an increase in the number of clusters caused the mean silhouette coefficient to decrease. Subsequently, 10 was the optimum number of clusters determined by subtractive clustering as shown in Figure 3 , the mean silhouette coefficient converged at 12 clusters, as shown in Figure 5 . Then, because 12 is greater than 10, 12 clusters were selected for predicting the model. Figure 12 represents the relationship between the number of program runs and the response time for the MLP, FS clustering and FCM clustering. The mean response time for FS clustering was less than that for the other models.
The MLP, FCM clustering, and FS clustering were compared on the basis of their R, MAE, SSE, and RMSE values, as shown in Table 3 . The FS clustering provided the lowest elapsed time, 0.284 seconds, followed by FCM clustering, with an elapsed time of 0.474 seconds. FS clustering used the least amount of time with the precision that was less than MLP's precision, while 2. Twelve clusters were obtained from four clustering algorithms -hierarchical, K-means, FCM, and subtractive clustering -as the optimum number of clusters, as at this value, the mean silhouette coefficient and R-value converged in the clustering algorithms. Clustering should be applied to the input and output of the training records, which comprised approximately 800 records of the overall used data. The optimum number of clusters and the number of rules should be equal; therefore, 12 rules were created. In addition, each input and output was characterized by 12 membership functions. This number of clusters was applied to the FS clustering and FCM clustering.
3. Our procedure was able to identify the best two models based on precision (R) and response time (t). MLP model via exhaustive search took the greatest amount of time (2.635 seconds) with the best precision (R-value of 0.89). However, FS clustering took the least amount of time (0.284 seconds) with a precision with an R-value of 0.85. Thus, if a faster modelling time is desired, then FS clustering can be the right choice, but if precision is the goal, then MLP can be selected. In certain circumstances, MLP model could give higher accuracy, but MLP model would take more than 2.635/0.284 = 9.28 times longer to yield an answer than FS clustering. The comparison of multiple models in this research provided a complete understanding of the relationship between input and output variables and allowed for identification of models yielding the highest prediction accuracy (MLP) and lowest response time (FS). The findings showed that more than one method can be suitable, depending on the selected criterion (precision and response time). While high precision results in better prediction levels of the crash severity, low response time can allow the developed system to assist agencies in performing real-time prediction with data from detectors and/ or real-time traffic data. 4. The model adjusts itself by incorporating additional data, which means that determined models based on each criterion were modified with added data through induction procedure.
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