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HIGH ACCURACY METHODS FOR EIGENVALUES OF ELLIPTIC OPERATORS BY
NONCONFORMING ELEMENTS
JUN HU AND LIMIN MA
Abstract. In this paper, three high-accuracy methods for eigenvalues of second order elliptic oper-
ators are proposed by using the nonconforming Crouzeix-Raviart(CR for short hereinafter) element
and the nonconforming enriched Crouzeix-Raviart(ECR for short hereinafter) element. They are
based on a crucial full one order superconvergence of the first order mixed Raviart-Thomas(RT for
short hereinafter) element. The main ingredient of such a superconvergence analysis is to employ
a discrete Helmholtz decomposition of the difference between the canonical interpolation and the
finite element solution of the RT element. In particular, it allows for some vital cancellation be-
tween terms in one key sum of boundary terms. Consequently, a full one order superconvergence
follows from a special relation between the CR element and the RT element, and the equivalence
between the ECR element and the RT element for these two nonconforming elements. These su-
perconvergence results improve those in literature from a half order to a full one order for the RT
element, the CR element and the ECR element. Based on the aforementioned superconvergence
of the RT element, asymptotic expansions of eigenvalues are established and employed to achieve
high accuracy extrapolation methods for these two nonconforming elements. In contrast to a classic
analysis in literature, the novelty herein is to use not only the canonical interpolations of these
nonconforming elements but also that of the RT element to analyze such asymptotic expansions.
Based on the superconvergence of these nonconforming elements, asymptotically exact a posteriori
error estimators of eigenvalues are constructed and analyzed for them. Finally, two post-processing
methods are proposed to improve accuracy of approximate eigenvalues by employing these a pos-
teriori error estimators. Numerical tests are provided to justify and compare the performance of the
aforementioned methods.
Keywords. eigenvalue problem, Crouzeix-Raviart element, superconvergence, asymptotic expan-
sion, a posteriori error estimate
AMS subject classifications. 65N30, 73C02.
1. Introduction
Eigenvalue problems are important. They appear inmany fields, such as quantummechanics,
fluid mechanics, stochastic process, etc. A fundamental work is to find eigenvalues of partial
differential equations. The topic about how to approximate eigenvalues with high accuracy
attracts more and more interest.
The superconvergence analysis plays an important role in approximating eigenvalues with
high accuracy. As is known, there are many results in literature for low order conforming finite
elements and mixed elements of second order elliptic problems, see [3, 4, 6, 7, 12]. However,
for nonconforming elements, the reduced continuity of trial and test functions makes the corre-
sponding superconvergence analysis very difficult. So far, most of superconvergence results for
nonconforming elements are focused on methods on rectangular or nearly parallelogram trian-
gulations, see [19, 28, 36]. There are a few superconvergence results for nonconforming elements
on triangular meshes [18, 22, 34]. In [18], a half order superconvergence was analyzed for the
CR element. The main idea therein is to employ a special relation between the CR element and
the RT element to explore some conformity of discrete stresses by this nonconforming element.
However, a full one order supconvergence was observed in the numerical tests [18]. The cause
of such a gap is from a half order superconvergence for the RT element [3], which is a half lower
than the optimal superconvergence indicated by numerical tests. In fact, the analysis in [3] for
one key sum of boundary terms was dependent on a result of Sobolev spaces, which can not be
improved as showed by a counter example in [32]. Thus, a direct application of this result can
The authors were supported by NSFC projects 11625101, 91430213 and 11421101.
1
2 Jun Hu and Limin Ma
only yield a half order superconvergence for the RT element. In [22], a full one order supercon-
vergencewas proved by following the analysis [1] for the RT element. The result therein requires
the regularity of the primary solution in H4+ǫ(Ω,R) for any ǫ > 0.
In this paper, a new analysis for the aforementioned boundary terms is presented, which leads
to a full one order superconvergence for the RT element. The main ingredient of such a super-
convergence analysis is to employ a discrete Helmholtz decomposition of the difference between
the canonical interpolation and the finite element solution of the RT element. In particular, it
allows for some vital cancellation between the boundary terms sharing a common vertex in one
key sum. Thus, following the analysis in [18], the superconvergence results for the CR element
and the ECR element of the Poisson problem are improved from a half order to a full one order.
These results are also extended to corresponding eigenvalue problems.
Extrapolation methods are widely used to improve the accuracy of eigenvalues. The mathe-
matical analysis is based on asymptotic expansions of approximate eigenvalues. For the conform-
ing linear element of second order elliptic eigenvalue problems, the corresponding asymptotic
expansions were analyzed in [27]. The extensions for second order elliptic operators to variable
coefficient elliptic eigenvalue problems, eigenvalue problems on 3-dimensional domains, eigen-
value problems on domains with reentrant corners, nonconforming elements and mixed finite
elements, can be found in [2, 10, 24, 29–31], respectively; the extensions for forth order elliptic
eigenvalue problems to the Ciarlet-Raviart mixed scheme and nonconforming elements on rect-
angular meshes were discussed in [8, 21, 25, 26, 33], respectively. For the CR element, it was
pointed out by Lin in [23] that the accuracy of discrete eigenvalues can be improved from sec-
ond order to forth order by extrapolation methods, if corresponding eigenfunctions are smooth
enough. But the crucial asymptotic expansions were not established there. The main difficulty is
that the canonical interpolation of the CR element does not admit the usual superclose property
with respect to the finite element solution in the energy norm.
In this paper, asymptotic expansions of eigenvalues are established and employed to achieve
high accuracy extrapolation methods for both the CR element and the ECR element. In contrast
to a classic analysis in literature, the novelty herein is to use not only the canonical interpolations
of these two nonconforming elements but also that of the RT element to analyze such asymptotic
expansions. Then, thanks to the superconvergence property of the RT element, the desired
asymptotic expansions follow froma special relation between the CR element and the RT element
[35], and the equivalence between the ECR element and the RT element [17], respectively.
Besides the aforementioned extrapolation methods, gradient recovery techniques can also
be used to improve the accuracy of eigenvalue approximations. In [37], for eigenvalues of
the Laplacian operator by the conforming linear element, remarkable fourth order convergence
rates of approximate eigenvalues were observed. The enhancements to eigenvalues by gradient
recovery techniques are based on a simple identity
λh − λ =‖ ∇h(u − uh) ‖20,Ω −λ ‖ u − uh ‖20,Ω,
where (λh, uh) is the corresponding approximation to an eigenpair (λ, u). The first term on the
right side of the above identity can be approximated with high accuracy by gradient recovery
techniques, such as polynomial preserving recovery techniques(PPR for short hereinafter) in [40],
Zienkiewicz-Zhu superconvergence patch recovery techniques(SPR for short hereinafter) in [41]
and the superconvergent cluster recoverymethod in [20]. Since the second term is of higher order,
new approximate eigenvalues with higher accuracy can be obtained by the gradient recovery
techniques.
As for nonconforming elements of second order elliptic eigenvalue problems, the identity
becomes
λ − λh =
(∇h(u − uh),∇h(u − uh)) + 2(∇u,∇huh) − 2λh(u, uh) − λh(u − uh, u − uh).
Note that the consistency error (∇u,∇huh) − 2λh(u, uh) relates to eigenfunctions themselves.
In this paper, asymptotically exact a posteriori error estimators of eigenvalues are constructed
and analyzed for both the CR element and the ECR element. As a generalization of the result
in [37], enhancements to eigenvalues are resulted from the corresponding asymptotically exact
a posteriori error estimators. In order to approximate the extra term (∇u,∇huh) − 2λh(u, uh) with
high accuracy, the canonical interpolations wh of eigenfunctions are introduced. Thanks to the
commuting property of the canonical interpolations of these two nonconforming elements,
(∇u,∇huh) − λh(u, uh) = −λh(u − wh, uh).
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Thus, by expressing the interpolation error in terms of the derivatives of eigenfunctions, the
remaining term λh(u−wh, uh) can be approximated with high accuracy by the gradient recovery
techniques. In this way, asymptotically exact a posteriori error estimators of eigenvalues are
accomplished. Furthermore, a summation of approximate eigenvalues and the corresponding
asymptotically exact a posteriori error estimators produces new approximate eigenvalues with
higher accuracy.
An additional technique to improve the accuracy of eigenvalue approximations is to combine
two approximate eigenvalues by a weighted-average [16]. Although an eigenvalue is indeed
a weighted-average of two approximations, the corresponding weights are usually unknown
because they relate to the errors of the two discrete eigenvalues. The main idea in [16] is to
design approximate weights through four approximate eigenvalues, which needs two methods
to compute twoupper bounds and two lower bounds of eigenvalues on twomeshes, respectively.
Thanks to the aforementioned asymptotically exact a posteriori error estimators, a new com-
bining technique is proposed to obtain approximate eigenvalues with high accuracy. Given
lower bounds of eigenvalues and the corresponding nonconforming approximate eigenfunc-
tions, conforming approximations of eigenfunctions are obtained by applying the average-
projection method [15] to these nonconforming eigenfunctions. Asymptotical upper bounds
of eigenvalues can be obtained by taking the Rayleigh quotients of such conforming functions,
see [15] for more details. Finally, for the lower and the upper bounds of eigenvalues, the weights
are designed by using the corresponding asymptotically exact a posteriori error estimators. Fur-
thermore, the superconvergence of the resulted combining eigenvalues is proved. It needs to
point out that our algorithm only needs to solve a discrete eigenvalue problem on one mesh,
while the one in [16] needs to solve four discrete eigenvalue problems on two meshes.
The remaining paper is organized as follows. Section 2 presents second order elliptic eigen-
value problems and some notations. Section 3 proves a full one order superconvergence for the
RT element of source problems, and furthermore, the superconvergence for the CR element and
the ECR element of source problems and eigenvalue problems. Section 4 explores asymptotic ex-
pansions of approximate eigenvalues for both the CR element and the ECR element, and proves
the efficiency of extrapolation methods. Section 5 establishes and analyzes asymptotically exact
a posteriori error estimators of eigenvalues by the CR element and the ECR element, respectively.
Section 6 proposes two post-processingmethods to approximate eigenvalueswith high accuracy.
Section 7 presents some numerical tests.
2. Notations and Preliminaries
2.1. Notations. We first introduce some basic notations. Given a nonnegative integer k and a
bounded domain Ω ⊂ R2 with boundary ∂Ω, let W1,∞(Ω,R), Hk(Ω,R), ‖ · ‖k,Ω and | · |k,Ω denote
the usual Sobolev spaces, norm, and semi-norm, respectively. And H10(Ω,R) = {u ∈ H1(Ω,R) :
u|∂Ω = 0}. Denote the standard L2(Ω,R) inner product and L2(K,R) inner product by (·, ·) and
(·, ·)0,K, respectively.
Suppose that Ω ⊂ R2 is a bounded polygonal domain covered exactly by a shape-regular
partition Th into simplices. Let |K| denote the volume of element K and |e| the length of edge e.
Let hK denote the diameter of element K ∈ Th and h = maxK∈Th hK. Denote the set of all interior
edges and boundary edges of Th by Eih and Ebh, respectively, and Eh = Eih ∪ Ebh. For any interior
edge e = K1e ∩ K2e , we denote the element with larger global label by K1e , the one with smaller
global label by K2e . Denote the corresponding unit normal vector which points from K
1
e to K
2
e by
ne. Let [·] be jumps of piecewise functions over edge e, namely
[v]|e := v|K1e − v|K2e
for any piecewise function v. For K ⊂ R2, r ∈ Z+, let Pr(K) be the space of all polynomials of
degree not greater than r on K. For r ≥ 1, denote
∇Pr(K) := {∇v : v ∈ Pr(K)}.
Denote the piecewise gradient operator and the piecewise hessian operator by ∇h and ∇2h, re-
spectively.
Let K have vertices pi = (pi1, pi2), 1 ≤ i ≤ 3 oriented counterclockwise. Denote {ei}3i=1 the edges
of elementK, {li}3i=1 the edge lengths, {di}3i=1 the perpendicular heights, and {ni}3i=1 the unit outward
normal vectors(see Figure 1). Denote the second order derivatives ∂
2u
∂xi∂x j
by ∂xix ju, 1 ≤ i, j ≤ 2.
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p1 p2
p3
e3
n3
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d3
Figure 1. Paramters associated with a triangle K.
Throughout the paper, a positive constant independent of the mesh size is denoted by C,
which refers to different values at different places. For ease of presentation, we shall use the
symbol A . B to denote that A ≤ CB.
2.2. Second order elliptic eigenvalueproblems. On a domainΩ ⊂ R2 with Lipschitz boundary,
we consider a model eigenvalue problem of finding : (λ, u) ∈ R × V with ‖ u ‖0,Ω= 1 such that
a(u, v) = λ(u, v) for any v ∈ V,(1)
where V := H10(Ω,R). The bilinear form
a(w, v) :=
∫
Ω
∇w · ∇v dx
is symmetric, bounded, and coercive in the following sense:
a(w, v) = a(v,w), |a(w, v)| .‖ w ‖1,Ω‖ v ‖1,Ω, ‖ v ‖21,Ω. a(v, v) for any w, v ∈ V.
The eigenvalue problem (1) has a sequence of eigenvalues
0 < λ1 ≤ λ2 ≤ λ3 ≤ ...ր +∞,
and the corresponding eigenfunctions
u1, u2, u3, ...,
which satisfy
(ui, u j) = δi j with δi j =
{
0 i , j
1 i = j
.
Let Vh be a nonconforming finite element approximation to V over Th. The corresponding
finite element approximation of (1) is: find (λh, uh) ∈ R × Vh, such that ‖ uh ‖0,Ω= 1 and
ah(uh, vh) = λh(uh, vh) for any vh ∈ Vh,(2)
where the discrete bilinear form ah(wh, vh) is defined elementwise as
ah(wh, vh) :=
∑
K∈Th
∫
K
∇hwh · ∇hvh dx.
Let N = dim Vh. Suppose that ‖ · ‖h:= ah(·, ·)1/2 is a norm over the discrete space Vh, the discrete
problem (2) admits a sequence of discrete eigenvalues
0 < λ1,h ≤ λ2,h ≤ λ3,h ≤ ...ր λN,h,
and the corresponding eigenfunctions
u1,h, u2,h, ..., uN,h,
which satisfy (ui,h, u j,h) = δi j, 1 ≤ i, j ≤ N.
For discrete problem (2), we consider the following two nonconforming elements: the CR
element and the ECR element.
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• The CR element space over Th is defined in [9] by
VCRh :=
{
v ∈ L2(Ω,R)
∣∣v|K ∈ P1(K) for any K ∈ Th,
∫
e
[v] ds = 0 for any e ∈ Eih,∫
e
v ds = 0 for any e ∈ Ebh
}
.
Moreover, we define the canonical interpolation operatorΠCRh : V → VCRh as follows:∫
e
ΠCRh v ds =
∫
e
v ds for any e ∈ Eh, v ∈ V.(3)
Denote the approximate eigenpair of (2) in the nonconforming space VCRh by (λ
(CR,E)
h , u
(CR,E)
h ),
which satisfies ‖ u(CR,E)h ‖0,Ω= 1.
• The ECR element space over Th is defined in [14] by
VECRh :=
{
v ∈ L2(Ω,R)
∣∣v|K ∈ ECR(K) for any K ∈ Th,
∫
e
[v] ds = 0 for any e ∈ Eih,∫
e
v ds = 0 for any e ∈ Ebh
}
.
where ECR(K) = P1(K) + span
{
x21 + x
2
2
}
. Define the canonical interpolation operatorΠECRh : V →
VECRh for any v ∈ V, by ∫
e
ΠECRh v ds =
∫
e
v ds for any e ∈ Eh,∫
K
ΠECRh v dx =
∫
K
v dx for any K ∈ Th.
(4)
Denote the approximate eigenpair of (2) in the nonconforming space VECRh by (λ
(ECR,E)
h , u
(ECR,E)
h ),
which satisfies ‖ u(ECR,E)h ‖0,Ω= 1. It follows from the theory of nonconforming eigenvalue
approximations in [14] that
(5) |λ − λ(CR,E)h |+ ‖ u − u(CR,E)h ‖0,Ω +hs ‖ ∇h(u − u(CR,E)h ) ‖0,Ω. h2s ‖ u ‖1+s,Ω,
(6) |λ − λ(ECR,E)h |+ ‖ u − u(ECR,E)h ‖0,Ω +hs ‖ ∇h(u − u(ECR,E)h ) ‖0,Ω. h2s ‖ u ‖1+s,Ω,
provided that u ∈ H1+s(Ω,R) ∩H10(Ω,R), 0 < s ≤ 1.
For the CR element and the ECR element, the commuting property of the canonical interpo-
lations reads ∫
K
∇(w −ΠCRh w) · ∇vh dx = 0 for any w ∈ V, vh ∈ VCRh ,∫
K
∇(w −ΠECRh w) · ∇vh dx = 0 for any w ∈ V, vh ∈ VECRh ,
(7)
see [9, 14] for details. For the CR element, the commuting property of the canonical interpolation
operator ΠCRh gives
λ − λ(CR,E)h =ah(u − u(CR,E)h , u − u(CR,E)h ) − 2λ(CR,E)h (u −ΠCRh u, u(CR,E)h )
− λ(CR,E)h (u − u(CR,E)h , u − u(CR,E)h ).
(8)
A similar identity holds for the approximate eigenpair (λ(ECR,E)h , u
(ECR,E)
h ) by the ECR element.
These two identities are crucial for the analysis of extrapolation methods and asymptotically
exact a posteriori error estimators.
3. Superconvergence results
In this section, a full one order superconvergence is proved for the RT element of the Poisson
problem. Furthermore, based on the superconvergence of the RT element, the superconvergence
results for the CR element and the ECR element of the Poisson problem are improved from a
half order to a full one order. These results are also extended to the corresponding eigenvalue
problem.
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3.1. Superconvergence of the RT element. To begin with, we consider the following elliptic
problem: find (σ(f, S), u(f, S)) ∈ H(div,Ω,R2) × L2(Ω,R) such that:
(9)
(σ(f, S), τ) − (u(f, S),divτ) = 0 for any τ ∈ H(div,Ω,R2),
(v,divσ(f, S)) = ( f , v) for any v ∈ L2(Ω,R),
where f ∈ L2(Ω,R) and
H(div,Ω,R2) = {τ ∈ L2(Ω,R2), divτ ∈ L2(Ω,R)}.
One mixed finite element is the first order RT element [38] whose shape function space is
RTK := (P0(K))
2 + xP0(K) for any K ∈ Th.
The corresponding global finite element space reads
RT(Th) :=
{
τ ∈ H(div,Ω,R2) : τ|K ∈ RTK for any K ∈ Th
}
.
Toget a stable pair of space, thepiecewise constant space is used to approximate thedisplacement,
namely,
URT :=
{
v ∈ L2(Ω,R) : v|K ∈ P0(K) for any K ∈ Th
}
.
The RT element method of (9) seeks (σ(RT, f)h , u
(RT, f)
h ) ∈ RT(Th) ×URT such that
(10)
(σ(RT, f)h , τh) − (u(RT, f)h ,divτh) = 0 for any τh ∈ RT(Th),
(vh,divσ
(RT, f)
h ) = ( f , vh) for any vh ∈ URT.
According to [5], the discrete system (10) has an unique solution (σ(RT, f)h , u
(RT, f)
h ) ∈ RT(Th) × URT.
Meanwhile, there exist the following optimal error estimates with detailed proofs referring to
[11]
‖ σ(f, S) − σ(RT, f)h ‖0,Ω . h|σ(f, S)|1,Ω,
‖ div(σ(f, S) − σ(RT, f)h ) ‖0,Ω . h|σ(f, S)|2,Ω,
provided that σ(f, S) ∈ H2(Ω,R2).
The Fortin interpolation operator, which is widely used in error analysis, such as [11, 13], is
defined byΠRTh : H
1(Ω,R2)→ RT(Th) as∫
e
(ΠRTh τ − τ)Tne ds = 0 for any e ∈ Eh, τ ∈ H1(Ω,R2).
It is proved in [38] that for any τ ∈ H1(Ω,R2),
(div(τ −ΠRTh τ), vh) = 0 for any vh ∈ URT,(11)
‖ τ −ΠRTh τ ‖0,Ω . h|τ|1,Ω.(12)
It follows from (10) and (11) that
divσ(RT, f)h = divΠ
RT
h σ
(f, S).
Therefore, σ(RT, f)h −ΠRTh σ(f, S) ∈ RT(Th) is divergence free, and is a piecewise constant vector field.
Hence, a substitution of τh = σ
(RT, f)
h −ΠRTh σ(f, S) into (9) and (10) yields
(σ(f, S), σ(RT, f)h −ΠRTh σ(f, S)) = (σ(RT, f)h , σ(RT, f)h −ΠRTh σ(f, S)).(13)
Throughout this section, the superconvergence result of the gradient recovery operator in [18]
requires triangulations to be uniform:
Definition 1. A triangulation Th of Ω is said to be uniform if any two adjacent triangles of Th form a
parallelogram.
For any triangle K ∈ Th, from the three outer unit normal vectors, denote the two which are
closest to orthogonal by f1 and f2. This procedure is in general not unique, however, only the
directions of vectors are focused, thus there will be no restriction.
For each i = 1, 2, denote a parallelogram, which consists of two triangles sharing a side with
normal fi, by Nfi . We partition the domain Ω into those parallelograms Nfi and some resulted
boundary triangles, and denote these boundary triangles by Kfi . In an element K, we denote
the edge to which the unit normal vector is fi by efi , the length of efi by hfi , and the unit tangent
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vector of efi with counterclockwise by tfi . We denote the two endpoints of the edge efi by p
1
fi
and
p2fi , and p
1
fi
p2fi = hfitfi . Define
Pb :=
{
p ∈ ∂Ω : p is a vertex of Kfi
}
.
Decompose the set Pb into two parts Pb = P1b ∪ P2b, where P1b is the set of vertices of the domain
Ω, and P2b refers to the remaining vertices. For any vertex p ∈ P1b, denote the unique boundary
triangle Kfi by Kp, and for any vertex p ∈ P2b, denote the two boundary triangles Kfi sharing p by
Klp and K
r
p, where
Krp = {x + hfitfi : x ∈ Klp}.
For any p ∈ P2b, let ωp be the trapezoid which is made up of three elements and p is a midpoint
of its edge, see Figure 2. And |P1b | = κ is the number of the elements in P1b, it is known that κ is
a fixed number independent of h. Figure 2 shows an example of the definitions and notations
concerning a triangulation.
ωp
hf1tf1
hf2tf2
p1f1 p
2
f1
Kf1 Kf1 Kf1 Kf1 Kf1 Kf1 Kf1
Nf1 Nf2
f1
f2
p ∈ P2b p ∈ P1b
KpKlp K
r
p
Figure 2. An uniform triangulation of Ω.
We will need some results on Sobolev spaces. Denote the subset of the points in Ω having
distance less than h from the boundary by ∂hΩ:
∂hΩ = {x ∈ Ω : ∃y ∈ ∂Ω such that dist(x, y) ≤ h}.
We have the following result, see [3] and the references therein.
Lemma 3.1. For v ∈ Hs(Ω,R), where 0 ≤ s ≤ 12 ,
‖ v ‖0,∂hΩ. hs ‖ v ‖s,Ω .
We recall the following discrete Helmholtz decomposition and refer to [4] for more details.
Lemma 3.2. For any function τh ∈ RT(Th) which satisfies div τh = 0,
τh ∈ curlP1,
where P1 = {v ∈ H10(Ω,R) : v|K ∈ P1(K) for any K ∈ Th}.
Assume that the triangulation Th is uniform. Suppose that the solution of the problem (9)
satisfies σ(f, S) ∈ H 52 (Ω,R2). Define a matrix F, the transportation of which has the two unit
normal vectors f1 and f2 as columns. Denote the canonical basis vectors ofR
2 in respectively the
x1- and x2-direction by e1 and e2. By (13),
‖ σ(RT, f)h −ΠRTh σ(f, S) ‖20,Ω =
(
F(σ(RT, f)h −ΠRTh σ(f, S)), F−T(σ(f, S) −ΠRTh σ(f, S))
)
=
∑
K∈Th
∫
K
(
F(σ(RT, f)h −ΠRTh σ(f, S))
)T
F−T
(
σ(f, S) −ΠRTh σ(f, S)
)
dx
=
2∑
i, j=1
Ii j,
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where
Ii j =
∑
K∈Th
∫
K
eTi F(σ
(RT, f)
h −ΠRTh σ(f, S))(eTi F−Te j)(σ(f, S) −ΠRTh σ(f, S))Te j dx.
For simplicity, only the sum I11 is considered here. Let Ω be partitioned into parallelograms Nf1
and the remaining boundary triangles Kf1 . Since σ
(RT, f)
h −ΠRTh σ(f, S) is piecewise constant, the sum
I11 can be written as a sum over parallelograms Nf1 and boundary triangles Kf1 :
|I11| ≤ |I111| + |I211|,(14)
where
I111 = (e
T
1F
−Te1)
∑
Nf1
∫
Nf1
eT1F(σ
(RT, f)
h −ΠRTh σ(f, S))(σ(f, S) −ΠRTh σ(f, S))Te1 dx,
I211 = (e
T
1F
−Te1)
∑
Kf1
eT1F(σ
(RT, f)
h −ΠRTh σ(f, S))
∫
Kf1
(σ(f, S) −ΠRTh σ(f, S))Te1 dx.(15)
Note that eT1F(σ
(RT, f)
h − ΠRTh σ(f, S)) = (σ(RT, f)h − ΠRTh σ(f, S))Tf1 is the normal component of σ(RT, f)h −
ΠRTh σ
(f, S) to the shared side of the two triangles forming a parallelogram Nf1 . Thus, e
T
1F(σ
(RT, f)
h −
ΠRTh σ
(f, S)) is constant onNf1 , and therefore, leads to the following superconvergence property [3]:
|I111| . h2 ‖ σ(RT, f)h −ΠRTh σ(f, S) ‖0,Ω |σ(f, S)|2,Ω.(16)
For the sum I211 of boundary terms, the analysis in [3] showed
|I211| . h3/2 ‖ σ(RT, f)h −ΠRTh σ(f, S) ‖0,Ω |σ(f, S)| 32 ,Ω.(17)
The estimate (17) is resulted from a direct application of Lemma 3.1. Since the estimate in Lemma
3.1 can not be improved as showed by a counter example in [32], it is very difficult to improve
the factor in (17) from h3/2 to h2 following that analysis.
A new analysis for a full one order superconvergence of the RT element is presented in the
following. The main idea here is to employ a discrete Helmholtz decomposition of σ(RT, f)h −
ΠRTh σ
(f, S). In particular, it allows for some vital cancellation between the boundary terms in I211
sharing a common vertex.
Firstly, we present the following property of the interpolation operatorΠRTh .
Lemma 3.3. For any p ∈ P2b , Klp, Krp ∈ Kfi , i = 1, 2, if σ is linear on the patch ωp,∫
Klp
(σ −ΠRTh σ) dx =
∫
Krp
(σ −ΠRTh σ) dx.
Proof. Denote the centroid, the vertices and the edges of element Klp by MKlp , {pli}3i=1 and {eli}3i=1,
and those of element Krp by MKrp , {pri }3i=1 and {eri }3i=1. For edge eli, denote the midpoint, the unit
outward normal vector and the perpendicular height bymli, n
l
i and d
l
i, respectively. And denote
those of edge eri by m
r
i , n
r
i and d
r
i , respectively. Let φ
l
i =
1
dli
(x − pli) and φri = 1dri (x − p
r
i ), 1 ≤ i ≤ 3,
which are the basis functions of the RT element on elements Klp and K
r
p, respectively.
Since σ is linear on the patch ωp, σ(x) = σ(p) + ∇σ · (x − p). Thus,
σ(x) −ΠRTh σ(x) = (I −ΠRTh )
(∇σ · (x − p)).
The fact that ∫
Klp
(I −ΠRTh )
(∇σ · (MKlp − p)) dx = 0 and
∫
Klp
∇σ · (x −MKlp) dx = 0
leads to ∫
Klp
σ(x) −ΠRTh σ(x) dx = −
∫
Klp
ΠRTh
(∇σ · (x −MKlp )) dx.(18)
Note that ∇σ|Klp = ∇σ|Krp , nli = nri andmli −MKlp = mri −MKrp . Thus
(∇σ · (mli −MKlp))Tnli = (∇σ · (mri −MKrp ))Tnri .
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Since
∫
Klp
φli dx =
∫
Krp
φri dx, this and (18) lead to∫
Klp
(σ −ΠRTh σ) dx =
∫
Krp
(σ −ΠRTh σ) dx,
which completes the proof. 
By employing the discrete Helmholtz decomposition, the estimate of the term I11 in [3] is
improved in the following lemma.
Lemma 3.4. Suppose that (σ(f, S), u(f, S)) is the solution of (9) with σ(f, S) ∈ H 52 (Ω,R2), (σ(RT, f)h , u(RT, f)h )
is the solution of (10) on an uniform triangulation Th. It holds that
|I11| . h2(|σ(f, S)| 5
2 ,Ω
+ κ| ln h|1/2|σ(f, S)|1,∞,Ω) ‖ σ(RT, f)h −ΠRTh σ(f, S) ‖0,Ω .
Proof. By Lemma 3.2, there exists wh ∈ P1 such that
σ(RT, f)h −ΠRTh σ(f, S) = curlwh ∈
(
URT
)2
.
The term I211 in (15) reads
I211 = (e
T
1F
−Te1)
∑
Kf1
eT1Fcurlwh
∫
Kf1
(σ(f, S) −ΠRTh σ(f, S))Te1 dx.(19)
Since
(20) eT1Fcurlwh =
1
hf1
∫
ef1
∇wh · tf1 ds =
wh(p
2
f1
) − wh(p1f1)
hf1
,
a substitution of (20) into (19) leads to
|I211| .
∣∣ ∑
p∈P2
b
wh(p)
hf1
( ∫
Klp
(σ(f, S) −ΠRTh σ(f, S))Te1 dx −
∫
Krp
(σ(f, S) −ΠRTh σ(f, S))Te1 dx
)∣∣
+
∑
p∈P1
b
∣∣wh(p)
hf1
∫
Kp
(σ(f, S) −ΠRTh σ(f, S))Te1 dx
∣∣.(21)
By Lemma 3.3 and the Bramble-Hilbert lemma,∣∣ ∫
Klp
(σ(f, S) −ΠRTh σ(f, S))Te1 dx −
∫
Krp
(σ(f, S) −ΠRTh σ(f, S))Te1 dx
∣∣ . h3|σ(f, S)|2,ωp .(22)
A substitution of (22) and the Cauchy-Schwarz inequality into (21) yields
|I211| .h
(∑
p∈P2
b
‖ wh ‖20,ωp
)1/2(∑
p∈P2
b
|σ(f, S)|22,ωp
)1/2
+ h2
(∑
p∈P1
b
‖ wh ‖20,∞,Kp
)1/2(∑
p∈P1
b
|σ(f, S)|21,∞,Kp
)1/2
.h ‖ wh ‖0,∂hΩ |σ(f, S)|2,∂hΩ + κh2|σ(f, S)|1,∞,Ω ‖ wh ‖0,∞,h .
Lemma 3.1 implies that
h ‖ wh ‖0,∂hΩ |σ(f, S)|2,∂hΩ . h2 ‖ wh ‖ 12 ,Ω |σ
(f, S)| 5
2 ,Ω
. h2 ‖ wh ‖1,h |σ(f, S)| 5
2 ,Ω
.
Since ‖ wh ‖0,∞,h. | ln h|1/2 ‖ wh ‖1,h,
|I211| . (h2|σ(f, S)| 5
2 ,Ω
+ κh2| ln h|1/2|σ(f, S)|1,∞,Ω) ‖ wh ‖1,h .(23)
A substitution of (16) and (23) into (14) concludes
|I11| . (h2|σ(f, S)| 5
2 ,Ω
+ κh2| ln h|1/2|σ(f, S)|1,∞,Ω) ‖ σ(RT, f)h −ΠRTh σ(f, S) ‖0,Ω,
which completes the proof. 
Similar arguments for the sums I12, I21 and I22 prove a full one order superconvergence for
the RT element as follows.
Theorem3.1. Suppose that (σ(f, S), u(f, S)) is the solution of (9)withσ(f, S) ∈ H 52 (Ω,R2), and (σ(RT, f)h , u(RT, f)h )
is the solution of (10) on an uniform triangulation Th. It holds that
‖ σ(RT, f)h −ΠRTh σ(f, S) ‖0,Ω. h2
(|σ(f, S)| 5
2 ,Ω
+ κ| ln h|1/2|σ(f, S)|1,∞,Ω
)
.
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3.2. Superconvergence of the CR element and the ECR element. A full one order supercon-
vergence of the CR element and the ECR element follows from a special relation between the RT
element and the CR element, and the equivalence between the RT element and the ECR element,
respectively.
A post-processing mechanism is analyzed in [18] for the superconvergence of the CR element.
Given q ∈ RT(Th), define function Khq ∈ VCRh × VCRh as follows.
Definition 2. 1.For each interior edge e ∈ Eih, the elements K1e and K2e are the pair of elements sharing e.
Then the value of Khq at the midpoint me of e is
Khq(me) =
1
2
(
q|K1e (me) + q|K2e (me)
)
.
2.For each boundary edge e ∈ Ebh, let K be the element having e as an edge, and K′ be an element sharing
an edge e′ ∈ Eih with K. Let e′′ denote the edge of K′ that does not intersect with e, and m, m′ and m′′ be
the midpoints of the edges e, e′ and e′′, respectively. Then the value of Khq at the point m is
Khq(m) = 2Khq(m
′) − Khq(m′′).
m’
m”
m
K
K’
e
e’
e”
∂Ω
The Poisson problem is to find u(f, S) ∈ H10(Ω,R) such that
(∇u(f, S),∇v) = ( f , v) for any v ∈ H10(Ω,R),(24)
where f ∈ L2(Ω,R). The CR element method of (24) seeks u(CR, f)h ∈ VCRh such that
(∇hu(CR, f)h ,∇hvh) = ( f , vh) for any vh ∈ VCRh .(25)
The ECR element method of (24) seeks u(ECR, f)h ∈ VECRh such that
(∇hu(ECR, f)h ,∇hvh) = ( f , vh) for any vh ∈ VECRh .
Due to the superconvergence result of the RT element in Theorem 3.1 and the special relation
between the RT element and the CR element [35], the superconvergence of the CR element for
(24) can be improved from a half order to a full one order following the analysis in [18].
Theorem 3.2. Suppose that u(f, S) ∈ H 72 (Ω,R) ∩H10(Ω,R) is the solution of (24), u(CR, f)h is the solution
of (25) by the CR element on an uniform triangulation Th, and f ∈W1,∞(Ω,R). It holds that
‖ ∇u(f, S) − Kh∇hu(CR, f)h ‖0,Ω. h2(|u(f, S)| 72 ,Ω + κ| ln h|
1/2|u(f, S)|2,∞,Ω + | f |1,∞,Ω).
The superconvergence result of the CR element for the Poisson problem can also be extended
to the corresponding eigenvalue problem.
Theorem3.3. Suppose that (λ, u) is the eigenpair of (1), (λ(CR,E)h , u
(CR,E)
h ) is the corresponding approximate
eigenpair of (2) by theCR element on anuniform triangulationTh. Assume that u ∈ H 72 (Ω,R)∩H10(Ω,R),
then,
‖ ∇u − Kh∇hu(CR,E)h ‖0,Ω. h2| ln h|1/2|u| 72 ,Ω.
Proof. Let u
(CR, λu)
h ∈ VCRh be the solution of the following source problem
(∇hu(CR, λu)h ,∇hvh) = λ(u, vh) for any vh ∈ VCRh .(26)
Since (λ, u) is the eigenpair of (1), it follows from Theorem 3.2 that
‖ ∇u − Kh∇hu(CR, λu)h ‖0,Ω. h2| ln h|1/2|u| 72 ,Ω.(27)
A combination of (2) and (26) yields
‖ ∇hu(CR,E)h − ∇hu(CR, λu)h ‖20,Ω= (λ(CR,E)h u(CR,E)h − λu, u(CR,E)h − u(CR, λu)h )(28)
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By (5),
(29) ‖ λ(CR,E)h u(CR,E)h − λu ‖0,Ω≤ |λ(CR,E)h | ‖ u(CR,E)h − u ‖0,Ω +|λ(CR,E)h − λ| . h2|u|2,Ω.
Thanks to (26),
‖ u(CR,E)h − u(CR, λu)h ‖0,Ω≤‖ u(CR,E)h − u ‖0,Ω + ‖ u − u(CR, λu)h ‖0,Ω. h2|u|2,Ω.(30)
A substitution of (29) and (30) to (28) leads to
‖ ∇hu(CR,E)h − ∇hu(CR, λu)h ‖20,Ω. h4|u|22,Ω.(31)
As pointed out in [3], the gradient recovery operator Kh is bounded. By (31),
‖ Kh∇hu(CR,E)h − Kh∇hu(CR, λu)h ‖0,Ω.‖ ∇hu(CR,E)h − ∇hu(CR, λu)h ‖0,Ω. h2|u|2,Ω.(32)
It follows from (27) and (32) that
‖ ∇u − Kh∇hu(CR,E)h ‖0,Ω. h2| ln h|1/2|u| 72 ,Ω,
which completes the proof. 
As analyzed in [3], the vectorKhΠ
RT
h σ
(f, S) is a higher order approximation of σ(f, S) thanΠRTh σ
(f, S)
itself. Thanks to the equivalence between the RT element and the ECR element [17], namely,
σ(RT, f)h = ∇hu(ECR, f)h ,
a similar argument proves the following superconvergence result for the ECR element.
Theorem 3.4. Suppose that (λ, u) is the eigenpair of (1), (λ(ECR,E)h , u
(ECR,E)
h ) is the corresponding
approximate eigenpair of (2) by the ECR element on an uniform triangulation Th. Assume that
u ∈ H 72 (Ω,R) ∩H10(Ω,R), then,
‖ ∇u − Kh∇hu(ECR,E)h ‖0,Ω. h2| ln h|1/2|u| 72 ,Ω.
4. Asymptotic expansions of eigenvalues by the CR element and the ECR element
In this section, asymptotic expansions of eigenvalues are established and employed to achieve
high accuracy extrapolation methods for both the CR element and the ECR element.
For the CR element and the ECR element, their canonical interpolations do not admit the
usual superclose property with respect to the finite element solutions in the energy norm. Thus,
it is difficult to establish asymptotic expansions of eigenvalues by only using the canonical
interpolations. To overcome such a difficulty, a new idea is proposed to expand the errors
∇u − ∇hu(CR,E)h and ∇u − ∇hu(ECR,E)h in (8). The key of the idea is to use the canonical interpolation
operator ΠRTh of the RT element, instead of Π
CR
h and Π
ECR
h defined in (3) and (4), respectively. To
this end, consider the following source problem: seeks (σ(RT, λu)h , u
(RT, λu)
h ) ∈ RT(Th) × URT such
that
(33)
(σ(RT, λu)h , τh) + (u
(RT, λu)
h ,divτh) = 0 for any τh ∈ RT(Th),
(divσ(RT, λu)h , vh) = −λ(u, vh) for any vh ∈ URT.
Note that σ(RT, λu)h is the RT element solution of σ
(λu, S) := ∇u. It follows from the theory of mixed
finite element methods [11] that
‖ u − u(RT, λu)h ‖0,Ω + ‖ σ(λu, S) − σ(RT, λu)h ‖0,Ω. hs ‖ u ‖1+s,Ω,(34)
provided that u ∈ H1+s(Ω,R) ∩H10(Ω,R), 0 < s ≤ 1.
4.1. Taylor expansions of interpolationerrors. Denote the interpolation operatorsΠ0K : L
2(K)→
P0(K) and Π
0
h : L
2(Ω)→ URT by
Π0Kw =
1
K
∫
K
wdx and Π0hw
∣∣
K
=
1
K
∫
K
wdx,(35)
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respectively. On each element K, denote the centroid of element K by MK = (M1,M2) and the
midpoint of edge ei by mi. Let AK =
∑3
i, j=1,i, j
(
(pi1 − p j1)2 − (pi2 − p j2)2
)
, BK =
∑3
i=1
(
2pi1pi2 −∑3
j=1, j,i pi1p j2
)
and HK =
∑3
i=1 |ei|2. We introduce five short-hand notations
φRT1 (x) = (x1 −M1,−x2 +M2)T, φRT2 (x) = (x2 −M2, x1 −M1)T,
φECR1 (x) = (x1 −M1)2 − (x2 −M2)2, φECR2 (x) = (x1 −M1)(x2 −M2),
φECR3 (x) = 2 −
36
HK
2∑
i=1
(xi −Mi)2.
Note that functions φRT1 and φ
RT
2 belong to the compliment space of the shape function space
of the RT element with respect to ∇P2(K), and functions φECR1 , φECR2 and φECR3 belong to the
compliment space of the shape function space of the ECR element with respect to P2(K).
For any w ∈ H2(K,R), define the Taylor expansions of the interpolation errors (I − ΠCRh )w,
(I −ΠECRh )w and (I −ΠRTh )∇w by
PCRK (∇2w) =
Π0K(∂x1x1w − ∂x2x2w)
4
(I −ΠECRh )φECR1 + Π0K∂x1x2w(I −ΠECRh )φECR2
+
( − AK +HK
144
Π0K∂x1x1w −
HK − AK
144
Π0K∂x2x2w −
BK
36
Π0K∂x1x2w
)
φECR3 ,
PECRK (∇2w) =
Π0K(∂x1x1w − ∂x2x2w)
4
(I −ΠECRh )φECR1 + Π0K∂x1x2w(I −ΠECRh )φECR2 ,
PRTK (∇2w) =
Π0K(∂x1x1w − ∂x2x2w)
2
(I −ΠRTh )φRT1 + Π0K∂x1x2w(I −ΠRTh )φRT2 .
Lemma 4.1. For any quadratic function w ∈ P2(K),
(36) (I −ΠCRh )w
∣∣
K
= PCRK (∇2w),
(37) (I −ΠECRh )w
∣∣
K
= PECRK (∇2w),
(38) (I −ΠRTh )∇w
∣∣
K
= PRTK (∇2w),
‖ PRTK (∇2w) ‖20,K=
1
4
cRT11 |K(∂x1x1w − ∂x2x2w)2 + cRT22 |K(∂x1x2w)2
+ cRT12 |K(∂x1x1w∂x1x2w − ∂x2x2w∂x1x2w),
(39)
where cRTi j |K =
∫
K
(
(I −ΠRTh )φRTi
)T
(I −ΠRTh )φRTj dx, 1 ≤ i ≤ 6, j = 1, 2 are constant.
Proof. Note that φECR1 , φ
ECR
2 and φ
ECR
3 are linearly independent, and
P2(K) = P1(K) + span{φECRi , 1 ≤ i ≤ 3}.
Since
ΠCRh (I −ΠECRh )φECRi = 0, ΠCRh φECR3 = 0 for any i = 1, 2,
The interpolation error (I −ΠCRh )w can be expressed in the following form:
(I −ΠCRh )w = c1(I −ΠECRh )φECR1 + c2(I −ΠECRh )φECR2 + c3φECR3 .
The coefficients ci can be determined by taking second order derivatives on both sides of the
above identity. It leads to
c1 =
1
4
(∂x1x1w − ∂x2x2w), c2 = ∂x1x2w,
and
c3 = −AK +HK
144
∂x1x1w −
HK − AK
144
∂x2x2w −
BK
36
∂x1x2w,
which proves (36). A similar procedure verifies the expansions (37), (38) and (39), which com-
pletes the proof.  
Refine a triangulation T2h into a half-sized triangulation uniformly to obtain Th, namely, for
any element K2h ∈ T2h, K2h = ∪4l=1Klh where Klh ∈ Th, 1 ≤ l ≤ 4.
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Lemma 4.2. For any w ∈ P2(K2h), it holds that
‖ PRTK2h(∇2w) ‖20,K2h = 4
4∑
l=1
‖ PRT
Kl
h
(∇2w) ‖2
0,Kl
h
,(40)
∫
K2h
PECRK2h (∇2w) dx = 4
4∑
l=1
∫
Kl
h
PECR
Kl
h
(∇2w) dx.(41)
Proof. In order to prove (40), it only needs to prove that
‖ PRTK2h(∇2w) ‖20,K2h= 16 ‖ PRTKl
h
(∇2w) ‖2
0,Kl
h
, 1 ≤ l ≤ 4.
For simplicity, only the case l = 1 is considered here. Let M2h = (M2h1 ,M
2h
2 ), {p2hi }3i=1 and {e2hi }3i=1
be the centroid, vertices and edges of element K2h, respectively, andM
h = (Mh1,M
h
2), {phi }3i=1 and
{ehi }3i=1 be those of element K1h, respectively. For edge e2hi , denote the midpoint, the unit outward
normal vector and the perpendicular height bym2hi , n
2h
i and d
2h
i , respectively. And denote those
of edge ehi bym
h
i , n
h
i and d
h
i , respectively. Let
ϕRT1 (x) = (x1 −M2h1 ,M2h2 − x2)T, ϕRT2 (x) = (x2 −M2h2 , x1 −M2h1 )T,
ψRT1 (x) = (x1 −Mh1,Mh2 − x2)T, ψRT2 (x) = (x2 −Mh2, x1 −Mh1)T.
Note that {x − p2hi }3i=1 and {x − phi }3i=1 are the basis functions of the RT element on elements K2h
and K1h, respectively. For i = 1, 2,
(I −ΠRT2h )ϕRTi (x) = ϕRTi (x) −
3∑
j=1
a2hi j (x − p2hj ),
(I −ΠRTh )ψRTi (x) = ψRTi (x) −
3∑
j=1
ahi j(x − phj ),
where a2hi j =
1
d2h
j
(ϕRTi (m
2h
j ))
Tn2hj and a
h
i j =
1
dh
j
(ϕRTi (m
h
j ))
Tnhj . For each 1 ≤ i ≤ 2, 1 ≤ j ≤ 3,m2hj −M2h =
2(mhj −Mh), d2hj = 2dhj and n2hj = nhj . Thus, a2hi j = ahi j. By (39), it only remains to prove that
(42) cRTi j |K2h = 16cRTi j |K1h .
Since
∫
K2h
(x−M2h) dx = 0 and ∫K2h(xi −M2hi )(x j −M2hj ) dx = 16 ∫K1h (xi −Mhi )(x j−Mhj ) dx, it holds that
cRT11 |K2h =
∫
K2h
2∑
i=1
(xi −M2hi )2 − 2
3∑
i=1
a1i(x1 −M2h1 ,M2h2 − x2)(x −M2h)
+
3∑
i, j=1
a1ia1 j
(
(x −M2h)T(x −M2h) + (M2h − p2hi )T(M2h − p2hj )
)
dx
=16cRT11 |K1
h
.
Similarly, (42) holds for 1 ≤ i, j ≤ 2, which completes the proof for (40).
A similar procedure proves (41), which completes the proof. 
4.2. Asymptotic expansions of eigenvalues by the ECR element. Consider the source problem:
seeks u
(ECR, λu)
h ∈ VECRh such that
(∇u(ECR, λu)h ,∇vh) = (λu, vh) for any vh ∈ VECRh .(43)
By (6) and a similar procedure for (31),
‖ ∇h(u(ECR, λu)h − u(ECR,E)h ) ‖0,Ω. h2|u|2,Ω,
provided that u ∈ H2(Ω,R) ∩H10(Ω,R).
The following equivalence between the ECR element and the RT element [17] is crucial for
expansions of eigenvalues by the ECR element
σ(RT, λu)h = ∇hu(ECR, λu)h .
As a consequence,
(44) ‖ σ(RT, λu)h − ∇hu(ECR,E)h ‖0,Ω. h2|u|2,Ω,
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provided that u ∈ H2(Ω,R) ∩H10(Ω,R).
Lemma4.3. Suppose that (λ, u) is the eigenpair of (1)withu ∈ H 72 (Ω,R)∩H10(Ω,R), and (λ(ECR,E)h , u(ECR,E)h )
is the corresponding approximate eigenpair of (2) by the ECR element on an uniform triangulation Th. It
holds that ∣∣ ‖ ∇u − ∇hu(ECR,E)h ‖20 − ‖ ∇u −ΠRTh ∇u ‖20 ∣∣ . h3| ln h|1/2|u|27
2 ,Ω
.
Proof. By the interpolation ΠRTh ∇u, the solution σ(RT, λu)h of the source problem (33) by the RT
element, the error of the approximate eigenfunction in energy norm can be decomposed as
‖ ∇u − ∇hu(ECR,E)h ‖20,Ω= ‖ ∇u −ΠRTh ∇u ‖20,Ω + ‖ ΠRTh ∇u − σ(RT, λu)h ‖20,Ω
+ ‖ σ(RT, λu)h − ∇hu(ECR,E)h ‖20,Ω +2(∇u −ΠRTh ∇u,ΠRTh ∇u − σ(RT, λu)h )
+2(∇u −ΠRTh ∇u, σ(RT, λu)h − ∇hu(ECR,E)h )
+2(ΠRTh ∇u − σ(RT, λu)h , σ(RT, λu)h − ∇hu(ECR,E)h ).
(45)
Since σ(RT, λu)h is the RT element solution of σ
(λu, S) = ∇u, the superconvergence of the RT element
in Theorem 3.1 reads
‖ ΠRTh ∇u − σ(RT, λu)h ‖0,Ω. h2| ln h|1/2|u| 72 ,Ω,(46)
which leads to ∣∣(∇u −ΠRTh ∇u,ΠRTh ∇u − σ(RT, λu)h )∣∣ . h3| ln h|1/2|u| 72 ,Ω|u|2,Ω.(47)
The superconvergence result (44) implies∣∣(∇u −ΠRTh ∇u, σ(RT, λu)h − ∇hu(ECR,E)h )∣∣ . h3|u|22,Ω,(48)
It follows from (44) and (46) that∣∣(ΠRTh ∇u − σ(RT, λu)h , σ(RT, λu)h − ∇hu(ECR,E)h )∣∣ . h4| ln h|1/2|u| 72 ,Ω|u|2,Ω.(49)
A substitution of (44), (46), (47), (48) and (49) into (45) concludes∣∣ ‖ ∇u − ∇hu(ECR,E)h ‖20,Ω − ‖ ∇u −ΠRTh ∇u ‖20,Ω ∣∣ . h3| ln h|1/2|u|27
2 ,Ω
,
which completes the proof. 
In the following theorem, asymptotic expansions of eigenvalues by the ECR element are
established and employed to prove that the accuracy of eigenvalues is improved from O(h2) to
O(h3) by extrapolation methods.
Theorem4.1. Suppose that (λ, u) is the eigenpair of (1)withu ∈ H 72 (Ω,R)∩H10(Ω,R), and (λ(ECR,E)h , u(ECR,E)h )
is the corresponding approximate eigenpair of (2) by the ECR element on an uniform triangulation Th. It
holds that ∣∣λ − λECREXP ∣∣ . h3| ln h|1/2|u|27
2 ,Ω
,
where the extrapolation eigenvalue λECREXP =
4λ(ECR,E)
h
−λ(ECR,E)
2h
3 .
Proof. A similar identity of (8) holds for the ECR element, namely,
λ − λ(ECR,E)h = ‖ ∇h(u − u(ECR,E)h ) ‖20,Ω −2λ(ECR,E)h (u −ΠECRh u, u(ECR,E)h )
− λ(ECR,E)h ‖ u − u(ECR,E)h ‖20,Ω .
It follows from Lemma 4.3 that
λ − λ(ECR,E)h =‖ ∇u −ΠRTh ∇u ‖20,Ω −2λ(u −ΠECRh u,Π0hu) − 2λ(u −ΠECRh u, u −Π0hu)
− 2(λ(ECR,E)h − λ)(u −ΠECRh u, u) − 2λ(ECR,E)h (u −ΠECRh u, u(ECR,E)h − u)
+O(h3| ln h|1/2|u|27
2 ,Ω
).
By (6),
|λ(u −ΠECRh u, u −Π0hu)| . h3|u|2,Ω|u|1,Ω,∣∣(u −ΠECRh u, u(ECR,E)h − u)∣∣ .‖ u −ΠECRh u ‖0,Ω‖ u(ECR,E)h − u ‖0,Ω. h4|u|22,Ω,∣∣(λ(ECR,E)h − λ)(u −ΠECRh u, u)∣∣ . |λ(ECR,E)h − λ| ‖ u −ΠECRh u ‖0,Ω. h4|u|22,Ω.
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As a consequence,∣∣λ − λ(ECR,E)h − ( ‖ ∇u −ΠRTh ∇u ‖20,Ω −2λ(u −ΠECRh u,Π0hu))∣∣ . h3| ln h|1/2|u|27
2 ,Ω
.
Due to the Bramble-Hilbert lemma, (37) and (38),
(50) λ(ECR,E)h = λ −
∑
K∈Th
( ‖ PRTK (∇2u) ‖20,K −2λΠ0Ku
∫
K
PECRK (∇2u) dx
)
+O(h3| ln h|1/2|u|27
2 ,Ω
).
Since ‖ u −Π0Ku ‖0,K. h|u|1,K, a combination of (50) and Lemma 4.2 concludes
∣∣λ − 4λ(ECR,E)h − λ(ECR,E)2h
3
∣∣ . h3| ln h|1/2|u|27
2 ,Ω
,
which completes the proof. 
4.3. Asymptotic expansions of eigenvalues by the CR element. Let u
(CR, λΠ0
h
u)
h ∈ VCRh be the
solution of the following source problem
(∇u(CR, λΠ0hu)h ,∇vh) = λ(Π0hu, vh) for any vh ∈ VCRh ,(51)
and u
(CR, λu)
h ∈ VCRh be the solution of the source problem (26). The theory of nonconforming
approximation [39] gives the following lemma.
Lemma 4.4. Suppose that (λ, u) is the eigenpair of (1)with u ∈ H2(Ω,R)∩H10(Ω,R), (λ(CR,E)h , u(CR,E)h ) is
the discrete eigenpair of (2) in VCRh and u
(CR, λΠ0
h
u)
h is the solution of (51) by the CR element, respectively.
It holds that
‖ ∇h(u(CR, λΠ
0
hu)
h − u(CR,E)h ) ‖0,Ω. h2|u|2,Ω.
Proof. Due to (26) and (51), for any vh ∈ VCRh ,(∇h(u(CR, λu)h − u(CR, λΠ0hu)h ),∇vh) = (λu − λΠ0hu, vh) = λ((I −Π0h)u, (I −Π0h)vh).
It follows from (35) that∣∣(∇h(u(CR, λΠ0hu)h − u(CR, λu)h ),∇vh)∣∣ . h2|u|1,Ω|vh|1,h ≤ Ch4|u|21,Ω + 12 |vh|21,h.
With vh = u
(CR, λΠ0hu)
h − u(CR, λu)h in the above inequality,
‖ ∇h(u(CR, λΠ
0
h
u)
h − u(CR, λu)h ) ‖0,Ω. h2|u|1,Ω.(52)
Thanks to (31),
‖ ∇h(u(CR, λu)h − u(CR,E)h ) ‖0,Ω. h2|u|2,Ω.(53)
A combination of (52) and (53) concludes
‖ ∇h(u(CR, λΠ
0
h
u)
h − u(CR,E)h ) ‖0,Ω. h2|u|2,Ω,
which completes the proof. 
The following special relation between the CR element and the RT element was analyzed in
[35]
(54) σ(RT, λu)h
∣∣
K
= ∇hu(CR, λΠ
0
h
u)
h
∣∣
K
− λΠ
0
Ku
2
(x −MK), x ∈ K, for any K ∈ Th.
It plays an important role in the analysis of asymptotic expansions of eigenvalues by the CR
element. Let (σ(RT, λu)h , u
(RT, λu)
h ) ∈ RT(Th) × URT be the solution of (33), and u
(CR, λΠ0hu)
h be the
solution of (51). By (54), a direct computation yields
(55) ‖ σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h ‖0,Ω=
λ
12
(∑
K∈Th
HK ‖ Π0Ku ‖20,K
)1/2
,
(56)
∫
K
(σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h ) dx = 0 for any K ∈ Th.
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Lemma4.5. Suppose that (λ, u) is the eigenpair of (1)withu ∈ H 72 (Ω,R)∩H10(Ω,R), and (λ(CR,E)h , u(CR,E)h )
is the corresponding approximate eigenpair of (2) by the CR element on an uniform triangulation Th.
Then,
‖ ∇u − ∇hu(CR,E)h ‖20,Ω=
∑
K∈Th
‖ PRTK (∇2u) ‖20,K +
λ2
144
∑
K∈Th
‖ u ‖20,K |∂K|2
− λ
∑
K∈Th
∫
K
(x −MK)PRTK (∇2u)u dx +O(h3| ln h|1/2|u|27
2 ,Ω
).
Proof. A similar procedure of (45) yields
‖ ∇u − ∇hu(CR,E)h ‖20,Ω =‖ ∇u −ΠRTh ∇u ‖20,Ω + ‖ ΠRTh ∇u − σ(RT, λu)h ‖20,Ω
+ ‖ σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h ‖20,Ω + ‖ ∇hu
(CR, λΠ0
h
u)
h − ∇hu(CR,E)h ‖20,Ω
+2(∇u −ΠRTh ∇u,ΠRTh ∇u − σ(RT, λu)h )
+2(∇u −ΠRTh ∇u, σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h )
+2(∇u −ΠRTh ∇u,∇hu
(CR, λΠ0
h
u)
h − ∇hu(CR,E)h )
+2(ΠRTh ∇u − σ(RT, λu)h , σ(RT, λu)h − ∇hu(CR,E)h )
+2(σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h ,∇hu
(CR, λΠ0
h
u)
h − ∇hu(CR,E)h ).
(57)
It follows from the error estimates in (5) and (34) for the solution by the CR element and the RT
element that
(58) ‖ σ(RT, λu)h − ∇hu(CR,E)h ‖0,Ω. h|u|2,Ω.
Since σ(RT, λu)h is the RT element solution of σ
(λu, S) = ∇u, the superconvergence of the RT element
in Theorem 3.1 reads
(59) ‖ ΠRTh ∇u − σ(RT, λu)h ‖0,Ω. h2| ln h|1/2|u| 72 ,Ω,
which leads to
(60)
∣∣(∇u −ΠRTh ∇u,ΠRTh ∇u − σ(RT, λu)h )∣∣ . h3| ln h|1/2|u| 72 ,Ω|u|2,Ω,
(61)
∣∣(ΠRTh ∇u − σ(RT, λu)h , σ(RT, λu)h − ∇hu(CR,E)h )∣∣ . h3| ln h|1/2|u| 72 ,Ω|u|2,Ω.
For the difference between the solution of the eigenvalue problem (2) and the source problem
(51) by the CR element, it follows from Lemma 4.4 that
(62) ‖ ∇hu(CR, λΠ
0
hu)
h − ∇hu(CR,E)h ‖0,Ω. h2|u|2,Ω.
This superconvergence result leads to
(63)
∣∣(∇u −ΠRTh ∇u,∇hu(CR, λΠ0hu)h − ∇hu(CR,E)h )∣∣ . h3|u|22,Ω,
(64)
∣∣(σ(RT, λu)h − ∇hu(CR, λΠ0hu)h ,∇hu(CR, λΠ0hu)h − ∇hu(CR,E)h )∣∣ . h3|u|22,Ω.
A substitution of (59), (60), (61), (62), (63), (64) into (57) yields
‖ ∇u − ∇hu(CR,E)h ‖20,Ω= ‖ ∇u −ΠRTh ∇u ‖20,Ω + ‖ σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h ‖20,Ω
+ 2(∇u −ΠRTh ∇u, σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h ) +O(h
3| ln h|1/2|u|27
2 ,Ω
).
(65)
By the Taylor expansion of the interpolation error in (38) and the Bramble-Hilbert lemma,
(66) ‖ ∇u −ΠRTh ∇u ‖20,Ω=
∑
K∈Th
‖ PRTK (∇2u) ‖20,K +O(h3|u|23,Ω).
Due to the special relation between the CR element and the RT element in (54), a combination of
(35) and (55) yields
(67) ‖ σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h ‖20,Ω=
λ2
144
∑
K∈Th
HK ‖ u ‖20,K +O(h4|u|21,Ω),
High accuracy methods for eigenvalues of elliptic operators by nonconforming elements 17
with HK =
∑3
i=1 |ei|2. By the Bramble-Hilbert lemma and (38), (54),
(68) (∇u −ΠRTh ∇u, σ(RT, λu)h − ∇hu
(CR, λΠ0
h
u)
h ) = −
λ
2
∑
K∈Th
∫
K
(x −MK)PRTK (∇2u)u dx +O(h3|u|23,Ω).
A substitution of (66), (67), (68) into (65) concludes
‖ ∇u − ∇hu(CR,E)h ‖20,Ω=
∑
K∈Th
‖ PRTK (∇2u) ‖20,K +
λ2
144
∑
K∈Th
HK ‖ u ‖20,K
− λ
∑
K∈Th
∫
K
(x −MK)PRTK (∇2u)u dx +O(h3| ln h|1/2|u|27
2 ,Ω
),
which completes the proof. 
By a similar proof for Theorem 4.1, asymptotic expansions of eigenvalues by the CR element
are established in the following theorem.
Theorem4.2. Suppose that (λ, u) is the eigenpair of (1)withu ∈ H 72 (Ω,R)∩H10(Ω,R), and (λ(CR,E)h , u(CR,E)h )
is the corresponding approximate eigenpair of (2) by the CR element on an uniform triangulation Th. It
holds that
λ(CR,E)h =λ −
∑
K∈Th
( ‖ PRTK (∇2u) ‖20,K −2λ(PCRK (∇2u), u)) − λ2144
∑
K∈Th
HK ‖ u ‖20,K
+ λ
∑
K∈Th
∫
K
(x −MK)PRTK (∇2u)u dx +O(h3| ln h|1/2|u|27
2 ,Ω
).
Furthermore, ∣∣λ − λCREXP∣∣ . h3| ln h|1/2|u|27
2 ,Ω
,
where the extrapolation eigenvalue λCREXP =
4λ(CR,E)
h
−λ(CR,E)
2h
3 .
Remark 4.1. In [18], the superconvergence of theHellan-Herrmann-Johnson elementwas analyzed. Since
the Morley element is equivalent to the Hellan-Herrmann-Johnson element [18], for forth order elliptic
eigenvalue problems, asymptotic expansions of eigenvalues by the Morley element can be established and
employed to achieve high accuracy extrapolation methods following a similar procedure.
5. Asymptotically exact a posteriori error estimators
In this section, for second order elliptic eigenvalue problems, asymptotically exact a posteriori
error estimators of eigenvalues are constructed and analyzed for the CR element and the ECR
element.
For eigenvalues of the Laplacian operator solved by the conforming linear element, asymp-
totically exact a posteriori error estimators were constructed in [37]. It is based on a simple
identity
λh − λ =‖ ∇h(u − uh) ‖20,Ω −λ ‖ u − uh ‖20,Ω .
Since the second term on the right side of the above identity is of higher order, new approximate
eigenvalues with high accuracy can be obtained by the gradient recovery techniques [20, 40, 41].
For nonconforming elements of second order elliptic eigenvalue problems, the identity be-
comes
λ − λh = ah(u − uh, u − uh) + 2ah(u, uh) − 2λh(u, uh) − λh(u − uh, u − uh).
Compared to conforming elements, the extra term
ah(u, uh) − λh(u, uh)
for nonconforming elements relates to functions themselves. For the CR element and the ECR
element, their canonical interpolations of eigenfunctions are employed here to approximate this
term with high accuracy by the gradient recovery techniques. To be specific, for the CR element,
thanks to the commuting property of the canonical interpolation operatorΠCRh in (7),
λ − λ(CR,E)h =ah(u − u(CR,E)h , u − u(CR,E)h ) − 2λ(CR,E)h (u −ΠCRh u, u(CR,E)h )
− λ(CR,E)h (u − u(CR,E)h , u − u(CR,E)h ).
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The term ah(u − u(CR,E)h , u − u(CR,E)h ) can be approximated with high accuracy by the gradient
recovery techniques. Meanwhile, according to Lemma 4.1, the interpolation error (I − ΠCRh )w
of any quadratic function w can be expressed in terms of only the second order derivatives of
w. Therefore, the extra term λ(CR,E)h (u − Π(CR,E)h u, u(CR,E)h ) can also be approximated with high
accuracy by the gradient recovery techniques. High accuracy approximate eigenvalues by the
ECR element can also be obtained following a similar procedure.
Define the following a posteriori error estimators
(69) FCRh =‖ Kh∇hu(CR,E)h − ∇hu(CR,E)h ‖20,Ω −2λ(CR,E)h
∑
K∈Th
∫
K
PCRK (∇hKh∇hu(CR,E)h )u(CR,E)h dx,
(70) FECRh =‖ Kh∇hu(ECR,E)h − ∇hu(ECR,E)h ‖20,Ω −2λ(ECR,E)h
∑
K∈Th
∫
K
PECRK (∇hKh∇hu(ECR,E)h )u(ECR,E)h dx.
Lemma 5.1. Let (λ, u) be the eigenpair of (1) with u ∈ H 72 (Ω,R) ∩ H10(Ω,R), and (λ(CR,E)h , u(CR,E)h ) be
the corresponding approximate eigenpair of (2) in VCRh . It holds that
‖ ∇2u − ∇hKh∇hu(CR,E)h ‖0,Ω. h| ln h|1/2|u| 72 ,Ω.
Proof. LetΠ2hu be the second order Lagrangian interpolation of u, namely, the interpolation Π
2
hu
is a piecewise quadratic function over Th and admits the same value as u at the vertices of each
element and the midpoint of each edge. It follows from the theory in [39] that
(71)
∣∣u −Π2hu∣∣i,Ω . h3−i|u|3,Ω, 0 ≤ i ≤ 2.
Due to the triangle inequality,
(72) ‖ ∇2u − ∇hKh∇hu(CR,E)h ‖0,Ω≤‖ ∇2u − ∇2hΠ2hu ‖0,Ω + ‖ ∇2hΠ2hu − ∇hKh∇hu(CR,E)h ‖0,Ω .
By the inverse inequality,
(73) ‖ ∇2hΠ2hu − ∇hKh∇hu(CR,E)h ‖0,Ω. h−1 ‖ ∇hΠ2hu − Kh∇hu(CR,E)h ‖0,Ω .
A combination of (71), (73) and Theorem 3.3 yields
‖ ∇2hΠ2hu − ∇hKh∇hu(CR,E)h ‖0,Ω . h−1 ‖ ∇hΠ2hu − ∇u ‖0,Ω +h−1 ‖ ∇u − Kh∇hu(CR,E)h ‖0,Ω
. h| ln h|1/2|u| 7
2 ,Ω
.
(74)
A substitution of (71) and (74) into (72) concludes
‖ ∇2u − ∇hKh∇hu(CR,E)h ‖0,Ω. h| ln h|1/2|u| 72 ,Ω,
which completes the proof.  
The following theorem shows that the a posteriori error estimator FCRh in (7.1.1) is asymptoti-
cally exact.
Theorem 5.1. Let (λ, u) be the eigenpair of (1) with u ∈ H 72 (Ω,R) ∩H10(Ω,R), and (λ(CR,E)h , u(CR,E)h ) be
the corresponding approximate eigenpair of (2) in VCRh . The a posteriori error estimator F
CR
h in (7.1.1)
satisfies ∣∣λ − λ(CR,E)h − FCRh ∣∣ . h3| ln h|1/2|u|27
2 ,Ω
.
Proof. The identity (8) reads
λ − λ(CR,E)h = ah(u − u(CR,E)h , u − u(CR,E)h ) − 2λ(CR,E)h (u −ΠCRh u, u(CR,E)h ) − λ(CR,E)h (u − u(CR,E)h , u − u(CR,E)h ).
By the definition of FCRh ,
λ − λ(CR,E)h − FCRh =ah(u − u(CR,E)h , u − u(CR,E)h )− ‖ Kh∇hu(CR,E)h − ∇hu(CR,E)h ‖20,Ω
− 2λ(CR,E)h
∑
K∈Th
(
u −ΠCRh u − PCRK (∇2u), u(CR,E)h
)
0,K
− 2λ(CR,E)h
∑
K∈Th
(
PCRK (∇2u) − PCRK (∇hKh∇hu(CR,E)h ), u(CR,E)h
)
0,K
− λ(CR,E)h (u − u(CR,E)h , u − u(CR,E)h ).
(75)
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Thanks to Theorem 3.3 and (5),∣∣ah(u − u(CR,E)h , u − u(CR,E)h )− ‖ Kh∇hu(CR,E)h − ∇hu(CR,E)h ‖20,Ω ∣∣ . h3| ln h|1/2|u|27
2 ,Ω
.(76)
A combination of the Bramble-Hilbert lemma and Lemma 4.1 leads to
(77)
∣∣ ∑
K∈Th
(
u −ΠCRh u − PCRK (∇2u), u(CR,E)h
)
0,K
∣∣ . h3|u|3,Ω.
According to Lemma 5.1,
(78)
∣∣ ∑
K∈Th
(
PCRK (∇2u) − PCRK (∇hKh∇hu(CR,E)h ), u(CR,E)h
)
0,K
∣∣ . h3| ln h|1/2|u|27
2 ,Ω
.
It follows from (5) that
(79) (u − u(CR,E)h , u − u(CR,E)h ) . h4|u|22,Ω.
A substitution of (76), (77), (78) and (79) into (75) concludes∣∣λ − λ(CR,E)h − FCRh ∣∣ . h3| ln h|1/2|u|27
2 ,Ω
,
which completes the proof.  
Notice that other a posteriori error estimators can be constructed following (7.1.1), but us-
ing other recovered gradients from Kh∇hu(CR,E)h . The resulted a posteriori error estimators are
also asymptotically exact as long as the recovered gradients superconverge to the gradients of
eigenfunctions.
Similarly, the a posteriori error estimator FECRh in (70) is asymptotically exact, as presented in
the following theorem.
Theorem 5.2. Let (λ, u) be the eigenpair of (1) with u ∈ H 72 (Ω,R) ∩H10(Ω,R), and (λ(ECR,E)h , u(ECR,E)h )
be the corresponding approximate eigenpair of (2) in VECRh . Then,∣∣λ − λ(ECR,E)h − FECRh ∣∣ . h3| ln h|1/2|u|27
2 ,Ω
.
Remark 5.1. For fourth order elliptic source problems, let u
(M, f)
h be the finite element solution of u
(f, S) by
the Morley element, it was analyzed in [18] that the recovered hessian Kh∇2hu(M, f)h satisfies ‖ Kh∇2hu(M, f)h −
∇2u(f, S) ‖0,Ω. h3/2|u(f, S)|4,Ω. Since the canonical interpolation operator of the Morley element also admits
a commuting property, a similar procedure produces asymptotically exact a posteriori error estimators for
eigenvalues by the Morley element.
6. Postprocessing algorithm
This section proposes two methods to improve accuracy of approximate eigenvalues by em-
ploying asymptotically exact a posteriori error estimators.
Theorem 6.1.
• Given an approximate eigenvalue λh and an a posteriori error estimators Fh, which satisfies
λ = λh + Fh +O(h
γ),
define a recovering eigenvalue approximation by
λREAh := λh + Fh.
It holds that
|λ − λREAh | . hγ.
• Given two approximate eigenvalues λ1h and λ2h, and the corresponding a posteriori error estimators F1h
and F2h, which satisfy
λ = λ1h + F
1
h +O(h
γ), λ = λ2h + F
2
h +O(h
γ),
define a combining eigenvalue approximation by
(80) λCEAh :=
F2h
F2h − F1h
λ1h −
F1h
F2h − F1h
λ2h.
It holds that
|λ − λCEAh | . hγ.
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The combining eigenvalue approximation λCEAh in (80) is a weighted-average of two approx-
imate eigenvalues, and of high accuracy. Different from the construction in [16], the weights
here are computed by the corresponding a posteriori error estimators F1h and F
2
h, instead of by
solving the eigenvalue problem by two elements, which produce two upper bounds and two
lower bounds of eigenvalues, respectively, on two successive meshes.
Next, we propose a new way to construct combining eigenvalue approximations with high
accuracy by solving only one discrete eigenvalue problem. To this end, first solve the eigenvalue
problem by the CR element which produces lower bounds of eigenvalues, and denote the
resulted eigenpair by (λ(CR,E)h , u
(CR,E)
h ). Then an application of the average-projection in [15] to the
approximate eigenfunction u
(CR,E)
h results in a conforming function u˜
(P∗1,E)
h . Next, define
(81) u
(P∗1,E)
h := u˜
(P∗1 ,E)
h / ‖ u˜
(P∗1,E)
h ‖0,Ω and λ
(P∗1 ,E)
h := ah(u
(P∗1,E)
h , u
(P∗1,E)
h ).
According to [15], u
(P∗1 ,E)
h is a conforming approximation of the eigenfunction u, and the Rayleigh
quotient λ
(P∗1 ,E)
h is an asymptotical upper bound of the eigenvalue λ. For the two approximate
eigenpairs (λ(CR,E)h , u
(CR,E)
h ) and (λ
(P∗1 ,E)
h , u
(P∗1 ,E)
h ), following the procedure in Section 5, we can con-
struct the corresponding asymptotically exact a posteriori error estimators F(CR,E)h and F
(P∗1,E)
h ,
respectively. Finally, define a new approximation
(82) λCEAh :=
F
(CR,E)
h
F
(CR,E)
h − F
(P∗1 ,E)
h
λ
(P∗1 ,E)
h −
F
(P∗1,E)
h
F
(CR,E)
h − F
(P∗1,E)
h
λ(CR,E)h .
Note that the high accuracy of the resulted approximate eigenvalue λCEAh in (82) is guaranteed
by Theorem 6.1.
7. Numerical examples
This section presents five numerical tests. The first four examples compute eigenvalues of the
Laplacian operator, and the last one deals with eigenvalues of the biharmonic operator.
7.1. Example 1. In this example, the model problem (1) on the unit squareΩ = (0, 1)2 is consid-
ered. In this case, the exact eigenvalues are
λ = (m2 + n2)π2, m, n are positive integers,
and the corresponding eigenfunctions are u = 2 sin(mπx1) sin(nπx2). The domain is partitioned
by uniform triangles. The level one triangulation T1 consists of two right triangles, obtained by
cutting the unit square with a north-east line. Each triangulation Ti is refined into a half-sized
triangulation uniformly, to get a higher level triangulation Ti+1.
Denote the approximate eigenpairs by the CR element, the ECR element, the conforming
linear element on Th by (λ(CR,E)h , u(CR,E)h ), (λ(ECR,E)h , u(ECR,E)h ) and (λ(P1,E)h , u(P1,E)h ), respectively. The
approximate eigenpair (λ
(P∗1,E)
h , u
(P∗1,E)
h ) on Th is defined in (81).
7.1.1. Recovering eigenvalues. Denote the recovering eigenvalue λ
R, P∗1
CR = λ
(CR,E)
h + F
P∗1
CR with the
following asymptotically exact a posteriori error estimator
F
P∗1
CR :=‖ Kh∇hu
(P∗1 ,E)
h − ∇hu(CR,E)h ‖20,Ω −2λ(CR,E)h
∑
K∈Th
∫
K
PCRK (∇hKh∇hu(P
∗
1 ,E)
h )u
(CR,E)
h dx,
where the operator Kh refers to the PPR technique in [40]. Let the recovering eigenvalue λ
R, CR
P∗1
=
λ
(P∗1 ,E)
h + F
CR
P∗1
with the following asymptotically exact a posteriori error estimator
FCRP∗1 :=‖ Kh∇hu
(CR,E)
h − ∇hu
(P∗1 ,E)
h ‖20,Ω .
The other recovering eigenvalues and a posteriori error estimators are defined in a similar way.
Figure 3 plots the errors of the first approximate eigenvalues by the CR element, the ECR
element, the conforming linear element and their corresponding recovering eigenvalues. It
shows that the approximate eigenvalues λ(CR,E)h , λ
(ECR,E)
h and λ
(P1,E)
h converge at a rate 2, and
the recovering eigenvalues λR, CRCR , λ
R, ECR
ECR and λ
R, P1
P1
converge at a higher rate 4. Note that
although the theoretical convergence rates of the recovering eigenvalues are only 3, numerical
tests indicate that the convergence rates are 4. The errors of the recovering eigenvalues λR, CRCR ,
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Figure 3. The errors of recovering eigenvalues for Example 1.
λR, ECRECR andλ
R, P1
P1
onT8 are 3.25×10−9, 2.38×10−9 and 6.47×10−8, respectively, they are significant
improvements on the errors of the approximate eigenvalues λ(CR,E)h , λ
(ECR,E)
h and λ
(P1 ,E)
h , which are
8.26× 10−5, 2.48× 10−4 and 7.43× 10−4, respectively. This reveals that recovering eigenvalues are
quite remarkable improvements on finite element solutions.
Table 1 compares the errors of different recovering eigenvalues. It shows that on each mesh,
the most accurate approximation is λR, CRCR . Meanwhile, the errors of λ
R, CR
P1
and λR, CRP∗1
are almost
the same, and they are smaller than the other errors except that of λR, CRCR . Note that only one
discrete eigenvalue problem needs to be computed for the recovering eigenvalue λR, CRP∗1
, but two
for the recovering eigenvalue λR, CRP1 .
h λR, CRCR λ
R, P∗1
CR λ
R, CR
P1
λR, P1P1 λ
R, CR
P∗1
λ
R, P∗1
P∗1
1/2 2.0124 -1.1152 76.2332 4.3620 9.5561 4.3620
1/4 0.1236 -0.7206 0.4255 1.0103 0.4192 1.1415
1/8 3.19E-03 -7.12E-02 2.33E-02 6.77E-02 2.06E-02 9.20E-02
1/16 -4.20E-06 -5.63E-03 1.31E-03 4.26E-03 1.10E-03 7.32E-03
1/32 -7.15E-06 -4.55E-04 7.67E-05 2.66E-04 6.29E-05 6.39E-04
1/64 -6.65E-07 -4.06E-05 4.63E-06 1.66E-05 3.75E-06 6.24E-05
1/128 -4.84E-08 -4.04E-06 2.84E-07 1.04E-06 2.29E-07 6.69E-06
1/256 -3.25E-09 -4.41E-07 1.76E-08 6.47E-08 1.41E-08 7.68E-07
Table 1. The errors of different recovering eigenvalues for Example 1.
7.1.2. Combining eigenvalues. A combining eigenvalue approximation involves two different ap-
proximate eigenvalues, and also two asymptotically exact a posteriori error estimators. In this
part, the weighted-average of a lower bound and an upper bound of the eigenvalue is consid-
ered. The lower bound is chosen to be λ(CR,E)h , and the upper bound is λ
(P1 ,E)
h or λ
(P∗1 ,E)
h . The
combining eigenvalue λ
C, P∗1
P1,CR
is a weighted-average of the eigenvalues λ(CR,E)h and λ
(P∗1 ,E)
h , and the
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asymptotically exact a posteriori error estimator for the former approximate eigenvalue is FP1CR,
the one for the latter approximate eigenvalue is FCRP∗1
, namely,
λ
C, P∗1
P1,CR
=
FP1CR
FP1CR − FCRP∗1
λ
(P∗1 ,E)
h −
FCRP∗1
FP1CR − FCRP∗1
λ(CR,E)h .
The other combining eigenvalues are defined in a similar way.
The errors of some combining eigenvalues on T8 are recorded in Table 2. Among all the errors
in Table 2, the smallest one is 1.17 × 10−9, and it is the error of a weighted-average of λ(CR,E)h and
λ(P1 ,E)h , where the weights are computed by F
CR
CR and F
CR
P1
. The combining eigenvalue proposed in
Section 6 is a weighted-average of λ(CR,E)h and λ
(P∗1,E)
h , the weights are computed by F
CR
CR and F
CR
P∗1
.
The error of this combining eigenvalue on T8 is 1.51× 10−9, only slightly larger than the smallest
error in Table 2.
λC, P1CR,CR λ
C, P1
CR,P1
λ
C, P∗1
CR,CR λ
C, P∗1
CR,P∗1
error -1.17E-09 3.55E-09 -1.51E-09 7.38E-08
λC, P1P1 ,CR λ
C, P1
P1,P1
λ
C, P∗1
P1 ,CR
λ
C, P∗1
P1 ,P∗1
error -8.36E-08 -7.89E-08 -8.39E-08 -8.60E-09
Table 2. The errors of different combining eigenvalues on the mesh T8 for Example 1.
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Figure 4. The errors of extrapolation eigenvalues on an uniform triangulation for Example 1.
7.1.3. Extrapolation eigenvalues. Figure 4 plots the errors of the first approximate eigenvalues
by the CR element, the ECR element and their corresponding extrapolation eigenvalues on the
aforementioned uniform triangulations. As showed in Figure 4, the convergence rate 3 of the
extrapolation eigenvalues λCREXP and λ
ECR
EXP in Theorem 4.5 and Theorem 4.3 is verified. However,
the numerical results indicate a higher convergence rate 4. Table 3 compares the performance of
recovering eigenvalues and extrapolation eigenvalues. It shows that the recovering eigenvalue
λR, CRCR behaves better than the extrapolation eigenvalue λ
P1
EXP, but worse than λ
CR
EXP.
The eigenvalue problem is also solved on other triangulations. The level one triangulation T1
is showed in Figure 5. Each triangulationTi is refined into a half-sized triangulation uniformly to
get a higher level triangulation Ti+1. The errors of the approximate eigenvalues λ(CR,E)h , λ(ECR,E)h ,
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h λ(CR,E)h λ
(P1 ,E)
h λ
CR
EXP λ
P1
EXP λ
R, CR
CR λ
R, P1
P1
1/4 -0.3407 3.1266 0.0140 0.0818 0.1236 1.0103
1/8 -8.47E-02 7.66E-01 6.42E-04 -2.04E-02 3.19E-03 6.77E-02
1/16 -2.11E-02 1.91E-01 3.72E-05 -1.34E-03 -4.20E-06 4.26E-03
1/32 -5.29E-03 4.76E-02 2.28E-06 -8.24E-05 -7.15E-06 2.66E-04
1/64 -1.32E-03 1.19E-02 1.42E-07 -5.12E-06 -6.65E-07 1.66E-05
1/128 -3.30E-04 2.97E-03 8.85E-09 -3.19E-07 -4.84E-08 1.04E-06
1/256 -8.26E-05 7.43E-04 5.59E-10 -1.99E-08 -3.25E-09 6.47E-08
Table 3. The errors of recovering eigenvalues and extrapolation eigenvalues, where λP1EXP =
(4λ
(P1 ,E)
h − λ
(P1,E)
2h )/3.
(0,0) (1,0)
(0,1) (1,1)
(0,0.9)
(0.05,0)
(0.9,1)
Figure 5. A level one triangulation T1 of Ω.
λCREXP and λ
ECR
EXP are recorded in Table 4. It shows that on such triangulations, which are not
uniform any more, the convergence rates of the extrapolation eigenvalues are still over 3.
T2 T3 T4 T5 T6 T7 T8
|λ − λ(CR,E)h | 0.928068 2.22E-01 5.55E-02 1.39E-02 3.48E-03 8.69E-04 2.17E-04
|λ − λCREXP | 2.870925 1.39E-02 7.97E-05 3.45E-05 3.55E-06 3.04E-07 2.39E-08
rate 7.69 7.45 1.21 3.28 3.55 3.67
|λ − λ(ECR,E)h | 2.683924 7.68E-01 2.01E-01 5.07E-02 1.27E-02 3.18E-03 7.96E-04
|λ − λECREXP | 2.825196 1.30E-01 1.12E-02 7.78E-04 5.08E-05 3.27E-06 2.09E-07
rate 4.44 3.53 3.85 3.94 3.96 3.96
Table 4. The errors and convergence rates of extrapolation eigenvalues on nonuniform triangu-
lations for Example 1.
7.2. Example 2. Next we consider the following eigenvalue problem:
−∆u = λu in Ω = (0, 1)2,
u|x1=0 = u|x2=0 = u|x2=1 = ∂x1u|x1=1 = 0,
(83)
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In this case, there exists an eigenpair (λ, u) where
λ =
5π2
4
, u = 2 cos
π(x1 − 1)
2
sinπx2.
We solve this problem on the same sequence of uniform triangulations employed in Example 1.
Figure 6 shows that the approximate eigenvalues by the CR element, the ECR element and the
conforming linear element converge at the same rate 2, the recovering eigenvalues λR, CRCR and
λR, P1P1 converge at rate 4. Especially, the recovering eigenvalue λ
R, ECR
ECR converges at a strikingly
higher rate 6.
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Figure 6. The errors of recovering eigenvalues for Example 2.
7.3. Example 3. In this experiment, we consider the eigenvalue problem (1) on the domainwhich
is an equilateral triangle:
Ω =
{
(x1, x2) ∈ R2 : 0 < x2 <
√
3x1,
√
3(1 − x1) < x2
}
.
The boundary consists of three parts: Γ1 =
{
(x1, x2) ∈ R2 : x2 =
√
3x1, 0.5 ≤ x1 ≤ 1
}
, Γ2 ={
(x1, x2) ∈ R2 : x2 =
√
3(1 − x1), 0.5 ≤ x1 ≤ 1
}
, Γ3 =
{
(x1, x2) ∈ R2 : x1 = 1, 0 ≤ x2 ≤ 1
}
. Under the
boundary condition {
u|Γ1∪Γ2 = 0
∂x1u|Γ3 = 0
,
there exists an eigenpair (λ, u), where λ = 16π
2
3 and
u =
2
4
√
12
3
(
sin
4πx2√
3
+ sin 2π(x1 − x2√
3
) + sin 2π(1 − x1 − x2√
3
)
)
.
The level one triangulationT1 is obtained by refining the domainΩ into four half-sized triangles.
Each triangulation Ti is refined into a half-sized triangulation uniformly, to get a higher level
triangulationTi+1. It is showed inTable 5 that the convergence rates of the recovering eigenvalues
λR, CRCR and λ
R, ECR
ECR are 4.
7.4. Example 4. Next we consider the following eigenvalue problem
−∆u = λu in Ω,
u = 0 in ∂Ω,
(84)
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T1 T2 T3 T4 T5 T6 T7
λ − λ(CR,E)h -3.3545 3.6697 9.61E-01 2.43E-01 6.10E-02 1.53E-02 3.82E-03
λ − λR, CRCR -23.0992 -8.74E-03 5.69E-03 7.02E-04 5.58E-05 3.86E-06 2.53E-07
rate - 11.37 0.62 3.02 3.65 3.85 3.93
λ − λ(ECR,E)h 1.177 4.8974 1.3186 3.36E-01 8.44E-02 2.11E-02 5.28E-03
λ − λR, ECRECR -19.2136 0.3463 2.85E-02 2.27E-03 1.55E-04 1.01E-05 6.40E-07
rate - 5.79 3.6 3.65 3.87 3.94 3.97
λ − λ(P1 ,E)h 20.1024 -11.1936 -2.879 -7.29E-01 -1.83E-01 -4.58E-02 -1.14E-02
λ − λR, P1P1 26.817 1.0209 0.1005 3.49E-03 9.62E-05 2.21E-06 1.93E-08
rate - 4.72 3.35 4.85 5.18 5.45 6.84
Table 5. The errors and convergence rates of recovering eigenvalues for Example 3.
on a L-shaped domain Ω = (−1, 1)2/[0, 1] × [−1, 0]. For this problem, the third and the eighth
eigenvalues are known to be 2π2 and 4π2, respectively, and the corresponding eigenfunctions
are smooth.
In the computation, the level one triangulation is obtained by dividing the domain into three
unit squares, eachofwhich is further divided into two triangles. Each triangulation is refined into
a half-sized triangulation uniformly to get a higher level triangulation. Since exact eigenvalues
of this problem are unknown, we solve the first eight eigenvalues by the conforming P3 element
on the mesh T9, and take them as reference eigenvalues.
λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ8
λ(CR,E)h 3.80E-04 2.43E-05 1.67E-05 4.49E-05 3.20E-04 2.53E-04 1.11E-04 8.70E-05
λ(P1,E)h -3.98E-04 -1.13E-04 -1.51E-04 -2.21E-04 -4.33E-04 -3.96E-04 -3.02E-04 -3.07E-04
λ
(P∗
1
,E)
h -5.20E-04 -1.13E-04 -1.51E-04 -2.21E-04 -5.24E-04 -4.48E-04 -3.03E-04 -3.39E-04
λR, CRCR 1.73E-04 1.43E-07 -2.57E-09 1.95E-08 1.28E-04 7.41E-05 2.47E-07 -5.95E-09
λR, P1P1 1.95E-04 1.08E-06 5.00E-08 3.38E-07 1.44E-04 8.36E-05 2.17E-06 2.57E-07
λR, CRP∗
1
1.75E-04 1.02E-07 1.15E-08 5.16E-08 1.30E-04 7.51E-05 2.51E-07 9.30E-08
λC, P1CR,P1 1.79E-04 1.02E-07 2.69E-09 7.32E-08 1.32E-04 7.67E-05 7.61E-07 5.21E-08
λ
C, P∗
1
CR,P∗
1
1.74E-04 3.08E-07 -1.16E-09 2.49E-08 1.28E-04 7.43E-05 2.48E-07 1.35E-08
λHHSh -2.51E-05 -1.83E-07 -1.89E-10 -3.53E-08 -3.99E-05 -2.69E-05 -2.54E-07 6.16E-09
Table 6. Relative errors of different approximations to the first eight eigenvalues on T7 for Example 4.
An application of the post-processing technique in [16] to the discrete eigenvalues by the CR
element and the conforming linear element onT6 andT7 results in a newapproximate eigenvalue,
denoted by λHHSh . Table 6 compares the relative errors of the first eight approximate eigenvalues
on T7 by different methods. It implies that the errors of the recovering eigenvalues λR, CRCR are
slightly smaller than those of λR, P1P1 . Meanwhile, the errors of the combining eigenvalues λ
C, P1
CR,P1
and λ
C, P∗1
CR,P∗1
are similar to those of the recovering eigenvalues λR, CRCR , and are slightly larger than
those of λHHSh .
It is observed in Table 6 that for different eigenvalues, the relative errors of the approximate
eigenvalues λ(CR,E)h do not vary much. This phenomenon still holds for the approximate eigen-
values λ(P1 ,E)h and λ
(P∗1,E)
h . However, for the approximate eigenvalues λ
R, P1
P1
, λR, CRP∗1
, λC, P1CR,P1 , λ
C, P∗1
CR,P∗1
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and λHHSh , the relative errors of various eigenvalues are quite different. The reason is that the
accuracy of a posteriori error estimators relies on the regularity of corresponding eigenfunctions.
Thus, these approximate eigenvalues achieve better accuracy if corresponding eigenfunctions
are smooth. Note that the approximate eigenvalues λHHSh permit higher accuracy than recovering
eigenvalues.
7.5. Example 5. In this experiment, we consider the following fourth order elliptic eigenvalue
problem
∆2u = λu in Ω = (0, 1)2,
u|∂Ω = 0 , ∆u|∂Ω = 0.
(85)
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Figure 7. The errors of recovering eigenvalues λR, MM and approximate eigenvalues λ
(M,E)
h by the
Morley element for Example 5.
The problem is solved by the Morley element on the same sequence of uniform triangulations
in Example 1. It is known that the first eigenvalue of this problem isλ = 4π4, and the convergence
rates of approximate eigenvalues by theMorley element are 2. Figure 7 reveals that the recovering
eigenvalues λR, MM converge at a higher rate 4, which is in accordance with Remark 5.1.
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