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Resumo
As atuais personagens geradas por computador necessitam de um perito para criar
animac¸a˜o facial plaus´ıvel, um processo feito manualmente que pode levar va´rias horas
a ser conclu´ıdo, ate´ que todas as expresso˜es faciais 3D sejam criadas. Para resolver
isto, os artistas teˆm acesso a controladores de animac¸a˜o que simplificam todo o
processo. Um exemplo de um controlador deste tipo e´ um rig baseado em joints.
Um rig pode ser encarado como o equivalente em 3D dos fios que controlam uma
marioneta tradicional. Os joints, correspondem a` ligac¸a˜o entre dois segmentos do
esqueleto (bones), e influenciam tanto os ve´rtices das superf´ıcies do modelo como
outros joints. Os bones sa˜o estruturas manipuladas pelo artista durante o processo da
animac¸a˜o, criando assim sequeˆncias de movimentos pre´-definidas. Como resultado,
as personagens na˜o reagem a objectos aleato´rios que surgem no ambiente que as
rodeia, parecendo assim desconectadas do mundo. Adicionar reac¸o˜es automa´ticas
a estes acontecimentos, aumenta a interac¸a˜o da personagem com o ambiente. Esta
reac¸a˜o automa´tica pode ser conseguida atrave´s de agentes inteligentes, pois estes sa˜o
definidos como sistemas de computador situados num ambiente e capazes de produzir
ac¸o˜es auto´nomas de forma a atingir os objetivos impostos.
O objetivo desta tese e´ estudar e implementar um rig reativo baseado em joints, usando
agentes na nossa ferramenta de animac¸a˜o in-house, com eˆnfase na animac¸a˜o facial. Do
estudo sobre o estado da arte atual de agentes virtuais, escolhemos agentes reativos
devido a` sua capacidade de resposta eficaz, fa´cil gesta˜o e robustez contra falhas. Estes
agentes desempenham o mapeamento entre as informac¸o˜es que obteˆm e as ac¸o˜es que
levam a cabo. Como resultado, no´s implementamos uma framework base para gerir
agentes virtuais reativos. A framework base possui capacidade de transmissa˜o de
mensagens, iniciac¸a˜o e finalizac¸a˜o de agentes e tambe´m criac¸a˜o de comportamentos.
Comportamentos sa˜o func¸o˜es que o agente corre e que se traduzem nas ac¸o˜es dos
agentes. Neste caso, aquilo que desencadeia um comportamento podera´ ser ver um
objeto brilhante e cuja reac¸a˜o sera´ fechar os olhos. Para que os comportamentos
4
controlem a animac¸a˜o, os joints da cara foram agrupados em zonas (olho esquerdo,
olho direito, olhar, nariz, boca, cabec¸a e pescoc¸o). Foi enta˜o associado um agente a
cada uma das zonas que e´ responsa´vel por controlar a animac¸a˜o ou os joints dessa
mesma zona. A framework foi assim alargada com treˆs mo´dulos. Cada mo´dulo
adicionou diferentes funcionalidades a` framework: 1) permite a simulac¸a˜o dos sentidos
da visa˜o em relac¸a˜o ao mundo, 2) e´ responsa´vel pela decisa˜o das ac¸o˜es dos agentes,
baseadas nas informac¸o˜es fornecidas por 1, e 3) recebe as ac¸o˜es de 2 e interpreta-as.
O resultado destes mo´dulos e´ o que constitui a animac¸a˜o final. Os comportamentos
reativos podem ter um impacto significativo na experieˆncia de jogo, ao fazer com que as
personagens sejam mais inteligentes e ativas ao contra´rio de tediosas e desconectadas.
Isto pode tambe´m ter um lugar determinante na animac¸a˜o de personagens secunda´rias
em filmes, ao poupar tempo aos animadores, para que na˜o haja necessidade de as
animar manualmente. Ao fornecer-lhes os mesmos comportamentos, estas reagem
automaticamente aos acontecimentos que ocorrem durante a cena.
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Abstract
Current computer generated characters require an expert artist to manually create
plausible facial animation, requiring several hours to create all the 3D facial poses.
To solve this, artists have access to animation controllers that simplify the procedure.
An example of such a controller is a joint-based rig. A rig can be seen as the 3D
equivalent of the strings that control a traditional marionette. Joints correspond
to the connection between two skeletal segments (bones), and they influence surface
vertices of the model and can influence other joints. The bones are structures that are
manipulated by the artist during the animation process, creating predefined sequences
of movements. As a result, the characters do not react to arbitrary objects that
appear in their vicinity, causing them to appear disconnected from the world. Adding
automatic reaction to these events, increases the character’s interaction with the
surrounding environment. This automatic reaction can be achieved through intelligent
agents, since they are defined as computer systems that are situated in an environment,
and that are capable of autonomous action in order to meet their design objectives.
The goal of this thesis is to study and implement a reactive rig based on joints, using
agents in our in-house animation engine with special emphasis on facial animation.
From the study of the current state of the art on virtual agents, we chose reactive agents
due to their fast responsiveness, tractability and robustness against failure. These
agents perform a mapping from the input they get into the actions they perform. As
a result, we implemented a base framework for managing reactive virtual agents. The
framework has message transmission, agent initialization and termination capabilities,
as well as behaviour creation. Behaviours are functions that the agent will run, which
translates into the agent’s actions. In our case, a behaviour’s trigger could be seeing
a bright object and the action to react to it could be closing the eye lids. In order for
the behaviours to control the animation, face joints were grouped into zones (namely,
left eye, right eye, eye gaze, nose, mouth, head and neck). An agent was associated to
each zone and is responsible for controlling either the animation or joints of that zone.
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The framework was then extended with three modules. Each module added different
functionalities to the framework: 1) allows the simulation of vision about the world,
2) is responsible for the decision of the agent’s actions based on the input from 1,
and 3) receives the actions from 2 and interprets these actions. The output results in
the final animation. Reactive behaviours can have a great impact in game immersion
by making characters appear to be more intelligent and wary, as opposed to dull and
disconnected. This can also have its place in animating background characters in films
by saving time to the animators, because they would not have to manually animate
them. By giving them the same behaviours they would react automatically to things
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Appealing games lead the players to become immersed. As stated by Brown et al., one
of the core barriers for the gamers to experience high immersion is empathy towards
game characters. Empathy is the growth of attachment, either to a main character
or team[BC04]. Most research nowadays tries to achieve empathy by increasing the
visual realism of the characters. To make the user more empathetic towards game
characters, the characters need to be more believable. Facial animation plays an
important part here, where animators try to make characters’ expressions convincing
to allow the player to identify himself with the characters. Some games excel at
providing immersive gameplay with realistic believable animation. In “The Last of
Us” [Nau13] we can see the panic and anger in the characters faces, allowing us to
best identify ourselves with them. However, characters disregard game objects or
other characters. This makes us perceive the characters as being disconnected from
the world environment. Another example is the game The Elder Scrolls V: Skyrim
(2011) where villagers will flee, cower, or attack when they spot a dragon, which are
scripted events. Some other objects of the game, however, do not have any influence
over the non-player characters (NPC). When the player fires a magical fireball just
over the NPCs heads they will not even blink to it.
1.1 Motivation
The source of motivation behind this thesis is the LIFEisGAME (LearnIng Facial
Emotions usIng Serious GAMEs) project [Cen12]. The main institutions involved in
the project are the University of Porto, Instituto de Telecomunicac¸o˜es, University of
13
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Texas Austin, and Microsoft Portugal. This is a Portuguese project funded by UT
Austin | Portugal Colab Program and Fundac¸a˜o para a Cieˆncia e Tecnologia (FCT). As
the main goal for the project, it aims to create a learning methodology to help children
with Austism Spectrum Disorder (ASD) [Spe12], teaching them how to improve their
social interaction and communication skills [Cen12]. The project was first released
and presented at Austin, Texas (EUA) in May 2012 but is still under development.
Its final release is scheduled for 2013 in July. The system presented on this thesis
emerged from the need to have virtual characters react to events and other characters
in the world.
1.2 Problem Statement
Creating credible characters in this sense presents several challenges. We need to
identify the game objects, and characterize them in order to know how to react to
them. These characteristics can be intrinsic, when the object is a bomb or a bee
that frightens the character, or extrinsic when we react differently depending on the
position, direction, and speed of the object. For instance, a bee flying away from us
might not cause any reaction, but a bee flying in our direction may cause panic. In
the case of reactive behaviours, extrinsic characteristics matter the most and should
override other kinds of actions. Depending on the route of the object that is about
to collide with the character’s face, possible actions are closing the eyes and brace
for impact, or tilt the head to the side and look surprised. This leads to another
problem. Studies have already been done regarding how a character should avoid,
dodge, or move away from an incoming object, and they usually solve this with Inverse
Kinematics [Pau81]. However, they focus on full body animation [JYL09]. Related
to facial animation, how do we define the behaviour of different characters? Making
them unique and allowing them to react to different stimuli is hard to do, and once
we have different possible reactions, they should be easy to reuse in other characters.
Currently, computers are capable of rendering in real time world environments with
stunning graphics that are getting closer and closer with how we see the real world.
Much effort has been spent in order to impress the costumers with realistic worlds, and
some go to the extent of animating the face of the characters as a next step towards
immersion and believability. Current approaches however sometimes neglect reaction
to world objects, with the facial expressions being left out. This makes the character
feel oblivious to the world, breaking immersion. My framework tries to solve this
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problem by allowing the game developers to give their characters reactive behaviour.
Here, three problems arise:
• How to define behaviours
There can be many variables influencing the characters behaviour. How do we
know what the appropriate reaction is? Despite characters being expected to
react differently to different situations, some may not fall into what is deemed
believable. We have to take into account each possible situation and therefore
each possible pose that we think the character will have to perform. The
framework is intended for reactive behaviours, in the level of instinctive reactions.
Therefore it makes sense for the developer to add these behaviours and set them
“into stone”. Different personalities might be given this way to characters. A
battle hard veteran might not even blink when he hears a loud explosion from a
grenade but a child may scream or cry.
• How to select proper behaviours given the situation
Some behaviours that would be expected to occur in a given situation, when
inserting other conditions may change completely. An example is a person
watching a hokey game, where he would not be scared about the disk being
thrown at their head if behind protective glass. Still, his instincts might tell him
to crouch. Furthermore, he may start crouching before he realises there is no
reason to do so, in which case he will stop that reaction. He may also just be a
bit startled, but not for long.
To the best of our knowledge there exists no current framework that aims to give
reactive facial behaviours to the characters. To make the characters react to objects
within the game, the animators have to pick from a database of previously created
animations. If the animator wants the character to react to a specific event, he has to
create the full animation manually. This has an impact on the production time and
cost of games.
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1.3 Solution
This thesis presents a framework - the REActive CharacTer framework (REACT) -
designed to allow automatic reactive facial animation of virtual characters to stimuli1.
The implemented system receives information about the world environment and simu-
lates vision and hearing. Then, behaviours are selected that should be triggered by the
captured information. These behaviours are sent as poses that should be interpreted
by the game engine which is responsible for animating the characters.
Reaction does not involve careful thinking and planning, therefore it would not make
sense to supply the characters with those capabilities. Furthermore, they should be
able to react automatically to stimuli. A system that has these properties is an
intelligent agent. Intelligent agents are autonomous entities that observe the world
and act upon it in order to achieve its designed objectives. From the study of the
current state of the art on virtual agents, we choose reactive agents due to their fast
responsiveness, tractability and robustness against failure. These agents perform a
mapping from the input they get into the actions they perform, which is what is
desired in reactive behaviours. The goal of this dissertation project was to study
and implement a reactive system based on joints, using agents in an animation engine
with special emphasis on facial animation. The proposed solution for intelligent agent-
based animation is the development of an agent management framework, and then a
system built upon it that will deploy agents responsible for animating the character.
An overview of the framework is shown in figure 1.1.
1.3.1 Main Tasks
The goal was to create a multi-agent system to react to external stimuli dynamically,
implementing it as a module of Porto Interactive Center’s [Orv] in-house game engine.
As such, the following tasks were proposed:
• Research and support for the development of a platform for character animation
- Based on the study of the current state of the art in facial animation for games,
and the resources already available in our team, the facial animation was done
using joints. Therefore the platform focuses on joint animation.
1We consider a stimulus an external event that should be regarded as causing a response from
the virtual character. Examples are a ball about to collide with the face of the character or a bomb
exploding. In this sense, the framework only considers visual and audio information.
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Figure 1.1: REACT framework overview
The system checks for objects in the field of vision, calculates collision information for the
objects it can see, and then selects the appropriate action according to the configuration file.
In the right image, the character is retracting the face because the ball is about to collide
with it.
• Development of a framework to enable the creation and management of reactive
intelligent agents - From the study of the current state of the art of virtual
agents, we decided that the agents should be reactive, therefore we developed a
framework to allow the creation and management of reactive intelligent agents.
• Develop a multi-agent system to react to external stimuli dynamically, imple-
menting it as a module of our in-house game engine - The agent framework was
extended to allow virtual characters to react to stimuli, based on the multi-agent
system that the agent platform allowed us to create.
• Validation of the multi-agent system through qualitative and quantitative meth-
ods - I did a pilot study of the system’s performance.
1.3.2 Features
The main features of the REACT are:
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• Vision simulation. The framework supports vision simulation with it being
configurable with a set of parameters.
• Character action selection research support. Different logics can be ap-
plied by modifying this module.
• Model independent. The framework only tells the renderer what animation to
use. As for joint transformations, the ones provided are present in all humanoid
models (eyes, neck and head).
• Automatic reaction. Automatic predefined reaction to objects in collision
course with the face.
• Reactive movement. Predefined head dodge and stare behaviours are pro-
vided.
• Automatic eye gaze control. The character will focus its gaze on objects,
according to its own defined behaviour.
• Easy integration with rendering engines. The framework give as output
either poses or bone transformations, being easy to integrate it on rendering or
game engines.
• Written in the Industry Standard Programming Language. The whole
system was implemented in C++.
1.3.3 Contribution
The key contributions of this thesis are:
• The design and specifications of a generic library to manage reactive intelligent
agents.
• The development of a framework that allows embedding reactive behaviours on
virtual characters.
1.4 Outline
The subsequent chapters of this thesis are organized as follows:
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• Chapter 2 Describes the importance of having a framework that allows for the
definition of reactive behaviours for virtual characters, according to the different
target industries.
• Chapter 3 Exposes an overview of intelligent virtual agent’s architectures,
applications and existing frameworks and how facial animation is done nowadays.
It finishes by describing the benefits of combining facial animation and intelligent
virtual agents, and gives some examples of systems that do this.
• Chapter 4 Describes the designs and specifications of the REACT framework.
• Chapter 5 Shows the results obtained with the REACT framework by present-
ing a pilot study of the system, with qualitative and quantitative evaluation.
• Chapter 6 Discusses the presented work and exposes several areas of research
arising from this thesis which could be pursued.
Chapter 2
Application Domain
Virtual characters are used in several areas ranging from interactive applications, such
as videogames, to oﬄine systems, like films. The difference between the two lies in
computational limitations and general quality of the animation. Interactive systems,
such as games, have high computational constraints, so there is a trade-off in general
quality/fidelity of the animation in order to achieve real-time interactivity. On other
systems, usually referred to as oﬄine, this problem is less severe and hours or even days
can be spent rendering a single scene. However, that increases the production cost.
Nevertheless, quality is expected to be high and any minor glitch in the animation
will be spotted by the audience. The spectator expects to have a captivating and
rich experience in films, while gamers expect freedom of movements and interaction.
The present chapter describes the importance of facial animation in these two areas
of oﬄine and online systems, giving special attention to the entertainment industry
and, more specifically, interactive applications. After reading this chapter you should
be able to understand what are the benefits of a reactive facial animation system.
2.1 Games
There has been huge progress in computer games graphic fidelity over the years,
as can be seen if figure 2.1. More recently, this evolution has been noticeable in
facial animation quality. While facial animation was already applied in Half-Life
[Val98], Warcraft 3 [Bli02], and Medal of Honor: Allied Assault [20102], it only had
basic expressions and speech animation. This contributed to the believability of the
characters, and made scenes more dramatic and intense.
20
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Figure 2.1: Evolution in the quality of facial animation in games.
(a) “Half-Life” [Val98], (b) “Doom 3” [iS04], and (c) “The Samaritan Demo” [Epi12]. Image
from [OBP+12].
In recent games, facial animation was taken into a whole new level. This leads to even
a new type of gameplay challenge to be explored. An example is L.A. Noire (2011),
where the player assumes the role of a police officer. In the game, players are challenged
to look at the NPCs facial expression in order to look for clues during questioning, and
then they can choose to believe, doubt or confront the NPC . Whatever the merits on
facial animation in the game, everything is done through motion capture. Since this
is pre-recorded, characters will not react to events that are not predetermined, i.e.
dynamic events cannot be introduced. As Gruenwoldt et al. put: ”Game developers
have to largely rely upon scripted behaviours and events to mimic realistic character
reactions to events that occur in the game world. Since a developer can only script
so much, and a game is stuck with whatever scripts it ships with, this method is
ultimately limited. Consequently, players often sense a disconnection in the game
world that leads to a break in immersion and a loss of believability.”[GKD05] In
consequence, L.A. Noire (2011) plays as an interactive movie, where every possible
solution or outcome of the player’s choices are predefined. If the player chooses to
play the game again, he will experience the same scenes.
Another recent game, where dynamic events are present and the gameplay is diversified
is Elder Scrolls V: Skyrim (2011), an action role-playing game that is situated in an
open world 1. Here, the player can explore a rich and gigantic world and engage in
1In video games, an open world is a type of level design where a player can roam at will and is
given considerable freedom in choosing how and when to approach objectives.
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countless non-linear quests and events. However, facial animation is only done to the
extent of speech animation. Characters will not appear to be angry in surges of rage
during dialogues or battle, nor will they show fear when they are being attacked by a
group of four-meter-tall giants. The example of the characters ignoring a ball of fire
being thrown by the player is shown in figure 2.2. This breaks the immersion in the
game, and is an impairment for the player to feel like he is in a real world with real
characters. Introducing the capability for the characters to react to dynamic events
would enrich the gameplay and make the characters look more alive and believable.
Figure 2.2: Screenshot from Skyrim (2011)
In this figure, we can see the NPCs ignoring a ball of fire thrown by the player in The Elder
Scrolls V: Skyrim (2011).
2.2 Films
Characters in CG films require detailed and meticulous animation to achieve today’s
standards. However, these films often have scenes where several background characters
wander around with no particular role in the story. Since these characters are of lower
importance to the scene, usually they do not follow a strict “screenplay”. In the case
of characters simulating real people, they act as a regular person would by greeting
other characters or glimpsing at other objects momentarily, or any other action that
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might be desired for that scene. If the chosen method to generate the animation is
the traditional one, the animators have to manually animate each character. This is
a time consuming process and, if the director decides to change something about the
scene, the animators may have to redo all the animation. Because of this, it may be
useful to use the reactive framework to allow the characters to have these reactions.
This would allow the director to change the scene, without having to ask the animators
to rework the characters. As an example, in the case of the scene in Madagascar 2 in
figure 2.3, the director could try different positions for the crowd to look to. Similarly,
new objects or effects such as explosions or roaring thunders could be introduced in
the scene while the characters would react to them when they happen, without the
need to manually animate them.
Figure 2.3: A crowd in Madagascar 2.
This would save both directors and animators precious time, and would allow new
scenes to be explored much faster in the search of the perfect shot.
2.3 Medicine
Medical simulation and training technology is becoming an accepted tool for healthcare
providers [Wie08]. The reactive framework would enrich the simulations by giving it
more realism, and would allow easy implementation of facial behaviours. A particular
field of medicine, where the use of virtual characters can be useful, is psychology.
Such is the case of the LIFEisGAME project, that aims at helping autistic children
to better recognize and reproduce facial expressions. Specifically, in one of the game
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modes (figure 2.4), the player is encouraged to interact with virtual characters. These
characters do not have any reaction to the world, and thus we feel they are disconnected
from the game. Better immersion can be achieved by using the reactive character
framework, which would allow the player to experience a richer and closer to reality
experience. This is useful in all simulations, such as therapy for patients with fear to
speak in public. Giving the audience gaze behaviours and facial reaction to what the
patient does would better simulate a real situation.
Figure 2.4: The module Live the Story from LIFEisGAME
In this game mode characters have no expressions at the moment, and do not react to other
characters or the environment.
While creating virtual worlds with virtual characters, facial animation in the form
of reaction to world stimuli is a powerful tool. More immersion can be achieved by
giving the characters reaction, making us perceive them less like wooden marionettes
because they appear to be aware of the environment they are inserted in.
Chapter 3
State of the Art
Immersion is a powerful experience of gaming, and has been referred to as being the
driving force in motivating the player to focus on the game and ignore the real world
[Swi00, Rad00]. Current games try to create an immersive atmosphere in several ways,
such as realistic characters, scenarios and engaging storyline [BC04]. However, one
important aspect in character realism has not been thoroughly explored in the gaming
scene: character facial reaction to world objects. Autonomy and reactivity has not
been employed in today’s game’s virtual characters. Only some behaviours like looking
at the players face or other monsters are implemented. Any behaviours other than
that are scripted. An abstract functional system that has the desired characteristics
of autonomy and reactivity are intelligent agents [WJ95]. Therefore, we applied them
in the framework as to achieve our goal of reactive facial animation. This chapter
gives an overview of intelligent agent architectures and the current approaches used
in facial animation, describing the state of the art of how these two can be integrated
to generate reactive animation to the virtual world’s environmental stimuli.
3.1 Intelligent agents
Defining an agent is no easy task, since there is no universally accepted definition.
The only consensus thus far regarding its characteristics is that autonomy is essential
to an agent. Beyond that different domains will require different capabilities [Woo02].
However, consensus does exist in the way an agent should work: by having some form
of gathering perceptions about the environment (through sensors) and ways to act
upon it (through effectors, or actuators) as illustrated in figure 3.1.
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Figure 3.1: An Agent
A basic abstract view of how an agent works: Captures information about the environment
he is inserted into, and then acts upon it. Figure from [WJ95].
So far what we have is a very simplistic approach for defining an agent, which is not
appropriate for intelligent agents. As such, Wooldridge [WJ95] mentions four main
capabilities that we might expect an intelligent agent to have:
• 1) Autonomy: agents can act on another’s behalf without much (or any)
guidance.
• 2) Social ability: agents should be able to communicate with other agents on
a common topic of discourse by exchanging a sequence of messages. Communi-
cation with humans may also be required.
• 3) Reactivity: agents may react to changes in the environment in a timely
fashion in order to satisfy its design objectives.
• 4) Pro-activeness: agents should not only react to impulses from the envi-
ronment but have the ability to know its goals and act in order to accomplish
them.
These characteristics define agents in an undemanding manner. They are not present
in all agents. Other characteristics are, for instance, mobility and learning but these
may not be required in some fields. Mobility [RN03], which is when an agent migrates
from one system to another, is not commonly needed. Learning, which is the ability
an agent has to learn new information about the environment, can be undesired in
some situations. An example is an automatic vehicle driver. Having the agent learn
and change its behaviour in real time could have unpredictable, not to mention severe,
consequences.
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As Russel & Norvig[RN03] put: “The notion of an agent is meant to be a tool for
analysing systems, not an absolute characterization that divides the world into agents
and non-agents”. As such, determining if something is an agent or not rests on the
eye of the beholder.
3.2 Agent Environments
As we can see in figure 3.1, an agent is not an isolated computer system. Instead,
it is inserted into an environment in which he acts upon. As a consequence, the
environment will also dictate what considerations we need to make in the design
process of an agent. Some environments allow simple ad-hoc approaches, whereas
other environments have higher complexity which muddles the designing process.
Russell and Norvig [RN03] consider the following distinctions between environments:
• Accessible or inaccessible - an environment is accessible when the agent’s
sensors can sense the whole state of the world. Otherwise, the environment
is inaccessible. Accessible environments simplify the designing process. The
decisions the agent makes will be more accurate by virtue of knowing everything
about the world. However, that is not always the case, and it will have to deal
with both missing and inaccurate information, which are part of inaccessible
environments. In cases like computer games, theoretically any agent that we
deploy can have access to information about the whole world, but that might
not even be desired. For instance, if all the monsters hiding in a cave knew
where the player is without even needing to sight him, it would be unfair for the
player as well as not very realistic (but alas, that is where perception, namely
vision simulation, comes in).
• Deterministic or non-deterministic - the environment is deterministic if
actions have a single guaranteed effect. Otherwise, the environment is non-
deterministic. The latter case happens when the agents do not have full control
over the environment. They can influence it, but their actions can fail to have
the desired result. This can happen either because the agent does not have
permission to do that action, or because the action simply has a different effect
of the one the agent was expecting. Either way it means the agent needs to
check if the action had the expected outcome and if not, the agent may have to
take on a different approach.
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• Episodic or non-episodic - in an episodic environment, each choice of action
depends on the current state of the world. Contrarily, in non-episodic environ-
ments, the choice of action also depends on previous states and its actions can
affect all future decisions. Episodic environments ease the designing process.
An example is an agent that checks files to see if they contain malicious code.
The fact that the current file is infected or not is not influenced by the previous
file’s condition. As well as it does not influence the fact of the next file to be
infected or not. Contrarily in the case of an agent that plays chess, in order to
be an effective player, it has to take into account previous plays, as well as the
consequences of its actions.
• Static or dynamic - in static environments only the agent’s actions can change
it. In the dynamic case, the environment can change on its own while the agent is
still reasoning. When this happens, there are two things we must consider. The
first is that even if the agent did not perform any actions during a certain amount
of time that does not mean that the environment has not changed. The second
is that when an agent is reacting to a perceived input and chooses to perform
a certain action, that action may very well not have the expected result, and
the property of the environment that made the agent select that action may no
longer hold true.
• Discrete or continuous - an environment is discrete if there are fixed, finite
number of actions and perceptions in it. This is the case in tic-tac-toe, where
there are a finite number of moves and a finite number of game states. This facil-
itates the designing process because we can map all the possible perceptions into
actions. Otherwise, the environment is continuous, and the designing process
gets more elaborated. Computer systems themselves can only simulate contin-
uous systems with a certain degree of accuracy, which means the perceptions
will be an approximation of the reality. In a car driving agent, the environment
is continuous. The possible situations are limitless and unpredictable. The
perceptions it gets from other obstacles positions are not precise.
3.3 Agent Architectures
Now that we know what considerations to make in terms of the environment, we can
take into account the different architectures in which we can base our agent in. A
description based on this subject can be found in [WJ95], where we can find three
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main types of agents: deductive reasoning, practical reasoning and reactive agents.
3.3.1 Reactive Agents
As seen in chapter 3.2, an accessible, deterministic, episodic, static and discrete
environment would ease the most the designing process. This is typically called a
closed environment. An agent that would do well in this situation is a reactive agent
[HYK10]. The most basic reactive agent maps the perceptions into actions, which
simplifies the designing process in the case of a closed environment because:
• 1) if the environment is accessible we do not have to reason about incorrect and
missing information
• 2) if the environment is deterministic our actions will always have the desired
effect
• 3) if the environment is episodic we do not have to take into account previous
world states nor the future consequences of our actions
• 4) if the environment is static we do not need to worry about the environment
changing without the agent noticing
• 5) if the environment is discrete we have another incentive to make a mapping
between perceptions and actions since there is a finite number of both.
Real situations, however, generally do not have a level of complexity this low. Still,
reactive agents have their place in the real world. An example of this is [GCGK11].
They created a system that merges a vehicle platoon algorithm with obstacle avoid-
ance. For this, they consider other agents and obstacles as a repulsion force and goals
as an attraction force. The goals are the desired destination for each agent and they
are calculated by trying to follow another vehicle, either behind it or beside it (column
or line formation). To capture data about obstacles and other vehicles, they use laser
range finders.
Advantages and Disadvantages
The advantages of the reactive architecture are its simplicity, fast responsiveness, com-
putational tractability and robustness against failure. Reactive agent based systems
are characterized by their capability to solve complex problems, while maintaining
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functional and conceptual simplicity of each element [GCGK11]. However, such
simplicity comes with a cost. They must have a mapping for each possible percept
it gets to an action. This becomes a greater problem in complex agents with many
behaviours, since the dynamics of the interactions between different layers become too
complex to understand. Also, it is difficult to see how purely reactive agents can be
designed to learn from experience and improve their performance over time [WJ95].
Reactive Agent Frameworks/Platforms
Deciding which agent architecture is most appropriate to one’s needs is an important
step, and the adequacy of the selection can dictate the success or failure of the system.
Furthermore, when developing agent systems, it is often necessary to consider intra-
agent as well as inter-agent structures and communication (recall social ability in
chapter 3.1). Since the complexity of designing such systems can escalate swiftly,
instead of designing our own framework, we may select one of the existing ones. A
platform that solves the problems previously mentioned is JADE(Java Agent Devel-
opment Framework) [RSL93]. However, several other agent platforms and frameworks
exist, like Aglets [TK99] and Hive [MGP+00]. From these only JADE is still actively
used and supported by the community. JADE is an open source platform designed
for the development of intelligent agents. It facilitates the development of multi-agent
systems by supporting coordination between several FIPA agents [FIP]. Because it also
provides a standard implementation of the FIPA-ACL communication language, the
communication between agents is also facilitated. JADE is being used by a number of
companies and academic groups, such as BT, Telefonica, Imperial College, University
of Helsinky and many others. In [BE07] JADE is used to create a Travel Agency
System designed to obtain optimum travel packages for the customer, depending o
n their preferences. Agents are created to serve several roles such as user interface,
flight, hotel, and car agents. In [PBP05] merchants and customers are able to create
shop and client agents through the GUI . These agents contain the pair (product,
reserve price). The reserve price, for the seller, is the minimum price at which it will
agree to sell the item, for the buyer it is the maximum. The shop creates a seller agent
for each product it has, and the client creates a buyer agent for each product he is
interested in.
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3.3.2 Deductive Reasoning Agents
Reactive agents were initially created because some researchers, such as Hubert Drey-
fus [DDA86] and John Lucas [Luc61], disagreed with logical approaches. However,
despite the fact that reactive agents have their niche in the world, due to their
drawbacks they did not come to replace the logical approaches. Of these approaches
deductive reasoning agents were the first software agents to come to existence. Their
origin comes from the field of artificial intelligence that was founded on the claim that
intelligence and learning could be so precisely described that it can be simulated by
a machine [Joh06]. They attempt to do this with a symbolic representation of its
environment and its behaviours. In order to perform reasoning and choose its actions,
a synthetic manipulation of this representation is needed. Its bases are logical formulas
and theorem proving, respectively. To achieve this, two problems need to be solved:
Transduction: translate the real world into an accurate, adequate symbolic descrip-
tion, in time for that description to be useful (see dynamic environment in chapter 3.2).
Reasoning: represent information symbolically, and get agents to manipulate/reason
with it, in time for the results to be useful. The idea is that the agent’s programmer
will encode the deduction rules and the database (representation of the environment).
This is what will determine the agent’s behaviour. These agents have been used in
many fields such as enterprise networks configuration management. This is the case in
[HGC+09], where they focus on the knowledge-base capabilities of this architecture to
build appropriate routing configurations by expressing network-wide routing policies.
The agents then leverage the declarative nature of the policies and reason about it in
order to recover their neighbours from routing misconfigurations.
Advantages and Disadvantages
Most researchers accept that the problems of this approach (transduction and rea-
soning) are nowhere near solved [Woo02]. Other underlying problems lay with the
complexity of symbol manipulation algorithms in general. Most search-based symbol
manipulation algorithms of interest have an exponential order of magnitude. Also,
Rodney Brooks, stated to be one of the most ardent and persuasive critics of the logical
approach argued that symbolic representation and abstract reasoning is not necessary
to create intelligent behaviour [Bro91a, Bro91b]. Still, because of the disadvantages
of reactive agents, and the convenience of these approaches in some domains, logical
based agents are here to stay.
Deductive Reasoning Agent Frameworks/Platforms
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When choosing a framework or platform in order to implement deductive reasoning
agents, we may consider Jess [FH03]. Jess is a rule engine and scripting environment
that can be used to build Java software that has the capacity to “reason”, using
knowledge the user supplies in the form of declarative rules. Although other engines
have better performance (for instance Yap [CDRA00], XSB [SW12] and Ontobroker
[Ang09] performed better within all the engines presented in [LFWK09]), its easy
integration with JADE makes it an attractive choice when implementing intelligent
deductive agents. This is the case in [BPJ02] where they present a framework for
automated negotiation with a taxonomy of declarative rules. These rules can be used
to capture a wide variety of negotiation mechanisms. They implemented the agent
communication framework with JADE and for the agent’s behaviour they used Jess
[Lab]. The latter is used to execute rules in response to events.
3.3.3 Practical Reasoning Agents
Despite the claims that backed up the creation of deductive reasoning agents and
their many applications in real situations, we do not use purely logical reasoning in
our thought process [WJ95]. While deduction may play a part in our thought process,
it is not the whole of it. When we want to chop down a tree from our backyard
because it is blocking the view, deciding whether to use an axe or a chainsaw is
practical reasoning, or reasoning directed towards actions.
“Practical reasoning is a matter of weighing conflicting considerations for and against
competing options, where the relevant considerations are provided by what the agent
desires/values/cares about and what the agent believes” [EP90].
Practical reasoning has two separate steps: 1) Deliberation, what goals are we
pursuing and 2) Means-ends reasoning, what course of action do we want to take
to achieve our goals. Through deliberation the agent generates its Intentions. An
intention is what the agent wants to achieve. An important property of intentions is
that they persist. The agent will pursue its intentions until he believes that he has
achieved them, they can no longer be achieved, or the reason to seek, or accomplish,
the said intention is no longer present. This also implies that intentions play an
important part in future deliberation. The agent will not adopt new Intentions that
are inconsistent with the ones it is already pursuing. With the intentions, the agent
plans its actions in order to achieve them (means-ends reasoning), using the available
means, i.e., the actions that he can perform. Moreover, if one particular course of
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action fails to achieve an intention, the agent will typically try another approach.
Figure 3.2: A BDI Agent
Basic implementation algorithm of a BDI agent. Image from [Rov].
One of the most well-established and widely-used agent models is the Belief-desire-
intention (BDI) model, which is considered as practical reasoning [DG11]. The basic
implementation algorithm is summarised in figure 3.5. One important thing to note
about BDI agents is that, although they were idealised to focus on desires and goals,
implementations of these agents have been focused on dealing with events (percep-
tions). Furthermore, implementations of intentions in BDI are viewed as the plans,
currently being executed. These plans are pre-defined, and they tell the agent the
sequence of actions it should perform. These actions can contain new goals and
therefore can trigger other plans. Plans also have an invocation condition, which
defines the event that triggers the plan, and a context condition which defines in which
situations (agent’s beliefs) the plans are relevant. Recent research in BDI systems
includes [PSM09, ML09]. In the first, a reputation model was added into BDI to
improve the beliefs of the agent in uncertain situations. They gather information
about trust and reputation of other agents and incorporate it in their reasoning
process, making partner selection in uncertain situations more efficient. In [ML09]
they provide a technique that aims at extending BDI agent languages by providing
behaviour adaptation to constraints at runtime. To do this they create new plans
that conform to the new obligations and suppress the executions of plans that go
against them. Examples of BDI applications are seen at [OT11, AQG+10]. Okaya and
Takahashi use BDI to simulate the evacuation of buildings by creating three different
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agents: adults, parents and children [OT11]. Adults have no relation with others and
will just try to find an exit. Parents have one child, they care about their children
and will only evacuate with them. Children have no ability to move autonomously,
and will only follow their parents. After several tests they were able to simulate what
happens in real life, which proves the effectiveness of the model. In [AQG+10] they
simulate the management decision-making processes of a farmer in a corn production
system. By receiving information about the weather, crop development and the status
of the tasks, the agent chooses one of the available tasks such as sowing, harvesting
or irrigating. Each task has its plans, and they are chosen accordingly to the current
intention of the agent.
Advantages and Disadvantages
As in deductive reasoning agents, BDI agents use symbolic representations in their
beliefs, desires and intentions, which means that they share the same limitations in
this aspect. Furthermore, researchers have questioned that having all of the three
attitudes (belief, desires and intentions) is excessive, while others argue that these
three are not enough [RRG95]. Other limitations include not considering by design
forward planning. This is a detriment because some plans may take so much time to
execute that they will never finish in time, which may even end up causing undesired
effects. Also, there is the problem with commitment of the agent towards its desires.
We may not want to keep pursuing a desire that is no longer possible to achieve, or
a desire that has been achieved before the plan ended. This is where the trade-off is
set. If our agent takes too much time checking the viability of its current desires, it
may not spend enough time actually trying to achieve them.
Practical reasoning agent frameworks /platforms
There are several frameworks for BDI agents. Through my research we found that
the most used was Jason [HB]. Jason is an interpreter for an extended version of
AgentSpeak1. It implements the operational semantics of that language, and provides
a platform for the development of multi-agent systems, with many user-customisable
features. It has been used in [RCP11, SR11]. In the first Jason agents were integrated
in Second Life [Sec] to solve the problem of the sensors capturing fallible data from
a complex virtual environment and convert it to a domain-specific abstract logical
model of the observed data percepts. In [SR11] a framework was proposed that aims
at providing agent-oriented level of abstraction to implement smart mobile applications
1AgentSpeak is an agent-oriented programming language. It is based on logic programming and
the BDI architecture for intelligent agents [Rao96].
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for the android platform. In their framework they have a module that uses Jason to
create agents that react to events generated by the user, by sensors, or by changes to
the overall context, and then interact in a proactive manner, taking actions according
to the application’s goals. As an example they created an SMS notification application
that according to what the user is currently doing (i.e. the context) chooses the
appropriate way to notify the user (e.g. sound warning or pop-up window).
3.4 Concluding Remarks
Figure 3.3 summarizes the advantages and disadvantages of each of the agent archi-
tectures exposed in this chapter. From those, the chosen architecture was the reactive
one. The intended reactions for the agents were reactive, in the sense that they are
not supposed to rationalize about what they are about to do. The idea is that they
will react “instinctively” to stimuli. When a ball is in route of collision with the front
of the face of the character, no time will be wasted in thinking what is the best action
to pursue, it will just retract the face without thinking in order to best protect itself.
As such, mapping stimuli and actions was our chosen approach.
Figure 3.3: Agent Architectures Comparison
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3.5 Facial Animation
Now that we chose our agents, we need a way to animate our characters so we can
visualize the actions they will be performing. To achieve this, further research is
required on the field of computer facial animation.
Computer facial animation is an area of computer graphics that has the goal of
generating and animating models of the human head and face. These models are
usually represented as a polygon mesh. A polygon mesh is a collection of vertices, edges
and faces that defines the shape of a polyhedral object (figure 3.4). Personal computers
are now very accomplished at displaying these polygonal surfaces which explains
why polygonal meshes are extensively used in computer graphics. The faces usually
consists of simple convex polygons, most commonly triangles, and to some extent
quadrilaterals, since this simplifies rendering [PW08, p.92]. In order to manipulate the
polygons of the mesh, there are several techniques developed to solve each problem
with facial animation. Some examples of such problems are generation of realistic
animation, ability to operate in real time, having as much automation as possible, and
being able to adapt easily to individual faces [DN07]. The most widely used technique
[PW08] for facial animation and the base of many other techniques is interpolation.
The basic notion is simple: we have a point, in a one-dimensional environment, and
want it to travel from A to B. Then:
X = (1 - α ) A + α B, 0 < α < 1
Where α = 1 happens at the time we want the particle to arrive at B. This can be
extended to n dimensions by applying this procedure to each dimension. Another
important thing to note is that If the parameter α increases linearly, it is called linear
interpolation. However, cosine or other variations such as spline interpolation, can
provide acceleration and deceleration to better simulate real movements.
3.5.1 Facial Rigging
Facial rigging is the process of creating the interface and controls that will permit the
animator to generate facial expressions through the use of those controls. A commonly
used analogy is the creation of the control mechanisms of a puppet. The strings and
nods, that represent the controls, should allow the puppeteer to animate the puppet in
an intuitive and easy manner. The same is expected from an animator when working
with a rig. The two main techniques that a rig can be based on are Blend Shapes and
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Figure 3.4: Polygon Mesh
Polygon mesh made of triangles. Figure from [PW08].
Bone-based Techniques [OBP+12].
Blend Shapes
This technique generates the animation by interpolating between two meshes with
the same topology. The interpolation is done for each corresponding vertex between
the two meshes. As stated before, the interpolation function can be linear [Ton85,
PHL+98]. However, linear interpolation is mostly used for simplicity and is not ap-
propriate to simulate real movements. Cosine interpolation [WL94] or other variations
such as spline [Ogr], can provide acceleration and deceleration in the beginning and in
the end of the movements for better simulating real movements. Other improvements
in the interpolation exist. An example is bilinear expression interpolation [AKA96] in
which we can interpolate between four expressions with two interpolation parameters.
This gives access to a wider range of facial expressions.
Due to its simplicity, Blend Shapes are the most intuitive and widely used technique
[DN07], being adopted in projects such as Stuart Little [Min99], Star Wars [Luc77], and
Lord of the Rings [Jac01]. Despite the simplicity, this technique has some drawbacks.
The range of expressions one can achieve is directly related to the number and disparity
of expression poses available, and an expression that lies outside the bounds of the
poses at our disposal is unattainable. In order to achieve the level of realism of the
character Gollum in the film The Lord of the Rings: The Two Towers [Jac] 675
blend shapes were required. [For03] Because each key pose requires data collection
and generation, doing this for several poses is a time-consuming task. When working
with different models, this is aggravated. Furthermore, with such a high number
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of blend shapes, providing intuitive control parameters to the animator is difficult
[PW08]. Complex rigs often have 50 to 100 commonly used sliders and the animator
has to memorize their function in order to efficiently animate the blend shape model.
Additionally, blend shapes have overlapping, non-orthogonal effects, and adjusting a
single blend shape controller may interfere with the effect of previously manipulated
controllers.
Extensive work has been done to solve the known problems of blend shapes. Recently,
the retargeting problem (use the same blend shapes in models with different topology)
was tackled by [SLS+12, SSK+11, LWP10]. [SLS+12] focuses on acquiring realistic
transitions between poses in the target model by interpreting the movement on the
vertices. They do this with mathematical formulas and require the user to provide
the initial pose, end pose and constraints of the face during the transition between
the given poses. In [SSK+11] they rearrange the group of blend shapes into several
sequential retargeting groups and solving using a matching pursuit-like scheme inspired
by a traditional key-framing approach. They then have a method to simplify the weight
graphs and thereby making it easy to use. In [LWP10] a system is introduced that
transfers controller semantics and expression dynamic from a generic template to the
target blend shape model, while solving for an optimal reproduction of the manually
created poses for the target model. Their system is able to create plausible animation
with just one pose, but more poses can be added to achieve the desired quality.
To solve the problem of the excessive number of slider controls the animator has to
memorise, [LA] introduced a method that allows direct manipulation of the model,
by inferring from the interpolation parameters available to the animator. The direct
manipulation of the user is then translated into an equivalent number of edits using
the underlying sliders.
For the interference problem [JTDP03] presents a solution which segments the face
automatically into regions using a physically motivated approach. However, this does
not eliminate the problem of blend shapes affecting the same local region. Motivated
by this, [LMDN05] proposes a solution by allowing animators to hold a set of points
more-or-less fixed while adjusting one slider, and solve for values for the other sliders
so that those values will be retained.
Bone-based Rig
Blend shapes interpolate meshes with the same topology to generate animation. An-
other way to create animation is to have a structure that will manipulate the mesh
vertices directly. One example of this is a bone-based rig, in which each joint corre-
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sponds to the articulated connection between two skeletal segments or bones. When
rigging a face, this joint structure might consist of several joints for the neck, connected
to a joint for the jaw and a joint for the skull, which in turn is connected to a joint
for the eyeballs. The joints are manipulated by changing their orientation angles or
through translations. Each joint influences surface vertices or one or more joints. The
influence of a certain joint to the surface vertices is defined by a weight value for each
vertex, and the joints influence other joints in a hierarchical manner. Special care is
to be taken when creating this kind of rig, because some vertices might be influenced
by more than one joint, and joints may influence each other. This makes the process
of creating a bone-based rig much more complex than creating different blend shapes
[War04]. Despite this, the possibility of creating several poses without the need of
a huge data set with each possible pose makes it attractive for the gaming industry.
This is the case with Unreal Engine 3 [Epi], and some game engines, like Unity, do not
even support blend shapes [Nom]. Two examples where joints were extensively used
are Blizzard Entertainment’s StarCraft II: Wings of Liberty, where each character has
a unique rig with a 120 bone count limit (for the whole body) [Bli10], and Naughty
Dog’s Uncharted 2. In the later, 97 joints control the face and the same rig is used in
both game and cinematics [DS10].
Figure 3.5: Rig used in the film Narnia
From left to right: use of deforming muscles, shapes, and traditional deforms. Image adapted
from [HDK+06].
Parametrizations
The goal of this technique is to provide a wide range of natural and intuitive poses and
expression control by specifying any possible face and expression by a combination
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of independent parameter values [AD07]. For instance, in those systems it is very
common to have a graphic element that you can drag that will control where the
eyes are pointing at, or another graphic element that will control the opening of the
mouth. As such, unlike interpolation techniques, this parametrization allows the user
to control specific facial configurations, normally of specific face zones in order for the
parameters not to conflict with each other. Despite its ease of use and intuitiveness,
relatively little work has been done on establishing guidelines for control functionality
and animator interfaces. Furthermore, there is no standard method on how to blend
expressions with two conflicting parameters that affect the same vertices, which can
produce unnatural human expressions, and artefacts on the regions’ boundaries still
occur. Another problem with parametrization is that it requires tedious manual work
to set the parameter values [WF95]. In the literature we can identify two standards
of parameter sets that are widely used in facial animation work: facial coding system
(FACS) [EF78] and MPEG-4 facial animation (MPEG-4 FA) [PF03]. The most used
now is MPEG-4 Facial Animation (FA), [Ost98] where the models and animation
are specified by defining Facial Animation Parameters (FAP) and Face Definition
Parameters (FDP). FAPs correspond to a particular action deforming the face model in
its natural state, for instance, a smile. A magnitude parameter indicates the magnitude
of the action, which in this case means a smaller or broader smile. MPEG-4 defines
the animation rule for each FAP by specifying feature points and their direction of
movement [Ost98]. The number of defined feature points is 84 (figure 3.8) and they
permit to define the character’s FAPs. These, along with face animation parameter
units (FAPUs, figure 3.7), which represent the distances between facial features such
as eye separation, make up the specific information about a 3D face model [QCM09].
The standardized number of semantic key-points, however, constrains the number of
possible face configurations. Also, MPEG-4 ignores skin deformation effects caused
by bone motion. Other limitations are the difficulty of correctly reproducing large
motions of the jaw, and restriction to humanoid characters [PP]. One big advantage
of MPEG-4 FA motion parametrization is being very compact, making it possible to
achieve streaming animation in low-bitrate network environments [Pan02]. Since FAPs
are defined independently of the proportions of the animated face model, a stream of
FAPs can be used to animate different models [Ost98]. An example of the usage of the
capabilities of the MPEG-4 FA standard is [QCM09], where FAPs are used to create
lip-synchronization, facial expressions and eye behaviours.
Hybrid Rigs
Knowing the drawbacks and advantages of each rigging method (and even other facial
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Figure 3.6: The FAPU definition areas.
Image from [PF03].
animation methods), combining them can prove to be useful. This is what happens
in most films, and even in some games such as Metal Gear Solid 4 [Wat10]. In films,
due to the demand in high quality of animation and time constraints, it is normal to
combine blend shapes, bones and a parametrization rig. An example is Sony Pictures
Animation’s Surf’s Up [BSK+07], a film about surfing penguins. They used bones
with Forward Kinematics to animate the body, and for the face rig they have a hybrid
system that uses blend-shape for the beak and cheek area, and a muscle system for
the brows and eyes. For the eyelids, the rig is a scaling of joints located on the
edge of the eyelid. The animator also had a user interface for the facial animation
that organized all facial controls in a logical, accessible interface for the animators.
Another example is Walden Media’s Chronicles of Narnia: The Lion, the Witch and
the Wardrobe [HDK+06]. Aslan (figure 3.6), the lion, used 75 shapes in the face
(deforming and corrective shapes used to correct deformations in certain situations).
The deforming shapes were based on isolated facial muscle movements rather than
poses. The movements were then combined to generate poses that the animators could
use. The final rig combined shapes, 2 layers of muscles and traditional deforms added
on top of everything to deform specific zones, e.g. to create complex ear movements
and poses.
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3.6 Concluding Remarks
When scripting a character’s animation, using any possible technique of facial ani-
mation we may choose, it can be beneficial to configure the characters to react to
the environment. Otherwise, ignoring objects in the world may cause the character
to appear wooden or lifeless. However, scripting each possible event makes hand-
modelling infeasible [VGS+06]. Some examples where this happens are games and
story-telling, virtual training environments, virtual therapy, dialogue representatives
(avatars) and expressive conversational interactive agents. While making a character
look alive as well as making it feel like it belongs to the world it is inserted into,
the agent characteristics seen before may come in handy. Even though agent design
principles are not extensively used in facial animation, some frameworks that aim
at generating automatic or procedural animation exhibit some of the properties that
define an agent. They usually receive input from the environment, and then react
accordingly to their goals, as well as have characteristics such as autonomy, reactivity,
pro-activeness and to some extent social ability.
This is the case in [MRPL08], where virtual agents are created that simulate emotions
by having awareness of another agent’s affective state. They define two types of
reaction: parallel empathy, in which the character will imitate its peer and reactive
empathy, in which the character is also aware of the situation that involves the
targets affective state, and reacts in order to change or enhance the target’s own
state. Another example is [ZSP09], where a framework is presented that receives
speech signal as input and through the rules that it has, such as eyebrow and head
movements during speech pauses, or involuntary eye blinks in certain poses, the system
adds procedural animation on top of lip-synchronization in order to achieve a more
live and natural character.
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Currently, in games, the facial reaction of the characters to the world environment is
poorly explored. It has been done in scripted events or cinematics where the reaction
of the character is done manually, but to certain dynamic events the characters behave
obliviously. Apart from the characters looking to the player’s avatar face or stare at
a monster, as is the case in recent games such as The Elder Scrolls V: Skyrim (2011),
no form of emotion is transmitted. If the artists were to implement such emotions
they would have to create a system that would allow them to define what particular
situations would trigger certain facial expressions, and what different aspects would
make them behave in a different manner. Examples of this are simply staring at a
fireball in awe passing over their head 15 meters away, or exhibit horror and retract
the face (figure 4.1) when the fireball is about to hit the character’s face. To solve this
problem, the creation of the reactive character framework was proposed, with scalable
capabilities to allow the animators and developers to add whichever behaviours they
might want, and to do it even, to some extent, for non-humanoid characters by giving
configurable parameters to set the field of view and positions for the eyes. This allows
researchers as well to further investigate behaviour patterns and different approaches
when deciding what actions the characters should perform upon being presented with
arbitrary situations.
The present chapter describes the design and specifications of the REACT framework.
It was initially developed for PIC’s in-house engine, however that engine was replaced
by another one that was still under development. As a result, the framework was
implemented independently, and latter added to OGRE. By the end of it the reader
should have a clear idea of how the different modules were implemented and how to
deploy it in a virtual world environment.
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Figure 4.1: Pose for the retraction of the face
This pose is used to protect the face from an incoming object.
4.1 Proposed Solution
The reactive character framework (REACT) was designed to allow automatic reactive
animation of the characters to world objects. This reaction is primarily staring at
objects and retracting the face when an object is about to collide with the face. The
modularity of the framework allows for deployment and research of different reasoning
and animation techniques, that can be added into the agents. The framework focuses
in selecting poses and lets the renderer handle the animation. A sample module is
given which deploys agents to the different zones of the face that implement reactive
behaviour.
The whole framework was implemented in C++, which is a language commonly used
in the entertainment industry. The main features of the framework are now described.
4.1.1 Features
• Vision simulation. The framework supports vision simulation with it being
configurable using parameters such as vision angle, depth, and eye location. The
system supports any number of eyes in erratic positions. If the user needs a better
vision simulation system, or a system with specific needs this module can receive
the parameters of the vision the user calculated, and will only process what the
user is not already calculating. This module will then properly communicate
with the Action Manager.
• Allows character action selection research. Different logics can be applied
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by modifying this module. An example is using neural networks to choose the
action with influence by mood or previous experience with the interacting object,
etc.
• Model independent. The framework only provides poses and joint transfor-
mations that are present in all humanoid models (eyes, neck and head).
• Automatic reaction. When an object is about to collide with the face, the
framework will automatically make the character stare at the object, and will
retract the face moments before the collision happens.
• Reactive movement of the head. The framework will automatically move
the head in order to try to dodge objects that are about to collide with it.
Furthermore, customization is provided.
• Eye gaze control. Automatic eye gaze control is provided, and personalized
eye gaze behaviours are easy to introduce.
• Easy integration with rendering engines. The framework tells the renderer
what transformations to apply in specific joints and what poses should be applied
in the facial animation.
• The whole system was implemented in C++.
4.2 Implementation
The two main components are: 1) the reactive agent framework, and 2) the reactive
character framework.
The first component supports the addition of behaviours1 to the agents, message
transmission capabilities and management of the agents through an agent manager,
responsible for launching, stopping or removing agents dynamically. With this frame-
work, several agents were created that constitute the second component. Here, vision
is simulated and then the proper reaction according to the gathered information is
selected. A description of how the components were implemented and how they work
is given in the following subsections.
1In the reactive agent framework, behaviours are functions that the agent will be running
iteratively.
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4.2.1 Reactive Agent Framework
The framework allows the creation and management of reactive virtual agents (figure
4.2). The framework has message transmission, agent initialization and termination
capabilities, as well as behaviour creation. Behaviours are functions that the agent
will run, which translates into the agent’s actions.
Figure 4.2: Reactive Agent Framework overview.
Agent
Each agent can be run in its own thread, or can be called iteratively by the manager.
The agent’s execution cycle has four steps: 1) check if there are any new massages, 2)
if there are, add them to the message inbox 3) run each of the behaviours, 4) go back
to step 1. To implement an agent, the user needs to specify its behaviours. They have
communication capabilities. Creating an agent is simple, and will be demonstrated
in the two tables that follow. There, all the agent’s capabilities supported directly by
the framework are exemplified.
Behaviour
Behaviours are simple callback functions. So, the actions of the agents are imple-
mented as a function that is then added to the behaviour list. This permits adding
and deleting behaviours dynamically. Also, any behaviours can be added to any
agent, so if an agent needs another agent to perform an action, he can add the desired
behaviour to that agent. Behaviours are executed by the corresponding agent, one
after the other.
Agent Manager
Since the manager is responsible to manage the agents it should be created first.
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The launch method is very important, because the synchronisation to allow them to
communicate is done there, and is also where the agent’s threads are started (if they
are configured to run in a thread). The agent manager launches the agents when they
are added. Four steps happen: 1) add the agent to the agent list, 2) give it a reference
to the ID of the threads, 3) give it a reference to the agent names, 4) run the thread
of the agent. In case the agent is not flagged to run as a thread, the steps related to
threads are skipped.
4.2.2 Reactive Character Framework
A framework for character animation was developed using the framework created for
reactive intelligent agents (figure 4.3). The aim of this framework was to permit
the character to react automatically to objects situated in the virtual world. For this
purpose, different agents were created to control the different zones of the face (namely,
left and right eyes region, eye gaze, head orientation, mouth and neck). These are the
face zones agents. The face zone agents are told by the action manager agent what
action to perform according to the perceptions captured by the vision agent and a
configuration file. More actions can be added if required. In the following sections we
will describe what each module does and how the framework was implemented.
Sensing Agents
These agents capture information (perceptions) of the world’s environment by simulat-
ing vision, hearing or other properties such as temperature or light. At the moment,
only vision is implemented. For the vision simulation, the agent needs the world
position of the objects, the radius of the bounding sphere of those objects (in the future
bounding box will be added as well) , the speed of the objects, name/classification,
direction of the field of view, position of the eyes, position (center) head of the player
and radius of its bounding sphere. With this data, the agent will search for objects in
its field of view, calculate which ones are in route of collision with the character, and
what time is left for the collision to occur. Information is then passed to the Action
Manager.
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Figure 4.3: Description of how information flows in the REACT
Action Manager
Initialising the action manager, the agent responsible for controlling the other agents, is
the first step to implement this framework. This agent will launch them and tell them
what to do. We do this by running the start method, which does all the initialisation
the manager needs. An important part of the initialisation occurs when the agent
reads the configuration file containing the behaviours of the agent. This file contains
sets of perceptions, targets and actions. In each set, the perceptions contain the name
or tag of the object that has been seen. The targets correspond to the facial zones
that the perception will influence. The actions will tell the targets what to do, and
are interpreted differently in each facial zone.
The Action Manager agent checks the character behaviours and determines what the
character is supposed to do in the presence of the information from the perceptions.
The information from the perceptions is in the form of (Perception, Object) which
specifies what perception it captured and what object it corresponds to. For instance,
if the Sensing Agent captures a ball within its vision field, it will send the pair (seen,
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ball) to the Action Manager. The Action Manager will then look into its behaviour
tables, and check if there is a behaviour that is triggered by this perception. If there
is a match, the Action Manager will look up the configuration file and two things can
happen:
• If the system is configured with facial zones agents, it will look for the Target
and Action of that behaviour, and send a message to the specified target Face
Zone Agent what action to perform.
• If the system is configured with poses for the actions, the action manager
will send the renderer a pose that will animate the face accordingly to the
configuration in the file.
Face Zones Agents
The actions that the Face Zone Agents receives will result in an animation track
being selected, or transformations being applied to the joint(s) that agent is
controlling. As an example, currently there are 3 different variations for the
“retract” pose for each face zone. The first is a retraction of the face for objects
that will hit the head in the left side, so only the left side is retracted. The right
side is unaffected. The second is a retraction of the right side, and the third is
a full retraction of the face for when the object is going to collide with the face.
Neck and Eye Gaze Agents
There are two important face zone agents that have different behaviour from the
ones specified above. They are the neck and eye gaze agents. They both have
no poses. The first is the one that controls the neck of the character. It has
constraints for its movement, namely limits in the rotation it can suffer. This
agent will rotate the bone in order for the head to try to dodge or move away from
incoming objects. The second controls the gaze of the character. It receives from
the action manager the object that it is currently staring into, and will rotate
the bones of the character accordingly. This agent, too, has constraints to the
rotation, as would be expected from a real person. The direction to where the
character is looking at is important because it will influence the vision of the
character which is important to the senses agent.
4.2.3 Rendering/Game Engine
This framework was designed to be independent of the choice of the rendering
or game engine. It constitutes of two static libraries (reactive agent and reactive
CHAPTER 4. DEVELOPED FRAMEWORKS 51
character). To set it running, it is only necessary to properly initiating the
agents. The face zone agents will then produce either a string that will contain
the name of the animation track to be played, or quaternion(s) and/or vector(s)
representing the transformations to be applied to specific joints. Since this is
specific to the rendering engine, it lies out of the focus of the framework.
4.2.4 Example Case
Following the example shown in figure 4.4, when the Sensing Agent sees a bee, the
Action Manager agent would send a message to the target Face Zone Agents eye gaze
and head the action “stare at bee” and to right eye, left eye, and mouth the action
“look scared” and to the neck the action “move away from”. These actions will be
modified by the agents through taking into account the characteristics of the object,
namely velocity and position. The neck agent will move the head around trying to
avoid, and stay as far away as possible from the bee, and the eyes agents will close
the eyes if the bee gets too close. Also, the mouth and eyes agents will act repulsed
from the bee. This is done by giving a weight to the poses associated with the actions,
according to the objects characteristics. If the bee is in the right side of the face, close
to the eye, the right eye will be closed by giving the close eye animation maximum
weight, and the left eye will have a lower weight so it will not be entirely closed.
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I did a pilot study of the system, with both quantitative and qualitative perspectives.
Qualitative evaluation was made primarily through the use of observation. This was
done by casual viewers (six members of PIC staff). Quantitative evaluation is based
on the time required to add new actions and to create character behaviours from the
existing actions. This chapter summarizes the results obtained using the Reactive
Character Framework to make Nene1 react to objects in the world, and analyses the
main problems that arose. By the end of this chapter you can confirm that the
Reactive Character Framework can be used to give reactive animations to characters,
its advantages and limitations.
5.1 Introduction
This thesis consists of automatically generating reactive facial animation from a given
set of poses and conditions that trigger those poses. Therefore, it is important to
validate the visual result. The poses were created using a joint-based rig, and the
conditions that trigger the poses (reactions) can be created in a configuration file.
The behaviours for the neck and mouth are different from the rest. The neck action
“avoid” will try to dodge the object by moving the neck, trying to move the face as
far away as possible. The mouth behaviour will interpolate between three poses to
better retract the mouth according to the where the object will collide. Also, if the
object is going to collide with the left side of the face, the left eye will close completely,
1Nene is a characterized child 3D model. Both the rigged model and the animations were graciously
provided by Porto Interactive Center’s technical director Xenxo Alvarez.
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but the right eye will not. Other behaviours can be added seamlessly if they are to
be affecting the character directly without the need to manipulate the pose that will
affect it. It took about 1 hour to create the behaviour of the mouth and the eyes. For
the neck, much testing and iteration was needed until a satisfying result was achieved
(bout 8 hours).
The whole framework was implemented in a laptop with an Intel Core 2 Duo P8600,
4Gb of memory and a GeForce 9600M GT 1Gb. The Reactive Character Framework
was integrated in the Object-Oriented Graphics Rendering Engine (OGRE) [Str].
Initially, the poses were to be modified at runtime to better react to the objects
in the world. An example is a ball that is going to hit the character in the face, and
the character would retract the mouth towards the zone the ball was hitting to better
protect the face. However, during preliminary testing, it was clear the system would
never have the desired performance. In OGRE, the nodes2 transformation values are
stored in local space, and to get the transformations in world space, we need to read
the transformations of all the parents of each node until we reach the root node. This
needs to be repeated for each bone we want to modify in the pose, and for every
keyframe in the animation. Put several characters in the scene, and we have a serious
performance problem.
The solution was to have poses for the actions the character was expected to do, and
interpolate between them when it was necessary. The validation of the framework
was done with a single object approaching the face in different directions (with and
without collision trajectories) and with three behaviours. These behaviours are: stare
at the object the character can see, retract the face (close eyes and mouth) if the
object is going to collide with the face within half a second, try to dodge an object
that is going to collide with the face. The validation of these cases is now described.
2A node in OGRE is a structured tree. It contains information about the transformation which
will apply to it and all of it’s children. Child nodes can have transforms of their own, which are
combined with their parent’s transformations. This is how the information about the joints is stored.
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Figure 5.1: Stare behaviour.
Figure 5.2: Retract and stare behaviours.
Figure 5.3: Dodge, stare, and retract behaviours
The stare behaviour is affecting all the animation. The dodge behaviour can be seen after
the second frame and the retract behaviour can be seen in the last frame.
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5.2 Reactive Character Animation
The system was tested with three behaviours (figure 5.1, 5.2 and 5.3), due to time
restrictions. Furthermore, only one object was present in the scene. Because of
this, the testing serves only as proof of concept. The behaviours were created in
a configuration file, that can be seen in appendix B. The animation generated by the
triggering of the behaviours are: stare from figure 5.1, retract from figure 5.2 and
dodge as seen in figure 5.3.
5.2.1 Qualitative Validation
The system is capable of generating feasible facial movements, however that is de-
pendent on the animator’s skills. The character reacts in a timely and appropriate
manner, as can be seen by figures 5.1 to 5.3. The reactive actions seem appropriate
to the situations, and makes the character feel alive and aware of its surroundings.
Initially there is a problem in the coordination of the actions in the different facial
zones. Because the agent framework was running each agent in different threads, some
facial zones would start the animation before others, which made the character react
oddly. This result can be seen in the second picture of figure 5.2. After a slight
overhaul of the Reactive Agent Framework, we added the necessary communication
capabilities to enable the agents to be run iteratively by the Agent Manager, which
solved the problem. Possible solutions are discussed in section 6.2.
5.2.2 Quantitative Validation
As for the performance of the system it can run in real time. My sample application
was tested in debug mode at an average rate of 55 frames per second. Adding the
framework to the sample character, the average frames per second was 53. Creating
new actions can be done in two minutes, however that does not take into account the
time needed to generate the poses. Creating behaviours from the existing actions is
faster. In less then one minute I created a behaviour composed of four actions. Adding
new actions when we have the poses needed can be done in seconds, that being the
biggest strength of this framework. Also, the constraints for max eye rotation and neck
rotation can be specified. This configuration should not take more than 5 minutes in
the worse case (configuring everything).
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Inserting new poses in the system is also easy, but may require some coding. If the
name of the actions given in the behaviour configuration file is the same as the name
of the animation track, then no additional steps are required. However, that may not
be desired in case different agents are required to interpret the same action in different
ways. An example is the “retract” behaviour where the eyes and mouth will have a
different pose for that same action.
Adding special behaviours and vision, despite the framework supporting it, is not in
the scope of this thesis, so no validation was done for those cases.
5.3 Discussion
The developed system allows reactive animation, thus providing a more immersive
environment. However, the system is incomplete in the sense that it needs a better
way to define more complex behaviours. The system allows the character to react to
certain objects in specific ways, however nothing was done in order to better control
these reactions in different situations. While the system is appropriate to give reactions
such as try to dodge objects or retract the face when an object is about to collide with
it, no support is given to anything more complex than that. Furthermore, the way
that time to collision is calculated is appropriate to test the easiness of usage of the
framework and the quality of animations it can produce. However, with more complex
objects that might prove to not be the case. Still, because the bounding box could
represent the “danger” zone at which the character would react to incoming objects,
and since a real person would not be able to calculate precisely if an object would hit
him in the face or miss it by a few centimeters, the current collision detection might
be appropriate. Also, tests were not performed with a full body model and animation.
The animations might prove to look oddly and inappropriate if the full body was
present. This leads to another issue. The testing was done with a characterized
model. Some testing needs to be done with a realistic model, because it may prove
to be harder to make believable reactions if the model was realistic. Despite that,
even if that proves to be the case, the system would still be useful. Flawless realism is
not expected in today’s interactive applications. In the case of films, the framework
would still be useful because it would allow the director to preview scenes and explore
different approaches on how they enfold.
Regarding the problem with a previous implementation where agents were created tun
run in independent threads, it made sense since we were aiming at autonomy, however
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in a game that turned out to be undesired. Updates in the agents made more than
once for each game update will not have any visual results, and if they do not update
between two or more game updates, could end in odd animation. The most visible
happens when one of the eyes starts closing at different times. This also means that
having one agent for each single face zone is sub-optimal.
5.3.1 Limitations
• How will vision be simulated
Checking if an object is within the characters field of view is simple, and is taken
for granted in current games. However, what happens when only a glimpse of
the object is spotted? NPCs normally ignore objects when they can see only a
fraction of it, as is the case of some espionage simulator games where the guards
can see a boot of our character but will not go out of their way to investigate.
In a case more appropriate to the framework, predicting the time for an object
to hit the characters face is crucial, since some reactions will depend upon it.
Furthermore, if the movement is not linear, this problem is aggravated.
• The actions need to be programmed if their respective agents are to interpret
them in different ways. Such is the case of the mouth, that depending on
where the object is (direction and position) will select from between 3 poses
and interpolate between them. therefore, to use this mouth behaviour the user
must provide three specific poses, and to add new behaviours to interpolate
according to specific needs, the user must program the face zone agents.
• At the moment, field of vision is configurable only by horizontal and vertical
view angles, and takes into account current position and direction of the eyes.
Obstacles in the field of vision that cause occlusion are not taken into account.
• Due to time constraints so far there are only two actions: stare and retraction.
The latter is the shrugging of the face when an object is about to collide with
it.
• Direct joint control was not thoroughly tested because of performance con-
straints. In the particular engine I used (OGRE), manipulating each bone
individually led to a significant hit in performance that would not allow the
application to run in real time. This was aggravated because, in order to get
the global coordinates of each joint, iterating through all parent joints until the
root is reached was required.
Chapter 6
Conclusion and Future Work
6.1 Conclusion
The goal of this thesis was to create a multi-agent system to react to external stimuli
dynamically, implementing it as an independent module.
Based on the study of the current state of the art of virtual agents, we decided that
the agents should be reactive, so we developed a framework to allow the creation
and management of reactive intelligent agents. The framework was extended to allow
virtual characters to react to virtual stimuli, based on the multi-agent system that
the platform allows us to create. The framework can provide reactive behaviours to
virtual characters. The reactive character framework can be used in research and by
the industry, being possible to seamlessly integrate it in a current pipeline.
6.2 Future Work
It is possible to extend the current work in the following areas:
• Menus - A menu should be added to facilitate the definition of behaviours of
the characters, and to allow easy customization of parameters such as field of
vision.
• Reaction to characters or creatures - The framework would greatly benefit
if more types of reactions were explored. One way of doing this is through the
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use of mind maps1 (Refer to appendix C). This would allow to specify how the
character would react to certain individuals according to how their relation is,
and state of mind. An example is, if the character was angry, despite being
friends with a certain character, he would greet it in a moody way.
• Sequential execution - The intelligent agent framework was designed for
autonomy. Therefore, each agent that is created runs in its own thread. Since
communication was designed with threads in mind, making the agents run
sequentially each time the agent manager asks for an update requires a revamp
of the intelligent agent framework. This revamp is important because it would
make the animations in the different facial zones trigger at the same time.
• Vision - Vision was done as a simple check if an object is within the field of
view of the character. If there is anything obstructing the view of the character,
the character will still act as if it is seeing the object. Some research on possible
solutions and implementing them in the framework would be desired.
• Social Connections - Explore social interactions by using the framework
to react to characters according to their relationships. Further explore agent
capabilities for character communication and socialization.
• Reaction Rules - This framework is directed towards reactive behaviour, so it
employs reactive agents. New ways to define reaction rules or schemes could be
researched.
1A mind map is a diagram used to visually outline information. It is often created around a single
node, to which other associated nodes are added. In this case, central node could be the character,




3D - 3 Dimensions
ASD - Autism Spectrum Disorder
BDI - Belief-Desire-Intention
CG film - film entirely computer-animated, and rendered in 3D
FA - Facial Animation
FAP - Facial Animation Parameters
FAPU - Face Animation Parameters Unit
FIPA - Foundation for Inteligent Physical Agents
FDP - Facial Definition Parameters
GUI - Graphical User Interface
ID - Identifier
JADE - Java Agent Development Framework
LIFEisGAME - LearnIng Facial Emotions usIng Serious GAMEs
MPEG - Moving Picture Experts Group
NPC - Non-Player Character
REACT - the reactive character framework
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Personal computers are now proficient at displaying polygonal surfaces. Because
of this, polygonal meshes are extensively used in computer graphics. The faces
usually consist of triangles, quadrilaterals, or other simple convex polygons, since
this simplifies rendering. To manipulate the polygons of the mesh, several existing
techniques were developed to solve several problems with facial animation, such as
generation of realistic animation, being able to operate in real time, being automated
as much as possible, and being able to adapt easily to individual faces.
Facial Rigging
Facial rigging is the process of creating the animation controls for a facial model and
the animator’s interface to those controls. Blend shapes and bone-based are the two
main techniques that a rig can be based on. Based on the study of the current state
of the art in facial animation for games, and the resources already available in our
team, I decided that the facial animation was going to be done using joints (bone-
based). Joint-based animation requires low data for each pose (only transformation
values for each bone) and the poses that we are able to generate are not limited by
the gathered data. Furthermore, procedural animation is easy to create because the
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transformations of the joints can be accessed and modified directly in runtime. For
instance, Unreal engine 3 uses bones, and some game engines do not support blend
shapes.
Bone-based Rig
Each joint corresponds to the articulated connection between two skeletal segments
or bones. This joint structure might consist of several joints for the neck, connected
to a joint for the jaw and a joint for the skull, which in turn is connected to a joint for
the eyeballs. The joints are manipulated by changing their orientation angles. Each
point has a defined weight value that influences the surface vertices and these joints
influence others in a hierarchical manner.
Multi-Agent Reactive Character Framework
A framework for character animation was developed using the framework created
for reactive intelligent agents (figure 2). The aim of this framework was to permit
the character to react automatically to objects situated in the virtual world. For this
purpose, different agents were created to control the different zones of the face (namely,
left and right eyes region, eye orientation, nose, mouth and neck). More poses can
be added if the user requires more actions. A tutorial on how to do this is presented
by the end of this document. The face zone agents are told by the action manager
agent what action to perform accordingly to a configuration file presented in the next
chapter in table 2. In the following sections I will describe what each module does
and how to implement framework. A simplified overview is given in figure B.1.
Action Manager
The Action Manager agent checks the character behaviours and searches for what the
character is supposed to do in the presence of the information from the perceptions.
The information from the perceptions is in the form of (Perception, Object) in which it
specifies what perception it captured and what object it corresponds to. For instance,
if the Percept Agent captures a bee within its vision field, it will send the pair (seen,
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Figure B.1: Reactive Character Framework.
ball) to the Action Manager. The Action Manager will then look into its behaviour
tables, and check if there is a behaviour that is triggered by this perception. If there
is a match, the Action Manager will look up the Target and Action of that behaviour,
and send a message to the specified target Face Zone Agent what action to perform.
Following the example of the bee, the Action Manager agent would send a message
to the target Faze Zone Agents left eye and right eye the action ”stare at bee“ and
to right eye, left eye, nose and mouth the action ”look scare“. Initialising the action
manager, the agent responsible for controlling the other agents, is the first step to
implement this framework. This agent will launch them and tell them what to do.
We do this by running the start method, which does all the initialisation the manager
needs.
//somewhere in the header
ActionManager manager;
//somewhere in the setup/initialization code
manager.start();
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An important part of the initialisation occurs when the agent reads the configuration












The percepts contain the sensory type (See or Hear) and the name or tag of the object
that has been seen or heard. As you can see, the first behaviour will tell all the agents
to retract the face whenever they see a ball that is 0.8 seconds away from collision
with the character’s head. In the second example, the behaviour is telling the eye gaze
to, whenever it sees a ball, stare at it. Things to remember:
• Behaviours are separated with a newline.
• P represents the perception the Senses agent will capture. There are two possible
perceptions, See and Hear. A special keyword here is ”anything“, which means
any object.
• C is a not required option. It tells the minimum time in seconds to collision
for the behaviour to trigger. If this option is not present, collision will not be
taken into account. A value of 0.0 seconds indicates that the behaviour will only
trigger when the collision actually occurs.
• T enumerates the target agents that are to be affected by this behaviour. The
different agents are separated by a comma, and “all agents” is a special keyword
that may be used to target all facial agents.
• A is the action the targeted agents should perform.
• The parser for this file is NOT case sensitive
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Limitations:
• At the moment, field of vision is configurable in a “define” clause on senses.cpp.
However, only the parameters HORIZONTAL ANGLE and VERTICAL ANGLE
are taken into account.
• So far there are only two actions: stare and retraction. For a tutorial on how to
create more actions please refer to the next chapter.
In order for the ReactiveRig framework to control the character’s reaction, we need
to send the information about the world it needs to react to. This is done for each
of the different agents (facial zone agents as well as the “senses agent”). The method
for sending this information to their respective agents and do their initialisation, is
named initialise[AgentName], and will be discussed ahead.
Senses Agent
This agent captures information (perceptions) of the world’s environment by simu-
lating vision and hearing. The “senses agent” is responsible for simulating vision
and hearing. At the moment, only vision is implemented. For the vision simulation,
the agent needs the world position of the objects, the radius of the bounding sphere
of those objects (in the future bounding box will be added as well), the speed of
the objects, name/classification, direction of the field of vision, position of the eyes,
position of the player and radius of its bounding sphere. With this data, the agent
will search for objects in its field of view, calculate which ones are in route of collision
with the character, and what time is left for the collision to occur. The following code
sample is an example of the initialisation of the “senses” agent.
// variable declaration and type





point right_eye_position; //points have x,y and z components. All floats
point left_eye_position;




//this is how the manager initualises the senses agent and runs it
manager.initializeSenses(&world_object_position ,world_objects_speed,
world_objects_noise, world_objects_name, &right_eye_position, &left_eye_position,
&right_eye_rotation, &left_eye_rotation, &player_position);
Face Zones Agents
The action that the Face Zone Agents receives is interpreted and will result in the
agent telling the renderer what animation to produce, or what joints to rotate or
translate. Since the agents are similar to each other, they will all be explained here.
On initialization, they take a structure that will allow it to tell the renderer what pose
to animate the character with, or what transformations to apply to given bones. The
game engine (or renderer, etc) should then be prepared to take these values and apply
them to the respective skeleton.













The eye gaze controller agent manages the gaze of the eyes of the character. It must
have:
• the position of both eyes of the agent
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• position of world objects
• two pointers to the point class (or a quaternion, more of this ahead).
The agent will use these last two pointers to store the staring vector of each eye. This
vector represents the direction that the character should be looking at, as defined by
its behaviour. Initialization is done as follows:







The user must then decide what to do with this information. A simple example is to
tie it directly to the bones, and have the output of this agent always controlling the
gaze. For this, it could be more useful to use quaternions instead. This quaternion
can be used to update the rotation of the character’s eye directly. An example of this
is shown below:
//this can be placed in game update cycle, and will set the rotation of the eye to
//the rotation calculated by the agent in each frame update
right_eye_bone.setOrientation(agent_calculated_rotation_for_right_eye);
Now that the agents are updating the variables depicted above, it is up to the user to
decide what to do with the values stored in them. A simple and practical approach is
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Creating new actions
Actions can be created in any 3D computer graphics software such as Maya or Blender.
They correspond to an animation. These animations are to be reproduced by the
Rendering engine of choice. As such, if you wanted an action “surprised” to occur when





Then, you woud need to make sure the animation “surprised” exists in the rendering
engine, so that it can be reproduced.
Figure B.2: Reactive character framework overview.
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