Abstract. Frequently, one needs to evaluate expressions of the form p(A)] ?1 q(A)b, where A 2 R N N , b 2 R N , and p and q are polynomials with degree q degree p, and such that no zero of p is an eigenvalue of A.
1.
Introduction. The present paper is concerned with the problem of accurate evaluation of x := p(A)] ?1 q(A)b; (1) where A 2 R N N , b 2 R N , p and q are polynomials. Throughout this paper we assume that the degree m of q is not larger than the degree n of p, the polynomial p(t) = a 0 and the product form representation of a polynomial is generally better conditioned than the power form; for example, see [40] .
An important observation is that in Algorithm 1.1, n linear systems of equations have to be solved sequentially. Hence, when mapping Algorithm 1.1 on a parallel architecture, one can only exploit the parallelism available in the solution of each individual linear system. An alternative approach to the evaluation of (1) is based on an application of the partial fraction representation of the rational function. We write q(t) p(t) = 0 + n X j=1 j (t ? t j ) ?1 ; 0 = lim t!1 q(t) p(t) ; j = q(t j ) p 0 (t j ) : (2) This representation leads to the following algorithm for computing x: Algorithm 1.2: Compute solution x of (1) by using formula (2).
1. Compute 0 := lim t!1 q(t) p(t) ; j := q(t j ) p 0 (t j ) ; 1 j n; 2. Solve (A ? t j I)x j = b; 1 j n; 3. Compute x := 0 b + P n j=1 j x j ; 2 Algorithm 1.2 lends itself better to mapping on a parallel architecture than Algorithm 1.1 because it offers two levels of parallelism: large grain parallelism because n linear systems of equations can be solved in parallel, and medium grain parallelism from the solution of each of the linear systems. The presence of two levels of parallelism is of particular importance when the computer architecture offers some form of hierarchical parallelism. Examples of such architectures include clusters of multiprocessor workstations, massively parallel machines with vector processing units and actual machine prototypes [27] . By mapping each large grain task on a cluster of several tightly coupled processors, communication requests within each task can be serviced efficiently, while there is less demand for costly communication between processor clusters.
When comparing algorithms, the issue of numerical behavior, e.g., error propagation, must take precedence over computational efficiency. Several computed examples in Sections 3 and 5 illustrate that Algorithm 1.2 can be sensitive to roundoff errors. Algorithm 1.1 is less sensitive to perturbation than Algorithm 1.2. This depends on the fact that Algorithm 1.1 uses the product form representation of the denominator p, whereas Algorithm 1.2 is based on the partial fraction representation.
We can easily identify the numerical difficulties of Algorithm 1.2 by noting that the partial fraction coefficients for (2) ; 1 j n:
It follows that the presence of close poles t k may cause some of the coefficients j to be of very large magnitude. This generally causes numerical difficulties, since a coefficient j of large magnitude amplifies the error present in the vector x j when forming j x j in Step 3 of Algorithm 1.2. Furthermore, if the norm of x is small compared to the norm of the vectors j x j or 0 b, then cancellation of significant digits takes place in Step 3 of Algorithm 1.2, and this can lead to complete loss of accuracy in the computed solution x.
In this paper we explore the numerical problems associated with the application of partial fractions for evaluating (1) , and we show how some of the difficulties associated with partial fractions can be remedied by using an incomplete partial fraction (IPF) representation of q=p as a basis for algorithms for evaluating (1) . The IPF representation amounts to writing q(t) p(t) = Y l=1 q l (t) p l (t) ; (4) and using a partial fraction representation for each of the factors q l =p l . Here p l and q l are polynomials such that the degree of q l is not larger than the degree of p l for each l. We would like to choose the polynomials p l and q l so that:
the partial fraction coefficients f jl g k l j=1 of each factor q l =p l , for 1 l , are not so large as to cause numerical problems, and the number of factors, , is small in order to enable efficient parallel evaluation. This paper is organized as follows. Section 2 provides a brief survey of applications of partial fraction representations in numerical methods. A few simple examples in which the evaluation of the partial fraction representation of q=p yields poor accuracy are described in Section 3, and these examples suggest an approach for determining IPF representations with controlled size of the partial fraction coefficients. We present three algorithms for computing incomplete partial fraction representations based on this approach; the simplest algorithm is for the case when q is a constant. The other algorithms are for the cases when p and q are of the same degree, and when q is of strictly smaller degree than p. Section 4 presents an analysis of one of these algorithms, and computed examples in Section 5 illustrate the performance of the algorithms. In particular, in Subsection 5.2 we show how IPF representations can be applied to the computation of high-order approximations of the product of a matrix exponential and a vector. Section 6 contains concluding remarks.
Previous Work.
The potential for parallel implementation of partial fraction representations was first pointed out by Kung [28] . Ten years later Sweet [50, 51] proposed the use of the partial fraction representation of reciprocal polynomials in the implementation of the Block Cyclic Reduction (BCR) method on parallel computers. On sequential computers the BCR method is implemented by using the factored form of reciprocal polynomials (e.g., see [6, 36, 47] ), but this representation can be difficult to implement efficiently on multiprocessors. The use of partial fractions makes the BCR method competitive with parallel elliptic solvers based on matrix decomposition. The partial fraction approach was also used in [16, 17, 19, 48] , where extensions and generalizations of Sweet's work, together with experiments and implementations on multiprocessor architectures are presented and discussed. Recently, the partial fraction representation has been applied to the design of preconditioners [45] . Based on work by Varga and collaborators [8, 9, 10, 53, 55, 56] , partial fraction representations of rational approximants of the exponential function have been used in the solution of time-dependent problems in [26, 29, 39, 46, 49, 60, 61, 62, 63] , as well as implicitly in [25] . Partial fraction representations of very high-order rational Chebyshev and Padé approximants of the matrix exponential are advocated in [20, 18, 21, 30] . Applications of the partial fraction representation in algorithms for problems in Control Theory are described in [5, 11, 35] . A parallel version of the rational Krylov algorithm for generalized eigenvalue problems described by Ruhe [41] also uses the partial fraction representation of rational functions.
Other algorithms based on the partial fraction representation are considered in [60, 61, 63] . The possible loss of accuracy in the evaluation of (1) using partial fractions has been noted before; see [20, 35, 46, 59, 64] . Swarztrauber [47] observes that in the BCR method a reduction in the arithmetic work required for the evaluation of expressions of the form (1) when both p and q are of degree n can be achieved by replacing the computation of x j+1 by (A ? t j I)x j+1 = (A ? s j I)x j ; (5) with the determination of x j+1 according to x j+1 = x j + (t j ? s j )(A ? t j I) ?1 x j ; (6) for j = 1; 2; : : :; n, where the s j denote the zeros of the numerator polynomial q in (1), and as usual the t j denote the zeros of the denominator polynomial p. Although not explicitly stated in [47] , formula (5) uses the partial fraction representation of the rational function (t?s j )=(t?t j ). In order to reduce the influence of propagated roundoff errors, Swarztrauber [47] suggests that the s j and t j be ordered so as to keep the differences jt j ? s j j small for all j. This amounts to selecting pairs fs j ; t j g so that the coefficients of the partial fraction representation of (t ? s j )=(t ? t j ) are small. An analysis of the behavior of roundoff errors when using Algorithm 1.1 in the BCR method can be found in [36] . Algorithms for computing incomplete partial fraction representations have previously been considered by Henrici [23] . These algorithms are designed to compute the coefficients of an IPF representation efficiently once the partial factors have been decided upon, rather than determining partial factors that yield IPF representations with small coefficients.
Incomplete Partial Fraction Representations.
Let r denote the product form representation (4) of the rational function q=p. Given r and a threshold > 0, we want to design algorithms for the generation of rational functions r l = q l =p l , 1 l , that satisfy: r(t) = Q l=1 r l (t), the degree of q l is not larger than the degree k l of p l for each l, the polynomials p l and q l are relatively prime for each l, and the coefficients jl of the partial fraction representation of r l satisfy j jl j for each l.
We refer to an incomplete partial fraction representation that satisfies these requirements as IPF( ). For any given , there may be more than one representation satisfying the above requirements. Among them it is preferable to use representations with a small number of factors .
Let ft jl g k l j=1 denote the zeros of p l . We then write the IPF( ) representation as
Once the partial fraction representation of each factor r l has been determined, the evaluation of the right-hand side of (1) can be carried out as follows:
Compute solution x of (1) using IPF( ) representation (7 (6) .
Roundoff errors in the evaluation of (1) by means of an IPF representation (7) can arise in the computation of each of the quantities x j = (A ? t jl I) ?1 x, in the computation of the coefficients jl of the IPF representation, and when forming the linear combinations 0l + P k l j=0 jl x j . Although problems arising from the propagation of roundoff errors can be significant in the scalar case (N = 1), they are greatly accentuated in the context of matrix arithmetic (N > 1). In particular, the vectors x j , which are solutions of linear systems of equations, can be largely affected by roundoff errors. Moreover, if x j is computed by an iterative method, then the error in x j may also depend on the stopping criterion chosen for the iterative method. The presence of large partial fraction coefficients can amplify the error in the computed vectors x j , causing further loss of accuracy. Therefore, we want to choose the factors r l so that their partial fraction coefficients jl are bounded in order to control error propagation.
Many iterative methods for the solution of linear systems of equations determine an approximate solution in a Krylov subspace determined by the matrix. We note that the Krylov subspaces determined by the matrices A ? t jl I are independent of the constants t jl . This observation has spurred the development of several iterative methods for the solution of the linear systems of equations in Step 2.1 of Algorithm 2; see [5, 11, 14] .
Examples.
We now present several examples that illustrate that the evaluation of appropriately chosen IPF representations of rational functions q=p can give much higher accuracy than the evaluation of partial fraction representations. We observe that, in general, the presence of very close poles of the rational function can greatly compromise the accuracy of the computed value of x. A somewhat surprising behavior is illustrated in Examples 3.3 and 3.4, namely that there are cases where the presence of nearby poles does not cause severe loss of accuracy. A study of the conditions under which such behavior occurs is suggestive for the design of algorithms for determining suitable incomplete partial fraction representations. 
For instance, assume that the computations are carried out with three significant digits and that := 1=900. Evaluation of the right-hand side of formula (8) (11) with a block-tridiagonal matrix M. All diagonal blocks of M are a symmetric tridiagonal matrix, that we denote by A, and the off-diagonal blocks of M are ?I. Assume that M has 2 k ? 1 diagonal blocks A, for some integer k 1. Then the linear system (11) can be solved rapidly by the BCR algorithm, as described in [6, 36] . This algorithm requires the solution of linear systems of equations of the form p n (A)x = b; (12) where p n (t) := 2C n (t=2) and C n (t) := cos(n arccos(t)). Thus, up to a scaling factor, p n (t) is a Chebyshev polynomial of the first kind for the interval ?2; 2]. The computations of the BCR algorithm require the solution of systems (12) for polynomials of different degrees, with the highest degree being equal to 2 k?1 . Let t (n) j denote the zeros of p n and let (n) j be the partial fraction coefficients of 1=p n . Then
The distance between some adjacent zeros t (n) j is fairly small for large n. For instance,
Nevertheless, the bound (13) shows that max 1 j n j (n) j j does not grow with n. This suggests that it may be possible to evaluate the partial fraction representation (2) without severe loss of significant digits. Computed examples in [17] show that this, indeed, is the case. 2 EXAMPLE 3.4. This example comes from the solution of elliptic problems using the parallel solver described in [19] . By symmetry, it suffices to consider the case j i. The parallel algorithm described in [19] uses the partial fraction representation of S ?1 (t)S j?1 (t)S ?i (t). The partial fraction coefficients for this function are
where k := k +1 and t k := 2 cos k . It is easy to show that
The distance between the closest poles is
Hence, the partial fraction coefficients remain bounded as increases, even though the distance between some poles decreases. 2
Example 3.1 shows that the partial fraction representation of a reciprocal polynomial with nearby poles can have coefficients of large magnitude, and that the magnitude of the coefficients can be reduced considerably by using an incomplete partial fraction representation. We also observe that in Examples 3.3 and 3.4, the coefficients of partial fraction representations grow slowly, or not at all, as the degree of the denominator increases, when the poles are zeros of Chebyshev polynomials of the first or second kind in the interval ?2; 2].
The observation that the partial fraction coefficients of a rational function whose poles are distributed like zeros of a Chebyshev polynomial, are fairly small suggests the following approach to determining an incomplete partial fraction representation of an arbitrary reciprocal polynomial 1=p . Factor p = Q j=1 p l , so that the zeros of each factor are distributed roughly like zeros of a Chebyshev polynomial, and then determine the partial fraction representation of each reciprocal polynomial 1=p l . Such a factorization of p can be determined by ordering the zeros of p like Leja points, introduced below. This ordering method has previously been applied to stabilize interpolation polynomials; see [37] .
Let T be a compact set in the complex plane C such that its complement in C f1g is connected and regular for the Dirichlet problem. Edrei [12] and Leja [31] studied sequences of points t 1 ; t 2 ; t 3 ; : : : with the following property. Let t 1 satisfy jt 1 j = inf t2T jtj; t 1 2 T; (14) and let the points t k ; k > 1, be such that
jt ? t j j; t k 2 T; k = 1; 2; 3; : : : :
The points t k are generally not determined uniquely by (14)- (15). We call any sequence of points t 1 ; t 2 ; : : : that satisfies (14)- (15) (1) . We distinguish three cases depending on the degrees m and n of the numerator and denominator polynomials q and p, respectively. These are i) m = 0; n > 0, ii) m = n > 0, and iii) 0 < m < n.
3.2.1. The case m = 0; n > 0. The rational function is of the form 1=p. Let T = ft j g n j=1
be the set of poles of 1=p. We order the poles so that they satisfy (14) and (15) 
The organization of the computations required is described in the following algorithm. Generally, the smaller the value of , the larger the number of factors in the IPF representation. If = 0, then Algorithm 3.1 yields the product form representation of 1=p with the poles ordered so that their magnitude increases with their index. This ordering is appropriate unless it causes overflow; see [36] for discussion on the ordering of the factors in a product form representation.
3.2.2.
The case m = n > 0. We now turn to the determination of incomplete partial fraction representations of quotients of polynomials q and p of the same degree
where we without loss of generality may assume that b 0 =a 0 = 1. Theorem 4.1 of Section 4 presents a bound for the growth of the product of coefficients of the partial fraction representation of reciprocal polynomials, whose poles are Leja points. The proof of the theorem suggests the following ordering of the zeros s j and poles t j of q=p. Assume for the moment that the s j and t j are selected from two compact disjoint sets S and T in C, such that each component of the complement (C S f1g)nfS S Tg is regular for the Dirichlet problem. Select s 1 and t 1 so that js 1 ? t 1 j = inf s 2 S t 2 T js ? tj; s 1 2 S; t 1 2 T; (20) and let the points t k and s k for k > 
The points s k and t k are generally not determined uniquely by (20)- (21) . We will show in Section 4 that a sequence s 1 ; t 1 ; s 2 ; t 2 ; : : : that satisfies (20)- (21) is an analogue of a sequence of Leja points. We apply the ordering (20)- (21) to determine an incomplete partial fraction representation of q=p in the following manner. Let S be the set of zeros of q and T the set of zeros of p. Our requirements on p and q, stated after formula (1), secure that both the sets S and T consist of n distinct points, and that S \ T = ;. Order the elements of S and T according to (20) - (21 (22) and assume that the degree m of q is at least one and strictly smaller than the degree n of p. Introduce the sets S := fs j g m j=1 and T := ft j g n j=1 . For each element s j we select from S, we select roughly n=m elements from T. 
Formula (27) 
from the partial fraction representation of (23) . If a coefficient of the partial fraction representations of (26) or (28) is of magnitude larger than , then we remove the set fs j1 g l?1 j=1 from S and the set ft j1 g k?1 j=1 from T, and accept the partial fraction representation of (23) as a factor in our IPF( ) representation of q=p. The next factor in the IPF( ) representation is determined analogously from the remaining elements in S and T. If no coefficient of the partial fraction coefficient representations of (26) is of magnitude larger than , then we increase both k and l by 1, and, similarly, if no coefficient of the partial fraction representation of (28) is of magnitude larger than , then we increase k by one, but keep l fixed. We are now in the same position as when we considered the partial fraction representation of (23), and continue in the manner described above.
We have so far ignored that the decision whether to increase l also depends on the number of elements in the sets S and T that have not been selected yet. One has to make sure that throughout the computation of the IPF( ) representation, the number of elements in T that have not been selected yet is at least as large as the number of elements in S that have not been selected yet. Details are presented in the following algorithm. Algorithm 3.3: Compute IPF( ) representation (7) of quotient of two polynomials q and p of different degrees, as given in (22) and (19) respectively, such that b 0 =a 0 = 1. Input: T := ft j g n j=1 ; S := fs j g m j=1 ; 0; Output: l=1 ft jl g k l j=1 ; l=1 f jl g k l j=0 ; where P l=1 k l = n; k := 1; := 1;k := 0;l := 0; l := 0; := m=n; while k n dô k :=k + Let be a positive constant and define T := fz : jzj g. Let t (n) j := exp(2 { j?1 n ) for 1 j n. Then p n (t) = t n ? n and, therefore,
j j = n ?1 1?n for 1 j n. We note that if n = 2 k for some integer k 0, then the poles t (n) j , 1 j n, are Leja points for T; cf. Example 3.5. 2 EXAMPLE 4.2. Let T and be as in Example 4.1 and define t (n) j := t j for 1 j n, where the t j are given by (17) . It follows from [13, Lemma 2.3] that j (n) j j n 1?n for 1 j n. We note that the t (n) j are Leja points for T; cf. Example 3.5. 2
It is difficult to bound the magnitude of the coefficients of l j X j?1 ; (34) where X = X(T) is the transfinite diameter of T; see [31] . Combining (33)- (34) shows (31) .
We turn to the proof of (32) . Let the points ft (n) j g n j=1 be Fekete points for T, i.e., they satisfyt j 2 T for all j and X ?1 : (38) Finally, the sequence of products Q n j=1 j (n) j j 1 n(n?1) ; n = 1; 2; : : : ; satisfies both (31) and (38) . This completes the proof of the theorem.
Consider the polynomial p n+1 , defined by (29) , and assume that t 
where the 
Algorithms 3.2-3.3 are modifications of Algorithm 3.1 that allow the determination of IPF( ) representations of rational functions q=p, where q is a polynomial of degree not larger than the degree of p. In order to motivate their design, let S and T be two disjoint compact sets in C, and assume that they satisfy suitable regularity conditions. Let p n be given by (29) and define
Then
where the coefficients of
Let the zeros t Formula (40) Thus, we have derived formula (21) . Note that when k = 1 in (21), then formula (20) is obtained. We are presently studying a generalization of Leja points suggested by the minimization problem (44) . Computed examples in Section 5 indicate that this generalization is appropriate for determining incomplete partial fraction representations with coefficients of small magnitude. We remark that other generalizations of Leja points are investigated in [2, 32] . The minimization problems (25) and (27) can be derived similarly as (44) by considering the product of the coefficients of the partial fraction representations q l =p n , q l+1 =p n+1 and q l =p n+1 , where p j is given by (29) and q j by (41) . This motivates our selection of zeros and poles in Algorithm 3.3.
Numerical Experiments.
In this section we present numerical examples illustrating how the algorithms described in Section 3 can be used to control the size of the coefficients of the partial fraction representations of the rational function and hence avoid the associated stability problems. We first present examples from the evaluation of rational functions of the form (1) with scalar argument. A few of these examples have previously been reported in [7] .
The scalar case.
In the examples that follow, we examine the error in the computation of some rational functions using IPF( ) representations for several values of . We evaluate these expressions for the rational function at some value t, and compare the result with that obtained when we express the rational function as the ratio of two polynomials in product form, using the IPF(0) representation. Numerical tests in this subsection were carried out on an IBM RISC 6000/550 workstation using 64-bit arithmetic, i.e., approximately 15 significant decimal digits. Whenever random numbers are used, they are chosen from a uniform distribution in the specified interval. Table 1 shows the poles and zeros for the rational functions used in the experiments of this subsection, and Table 2 summarizes the results. The first three columns of Table 2 define the rational function to be evaluated. In particular, they show the numerator degree m, the denominator degree n and the point t at which the rational function is to be evaluated. The fourth column shows the value of used to generate the IPF( ) representation, and column five displays the number of factors in the IPF( ) representations determined by Algorithms 3. 6 10 15 . This suggests that the use of the complete partial fraction decomposition may lead to severe loss of significant digits. We expect the accuracy achieved in the rational function evaluation when using a complete or incomplete partial fraction representation to depend on the exact value of r at the point t, the larger values of r(t) being less sensitive to the presence of large coefficients. We evaluated the rational function at t = 2:2. Table 2 shows that if we use the complete partial fraction representation, then we lose all significant digits. Already for = 1 10 10 , the IPF( ) representation yields 2 significant digits in the computed value of r(2:2). 2 The presence of large coefficients in the IPF( ) representation of r does not affect the accuracy of the result as much when jr(t)j is large as when jr(t)j is small. The numerical experiments show that when the IPF( ) representation contains coefficients of large magnitude, the accuracy of the computed value when evaluating the IPF( ) representation may be low. On the other hand, when is sufficiently small, the IPF( ) representation yields accurate values. The examples indicate that often much higher accuracy can be achieved with only few factors in the IPF( ) representation than when the complete partial fraction representation is used. Thus, not much parallelism is lost in the quest for accuracy.
Consider the partial fraction expansion (2) of r = q=p. For a fixed value of t, an estimate of the number of decimal digits lost by using the partial fraction representation of r is given by the formula digits lost := log 10 (maxfj 0 j; j 1 j jt ? t 1 j ; : : :; j n j jt ? t n j g=jr(t)j):
If we assume that jt ? t j j 1 for all 1 j n, then (45) yields the bound digits lost log 10 (maxfj 0 j; j 1 j; : : :; j n jg=jr(t)j);
from which we obtain digits lost log 10 ( =jr(t)j):
The number of desired significant (decimal) digits in the computed value of r(t) is the number of significant digits in the computer arithmetic minus the number of digits lost. This observation yields the following ad hoc rule for the choice of in order to obtain an IPF( ) representation that yields a desired number of correct significant digits: log 10 ( ) = (number of significant digits in the computer arithmetic)
+ log 10 jr(t)j (47) ? (number of desired correct significant digits in the value of the incomplete partial fraction);
where r(t) denotes the exact value of the rational function to be evaluated at the point t. Thus, this choice of depends on the value of r at t.
The matrix case. This subsection discusses the application of IPF( ) representations
to the evaluation of matrix rational functions. We demonstrate the effectiveness of incomplete partial fraction representations in high order integration methods for differential equations. These methods require the evaluation of high degree rational approximants of the matrix exponential times a vector, i.e., one has to evaluate rational approximants of e ?A b, where A is a large, possibly sparse, matrix; b is a vector; and > 0 is a scalar. These approximants are of the form (1), where the rational function r = q=p is chosen to approximate the exponential on a region C, which should contain the spectrum of the matrix ?A . Low order approximants (of an order between 1 and 4) are used extensively in the literature. Parallel computation makes rational approximants of higher order of interest; see [20, 30, 39] . We show in this subsection that IPF( ) representations, determined by the algorithms of Section 3, of rational approximants of the exponential function can be useful for the implementation of integration methods of high order. Throughout the section we assume that conditions justify the use of high order integration methods. Experiments reported in this subsection were carried out on an Alliant FX/2800 computer using 10 of 20 processors and running the Concentrix 3.0 operating system. Codes were written in Fortran using 64-bit arithmetic and compiled with the -O option, so that vectorization and parallelization are carried out by the compiler. Timings were obtained by using the Alliant library function etime.
Implicit integration methods based on rational Padé approximants are quite popular due to their favorable stability and approximation properties. Denote the m=n] Padé approximant to e t by r m;n (t) = q m (t) p n (t) ;
where m and n denote the degrees of the numerator and denominator polynomials, respectively. Formulas for these polynomials are explicitly available, and it is known that all the zeros and poles of r m;n are simple; see [22, 42, 43, 44, 53, 54, 62] as jtj ! 1: (48) We consider A-acceptable integration methods because of their practical importance. For these methods the rational approximants satisfy jr m;n (t)j < 1; Re t < 0: (49) This condition only holds when n?2 m n; see [58] . In view of this, we primarily consider n=n] (diagonal) Padé approximants because they offer the highest order of approximation, but we note that for certain problems (n?1)=n] Padé approximants may offer certain advantages. We observe that the A-acceptability of diagonal Padé approximants was demonstrated by Birkhoff and Varga in [4] .
A careful examination of formula (48) shows that when n is increased, the error at a fixed point t is reduced, and, moreover, the region around the origin in which r n;n gives an acceptable approximation of e t is enlarged. The latter property of r n;n allows the use of larger time steps in the integration formula when n is large. The use of high order methods, i.e., methods based on rational approximants r m;n with m or n large, is particularly attractive in a multiprocessor environment when an incomplete partial fraction representation of r m;n can be evaluated in parallel. We illustrate properties of high order methods and associated partial fraction and incomplete partial fraction representations in a sequence of examples. In the previous example, as well as in the examples below, we computed the zeros of the numerator and denominator polynomials q m and p n by first transforming each polynomial into its companion matrix representation, and then using subroutines from the LAPACK library [1] to compute the eigenvalues of the companion matrices. This method of computing zeros was chosen for its simplicity, but the question of how to accurately determine zeros of high degree (50) Because b contains components of eigenvectors associated with large eigenvalues of A, a small time step is required in order to achieve acceptable accuracy. Table 4 shows the maximum relative error when using n=n] Padé approximants for exp(? A), for several values of n and . The table shows that in order to achieve acceptable accuracy for large time steps , fairly large values of n are required. The linear systems of equations were solved by a direct tridiagonal solver.
We used the IPF(0) representation of the Padé approximants for the computations for Table 4 . The corresponding results when the IPF(1) representation of the Padé approximants are used are shown in Table 5 . A comparison between Tables 4 and 5 shows that the IPF (1) representations cause significant accuracy degradation for large values of n. 2
The following example illustrates that the significant loss of accuracy caused by the partial fraction representation can be avoided by using an incomplete partial fraction representation. EXAMPLE 5.7. Let r n;n denote an IPF( ) representation of the n=n] Padé approximants of e t determined by Algorithm 3.2, and let the matrix A and vector b be the same as in Example 5.6. Table 6 shows the relative error kr n;n (?A )b?e ?A bk 1 =ke ?A bk 1 for several values of n, and . Here k k 1 denotes the uniform vector norm. The columns labeled "Components"
show the number of poles in each factor of the IPF( ) representations, i.e., the columns show the values of k 1 ; k 2 ; : : :; k in formula (7) . The columns labeled "Error" show the base 10 logarithm of the relative error in the approximation for each of the time steps . 2 Thus, if Im t j > 0 is "tiny" then the partial fraction coefficients are "huge" and may cause loss of accuracy. Algorithms 3.1-3.3 can be modified so they determine incomplete partial fraction representations that allow exploitation of complex conjugacy. We have omitted a description of this modification in Section 3 in order to keep the presentation of the algorithms as simple as possible. However, our performance comparison includes timings for a code for the evaluation of IPF (1) representations in which savings in computational work due to complex conjugacy are exploited. As expected, the time required for IPF(0) representations increases linearly with n, and the fastest integration method is obtained from IPF (1) representations when complex conjugacy is exploited. However, the tables above show that the accuracy obtained with the IPF (1) representations is unacceptably low when n is large. On the other hand, using reasonably large values of yields good accuracy and wall-clock execution times that are far superior to those for the IPF(0) representations. Comparing Fig. 1 and Table 6 , we observe that the sudden upward turns in the curves of Fig. 1 are due to an increase in the number of components in the IPF( ) representation used. The advantage of parallel processing is manifested by the very slow increase with n of the wall-clock times when is kept fixed. 2
From Algorithm 2 it is clear that the use of > 1 terms to control the size of the partial fraction coefficients entails a sequentialization of part of the computation. When there are enough processors to complete Step 2.1 of the algorithm in parallel, the leading cost of Algorithm 2 is times the cost of Step 2.1. Hence, in the context of the time stepping schemes of the present section, the costs of performing one time step with an IPF( ) representation implemented with components, and performing time steps with an IPF (1) representation are the same. Remembering that for a fixed accuracy, higher order of approximation allows a larger value of , but could also require a larger value of , it is important to study how grows as is increased. For fixed accuracy requirements, we can consider both and n to be functions of , i.e., = ( ) and n = n( ). In order to minimize the total work required to integrate to the endpoint, it is desirable that ( )= decreases as increases. Table 6, for example, tells us that in order to make the base-10 logarithm of the maximum relative error equal to ?5:5, we could either use n = 14, a complete partial fractions ( = 1), and = 1 10 ?5 , or we could use n = 28, an IPF (10 8 ) representation ( = 3), and = 4 10 ?5 .
It thus seems advantageous to use the latter scheme. This result is corroborated by timings on the Alliant. The former scheme requires 0:09 seconds wall-clock time to advance one time step, whereas the latter takes 0:25 seconds wall-clock time to advance a time step 4 times as large. EXAMPLE 5.9. The experiments for this example were conducted in order to investigate the efficiency of the IPF representations for integration of differential equations. In particular, we are interested in the relation between = ( ), and the total runtime (wall-clock time) required for fixed accuracy requirements. We used values of n ranging from 4 to 30, and let the time step vary from = 1 10 ?6 up to = 30 10 ?6 . For each n, we used several values of and this generated IPF( ) representations with different numbers of factors.
In order to achieve 8 digits of relative accuracy, measured as in Example 5.7, the diagonal scheme of highest order that we can use with a complete partial fraction representation is based on the 14=14] Padé approximant of e t , with a maximum time step base := 6 unit where unit = 1 10 ?6 . We refer to this scheme as the "base scheme". For each value of n, we chose the maximum time step that yields at least the same accuracy as the base scheme and tabulated its value, as well as the smallest among the corresponding values of = ( ). Results are presented in Table 7 , which also displays ( )= . The last two columns show wall-clock times for the Alliant computer. From Table 7 we conclude that, for large values of n, the time step increases by a larger factor than = ( ). Comparing the first with the last rows, we see that can increase approximately 5 times whereas ( ) increases only by a factor 3. Thus, we expect an integration method based on the 30=30] Padé approximant to be approximately 5=3 times faster per time step than an integration method based on the 14=14] Padé approximant. The last column of the table shows that the actual run times are in agreement with this prediction. 
Comments on related integration methods.
It is interesting to compare the previous results for diagonal Padé approximation with those obtained using rational Chebyshev approximants of the exponential function. The latter methods were pioneered by Varga in [8, 9, 10, 53, 55] . Low order integration methods based on rational Chebyshev approximants have been used for a long time, and high order methods are considered in [20, 18, 21] . Table   B. 1 of [21] shows partial fraction coefficients for rational Chebyshev approximants r n;n for n = 10 and n = 14 1 . The table shows that the partial fraction coefficients remain reasonably small for these approximants even for fairly large values of n. For example, the magnitude of the partial fraction coefficient of r n;n of largest magnitude is 21:59 for n = 10, and 105:88 for n = 14. 1 There is a typographical error in In an effort to avoid complex arithmetic, rational approximants of e t with only real poles are frequently used in integration formulas. Among these rational approximants, those with a single real pole of high multiplicity are popular because they require only the factorization of one real linear system of equations in each time step, and because they approximate e t better than rational approximants with multiple real poles; see [24, 34] for a discussion. Therefore, integration methods based on rational approximants with only one pole are attractive to implement on sequential computers. However, they are difficult to implement efficiently on parallel computers. In order to obtain integration methods that lend themselves well to parallel computation, Serbin [46] recently proposed to first determine rational approximants of e t with a single pole of high multiplicity, and then perturb the single pole to create several distinct poles. The new rational approximants obtained have partial fraction representations of the form (2), and this makes parallel implementation of the associated integration methods possible, at least if we ignore the sizes of the partial fraction coefficients. However, the closeness of the poles of the rational approximants obtained generally gives rise to partial fraction coefficients of large magnitude, and this can lead to cancellation of significant digits in the computed solution to the differential equation being integrated. This problem was already noted in [46] . The IPF representations of the present paper would appear to be suitable for use in the context of Serbin's integration schemes, since they may be able to restore the accuracy lost due to close distinct poles.
6. Conclusion. We have described algorithms for computing IPF representations of rational functions, and have demonstrated some of their properties. These representations appear well suited for use in a multiprocessor environment, in that they allow parallel computation and yield high accuracy. Applications to integration methods for differential equations appear promising.
