Abstract. We introduce the concept of a weak symmetry group of a system of partial differential equations, that generalizes the "nonclassical" method introduced by Bluman and Cole for finding group-invariant solutions to partial differential equations. Given any system of partial differential equations, it is shown how, in principle, to construct group-invariant solutions for any group of transformations by reducing the number of variables in the system. Conversely, every solution of the system can be found using this reduction method with some weak symmetry group. In this approach one replaces the conditions for the invariance of the given system of differential equations by the weaker conditions for the invariance of the combined system consisting of the original differential equations along with the equations requiring the group-invariance of the solutions. By this device, a much wider class of groups is potentially available, and hence there is the possibility of further kinds of explicit solutions being found by the same reduction techniques. In practice, however, the determining equations for a nonclassical symmetry group of Bluman and Cole type may be too difficult to explictly solve; nevertheless, as is shown here, even finding particular nonclassical groups can lead to new explicit solutions of the system. (Admittedly, at first sight, the fact that one can expand the range of possible symmetry groups by adding in more equations seems contradictory. The explanation from a geometrical point of view is that the additional equations restrict us to a smaller *
1. Background. By a classical or strong symmetry group of a system of partial differential equations we mean a continuous group of transformations acting on the space of independent and dependent variables which transforms solutions of the system to other solutions. As is well known ( [4] , [11] , [13] ) solutions of a system of partial differential equations which are invariant under a continuous symmetry group are all found by solving a reduced system of differential equations involving fewer independent variables. Included among these solutions are the important classes of traveling wave solutions and similarity solutions, as well as many other explicit solutions of direct physical significance. What is not well known is that the basic reduction method originated with Sophus Lie himself. Lie was interested in solutions to systems of partial differential equations invariant under groups of contact transformations, but his results include the local versions of the present-day reduction theorem. In ? 65 of [8] , Lie proves that the solutions to a partial differential equation in two independent variables, which are invariant under a one-parameter symmetry group, can all be found by solving a "reduced" ordinary differential equation. The generalization to systems of partial differential equations, invariant under multi-parameter groups, is stated and proved in ? 76 of the same paper, but, as far as we are aware, has never before been referred to in any of the literature on this subject! In [3] , Bluman and Cole proposed a generalization of Lie's method for finding group-invariant solutions, which they named the "nonclassical" method. The method also appears in Ames [2, ? 2.10]. In this approach one replaces the conditions for the invariance of the given system of differential equations by the weaker conditions for the invariance of the combined system consisting of the original differential equations along with the equations requiring the group-invariance of the solutions. By this device, a much wider class of groups is potentially available, and hence there is the possibility of further kinds of explicit solutions being found by the same reduction techniques. In practice, however, the determining equations for a nonclassical symmetry group of Bluman and Cole type may be too difficult to explictly solve; nevertheless, as is shown here, even finding particular nonclassical groups can lead to new explicit solutions of the system. (Admittedly, at first sight, the fact that one can expand the range of possible symmetry groups by adding in more equations seems contradictory. The explanation from a geometrical point of view is that the additional equations restrict us to a smaller Let A be a system of partial differential equations. A strong symmetry group of A is a group of transformations G on the space of independent and dependent variables which has the following two properties:
(a) The elements of G transform solutions of the system to other solutions of the system.
(b) The G-invariant solutions of the system are found from a reduced system of differential equations involving a fewer number of independent variables than the original system A. (The degree of reduction is determined by the dimension of the orbits of G; see ? 3.)
A weak symmetry group of the system A is a group of transformations which satisfies the reduction property (b), but no longer transforms solutions to solutions.
In addition, one can extend these concepts to include groups of generalized symmetries (also known as Lie-Backlund transformations), [11] , leading to both weak and strong generalized symmetry groups of the system A.
Thus, for the problem of constructing explicit solutions of partial differential equations, a strong symmetry group can be employed in two distinct ways-either by transforming known solutions by group elements, or, by reduction, constructing invariant solutions-whereas for a weak symmetry group only the latter option is available. (However, a weak symmetry group can map subclasses of solutions to solutions, an aspect of the subject we hope to fully investigate in a future paper.)
In this paper, we are only concerned with groups of point transformations, leaving aside problems involving generalized symmetry groups. Strong generalized symmetry groups are those used in the general version of Noether's theorem and in the study of soliton equations [11, Chap. 5]. The theory of weak generalized symmetry groups is equivalent to the recently introduced concept of a differential equation with side conditions, which is discussed in detail in [12] . As is shown there, besides the groupinvariant solutions of the type discussed here, the solutions obtained through weak generalized symmetry groups include those arising from separation of variables, partially-invariant solutions [13] , and many others. Fokas [5] , has used special types of weak generalized symmetries, under the name "conditionally admissible operators," for constructing Backlund transformations of nonlinear partial differential equations.
Returning to point transformational groups, our basic result is that every group of transformations is a weak symmetry group, and, conversely, every solution can be obtained from some weak symmetry group. There is, however, one important caveat. Although one can apply the general reduction procedure for any transformation group whatsoever, the resulting system of differential equations may turn out to be incompatible, and so there will not be any invariant solutions for the given group. (This can happen even in the case of strong symmetry groups; see [11, Chap. 3] .) Therefore, one should distinguish those symmetry groups which have some invariant solutiotis from the others. The procedure for determining whether or not a given group is of this class is straightforward and described here; however, for a given system of differential equations, the determination of the most general weak symmetry group which possesses invariant solutions is a very difficult, if not impossible, problem.
The proposed reduction method is illustrated by a number of examples, including the heat equation, a nonlinear wave equation and a version of the Boussinesq equation. The paper is divided into two parts: ?? 2 and 3 present the method and illustrative examples in a form that can be appreciated by the reader whose primary interests are in applications, while ?? 4 and 5 recapitulate the theory of symmetry groups and group-invariant solutions, and prove the basic theorems that rigorously justify the method. The essential computational techniques which one needs in order to apply our method to specific partial differential equations all appear in the first half of the paper, with the second half being devoted to the more rigorous, mathematical aspects of the analysis. Finally, ? 6 draws some general conclusions and outlines some further directions for research that are suggested by our approach.
Illustrative examples.
One of the annoying features of the nonclassical method as presented in the above-mentioned references has been that all the solutions that have been found could, in fact, already have been found by the classical group-invariant reduction method, leading one to question whether this generalization of the classical method is, in fact, of any real use. Therefore, to illustrate the method, we begin with an example where this is not the case. Consider the nonlinear wave equation As in the above examples, we can differentiate these expressions with respect to x to find corresponding formulae for the nth order derivatives of u,
U(n) = 6(n)(X y W(n)) in terms of y, w, the derivatives of w with respect to y up to order n, plus the ubiquitous parametric variables x. The formulae (6)-(7) are then substituted into the original system (4), leading to a system of equations (8) A/(:, y, w 0) 9 = v= 1,* still involving y, w, derivatives of w and the parametric variables x. Provided G is a symmetry group of the system, it can be proved that this latter system is, in fact, algebraically equivalent to a system of differential equations (9), which has r fewer independent variables, constitutes the reduced system AI G. Every solution w = h(y) to (9) gives rise to a G-invariant solution u =f(x) to A, determfined implicitly from (5), and, moreover, every G-invariant solution to A can be thus found. If G is not a symmetry group to the original system (4), we can still ask whether A has any G-invariant solutions. The same reduction procedure, using the independent invariants y, w of G, can still be applied, resulting in a system (8) involving the chosen parametric variables x. At this point, there are two possibilities. In the first, which is the nonclassical method as envisaged by Bluman and Cole, it happens that even though G is not a symmetry group to A, nevertheless the system (8) is still algebraically equivalent to a system of differential equations (9) /(3,13t2)-1/(2,3) . The lesson here is that even though a partial differential equation may not admit any scaling groups of symmetries, nevertheless there still may exist similarity solutions to it, and these can be found by the present reduction method.
In ? 2 we obtained solutions of the Boussinesq equation which are invariant under a certain group of Galilean boosts by using Bluman and Cole's nonclassical method. We find further Galilean-invariant solutions for a different one-parameter group in which the dependent variable u is unaffected by the boost. Consider the group with infinitesimal generator v =-2atax + a. Invariants are provided by y = x + at2 and u itself. Treating u as a function of y, we are led to the equation ( 4. Symmetry groups of differential equations. We now turn to a proof of the key result that shows that the above reduction procedure will work for any group of transformations whatsoever. We will follow the development of the general theory of symmetry groups of differential equations presented in [11] , which the reader should consult for more details; see also [13] .
15) 4a2t2uYY+2auy =u +l(U)+yuyyyy with t again the parametric variable. As this is not equivalent to a single equation not involving t, this Galilean group is not of Bluman and
Consider a system of differential equations of the form (4). We will assume (without essential loss of generality) that the system (4) (In (19) each multi-index J refers to a specific partial derivative of u , with DJ denoting the corresponding higher order total derivative.) The fundamental observation of Lie, allowing one to explicitly compute the general symmetry groups of differential equations, was that the complicated nonlinear conditions for G to be a symmetry group to the system (4) could be replaced by equivalent, linear conditions using the infinitesimal generators of G. hold "whenever (x, u(n)) satisfy (4) ." There is, in fact, a subtle distinction between the way the theorem is stated and the latter statement. It is not true in general that if x0 is a point in X = IIRP and uo a collection of prescribed values of the derivatives of u at x0 that satisfy the algebraic conditions imposed by the system (4), then there exists a smooth solution u =f(x) to the system whose derivatives at the point x0 agree with the values u(n). A point (x0, u(n) which does satisfy this condition, and so pertains to an actual solution u =f(x) of the system, is said to be a point of local solvability of the system [11] . Theorem 1 says that G is a strong symmetry group of the system (4) provided the infinitesimal invariance condition (20) holds only at the points of local solvability of the system, and not necessarily all (x, u(n)) satisfying (4).
There are two principal causes of nonsolvability of systems of partial differential equations. The first, which will not concern us so much here, are those smooth but nonanalytic systems which, like the example due to Lewy [7] , have no solutions. More interesting for our purposes is the nonsolvability due to integrability conditions coming from cross-differentiating the equations in the system. For example, the system ux=yu, uy=0
is not locally solvable at any point (20) ). However, as we saw in our discussion following Theorem 1, as far as the solutions of (22) (i.e. the G-invariant solutions to (4)) are concerned, we really need only look at the points (x, u(n)) of local solvability of (22), and the imposition of the infinitesimal invariance conditions just at these points will impose less stringent requirements on the group G.
We can now state the basic result of this paper, which is, perhaps surprisingly, that the subset consisting of the points of local solvability of (22) is always invariant under G. In other words, no matter what the group G is, the combined system (22) always admits G as a symmetry group in the sense that G transforms solutions u =f(x) to solutions, and hence G is always a weak symmetry group of the original system. Therefore, provided we are in the domain of applicability of Tresse's theorem, once we append to (22) all the integrability conditions coming from cross-differentiations, we are left with a system of the same form which is invariant under G, and hence gives rise to a reduced system in the new variables whose solutions corresponding to all the G-invariant solutions to (4). Put another way, the reason why Bluman and Cole find nontrivial conditions on their groups in order to apply their nonclassical method is that they fail to take into account the additional restrictions on the derivatives of u coming from these integrability conditions. This substantiates our claim that any given solution could be found by the general reduction method for weak symmetry groups. However, if one has already obtained the solution by some other method, the reasoning in Theorem 5 is, perhaps, of an a posteriori nature. In other words, Theorem 5, while certainly of interest, is not meant to supplant other valid and useful methods for finding explicit solutions to partial differential equations. Moreover, as shown in [12] , while one can always derive individual solutions from the group reduction method, the same cannot be said for parametrized families of solutions such as those arising from separation of variables; they may not all come from one and the same symmetry group. 6. Conclusions. We have shown how the basic group reduction method for finding group-invariant solutions to systems of partial differential equations can be applied to any group of transformations whatsoever, without regard for any underlying symmetry conditions imposed by the system itself. On the one hand, this observation is liberating, in that one is no longer shackled by possibly artificial symmetry constraints in the search for explicit group-invariant solutions. On the other hand, this appears to open up a whole Pandora's box: how is one to determine which groups will actually be useful, a) in the sense that the resulting reduced system is compatible and hence invariant solutions do exist, or b) more restrictively, in the sense that the reduced system can be explicitly solved to determine the solutions in closed form? It would be quite enlightening to determine the answer to these questions, even in just one specific example, such as the heat equation, but this we leave to future research. The chances are that the conditions, like those of Bluman and Cole, are extremely complicated, so one can never know in full detail the entire range of possible reductions which are available. Indeed, since in principle one can determine any solution by a suitably clever choice of weak symmetry group, one would scarcely be able to determine all possible weak symmetry groups having invariant solutions unless one explicitly knew all possible solutions.
An alternative tactic, which seems more practical, is to specify the group by external symmetry considerations; for example, one might try symmetries relevant to the physical problem that the system is modeling (whether or not these are symmetries of the system itself), or symmetries which preserve any boundary conditions that are present in the problem. Once the group has been prescribed, one can algorithmically implement the reduction procedure presented here, and thereby determine all solutions which are invariant under the given group. If the combined system (22) is compatible, invariant solutions to the system will exist, despite the fact that the given group is not a symmetry group of the system. Alternatively, one may find (22) to be an incompatible overdetermined system of differential equations, and hence there are no solutions to the system that are invariant under the given group. (As remarked above, this latter possibility exists even for strong symmetry groups; see [11, Chap. 3] for physical examples.) Even this information, we believe, could be important for the analysis or physical applications of the problem at hand. At the moment, the principal direction of research should be on applying the method to specific, physically interesting examples, thereby gaining an appreciation of its usefulness and range of applicability.
Finally, it is worth mentioning that these results are subsumed under the more general concept of a differential equation with side conditions proposed in [12] . This idea not only includes group-invariant solutions of all the above types, but also separable solutions and more general types of special solutions to partial differential equations. As discussed in detail in [12] , side conditions, and not group theory, appear to provide the real unifying framework for all the methods for finding special solutions to differential equations. Nevertheless, simple group invariance can, as we have demonstrated, still lead to many new, explicit solutions of physical importance, and retains its validity as a practical method for the study of partial differential equations.
