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MARKOV PROCESSES AND SOME PCF QUADRATIC POLYNOMIALS
VEFA GOKSEL
Abstract. For any n ≥ 1, let Tn be the complete binary rooted tree of height n, and f(x) =
(x + a)2 − a − 1 such that a 6= ±b2 for any b ∈ Z. In [5], Jones and Boston empirically observed
that iteratively applying a certain Markov process on the factorization types of f gives rise to
certain permutation groups Mn(f) ≤ Aut(Tn) for n ≤ 5. We prove a refined version of this
phenomenon for all n, and for all the irreducible post-critically finite quadratic polynomials with
integer coefficients, except for certain conjugates of x2−2. We do this by constructing these groups
explicitly. Although there have already been some conjectures relating the Markov processes to
the dynamics of quadratic polynomials, our results are the first to prove such a connection. If
f(x) ∈ Z[x] is a post-critically finite quadratic polynomial, and Gn(f) is the Galois group of f
n
over Q(i), then we conjecture that for all n ≥ 1, Mn(f) contains a subgroup isomorphic to Gn(f),
analogous to the role of Mumford-Tate groups in the classical arithmetic geometry. We provide
evidence that this is implied by a purely group theoretical statement.
1. Introduction
Let K be a field, and f(x) ∈ K[x] a quadratic polynomial. We denote by fn(x) the nth iterate
of f(x) for n ≥ 1, and we also make the convention f0(x) = x. Suppose that all the iterates of
f(x) are separable. Then fn-pre-images of 0 form a complete binary rooted tree, as follows: For
each root α of fn−1(x), we draw edges from α to β1 and β2, where β1 and β2 are the two roots of
fn such that f(β1) = f(β2) = α. We will call this tree the pre-image tree of f , and denote it by T .
The absolute Galois group Gal(Ksep/K) acts on T , and it also preserves the connectivity relation
in T , since the Galois elements commute with f . Hence, we obtain a homomorphism
ρ : Gal(Ksep/K)→ Aut(T ).
The image of ρ is one main object of study in the area of arboreal Galois representations. Let
Gn(f) be the Galois group of f
n over K. These Galois groups form an inverse system, via the
natural surjections Gn+1(f)։ Gn(f). Then, we have the following concrete description of im(ρ).
im(ρ) = lim
←−
Gn(f).
We set G(f) = im(ρ). The question of understanding this image for various f and K has recently
drawn great attention. Except for some well-known special cases, it is expected that the index
[Aut(T ) : G(f)] is finite. See for instance ([9], Conjecture 3.11) for a precise conjecture in this
direction. One of these well-known special cases is when the polynomial f is post-critically finite,
or PCF for short, by which we mean that the orbit of its critical point under the iteration of f is
finite. Besides the fact that [Aut(T ) : G(f)] is infinite ([9], Theorem 3.1), very little is known in
general about G(f) when f is PCF.
In the simplest case that f has integer coefficients, it follows from a straightforward calculation
that if f(x) is PCF, then f(x) is conjugate to x2, x2 − 1 or x2 − 2 by the linear map x → x + a,
a ∈ Z. G(f) is known when f is conjugate to x2 or x2 − 2 ([7]). G(f) for the conjugates of x2 − 1
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is still unknown, although there is a concrete conjecture in a special case ([3], Conjecture 4.6).
In this paper, our goal is to introduce the so-called Markov group of f that conjecturally contains
a subgroup isomorphic to G(f). As the name suggests, our main tool for constructing these groups
will be a certain Markov process.
Although our methods could be applicable to larger families of PCF polynomials, in this paper we
will focus on the simplest case given above, namely f will be a PCF quadratic polynomial with in-
teger coefficients. We will treat some other families of PCF quadratic polynomials in a future work.
From now on, we take Gn(f) to be the Galois group of f
n over Q(i). The choice of the base field
Q(i) is for a technical reason, which will be made clear in Section 7, as it will not be needed in the
earlier sections.
In [5], Jones and Boston attempted to explain factorization of large iterates of f over finite fields
by using a certain Markov process. See Section 2 for a summary of this Markov model. In fact,
Goksel, Xia and Boston refined this model by describing a multi-stage Markov model in [6], but
this refined model will not be of our interest in this paper. In the very last section of [5], Jones and
Boston used their model to estimate the factorization data of fn modulo all primes when n gets
large. Their idea was that if one can get an accurate description of the data for the factorizations
of fn modulo all primes via this Markov process, since by the Chebotarev’s density theorem this
data corresponds to the cycle structure data of the Galois group of fn, then the Galois group of
fn could be recovered this way. They did this in the special case f(x) = (x + a)2 − a − 1, and
observed that the Markov process fails to recover the actual Galois group for n = 5. However, they
interestingly observed that the cycle data arising from this Markov process still corresponds to an
actual subgroup of Aut(T5), where we denote by Tn the truncation of T to the first n levels. In this
paper, we will study a refined version of this phenomenon. Namely, using the same Markov model,
we will estimate the factorization data of fn modulo primes ≡ 1(mod 4), and then construct the
so-called Markov groups using this data.
We now state our main theorems somewhat informally, which will be made precise in the next
sections, after we precisely define the Markov process.
Theorem 1.1. Let f(x) ∈ Z[x] be a conjugate of x2 or x2 − 1 by the linear map x → x + a,
a ∈ Z. Suppose f(x) is irreducible. For any n ≥ 1, let Fn be the estimated factorization data of f
n
modulo the primes ≡ 1(mod 4) given by the Markov model. Then there exists a permutation group
Mn(f) ≤ Aut(Tn) whose cycle data corresponds to Fn.
Theorem 1.2. Let f(x) = (x + a)2 − a − 2, where a = 2 ± b2 for some b ∈ Z. Suppose f(x) is
irreducible. For any n ≥ 1, let Fn be the estimated factorization data of f
n modulo the primes
≡ 1(mod 4) given by the Markov model. Then there exists a permutation group Mn(f) ≤ Aut(Tn)
whose cycle data corresponds to Fn.
We prove both theorems by constructing the corresponding groups explicitly. Namely, we define
what is called a “Markov map”, which allows us to obtain the generators of Mn+1(f) from the
generators of Mn(f) using the Markov model of f .
In the case f(x) = (x + a)2 − a− 2, a 6= 2 ± b2 for any b ∈ Z, we show that a modified version
of the Markov model of f gives permutation groups analogous to Mn(f) above, and then deduce
Theorem 1.2 using these groups (See Corollary 5.17). We think that the fact that we still get some
permutation groups even when we modify the Markov model is particularly interesting, because it
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seems to indicate that our constructions might be part of a more general phenomenon which in-
cludes these connections with the dynamics of quadratic polynomials as a special case. See Section
5 for more details about this case.
The structure of the paper is as follows: In Section 2, we describe the Markov process and
precisely state the main problem. In Section 3, we will give some preliminary definitions and
results from group theory. Sections 4 and 6 together will take care of the proof of Theorem 1.1.
Section 5 will be devoted to the proof of Theorem 1.2. In Section 7, we introduce a purely group
theoretical conjecture, and discuss why we believe that it would imply that Mn(f) contains a
subgroup isomorphic to Gn(f), where f is as in Theorem 1.1 or Theorem 1.2. We will finish the
paper with some final remarks and speculations in Section 8.
2. The markov process and the main problem
Let K be a field of characteristic 6= 2, and f(x) ∈ K[x] a quadratic polynomial. Let c be the
unique critical point of f . The post-critical orbit of f is defined to be the set
Of = {f(c), f
2(c), . . . }.
When this set is finite, we say f is post-critically finite, or PCF for short. |Of | is the size of the
post-critical orbit, which we will denote by o. Moreover, the tail of f is defined to be the set
Tf = {f
k(c)|k ≥ 1, f i(c) 6= fk(c) for any i 6= k}.
|Tf | is the size of the tail, which we will denote by t. If t = 0 (i.e., there exists i ∈ N such that
f i(c) = c), then we say c is periodic under f .
Example 2.1. Take K = Q, and f(x) = (x + 1)2 − 2 ∈ Q[x]. The critical point is −1. Then the
critical orbit becomes {−2,−1}. f is PCF with orbit size 2 (o = 2) and tail size 0 (t = 0), thus −1
is periodic under f.
Since we will study the factorization data of quadratic polynomials over finite fields, we will now
give a couple of definitions for quadratics over finite fields. We denote the finite field of size q by
Fq. Throughout, q is an odd prime power.
Definition 2.2. [6] Let f(x) ∈ Fq[x] be a quadratic polynomial with post-critical orbit Of , and
g(x) ∈ Fq[x] be an irreducible polynomial. We define the type of g(x) at β to be s if g(β) is a
square in Fq and n if it is not a square. The type of g is a string of length |Of | whose kth entry is
the type of g(x) at the kth entry of Of . The kth entry is also called the kth digit.
Example 2.3. Take f(x) = (x+1)2− 2 ∈ F5[x], and g(x) = x
2+2 ∈ F5[x]. Then Of = {3, 4}. We
have g(3) = 1 ∈ F5, g(4) = 3 ∈ F5, which shows that g has type sn.
Definition 2.4. Let f(x) ∈ Fq[x] be a quadratic polynomial with post-critical orbit Of , and g(x) ∈
Fq[x] be any polynomial. Suppose g(x) factors as g(x) = g1(x)g2(x) . . . gk(x), where gi(x) ∈ Fq[x] is
irreducible for i = 1, . . . , k. Then the factorization type of g is defined to be the formal product∏k
i=1[ti, di], where ti is the type of gi, and di is the degree of gi.
To illustrate the definition, if we consider the polynomial g in Example 2.3, g has factorization
type [sn, 2].
Definition 2.5. Given a quadratic polynomial f(x) ∈ Fq[x] and a polynomial g(x) ∈ Fq[x], we call
the factors of g(f(x)) the children of g.
Lemma 2.6. [5] Suppose that f(x) ∈ Fq[x] is a quadratic polynomial with post-critical orbit of
length o, and all iterates separable. Let g(x) ∈ Fq[x] be irreducible of even degree. Suppose that
h1h2 is a non-trivial factorization of g(f(x)), and let di (resp. ei) be the ith digit of the type of h1
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(resp. h2). Then there is some k, 1 ≤ k ≤ o, with do = ek and eo = dk. Moreover, k = o if and
only if c is periodic, and in the case c is not periodic, we have k = t, where t is the tail size of f.
In [5], Jones and Boston attempted to explain the distrubition of the types of the factors of fn
for large values of n by a Markov process. In this paper, we will use their model to estimate the
factorization data of fn modulo primes for all n. We first recall the Markov process:
Definition 2.7. [6] We introduce a time-homogeneous Markov process Y1, Y2, . . . related to f .
The state space is the set of types of f , namely {n, s}o, ordered lexicographically. We define the
Markov process by giving its transition matrix M = (P(Ym = Tj|Ym−1 = Ti)), where Yi and Yj
vary over all types. To defineM , we assume that the allowable types of children arise with equal
probability. To define an allowable type: Note that the polynomial f acts on the state space as
follows: If T is a type, then f(T ) is another type obtained by shifting each entry one position to
the left, and using the mth entry of T as the final entry of f(T ), where m is the integer such that
f o+1(c) = fm(c). If g has type starting with n, then it has only one child with type f(T ), which
is the only allowable type. If the type of g starts with s, then it has two children with types T1
and T2 such that T1T2 = f(T ). Now we call the pair of types (T1, T2) allowable if it satisfies the
conditions in Lemma 2.6.
Our next goal is to describe our model to estimate the factorization data of the large iterates of
f modulo primes. We first need the following definition:
Definition 2.8. Let K be a field, and f(x) ∈ K[x] be a PCF quadratic polynomial. A level
n datum associated to f is defined to be the pair of objects (
∏k
i=1[ti, ni], r), where ti for each
i = 1, . . . , k is a string of length |Of | with letters n and s, [n1, . . . , nk] is a partition of 2
n, and
0 ≤ r ≤ 1. Then we define a level n data to be a collection of level n datum whose second
coordinates add up to 1.
Example 2.9. Let f(x) = (x+ 3)2 − 3 ∈ Z[x]. We have Of = {−3}. Hence, the set of all possible
types for the factors of iterates of f is {n, s}. First consider the primes p such that f¯(x) ∈ Fp[x] is
irreducible, i.e. (3
p
) = −1, i.e. p ≡ ±5 (mod 12). In this case, we have that f(−3) = −3 is a square
in Fp iff p ≡ −5 (mod 12), which correspond to
1
4 of all primes. Hence, ([s, 2],
1
4) becomes a level
1 datum. Similarly, ([n, 2], 14) also becomes a level 1 datum. Next consider the primes p such that
f¯(x) ∈ Fp[x] is reducible, i.e. (
3
p
) = 1, i.e. p ≡ ±1 (mod 12). It follows by an elementary calculation
that f¯(x) ∈ Fp[x] has factorization type [n, 1][n, 1] for
1
8 of all primes, hence ([n, 1][n, 1],
1
8) becomes
a level 1 datum. Similarly, each of ([s, 1][s, 1], 18) and ([n, 1][s, 1],
1
4) also becomes a level 1 datum.
Using these, the set {([n, 2], 14), ([s, 2],
1
4), ([n, 1][s, 1],
1
4), ([n, 1][n, 1],
1
8), ([s, 1][s, 1],
1
8)} becomes a
level 1 data.
Next example gives us a generalization of Example 2.9:
Example 2.10. Let f(x) ∈ Z[x] be a PCF quadratic polynomial with post-critical orbit Of . If
we fix a factorization type T , and define r to be the density of primes p such that f¯ ∈ Fp[x] has
factorization type T , then (T, r) defines a level 1 datum. If we calculate each possible datum over
all primes, then their collection gives a level 1 data.
Now we will describe our model based on Example 2.10. We take a PCF quadratic polynomial
f(x) ∈ Z[x], and calculate its level 1 data. Then for each n ≥ 1, we can apply the Markov process
described above to level n data, and get the level n+ 1 data. This model will estimate the factor-
ization data of fn modulo primes for all n. However, we need a little twist in our Markov process
for the linear factors when p is a prime of the form 4k + 3, for the following reason: If g is a linear
polynomial with type starting with n (resp. s), and if look at the composition g(f(x)) mod p for
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p ≡ 1(mod 4), then g(f(x)) stays irreducible (resp. factors). However, if g is a linear polynomial
with type starting with n (resp. s), and if look at the composition g(f(x)) mod p for p ≡ 3(mod 4),
then g(f(x)) factors (resp. stays irreducible). This is due to (Lemma 2.5, [5]), since in the linear
case −1 being a square or not in Fp makes a difference. For example, let f(x) = (x+1)
2− 2. Then
a linear factor g of type nn (mod p) for p ≡ 1(mod 4) will lead to a type [nn, 2], but it will lead to
[nn, 1][ss, 1] and [ns, 1][sn, 1] equiprobably for the primes p ≡ 3(mod 4).
Because of the twist explained above, our model for each level will have two different parts.
The data corresponding to the primes of the form 4k + 1 will be called even data, and the data
corresponding to the primes of the form 4k + 3 will be called odd data.
We now give a detailed example to explain how we get each level’s data:
Example 2.11. Let f(x) = (x + a)2 − a − 1 ∈ Z[x], where a ∈ Z is such that a 6= ±b2 for any
b ∈ Z. If g(x) ∈ Z[x] is any irreducible polynomial, using Lemma 2.6, we have the following possible
transitions for g(x)→ g(f(x)) (mod p), depending on whether p is 1 or 3 (mod 4). Note that k is
greater than 0.
p ≡ 1 (mod 4)
[nn, 1]→ [nn, 2]
[ns, 1]→ [sn, 2]
[sn, 1]→ [ns, 1][ss, 1] or [nn, 1][sn, 1]
[ss, 1]→ [nn, 1][nn, 1] or [ns, 1][ns, 1] or [sn, 1][sn, 1] or [ss, 1][ss, 1]
[nn, 2k]→ [nn, 2k+1]
[ns, 2k]→ [sn, 2k+1]
[sn, 2k]→ [ns, 2k][ss, 2k] or [nn, 2k][sn, 2k]
[ss, 2k]→ [nn, 2k][nn, 2k] or [ns, 2k][ns, 2k] or [sn, 2k][sn, 2k] or [ss, 2k][ss, 2k].
p ≡ 3 (mod 4)
[nn, 1]→ [nn, 1][ss, 1] or [ns, 1][sn, 1]
[ns, 1]→ [nn, 1][ns, 1] or [ss, 1][sn, 1]
[sn, 1]→ [ns, 2]
[ss, 1]→ [ss, 2]
[nn, 2k]→ [nn, 2k+1]
[ns, 2k]→ [sn, 2k+1]
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[sn, 2k]→ [ns, 2k][ss, 2k] or [nn, 2k][sn, 2k]
[ss, 2k]→ [nn, 2k][nn, 2k] or [ns, 2k][ns, 2k] or [sn, 2k][sn, 2k] or [ss, 2k][ss, 2k].
By a direct elementary computation, the first level data for f is as follows:
Level 1 - Even data
([nn, 2], 18), ([sn, 2],
1
8), ([nn, 1][sn, 1],
1
16), ([ns, 1][ss, 1],
1
16 ),
([nn, 1][nn, 1], 132 ), ([ns, 1][ns, 1],
1
32 ), ([sn, 1][sn, 1],
1
32), ([ss, 1][ss, 1],
1
32).
Level 1 - Odd data
([nn, 1][ns, 1], 116 ), ([nn, 1][ss, 1],
1
16 ), ([ns, 1][sn, 1],
1
16), ([ns, 2],
1
8),
([sn, 1][ss, 1], 116 ), ([ss, 2],
1
8).
If we combine the data with the same cycle types, we obtain the cycle data set {([1, 1], 12), ([2],
1
2)},
which corresponds to the group W1.
To get the data for the second level, we apply the Markov process. For instance, if we con-
sider the datum ([nn, 2], 14) in the even data, it will give the datum ([nn, 4],
1
4), where the den-
sity does not change because we only have one allowable type, namely nn. Similarly, the da-
tum ([sn, 1][sn, 1] will give the data ([ns, 1][ss, 1][ns, 1][ss, 1], 164), ([nn, 1][sn, 1][nn, 1][sn, 1],
1
64) and
([ns, 1][ss, 1][nn, 1][sn, 1], 132), because [sn, 1] leads to [nn, 1][sn, 1] or [ns, 1][ss, 1] equiprobably.
On the other hand, for instance, if we consider the datum ([nn, 1][ss, 1], 116) in the odd data,
it leads to the data ([nn, 1][ss, 1][ss, 2], 132) and ([ns, 1][sn, 1][ss, 2],
1
32), because [ss, 1] leads to the
unique allowable type [ss, 2], while [nn, 1] leads to [nn, 1][ss, 1] or [ns, 1][sn, 1] equiprobably.
For the sake of clarity, we now give the second level data as well. Doing the calculations as
described above, we get the following level 2 data:
Level 2 - Even data
([nn, 4], 18), ([nn, 2][sn, 2],
1
16), ([ns, 2][ss, 2],
1
16), ([nn, 2][nn, 1][sn, 1],
1
32 ), ([nn, 2][ns, 1][ss, 1],
1
32),
([sn, 2][nn, 1][nn, 1], 164), ([sn, 2][ns, 1][ns, 1],
1
64), ([sn, 2][sn, 1][sn, 1],
1
64 ), ([sn, 2][ss, 1][ss, 1],
1
64),
([nn, 2][nn, 2], 132 ), ([sn, 2][sn, 2],
1
32 ), ([nn, 1][sn, 1][nn, 1][sn, 1],
1
128), ([ns, 1][ss, 1][ns, 1][ss, 1],
1
128 ),
([nn, 1][sn, 1][ns, 1][ss, 1], 164), ([nn, 1][nn, 1][nn, 1][nn, 1],
1
512), ([ns, 1][ns, 1][ns, 1][ns, 1],
1
512 ),
([sn, 1][sn, 1][sn, 1][sn, 1], 1512), ([ss, 1][ss, 1][ss, 1][ss, 1],
1
512 ), ([nn, 1][nn, 1][ns, 1][ns, 1],
1
256),
([nn, 1][nn, 1][sn, 1][sn, 1], 1256 ), ([nn, 1][nn, 1][ss, 1][ss, 1],
1
256 ), ([ns, 1][ns, 1][sn, 1][sn, 1],
1
256 ),
([ns, 1][ns, 1][ss, 1][ss, 1], 1256), ([sn, 1][sn, 1][ss, 1][ss, 1],
1
256 ).
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Level 2 - Odd data
([nn, 1][ss, 1][nn, 1][ns, 1], 164 ), ([nn, 1][ss, 1][ss, 1][sn, 1],
1
64), ([ns, 1][sn, 1][nn, 1][ns, 1],
1
64),
([ns, 1][sn, 1][ss, 1][sn, 1], 164), ([nn, 1][ss, 1][ss, 2],
1
32 ), ([ns, 1][sn, 1][ss, 2],
1
32), ([nn, 1][ns, 1][ns, 2],
1
32),
([ss, 1][sn, 1][ns, 2], 132 ), ([sn, 4],
1
8), ([ns, 2][ss, 2],
1
16 ), ([nn, 2][nn, 2],
1
32 ), ([ns, 2][ns, 2],
1
32),
([sn, 2][sn, 2], 132 ), ([ss, 2][ss, 2],
1
32).
If we combine the data with the same cycle types, we obtain the cycle data set
{([4],
1
4
), ([2, 2],
3
8
), ([2, 1, 1],
1
4
), ([1, 1, 1, 1],
1
8
)},
which corresponds to the group W2.
Thus, by iteratively applying this process we can get level n data for all n ≥ 1. Jones and
Boston made this model in the hope that the level n data for all n may give the actual factorization
data of fn, hence the cycle structure of the Galois group of fn (by Chebotarev’s density theorem),
which is enough for recovering the Galois group most of the time. However, they observed that at
level 5, the cycle data arising from the Markov model fails to match the actual cycle data of the
corresponding Galois group.
For any n ≥ 1, by further computations, we observed that although the Markov model Jones
and Boston suggested does not always give the cycle data of the actual Galois group of fn, it still
appears to give a cycle data that corresponds to an actual subgroup of Aut(Tn). We will study a
refinement of this phenomenon for some families of PCF quadratic polynomials.
In this paper, we will focus on the PCF quadratic polynomials with integer coefficients. There
are three such families of polynomials; Namely, they are conjugates of the polynomials x2, x2 − 1
and x2− 2 under the linear map x 7→ x+ a, a ∈ Z. We state the problem we described in Example
2.11 in a more general and precise way:
Question 2.12. Let f(x) ∈ Z[x] be a PCF quadratic polynomial. For any n ≥ 1, consider the level
n cycle data given by the Markov model of f . Does there exist a permutation groupM∗n(f) ≤ Aut(Tn)
whose cycle data match the level n cycle data given by the Markov model?
This version of the problem appears to be difficult. See the last section for a discussion of it.
Next we will introduce a refined version of this problem. Let n ≥ 1, and consider only the even
data for the level n. The corresponding densities will add up to 12 , so we first normalize them by
multiplying each density by 2. We will call this new model even Markov model. We have the
following question, which we will study in this article:
Question 2.13. Let f(x) ∈ Z[x] be a PCF quadratic polynomial. For any n ≥ 1, consider the
level n cycle data given by the even Markov model of f . Does there exist a permutation group
Mn(f) ≤ Aut(Tn) whose cycle data match the level n cycle data given by the even Markov model?
Let G ≤ Aut(Tn) be a subgroup of Aut(Tn). If the cycle data of G match the level n cycle data
given by the even Markov model of f , then we say G satisfies the even Markov model of f .
We also sometimes say G is a level n even Markov group of f .
Before we finish this section, we introduce what is called a restricted Markov model, since
we will need it as a tool in the next sections.
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Definition 2.14. Let q ≡ 1(mod 4) be a prime power, and f(x) ∈ Fq[x]. To define a restricted
Markov process associated to f , we make the following modification in the Markov process
described in Definition 2.7: Using the notation in Definition 2.7, recall that if T is a type that
starts with s, then there are more than one allowable pair of types with f(T ) = T1T2. For each
type T that starts with s, we choose a unique allowable pair of types (T1, T2) with f(T ) = T1T2
that is assumed to arise with 100% probability.
Following example illustrates a restricted Markov model.
Example 2.15. Let f(x) = (x + 1)2 − 2 ∈ F5[x]. f has the post-critical orbit Of = {3, 4}, hence
it has orbit size 2 and tail size 0. Using Lemma 2.6, we can define a restricted Markov process by
giving the following transitions. In what follows, k ≥ 0.
[nn, 2k]→ [nn, 2k+1], [ns, 2k]→ [sn, 2k+1], [sn, 2k]→ [nn, 2k][sn, 2k], [ss, 2k]→ [ss, 2k][ss, 2k].
3. Preliminaries from group theory
Let T be the complete rooted binary tree. We denote by Tn the truncation of T to the first n
levels. We use the notations W := Aut(T ) and Wn := Aut(Tn) for the automorphism groups of T
and Tn, respectively. It is well-known that Wn is isomorphic to the n-fold wreath product of Z/2Z.
We also have W = lim←−Wn, via the natural restriction maps pin : Wn ։Wn−1.
Throughout the paper, we will use the standard minimal set of generators of Wn, namely a1 =
(1, 2), a2 = (1, 3)(2, 4), a3 = (1, 5)(2, 6)(3, 7)(4, 8), . . . , an = (1, 2
n−1 +1)(2, 2n−1 +2) . . . (2n−1, 2n).
Definition 3.1. We call w ∈W an odometer if w acts transitively on Tn for all n ≥ 1.
Definition 3.2. We call wn ∈Wn a n-odometer if wn acts transitively on Tn.
Note that any n-odometer wn ∈ Wn is the image of an odometer w ∈ W under the natural
projection W ։Wn.
Lemma 3.3. xn := a1a2 . . . an ∈Wn is an n-odometer.
Proof. We start by recalling an alternative definition of W :
(3.1) W = (W ×W )⋊ 〈σ〉.
Here, σ ∈W is the unique automorphism of order 2 that interchanges the two half trees. Then the
standard odometer is defined by the recursion relation
(3.2) w = (w, 1)σ.
([11], p.16) Taking the image of both sides of (3.2) under the natural projection W ։Wn, we get
(3.3) wn = (wn−1, 1)an,
since σ acts on Tn by an. The result directly follows using (3.3) and by induction. 
Definition 3.4. We call xn ∈Wn in Lemma 3.3 the standard n-odometer.
Definition 3.5. Let wn ∈Wn be any n-odometer, and G ≤Wn be any subgroup of Wn. Then we
define the set God[wn] by
(3.4) God[wn] = {g ∈ G | wng is a n-odometer }.
Next, we will prove that for any n-odometer wn ∈ Wn, and G ≤ Wn, the subset G
od[wn] of G
is a normal subgroup of G. Before doing that, we need to recall the notion of Frattini subgroup:
For a group X, the Frattini subgroup of X, denoted by Φ(X), is defined by the intersection of all
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maximal subgroups of X. It is well-known that for a 2-group X, Φ(X) is generated by squares and
commutators, i.e.
(3.5) Φ(X) = X2[X,X].
Lemma 3.6. Wn/Φ(Wn) ∼= (Z/2Z)
n.
Proof. See ([8], p.215) for a proof. 
Lemma 3.7. Let wn ∈Wn be any n-odometer. Then W
od
n [wn] = Φ(Wn).
Proof. First note that any two n-odometers are conjugate under Wn ([11], Proposition 1.6.2).
Hence, if wng is an n-odometer, this gives wng = w
x
n for some x ∈ Wn, which is equivalent to say
g = [w−1n , x] ∈ Φ(Wn). This shows that W
od
n [wn] ⊂ Φ(Wn).
By the definition, W odn [wn] has the same size as the set of all n-odometers ofWn. Hence, since we
have already proven that W odn [wn] ⊂ Φ(Wn), we will be done if we can show that Wn has exactly
|Φ(Wn)| many n-odometers. We will do induction to prove this: It is clear for n = 1. Suppose
Wk has exactly |Φ(Wk)| many k-odometers for some k ≥ 1. Note that for any (k + 1)-odometer
wk+1 ∈Wk+1, pik+1(wk+1) is a k-odometer in Wk. Also, for any k-odometer wk ∈Wk, it is easy to
see that exactly half of the elements in pi−1k+1(wk) are (k + 1)-odometers, and the other half are the
products of two disjoint cycles of length 2k. Hence, by the induction assumption on k, it follows
that Wk+1 has exactly
|Φ(Wk)||Ker(pik+1)|
2 many (k + 1)-odometers. But, we also have
|Φ(Wk)||Ker(pik+1)|
2
=
(22
k−1−k+1)(22
k−1
)
2
= 22
k−k = |Φ(Wk+1)|,
which finishes the proof. Note that we used Lemma 3.6 for the first equality. 
Corollary 3.8. Let wn ∈Wn be any n-odometer, and G ≤Wn. Then we have G
od[wn] E G.
Proof. We have God[wn] = G ∩Φ(Wn) by Lemma 3.7, which directly gives the result. 
Corollary 3.9. For any two n-odometers wn, w
′
n ∈Wn and G ≤Wn, we have G
od[wn] = G
od[w′n].
Proof. This is a direct consequence of the proof of Corollary 3.8. 
In the light of Corollary 3.9, for any n-odometer wn ∈Wn and G ≤Wn, we let
God := God[wn], which is the notation we will use in the rest of the paper.
Lemma 3.10. Let H,G ≤Wn be subgroups of Wn such that H E G. Then we have H
od E G.
Proof. Recall that Φ(Wn) EWn. Thus, since H E G, for any x ∈ H
od = H ∩Φ(Wn) and g ∈ G, we
have xg ∈ Φ(Wn) and x
g ∈ H, which gives xg ∈ H ∩ Φ(Wn) = H
od, which finishes the proof. 
Remark . From now on, whenever we say x ∈ Wn (resp. G ≤ Wn) for an element x of Wi (resp.
subgroup G of Wi) for some i < n, we do so by identifying x (resp. G) with its image under the
natural inclusion Wi →Wn.
Lemma 3.11. Suppose x ∈ Wn and H ≤ Wn both act trivially on the same half tree. Then xxn
commutes with each element of H.
Proof. We assume without loss of generality that x acts trivially on the right half tree, since
the other case follows similarly. By the definition of xn, we have xn = xn−1an. Then we get
xxn = (xan)xn−1 = xan , because Supp(xan)∩ Supp(xn−1) = ∅, since xn−1 acts trivially on the right
half tree and xan acts trivially on the left half tree, where the latter fact is clear from the definition
of an. So, we get x
xn = xan , which acts trivially on the left half tree. Hence, by the assumption on
H, for any h ∈ H, we have Supp(h) ∩ Supp(xxn) = ∅, which shows that h commutes with xxn . 
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Definition 3.12. If x ∈ Wn is the product of disjoint cycles of lengths n1, n2, . . . , nr with n1 ≤
n2 ≤ · · · ≤ nr (including its 1-cycles) then the vector [n1, n2, . . . nr] is called the cycle type of x.
We denote the cycle type of x by c(x).
To illustrate Definition 3.12, if we take x = (1, 3, 2, 4)(5, 6) ∈W3, we have c(x) = [1, 1, 2, 4].
Definition 3.13. Let x ∈Wn, and consider a pre-image y ∈ pi
−1
n+1(x) of x. Let cx = (c1, . . . , ck) be
one of the cycles in the disjoint cycle decomposition of x, and suppose the cycle cy = (α1, . . . , α2k)
appears in the cycle decomposition of y, where the 2k-tuple (α1, . . . , α2k) is a permutation of
the 2k-tuple (2c1 − 1, . . . , 2ck − 1, 2c1, . . . , 2ck). Then we call cy a doubling of cx. Similarly, if
dx = (d1, . . . , dl) is one of the cycles in the disjoint cycle decomposition of x, and the cycle product
dy = (β1, . . . , βl)(γ1, . . . , γl) appears in the cycle decomposition of y, where the l-tuple (β1, . . . , βl)
(resp. (γ1, . . . , γl)) is a permutation of the l-tuple (2d1 − 1, . . . , 2dl − 1) (resp. (2d1, . . . , 2dl)), then
we call dy a splitting of dx. In particular, if cy = (2c1 − 1, . . . , 2ck − 1, 2c1, . . . , 2ck), we say cy
is the standard doubling of cx, and if dy = (2d1 − 1, . . . , 2dl − 1)(2d1, . . . , 2dl), we say dy is the
standard splitting of dx.
Example 3.14. Let x = (1, 2)(3, 4) ∈ W2, and y = (1, 3, 2, 4)(5, 7)(6, 8) so that pi3(y) = x. Then
the cycle (1, 3, 2, 4) is the standard doubling of (1, 2), and the cycle product (5, 7)(6, 8) is the
standard splitting of (3, 4). On the other hand, if z = (1, 4, 2, 3)(5, 8)(6, 7) ∈ W3, we again have
pi3(z) = x, and (1, 4, 2, 3) is a doubling of (1, 2), whereas (5, 8)(6, 7) is a splitting of (3, 4).
Definition 3.15. Let c1 := [n1, . . . , nk] and c2 = [m1, . . . ,ml] be two partitions of 2
n such that
n1 ≤ · · · ≤ nk and m1 ≤ · · · ≤ ml. Then c1 ∗ c2 is a partition of 2
n+1 defined by
c1 ∗ c2 = [α1, . . . , αk+l],
where the (k + l)-tuple (α1, . . . , αk+l) is the non-descending ordering of the (k + l)-tuple
(n1, . . . , nk,m1, . . . ,ml).
Definition 3.16. Let S1 ⊆ S2 ⊆ Wn be two subsets of Wn. We define the cycle data of
S1 relative to S2 to be the set of pairs (c, qc), where c is a cycle type that exists in S1, and
qc = pc
|S1|
|S2|
, where pc is the proportion of the elements of S1 with cycle type c. We denote this set
by CD(S1, S2).
Example 3.17. Let S1 = 〈(1, 3, 2, 4)〉 ≤W2, and S2 =W2. Then we have
S1 = {id, (1, 2)(3, 4), (1, 3, 2, 4), (1, 4, 2, 3)}.
This gives
CD(S1, S2) = {([1, 1, 1, 1],
1
8
), ([2, 2],
1
8
), ([4],
1
4
)}.
Definition 3.18. Let A and B be two sets given by
A = {(c1, p1), . . . , (ck, pk)}, B = {(d1, q1), . . . , (dl, ql)},
where ci, dj are some partitions of 2
n, and pi, qj are such that 0 ≤ pi, qj ≤ 1 for all i = 1, . . . , k and
j = 1, . . . , l. We define the product A×B by
A×B = {(ci ∗ dj , piqj)|(ci, pi) ∈ A, (dj , qj) ∈ B}.
Remark 3.19. Of course, one may have ci ∗ dj = c
′
i ∗ d
′
j for some (ci, dj) 6= (c
′
i, d
′
j). In this case,
we do the following: Suppose we have (ci1 ∗ dj1 , pi1qj1), (ci2 ∗ dj2 , pi2qj2), . . . , (cit ∗ djt , pitqjt) with
c := ci1 ∗ dj1 = ci2 ∗ dj2 = · · · = cit ∗ djt in our product set. Then instead of writing these pairs
separately, we only write the single element (c,
∑t
m=1 pimqjm).
Lemma 3.20. Let x ∈Wn satisfy the following two properties:
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(i) x acts trivially on one of the half trees.
(ii) c(x) = [1, 1, . . . , 1, c1, c2, . . . , ck] such that
∑k
i=1 ci = 2
n−1.
Then we have c(anx) = [2c1, 2c2, . . . , 2ck].
Proof. We assume without loss of generality that x acts trivially on the right half tree. Let
x = (p11, . . . , p1c1) . . . (pk1, . . . , pkck).
It follows from the definition of an that
anx = (p11, p11 + 2
n−1, . . . , p1c1 , p1c1 + 2
n−1) . . . (pk1, pk1 + 2
n−1, . . . , pkck , pkck + 2
n−1),
which finishes the proof. 
Notation . Let α = [n1, . . . , ni] be partition of 2
n. We denote by dα the partition [2n1, . . . , 2ni]
of 2n+1, where the author justifes the notation by the fact that each coordinate is doubled. Let
Xn := {(α1, p1), . . . , (αk, pk)} be the set of pairs, where each αi is a partition of 2
n, and 0 ≤ pi ≤ 1.
We define dXn by
dXn = {(dα1, p1), . . . , (dαk, pk)}.
Finally, for any positive real number r such that rpi ≤ 1 for all i = 1, . . . k, we define the set rXn
by
rXn = {(α1, rp1), . . . , (αk, rpk)}.
Next, we will define the the notion of aMarkov map, which will be a bridge between the Markov
process we defined in the previous section and groups Wn. This notion will be an important tool
in our constructions in the rest of the paper:
Definition 3.21. Let q ≡ 1(mod 4), and f(x) ∈ Fq[x] be a quadratic polynomial. We first fix a re-
stricted Markov process associated to f , in the sense of Definition 2.14. Let x ∈Wn, and suppose x
has the disjoint cycle decomposition x = c1c2 . . . ck, where the decomposition may possibly include
some trivial cycles as well. We formally attach some type Ti to each ci using the set of types in
the Markov process of f . Then a level n Markov map m
(n)
f associated to the restricted Markov
process of f is defined by the map that sends x ∈ Wn to the product y = d1d
′
1 . . . dkd
′
k ∈ Wn+1,
where the product did
′
i for each i satisfies the following:
(i) If Ti starts with n, then di is the standard doubling of ci, and is given the formal type f(Ti), and
d′i is defined to be the identity element of Wn+1.
(ii) If Ti starts with s, then did
′
i is the standard splitting of ci, and di and d
′
i are given the formal
types Ti1 and Ti2 respectively, where (Ti1, Ti2) is the pair of types that is dictated by the restricted
Markov process.
Finally, we fix some notation for some elements of Wn that we will frequently use throughout
the paper: v0 := x
2
2, v1 := x
2
3, . . . ,vn−3 := x
2
n−1. We also make the convention that v−2 = v−1 =
id ∈Wn.
4. Warm-up case: conjugates of x2
In this section, we will answer Question 2.13 in the affirmative for the polynomials fa(x) =
(x + a)2 − a, a ∈ Z. Throughout, we assume that fa is irreducible. It follows from an elementary
calculation that for this family we have two different models, depending on whether a = −b2 for
some b ∈ Z or not. Below, for each different model, we will only give the first level data that is
obtained by factoring fa modulo primes of the form 4k + 1. They are as follows:
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Model 1 (for fa(x) such that a 6= −b
2 for any b ∈ Z)
([n, 2], 12 ), ([n, 1][n, 1],
1
4), ([s, 1][s, 1],
1
4)
Model 2 (for fa(x) such that a = −b
2 for some b ∈ Z)
([n, 1][n, 1], 12), ([s, 1][s, 1],
1
2)
We will first give a proof for Model 1, and then use this proof to give a proof for Model 2.
4.1. Model 1. We will construct the groupsMn for each level of the Markov model using a Markov
map, as given in Definition 3.21. By direct computation, the transitions for the Markov process
are as follows. In what follows, k ≥ 0.
[n, 2k]→ [n, 2k+1], [s, 2k]→ [n, 2k][n, 2k] or [s, 2k][s, 2k].
We define the restricted Markov model that we will use in constructing our groups as follows:
[n, 2k]→ [n, 2k+1], [s, 2k]→ [s, 2k][s, 2k].
We let M1 = 〈(1, 2)〉 and M2 = 〈(1, 3, 2, 4)〉. We attach the type [n, 4] to (1, 3, 2, 4) ∈ M2, and
attach the type [n, 1]2[s, 1]2 to id ∈ M2. If we apply the Markov map m
(2)
f to (1, 3, 2, 4), id ∈ M2,
and use the new images as generators for M3, we get M3 = 〈(1, 5, 3, 7, 2, 6, 4, 8), (1, 2)(3, 4)〉, where
(1, 5, 3, 7, 2, 6, 4, 8) has type [n, 8], (1, 2)(3, 4) has type [n, 2]2[s, 1]4, and we also have id ∈ M3 to
which we attach the type [n, 1]2[s, 1]6. If we apply the Markov map m
(3)
f to these three elements,
we obtain
M4 = 〈(1, 9, 5, 13, 3, 11, 7, 15, 2, 10, 6, 14, 4, 12, 8, 16), (1, 3, 2, 4)(5, 7, 6, 8), (1, 2)(3, 4)〉.
So, in general, for level n, one generator will be the standard n-odometer, and other n−2 generators
will have types of the forms [n, 2i]2[s, 1]2
n−2i+1 for i = 1, 2, . . . , n−2. In other words, for any n ≥ 3,
we have
(4.1) Mn = 〈xn, vn−3, . . . , v0〉.
Theorem A. For any n ≥ 1, let Mn ≤Wn be as above. Then Mn satisfies Model 1.
The rest of this subsection will be devoted to the proof of Theorem A. We will first make some
preparation for the proof.
For n ≥ 3, we let Vn = 〈vn−3, . . . , v0〉, and Nn := V
Mn
n be the normal closure of Vn in Mn. We
also make the convention that V1 and V2 are the trivial subgroups of W1 and W2, respectively.
Lemma 4.1. Let n ≥ 3. Mn/Nn ∼= Z/4Z.
Proof. Clearly, we have Mn/Nn = 〈x¯n〉, where x¯n is the image of xn in Mn/Nn. We need to show
that (xn)
4 ∈ Nn and (xn)
2 /∈ Nn. The former one is true, because we have (xn)
4 = (vn−3)(vn−3)
xn ∈
Nn. To prove the latter one, we first letX := 〈(xn)
2〉. Note that 2n−2+1 ∈ X ·1, but 2n−2+1 /∈ Nn·1,
which shows that X 6⊆ Nn, which finishes the proof. 
Lemma 4.2. Let n ≥ 3 and Pn−1 := 〈Nn−1, N
xn
n−1〉 ≤Wn. Then the following is true:
(i) Pn−1 E Nn.
(ii) Nn/Pn−1 ∼= Z/2Z × Z/2Z.
Proof.
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(i) We first prove that Pn−1 ≤ Nn. To prove this, it suffices to show Nn−1 ≤ Nn, since we have
Pn−1 = 〈Nn−1, N
xn
n−1〉, xn ∈Mn, and Nn EMn. Note that
(4.2) Nn−1 = V
Mn−1
n−1 = V
〈xn−1〉
n−1 = V
〈(xn)2〉
n−1 ,
where the last equality follows from the facts that (xn)
2 = (xn−1)(xn−1)
xn and (xn−1)
xn commutes
with each element of Vn−1 (by Lemma 3.11). Since Vn−1 ≤ Vn, (xn)
2 ∈ Mn, and Nn E Mn, (4.2)
directly implies Nn−1 ≤ Nn, hence Pn−1 ≤ Nn. To prove the normality, it suffices to prove that
Pn−1 is normalized by each generator of Mn. vi already lies in Nn−1 ≤ Pn−1 for i = 0, 1, . . . , n− 4,
thus it suffices to show that Pn−1 is normalized by xn and vn−3. We have
(4.3) P xnn−1 = 〈N
xn
n−1, N
x2n
n−1〉 = 〈N
xn
n−1, N
(xn−1)(xn−1)xn
n−1 〉 = 〈N
xn
n−1, Nn−1〉 = Pn−1,
where the third equality is true, because (xn−1)
xn commutes with xn−1 and with each element of
Nn−1 (by Lemma 3.11), and xn−1 normalizes Nn−1. Hence, (4.3) shows that Pn−1 is normalized
by xn. To prove that vn−3 also normalizes Pn−1, note that
(4.4) P
vn−3
n−1 = 〈N
vn−3
n−1 , (N
xn
n−1)
vn−3〉 = 〈Nn−1, N
xn
n−1〉 = Pn−1,
where the second equality follows from the facts that vn−3 = x
2
n−1 and xn−1 normalizes Nn−1,
and also that vn−3 commutes with each element of N
xn
n−1 (by Lemma 3.11). (4.4) shows that vn−3
normalizes Pn−1 too, hence we are done.
(ii) We have Nn = V
Mn
n = V
〈xn〉
n = 〈Vn−1, vn−3〉
〈xn〉. Since V
〈xn〉
n−1 ≤ Pn−1, and v
x2n
n−3 = v
(xn−1)(x
xn
n−1)
n−3 =
vn−3 (recall that vn−3 = x
2
n−1), we get Nn/Pn−1 = 〈v¯n−3, v¯
xn
n−3〉. Note that
v2n−3 = x
4
n−1 = (x
2
n−2)(x
2
n−2)
xn−1 = (vn−4)(vn−4)
xn−1 ∈ Pn−1.
This implies (v2n−3)
xn ∈ Pn−1 as well. Arguing with the orbits as in the proof of Lemma 4.1, it is
clear that vn−3, v
xn
n−3, vn−3v
xn
n−3 /∈ Pn−1. Noting that vn−3 commutes with v
xn
n−3 (by Lemma 3.11),
the proof is completed. 
Lemma 4.3. Nn ≤ Φ(Wn) for all n ≥ 1.
Proof. Since Φ(Wn) = W
2
n [Wn,Wn], we have vi = x
2
i+2 ∈ Φ(Wn) for all i ∈ {0, 1, . . . , n − 3}.
Because Nn is generated by some conjugates of vi, and Φ(Wn) EWn, we get Nn ≤ Φ(Wn). 
We are now ready to prove Theorem A.
By the proof of Lemma 4.1, we have
(4.5) Mn =
3∐
i=0
xinNn.
We introduce some notation for Model 1:
A
(n)
1 := the set of cycle data obtained by applying the Markov process n− 1 times to ([n, 2],
1
2
).
A
(n)
2 := the set of cycle data obtained by applying the Markov process n− 1 times to ([n, 1][n, 1],
1
4
).
A
(n)
3 := the set of cycle data obtained by applying the Markov process n− 1 times to ([s, 1][s, 1],
1
4
).
Proposition 4.4. For any n ≥ 1, we have the following equalities:
(i) A
(n)
1 = CD(xnNn ⊔ x
3
nNn,Mn).
(ii) A
(n)
2 = CD(x
2
nNn,Mn).
(iii) A
(n)
3 = CD(Nn,Mn).
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Remark . Note that proving Proposition 4.4 is enough for establishing Theorem A,
because it shows that the cycle data of Mn match the cycle data of the nth level of
the even Markov model.
Proof of Proposition 4.4. We first note that all the parts of Proposition 4.4 trivially hold for
n = 1, 2. Throughout, we assume that n ≥ 3. We will prove each part separately.
Proof of (i). Note that by the Markov process, A
(n)
1 = {([2
n], 12 )}.
Using Lemma 3.7 and Lemma 4.3, we have that all the elements in xnNn and x
3
nNn are n-
odometers, and they correspond to the half of the elements of Mn, which shows that A
(n)
1 =
CD(xnNn ⊔ x
3
nNn,Mn).
Proof of (ii). By the Markov process, we have A
(n)
2 = {([2
n−1, 2n−1], 14)}.
By the proof of Lemma 4.2, we have
(4.6) Nn =
∐
i,j∈{0,1}
(vn−3)
i(vxnn−3)
jPn−1.
Since Pn−1 = 〈Nn−1, N
xn
n−1〉, and Nn−1 acts independently from N
xn
n−1 on the tree (by the proof of
Lemma 3.11), we can write Pn−1 = Nn−1 ×N
xn
n−1. Thus, noting that vn−3 = x
2
n−1, x
2
n = xn−1x
xn
n−1
and using (4.6), we get
(4.7) x2nNn =
∐
i,j∈{0,1}
(x2i+1n−1Nn−1)× (x
2j+1
n−1 Nn−1)
xn .
Since x2i+1n−1 and x
2j+1
n−1 are both (n − 1)-odometers, and Nn−1 ≤ Φ(Wn−1) (by Lemma 4.3), using
Lemma 3.7, (4.7) implies that all the elements of x2nNn have cycle type [2
n−1, 2n−1], which corre-
spond to 14 of Mn, which finishes the proof.
Proof of (iii). We first need the following lemma:
Lemma 4.5. We have the following equality:
A
(n)
3 = (A
(n−1)
2 ⊔A
(n−1)
3 )× (A
(n−1)
2 ⊔A
(n−1)
3 ).
Proof of Lemma 4.5. Applying the Markov process to the datum ([s, 1][s, 1], 14), we have the fol-
lowing data in the second level:
B1 := ([n, 1][n, 1][s, 1][s, 1],
1
16
).
B2 := ([s, 1][s, 1][n, 1][n, 1],
1
16
).
B3 := ([n, 1][n, 1][n, 1][n, 1],
1
16
).
B4 := ([s, 1][s, 1][s, 1][s, 1],
1
16
).
Consider the datum B1. By how we define the Markov process, if we apply the Markov process to
this datum n− 2 times, the partitions of 2n−1 arising from the part [n, 1][n, 1] will be independent
from the partitions of 2n−1 arising from the part [s, 1][s, 1]. Thus, since A2 = ([n, 1][n, 1],
1
4 ) and
A3 = ([s, 1][s, 1],
1
4), it follows that
B
(n−1)
1 = A
(n−1)
2 ×A
(n−1)
3 .
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Doing the same thing for B2, B3, and B4, we obtain the equalities
B
(n−1)
2 = A
(n−1)
3 ×A
(n−1)
2 .
B
(n−1)
3 = A
(n−1)
2 ×A
(n−1)
2 .
B
(n−1)
4 = A
(n−1)
3 ×A
(n−1)
3 .
Noting that A
(n)
3 = B
(n−1)
1 ⊔B
(n−1)
2 ⊔B
(n−1)
3 ⊔B
(n−1)
4 , the result directly follows. 
We finish the proof of (iii): We will do induction. Suppose A
(k)
3 = CD(Nk,Mk) for some k ≥ 2.
Using (4.6) and the sentence following it, we have
(4.8) Nk+1 =
∐
i,j∈{0,1}
(vk−2)
i(v
xk+1
k−2 )
jNk ×N
xk+1
k .
Since we have vk−2 = x
2
k, (4.8) gives
(4.9) Nk+1 =
∐
i,j∈{0,1}
((x2k)
iNk)× ((x
2
k)
jNk)
xk+1 .
Claim 4.6. CD(Nk ×N
xk+1
k ,Mk+1) = CD(Nk,Mk)× CD(Nk,Mk).
Proof of Claim 4.6. Take a cycle type c that exists in Nk × N
xk+1
k . Suppose we have the pairs of
cycle types (α1, β1), . . . , (αi, βi) in Nk × N
xk+1
k with c = α1 ∗ β1 = . . . αi ∗ βi. Assume that the
proportion of the cycle type αi (resp. βi) in Nk is pi (resp. qi). By the definition, the density
corresponding to the cycle type c in CD(Nk ×N
xk+1
k ,Mk+1) is
|Nk ×N
xk+1
k |
|Mk+1|
(
i∑
l=1
plql) =
|Nk|
2
|Mk+1|
(
i∑
l=1
plql) =
|Nk|
2
4|Nk+1|
(
i∑
l=1
plql) =
1
16
(
i∑
l=1
plql),
where the third and forth equalities follow from Lemma 4.1 and Lemma 4.2, respectively. On the
other hand, if we calculate the corresponding density for the cycle type in the right-hand side, we
obtain
i∑
l=1
(pi
|Nk|
|Mk|
)(qi
|Nk|
|Mk|
) =
|Nk|
2
|Mk|2
(
i∑
l=1
plql) =
1
16
(
i∑
l=1
plql),
where the last equality follows from Lemma 4.1. Hence, we obtained that the proportions of c for
both sides match. We can do the other direction similarly by taking a cycle type c that exists in
CD(Nk,Mk)× CD(Nk,Mk) as well, so we are done. 
Using Claim 4.6 and the induction assumption, we have
(4.10) CD(Nk ×N
xk+1
k ,Mk+1) = A
(k)
3 ×A
(k)
3 .
Similarly, by the induction assumption and the proof of (ii), we have
(4.11) CD((x2kNk)× (Nk)
xk+1 ,Mk+1) = A
(k)
2 ×A
(k)
3
and
(4.12) CD((Nk)× (x
2
kNk)
xk+1 ,Mk+1) = A
(k)
3 ×A
(k)
2 .
Similarly, using the proof of (ii), we also have
(4.13) CD((x2kNk)× (x
2
kNk)
xk+1 ,Mk+1) = A
(k)
2 ×A
(k)
2 .
Combining (4.10) − (4.13), and using Lemma 4.5, the proof of (iii) directly follows. 
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4.2. Model 2.
Corollary 4.7. Set Mn(2) = 〈x
2
n, Nn〉. Then Mn(2) satisfies Model 2 for all n ≥ 1.
Proof. We have Mn(2) = Nn ⊔ x
2
nNn. Then the result directly follows from the proofs of parts (ii)
and (iii) of Proposition 4.4. 
4.3. Hausdorff Dimensions. By the construction, both {Mn}n≥1 and {Mn(2)}n≥1 are inverse
systems of groups via the natural restriction maps Mn+1 ։Mn and Mn+1(2)։Mn(2). Call their
inverse limits M ≤ W and M(2) ≤ W , respectively. Recall that the Hausdorff dimension of a
subgroup G ≤W is given by
H(G) = lim
n→∞
log2(|Gn|)
log2(|Wn|)
,
where Gn is the image of G in Wn. We have the following corollary to the main theorems of this
section:
Corollary 4.8. H(M) = H(M(2)) = 12 .
Proof. Using Corollary 4.7, M andM(2) clearly have same Hausdorff dimensions. We will calculate
|Mn| for all n, which will give the result.
Claim 4.9. |Mn| = 2
2n−1 for all n ≥ 1.
Proof of Claim 4.9. We will do induction. The claim is trivially true for n = 1, 2. Suppose the
claim is true for n = k ≥ 2. Using Lemma 4.1 and Lemma 4.2, we have |Mk+1| = 4|Nk+1|, and
|Nk+1| = 4|Nk|
2. Since |Mk| = 4|Nk| again by Lemma 4.1, we get
|Mk+1| = 4|Nk+1| = 16|Nk|
2 = |Mk|
2 = 22
k
,
which finishes the proof of the claim. 
The result immediately follows from Claim 4.9. 
5. Conjugates of x2 − 2
In this section, we will answer Question 2.13 in the affirmative for the polynomials of the form
ga(x) = (x+a)
2−a−2, where a = 2±b2 for some b ∈ Z. We again assume that ga is irreducible. It
follows from an elementary calculation that for this family of polynomials we have a unique Markov
model.
Our proof method in this section is rather unusual: We first cook up a Markov model, called
Model 3, which is not directly given by the polynomials ga. We construct permutation groups
satisfying this model, and then we deduce a positive answer to Question 2.13 for the family of
polynomials above as a consequence of this work. We define the first level data for Model 3 as
follows:
Model 3
([nn, 2], 14), ([ss, 2],
1
4), ([nn, 1][nn, 1],
1
8), ([ss, 1][ss, 1],
1
8), ([ns, 1][sn, 1],
1
4)
Also, it follows from an elementary calculation that if a = 2 ± b2 for some b ∈ Z, then the first
level data for the even Markov model of ga is as follows:
Model 4
([ss, 2], 12), ([nn, 1][nn, 1],
1
4), ([ss, 1][ss, 1],
1
4)
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5.1. Model 3. We will construct the groupsMn for each level of the Markov model using a Markov
map, as given in Definition 3.21. We define the transitions for the Markov process as follows. In
what follows, k ≥ 0.
[nn, 2k]→ [nn, 2k+1], [ns, 2k]→ [ss, 2k+1], [sn, 2k]→ [nn, 2k][ss, 2k],
[ss, 2k]→ [nn, 2k][nn, 2k] or [ss, 2k][ss, 2k].
We define the restricted Markov model that we will use in constructing our groups as follows:
[nn, 2k]→ [nn, 2k+1], [ns, 2k]→ [ss, 2k+1], [sn, 2k]→ [nn, 2k][ss, 2k], [ss, 2k]→ [ss, 2k][ss, 2k].
We let M1 = 〈(1, 2)〉 and M2 = 〈(1, 3, 2, 4), (1, 2)〉. We attach the type [nn, 4] to (1, 3, 2, 4) ∈M2,
the type [ss, 2][nn, 1][ss, 1] to (1, 2) ∈ M2, and the type [nn, 1]
2[ss, 1]2 to id ∈ M2. Applying the
Markov map m
(2)
g to these three elements and using the images as the generators of M3, we get
M3 = 〈(1, 5, 3, 7, 2, 6, 4, 8), (1, 3)(2, 4)(5, 6), (1, 2)(3, 4)〉,
where (1, 5, 3, 7, 2, 6, 4, 8) ∈M3 has type [nn, 8], (1, 3)(2, 4)(5, 6) ∈M3 has type [ss, 2]
2[nn, 2][ss, 1]2,
and (1, 2)(3, 4) ∈M3 has type [nn, 2]
2[ss, 1]4. If we continue this way, for any n ≥ 3, we obtain
(5.1) Mn = 〈xn,mn, vn−3, . . . , v0〉,
where xn ∈ Mn has type [nn, 2
n], mn = an−1x
xn
n−2 has type [ss, 2]
2n−2 [nn, 2n−2][ss, 1]2
n−2
, and vi
has type [nn, 2i+1]2[ss, 1]2
n−2i+2 for i = 0, . . . , n− 3. We also set m1 = id ∈W1, m2 = (1, 2) ∈W2.
Theorem B. For any n ≥ 1, let Mn ≤Wn be as above. Then Mn satisfies Model 3.
The rest of this subsection will be devoted to the proof of Theorem B. We will first make some
preparation for the proof.
Lemma 5.1. For any n ≥ 2, we have the following identity:
x2n = vn−4[xn,mn]
−1.
Proof. We will prove the lemma by showing that x2n[xn,mn] = x
2
n−2. Note that we have x
2
n =
xn−1x
xn
n−1, xn−1 = xn−2an−1, and mn = an−1x
xn
n−2. We will use these three identities in the
computation. We have
x2n[xn,mn] = x
3
nmnx
−1
n m
−1
n
= x3nan−1xnxn−2x
−1
n x
−1
n an−1xnx
−1
n−2x
−1
n
= x3nan−1xnxn−2x
−1
n x
−1
n−2x
−1
n an−1 (using Lemma 3.11)
= x4nxn−2x
−1
n an−1x
−1
n−2x
−1
n an−1 (using Lemma 3.11)
= x2n−1(x
2
n−1)
xnxn−2x
−1
n x
−1
n−1x
−1
n an−1
= x2n−1(x
2
n−1)
xnxn−2x
−2
n xnx
−1
n−1x
−1
n an−1
= x2n−1(x
2
n−1)
xnxn−2x
−1
n−1(x
−1
n−1)
xn(x−1n−1)
xnan−1
= x2n−1xn−2x
−2
n−1xn−2 (using Lemma 3.11)
= x2n−2,
which completes the proof. 
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Let Hn = 〈mn, vn−3, . . . , v0〉, and Nn = H
Mn
n . Also set Vn = 〈vn−3, . . . , v0〉, and Un = V
〈xn〉
n . We
also make the convention that V1 and V2 are the trivial subgroups of W1 and W2, respectively.
Lemma 5.2. For any n ≥ 2, we have M ′n ≤ N
od
n .
Proof. It suffices to show thatMn/N
od
n is abelian. Note that Vn is generated by the set {v0, v1, . . . , vn−3}
and vi = x
2
i+2 ∈ Φ(Wn), hence Vn ≤ Nn∩Φ(Wn) = N
od
n . Thus, we get Mn/N
od
n = 〈x¯n, m¯n〉. Noting
that [xn,mn] = m
xn
n m
−1
n ∈ Nn (since mn ∈ Nn, and Nn E Mn), and [xn,mn] ∈ Φ(Wn), we get
[xn,mn] ∈ Nn ∩ Φ(Wn) = N
od
n , which shows that Mn/N
od
n is abelian. 
Lemma 5.3. For any n ≥ 2, we have Un ≤ N
od
n .
Proof. By the proof of Lemma 5.2, we have Vn ≤ N
od
n . Since Un = V
〈xn〉
n , and Nodn E Mn, this
directly implies Un ≤ N
od
n . 
Lemma 5.4. For any n ≥ 2, we have Nodn =M
od
n = 〈M
′
n, Un〉.
Proof. For simplicity, we let Xn := 〈M
′
n, Un〉. Note that Xn ≤ N
od
n (by Lemma 5.2 and Lemma 5.3),
and Nodn ≤M
od
n . Hence, to prove the statement, it suffices to showM
od
n ≤ Xn. Note that Xn EMn,
because Xn contains M
′
n. We have Mn/Xn = 〈x¯n, m¯n〉. Observe that m
2
n = (an−1x
xn
n−2)
2 = vxnn−4 ∈
Un ≤ Xn, and also that x
2
n ∈ Xn (by Lemma 5.1). It is also clear that xn,mn, xnmn /∈ Xn ≤M
od
n ,
which shows that [Mn : Xn] = 4. Since xn,mn, xnmn /∈ M
od
n , and x
2
n,m
2
n, vn−3, . . . , v0 ∈ M
od
n , we
also have [Mn :M
od
n ] = 4, which shows that M
od
n = Xn = N
od
n , as desired. 
Proposition 5.5. For any n ≥ 3, we have Nodn−1 × (N
od
n−1)
xn E Nodn .
Proof. We will first prove that Nodn−1 × (N
od
n−1)
xn ≤ Nodn . To prove this, since N
od
n is normalized
by xn, it suffices to show N
od
n−1 ≤ N
od
n . Recall that, by Lemma 5.4, we have N
od
n = 〈M
′
n, Un〉, and
Nodn−1 = 〈M
′
n−1, Un−1〉. So, it suffices to show Un−1 ≤ N
od
n and M
′
n−1 ≤ N
od
n .
Since Un−1 = V
xn−1
n−1 , using the last equality in (4.2), we already have Un−1 ≤ Un.
To prove M ′n−1 ≤ N
od
n , note that M
′
n−1 is given by
M ′n−1 = 〈{[xn−1,mn−1], [xn−1, ui], [mn−1, vi], [vi, vj ]|i, j = 0, 1, . . . , n − 4}〉
Mn−1 .
We will prove the stronger statement that M ′n−1 ≤ Un, as follows:
(i) Using Lemma 5.1, we have [xn−1,mn−1] = x
−2
n−1vn−5 = v
−1
n−3vn−5 ∈ Un.
(ii) [xn−1, vi] = v
xn−1
i v
−1
i ∈ Un, since vi ∈ Vn−1 ≤ Un−1 ≤ Un, and v
xn−1
i ∈ V
〈xn−1〉
n−1 = Un−1 ≤ Un.
(iii) Recall that mn−1 = an−2x
xn
n−2. Hence, we get
[mn−1, vi] = an−1x
xn
n−2vian−1(x
xn
n−2)
−1v−1i = an−1vian−1v
−1
i ∈ Un−1 ≤ Un,
where the last equality is true because xxnn−2 commutes with an−1 and vi (by Lemma 3.11), and the
inclusion is true because an−1 normalizes Un−1 (since xn−1 normalizes Un−1 and U
xn−1
n−1 = U
an−1
n−1 ),
and vi ∈ Un−1 ≤ Un.
We also need to show that all the conjugates of these generators under Mn−1 also lie in Un.
From above, [xn−1, vi] and [mn−1, vi] for i = 0, 1, . . . , n − 4 already lie in Un−1, hence their con-
jugates under Mn−1 lie in Un−1 ≤ Un (since Un−1 E Mn−1). Thus, it suffices to show that the
conjugates of [xn−1,mn−1] = v
−1
n−3vn−5 under Mn−1 lie in Un. Since the generators v0, . . . , vn−4 of
Mn−1 already lie in Un, it is enough to show that (v
−1
n−3vn−5)
xn−1 ∈ Un and (v
−1
n−3vn−5)
mn−1 ∈ Un.
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The former inclusion is true, because v−1n−3vn−5 ∈ Un, (v
−1
n−3vn−5)
xn−1 = (v−1n−3vn−5)
x2n , and Un is
normalized by x2n (since Un is normal in Mn). For the latter one, recall that mn−1 = an−2x
xn−1
n−3 ,
which clearly normalizes Un, which directly implies (v
−1
n−3vn−5)
mn−1 ∈ Un. Hence, we have proven
that Nodn−1 × (N
od
n−1)
xn ≤ Nodn .
To prove the normality, note that from the proof above, it is easy to see that Un ≤ N
od
n−1 ×
(Nodn−1)
xn as well, which gives Nodn−1 × (N
od
n−1)
xn = Un. But, Un E N
od
n already holds (since
Un EMn), which establishes N
od
n−1 × (N
od
n−1)
xn E Nodn . 
From now on, for simplicity, we set Pn−1 = N
od
n−1 × (N
od
n−1)
xn (although we may still sometimes
use the original expression).
Proposition 5.6. For any n ≥ 3, we have Nodn /Pn−1
∼= Z/2Z.
Proof. By the proof of Proposition 5.5, we have Pn−1 = Un, thus we need to show that N
od
n /Un
∼=
Z/2Z. Recall that, by Lemma 5.4, Nodn = 〈M
′
n, Un〉. Thus, we have N
od
n /Un = 〈M
′
n〉. Note that
[xn, vi], [mn, vi], [vi, vj ] for i, j ∈ {0, . . . , n− 3} and their conjugates under Mn all lie in Un, because
Un E Mn. Hence, we get N
od
n /Un = 〈[xn,mn]〉
Mn . By Lemma 5.1, we have [xn,mn] = x
−2
n vn−4 ∈
x−2n Un. If we can show that all the conjugates of [xn,mn] under Mn also lie in x
−2
n Un and that
x2n /∈ Un, then we will get N
od
n /Pn−1 = N
od
n /Un = 〈x
−2
n 〉 ∼= Z/2Z, where the isomorphism is because
of the fact that x4n = vn−3v
xn
n−3 ∈ Un. The fact that x
2
n /∈ Un follows, because the action of Un has 4
orbits, and the action of x2n has 2 orbits. So, it remains to prove that all the conjugates of [xn,mn]
under Mn lie in x
−2
n Un.
(i) [xn,mn]
viUn = (x
−2
n vn−4)
viUn = vix
−2
n vn−4v
−1
i Un = vix
−2
n Un = viUnx
−2
n = x
−2
n Un, where the
fourth and fifth equalities hold because x−2n normalizes Un and vi ∈ Un.
(ii) [xn,mn]
xnUn = (x
−2
n vn−4)
xnUn = x
−1
n vn−4x
−1
n Un = x
−1
n Unx
−1
n = x
−2
n Un.
(iii)
[xn,mn]
mnUn = (x
−2
n vn−4)
mnUn
= mnx
−2
n vn−4m
−1
n Un
= mnx
−2
n m
−1
n Un (since mn normalizes Un and vn−4 ∈ Un)
= x−2n (x
2
nmnx
−2
n m
−1
n )Un
= x−2n (xn−1x
xn
n−1an−1x
xn
n−2x
−1
n−1(x
−1
n−1)
xnan−1(x
−1
n−2)
xn)Un
= x−2n ([xn−1, an−1][xn−1, xn−2]
xn)Un (using Lemma 3.11)
= x−2n ([xn−1, an−1](x
−2
n−1)
xn)Un
= x−2n [xn−1, an−1]Un
= x−2n v
xn−2
n−3 Un (using xn−1 = xn−2an−1)
= x−2n Un.

From the proofs of Lemma 5.4 and Proposition 5.6, we get
(5.2) Mn =
∐
i,j∈{0,1}
xinm
j
nN
od
n
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and
(5.3) Nn =
∐
i∈{0,1}
x2in Pn−1.
Hence, if we combine (5.2) and (5.3), we get
(5.4) Mn =
∐
i,j,k∈{0,1}
xinm
i
nx
2k
n Pn−1.
We introduce the following notation for Model 3:
A
(n)
1 := the set of cycle data obtained by applying the Markov process n− 1 times to ([nn, 2],
1
4
).
A
(n)
2 := the set of cycle data obtained by applying the Markov process n− 1 times to ([ss, 2],
1
4
).
A
(n)
3 := the set of cycle data obtained by applying the Markov process n− 1 times to ([nn, 1][nn, 1],
1
8
).
A
(n)
4 := the set of cycle data obtained by applying the Markov process n− 1 times to ([ss, 1][ss, 1],
1
8
).
A
(n)
5 := the set of cycle data obtained by applying the Markov process n− 1 times to ([ns, 1][sn, 1],
1
4
).
Proposition 5.7. We have the following equalities:
(1) A
(n)
1 = CD(xnN
od
n ,Mn).
(2) A
(n)
2 = CD(xnmnN
od
n ,Mn).
(3) A
(n)
3 = CD(x
2
nPn−1,Mn).
(4) A
(n)
4 = CD(Pn−1,Mn).
(5) A
(n)
5 = CD(mnN
od
n ,Mn).
Remark . Note that proving Proposition 5.7 is enough for establishing Theorem B,
because it shows that the cycle data of Mn match the cycle data of the nth level of
the even Markov model.
Proof of Proposition 5.7. We will first give direct proofs for (1) and (3), and then we will prove
(2), (4) and (5) using induction.
Proof of (1). Note that A
(n)
1 = {([2
n], 14)}. By the definition of N
od
n , all the permutations in
xnN
od
n are n-odometers, which correspond to
1
4 of the elements of Mn, which shows that A
(n)
1 =
CD(xnN
od
n ,Mn).
Proof of (3). Note that A
(n)
3 = {([2
n−1, 2n−1], 18)}. We also have
x2nPn−1 = (xn−1x
xn
n−1)N
od
n−1 × (N
od
n−1)
xn = (xn−1N
od
n−1)× (xn−1N
od
n−1)
xn .
Hence, by the definition of Nodn−1, all the permutations in x
2
nPn−1 have cycle type of the form
[2n−1, 2n−1], and they correspond to 18 of the elements ofMn, which shows that A
(n)
3 = CD(x
2
nPn−1,Mn).
As promised at the beginning, we will now prove the remaining parts using induction. All the
statements of Proposition 5.7 are true for n = 1, 2, 3 by direct computation. Suppose that they are
true for some n = k ≥ 3. We will prove each of remaining statements for n = k + 1.
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Proof of (2). Note that xk+1mk+1N
od
k+1 = xk+1mk+1Pk ⊔ xk+1mk+1x
2
k+1Pk.
Lemma 5.8. xk+1mk+1Pk is conjugate to xk+1mk+1x
2
k+1Pk under Wk+1.
Proof. Using Pk = N
od
k × (N
od
k )
xk+1 and x2k+1 = xkx
xk+1
k , the statement of the lemma becomes
(5.5) xk+1mk+1N
od
k xk+1N
od
k x
−1
k+1 ∼ xk+1mk+1xkN
od
k xk+1xkN
od
k x
−1
k+1
(5.6) ⇐⇒ mk+1N
od
k xk+1N
od
k ∼ mk+1xkN
od
k xk+1xkN
od
k
(5.7) ⇐⇒ mk+1N
od
k xk+1N
od
k ∼ mk+1xkN
od
k xk+1N
od
k x
−1
k (since x
2
k ∈ N
od
k )
So, it suffices to show that mk+1xkN
od
k = xkmk+1N
od
k . Recall that mk+1 = akx
xk+1
k−1 . Therefore,
since x
xk+1
k−1 commutes with xk, it is enough to prove [ak, xk] ∈ N
od
k , which is true, because we have
[ak, xk] = akxkakx
−1
k
= ak(xk−1ak)ak(xk−1ak)
−1
= xakk−1x
−1
k−1
= xxkk−1xk−1x
−2
k−1
= x2kx
−2
k−1 ∈ N
od
k .

Hence, in the light of Lemma 5.8, we have CD(xk+1mk+1N
od
k+1,Mk+1) = 2CD(xk+1mk+1Pk,Mk+1).
We will focus on the coset xk+1mk+1Pk.
Recall that xk+1 = xkak+1 and mk+1 = ak(xk−1)
xk+1 . We also have x2k = xk−1x
xk
k−1. Hence, we
obtain
xk+1mk+1Pk = xk+1mk+1N
od
k × (N
od
k )
xk+1
= xkak+1ak(xk−1)
xk+1Nodk × (N
od
k )
xk+1
= xkak+1ak(xkak)
xk+1Nodk × (N
od
k )
xk+1
= xkak+1akN
od
k × (xkakN
od
k )
xk+1 (using Lemma 3.11)
= ak+1(ak+1xkak+1)akN
od
k × (xkakN
od
k )
xk+1
= ak+1(akN
od
k )× (x
2
kakN
od
k )
xk+1 (using Lemma 3.11)
= ak+1(akN
od
k )× (akN
od
k )
xk+1 ,
where the last equality holds because ak normalizes N
od
k and x
2
k ∈ N
od
k . This is conjugate to
ak+1N
od
k × (N
od
k )
xk+1 , where the conjugating element is aka
ak+1
k . Thus, since cycle structures do
not change by conjugating, without loss of generality we can look at the coset ak+1N
od
k ×(N
od
k )
xk+1 .
Recall that we have
Nodk = N
od
k−1 × (N
od
k−1)
xk ⊔ x2kN
od
k−1 × (N
od
k−1)
xk .
Using this, we obtain
(5.8) ak+1N
od
k × (N
od
k )
xk+1 =
∐
i,j∈{0,1}
ak+1X
(k+1)
i,j ,
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where we let
(5.9) X
(k+1)
i,j = (x
2i
k N
od
k−1 × (N
od
k−1)
xk)× (x2jk N
od
k−1 × (N
od
k−1)
xk)xk+1 .
We need the following lemma:
Lemma 5.9. For any n ≥ 2, we have the following equality.
A
(n)
2 = dA
(n−1)
3 ⊔ dA
(n−1)
4 .
Proof. Applying the Markov process to the datum ([ss, 2], 14), we obtain the following data in the
second level:
B1 := ([nn, 2][nn, 2],
1
8
).
B2 := ([ss, 2][ss, 2],
1
8
).
We have
A
(n)
2 = B
(n−1)
1 ⊔B
(n−1)
2 .
Consider the datum B1. If we apply the Markov process to this datum n− 1 times, the partitions
of 2n we get will be doublings of the partitions of 2n−1 that we get by applying the Markov process
to the datum [nn, 1][nn, 1] n − 1 times, which implies B
(n−1)
1 = dA
(n−1)
3 . If we argue in the same
way for B2 (using the first level datum [ss, 1][ss, 1]), the result directly follows. 
Lemma 5.10. All the elements of the cosets ak+1X
(k+1)
1,0 and ak+1X
(k+1)
0,1 have cycle type of the
form [2k, 2k]. Thus, we have 12 [dA
(k)
3 ] = CD(ak+1X
(k+1)
1,0 ⊔ ak+1X
(k+1)
0,1 ,Mk+1).
Proof. By the symmetry, it is enough to look at X
(k+1)
1,0 . Using x
2
k = xk−1x
xk
k−1, we obtain
(5.10) X
(k+1)
1,0 = (xk−1N
od
k−1)× (xk−1N
od
k−1)
xk × (Nodk−1)
xk+1 × ((Nodk−1)
xk)xk+1 .
Hence, we get
(5.11) ak+1X
(k+1)
1,0 = ak+1[(xk−1N
od
k−1)× (xk−1N
od
k−1)
xk × (Nodk−1)
xk+1 × ((Nodk−1)
xk)xk+1 ].
It is easy to show that ak+1(xk−1N
od
k−1)(xk−1N
od
k−1)
xkn
xk+1
1 (n
xk
2 )
xk+1 is conjugate to
ak+1(xk−1N
od
k−1)(xk−1N
od
k−1)
xk for all n1, n2 ∈ N
od
k−1. By Lemma 3.20, all the elements of
ak+1(xk−1N
od
k−1)(xk−1N
od
k−1)
xk have cycle type [2k, 2k]. Hence all the elements of ak+1X
(k+1)
1,0 ⊔
ak+1X
(k+1)
0,1 have cycle type [2
k, 2k], which correspond to 116 of Mk+1. Noting that dA
(k)
3 =
{([2k, 2k], 18 )}, the proof is complete. 
Lemma 5.11. For any n ≥ 3, we have the following equality:
1
2
[dAn−14 ] = (dA
(n−2)
3 ⊔ dA
(n−2)
4 )× (dA
(n−2)
3 ⊔ dA
(n−2)
4 ).
Proof. Recall that dA
(n−1)
4 = B
(n−1)
2 , where B2 = ([ss, 2][ss, 2],
1
8 ). Applying the Markov process
to the datum B2, we get the following data in the third level:
C1 := ([nn, 2][nn, 2][nn, 2][nn, 2],
1
32
).
C2 := ([ss, 2][ss, 2][ss, 2][ss, 2],
1
32
).
C3 := ([nn, 2][nn, 2][ss, 2][ss, 2],
1
32
).
C4 := ([ss, 2][ss, 2][nn, 2][nn, 2],
1
32
).
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We have
(5.12) B
(n−1)
2 = C
(n−2)
1 ⊔ C
(n−2)
2 ⊔ C
(n−2)
3 ⊔ C
(n−2)
4 .
Similar to the proof of Lemma 4.5, we obtain
(5.13)
1
2
[C
(n−2)
1 ] = dA
(n−2)
3 × dA
(n−2)
3 ,
(5.14)
1
2
[C
(n−2)
2 ] = dA
(n−2)
4 × dA
(n−2)
4 ,
(5.15)
1
2
[C
(n−2)
3 ] = dA
(n−2)
3 × dA
(n−2)
4 ,
(5.16)
1
2
[C
(n−2)
4 ] = dA
(n−2)
4 × dA
(n−2)
3 .
Combining (5.12)−(5.16), and expanding the expression in Lemma 5.11, the result directly follows.

Lemma 5.12. 12 [dA
(k)
4 ] = CD(ak+1X
(k+1)
0,0 ⊔ ak+1X
(k+1)
1,1 ,Mk+1).
Proof. It is easy to check that ak+1X
(k+1)
0,0 and ak+1X
(k+1)
1,1 are conjugate under Wk+1, namely
ak+1X
(k+1)
0,0 = (ak+1X
(k+1)
1,1 )
x2
k+1 , hence it is enough to understand the coset ak+1X
(k+1)
0,0 . We have
(5.17) anX
(k+1)
0,0 = an(N
od
n−2)× (N
od
n−1)
xn−1 × (Nodn−2)
xn × ((Nodn−2)
xn−1)xn .
For any n1, n2 ∈ N
od
k−1, it is straightforward to check that ak+1(N
od
k−1)(N
od
k−1)
xk is conjugate to
ak+1(N
od
k−1)(N
od
k−1)
xkn1n
xk+1
2 under Wk+1 (where, the conjugating element is (n1n
xk
2 )
ak+1), hence
we get
(5.18) CD(ak+1X
(k+1)
0,0 ,Mk+1) = |Pk−1|CD(ak+1(N
od
k−1)× (N
od
k−1)
xk ,Mk+1).
Therefore, we have
(5.19) CD(ak+1X
(k+1)
0,0 ⊔ ak+1X
(k+1)
1,1 ,Mk+1) = |N
od
k |CD(ak+1(N
od
k−1)× (N
od
k−1)
xk ,Mk+1),
since 2|Pk−1| = |N
od
k |. By the induction assumption, we already have CD(N
od
k−1,Mk−1) = A
(k−1)
3 ⊔
A
(k−1)
4 . Therefore, by Lemma 5.11, it suffices to show that
(5.20) |Nodk |CD(ak+1(N
od
k−1)× (N
od
k−1)
xk ,Mk+1) = d[CD(N
od
k−1,Mk−1)]× d[CD(N
od
k−1,Mk−1)].
To show this, first take a cycle type c that exists in ak+1(N
od
k−1) × (N
od
k−1)
xk . By Lemma 3.20, we
have c = (dα1) ∗ (dβ1) = · · · = (dαi) ∗ (dβi), where αl, βl are cyle types in N
od
k−1 and (N
od
k−1)
xk with
corresponding densities pl and ql respectively, for l = 1, . . . , i. Hence, the corresponding density for
c in |Nodk |CD(ak+1(N
od
k−1)× (N
od
k−1)
xk ,Mk+1) will be
(5.21) |Nodk |(
i∑
l=1
plql
|Nodk−1|
2
|Mk+1|
) = |Nodk |
|Nodk−1|
2
|Mk+1|
(
i∑
l=1
plql) =
|Nodk |
2
2|Mk+1|
(
i∑
l=1
plql) =
1
16
(
i∑
l=1
plql),
where the third equality follows from Proposition 5.6, and the last equality follows from the proof
of Lemma 5.4. Again using Lemma 3.20, the cycle type c will definitely exist on the right-hand
side of (5.20) as well. To calculate the corresponding density in the right-hand side of (5.20), note
that we again have c = (dα1) ∗ (dβ1) = · · · = (dαi) ∗ (dβi), where αl, βl are cycle types in N
od
k−1
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with corresponding densities pi, qi respectively for l = 1, . . . , i. Hence, the corresponding density
for c will be
(5.22)
i∑
l=1
(pl
|Nodk−1|
Mk−1
)(ql
|Nodk−1|
Mk−1
) = (
|Nodk−1|
|Mk−1|
)2(
i∑
l=1
plql) =
1
16
(
i∑
l=1
plql),
where the last equality follows from the proof of Lemma 5.4. Hence, for a cycle type c in the left-
hand side of (5.20), we have proven that the corresponding densities for c in both sides of (5.20)
are same. We can similarly do the other direction by taking a cycle type c in the right-hand side
too, which finishes the proof. 
Combining Lemma 5.9, Lemma 5.10 and Lemma 5.12, we get
CD(xk+1mk+1Pk,Mk+1) =
1
2
A
(k+1)
2 .
Now recalling that CD(xk+1mk+1N
od
k+1,Mk+1) = 2CD(xk+1mk+1Pk,Mk+1), we get
CD(xk+1mk+1N
od
k+1,Mk+1) = A
(k+1)
2 ,
which finishes the proof of (2).
Proof of (4). We need the following lemma:
Lemma 5.13. For any n ≥ 2, we have the following equality:
1
2
[A
(n)
4 ] = (A
(n−1)
3 ⊔A
(n−1)
4 )× (A
(n−1)
3 ⊔A
(n−1)
4 ).
Proof. Applying the Markov process to the datum ([ss, 1][ss, 1], 18 ), we have the following data in
the second level:
B1 := ([nn, 1][nn, 1][ss, 1][ss, 1],
1
32
).
B2 := ([ss, 1][ss, 1][nn, 1][nn, 1],
1
32
).
B3 := ([nn, 1][nn, 1][nn, 1][nn, 1],
1
32
).
B4 := ([ss, 1][ss, 1][ss, 1][ss, 1],
1
32
).
The result now follows similarly to the proof of Lemma 4.5. 
Recall that we have
Pk = N
od
k × (N
od
k )
xk+1 .
By the induction assumption, we already have CD(Nodk ,Mk) = A
(k)
3 ⊔ A
(k)
4 . Since (N
od
k )
xk+1 also
has the same cycle data as Nodk , arguing similarly to the proof of Claim 4.6, we obtain
1
2
CD(Pk,Mk+1) = CD(N
od
k ,Mk)× CD(N
od
k ,Mk),
which, using Lemma 5.13, finishes the proof.
Proof of (5). Note that mk+1N
od
k+1 = mk+1Pk ⊔mk+1x
2
k+1Pk.
Lemma 5.14. The cycle structure of the coset mk+1Pk is same as the cycle structure of the coset
mk+1x
2
k+1Pk.
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Proof. Recall that mk+1 = akx
ak+1
k−1 . Using this and Lemma 3.11, we can write
mk+1Pk = mk+1N
od
k × (N
od
k )
xk+1 = (akN
od
k )× (xn−1N
od
k )
xk+1 .
Recall also that x2k+1 = xkx
xk+1
k . Hence, using Lemma 3.11, we can obtain
mk+1x
2
k+1Pk = mk+1x
2
k+1N
od
k × (N
od
k )
xk+1
= (akxkN
od
k )× (xk−1xkN
od
k )
xk+1
= (xk−1N
od
k )
ak × (akN
od
k )
xk+1 ,
where the last equality follows because xk = xk−1ak, ak normalizes N
od
k , and x
2
k−1 ∈ N
od
k . Combin-
ing this equality with the equality above clearly shows that the cycle structure of the coset mk+1Pk
is same as the cycle structure of the coset mk+1x
2
k+1Pk, as desired. 
Hence, in the light of Lemma 5.14, we have CD(mk+1N
od
k+1,Mk+1) = 2CD(mk+1Pk,Mk+1). We
will focus on the coset mk+1Pk. Using the notation in (5.9), we have
(5.23) mk+1Pk =
∐
i,j∈{0,1}
mk+1X
(k+1)
i,j .
Recall that X
(k+1)
i,j is given by
X
(k+1)
i,j = (x
2i
k N
od
k−1 × (N
od
k−1)
xk)× (x2jk N
od
k−1 × (N
od
k−1)
xk)xk+1 .
Using the identities mk+1 = ak(xk−1)
xk+1 and x2k = xk−1x
xk
k−1, and organizing the terms (when
needed), we obtain
mk+1X
(k+1)
0,0 = ak[(N
od
k−1)× (N
od
k−1)
xk × (xk−1N
od
k−1)
xk+1 × ((Nodk−1)
xk)xk+1 ].
mk+1X
(k+1)
1,0 = ak[(xk−1N
od
k−1)× (xk−1N
od
k−1)
xk × (xk−1N
od
k−1)
xk+1 × ((Nodk−1)
xk)xk+1 ].
mk+1X
(k+1)
0,1 = ak[(N
od
k−1)× (N
od
k−1)
xk × (Nodk−1)
xk+1 × ((xk−1N
od
k−1)
xk)xk+1 ].
mk+1X
(k+1)
1,1 = ak[(xk−1N
od
k−1)× (xk−1N
od
k−1)
xk × (Nodk−1)
xk+1 × (xk−1(N
od
k−1)
xk)xk+1 ].
By the symmetry, we clearly have
CD(mk+1X
(k+1)
0,0 ,Mk+1) = CD(mk+1X
(k+1)
0,1 ,Mk+1),
and
CD(mk+1X
(k+1)
1,0 ,Mk+1) = CD(mk+1X
(k+1)
1,1 ,Mk+1).
Lemma 5.15. We have the following equalities:
CD(mk+1X
(k+1)
0,0 ,Mk+1) = CD(mk+1X
(k+1)
0,1 ,Mk+1) = CD(mk+1X
(k+1)
1,0 ,Mk+1) = CD(mk+1X
(k+1)
1,1 ,Mk+1).
Proof. It suffices to prove (say) CD(mk+1X
(k+1)
0,0 ,Mk+1) = CD(mk+1X
(k+1)
1,0 ,Mk+1). Note that the
actions of mk+1X
(k+1)
0,0 and mk+1X
(k+1)
1,0 on the right half of the tree are already identical, so it is
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enough to show that their actions on the left side of the tree are conjugate to each other under
Wk+1,
⇐⇒ akN
od
k−1(N
od
k−1)
xk ∼ ak(xk−1N
od
k−1)(xk−1N
od
k−1)
xk
⇐⇒ akN
od
k−1(N
od
k−1)
xk ∼ akN
od
k−1xk−1x
xk
k−1(N
od
k−1)
xk
⇐⇒ akN
od
k−1akN
od
k−1ak ∼ akN
od
k−1xk−1akxk−1N
od
k−1ak
⇐⇒ Nodk−1akN
od
k−1 ∼ N
od
k−1xk−1akxk−1N
od
k−1
⇐⇒ Nodk−1akN
od
k−1 ∼ xk−1N
od
k−1akN
od
k−1xk−1,
which is true because x2k−1 ∈ N
od
k−1 by the proof of Lemma 5.4. 
Lemma 5.16. For any n ≥ 3, we have 116 [A
(n)
5 ] = A
(n−2)
1 ×(dA
(n−2)
3 ⊔dA
(n−2)
4 )×(A
(n−2)
3 ⊔A
(n−2)
4 ).
Proof. Applying the Markov process to the datum A5 = ([ns, 1][sn, 1],
1
4), we have the following
data in the second level:
B1 = ([ss, 2][nn, 1][ss, 1],
1
4
).
If we apply the Markov process once more, we get the following data in the third level:
C1 = ([nn, 2][nn, 2][nn, 2][nn, 1][nn, 1],
1
16
).
C2 = ([nn, 2][nn, 2][nn, 2][ss, 1][ss, 1],
1
16
).
C3 = ([ss, 2][ss, 2][nn, 2][nn, 1][nn, 1],
1
16
).
C4 = ([ss, 2][ss, 2][nn, 2][ss, 1][ss, 1],
1
16
).

Hence, we get
A
(n)
5 = B
(n−1)
1 = C
(n−2)
1 ⊔C
(n−2)
2 ⊔ C
(n−2)
3 ⊔C
(n−2)
4 .
Similar to the proof of Lemma 4.5, we obtain the following:
(5.24)
1
16
[C
(n−2)
1 ] = dA
(n−2)
3 ×A
(n−2)
1 ×A
(n−2)
3 .
(5.25)
1
16
[C
(n−2)
2 ] = dA
(n−2)
3 ×A
(n−2)
1 ×A
(n−2)
4 .
(5.26)
1
16
[C
(n−2)
3 ] = dA
(n−2)
4 ×A
(n−2)
1 ×A
(n−2)
3 .
(5.27)
1
16
[C
(n−2)
4 ] = dA
(n−2)
4 ×A
(n−2)
1 ×A
(n−2)
4 .
Combining and organizing these, Lemma 5.16 directly follows.
Lemma 5.17. 12CD(mk+1X
(k+1)
0,0 ,Mk+1) = A
(k−1)
1 × (dA
(k−1)
3 ⊔ dA
(k−1)
4 )× (A
(k−1)
3 ⊔A
(k−1)
4 ).
First note that using Lemma 5.15 and Lemma 5.16, and also recalling that
CD(mk+1N
od
k+1
,Mk+1) = 2CD(mk+1Pk,Mk+1), proving Lemma 5.17 will finish the proof
of (5). We now prove Lemma 5.17 :
MARKOV PROCESSES AND SOME PCF QUADRATIC POLYNOMIALS 27
Proof of Lemma 5.17. Recall that we have
mk+1X
(k+1)
0,0 = ak[(N
od
k−1)× (N
od
k−1)
xk × (xk−1N
od
k−1)
xk+1 × ((Nodk−1)
xk)xk+1 ].
Arguing similarly to the proof of Lemma 5.12, we get
(5.28)
1
4
CD(mk+1X
(k+1)
0,0 ,Mk+1) = CD(ak(N
od
k−1)×(N
od
k−1)
xk ,Mk)×CD(xk−1N
od
k−1,Mk−1)×CD(N
od
k−1,Mk−1).
Note that ak(N
od
k−1) ∼ akN
od
k−1n
xk for all n ∈ Nodk−1, and by the induction assumption CD(N
od
k−1,Mk−1) =
A
(k−1)
3 ⊔ A
(k−1)
4 . Using Lemma 3.20, and arguing similarly to the proof of Lemma 5.12, it follows
that
(5.29) CD(ak(N
od
k−1)× (N
od
k−1)
xk ,Mk) =
1
2
[dA
(k−1)
3 ⊔ dA
(k−1)
4 ].
Again by the induction, we also have
(5.30) CD(Nodk−1,Mk−1) = A
(k−1)
3 ⊔A
(k−1)
4 .
We also clearly have
(5.31) CD(xk−1N
od
k−1,Mk−1) = A
(k−1)
1 .
Using (5.28), and taking the product of (5.29), (5.30) and (5.31), the desired result follows.

Hence, the proof for Model 3 is completed. 
5.2. Model 4. We first recall the first level data for Model 4:
Model 4
([ss, 2], 12), ([nn, 1][nn, 1],
1
4), ([ss, 1][ss, 1],
1
4).
Using Lemma 2.6, it follows that we have the following transitions in this case. In what follows,
k ≥ 0.
[nn, 2k]→ [nn, 2k+1], [ns, 2k]→ [ss, 2k+1], [sn, 2k]→ [ns, 2k][sn, 2k],
[ss, 2k]→ [nn, 2k][nn, 2k] or [ss, 2k][ss, 2k].
Observe that the only difference between the transitions for Model 3 and the transitions for
Model 4 is that [sn, 2k] leads to [nn, 2k][ss, 2k] in Model 3, whereas [sn, 2k] leads to [ns, 2k][sn, 2k]
in Model 3. However, applying the Markov process for Model 4 iteratively, it is clear that the type
sn never appears, which shows that two set of transitions will give the same level n data for all
n, when applied to Model 4. Therefore, we have the following corollary, similar to the previous
section:
Corollary 5.18. Set Mn(2) = 〈xnmn, N
od
n 〉. Then Mn(2) satisfies Model 4 for all n ≥ 1.
Proof. Since (xnmn)
2 ∈Modn = N
od
n (by Lemma 5.4), we have Mn(2) = N
od
n ⊔xnmnN
od
n . Then the
result directly follows from the proofs of parts (2), (3) and (4) of Proposition 5.7. 
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5.3. Hausdorff Dimensions. We again denote by M and M(2) the inverse limits of {Mn}n≥1
and {Mn(2)}n≥1, respectively. Using Corollary 5.18, M and M(2) clearly have same Hausdorff
dimensions.
Corollary 5.19. H(M) = H(M(2)) = 12
Proof. We will prove the corollary by calculating |Mn| for all n. We have |M1| = 2.
Claim 5.20. For n ≥ 2, we have |Mn| = 2
2n−1+1.
Proof of Claim 5.20. The claim is trivially true for n = 2. Suppose it is true for n = k ≥ 2. By the
proof of Lemma 5.4 and Proposition 5.6, we have |Mk+1| = 4|N
od
k+1| and |N
od
k+1| = 2|N
od
k |
2. Since
we also have |Mk| = 4|N
od
k | again by the proof of Lemma 5.4, we get
|Mk+1| = 4|N
od
k+1| = 8|N
od
k |
2 =
1
2
|Mk|
2 = 22
k+1,
which completes the proof. 
The result is immediate from Claim 5.20. 
6. Conjugates of x2 − 1
In this section, we will answer Question 2.13 in the affirmative for the polynomials of the form
ha(x) = (x + a)
2 − a − 1. We again assume that ha is irreducible. It follows from an elementary
calculation that for this family we again have two different models, depending on whether a = ±b2
for some b ∈ Z or not. Below, for each different model, we only give the first level data that is
obtained by factoring ha modulo primes of the form 4k + 1. They are as follows:
Model 5 (for ha(x) such that a 6= ±b
2 for any b ∈ Z)
([nn, 2], 14), ([sn, 2],
1
4), ([nn, 1][sn, 1],
1
8), ([ns, 1][ss, 1],
1
8),
([nn, 1][nn, 1], 116 ), ([ns, 1][ns, 1],
1
16 ), ([sn, 1][sn, 1],
1
16), ([ss, 1][ss, 1],
1
16).
Model 6 (for ha(x) such that a = ±b
2 for some b ∈ Z)
([sn, 2], 12), ([nn, 1][nn, 1],
1
8), ([ns, 1][ns, 1],
1
8 ), ([sn, 1][sn, 1],
1
8), ([ss, 1][ss, 1],
1
8).
The strategy will be similar to the previous section: We will first give a proof for Model 5, and
then use this proof to give a proof for Model 6.
6.1. Model 5. We will construct the groupsMn for each level of the Markov model using a Markov
map, as given in Definition 3.21. By direct computation, the transitions for the Markov process
are as follows. In what follows, k ≥ 0.
[nn, 2k]→ [nn, 2k+1], [ns, 2k]→ [sn, 2k+1], [sn, 2k]→ [nn, 2k][sn, 2k],
[ss, 2k]→ [nn, 2k][nn, 2k] or [ns, 2k][ns, 2k] or [sn, 2k][sn, 2k] or [ss, 2k][ss, 2k].
We define the restricted Markov model that we will use in constructing our groups as follows:
[nn, 2k]→ [nn, 2k+1], [ns, 2k]→ [sn, 2k+1], [sn, 2k]→ [nn, 2k][sn, 2k], [ss, 2k]→ [ss, 2k][ss, 2k].
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We let M1 = 〈(1, 2)〉 and M2 = 〈(1, 3, 2, 4), (1, 2)〉. We attach the type [nn, 4] to (1, 3, 2, 4) ∈M2,
the type [sn, 2][ss, 1]2 to (1, 2) ∈M2, and the type [nn, 1]
2[ss, 1]2 to id ∈M2. Applying the Markov
map m
(2)
h to these three elements and using the images as the generators of M3, we get
M3 = 〈(1, 5, 3, 7, 2, 6, 4, 8), (1, 3)(2, 4)(5, 6), (1, 2)(3, 4)〉,
where (1, 5, 3, 7, 2, 6, 4, 8) ∈M3 has type [nn, 8], (1, 3)(2, 4) ∈M3 has type [nn, 2][sn, 2][ss, 1]
4, and
(1, 2)(3, 4) ∈M3 has type [nn, 2]
2[ss, 1]4. If we continue this way, for any n ≥ 3, we obtain
(6.1) Mn = 〈xn,mn, vn−3, . . . , v0〉,
where xn ∈Mn has type [nn, 2
n], mn has type [nn, 2
n−2] . . . [nn, 2][sn, 2][ss, 1]2
n−1
, and vi has type
[nn, 2i+1]2[ss, 1]2
n−2i+2 for i = 0, . . . , n − 3. We also set m1 = id ∈W1, m2 = (1, 2) ∈W2.
Theorem C. For any n ≥ 1, let Mn ≤Wn be as above. Then Mn satisfies Model 5.
The rest of this subsection will be devoted to the proof of Theorem C. We will first make some
preparation for the proof.
Lemma 6.1. mn+1 = x
2
nmnx
−1
n for all n ≥ 1.
Proof. We will prove the lemma by showing that x−1n mn+1 = m
xn
n . The statement is trivially
true for n = 1, 2. By applying the Markov map successively, and using the same idea as in
the proof of Lemma 3.20, we can write m3 = a2, m4 = (1, 2)a3, m5 = (1, 3, 2, 4)(5, 6)a4 , m6 =
(1, 5, 3, 7, 2, 6, 4, 8)(9, 11, 10, 12)(13, 14)a5, . . . . It follows that for all n ≥ 3, there exists αn ∈ Wn
such that xn−3αnan−1 = mn and Supp(xi−1) ∩ Supp(αi) = ∅. Moreover, it is clear from the suc-
cessive Markov maps that we have (xn−3αn)
an−1 = αn+1 for all n ≥ 3.
Note that since mn acts trivially on the right half tree, we have m
xn
n = m
an
n . Hence, we have
x−1n mn+1 = m
xn
n ⇐⇒
x−1n mn+1 = anmnan ⇐⇒
anx
−1
n mn+1an = mn ⇐⇒
x−1n−1mn+1an = mn ⇐⇒
mn+1an = xn−1mn ⇐⇒
xn−2αn+1 = xn−2an−1mn
αn+1 = an−1mn ⇐⇒
αn+1 = (xn−3αn)
an−1 ,
which is true by the above discussion. 
Lemma 6.2. For any n ≥ 2, we have the following identity:
m−1n vn−3 . . . v2v1 = (mn)
x2
n−2
+2
n .
Proof. We will do induction. It is trivially true for n = 3. Suppose it is true for n = N . Note that
(6.2) (m−1N+1vn−2 . . . v2v1)(m
−1
N vN−3 . . . v2v1)
−1 = m−1N+1vN−2mN .
Using Lemma 6.1 we have mN+1 = x
2
NmNx
−1
N , and also recalling that vN−2 = x
2
n, after cancellation
(6.2) becomes equal to xN . Hence, to prove the lemma, by the induction, it suffices to prove that
x2
N−1+2
N+1 mN+1(x
2N−1+2
N+1 )
−1x2
N−2+2
N m
−1
N (x
2N−2+2
N )
−1 = xN .
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Noting that x2
N−1+2
N+1 = x
2n−2+1
N (x
xN+1
N )
2n−2+1, and that (x
xN+1
N )
2n−2+1 commutes with mN+1 (by
Lemma 3.11), and also using Lemma 6.1, the equality in the last line directly follows. 
Similar to the last section, let Hn = 〈mn, vn−3, . . . , v0〉, and Nn = H
Mn
n . Also set Vn =
〈vn−3, . . . , v0〉, and Un = V
〈xn〉
n .
Lemma 6.3. For any n ≥ 1, we have m2n ∈ 〈M
′
n, Un〉.
Proof. We will prove the lemma by proving that there exists αn ∈Mn such that
(6.3) vn−3 . . . v2v1[αn,mn] = m
2
n.
After some straightforward manupilation, (6.3) becomes equivalent to
(6.4) m−1n vn−3 . . . v2v1 ∼ mn,
which is true by Lemma 6.2. 
Proposition 6.4. For any n ≥ 2, we have Nodn−1 ≤ N
od
n .
Proof of Proposition 6.4 will directly follow from the next two lemmas.
Lemma 6.5. For any n ≥ 1, we have Nodn = 〈M
′
n, Un〉.
Proof. For simplicity, we set Xn = 〈M
′
n, Un〉. The proof of the fact that Xn ≤ N
od
n verbatim follows
from the proofs of Lemma 5.2 and Lemma 5.3.
Claim 6.6. Modn = 〈x
2
n,Xn〉 =⇒ Lemma 6.5 holds.
Proof of Claim 6.6. Lemma 6.5 is trivially true for n = 1, 2. Suppose n ≥ 3. Note that x4n =
v2n−3(v
2
n−3)
xn ∈ Nodn . We will now prove that x
2
n /∈ N
od
n : It suffices to show that x
2
n /∈ Nn. By the
definitions of Nn and Un, we can write
(6.5) Nn = 〈mn,m
xn
n ,m
x2n
n ,m
x3n
n , Un〉,
since x4n ∈ Un. Using the identity x
2
n = xn−1x
xn
n−1 and Lemma 3.11, this becomes
(6.6) Nn = 〈mn,m
xn
n ,m
xn−1
n ,m
xn−1xn
n , Un〉,
which, using Lemma 3.11 and the fact that Un = 〈Un−1, x
2
n−1, U
xn
n−1, (x
2
n−1)
xn〉, can be written as
(6.7) Nn = 〈mn,m
xn−1
n , x
2
n−1, Un−1〉 × 〈mn,m
xn−1
n , x
2
n−1, Un−1〉
xn .
Hence, since x2n = xn−1x
xn
n−1, we get
(6.8) x2n ∈ Nn ⇐⇒ xn−1 ∈ 〈mn,m
xn−1
n , x
2
n−1, Un−1〉.
Therefore, to show x2n /∈ Nn, it suffices to show that xn−1 /∈ Nn, hence it is enough to show that
xn−1 /∈ Mn. This is true for n = 3 (by direct computation). If n > 3, and xn−1 was in Mn, we
would have pi3◦· · ·◦pin(xn−1) = x3 ∈M3, which gives a contradiction. Hence, x
2
n /∈ N
od
n , as claimed.
Using that x4n ∈ N
od
n and x
2
n /∈ N
od
n , it easily follows that N
od
n EM
od
n with index 2. But, Xn also
has index 2 in 〈x2n,Xn〉, since Xn E 〈x
2
n,Xn〉 (because M
′
n ≤ Xn), x
4
n = v
2
n−3(v
2
n−3)
xn ∈ Un ≤ Xn,
and x2n /∈ Xn. Recalling again that Xn ≤ N
od
n , this directly implies Claim 6.6. 
Hence, to prove Lemma 6.5, it suffices to prove the equality Modn = 〈x
2
n,Xn〉. The containment
〈x2n,Xn〉 ≤M
od
n is obvious. To prove the other direction, note that M
od
n has index 4 in Mn, which
easily follows from the fact that Nodn has index 2 in Nn. Therefore, it suffices to show that 〈x
2
n,Xn〉
has also index 4 in Mn. This is clearly true, because m
2
n ∈ Xn by Lemma 6.3, so we are done. 
Lemma 6.7. Let n ≥ 1, and Tn = 〈x
2
n,mn, Vn〉. Then we have M
′
n−1 ≤ T
′
n.
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Proof. Note that both Vn and mn act trivially on the right half of the tree. Hence, since x
2
n =
xn−1x
xn
n−1, and x
xn
n−1 commutes with all the elements of Vn and mn using Lemma 3.11, we obtain
T ′n = 〈xn−1,mn, Vn〉
′. Therefore, for proving the lemma, without loss of generality we can take
Tn = 〈xn−1,mn, Vn〉. We have mn−1 ∈ Tn using Lemma 6.1, hence Mn−1 ≤ Tn, which directly
implies the result. 
Proof of Proposition 6.4. By the proof of Proposition 5.5, we have Un−1 ≤ Un. Also, since Tn ≤Mn,
by Lemma 6.7 we have M ′n−1 ≤ M
′
n. Combining these two with Lemma 6.5 directly gives the
result. 
Similar to the previous section, we set Pn−1 = Nn−1 × N
xn
n−1. By Proposition 6.4 we have
Pn−1 ≤ N
od
n , since N
od
n is normalized by xn (since N
od
n E Mn by Lemma 3.10). Next proposition
will prove that even a stronger statement is true.
Proposition 6.8. Pn−1 E N
od
n .
Proof. By the characterization of Nodn in Lemma 6.5, we have N
od
n = 〈M
′
n, Un〉 and Pn−1 =
〈M ′n−1, Un−1, (M
′
n−1)
xn , Uxnn−1〉. The proof will be a direct consequence of the following lemma.
Lemma 6.9. We have the following:
(1) M ′n−1 is normalized by Un.
(2) 〈M ′n−1, Un−1〉 is normalized by M
′
n.
(3) Un−1 is normalized by Un.
(4) (M ′n−1)
xn is normalized by Un.
(5) 〈(M ′n−1)
xn , Uxnn−1〉 is normalized by M
′
n.
(6) Uxnn−1 is normalized by Un.
Proof of Lemma 6.9.
(1) By the definitions of Un−1 and Un, we can write
(6.9) Un = 〈Un−1, U
xn
n−1, x
2
n−1, (x
2
n−1)
xn〉.
M ′n−1 is already normalized by Un−1 and x
2
n−1, since M
′
n−1 E Mn−1 and x
2
n−1 ∈ Mn−1, Un−1 ≤
Mn−1. Also by Lemma 3.11 every element of U
xn
n−1 and (x
2
n−1)
xn commute with every element of
M ′n−1, which in particular shows that M
′
n−1 is normalized by U
xn
n−1 and (x
2
n−1)
xn as well, which
finishes the proof.
(2) First note that 〈M ′n−1, Un−1〉 is normalized by Mn−1, since it contains M
′
n−1. We want to show
that it is normalized by M ′n, where
Mn = 〈xn,mn, v0, v1, . . . , vn−3〉.
Note that v0, v1, . . . , vn−4, vn−3 = x
2
n−1 ∈Mn−1, and also that by Lemma 6.1,mn = x
2
n−1mn−1x
−1
n−1 ∈
Mn−1 as well. Therefore, v0, v1, . . . , vn−4, vn−3,mn already normalize 〈M
′
n−1, Un−1〉, since 〈M
′
n−1, Un−1〉 E
Mn−1. Hence, only possible problematic case might happen when a commutator involves xn.
Therefore, to prove the result, it suffices to prove that [xn, α] normalizes 〈M
′
n−1, Un−1〉 for any
α ∈ {v0, v1, . . . , vn−4, vn−3,mn}. Set Xn−1 = 〈M
′
n−1, Un−1〉 for simplicity. We have
X
[xn,α]
n−1 = α
xnα−1Xn−1α(α
xn)−1 = αxnXn−1(α
xn)−1 = Xn−1,
32 V.GOKSEL
where the second equality holds because α ∈ Mn−1 and Xn−1 E Mn−1, and the third equality is
true because αxn commutes with each element of Xn−1 by Lemma 3.11. Hence, we are done.
(3) Using (6.5) and the facts that Un−1 is normalized by itself and x
2
n−1 (by its definition) and it is
also normalized by Uxnn−1 and (x
2
n−1)
xn since each element of (Un−1)
xn and (x2n−1)
xn commute with
each element of Un−1 (by Lemma 3.11), the result follows.
(4) Follows similarly to the proof of (1).
(5) Follows similarly to the proof of (2).
(6) Follows similarly to the proof of (3). 
The proof of Proposition 6.8 is complete using Lemma 6.9. 
Proposition 6.10. Nodn /Pn−1 = 〈[xn,mn], vn−3〉.
Proof. By Lemma 6.5 we have Nodn = 〈M
′
n, Un〉. Hence, we can write
(6.10) Nodn /Pn−1 = 〈M
′
n, Un〉.
By (6.5) and the definition of Pn−1, (6.6) becomes
(6.11) Nodn /Pn−1 = 〈M
′
n, vn−3, v
xn
n−3〉.
Claim 6.11. [xn,mn]2 = vn−3(vn−3)xn .
Proof of Claim 6.11. We have
[xn,mn]2 = vn−3(vn−3)xn ⇐⇒ (by Lemma 3.11)
(m2nv
−1
n−3)
xn(vn−3m
2
n)
−1 ∈ Pn−1 ⇐⇒
vn−3m
2
n ∈ N
od
n−1 ⇐⇒ (by Lemma 6.1)
x2n−1(x
2
n−1mn−1x
−1
n−1)
2 ∈ Nodn−1 ⇐⇒
x4n−1m
2
n−1[m
−1
n−1, xn−1] ∈ N
od
n−1,
which is true since x4n−1,m
2
n−1, [m
−1
n−1, xn−1] ∈ N
od
n−1. 
Using Claim 6.11, we can write
(6.12) Nodn /Pn−1 = 〈M
′
n, vn−3〉.
Recall that Mn = 〈xn,mn, v0, . . . vn−3〉. Hence, we have
(6.13) M ′n = 〈{[xn,mn], [xn, vi], [mn, vi], [vi, vj ]|i, j = 0, 1 . . . , n− 3}〉
Mn .
Since mn = x
2
n−1mn−1x
−1
n−1 ∈ Mn−1 and v0, . . . , vn−3 = x
2
n−1 ∈ Mn−1, and also because M
′
n−1 ≤
M ′n (by Lemma 6.7), (6.13) becomes
(6.14) M ′n = 〈{[xn,mn], [xn, vi],M
′
n−1|i = 0, 1 . . . , n− 3}〉
Mn .
Conjugates of M ′n−1 under Mn all lie in Pn−1, because they lie in 〈M
′
n−1, (M
′
n−1)
xn〉 ≤ Pn−1. Also
note that [xn, vi] ∈ Pn−1 for i = 0, 1, . . . , n− 4, because
[xn, vi] = v
xn
i v
−1
i ∈ 〈N
od
n−1, (N
od
n−1)
xn〉 = Pn−1.
All their conjugates under Mn also lie in Pn−1, because Pn−1 is normalized by xn, and the other
generators of Mn lie in Mn−1, all of which commute with v
xn
i (by Lemma 3.11) and conjugate v
−1
i
into Nodn−1, since N
od
n−1 EMn−1.
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We will now prove three simple claims, which together will easily imply Proposition 6.10.
Claim 6.12. [xn,mn]xn = [xn,mn]−1.
Proof of Claim 6.12. We need to show that [xn, [xn,mn]] ∈ Pn−1.
⇐⇒ x2nmnx
−2
n m
−1
n ∈ Pn−1.
⇐⇒ [x2n,mn] ∈ Pn−1,
which is true because [x2n,mn] = [xn−1,mn] ∈ M
′
n−1 ≤ Pn−1, where the equality holds because
x2n = xn−1x
xn
n−1 and x
xn
n−1 commutes with mn. 
Claim 6.13. Let α ∈ {mn, v0, . . . , vn−3}. Then [xn,mn]α = [xn,mn].
Proof of Claim 6.13. We need to show that [α, [xn,mn]] ∈ Pn−1.
(6.15) ⇐⇒ αmxnn (α
−1)m
−1
n (m−1n )
xn ∈ Pn−1.
Since mxnn commutes with (α
−1)m
−1
n (by Lemma 3.11), (6.15) becomes
(6.16) ⇐⇒ [α,m−1n ] ∈ Pn−1,
which is true because [α,m−1n ] ∈M
′
n−1 ≤ Pn−1. 
Claim 6.14. [xn, vn−3] = [xn,mn]2.
Proof of Claim 6.14. We need to show that [xn, vn−3][xn,mn]
−2 ∈ Pn−1. After expanding and or-
ganizing by using Lemma 3.11, this becomes
(vn−3m
−2
n )
xn(v−1n−3m
2
n) ∈ Pn−1.
⇐⇒ v−1n−3m
2
n ∈ N
od
n−1
⇐⇒ x−2n−1m
2
n ∈ N
od
n−1,
which is true because x2n−1,m
2
n ∈ M
od
n−1\N
od
n−1 and [M
od
n−1 : N
od
n−1] = 2 (To argue why x
2
n−1,m
2
n /∈
Nodn−1: x
2
n−1 /∈ N
od
n−1 is true by the proof of Lemma 6.5. Assume for the sake of contradiction that
m2n ∈ N
od
n−1. Using Lemma 6.1, this becomes x
2
n−1mn−1xn−1mn−1x
−1
n−1 ∈ N
od
n−1, which is equivalent
to x2n−1m
2
n−1[m
−1
n−1, xn−1] ∈ N
od
n−1, which gives x
2
n−1 ∈ N
od
n−1, which is a contradiction by the first
part. Hence, we get m2n /∈ N
od
n−1, as desired.). 
Combining Claim 6.12, Claim 6.13 and Claim 6.14, Proposition 6.10 directly follows. 
Corollary 6.15. Nodn /Pn−1
∼= Z/4Z× Z/2Z.
Proof. To establish the corollary, it is enough to prove the following three assertions:
(i) [xn,mn] has order 4.
(ii) vn−3 has order 2.
(iii) [xn,mn]vn−3 = vn−3[xn,mn].
We will prove these one by one:
(i) After simplifying, we have [xn,mn]
4 = (xnm
4
nx
−1
n )(m
4
n)
−1, since xnmnx
−1
n and m
−1
n commute
with each other by Lemma 3.11.We already know that xnm
4
nx
−1
n ,m
4
n ∈ Pn−1, hence (xnm
4
nx
−1
n )(m
4
n)
−1 ∈
Pn−1. We need to show [xn,mn]
2 /∈ Pn−1. We clearly have [xn,mn]
2 = (xnm
2
nx
−1
n )(m
2
n)
−1 /∈
Pn−1 ⇐⇒ m
2
n /∈ N
od
n−1, which is true by the proof of Claim 6.14.
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(ii) v2n−3 = vn−4v
xn−1
n−4 ∈ N
od
n−1 ≤ Pn−1. Also, we have vn−3 /∈ Pn−1 ⇐⇒ vn−3 /∈ N
od
n−1 (since the
action of Nodn−1 on the tree is disjoint from the action of vn−3), which is true by the proof of Claim
6.14 (recall that vn−3 = x
2
n−1.).
(iii) We need to show [[xn,mn], vn−3] ∈ Pn−1. Using the fact that xnmnx
−1
n and xnm
−1
n x
−1
n both com-
mute with mn and vn−3 (by Lemma 3.11), after simplifying it becomes equivalent to [m
−1
n , vn−3] ∈
Pn−1, which is true because mn, xn−1 ∈Mn−1 (by Lemma 6.1), and M
′
n−1 ≤ N
od
n−1 ≤ Pn−1.
Hence, we have proven that Nodn /Pn−1
∼= Z/4Z× Z/2Z, as desired. 
From the proofs of Lemma 6.5 and Corollary 6.15, we have
(6.17) Mn =
∐
i∈{0,1,2,3}
j∈{0,1}
xinm
j
nN
od
n
and
(6.18) Nodn =
∐
i∈{0,1,2,3}
j∈{0,1}
[xn,mn]
ivjn−3Pn−1.
Hence, if we combine (6.17) and (6.18), we obtain
(6.19) Mn =
∐
i,k∈{0,1,2,3}
j,l∈{0,1}
xinm
j
n[xn,mn]
kvln−3Pn−1.
We introduce the following notation for Model 5:
A
(n)
1 := the set of cycle data obtained by applying the Markov process n− 1 times to ([nn, 2],
1
4
).
A
(n)
2 := the set of cycle data obtained by applying the Markov process n− 1 times to ([sn, 2],
1
4
).
A
(n)
3 := the set of cycle data obtained by applying the Markov process n− 1 times to ([ns, 1][ss, 1],
1
8
).
A
(n)
4 := the set of cycle data obtained by applying the Markov process n− 1 times to ([nn, 1][sn, 1],
1
8
).
A
(n)
5 := the set of cycle data obtained by applying the Markov process n− 1 times to ([nn, 1][nn, 1],
1
16
).
A
(n)
6 := the set of cycle data obtained by applying the Markov process n− 1 times to ([ns, 1][ns, 1],
1
16
).
A
(n)
7 := the set of cycle data obtained by applying the Markov process n− 1 times to ([sn, 1][sn, 1],
1
16
).
A
(n)
8 := the set of cycle data obtained by applying the Markov process n− 1 times to ([ss, 1][ss, 1],
1
16
).
Proposition 6.16. We have the following equalities:
(a) A
(n)
1 = CD(xnN
od
n ⊔ x
3
nN
od
n ,Mn).
(b) A
(n)
2 = CD(xnmnN
od
n ⊔ x
3
nmnN
od
n ,Mn).
(c) A
(n)
3 = CD(mnN
od
n ,Mn).
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(d) A
(n)
4 = CD(x
2
nmnN
od
n ,Mn).
(e) A
(n)
5 = CD(
∐
i,j∈{0,1} x
2
n[xn,mn]
2ivjn−3Pn−1,Mn).
(f) A
(n)
6 = CD(
∐
i,j∈{0,1}[xn,mn]
2i+1vjn−3Pn−1,Mn).
(g) A
(n)
7 = CD(
∐
i,j∈{0,1} x
2
n[xn,mn]
2i+1vjn−3Pn−1,Mn).
(h) A
(n)
8 = CD(
∐
i,j∈{0,1}[xn,mn]
2ivjn−3Pn−1,Mn).
Remark . Note that proving Proposition 6.16 is enough for establishing Theorem C,
because it shows that the cycle data of Mn match the cycle data of the nth level of
the even Markov model.
Proof of Proposition 6.16. We first give direct proofs for (a) and (e), and then prove the remaining
parts using induction.
Proof of (a). Note that by the Markov process, we have A
(n)
1 = {([2
n], 14)}. Also, by the definition
of Nodn , cycle types of all the permutations in xnN
od
n ⊔x
3
nN
od
n are of the form [2
n] as well, and they
correspond to 14 of Mn, which finishes the proof.
Proof of (e). First note that by the Markov process, we have A
(n)
5 = {([2
n−1, 2n−1], 116)}.
We will look at the union
∐
i,j∈{0,1} x
2
n[xn,mn]
2ivjn−3Pn−1. We have
∐
i,j∈{0,1}
x2n[xn,mn]
2ivjn−3Pn−1 =
∐
i,j∈{0,1}
x2n[xn,mn]
2ivjn−3(N
od
n−1 × (N
od
n−1)
xn)
= (x2j+1n−1 m
−2i
n N
od
n−1)× (xn−1m
2i
nN
od
n−1)
xn ,
where we used Lemma 3.11 and the identity x2n = xn−1x
xn
n−1. The cosets m
−2i
n N
od
n−1 and m
2i
nN
od
n−1
both lie in Modn−1 (since m
2
n ∈ M
od
n−1 and N
od
n−1 ≤ M
od
n−1), which shows that all the cycle types
occuring in this union are of the form [2n−1, 2n−1]. Noting that
|
∐
i,j∈{0,1} x
2
n[xn,mn]
2ivjn−3Pn−1|
|Mn|
=
4|Pn−1|
64|Pn−1|
=
1
16
(where, the first equality follows from (6.19)), we are done.
We will now prove the remaining parts using induction. All the statements of Proposition 6.16
are clearly true for n = 1, 2. Suppose that they are true for some n = k ≥ 2. We will prove each of
remaining statements for n = k + 1.
Proof of (b). We start with the following lemma:
Lemma 6.17. For any n ≥ 2, we have A
(n)
2 = dA
(n−1)
3 ⊔ dA
(n−1)
4 .
Proof. Can be proven very similarly to Lemma 5.9. Details are omitted. 
We will study the cosets xk+1mk+1N
od
k+1 and x
3
k+1mk+1N
od
k+1. We start by proving the following
lemma which in particular shows that these two cosets are always conjugate to each other.
Lemma 6.18. We have the following equalities:
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(i) (xk+1N
od
k+1)
ak+1 = x3k+1N
od
k+1.
(ii) (xk+1mk+1N
od
k+1)
ak+1 = x3k+1mk+1N
od
k+1.
Proof of Lemma 6.18.
(i) We have (Nodk+1)
ak+1 = (Nodk+1)
xk+1 = Nodk+1, so ak+1 normalizes N
od
k+1. Hence, we have
(xk+1N
od
k+1)
ak+1 = x3k+1N
od
k+1 ⇐⇒
x−3k+1ak+1xk+1N
od
k+1ak+1 = N
od
k+1 ⇐⇒
x−3k+1ak+1xk+1a
−1
k+1(N
od
k+1)
ak+1 = Nodk+1 ⇐⇒
x−3k+1ak+1xk+1a
−1
k+1 ∈ N
od
k+1 ⇐⇒
(xk+1ak+1)
2 ∈ Nodk+1 (since x
4
k+1, a
2
k+1 ∈ N
od
k+1),
which is true because (xk+1ak+1)
2 = x2k ∈ Nk+1.
(ii) We have
(xk+1mk+1N
od
k+1)
ak+1 = x3k+1mk+1N
od
k+1 ⇐⇒
m−1k+1x
−3
k+1ak+1xk+1mk+1N
od
k+1a
−1
k+1 = N
od
k+1 ⇐⇒
m−1k+1x
−3
k+1ak+1xk+1mk+1a
−1
k+1(N
od
k+1)
ak+1 = Nodk+1 ⇐⇒
m−1k+1x
−3
k+1ak+1xk+1mk+1a
−1
k+1N
od
k+1 = N
od
k+1 ⇐⇒
m−1k+1x
−3
k+1ak+1xk+1mk+1a
−1
k+1 ∈ N
od
k+1.
Since x−3k+1ak+1xk+1a
−1
k+1 ∈ N
od
k+1 from part (i), the last line becomes
[m−1k+1, ak+1] ∈ N
od
k+1,
which is true because [m−1k+1, ak+1] = m
−1
k+1m
ak+1
k+1 = m
−1
k+1m
xk+1
k+1 = [m
−1
k+1, xk+1] ∈ N
od
k+1, where the
inclusion holds by the definiton of Nodk+1. 
Hence, in the light of the part (ii) of Lemma 6.18, we have CD(xk+1mk+1N
od
k+1⊔x
3
k+1mk+1N
od
k+1,Mk+1) =
2CD(xk+1mk+1N
od
k+1,Mk+1). We will study the coset xk+1mk+1N
od
k+1.
Recall that we have
xk+1mk+1N
od
k+1 =
∐
i∈{0,1,2,3}
j∈{0,1}
xk+1mk+1[xk+1,mk+1]
ivjk−2Pk.
For simplicity, we set Y
(k+1)
i,j = [xk+1,mk+1]
ivjk−2Pk. Hence, we have
(6.20) xk+1mk+1N
od
k+1 =
∐
i∈{0,1,2,3}
j∈{0,1}
xk+1mk+1Y
(k+1)
i,j .
We first express Y
(k+1)
i,j for each pair (i, j) in a nice way. Using the facts that mk+1 = x
2
kmkx
−1
k ,
vk−2 = x
2
k and xk+1 = xkak+1, by direct computation, we get the following expressions:
(6.21) xk+1mk+1Y
(k+1)
0,0 = (xkak+1)[(xkmkN
od
k )× (N
od
k )
xk+1 ].
(6.22) xk+1mk+1Y
(k+1)
1,0 = (xkak+1)[(N
od
k )× (xkmkN
od
k )
xk+1 ].
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(6.23) xk+1mk+1Y
(k+1)
2,0 = (xkak+1)[(x
3
kmkN
od
k )× (x
2
kN
od
k )
xk+1 ].
(6.24) xk+1mk+1Y
(k+1)
3,0 = (xkak+1)[(x
2
kN
od
k )× (x
3
kmkN
od
k )
xk+1 ].
(6.25) xk+1mk+1Y
(k+1)
0,1 = (xkak+1)[(x
3
kmkN
od
k )× (N
od
k )
xk+1 ].
(6.26) xk+1mk+1Y
(k+1)
1,1 = (xkak+1)[(x
2
kN
od
k )× (xkmkN
od
k )
xk+1 ].
(6.27) xk+1mk+1Y
(k+1)
2,1 = (xkak+1)[(xkmkN
od
k )× (x
2
kN
od
k )
xk+1 ].
(6.28) xk+1mk+1Y
(k+1)
3,1 = (xkak+1)[(N
od
k )× (x
3
kmkN
od
k )
xk+1 ].
By the symmetry, we clearly have
(6.29) CD(xk+1mk+1Y
(k+1)
0,0 ,Mk+1) = CD(xk+1mk+1Y
(k+1)
1,0 ,Mk+1),
(6.30) CD(xk+1mk+1Y
(k+1)
2,0 ,Mk+1) = CD(xk+1mk+1Y
(k+1)
3,0 ,Mk+1),
(6.31) CD(xk+1mk+1Y
(k+1)
0,1 ,Mk+1) = CD(xk+1mk+1Y
(k+1)
3,1 ,Mk+1),
and
(6.32) CD(xk+1mk+1Y
(k+1)
1,1 ,Mk+1) = CD(xk+1mk+1Y
(k+1)
2,1 ,Mk+1).
Hence, it is enough to understand the cosets (say) xk+1mk+1Y
(k+1)
0,0 , xk+1mk+1Y
(k+1)
2,0 , xk+1mk+1Y
(k+1)
0,1
and xk+1mk+1Y
(k+1)
1,1 .
xk+1mk+1Y
(k+1)
0,0 : We start with the following lemma:
Lemma 6.19. The three cosets xkak+1xkmkN
od
k , ak+1x
2
kmkN
od
k and ak+1x
2
kmkN
od
k n
xk+1 are con-
jugate under Wk+1 for all n ∈ N
od
k .
Proof. We will first prove that
ak+1x
2
kmkN
od
k = (xkak+1xkmkN
od
k )
x−1
k .
It holds, because we have
(xkak+1xkmkN
od
k )
x−1
k = ak+1xkmkN
od
k xk
= ak+1xkmkxkN
od
k
= ak+1x
2
kmkN
od
k .
Second, we will prove that
ak+1x
2
kmkN
od
k = (ak+1x
2
kmkN
od
k n
xk+1)n
xk+1
for all n ∈ Nodk . First note that n
xk+1 = nak+1 . The equality we claim holds, because we have
(ak+1x
2
kmkN
od
k n
xk+1)n
xk+1
= (ak+1x
2
kmkN
od
k n
ak+1)n
ak+1
= ak+1nx
2
kmkN
od
k
= ak+1x
2
kmkN
od
k .
This finishes the proof. 
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Using (6.21) and Lemma 6.19, we obtain
(6.33) CD(xk+1mk+1Y
(k+1)
0,0 ,Mk+1) = |N
od
k |CD(ak+1(x
2
kmkN
od
k ),Mk+1)
By the induction, we already have CD(x2kmkN
od
k ,Mk) = A
(k)
4 . Using Lemma 3.20, and arguing
similarly to the proof of Lemma 5.12, it follows that
(6.34) |Nodk |CD(ak+1(x
2
kmkN
od
k ),Mk+1) =
1
4
d[CD(x2kmkN
od
k ,Mk)] =
1
4
dA
(k)
4 ,
which, using (6.33), gives
(6.35) CD(xk+1mk+1Y
(k+1)
0,0 ,Mk+1) =
1
4
dA
(k)
4 .
xk+1mk+1Y
(k+1)
2,0 : We start with the following lemma:
Lemma 6.20. The following is true:
(i) xkak+1x
3
kmkN
od
k is conjugate to ak+1mkN
od
k under Wk+1.
(ii) ak+1mkN
od
k (x
2
kn)
xk+1 is conjugate to ak+1x
2
kmkN
od
k under Wk+1 for all n ∈ N
od
k .
Proof.
(i) We will prove that
(xkak+1x
3
kmkN
od
k )
x−1
k = ak+1mkN
od
k .
It holds, because we have
(xkak+1x
3
kmkN
od
k )
x−1
k = ak+1x
3
kmkN
od
k xk
= ak+1x
3
kmkxkN
od
k
= ak+1mkN
od
k .
(ii) We will prove that
(ak+1mkN
od
k (x
2
kn)
xk+1)(x
2
k
n)xk+1 = ak+1x
2
kmkN
od
k
for all n ∈ Nodk . Note that (x
2
kn)
xk+1 = (x2kn)
ak+1 . The equality we claim holds, because we have
(ak+1mkN
od
k (x
2
kn)
xk+1)(x
2
k
n)xk+1 = (ak+1mkN
od
k (x
2
kn)
ak+1)(x
2
k
n)ak+1
= ak+1x
2
knmkN
od
k
= ak+1x
2
kmkN
od
k .

Using (6.23) and Lemma 6.20, we obtain
(6.36) CD(xk+1mk+1Y
(k+1)
2,0 ,Mk+1) = |N
od
k |CD(ak+1(x
2
kmkN
od
k ),Mk+1).
Hence, similar to the previous part, we get
(6.37) CD(xk+1mk+1Y
(k+1)
2,0 ,Mk+1) =
1
4
dA
(k)
4 .
xk+1mk+1Y
(k+1)
0,1 : We start with the following lemma:
Lemma 6.21. The three cosets xkak+1x
3
kmkN
od
k , ak+1mkN
od
k and
ak+1mkN
od
k n
xk+1 are conjugate under Wk+1 for all n ∈ N
od
k .
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Proof. We will first prove that
xkak+1x
3
kmkN
od
k = (ak+1mkN
od
k )
xk .
It holds, because we have
(ak+1mkN
od
k )
xk = xkak+1mkN
od
k x
−1
k
= xkak+1mkx
−1
k N
od
k
= xkak+1x
3
kmkN
od
k .
Secondly, we will prove that
ak+1mkN
od
k = (ak+1mkN
od
k n
xk+1)n
xk+1
.
Note that nxk+1 = nak+1 . Then the equality we claim holds, because we have
(ak+1mkN
od
k n
xk+1)n
xk+1
= (ak+1mkN
od
k n
ak+1)n
ak+1
= ak+1nmkN
od
k
= ak+1mkN
od
k .

Using (6.25) and Lemma 6.21, we obtain
(6.38) CD(xk+1mk+1Y
(k+1)
0,1 ,Mk+1) = |N
od
k |CD(ak+1(mkN
od
k ),Mk+1).
By the induction, we already have CD(mkN
od
k ,Mk) = A
(k)
3 . Using Lemma 3.20, and arguing
similarly to the proof of Lemma 5.12, it follows that
(6.39) |Nodk |CD(ak+1(mkN
od
k ),Mk+1) =
1
4
d[CD(mkN
od
k ,Mk)] =
1
4
dA
(k)
3 ,
which, using (6.38), gives
(6.40) CD(xk+1mk+1Y
(k+1)
0,1 ,Mk+1) =
1
4
dA
(k)
3 .
xnmnY
(k+1)
1,1 : We start with the following lemma:
Lemma 6.22. The following is true:
(i) xkak+1xkmkN
od
k is conjugate to ak+1x
2
kmkN
od
k under Wk+1.
(ii) xkak+1xkmkN
od
k (x
2
kn)
xk+1 is conjugate to ak+1mkN
od
k under Wk+1.
Proof.
(i) We have
(ak+1x
2
kmkN
od
k )
xk = xkak+1x
2
kmkN
od
k x
−1
k
= xkak+1x
2
kmkx
−1
k N
od
k
= xkak+1xkmkN
od
k ,
which proves what we want.
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(ii) Note that (x2kn)
xk+1 = (x2kn)
ak+1 . We have
(xkak+1xkmkN
od
k (x
2
kn)
xk+1)(x
2
k
n)xk+1 = ((x2kn)
ak+1)−1xkak+1xkmkN
od
k
= ak+1n
−1x−2k ak+1xkak+1xkmkN
od
k
= xkak+1n
−1x−1k mkN
od
k
= xkak+1x
3
kmkN
od
k ,
which is conjugate to ak+1mkN
od
k under Wk+1 by part (i) of Lemma 6.20, which finishes the
proof. 
Using (6.26) and Lemma 6.22, we obtain
(6.41) CD(xk+1mk+1Y
(k+1)
1,1 ,Mk+1) = |N
od
k |CD(ak+1(mkN
od
k ),Mk+1).
Hence, similar to the previous part, we get
(6.42) CD(xk+1mk+1Y
(k+1)
1,1 ,Mk+1) =
1
4
dA
(k)
3 .
Combining (6.29) − (6.32), (6.35), (6.37), (6.40) and (6.42), and also using (6.20) and Lemma
6.17, we obtain
CD(xk+1mk+1N
od
k+1,Mk+1) =
1
2
[dA
(k)
3 ⊔ dA
(k)
4 ] =
1
2
[A
(k+1)
2 ].
This gives
CD(xk+1mk+1N
od
k+1 ⊔ x
3
k+1mk+1N
od
k+1,Mk+1) = 2CD(xk+1mk+1N
od
k+1,Mk+1) = A
(k+1)
2 ,
which finishes the proof of (b).
Proof of (c). We start with the following lemma:
Lemma 6.23. For any n ≥ 2, we have A
(n)
3 = A
(n−1)
2 × (A
(n−1)
5 ⊔A
(n−1)
6 ⊔A
(n−1)
7 ⊔A
(n−1)
8 ).
Proof. Can be proven similarly to Lemma 5.13. Details are omitted. 
Using the computation in the proof of part (e), we can write
(6.43) Nodk+1 =
∐
i∈{0,1,2,3}
j∈{0,1}
(x2jk m
−2i
k+1N
od
k )× (m
2i
k+1N
od
k )
xk+1 .
Using this and the identity mk+1 = x
2
kmkx
−1
k , we obtain
(6.44) mk+1N
od
k+1 =
∐
i∈{0,1,2,3}
j∈{0,1}
(x2i+2j+1k m
−2i+1
k N
od
k )× (x
−2i
k N
od
k )
xk+1 ,
which after simplification becomes
(6.45) mk+1N
od
k+1 =
∐
i∈{0,1,2,3}
j∈{0,1}
(x2i+2j+1k mkN
od
k )× (x
2i
k N
od
k )
xk+1
By the induction assumption, for any i, j, we have
(6.46) CD(x2i+2j+1k mkN
od
k ,Mk) = A
(k)
2 ,
and for i ∈ {1, 3} we have
(6.47) CD(x2ik N
od
k ,Mk) = A
(k)
5 ⊔A
(k)
7 ,
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and also for i ∈ {0, 2} we have
(6.48) CD(x2ik N
od
k ,Mk) = A
(k)
6 ⊔A
(k)
8 .
Combining (6.46) with (6.47), and arguing similarly to the proof of Claim 4.6, we get
(6.49) CD(
∐
i∈{1,3}
j∈{0,1}
(x2i+2j+1k mkN
od
k )× (x
2i
k N
od
k )
xk+1 ,Mk+1) = A
(k)
2 × (A
(k)
5 ⊔A
(k)
7 ).
Similarly, combining (6.46) with (6.48), we get
(6.50) CD(
∐
i∈{0,2}
j∈{0,1}
(x2i+2j+1k mkN
od
n−1)× (x
2i
k N
od
k )
xk+1 ,Mk+1) = A
(k)
2 × (A
(k)
6 ⊔A
(k)
8 ).
Combining (6.49) with (6.50), and using Lemma 6.23 finishes the proof of (c).
Proof of (d). We start with the following lemma:
Lemma 6.24. For any n ≥ 2, A
(n)
4 = A
(n−1)
1 × (A
(n−1)
3 ⊔A
(n−1)
4 ).
Proof. Can be proven similarly to Lemma 5.13. Details are omitted. 
Using (6.45) and the identities x2k+1 = xkx
xk+1
k and mk+1 = x
2
kmkx
−1
k , we obtain
(6.51) x2k+1mk+1N
od
k+1 =
∐
i∈{0,1,2,3}
j∈{0,1}
(x2i+2j+2k mkN
od
k )× (x
2i+1
k N
od
k )
xk+1
By the induction assumption, for all i, j with i+ j even, we have
(6.52) CD(x2i+2j+2k mkN
od
k ,Mk) = A
(k)
4 ,
and for all i, j with i+ j odd we have
(6.53) CD(x2i+2j+2k mkN
od
k ,Mk) = A
(k)
3 ,
and we already have
(6.54) CD(x2i+1k N
od
k ,Mk) = A
(k)
1 .
Combining (6.52) with (6.54), and arguing similarly to the proof of Claim 4.6, we get
(6.55) CD(
∐
i∈{0,1,2,3}
j∈{0,1}
i+j≡0 mod 2
(x2i+2j+2k mkN
od
k )× (x
2i+1
k N
od
k )
xk+1 ,Mk+1) = A
(k)
4 ×A
(k)
1 .
Combining (6.52) with (6.53), and arguing similarly to the proof of Claim 4.6, we also get
(6.56) CD(
∐
i∈{0,1,2,3}
j∈{0,1}
i+j≡1 mod 2
(x2i+2j+2k mkN
od
k )× (x
2i+1
k N
od
k )
xk+1 ,Mk+1) = A
(k)
3 ×A
(k)
1 .
Combining (6.55) with (6.56), and using (6.51) and Lemma 6.24, we are done with (d).
Proof of (f). We have the following lemma:
Lemma 6.25. For any n ≥ 2, we have A
(n)
6 = A
(n−1)
2 ×A
(n−1)
2 .
Proof. Can be proven similarly to Lemma 5.13. Details are omitted. 
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Similar to the computation in the proof of (e), we have
(6.57)
∐
i,j∈{0,1}
[xk+1,mk+1]
2i+1vjk−2Pk =
∐
i,j∈{0,1}
(x−2i+2j−1k m
−2i−1
k N
od
k )× (x
2i+1
k m
2i+1
k N
od
k )
xk+1 .
By simplifying, it becomes
(6.58)
∐
i,j∈{0,1}
[xk+1,mk+1]
2i+1vjk−2Pk =
∐
i,j∈{0,1}
(x2i+2j−1k mkN
od
k )× (x
2i+1
k mkN
od
k )
xk+1 .
By the induction assumption, for all i, j, we have
(6.59) CD(x2i+2j−1k mkN
od
k ,Mk) = CD(x
2i+1
k mkN
od
k ,Mk) = A
(k)
2 .
Using (6.58) and (6.59), and arguing similarly to the proof of Claim 4.6, we get
(6.60) CD(
∐
i,j∈{0,1}
[xk+1,mk+1]
2i+1vjk−2Pk) = A
(k)
2 ×A
(k)
2 ,
as desired.
Proof of (g). We have the following lemma:
Lemma 6.26. For any n ≥ 2, we have A
(n)
7 = (A
(n−1)
3 ⊔A
(n−1)
4 )× (A
(n−1)
3 ⊔A
(n−1)
4 ).
Proof. Can be proven similarly to Lemma 5.13. Details are omitted. 
Similar to the computation in the proof of (e), we have
(6.61)
∐
i,j∈{0,1}
x2k+1[xk+1,mk+1]
2i+1vjk−2Pk =
∐
i,j∈{0,1}
(x−2i+2jk m
−2i−1
k N
od
k )× (x
2i+2
k m
2i+1
k N
od
k )
xk+1 .
By simplifying, it becomes
(6.62)
∐
i,j∈{0,1}
x2k+1[xk+1,mk+1]
2i+1vjk−2Pk =
∐
i,j∈{0,1}
(x2i+2jk mkN
od
k )× (x
2i+2
k mkN
od
k )
xk+1 .
Using the induction assumption, for i, j with i+ j even, we have
(6.63) CD(x2i+2jk mkN
od
k ,Mk) = A
(k)
3 ,
and for i, j with i+ j odd, we have
(6.64) CD(x2i+2jk mkN
od
k ,Mk) = A
(k)
4 ,
and for i even, we have
(6.65) CD(x2i+2k mkN
od
k ,Mk) = A
(k)
3 ,
and for i odd, we have
(6.66) CD(x2i+2k mkN
od
k ,Mk) = A
(k)
4 .
Using these, and arguing similarly to the proof of Claim 4.6, we get
(6.67) CD(
∐
i=0,j=0
(x2i+2jk mkN
od
k )× (x
2i+2
k mkN
od
k )
xk+1 ,Mk+1) = A
(k)
3 ×A
(k)
3 ,
(6.68) CD(
∐
i=0,j=1
(x2i+2jk mkN
od
k )× (x
2i+2
k mkN
od
k )
xk+1 ,Mk+1) = A
(k)
4 ×A
(k)
4 ,
(6.69) CD(
∐
i=1,j=0
(x2i+2jk mkN
od
k )× (x
2i+2
k mkN
od
k )
xk+1 ,Mk+1) = A
(k)
4 ×A
(k)
3 ,
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and
(6.70) CD(
∐
i=1,j=1
(x2i+2jk mkN
od
k )× (x
2i+2
k mkN
od
k )
xk+1 ,Mk+1) = A
(k)
3 ×A
(k)
4 .
Combining (6.67) − (6.70), and using (6.62) and Lemma 6.26, the proof of (g) is completed.
Proof of (h). We start with the following lemma:
Lemma 6.27. For any n ≥ 2, we have A
(n)
7 = (A
(n−1)
5 ⊔ A
(n−1)
6 ⊔ A
(n−1)
7 ⊔ A
(n−1)
8 ) × (A
(n−1)
5 ⊔
A
(n−1)
6 ⊔A
(n−1)
7 ⊔A
(n−1)
8 ).
Proof. Can be proven similarly to Lemma 5.13. Details are omitted. 
Similar to the computation in the proof of (e), we have
(6.71)
∐
i,j∈{0,1}
[xk+1,mk+1]
2ivjk−2Pk =
∐
i,j∈{0,1}
(x−2i+2jk m
−2i
k N
od
k )× (x
2i
k m
2i
k N
od
k )
xk+1 .
By simplifying, it becomes
(6.72)
∐
i,j∈{0,1}
[xk+1,mk+1]
2ivjk−2Pk =
∐
i,j∈{0,1}
(x2i+2jk N
od
k )× (x
2i
k N
od
k )
xk+1 .
Using the induction assumption, for i, j with i+ j even, we have
(6.73) CD(x2i+2jk N
od
k ,Mk) = A
(k)
6 ⊔A
(k)
8 ,
and for i, j with i+ j odd, we have
(6.74) CD(x2i+2jk N
od
k ,Mk) = A
(k)
5 ⊔A
(k)
7 ,
and for i even, we have
(6.75) CD(x2ik N
od
k ,Mk) = A
(k)
6 ⊔A
(k)
8 ,
and for i odd, we have
(6.76) CD(x2ik N
od
k ,Mk) = A
(k)
5 ⊔A
(k)
7 .
Using these, and arguing similarly to the proof of Claim 4.6, we get
(6.77) CD(
∐
i=0,j=0
(x2i+2jk N
od
k )× (x
2i
k N
od
k )
xk+1 ,Mk+1) = (A
(k)
6 ⊔A
(k)
8 )× (A
(k)
6 ⊔A
(k)
8 ),
(6.78) CD(
∐
i=0,j=1
(x2i+2jk N
od
k )× (x
2i
k N
od
k )
xk+1 ,Mk+1) = (A
(k)
5 ⊔A
(k)
7 )× (A
(k)
5 ⊔A
(k)
7 ),
(6.79) CD(
∐
i=1,j=0
(x2i+2jk N
od
k )× (x
2i
k N
od
k )
xk+1 ,Mk+1) = (A
(k)
5 ⊔A
(k)
7 )× (A
(k)
5 ⊔A
(k)
7 ),
and
(6.80) CD(
∐
i=1,j=1
(x2i+2jk N
od
k )× (x
2i
k N
od
k )
xk+1 ,Mk+1) = (A
(k)
6 ⊔A
(k)
8 )× (A
(k)
6 ⊔A
(k)
8 ).
Combining (6.77) − (6.80), and using (6.72) and Lemma 6.27, we have completed the proof of (h).
Hence, we establish all the parts, which completes the proof of Proposition 6.16. 
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6.2. Model 6.
Corollary 6.28. Set Mn(2) = 〈x
2
n, xnmn, N
od
n 〉. Then Mn(2) satisfies Model 6 for all n ≥ 1.
Proof. We have
Mn(2) = N
od
n ⊔ x
2
nN
od
n ⊔ xnmnN
od
n ⊔ x
3
nmnN
od
n .
Now the result directly follows from the proofs of parts (b), (e), (f), (g) and (h) of Proposition
6.16. 
6.3. Hausdorff Dimensions. As in the previous sections, we denote by M and M(2) the inverse
limits of {Mn}n≥1 and {Mn(2)}n≥1, respectively. Their Hausdorff dimensions are clearly same by
Corollary 6.28. We have the following corollary:
Corollary 6.29. H(M) = H(M(2)) = 34
Proof. We will first calculate |Mn| for all n. Note that we have |M1| = 2.
Claim 6.30. For any n ≥ 2, we have |Mn| = 2
3·2n−2 .
Proof of Claim 6.30. The claim is trivially true for n = 2. Suppose it is true for n = k ≥ 2. By the
proof of Claim 6.6 and Proposition 6.15, we have |Mk+1| = 8|N
od
k+1| and |N
od
k+1| = 8|N
od
k |
2. Hence,
we get
|Mk+1| = 8|N
od
k+1| = 64|N
od
k |
2 = |Mk|
2 = 23·2
k−1
,
which finishes the proof of the claim. 
Corollary 6.29 directly follows from Claim 6.30. 
7. From markov groups to galois groups
Let f(x) ∈ Z[x] be as in Theorem 1.1 or Theorem 1.2, and denote by Gn(f) the Galois group
of fn over Q(i). Recall that Mn(f) is the level n even Markov group of f , as constructed in the
previous three sections. In this section, we will explore the connection between Gn(f) and Mn(f).
Precisely, we have the following conjecture:
Conjecture 7.1. Gn(f) is isomorphic to a subgroup of Mn(f) for all n ≥ 1.
The motivation for this conjecture is the following natural idea: Recall that Mn(f) is defined
using the cycle data that estimate the factorization types of fn modulo primes of the form 4k + 1.
However, although the set of factorization types that arise from Markov process definitely contains
the set of actual factorization types of fn modulo primes of the form 4k+1, these two sets are not
necessarily equal, since there could be missing transitions that the Markov process is not taking
into account. Hence, noting that the actual factorization types modulo primes of the form 4k + 1
correspond to the cycle structures of Gn(f) (by Chebotarev’s density theorem), one may reasonably
expect that Mn(f) would contain a copy of Gn(f) for all n ≥ 1.
We will introduce a purely group theoretical question, and provide an argument indicating that
an affirmative answer to a special case of this question would imply Conjecture 7.1. We will state
the question in its general form, because we think that it is interesting in its own right. We will
start by giving the following two definitions:
Definition 7.2. Let H,G ≤ Wn be two subgroups of Wn. Set Kn = Ker(pin : Wn ։ Wn−1). We
say H is elementwise Kn-conjugate into G, if for all h ∈ H, there exists kh ∈ Kn such that
hkh ∈ G. We say H is globally Kn-conjugate into G, if there exists k ∈ Kn such that H
k ≤ G.
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Definition 7.3. Let n ≥ 1 and H,G ≤ Wn. We say that the pair (H,G) satisfies the property P
if
(7.1) H is elementwise Kn-conjugate into G ⇐⇒ H is globally Kn-conjugate into G.
Question 7.4. Let n ≥ 1. For which subgroups H,G ≤Wn, does (H,G) satisfy P?
Although we will not use it in the rest of the paper, we will now state a very partial result
(without proof) we get in this direction for the curious reader:
Theorem 7.5. Let n ≥ 1, and H,G ≤Wn. Then (H,G) satisfies P in the following two cases:
(1) |H| = 2n+1 and H contains an n-odometer.
(2) |H| = |G| and H ∩Kn = {1}.
Note that we did not include some trivial cases (such as when H is a cyclic group) in Theorem
7.5. The proof of Theorem 7.5 requires using the iterated wreath product structure of Wn.
We go back to the connection between Question 7.4 and Conjecture 7.1. We will connect Con-
jecture 7.1 with the following conjecture:
Conjecture 7.6. Let n ≥ 1 and f(x) ∈ Z[x] as in Theorem 1.1 or Theorem 1.2, and Mn(f)
the level n even Markov group of f , as constructed in the previous three sections. Then for any
H ≤Wn, (H,Mn(f)) satisfies P.
We emphasize that we explicitly know Mn(f) for all n, by the previous three sections. Although
extensive MAGMA computations appear to confirm Conjecture 7.6 for small values of n, whether
it is true for all n remains open. We now outline an argument indicating how Conjecture 7.6 should
imply Conjecture 7.1:
We will use induction. Conjecture 7.1 trivially holds for n = 1. Suppose it holds for n = k. We
can assume without loss of generality that Gk(f) ≤Mk(f). Let x ∈ Gk(f) ≤Mk(f). Consider the
pre-image sets Ax := (pik+1|Gk+1(f))
−1(x) and Bx := (pik+1|Mk+1(f))
−1(x). Let x = c1 . . . ci, where
c1, . . . ci are disjoint cycles. Take any y ∈ Ax with disjoint cycle decomposition y = (d1d
′
1) . . . (did
′
i).
Note that this cycle decomposition corresponds to the factorization type of the reduced polynomial
fk+1 ∈ Fp[x] for some prime p ≡ 1 (mod 4). Recall also that the group Mn(f) satisfies the even
Markov model of f . Hence, by the Markov model, there will be y′ ∈ Bx with disjoint cycle decom-
position y′ = (e1e
′
1) . . . (eie
′
i) such that for all j = 1, . . . i, we have
(i) djd
′
j is a doubling of cj ⇐⇒ eje
′
j is a doubling of cj .
(ii) djd
′
j is a splitting of cj ⇐⇒ eje
′
j is a splitting of cj .
But, this is equivalent to the existence of ky ∈ Kk+1 such that y
′ = yky . Doing this over all the
pre-images of all the elements of Gk(f) under pik+1|Gk+1(f), we obtain that Gk+1(f) is elementwise
Kk+1-conjugate into Mk+1(f). Given this, Conjecture 7.1 would imply Conjecture 7.6.
Remark . For the most PCF quadratic polynomials f(x) ∈ Z[x], Gn(f) contains an n-odometer
for all n ≥ 1. Hence, for attacking Conjecture 7.6, one can try assuming that H contains an
n-odometer. This assumption has the potential of being particularly useful, because for the small
values of n, the author was unable to find any pair of subgroups (H,G) in Wn such that H has an
n-odometer and (H,G) does not satisfy P, despite exhaustive MAGMA computations.
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8. Final remarks/speculations
We first make some remarks about Question 2.12.
Empirically, Question 2.12 also appears to have an affirmative answer, but whether it is true for
all n remains open. Let f(x) ∈ Z[x] be as in Theorem 1.1 or Theorem 1.2. Recall that we denote
the Galois group of fn over Q(i) by Gn(f). Hence, it follows that the Galois group of f
n over Q is
generated by Gn(f) and σn, where σn is the image of the complex conjugation in Wn. Analogous
to this, for small values of n, it empirically appears that the group generated by Mn(f) and σn
provides an affirmative answer to Question 2.12.
Secondly, we would like to note that our construction method in all the sections appears to work
for some other PCF quadratic polynomials as well, such as the conjugates of x2+ i, however, some
additional complications arise when one tries to prove it. For instance, one can construct the groups
Nodn similarly to the cases x
2 − 2 and x2 − 1, but the inclusion Nodn−1 × (N
od
n−1)
xn E Nodn does not
hold anymore. Hence, one should perhaps use a different subgroup of Nodn instead. Also, for certain
conjugates of x2 + i, one needs to add one more generator which should be constructed similarly
to the elements mn that are used in Sections 5 and 6. This case together with the conjugates of
x2 − 2 that are not treated in this paper are the subject of ongoing work.
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