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We prove in the multimode scenario a fundamental relation between the Wehrl and
the von Neumann entropy, stating that the minimum Wehrl entropy among all the
quantum states with a given von Neumann entropy is achieved by thermal Gaus-
sian states. We also prove that thermal Gaussian input states minimize the output
von Neumann entropy of multimode quantum Gaussian attenuators, amplifiers and
phase-contravariant channels among all the input states diagonal in some product ba-
sis and with a given entropy. This result constitutes a major step towards the proof
of the same property for generic input states, which is still an open conjecture. This
conjecture is necessary to determine the maximum communication rates for the triple
trade-off coding and broadcast communication with the Gaussian quantum-limited
attenuator. Finally, we prove that the tensor product of n identical geometric in-
put probability distributions minimizes the output Shannon entropy of the n-mode
thinning among all the input probability distributions with a given entropy.
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I. INTRODUCTION
Electromagnetic waves traveling through cables or free space provide the most promising
platform for quantum communication and quantum key distribution24. Quantum Gaussian
channels16,17 model the propagation of electromagnetic waves in the quantum regime, and
can be used to determine the maximum communication and key distribution rates achievable
in principle by quantum communication devices.
The determination of the maximum rates for both broadcast communication and the
triple trade-off coding with the quantum-limited Gaussian attenuator rely on a constrained
minimum output entropy conjecture11,12,27,28. This conjecture states that Gaussian input
states minimize the output von Neumann entropy16,29 of quantum Gaussian channels among
all the input states with a given entropy. This conjecture has been proven only in the one-
mode scenario5–9 and is open since 2008. The only result so far in the multimode scenario
is the quantum Entropy Power Inequality3,4,19,20, that provides a lower bound to the output
entropy of quantum Gaussian channels. However, this bound is strictly lower than the
output entropy generated by Gaussian input states, and it is not sufficient to prove the
conjecture.
The heterodyne measurement22 is the most important measurement in quantum optics,
and lies at the basis of one of the most promising protocols for quantum key distribution23,24.
The Wehrl entropy25,26 of a quantum state is the Shannon differential entropy1 of the
probability distribution of the outcome of a heterodyne measurement performed on the
state. A fundamental relation between the Wehrl and the von Neumann entropy has been
conjectured2. This relation states that the minimum Wehrl entropy among all the quantum
states with a given von Neumann entropy is achieved by Gaussian thermal states, and has
been proven only in the one-mode scenario2.
In this paper we extend all these results to the multimode scenario.
In section II, we prove that the constrained minimum output entropy of any classical,
quantum-classical and classical-quantum channel is additive (Corollary 5 and Theorems 1
and 2). In other words, any lower bound for the output entropy of a classical, quantum-
classical or classical-quantum channel implies the corresponding lower bound for the output
entropy of the tensor product of n copies of the channel.
In section III, we present Gaussian quantum systems.
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In section IV, we exploit Theorem 1 to finally prove in the multimode scenario the conjec-
tured relation between the Wehrl and the von Neumann entropy presented above (Theorem
9).
In section V, we exploit Theorem 2 to prove that n-mode thermal Gaussian input states
minimize the output von Neumann entropy of the tensor product of n identical one-mode
phase-covariant or -contravariant quantum Gaussian channels among all the input states
diagonal in some product basis and with a given entropy (Theorem 11). In particular, this
result holds for any input state diagonal in the joint Fock basis.
In section VI, we exploit Corollary 5 to prove that the tensor product of n identical geo-
metric distributions minimizes the output Shannon entropy of the n-mode thinning among
all the input probability distributions with a given entropy (Theorem 14). The thinning7,21
is the map on classical probability measures on N that is the discrete equivalent of the
rescaling of a positive real random variable. It has been involved in discrete versions of the
central limit theorem13,14,30 and of the Entropy Power Inequality18,31.
In section VII we conclude.
Appendix A contains the proof of the auxiliary Lemmas.
II. ADDITIVITY OF CONSTRAINED MINIMUM OUTPUT ENTROPY
Theorem 1 (CMOE additivity: quantum-classical channels). Let A be a quantum system
with Hilbert space HA, and let X be a countable set. Let Φ be a quantum-classical channel
that sends quantum states on HA to probability measures on X, representing a measurement
on A with outcomes in X. Then, the constrained minimum output entropy of Φ is additive.
In other words, let us suppose that for any quantum state ρˆA on HA
H (Φ (ρˆA)) ≥ f (S (ρˆA)) , (1)
where H is the Shannon entropy, S is the von Neumann entropy and f : [0,∞)→ [0,∞) is
increasing and convex. Then, for any n ∈ N and any quantum state ρˆA1...An on H⊗nA
H
(
Φ⊗n (ρˆA1...An)
) ≥ n f (S (ρˆA1...An)/n) . (2)
Proof. We will prove the claim by induction on n. The claim is true for n = 1. From the
inductive hypothesis, we can assume the claim for a given n. It is then sufficient to prove
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the claim for n + 1. Given a quantum state ρˆA1...An+1 on H⊗n+1A , Φ⊗n+1
(
ρˆA1...An+1
)
is the
probability distribution of the outcomes X1 . . .Xn+1 of the measurements on A1 . . . An+1.
The idea of the proof is applying the chain rule for the entropy and conditioning on the
values of X1 . . .Xn:
H(X1 . . .Xn+1) = H(X1 . . .Xn) +H(Xn+1|X1 . . .Xn)
= H(X1 . . .Xn) +
∫
X1...Xn
H(Xn+1|X1 = x1 . . . Xn = xn)dpX1...Xn(x1 . . . xn) ,
(3)
where all the entropies are computed on Φ⊗n+1
(
ρˆA1...An+1
)
, and pX1...Xn is the probability
measure on X1 . . .Xn induced by Φ
⊗n+1
(
ρˆA1...An+1
)
. H(Xn+1|X1 = x1 . . .Xn = xn) is the
entropy of Φ(ρˆAn+1|X1=x1...Xn=xn), where ρˆAn+1|X1=x1...Xn=xn is the reduced state of An+1 con-
ditioned on the outcomes x1 . . . xn for the measurements on A1 . . . An. We have from the
hypothesis (1)
S(Φ(ρˆAn+1|X1=x1...Xn=xn)) ≥ f(S(ρˆAn+1|X1=x1...Xn=xn)) . (4)
Applying (4) and the inductive hypothesis to (3) we get
H(X1 . . .Xn+1) ≥ n f(S(A1 . . . An)/n)
+
∫
X1...Xn
f(S(An+1|X1 = x1 . . .Xn = xn)) dpX1...Xn(x1 . . . xn) . (5)
Since f is convex we have
∫
X1...Xn
f(S(An+1|X1 = x1 . . .Xn = xn)) dpX1...Xn(x1 . . . xn)
≥ f
(∫
X1...Xn
S(An+1|X1 = x1 . . . Xn = xn) dpX1...Xn(x1 . . . xn)
)
= f(S(An+1|X1 . . .Xn)) .
(6)
From the data-processing inequality for the conditional entropy we have
S(An+1|X1 . . .Xn) ≥ S(An+1|A1 . . . An) , (7)
and since f is increasing we also have
f(S(An+1|X1 . . .Xn)) ≥ f(S(An+1|A1 . . . An)) . (8)
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Finally, putting together (5), (6) and (8) we get
H(X1 . . .Xn+1) ≥ n f(S(A1 . . . An)/n) + f(S(An+1|A1 . . . An))
≥ (n+ 1) f
(
S(A1 . . . An) + S(An+1|A1 . . . An)
n + 1
)
= (n+ 1) f (S(A1 . . . An+1)/ (n + 1)) , (9)
where we have used the convexity of f again.
Theorem 2 (CMOE additivity: classical-quantum channels). Let X be a countable set, and
let A be a quantum system with Hilbert space HA. Let Φ be a classical-quantum channel that
sends probability measures on X to quantum states on HA. Then, the constrained minimum
output entropy of Φ is additive. In other words, let us suppose that for any probability
measure pX on X
S (Φ (pX)) ≥ f (H (pX)) , (10)
where f : [0,∞)→ [0,∞) is increasing and convex. Then, for any n ∈ N and any probability
measure pX1...Xn on n copies of X,
S
(
Φ⊗n (pX1...Xn)
) ≥ n f (H (pX1...Xn)/n) . (11)
Proof. We will prove the claim by induction on n. The claim is true for n = 1. From the
inductive hypothesis, we can assume the claim for a given n. It is then sufficient to prove
the claim for n+ 1. Let us then consider a probability measure pX1...Xn+1 on n+ 1 copies of
X . As in the proof of Theorem 1, we will use the chain rule for the entropy and condition
on the values of X1 . . .Xn:
S(A1 . . . An+1) = S(A1 . . . An) + S(An+1|A1 . . . An)
(a)
≥ S(A1 . . . An) + S(An+1|X1 . . .Xn)
= S(A1 . . . An) +
∫
X1...Xn
S(An+1|X1 = x1 . . . Xn = xn) dpX1...Xn(x1 . . . xn)
(b)
≥ n f(H(X1 . . .Xn)/n) +
∫
X1...Xn
f(H(Xn+1|X1 = x1 . . .Xn = xn)) dpX1...Xn(x1 . . . xn)
(c)
≥ n f(H(X1 . . .Xn)/n) + f
(∫
X1...Xn
H(Xn+1|X1 = x1 . . .Xn = xn)
)
dpX1...Xn(x1 . . . xn)
= n f(H(X1 . . .Xn)/n) + f(H(Xn+1|X1 . . .Xn))
(d)
≥ (n+ 1) f
(
H(X1 . . . Xn) +H(Xn+1|X1 . . .Xn)
n+ 1
)
= (n + 1) f
(
H(X1 . . .Xn+1)
n + 1
)
, (12)
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where pX1...Xn is the marginal of pX1...Xn+1 , (a) follows from the data-processing inequality
for the conditional entropy, (b) follows from the inductive hypothesis and from the claim for
n = 1, and (c) and (d) follow from the convexity of f .
Remark 3. Theorems 1 and 2 hold also with X = Rm and the Shannon entropy replaced by
the Shannon differential entropy
H(X) := −
∫
Rm
ln pX(x) dpX(x) , (13)
where pX(x) is the probability density function of X .
With an identical proof we get
Corollary 4. Let X1 . . .Xn be countable sets, and let A1 . . . An be quantum systems. Let
Φ1 . . .Φn be classical-quantum channels such that each Φi sends probability measures on Xi
to quantum states on Ai. Let us suppose that for any i = 1, . . . , n and any probability
measure pXi on Xi
S (Φi (pXi)) ≥ f (H (pXi)) , (14)
where f is increasing and convex and does not depend on i. Then, for any probability measure
pX1...Xn on X1 . . . Xn,
S ((Φ1 ⊗ . . .⊗ Φn) (pX1...Xn)) ≥ n f (H (pX1...Xn)/n) . (15)
Theorems 1 and 2 hold in particular when both the input and the output are classical:
Corollary 5 (CMOE additivity: classical channels). Let X and Y be countable sets. Let
Φ be a classical channel that sends probability measures on X to probability measures on
Y . Then, the constrained minimum output entropy of Φ is additive. In other words, let us
suppose that for any probability measure pX on X
H (Φ (pX)) ≥ f (H (pX)) , (16)
where f : [0,∞)→ [0,∞) is increasing and convex. Then, for any n ∈ N and any probability
measure pX1...Xn on n copies of X,
H
(
Φ⊗n (pX1...Xn)
) ≥ n f (H (pX1...Xn)/n) . (17)
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III. GAUSSIAN QUANTUM SYSTEMS
We consider the Hilbert space of n harmonic oscillators, or nmodes of the electromagnetic
radiation. The ladder operators aˆ1 . . . aˆn satisfy the bosonic canonical commutation relations[
aˆi, aˆ
†
j
]
= δij Iˆ , i, j = 1, . . . , n , (18)
and the Hamiltonian
Hˆ :=
n∑
i=1
aˆ†i aˆi (19)
counts the total number of excitations, or photons. The operators aˆ†1aˆ1 . . . aˆ
†
naˆn can be
simultaneously diagonalized, and the resulting eigenbasis is the joint Fock basis
{|k1 . . . kn〉}k1...kn∈N . (20)
Thermal Gaussian states are the Gibbs state of the Hamiltonian (19). For one mode
(n = 1), the density matrix of the thermal Gaussian state with average energy E ≥ 0 is
ωˆE =
∞∑
k=0
1
E + 1
(
E
E + 1
)k
|k〉〈k| , (21)
where {|k〉}k∈N is the Fock basis. Its von Neumann entropy is
S (ωˆE) = (E + 1) ln (E + 1)− E lnE := g(E) . (22)
The n-mode thermal Gaussian state with average energy per mode E is ωˆ⊗nE .
IV. GAUSSIAN OPTIMIZERS FOR THE WEHRL ENTROPY
The classical phase space associated to an n-mode Gaussian quantum system is Cn, and
for any z ∈ Cn we define the coherent state
|z〉 = e− |z|
2
2
∑
k1,..., kM∈N
zk11 . . . z
kM
M√
k1! . . . kM !
|k1 . . . kM〉 . (23)
Coherent states are not orthogonal:
〈z|w〉 = ez†w− |z|
2
+|w|2
2 ∀ z, w ∈ Cn , (24)
but they are complete and satisfy the resolution of the identity17∫
Cn
|z〉〈z| d
2nz
pin
= Iˆ , (25)
where the integral converges in the weak topology.
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Definition 6 (heterodyne measurement22). The heterodyne measurement is the POVM
associated with the resolution of the identity (25), that sends the quantum state ρˆ to the
probability measure on Cn with density
dp(z) = 〈z|ρˆ|z〉 d
2nz
pin
. (26)
Definition 7 (Wehrl entropy). The Wehrl entropy of a quantum state ρˆ is the Shannon
differential entropy of the probability distribution of the outcome of an heterodyne measure-
ment performed on ρˆ:
W (ρˆ) := −
∫
Cn
〈z|ρˆ|z〉 ln〈z|ρˆ|z〉 d
2nz
pin
. (27)
The fundamental relation between the Wehrl and the von Neumann entropy has been
proven in Ref.2 in the one-mode scenario:
Theorem 8 (one-mode Wehrl entropy has Gaussian optimizers2). The minimum Wehrl en-
tropy among all the one-mode quantum states with a given von Neumann entropy is achieved
by thermal Gaussian states, i.e. for any one-mode quantum state ρˆ
W (ρˆ) ≥ ln (g−1 (S (ρˆ)) + 1)+ 1 , (28)
with g defined in (22).
Thanks to Theorem 1 we can finally extend this result to the multimode scenario:
Theorem 9 (multimode Wehrl entropy has Gaussian optimizers). For any n ∈ N, the
minimum Wehrl entropy among all the n-mode quantum states with a given von Neumann
entropy is achieved by thermal Gaussian states, i.e. for any n-mode quantum state ρˆ
W (ρˆ) ≥ n (ln (g−1 (S (ρˆ)/n) + 1)+ 1) . (29)
Proof. The claim follows from Theorem 1 and Remark 3 applied to the heterodyne mea-
surement, together with Theorem 8 and Lemma 16 of Appendix A.
V. GAUSSIAN OPTIMIZERS FOR QUANTUM GAUSSIAN CHANNELS
The one-mode Gaussian quantum attenuator Eλ,E of transmissivity 0 ≤ λ ≤ 1 and
thermal energy E ≥ 0 mixes the input state ρˆ with the thermal Gaussian state ωˆE of an
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environmental quantum system B through a beamsplitter of transmissivity λ (15, case (C)
with k =
√
λ and N0 = E):
Eλ,E (ρˆ) = TrB
[
Uˆλ (ρˆ⊗ ωˆE) Uˆ †λ
]
. (30)
Here TrB[· · · ] is the partial trace over the environment B,
Uˆλ = exp
((
aˆ†bˆ− aˆ bˆ†
)
arccos
√
λ
)
(31)
is the unitary operator implementing the beamsplitter, and bˆ is the ladder operator of B (10,
Section 1.4.2). For E = 0 the state of the environment is the vacuum and the attenuator
is quantum-limited. We put Eλ,0 = Eλ for simplicity. The action of the quantum Gaussian
attenuator on thermal Gaussian states is16
Eλ,E (ωˆE′) = ωˆλE′+(1−λ)E . (32)
The n-mode quantum Gaussian attenuator of transmissivity 0 ≤ λ ≤ 1 and thermal energy
per mode E ≥ 0 is E⊗nλ,E, the tensor product of n identical one-mode quantum Gaussian
attenuators.
The quantum Gaussian amplifier Aκ,E of amplification parameter κ ≥ 1 and thermal
energy E ≥ 0 performs a two-mode squeezing on the input state ρˆ and the thermal Gaussian
state ωˆE of B (
15, case (C) with k =
√
κ and N0 = E):
Aκ,E (ρˆ) = TrB
[
Uˆκ (ρˆ⊗ ωˆE) Uˆ †κ
]
, (33)
where
Uˆκ = exp
((
aˆ†bˆ† − aˆ bˆ
)
arccosh
√
κ
)
(34)
is the squeezing unitary operator. Again for E = 0 the amplifier is quantum-limited and
we put Aκ,0 = Aκ for simplicity. The action of the quantum Gaussian amplifier on thermal
Gaussian states is
Aκ,E (ωˆE′) = ωˆκE′+(κ−1)(E+1) . (35)
The n-mode quantum Gaussian amplifier of amplification parameter κ ≥ 1 and thermal
energy per mode E ≥ 0 is A⊗nκ,E, the tensor product of n identical one-mode quantum
Gaussian amplifiers.
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The n-mode quantum Gaussian additive-noise channel N⊗nE adds E ≥ 0 to the energy of
each mode of the input state (15, case (B2) with Nc = E). For n = 1, its action on thermal
Gaussian states is
NE (ωˆE′) = ωˆE′+E . (36)
The one-mode phase-contravariant quantum Gaussian channel A˜κ,E is the weak comple-
mentary of the one-mode quantum Gaussian amplifier Aκ,E (15, case (D) with k =
√
κ− 1
and N0 = E):
A˜κ,E (ρˆ) = TrA
[
Uˆκ (ρˆ⊗ ωˆE) Uˆ †κ
]
, (37)
where Uˆκ is the two-mode squeezing unitary defined in (34) and where now the partial trace
is performed over the system A. The action of A˜κ,E on thermal Gaussian states is16
A˜κ,E (ωˆE′) = ωˆ(κ−1)(E′+1)+κE . (38)
The n-mode phase-contravariant quantum Gaussian channel A˜⊗nκ,E is the tensor product of
n identical one-mode phase-contravariant quantum Gaussian channels.
A fundamental property of the output entropy of one-mode quantum Gaussian channels
has been proven in Ref.8:
Theorem 10 (one-mode CMOE conjecture8). Gaussian thermal input states minimize the
output von Neumann entropy of any one-mode phase-covariant and -contravariant quantum
Gaussian channel among all the input states with a given entropy, i.e. for any 0 ≤ λ ≤ 1,
κ ≥ 1, E ≥ 0 and any quantum state ρˆ
S (Eλ,E (ρˆ)) ≥ g
(
λ g−1 (S (ρˆ)) + (1− λ)E) , (39a)
S (NE (ρˆ)) ≥ g
(
g−1 (S (ρˆ)) + E
)
, (39b)
S (Aκ,E (ρˆ)) ≥ g
(
κ g−1 (S (ρˆ)) + (κ− 1) (E + 1)) (39c)
S
(
A˜κ,E (ρˆ)
)
≥ g ((κ− 1) (g−1 (S (ρˆ)) + 1)+ κ E) . (39d)
Thanks to Theorem 2 we can extend this result to the multimode scenario:
Theorem 11 (multimode CMOE conjecture). For any n ∈ N, Gaussian thermal input states
minimize the output von Neumann entropy of the n-mode quantum Gaussian attenuator,
amplifier, additive-noise channel and phase-contravariant channel among all the input states
diagonal in some product basis and with a given entropy. In other words, given n orthonormal
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bases
{∣∣∣ψ(1)x 〉}
x∈N
, . . . ,
{∣∣∣ψ(n)x 〉}
x∈N
of the Hilbert space of one harmonic oscillator, for
any quantum state ρˆ of the form
ρˆ =
∑
x1...xn∈N
pX1...Xn(x1 . . . xn)
∣∣ψ(1)x1 . . . ψ(n)xn 〉 〈ψ(1)x1 . . . ψ(n)xn ∣∣ , (40)
where pX1...Xn is a probability measure on N
n, and for any 0 ≤ λ ≤ 1, κ ≥ 1 and E ≥ 0
S
(E⊗nλ,E (ρˆ)) ≥ n g (λ g−1 (S (ρˆ)/n) + (1− λ)E) , (41a)
S
(N⊗nE (ρˆ)) ≥ n g (g−1 (S (ρˆ)/n) + E) , (41b)
S
(A⊗nκ,E (ρˆ)) ≥ n g (κ g−1 (S (ρˆ)/n) + (κ− 1) (E + 1)) , (41c)
S
(
A˜⊗nκ,E (ρˆ)
)
≥ n g ((κ− 1) (g−1 (S (ρˆ)/n) + 1)+ κ E) . (41d)
In particular, Eqs. (41) hold for any quantum state ρˆ diagonal in the joint Fock basis.
Proof. Let us consider the quantum Gaussian attenuator. The claim (41a) follows from
Corollary 4 applied to the classical-quantum channels
Φi(pX) = Eλ,E
(∑
x∈N
pX(x)
∣∣ψ(i)x 〉 〈ψ(i)x ∣∣
)
, i = 1, . . . , n , (42)
together with Theorem 10 and Lemma 15 of Appendix A, noticing that the von Neumann
entropy of the state (40) coincides with the Shannon entropy of pX1...Xn . The proof for the
other channels is identical.
VI. THINNING
The thinning21 is the map acting on probability measures on N that is the discrete
analogue of the rescaling on R+.
Definition 12 (thinning). Let N be a random variable with values in N. The thinning with
parameter 0 ≤ λ ≤ 1 is defined as
Tλ(N) =
N∑
i=1
Bi , (43)
where the Bi are independent Bernoulli variables with parameter λ, i.e. each Bi is one with
probability λ, and zero with probability 1− λ.
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The thinning can be understood as follows. Let us consider a barrier that transmits a
particle with probability λ and reflects it with probability 1 − λ. Let N be the random
variable associated to the number of incoming particles, and pN its probability distribution.
Then, Tλ(pN) is the probability distribution of the number of transmitted particles.
A fundamental property of the output Shannon entropy of the thinning is9
Theorem 13 (CMOE of thinning). Geometric input probability distributions minimize the
output Shannon entropy of the thinning among all the input probability distributions with a
given entropy, i.e. for any probability distribution p on N and any 0 ≤ λ ≤ 1
H (Tλ(p)) ≥ g
(
λ g−1 (H(p))
)
. (44)
The n-mode thinning T⊗nλ is the tensor product of n copies of the thinning, i.e. the map
acting on probability distributions on Nn that applies the thinning independently on each
component. Thanks to Corollary 5, we can extend Theorem 13 to the multimode scenario:
Theorem 14 (CMOE of multimode thinning). For any n ∈ N, the tensor product of n
identical geometric input probability distributions minimizes the output Shannon entropy of
the n-mode thinning among all the input probability distributions with a given entropy, i.e.
for any probability distribution p on Nn and any 0 ≤ λ ≤ 1
H
(
T⊗nλ (p)
) ≥ n g (λ g−1 (H(p)/n)) . (45)
Proof. The claim follows from Corollary 5, Theorem 13 and Lemma 15 of Appendix A.
VII. CONCLUSIONS
With Theorem 9, we have finally proven the fundamental relation between the Wehrl and
the von Neumann entropies in the multimode scenario.
With Theorem 11, we have proven the constrained minimum output entropy conjecture
for multimode quantum Gaussian channels for input states diagonal in some product basis.
This result provides a further strong evidence to the validity of the conjecture for generic
input states, that will be investigated in future work.
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Appendix A
Lemma 15. For any b ≥ 0 and any 0 ≤ a ≤ b+ 1 the function
f(x) := g
(
a g−1(x) + b
)
, x ≥ 0 (A1)
is increasing and convex .
Proof. Since g is increasing, also g−1 is increasing, hence f is increasing. We will prove that
f ′′(x) ≥ 0 for any x > 0. We have for any y > 0
f ′′(g(y)) =
a g′′(a y + b) g′′(y)
g′(y)3
(a h(y)− h(a y + b)) , (A2)
where
h(t) :=
g′(t)
g′′(t)
= t (t + 1) ln
t
t+ 1
, t > 0 . (A3)
Since g is increasing and concave, the first factor in the right-hand side of (A2) is positive.
It is then sufficient to prove that
h(a y + b)
?≤ a h(y) . (A4)
We consider the change of variable
t =
1
eθ − 1 , θ = ln
t+ 1
t
> 0 . (A5)
We have
h′(t) = 1− θ
tanh θ
2
≤ −1 < 0 , (A6)
hence h is decreasing.
• If 0 ≤ a ≤ 1, we consider the function
φ(t) :=
h(t)
t
= (t + 1) ln
t
t+ 1
. (A7)
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We have
φ′(t) = eθ − θ − 1 ≥ 0 , (A8)
hence φ is increasing, and
φ(a y) ≤ φ(y) . (A9)
Recalling that h is decreasing, we have
h(a y + b) ≤ h(a y) ≤ a h(y) , (A10)
and the claim (A4) follows.
• If a > 1, we define the function
φ(t) :=
h(t)
t+ 1
= t ln
t
t+ 1
. (A11)
We have
φ′(t) = 1− θ − e−θ ≤ 0 , (A12)
hence φ is decreasing, and
φ(a y + a− 1) ≤ φ(y) . (A13)
Recalling that h is decreasing and b ≥ a− 1 for hypothesis, we have
h(a y + b) ≤ h(a y + a− 1) ≤ a h(y) , (A14)
and the claim (A4) follows.
Lemma 16. The function
f(x) := ln
(
g−1(x) + 1
)
+ 1 , x ≥ 0 (A15)
is increasing and convex.
Proof. The claim follows from Lemma 15, since for any x ≥ 0
ln
(
g−1(x) + 1
)
+ 1 = lim
κ→∞
(
g
(
κ g−1(x) + κ− 1)− ln κ) . (A16)
14
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