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Abstract
We prove a theorem of Dixmier and Malliavin type for analytic vectors of bounded representations of
(R,+): Let (π,E) be a bounded representation of (R,+) in a Banach space E and let A be the convo-
lution algebra of analytic vectors for the left regular representation of R on L1(R), then A ∗A =A and
π(A)E = Eω.
© 2009 Elsevier Inc. All rights reserved.
Keywords: Analytic vectors; Algebras of analytic functions; Factorization of analytic functions; Factorization of
analytic vectors
1. Introduction
Let G be a real Lie group and (π,E) a representation of G in a Banach space (E, | · |). We
recall that a vector v ∈ E is called smooth if the orbit map
γv : G → E, g → π(g)v
is smooth. Similarly a vector is called analytic if the orbit map is analytic. It is custom to denote
the space of smooth vectors by E∞ and the space of analytic vectors by Eω. Let us write C∞c (G)
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of C∞c (G), also denoted by π and given by:
π(f )v =
∫
G
f (g)π(g)v dg
(
f ∈ C∞c (G), v ∈ E
)
.
Here dg is a left Haar measure on G.
Gårding showed in [2] that spanC{π(C∞c (G))E} is dense in E. Nelson proved in [3] that Eω
is dense in E. Recall the following theorem of Dixmier and Malliavin [1].
Theorem 1.1.
(1) spanC(C∞c (G) ∗ C∞c (G)) = C∞c (G).
(2) Let (π,E) be a Banach representation of G, then spanC{π(C∞c (G))E} = E∞.
The goal of this paper is to establish a result analogous to Theorem 1.1 for analytic vectors.
For that we restrict ourselves to bounded representations, i.e. there exists a constant C > 0 such
that |π(g)| < C for all g ∈ G.
Let A(G) = L1(G)ω be the algebra of analytic vectors for the left regular representation of G
on L1(G). We wish to formulate the following general
Conjecture 1.2. Let (π,E) be a bounded representation of a real Lie group G in a Banach
space E. Then:
(1) A(G) ∗ A(G) = A(G).
(2) π(A(G))E = Eω.
We shall prove Conjecture 1.2 for G = (R,+), the additive group of the real numbers. Note
that in contrast to the smooth case the general analytic result cannot deduced from this special
case by localization as in [1].
The proof is motivated by [1]. However some additional constructions are necessary.
The first section is devoted to a study of the space A = L1(R)ω . We introduce a family AR(E)
of Fréchet spaces of E-valued analytic functions and discuss their basic properties.
Let A(E) =⋃R>0 AR(E), then we show that A = A(C).
Furthermore we discuss the properties of A as an algebra under convolution with respect to
this filtration.
In the next step we give a presentation of the delta distribution in L(A(E),E), the space of
continuous linear operators from A(E) to E, as a differential operator of infinite order applied
to an element in A. Using this presentation we can prove part (1) of Conjecture 1.2. In order to
prove part (2) we have to extend the presentation of the delta distribution to the more general
space L(B|π |R (E),E). Here B|π |R (E) denotes a space of E-valued holomorphic functions on stripe
domains which satisfies a special boundedness condition.
We can approximate functions in B|π |R (E) by functions in AR(E) and we use this to extend
the presentation to L(B|π |(E),E).R
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2.1. Definition and basic properties of the spaces AR(E)
Let (E, | · |) be a Banach space. For R ∈ R,R > 0 we denote by SR the stripe R+ i(−R,R) ⊂
C. Let us define the following space of E-valued analytic functions:
AR(E) =
{
f ∈ Cω(R,E)
∣∣∣ ∃F ∈ O(SR,E): F |R = f, ∀0 < r < R,
‖F‖r := sup
y∈(−r,r)
∫
R
∣∣F(x + iy)∣∣dx < ∞}.
In the context above we often write f instead of F .
In the case E = C we write AR for AR(C). We will show in Proposition 2.8 that the union of
the spaces AR is indeed A.
Any strictly increasing sequence (rn)n0 which tends to R defines a countable family of semi-
norms (‖ · ‖rk )k0 on AR(E). This family of semi-norms defines a locally convex topology on
AR(E) which is independent of the sequence and which turns the space AR(E) into a Fréchet
space as we will see in Lemma 2.2.
For the proof we need the following lemma, in which we denote by Dr(z) the set {x ∈ C: |x−
z| < r} and by Dr(z) its closure.
Lemma 2.1. Let f ∈ AR(E). Then we have for Dr(z) ⊂ SR
∣∣f (z)∣∣ 2
r2
∫
Dr(z)
|f |dλ.
Proof. Use Cauchy’s integral formula and polar coordinates. 
Lemma 2.2. AR(E) is a Fréchet space.
Proof. With the help of Lemma 2.1 we see that any Cauchy sequence (fk)k1 tends pointwise to
a holomorphic function f ∈ O(SR). With Fatou’s lemma we obtain that the sequence converges
in the topology of AR(E) to f . 
The spaces AR(E) features an important property: they are closed under differentiation. We
denote by Dk the differential operator dk
dxk
.
Lemma 2.3. Let f ∈ AR(E). Then Dkf ∈ AR(E) for all k ∈ N.
Proof. Let f ∈ AR(E) and 0 < r < s < R. Choose u > 0 such that r + u < s. We show that
∥∥Dkf ∥∥
r
 k! ‖f ‖s . (2.1)uk
3296 C. Lienau / Journal of Functional Analysis 257 (2009) 3293–3308This implies Dkf ∈ AR(E). We have for all z ∈ Sr :∫
R
∣∣Dkf (z + t)∣∣dt = k!
2π
∫
R
∣∣∣∣ ∫
∂Du(z+t)
f (ζ )
(ζ − z − t)k+1 dζ
∣∣∣∣dt
 k!
2π
∫
R
2π∫
0
∣∣∣∣f (z + t + ueiy)uk
∣∣∣∣dy dt
= k!
2π
2π∫
0
∫
R
∣∣∣∣f (z + t + ueiy)uk
∣∣∣∣dt dy
 k!
2πuk
2π∫
0
‖f ‖s dy
= k!
uk
‖f ‖s . 
For f ∈ L1(R,E) we use f̂ (x) = ∫
R
e−2πixtf (t) dt as Fourier transform. We also denote the
image of f under Fourier transform by F(f ).
Note that with this convention the Fourier transform of a convolution of complex valued func-
tions is the product of Fourier transforms.
In the rest of this subsection we describe the image of AR(E) under Fourier transform.
We need the following lemma.
Lemma 2.4. Let f ∈ AR(E). Then there exists for every ε > 0 and every compact subset
K ∈ (−R,R) an S > 0 such that |f (x + iy)| < ε for y ∈ K and |x| > S.
Proof. Let K ⊂ (−R,R) be a compact subset. Choose r, s > 0 such that K ⊂ (−r, r) and
r + s < R. Then according to the definition of AR(E)
2
s2
r+s∫
−(r+s)
∞∫
−∞
∣∣f (x + iy)∣∣dx dy < ∞.
Hence for every ε > 0 exists an N > 0 such that
2
s2
r+s∫
−(r+s)
∫
|x|N
∣∣f (x + iy)∣∣dx dy < ε.
Hence we obtain with Lemma 2.1 that |f (z)| < ε for z with |Re z|N + s and | Im z| r . 
Lemma 2.5. Let f ∈ AR(E) and y ∈ (−R,R). Then we have for x ∈ R
F(π(iy)f )(x) = eyxF(f )(x).
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Cauchy’s theorem asserts that ∫
Γ
f (z)e−izx = 0.
It follows from Lemma 2.4 that the contributions of the vertical edges to this integral become
arbitrary small. 
We obtain an embedding in a space of Paley–Wiener type:
Proposition 2.6.
AR(E) ⊂
{
f ∈ L1(R,E) ∣∣ ∀r ∈ [0,R): er|x|f̂ (x) ∈ L1(R,E)}.
Proof. Let f ∈ AR(E). Then |F(f )(x)|  Cre−r|x| for r ∈ [0,R) and some constant Cr > 0
which depends on r . Hence er|x|f̂ (x) ∈ L1(R,E) for all r ∈ [0,R). 
Remark 2.7. Let f ∈ L1(R,E) such that er|x|f̂ (x) ∈ L1(R,E) for all r ∈ [0,R). Define a con-
tinuation F of f on SR by
F(z) =
∫
R
f̂ (t)eitz dt.
Thus F is actually in O(SR,E) but in general F /∈ AR(E), i.e. the inclusion in Proposition 2.6
is strict.
2.2. Analytic vectors for the regular representation of R
In this subsection we show that the spaces AR filter L1(R)ω. Therefore we denote by rx(f )
the radius of convergence of a Banach valued analytic mapping f in x. For R > 0 let us define
the following subspace of L1(R)ω:
L1(R)R =
{
f ∈ L1(R)ω: r0(γf )R
}
.
The next proposition gives a description of this space.
Proposition 2.8. For R > 0 we have
L1(R)R = AR.
Proof. First we will show the inclusion AR ⊂ L1(R)R .
Let f ∈ AR . We have to show that the orbit map γf is analytic. Note that it suffices to prove the
analyticity at 0. Let x0 ∈ R, then we have for z ∈ SR with x0 − z ∈ BR(x0)
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∞∑
k=0
f (k)(x0)
k! (x0 − z − x0)
k
=
∞∑
k=0
(−1)k f
(k)(x0)
k! (z)
k.
Hence we obtain for z ∈ BR(0)
γf (z) =
∞∑
k=0
(−1)k D
kf
k! z
k.
It follows from Lemma 2.3 that the sum is an absolutely convergent power series in L1(R) for
z ∈ BR(0). Hence γf ∈ L1(R)R .
To see the other inclusion L1(R)R ⊂ AR let f ∈ L1(R)R .
For x0 ∈ R and z ∈ BR(x0) we have
γf (z) =
∞∑
k=0
(Dkγf )(x0)
k! (z − x0)
k. (2.2)
Since f is a smooth vector for the regular representation, f is an element of the Sobolev space
W 1,k(R) for every k ∈ N. Thus f is by the Sobolev lemma an element of the space of smooth
and bounded functions C∞b (R) on R. It follows with (2.2) that the orbit map γf is an analytic
mapping from R to C∞b (R).
Since Dkγf = (−1)kγDkf evaluation of (2.2) at 0 yields
f (−z) =
∞∑
k=0
(−1)k (D
kf )(−x0)
k! (z − x0)
k
(∀z ∈ BR(x0)).
Note that the series is absolutely convergent for z ∈ BR(x0). We obtain
f (z) =
∞∑
k=0
(Dkf )(x0)
k! (z − x0)
k
(∀z ∈ BR(x0)).
Hence f ∈ O(SR). We denote by Γf the holomorphic continuation of γf to SR . We have for
all r ∈ [0,R)
‖f ‖r  sup
y∈[−r,r]
∥∥Γf (iy)∥∥L1(R) < ∞.
Thus f ∈ AR . 
Let 0 < R < R′. Then the embedding AR′(E) → AR(E) defined by restriction is continuous.
We equip the space
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⋃
R>0
AR(E) (2.3)
with the inductive limit topology.
We obtain as a corollary from Proposition 2.8.
Corollary 2.9.
L1(R)ω = A(C).
We provide two examples of analytic vectors for the regular representation.
Example 2.10.
(1) The function v(x) = e−x2 is in AR for every R > 0. Hence it lies in L1(R)∞ =⋂
R>0 L1(R)R the space of entire vectors.
(2) For R > 0 consider the function fR(x) = 2Rx2+R2 . Then fR is in AR = L1(R)R but not in
AS = L1(R)S for S > R.
2.3. A as a filtered algebra
The space A is an algebra under convolution. In this subsection we prove that the convolution
respects the filtration (2.3), i.e. A becomes an L1(R)-module and a filtered algebra. We will
justify this in the next lemma.
Lemma 2.11.
(1) L1(R) ∗ AR(E) ⊂ AR(E).
(2) AR ∗ AS(E) ⊂ AR+S(E).
Proof. (1) Let ϕ ∈ L1(R) and ψ ∈ AR(E). Then an analytic continuation of ϕ ∗ ψ to the whole
strip SR is given by
(ϕ ∗ ψ)(z) =
∫
R
ϕ(t)ψ(z − t) dμ(t) ∀z ∈ SR.
(2) Let ϕ ∈ AR and ψ ∈ AS(E). Let x + iy ∈ SR+S . Choose r ∈ (−R,R) and s ∈ (−S,S)
such that y = r + s. Then an analytic continuation of ϕ ∗ ψ in x + iy is given by
(ϕ ∗ ψ)(x + iy) =
∫
R
ϕ(t + ir)ψ(x − t + is) dμ(t).
Note that this definition is independent of the choice of r and s. 
Example 2.12. Let fR the function of Example 2.10, then fR = F(e−R|x|). Hence
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(
e−(R+S)|x|
)= fR+S.
Thus fR ∗ fS ∈ AR+S but not in AT for T > R + S.
2.4. A and analytic vectors
Let (π,E) be a bounded representation of (R,+) in a Banach space E. For an analytic vector
v ∈ Eω we denote by r(v) the radius of convergence of the orbit map γv at 0. For R > 0 we
define the space
ER =
{
v ∈ Eω ∣∣ r(v)R}.
Lemma 2.13. Let (π,E) be a bounded Banach representation of R. Then
π(AR)E ⊂ ER.
Proof. Since π is bounded π(ϕ) exists for every ϕ ∈ L1(R).
Let f ∈ AR and v ∈ E. Then a continuation of γπ(f )v to SR is given by
γπ(f )v(z) = π(x)
∫
R
f (t)π(t)v dt
=
∫
R
f (t)π(z + t)v dt
=
∫
R
f (t − z)π(t)v dt
= π(Lz(f ))v.
This is equal to the composition
SR → L1(R) → E.
Here the first arrow denotes the map z → Lz(f ) and the second the map ϕ → π(ϕ)v. The first
map is holomorphic according to Proposition 2.8 and the second is linear. Thus the composition
is a holomorphic mapping from SR to E. 
3. Presentation of the delta distribution
This section contains the technical heart of the paper. In the first subsection we introduce the
space BCR(E). In the second subsection we prove in our Main Lemma the presentation of the
delta distribution.
C. Lienau / Journal of Functional Analysis 257 (2009) 3293–3308 33013.1. Bounded holomorphic functions on stripe domains
We write Dr for Dr(0). Let R > 0, for a subset M ⊂ SR we define a semi-norm on O(SR,E)
by
‖f ‖M = sup
z∈M
{∣∣f (z)∣∣} (f ∈ O(SR,E)).
For C  1 we consider the space
BCR(E) =
{
f ∈ O(SR,E)
∣∣ ∀r ∈ [0,R): ‖f ‖Sr < C‖f ‖Dr }.
We equip this space with topology of uniform convergence on compact sets.
Lemma 3.1. Let (π,E) be a bounded representation of (R,+) and v ∈ ER . Then γv ∈ B|π |R (E).
Proof. Let r ∈ [0,R), then every z ∈ Sr can be written as z = k + s with k ∈ Dr and s ∈ R.
Hence ∣∣γv(z)∣∣= ∣∣γv(k + s)∣∣
= ∣∣π(s)γv(k)∣∣
 |π |∣∣γv(k)∣∣.
Thus ‖γv‖Sr  |π | · ‖γv‖Dr . 
For ε > 0 we denote by hε the function
hε : C → C, z → e−εz2 .
Remark 3.2. Note that multiplication by hε yields a map
BCR(E) → AR(E).
Let ϕ ∈ BCR(E). Then ϕhε tends to ϕ in BCR(E) as ε tends to 0. Thus we have an approximation
by elements in AR(E).
We denote the space of continuous linear operators from BCR(E) to E by L(BCR(E),E) and
likewise we define the space L(A(E),E). We equip these spaces with the strong operator topol-
ogy.
Let Λ ∈ L(BCR(E),E). For ε > 0 we denote by Gε(Λ) the operator in L(BCR(E),E) defined
by
Gε(Λ)(ϕ) = Λ(ϕhε)
(
ϕ ∈ BCR(E)
)
.
Note that limε→0 Gε(Λ) = Λ.
Let (Λn)n1 ⊂ L(BCR(E),E). We say that Gε(Λn) tends uniformly to Λn in n if for every
ϕ ∈ BR and every δ > 0 there exists an ε > 0 such that |Gε(Λn)(ϕ) − Λn(ϕ)| < δ for very n.
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two conditions:
(1) limε→0 Gε(Λn) = Λn uniformly in n.
(2) ∀ε > 0: limn→∞ Gε(Λn) = Gε(Λ).
Then limn→∞ Λn = Λ.
Proof. We have to show that limn→∞ Λn(f ) = Λ(f ) for every f ∈ BCR(E).
Let δ > 0, by (1) we may choose an ε1 > 0 so that if ε < ε1 then |(GεΛn)(f ) − Λn(f )| < δ3
for every n.
We may choose an ε2 > 0 so that if ε < ε2 then |Λ(f ) − (GεΛ)(f )| < δ3 .
Let ε min{ε1, ε2}. According to (2) there exists an n1 such that if n n1 then |(GεΛ)(f )−
(GεΛn)(f )| < δ3 .
We can estimate |Λ(f ) − Λn(f )|, it is less or equal than∣∣Λ(f ) − (GεΛ)(f )∣∣+ ∣∣(GεΛ)(f ) − (GεΛn)(f )∣∣+ ∣∣(GεΛn)(f ) − Λn(f )∣∣
<
δ
3
+ δ
3
+ δ
3
= δ. 
The next lemma provides a criterion for the uniform convergence in n.
For Λ ∈ L(BCR(E),E) we denote by ‖Λ‖M the number
‖Λ‖M = sup
‖f ‖M1
{∣∣Λ(f )∣∣}.
Lemma 3.4. Let (Λn)n1 ⊂ L(BCR(E),E). Suppose there exists an r ∈ [0,R) such that the se-
quence (‖Λn‖Dr )n1 is bounded.
Then limε→0 Gε(Λn) = Λn uniformly in n.
Proof. Let C > 0 be an upper bound for the sequence (‖Λn‖Dr )n1.
We have (GεΛn)(f ) − Λn(f ) = Λn(f (hε − 1)) for f ∈ BCR(E). The function f (hε − 1)
tends to 0 in BCR(E) as ε tends to 0. Hence∣∣(GεΛn)(f ) − Λn(f )∣∣= ∣∣Λn(f (hε − 1))∣∣
 C
∥∥f (hε − 1)∥∥Dr .
Thus Gε(Λn) converges uniformly in n. 
3.2. Presentation of the delta distribution
In our main lemma we give a presentation of the delta distribution in L(A(E),E) and in
L(BCR(E),E) as a differential operator of infinite order applied to an element in A. This presen-
tation is motivated by the main lemma in [1]. For the convenience of the reader we briefly recall
the construction of Dixmier and Malliavin.
Let λ = (λk)k0 be a subsequence of (2k)k0. In [1] one considers the function:
C. Lienau / Journal of Functional Analysis 257 (2009) 3293–3308 3303ϕλ(x) =
∞∏
k=0
(
1 + x
2
λ2k
)
(x ∈ R).
In [1] it is shown that the functions χλ = 1ϕλ and ψλ = F(χλ) are elements of the Schwartz spaceS(R). The main lemma in [1] provides the following presentation of the delta distribution:∑
k0
(−1)k αk
(2π)2k
(
δ(2k) ∗ ψλ
)= δ in S ′(R).
Here (αk)k0 denotes a sequence of positive numbers which can be made arbitrary small for
k  1.
However, χλ ∈ AR with R = λ0 but ψλ /∈ A. We suggest to modify the above construction by
multiplying with an appropriate function. For a > 0 we consider the function
g(t) = sech(at) = 1
cosh(at)
.
Then
ĝ(t) = π
a
sech
(
π2
a
t
)
.
Note that g ∈ A π
2a
and ĝ ∈ A a
2π
. Define
χ˜λ = χλ · g,
ψ˜λ = F(χ˜λ).
Then ψ˜λ = F(χλ · g) = ψλ ∗ ĝ ∈ A a2π by Lemma 2.11.
Recall that
cosh(ax) =
∑
k0
(ax)2k
(2k)! .
Main Lemma 3.5.
(1) Let a > 0, then there exists a sequence (α˜k)k0 of positive numbers with α˜k < a2k(2k)! +
22ka2(k−1)
(2k)! such that
n∑
k=0
(−1)k α˜k
(2π)2k
(
δ(2k) ∗ ψ˜λ
)→ δ in L(AR(E),E). (3.1)
(2) Let R > 0 and a > 0 such that a < πR. Then we have for every C  1 additionally
n∑
k=0
(−1)k α˜k
(2π)2k
(
δ(2k) ∗ ψ˜λ
)→ δ in L(BCR(E),E). (3.2)
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In the first step we show that there exists a sequence λ such that the coefficient α˜k of x2k in
the expansion of ϕλ(x) cosh(ax) satisfy
α˜k 
a2k
(2k)! +
22ka2(k−1)
(2k)! .
In [1] it is shown that the coefficients ck of x2k in the expansion of ϕλ can be made arbitrary
small for k  1. Let μ > 1, then there exists a sequence λ such that
ck 
1
μ2k(2k)! .
Then
α˜k =
k∑
l=0
cl
a2(k−l)
(2(k − l))!

k∑
l=0
1
μ2l (2l)!
a2(k−l)
(2(k − l))!
=
k∑
l=0
a2(k−l)
μ2l
(2k
2l
)
(2k)!
= a
2k
(2k)! +
k∑
l=1
a2(k−l)
μ2l
(2k
2l
)
(2k)! .
Note that
(2k
2l
)
 22k . Thus we obtain for large μ
k∑
l=1
a2(k−l)
μ2l
(2k
2l
)
(2k)! 
22k
(2k)!
k∑
l=1
a2(k−l)
μ2l
 2
2ka2(k−1)
(2k)! .
In the next step we derive the presentation (3.1).
The sequence (
∑n
k=0 α˜kx2k)χ˜λ(x) tends monotonic to 1 as n tends to infinity. Note that
F(A(E)) ⊂ L1(R,E) by Lemma 2.6. Thus we obtain with the theorem of monotone conver-
gence
(
n∑
α˜kx
2k
)
χ˜λ → 1 in L
(F(A(E)),E).
k=0
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F
(
n∑
k=0
α˜kx
2k · χ˜λ
)
→ δ in L(A(E),E).
Thus
n∑
k=0
(−1)k α˜k
(2π)(2k)
(
δ(2k) ∗ ψ˜λ
)→ δ in L(A(E),E). (3.3)
In order to proof part (2) we extend this presentation of the delta distribution to the space
L(BCR(E),E) by applying Lemma 3.3 and Lemma 3.4.
We now assume that a < πR.
For n ∈ N let
Λn =
n∑
k=0
(−1)k α˜k
(2π)(2k)
(
δ(2k) ∗ ψ˜λ
)
.
Since functions in A(E) vanish at infinity according to Lemma 2.4 we have∫
R
D2kψ˜λ(x)f (x) dx =
∫
R
ψ˜λ(x)D
2kf (x) dx.
Thus Λn ∈ L(BCR(E),E).
We apply Lemma 3.3 to the sequence (Λn)n1 to show that Λn tends to δ in L(BCR(E),E) as
n tends to infinity.
We first show that (Λn)n1 fulfills condition (2) of Lemma 3.3.
Let ε > 0, then it follows from Remark 3.2 and (3.3) that
lim
n→∞Gε
(
n∑
k=0
(−1)k α˜k
(2π)(2k)
(
δ(2k) ∗ ψ˜λ
))= Gε(δ).
In the next step we apply Lemma 3.4 to show that the sequence (Λn)n1 fulfills condition (2).
Choose an r < R such that a < πr . Let f ∈ BCR(E) such that ‖f ‖Dr  1, then ‖f ‖Sr  C.
Thus ‖D2kf ‖R  C (2k)!r2k .
Hence
∣∣Λn(f )∣∣=
∣∣∣∣∣
∫
R
n∑
k=0
(−1)k α˜k
(2π)(2k)
ψ˜λ(x)D
2kf (x) dx
∣∣∣∣∣

∞∑
k=0
α˜k
(2π)(2k)
∫
R
∣∣ψ˜λ(x)D2kf (x)∣∣dx
 C
∞∑
k=0
α˜k
(2π)(2k)
(2k)!
r2k
∫
|ψ˜λ|.R
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We can now apply Lemma 3.3 to derive the presentation (3.2). 
4. Applications
4.1. Factorization results
We deduce a factorization theorem for the algebra A from our main lemma.
Theorem 4.1.
A ∗ A = A.
Proof. Let ϕ ∈ A, then ϕ ∈ AT for a T > 0. Choose R > 0, S > 0 such that R + S < T . We
have for every sequence (α˜k)k0
n∑
k=0
(−1)k α˜k
(2π)2k
δ(2k) ∗ ψ˜λ = ψ˜λ ∗
n∑
k=0
(−1)k α˜k
(2π)2k
δ(2k)
because δ has compact support.
Let a = πR, then ψ˜λ ∈ AR/2. According to part (1) of Main Lemma 3.5 there exists a se-
quence (α˜k)k0 such that
ψ˜λ ∗
n∑
k=0
(−1)k α˜k
(2π)2k
D(2k)(ϕ) → ϕ pointwise.
We now show that the sum
∑n
k=0(−1)k α˜k(2π)2k ϕ(2k) has as a limit in AS as n tends to infinity. We
obtain from the inequality (2.1) of Lemma 2.3 for every s ∈ [0, S)
∥∥D2kϕ∥∥
s
 (2k)!
R2k
‖ϕ‖S+R.
Hence
∑n
k=0(−1)k α˜k(2π)2k ϕ(2k) has a limit η in AS . Thus ψ˜λ ∗ η = ϕ. 
Remark 4.2. It seems likely that
AR ∗ AS = AR+S.
4.2. Applications to representation theory
We apply our main lemma to obtain a result of Dixmier and Malliavin type for analytic vec-
tors.
Theorem 4.3. Let (π,E) be a bounded representation of R then
π(A)E = Eω.
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Choose R > 0, S > 0 such that R < S < T . Let a = Rπ , then ψ˜λ ∈ AR/2.
According to part (2) of Main Lemma 3.5 there exists a sequence (α˜k)k0 such that
n∑
k=0
(−1)k α˜k
(2π)(2k)
(
δ(2k) ∗ ψ˜λ
)
(γv) → v.
Note that (δ(2k) ∗ ψ˜λ)(γv) = π(ψ˜λ)δ(D2kγv).
Thus
n∑
k=0
π(ψ˜λ)(−1)k α˜k
(2π)2k
δ
(
D(2k)γv
)→ v.
Then
∣∣δ(D(2k)γv)∣∣ (2k)!
S2k
2π∫
0
∥∥γv(Seit)∥∥dt.
Thus
∑n
k=0(−1)k α˜k(2π)2k δ(D(2k)γv) tends in E to an element w ∈ E as n tends to infinity.
Therefore π(ψ˜λ)w = v. 
Remark 4.4. Again, its seems likely that
π(AR)E = ER.
Corollary 4.5. Let (π,E) be a bounded representation of R then
π(A)Eω = Eω.
We can use these results to examine Lp(R)ω the space of analytic vectors for the regular
representation of R on Lp(R). Therefore note that for f ∈ A and g ∈ Lp(R) the vector π(f )g is
equal to the convolution f ∗ g. Thus we obtain:
Proposition 4.6.
Lp(R)ω = L1(R)ω ∗ Lp(R).
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