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Stationarity of SLE
Antti Kemppainen
∗
Abstrat
A new method to study a stopped hull of SLEκ(ρ) is presented. In this
approah, the law of the onformal map assoiated to the hull is invariant under
a SLE indued ow. The full trae of a hordal SLEκ an be studied using this
approah. Some example alulations are presented.
1 Introdution
ShrammLoewner evolution (SLE) was introdued by Oded Shramm [7℄. SLEs are
random urves in the plane. There are many variants of SLE, but the loal properties of
the random urve are determined by a single parameter κ ≥ 0. SLEs are haraterized
by onformal invariane and the domain Markov property. The saling limits of two-
dimensional statistial physis models at ritiality are believed to be onformally
invariant. For this reason the saling limit of a urve emerging from suh a model has
to be SLEκ for some κ ≥ 0. The parameter κ desribes the universality lass of the
model.
A hordal SLE is a random urve in a simply onneted domain onneting two
boundary points. In the setion 2, we will dene the hordal SLE in more detail. The
hordal SLE is stationary in the sense that given the proess up to a time t the law
of Kt+s is suh that gt(Kt+s \ Kt) − Xt and Ks have the same law, where (gt)t≥0 is
the olletion of onformal mappings satisfying the Loewner equation, (Kt)t≥0 denotes
the orresponding olletion of subsets of the upper half-plane H, and (Xt)t≥0 is the
driving proess.
SLEκ(ρ)-proesses, κ ≥ 0 and ρ ∈ R, are generalizations of the hordal SLEκ.
When ρ = 0 this redues to the hordal ase: SLEκ(0) is the hordal SLEκ. The
denition of SLEκ(ρ) requires two marked points. If Xt is the driving proess of a
SLEκ(ρ) and the other marked point is Yt, then for a range of the parameter values
the hitting time τ = inf{t ≥ 0 : |Ys −Xs| → 0 as s ր t} is almost surely nite. The
stopped hull Kτ is a interesting objet in many ways. For example, SLEκ(κ− 6) is a
oordinate transformation of the hordal SLEκ and hene Kτ desribes the full SLEκ
trae seen from a xed point in the real axis.
The novel result of this paper is a formulation of the stationarity of SLEκ(ρ) in
Theorem 1 so that Kτ is invariant under a ow indued the SLE. In this approah, the
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SLE is run for a time t > 0, then this beginning is erased, and saling and translation
are used to map the beginning and end points Xt and Yt bak to the initial values X0
and Y0. By the property stated in Theorem 1, (gt(Kτ \Kt)− βt)/αt has the same law
as Kτ , where αt and βt are the appropriate saling and translation fators.
Theorem 1 enables us to alulate quantities related to Kτ suh as the moments
E[
∏n
j=1 akj ] of the oeient of the expansion G(z) = gτ (z) = z +
∑
j ajz
−j
. The
driving funtion and the oeients of the Loewner map an be viewed as the state
of SLE and they form the SLE data. The stationarity gives a new way to alulate
the distribution funtions or the expeted values of the SLE data. This is related to
the approah in [4℄, although the work of this paper was done before that paper.
In the setions 3.4 and 3.5, an approah for the reversibility of the hordal SLE
is proposed, and for ρ = κ − 6, the general form of E[∏nj=1 akj ] as a funtion of κ
is derived using the reversibility. The reversibility was reently proven to hold for
hordal SLEκ, κ ∈ [0, 4] by Dapeng Zhan [10℄. It is a property of SLE that states that
if the roles of the beginning and end points are hanged, then the law of the random
urve remains the same.
In the setion 3.6, moments of the form E[an1 ] and E[a
n
1a
m
2 ] are alulated. In the
setion 3.7, the method is used to derive the distribution of a1.
2 SLE and Shramm's priniple
2.1 Chordal SLE
One natural hoie for a simply onneted domain in the omplex plane having two
marked boundary points is the upper half-plane H = {z ∈ C : Im(z) > 0}. The
marked points are 0 and ∞. The triplet (H, 0,∞) is preserved by the family of
mappings z 7→ λz, λ > 0. The Shwarz lemma shows that these are the only onformal
mappings with this property.
A subset K ⊂ H is a hull if K = H ∩ K, K is bounded and H \ K is simply
onneted. If γ : [0, T ] → C is a simple urve suh that γ(0) ∈ R and γ(0, T ] ⊂ H,
then Kt = γ(0, t] is a hull for eah t ∈ [0, T ]. In this ase the family (Kt)t∈[0,T ] is
growing in the sense that Kt ( Ks when 0 ≤ t < s ≤ T .
Let (Kt)t≥0 be a growing family of hulls and gt be the onformal mapping from
H \Kt onto H that is normalized by gt(z) = z + o(1) as z → ∞. This normalization
makes gt unique. If K0 = ∅ and (Kt)t≥0 grows ontinuously in a quite natural sense,
we an reparameterize Kt so that gt(z) = z + 2t/z + . . . at innity.
If (Kt)t≥0 grows loally in the sense of Theorem 2.6 of [5℄ then the family of
mappings (gt)t≥0 satises the upper half-plane Loewner equation
∂tgt(z) =
2
gt(z)−Xt (1)
where Xt ∈ R is alled the driving funtion (proess) of Kt. In fat Xt is the image
of the point where Kt is growing under the mapping gt, that is Xt = ∩s>tgt(Ks \Kt).
Note that the family of hulls given by a simple urve is growing loally.
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Consider now a olletion of probability measures (µΩ,a,b) suh that µΩ,a,b is the law
of a random urve in Ω onneting two boundary points a and b of a simply onneted
domain Ω. Choose some onsistent parameterization for suh urves so that they are
parametrized by t ∈ [0,∞). Now we use Shramm's priniple (whih appeared in the
seminal paper [7℄ by Shramm, see e.g. the disussion about LERW in the introdution
of that paper. It is formulated in the following way in [9℄.) and we demand that (µΩ,a,b)
satises the following two requirements:
(CI) Conformal invariane: For any triplet (Ω, a, b) and any onformal mapping
φ : Ω→ C, it holds that φµΩ,a,b = µφ(Ω),φ(a),φ(b).
(DMP) Domain Markov property: Suppose we are given γ[0, t], t > 0. The on-
ditional law of γ(t + s) given γ[0, t] is the same as the law of γ(s) in the slit
domain (Ω \ γ[0, t], γ(t), b). That is
µΩ,a,b( · | γ[0, t]) = µΩ\γ[0,t],γ(t),b
First of all CI tells that µΩ,a,b = φµH,0,∞, where φ is a onformal mapping from the
triplet (H, 0,∞) to the triplet (Ω, a, b). Note that φ is not unique: any φ(λ · ), λ > 0
would also do. So for eah (Ω, a, b) hoose some Φ = φ.
Now we an restrit to the standard triplet (H, 0,∞). Let Ht be the unbounded
omponent of H\γ[0, t], Kt the omplement of Ht in H and gt the mapping assoiated
with Kt. The ombination of CI and DMP shows that the urve γ˜ : s 7→ gt
(
γ(t+s)
)−
Xt is independent of γ[0, t] and is identially distributed to γ. This leads to the fat
that Xt has independent and stationary inrements. Sine Kt, dened by a urve, is
growing loally, it has a ontinuous driving proess. All the ontinuous proesses with
independent and stationary inrements are of the form
Xt =
√
κBt + θt,
with some onstants κ ≥ 0 and θ ∈ R. Here Bt is a standard one-dimensional Brownian
motion. Let φλ : z 7→ λz. CI with φ = φλ implies that Xt and λXt/λ2 have the same
law. This shows that θ = 0 and furthermore that the law of the random urve in
(Ω, a, b) doesn't depend on the hoie of Φ.
Chordal SLEκ is the law of Kt with the driving proess Xt =
√
κBt. It turns out
that Kt is generated by a urve in the sense that there is a urve γ so that H\Kt is the
unbounded omponent of H \ γ[0, t], see [6℄. Suh γ is alled the trae. For κ ∈ (0, 4]
it is a simple urve.
2.2 Strip SLE and the upper-half plane SLEκ(ρ)
It is possible to repeat Shramm's priniple for three marked boundary points. A
natural domain for three marked points is the innite strip Spi = {z ∈ C : 0 <
Im(z) < pi}. The marked points are now 0,−∞ and +∞.
We an ontinue in the same way as in the ase of the upper half-plane. For a
family of hulls (Kt)t≥0 on the strip Spi, let g
Spi
t be a onformal mapping from Spi \Kt
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onto Spi normalized by g
Spi
t (z) = z± const.+ o(1) as z → ±∞. We an reparameterize
suh that gSpit (z) = z ± t + o(1) as z → ±∞. The strip Loewner equation is
∂tg
Spi
t (z) = coth
(
gSpit (z)−Xt
2
)
. (2)
We an formulate the onformal invariane and the domain Markov property for three
marked points by adding a third point c whih behaves the same way as b. As in
the two point ase we an show that the olletion of probability measures (µΩ,a,b,c)
has properties CI and DMP if and only if the driving proess of the random urve of
µSpi,0,∞,−∞ is of the form
Xt =
√
κBt + θt.
Now we don't have any onformal mappings other than the identity map preserving
(Spi, 0,−∞,+∞). So in general, θ doesn't need to vanish. Hene the strip SLEs are a
family of probability measures parameterized by two real parameters. See also [8℄.
The innite strip Spi an be mapped to the upper half-plane by mappings of the
form φ : z 7→ αe±z + β where α, β ∈ R and the sign of α is suh that ipi/2 is mapped
to the upper half-plane. Choose α and β so that the marked points are mapped in the
following way: 0 to x ∈ R and one of −∞ or +∞ to ∞ and the other to y ∈ R. The
strip SLE is mapped to a random urve of the upper half-plane by dening K̂t = φ(Kt)
whih is a olletion of hulls of H parametrized by the strip apaity. After a time
hange to the upper half-plane apaity, the half-plane mappings gt related to these
hulls satisfy the half-plane Loewner equation (1) with the driving proess dened
through the It dierential equation
dXt =
√
κdBt +
ρdt
Xt − Yt , (3)
where Yt = gt(y). For details of this oordinate hange and time hange see [8℄.
The proess (Xt − Yt)/
√
κ is, in fat, a Bessel proess. The parameter ρ depends
on θ and κ through
ρ = ±θ + κ− 6
2
, (4)
where the sign depends on whih of the points −∞ or +∞ was mapped to ∞. The
law of Kt of the above driving proess is alled SLEκ(ρ).
This desription works until the stopping time
τ = inf{t ≥ 0 : |Ys −Xs| → 0 as sր t}. (5)
For the strip SLE this is the time when the urve disonnets −∞ from +∞ that is the
urve hits ipi + R. After this the strip SLE an't be ontinued in any straightforward
way. For the upper half-plane SLE τ is the time when the urve disonnets y from
∞ (for κ > 4) or the urve hits y (for κ ≤ 4). After time τ the upper half-plane SLE
an be ontinued, at least for a range of values of the parameters.
SLEκ(ρ) are important sine they are the random urves of the upper half-plane
that depend on three marked points and satisfy Shramm's priniple. And espeially
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important is the ase ρ = κ− 6 sine that is the oordinate transformation of hordal
SLE under a Möbius map taking the points 0 and∞ to two points x and y on the real
line. This an be seen from the equation (4): sine ρ = 0 is the hordal SLE, ρ = κ−6
must be the oordinate hange of hordal SLE.
Sine for κ ∈ (0, 8) the hordal SLE avoids almost surely a given point in H \ {0},
it avoids espeially the point that is mapped to∞. From this it follows that the image
of the full trae γ(0,∞) under the Möbius map is a bounded set. Hene onsidering
SLEκ(κ−6) makes it possible to study the properties of the full trae of hordal SLEκ.
It is also easy to see from the equation (4) that if the interfae of an Ising type
model with (+,−, free)-boundary ondition has a saling limit that is SLEκ(ρ) then it
has to be θ = 0 and ρ = (κ − 6)/2. This speial ase is also alled dipolar SLE, see
[1℄.
3 Stationarity and some example alulations
3.1 Stationarity of SLE
Now we are ready to present the key idea of this paper. We will take a random
onformal mapping and require that its law is invariant under SLE ow. Suh a
random onformal mapping is said to have stationary law. Based on this invariane
we an derive equations satised by quantities related to SLE.
Let x, y ∈ R, x 6= y. Consider SLEκ(ρ) so that X0 = x and Y0 = y, Xt is the
driving proess, Yt is as above, and gt is the Loewner map. Let φt(z) = αtz + βt be
the transformation that maps the points x and y to the points Xt and Yt. We require
that {
φt(x) = Xt
φt(y) = Yt.
(6)
From these equations we solve the proesses αt and βt.
Consider a random onformal map G˜ : H \ K˜ → H that is normalized by G˜(z) =
z + o(1) at the innity, and independent from the SLE given by Xt and preserved by
the SLE ow in the following sense: the mapping
Gt = φt ◦ G˜ ◦ φ−1t ◦ gt (7)
has the same law as G˜. This property is shematially illustrated in Figure 1. The fol-
lowing theorem tells that the mapping G˜ should be thought as g˜τ˜ where g˜t is SLEκ(ρ)
and independent of gt, and τ˜ is the stopping time dened analogously as in the equa-
tion (5).
Theorem 1. Let the pair (gt, τ) be SLEκ(ρ) and the stopping time of the equation (5),
and let (g˜, τ˜) be an independent opy of them. If ρ < (κ − 4)/2 then τ < ∞ a.s. and
hene gτ is well-dened. Furthermore, if φt is as above, then G˜ = g˜τ˜ and
Gt =
{
φt ◦ G˜ ◦ φ−1t ◦ gt on {τ > t}
gτ on {τ ≤ t}
(8)
are identially distributed.
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x y
γ(t)
Xt Yt x y
gt φ
−1
t G˜
Figure 1: The law of G˜ is stationary in the following sense: if the law of the hull in the
third piture is taken aording to the law of G˜ and if an independent piee of SLE is
added as in the rst piture, then the law of this modied hull is the same as the rst
one.
Proof. The argument we present here is basially that SLEκ(ρ) satises Shramm's
priniple for three marked points. Sine we didn't provide the details above, it is
worth writing down.
Assume that x < y. The other ase an be done symmetrially. Write the Bessel
stohasti dierential equation in a bit non-standard way as
dZt =
√
κdBt + (ρ+ 2)
dt
Zt
. (9)
Let Zt and Z˜t be the solutions of (9) for two independent Brownian motions and with
the initial ondition Z0 = Z˜0 = y − x. Now the driving proess Xt is dened through
the equations
Yt = Y0 +
∫ t
0
2ds
Zs
Xt = Yt − Zt.
In the same way using Z˜t instead of Zt dene X˜t and Y˜t. The stopping time τ an be
written as
τ = inf{t ≥ 0 : Zs → 0 as sր t}
and τ˜ an be written using Z˜t.
The rst laim follows from the fat that Zt is a saled version of a Bessel proess
dened using the standard normalization, with the index
ν = 2
ρ+ 2
κ
.
A standard fat is that a Bessel proess will hit 0 if and only if ν < 1, see Example 6.5.3
of [2℄.
The mapping φt ◦ g˜s ◦ φ−1t satises the normalization
φt ◦ g˜s ◦ φ−1t (z) = z +
2α2t s
z
+ . . .
and the family of mappings gˆs = φt ◦ g˜s/α2t ◦ φ−1t satises the Loewner equation with
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the driving proess
Xˆs = αtX˜s/α2t + βt = αt
(
Y˜0 − Z˜s/α2t +
∫ s/α2t
0
2du
Z˜u
)
+ βt
= Yt − αtZ˜s/α2t + αt
∫ s/α2t
0
2du
Z˜u
.
Sine the seond and third term satisfy the Brownian saling we an write
Xˆs = Yt − Zˆs +
∫ s
0
2du
Zˆu
where Zˆs is a solution of the Bessel SDE (9) with the initial value Zˆ0 = αtZ0 = Yt−Xt.
Hene the proess dened as {
Zs when s ≤ t
Zˆs−t when s > t
is distributed as the proess Zs and gˆs ◦gt is distributed as gt+s. Let σ be the stopping
time for Zˆs hitting 0 as sր σ. Then σ = τ˜α2t . And hene on {τ > t} the mapping φt◦
G˜◦φ−1t ◦gt has the same law as gτ . On {τ ≤ t} the statement follows immediately.
For small t, the event {τ ≤ t} has exponentially small probability. To see this we
need to onsider only the diusion term (dBt) of the equation (9) and we need to note
that the probability that a Brownian motion started from y − x omes near 0 in the
time interval [0, t] is exponentially small in 1/t. By this property we need basially
just are about the rst ase of the equation (8). Atually we will use the stationarity
to alulate the distribution of τ . See the equation (28) below.
Write the expansion of gt as
gt(z) = z +
a1(t)
z
+
a2(t)
z2
+ . . . (10)
We all SLE data the olletion of random variables
Xt, Yt, a1(t), a2(t), . . . (11)
SLE data arries all the information about gt and the law of gs, s > t. The oeient
a1(t) = 2t and the higher oeient are denite integrals of polynomials on the lower
oeients and Xt. So in priniple, they ould be alulated. On the stopping time τ
we have Xt−Yt → 0 as tր τ and then the SLE data simplies to ak(τ), k ∈ N. Note
that also a1(τ) = 2τ is random.
During the rest of this paper we will present some examples how to use the sta-
tionarity to alulate SLE data related quantities, like the moments E[
∏
aki(τ)].
It should be stressed, that the expeted value E[
∏
aki(τ)] exists only for a ertain
range of the parameters κ, ρ. For example, when ρ = κ− 6, for any κ < 8, τ <∞ a.s.
and gτ is well-dened, but E[
∏ |aki(τ)|] < ∞ only for 0 ≤ κ < κ0(k1, . . . , kn) where
κ0(k1, . . . , kn) → 0 as a natural degree of (k1, . . . , kn) grows. This will be ommented
more in the end of Setion 3.5.
7
3.2 Basi equations for the oeients of G˜
In this setion we derive the equation desribing the ow of (a˜k) under the ow (8).
Use the expansion
G˜(z) = z +
a˜1
z
+
a˜2
z2
+ . . .
to write the expansion of Gt of the equation (8)
Gt(z) = αtG˜
(
gt(z)− βt
αt
)
+ βt
= gt(z) +
a˜1α
2
t
gt(z)− βt +
a˜2α
3
t
(gt(z)− βt)2 + . . . (12)
So to get the It dierential of the expansion we need to alulate It dierential of
gt(z) and expressions of type α
n+1
t /(gt(z)− βt)n at time t = 0.
Let's simplify the setup: let σ ∈ {−1, 1} and x = σ and y = −σ. Note we an
always transform the above setup to this simplied setup with saling and translation.
Now
dgt(z) =
t=0
2dt
z − σ =
{
2
z
+ σ
2
z2
+
2
z3
+ σ
2
z4
+ . . .
}
dt (13)
and after a short alulation we nd that
d
αn+1t
(gt(z)− βt)n =t=0
{[
(n + 1)
ρ+ 2
4
+ n(n+ 1)
κ
8
]
1
zn
+ σ
[
n
ρ− 2
4
+ n(n + 1)
κ
4
]
1
zn+1
+
[
−2n + n(n+ 1)κ
8
] 1
zn+2
− σ 2n
zn+3
− 2n
zn+4
− . . .
}
dt +
{
σ(n + 1)
1
zn
+ n
1
zn+1
}
dBt. (14)
Using the notation Gt(z) = z + a1(t)z
−1 + a2(t)z
−2 + . . . and ombining last two It
dierentials with (12) we nally get
dan(t) =
t=0
{
1
8
(n+ 1)(κn + 2ρ+ 4)a˜n + σ
1
4
(n− 1)(κn+ ρ− 2)a˜n−1
+
1
8
(n− 2)(κ(n− 1)− 16)a˜n−2 −
n−3∑
k=1
2kσn−ka˜k + 2σ
n+1
}
dt
+
√
κ
2
{
σ(n+ 1)a˜n + (n− 1)a˜n−1
}
dBt. (15)
From now on we will not distinguish between a˜n and an. Write in short
dan =
(
cn,0 +
n∑
k=1
cn,kak
)
dt+ (dn,n−1an−1 + dn,nan) dBt. (16)
These expressions are linear in variables (ak) and hierarhial in the sense that the It
dierential of an involves only terms ak for k ≤ n. This is really the reason why this
method is useful.
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3.3 Stationarity for the inverse mapping
Similar argument an be made for the inverse mapping F˜ = G˜−1 : H → H \ K˜. For
the inverse mapping ft of gt the Loewner equation is
∂tft(z) = −f ′t(z)
2
z −Xt . (17)
Let F˜ be a random onformal mapping that is preserved by SLE ow of ft in the
following sense: the mapping
Ft = ft ◦ φt ◦ F˜ ◦ φ−1t (18)
has the same law as F˜ .
Now Ft(z) = ft(αtF˜ ((z − βt)/αt) + βt) and therefore
dFt(z) =
t=0
− 2dt
F˜ (z)− σ + d
(
αtF˜
(
z − βt
αt
)
+ βt
)
. (19)
If F˜ (z) = z + b˜1z
−1 + b˜2z
−2 + . . . and Ft(z) = z + b1(t)z
−1 + b2(t)z
−2 + . . ., we get
expression for dbn(t = 0) in terms of b˜m similarly as in the ase of G˜. But now the
expressions are not linear in b˜m. For this reason we won't onsider this setup.
3.4 The reversibility of SLE with moments
The reversibility of SLE is the following property: let γ be hordal SLE from 0 to
∞. Then γ and −1/γ appropriately parameterized have the same law. In terms of
SLEκ(κ− 6) this an be stated as SLEκ(κ − 6) from x to y and SLEκ(κ − 6) from y
to x appropriately parameterized have the same law. Espeially this means that the
hulls of the full traes have to have the same law.
Consider now x = −1 and y = 1. Start SLEκ(κ− 6) from x and denote by τ− the
hitting time of y and let the onformal map be g−τ−(z) = z + a
−
1 z
−1 + a−2 z
−2 + . . .. In
the same way start SLEκ(κ − 6) from y and denote by τ+ the hitting time of x and
let the onformal map be g+τ+(z) = z + a
+
1 z
−1 + a+2 z
−2 + . . .. The reversibility an be
formulated using the oeient a±n : for any n ∈ N and l1, . . . , ln ∈ N, l1 < l2 < . . . < ln
(a−l1 , a
−
l2
, . . . , a−ln)
L
= (a+l1 , a
+
l2
, . . . , a+ln).
i.e. they have the same law.
Let m(z) = −z. This map is the mirror map that hanges x with y and therefore
m ◦ g−τ− ◦m
L
= g+τ+ . On the other hand for any g(z) = z+ a1z
−1 + a2z
−2 + . . . with real
am, m ∈ N, we have
m ◦ g ◦m(z) = m(g(−z)) = m
(
−z − a1
z
+
a2
z2
− a3
z3
+ . . .
)
= z +
a1
z
− a2
z2
+
a3
z3
+ . . .
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In words, the even oeients hange sign under the mirror map m. This shows that
the reversibility is equivalent to
(a−l1 , a
−
l2
, . . . , a−ln)
L
= ((−1)l1+1a−l1 , (−1)l2+1a−l2 , . . . , (−1)ln+1a−ln)
whih a nie way to give a onrete formulation for the reversibility.
Let n ∈ N and (k1, . . . , kn) ∈ {0, 1, 2, . . .}n. If the reversibility holds then
E
[
n∏
j=1
(a−j )
kj
]
= (−1)
P
1≤i≤n/2 k2iE
[
n∏
j=1
(a−j )
kj
]
(20)
whih should vanish when
∑
1≤i≤n/2 k2i is odd. In fat, if every moment existed,
one strategy in proving the reversibility, at least in the ase κ ∈ (0, 4], ould be
showing that these odd moments vanish and showing that the moments determine the
distribution.
3.5 General expression for moments
To work out equations for expeted values of the type in the equation (20) we use the
following notation: x n ∈ N and (k1, . . . , kn) ∈ {0, 1, 2, . . .}n and let
Π = Π(k1, k2, . . . , kn) = a
k1
1 a
k2
2 · . . . · aknn
and for i ∈ {1, . . . , n}
Πi(k1, k2, . . . , kn) = Π(k1, . . . , ki−1, ki + 1, ki+1, . . . , kn)
Πi(k1, k2, . . . , kn) = Π(k1, . . . , ki−1, ki − 1, ki+1, . . . , kn).
Here Π = 0 with negative arguments. Dene similarly Πj1,...,jmi1,...,il . Further Π
0 = Π.
Sine we are looking for the stationary G˜ we require that the expetation of the drift
of Π vanishes. So for a while we will manipulate the expression of dΠ.
Using this notation and the notation of equation (16) we nd that
dΠ =
∑
i
Πidai +
1
2
∑
i,j
ki(kj − δij)Πi,jdaidaj
= . . . =
{[
1
2
∑
i
kidii
(
2
cii
dii
− dii +
∑
j
kjdjj
)]
Π
+
∑
i>1
kidi,i−1
( ci,i−1
di,i−1
− dii +
∑
j
kjdjj
)
Πi−1i
+
1
2
∑
i,j>1
ki(kj − δij)di,i−1dj,j−1Πi−1,j−1i,j
+
∑
i
ki
i−2∑
l=0
cilΠ
l
i
}
dt +
{ }
dBt. (21)
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Note that the following expressions are independent of the summation index i for any
κ and ρ
2
cii
dii
− dii = 2ρ+ 4− κ
2
√
κ
ci,i−1
di,i−1
− dii = ρ− 2− κ
2
√
κ
.
Next we write that
∑
i kidii =
√
κ/2
∑
i ki(i+ 1) =
√
κN , whih denes the degree
N =
1
2
∑
i
ki(i+ 1) (22)
of a moment Π. Plugging this and the values of cij and dij we get that
dΠ =
{
1
4
N [(2ρ+ 4− κ) + 2Nκ]Π + σ1
4
[(ρ− 2− κ) + 2Nκ]
∑
i
ki(i− 1)Πi−1i
+
κ
8
∑
i,j
ki(kj − δij)(i− 1)(j − 1)Πi−1,j−1i,j
− 2
∑
i
ki
i−2∑
l=1
σi−ll Πli + 2
∑
i
kiσ
i+1Π0i
}
dt +
{ }
dBt. (23)
For ρ = κ − 6 the above brakets are 2ρ + 4 − κ + 2Nκ = (2N + 1)κ − 8 and
ρ− 2− κ+ 2Nκ = 2Nκ− 8. Let's use this value of ρ for a while.
Now we analyze the degree N. First of all
N =
1
2
∑
i
k2i−1 · 2i+ 1
2
∑
i
k2i · (2i+ 1)
=
∑
i
(k2i−1 + k2i)i+
1
2
∑
i
k2i.
So N is either a half-integer or an integer depending whether
∑
i k2i is odd or even.
So for the reversibility we would like to show that E[Π] = 0 when N is a half-integer.
Next we note that the drift in the equation (23) deomposes into A+σB where A and
B don't depend (diretly) on σ and all the half-integer moments are put in the other
one and the integer moments on the other.
Under the reversibility E[Π] = 0 when N is a half-integer, then for N an integer
we would have
E[Π(k1, . . . , kn)] =
pk1,...,kn(κ)
(8− 3κ)(8− 5κ) · . . . · (8− (2N + 1)κ) , (24)
where pk1,...,kn is a polynomial with highest degree N˜ = 1/2
∑
i ki(i − 1). Denomina-
tor follows from the fat that as we reursively solve E[Π] from (23) by demanding
that the drift vanishes, the fator in front of the moment with the largest degree
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is 1/4N [(2N + 1)κ − 8]. Similarly κ an enter numerator only through the term
Πi−1,j−1i,j (this argument requires more are though). N˜ is the number of steps from
Π(k1, . . . , kn) to Π(k
′
1, 0, 0, . . . , 0) by lowering two powers with Π
i−1,j−1
i,j .
The equation (24) an be interpreted so that the expeted value Π(k1, . . . , kn) exists
for small κ as long as the right-hand side is nite. So we an read from this general
form that the expeted value Π(k1, . . . , kn) exists for κ ∈
(
0, 8/(2N+1)
)
. This result is
proven in Appendix A.1 of [3℄. The result therein inludes both ases the half-integer
and the integer moments.
3.6 Calulating moments an1 , a
n
1a
m
2 and so on
In this setion, we study only the ase ρ = κ − 6. We will show how to atually
alulate moments, i.e. expeted values of SLE data. Let's alulate It dierential
d(an1 ) = na
n−1
1 da1 +
1
2
n(n− 1)an−21 (da1)2
=
[
nan−11
(
2 +
3κ− 8
4
a1
)
+
1
2
n(n− 1)an−21 · κa21
]
dt + ( )dBt
= n
[
2an−11 +
(2n+ 1)κ− 8
4
an1
]
dt + ( )dBt.
Then we demand that expetation of the drift is zero. This gives
E[an1 ] =
8E[an−11 ]
8− (2n+ 1)κ = . . . =
8n
(8− 3κ)(8− 5κ) · . . . · (8− (2n+ 1)κ)
sine E[a01] = 1. This is true for x = σ and y = −σ. For general x, y ∈ R, use a
suitable Möbius transformation to get
E[an1 ] =
2n(x− y)2n
(8− 3κ)(8− 5κ) · . . . · (8− (2n+ 1)κ) . (25)
Similar alulation for an1a
m
2 , m even, gives
E[an1a
m
2 ] =
22n+3m
(
κ
6
)m/2 m!
(m
2
)!
(8− 3κ)(8− 5κ) · . . . · (8− (2n+ 3m+ 1)κ) . (26)
The higher moments an be in priniple alulated using the reursion we get from
the equation (23). The author hasn't been able to ompletely solve the reursion.
3.7 Density funtion of a1
As stated earlier a1 is distributed as 2τ where τ is the hitting time of 0 for a Bessel
proess. Its distribution ould be alulated using a martingale trik or similarly as
below but using just the Bessel proess. However the following way to alulate the
distribution is worth mentioning.
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If the apaity a1(t) has a density funtion νt then
Et[f(a1)] =
∫ ∞
0
f(x)νt(x)dx
for eah suiently smooth f : (0,∞)→ R with ompat support. For suh funtion
It dierential is
df(a1) =
[(
2 +
κ+ 2ρ+ 4
4
a1
)
f ′(a1) +
κ
2
a21f
′′(a1)
]
dt + σa1
√
κf ′(a1)dBt.
For νt = ν stationary, the expetation of the drift has to vanish
0 = E
[(
2 +
κ+ 2ρ+ 4
4
a1
)
f ′(a1) +
κ
2
a21f
′′(a1)
]
=
∫ ∞
0
[p(x)f ′′(x) + q(x)f ′(x)]ν(x)dx (27)
where p(x) = κ/2x2 and q(x) = 2+(κ+2ρ+4)/4x. Sine equation (27) holds for every f
smooth and with ompat support, we onlude −(p(x)ν(x))′+q(x)ν(x) = C = onst.
If we assume ν and ν ′ go zero as x→ 0, then C = 0.
Now we solve
ν ′(x)
ν(x)
=
q(x)− p′(x)
p(x)
= −3κ− 2ρ− 4
2κ
1
x
+
4
κ
1
x2
giving
ν(x) = Cκ,ρx
− 3κ−2ρ−4
2κ e−
4
κ
1
x . (28)
Coeient Cκ,ρ is determined from
∫∞
0
ν(x)dx = 1, where the integral onverges if
and only if the power of x is smaller than −1. For ρ = κ− 6 this means κ < 8. This
result an be explained as follows: for κ < 8 the hordal SLE a.s. avoids given point
and hene the apaity seen from this point is a.s. nite.
4 Conlusions
It was shown how to formulate the stationarity of SLEκ(ρ) as stationarity of the law
of a stopped hull under a SLE indued ow. One of the advanes of this approah
is that it involves the full SLE trae diretly. The full trae is the most interesting
objet from the statistial physis point of view.
When using the approah to alulate the moments E[
∏
akj ], the problem is that
these expeted values only exist for a range of the parameter κ. Hene the approah
should be applied in some dierent way. For example, some other funtion of the
random variables a1, a2, . . . ould be taken, say, suh as E[e
iλa1
∏
akj ]. As proposed
by Stanislav Smirnov, one option is to try to nd an alternative interpretation beyond
the blowup for the analyti ontinuations of the moment formulas suh as (25) and
(26).
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