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The spectrum and properties of quantum bound states is strongly dependent on the dimension-
ality of space. How this comes about and how one may theoretically and experimentally study the
interpolation between different dimensions is a topic of great interest in different fields of physics.
In this paper we study weakly bound states of non-relativistic two and three boson systems when
passing continuously from a three (3D) to a two-dimensional (2D) regime within a ’squeezed di-
mension’ model. We use periodic boundary conditions to derive a surprisingly simple form of the
three-boson Schro¨dinger equation in momentum space that we solve numerically. Our results show
a distinct dimensional crossover as three-boson states will either disappear into the continuum or
merge with a 2D counterpart, and also a series of sharp transitions in the ratios of three-body and
two-body energies from being purely 2D to purely 3D.
PACS numbers: 03.65.Ge,36.10.-k,21.45.-v
I. INTRODUCTION
Strongly interacting quantum particles are of great
importance in many fields including nuclear and parti-
cle physics, condensed-matter physics, and atomic and
molecular physics. However, they can be very hard to
approach due to their intrinsically non-perturbative na-
ture and often it is necessary to employ numerical simu-
lations such as Monte Carlo [1] and/or lattice field theory
techniques as done with great success in lattice QCD [2].
In the limit of few particles, strongly interacting systems
can display truly remarkable features such as the Efimov
effect [3] where a geometric series of three-body bound
states of three bosons occur at the threshold for the bind-
ing of any two-body subsystem. This is a key insight into
the often counterintuitive behavior of few-body systems
that is extremely difficult to capture without analytical
guidance. Moreover, it is an effect that is intimately tied
to the dimensionality of space as it will not happen in
two dimensions.
Cold atomic gases have proven their ability as excellent
quantum simulation tools due to the tunability of interac-
tions, geometry, and inter-particle statistical properties
[4–6]. A recent frontier is the study of strongly interact-
ing atomic Bose gases in three [7–13] and most recently
in two dimensions [14, 15]. At the few-body level, three-
body states linked to the Efimov effect have been ob-
served in three dimensions [16–36] using a variety of dif-
ferent atomic species and two-body Feshbach resonances
[37]. In spite of the tunability of the external trapping ge-
ometry of cold atomic systems, there has been little study
of how the three-boson bound state problem undergoes
its dramatic change from displaying the Efimov effect in
three dimensions to having only two bound states in two
dimensions [38]. A key question is whether it is possible
to interpolate these limits in simple theoretical terms and
subsequently explore this in simulations using both more
involved numerical methods and experimental setups.
Here we present a model that has the ability to interpo-
late geometrically between two and three spatial dimen-
sions and thus study this important crossover for both
two- and three-body bound states of identical bosons. A
’squeezed’ dimension is employed with periodic boundary
conditions (PBC) whose size can be varied to interpolate
the two limits. It has the unique feature that it can be
regularized analytically which is a great advantage for
its numerical implementation allowing us to go smoothly
between both limits. While PBC is not typically used in
few-body calculations, it is nevertheless a standard trick
when addressing larger systems [1, 39, 40] and our results
may thus also serve as a benchmark. Since the seminal
work of Wilson [41] and t’Hooft [42], using the dimension-
ality of a given model as a parameter has been a standard
tool in high-energy and condensed matter physics. More
recently such techniques have been applied to strongly
interacting Fermi gases [43] in the context of cold atoms.
Moreover, in the realm of few-body physics mixed dimen-
sional systems are promising for extension of the Efimov
scenario to new setups [44].
For many experimental setups in cold atoms, the trans-
verse confining geometry is given by a harmonic trapping
potential and a very interesting recent theoretical study
[45] has considered the properties of three-boson states
under strong transverse confinement. The very recent
successful production of box potential traps for bosons
[46, 47] means that open (hard wall) boundary condi-
tions (OBC) are now also accessible. This still leaves the
question of how to realize periodic boundary conditions
in a cold atomic gas experiment. However, we would
not expect large qualitative differences between OBC and
2PBC and more likely only quantitative changes. This
is of course also one of the reasons for employing peri-
odic boundary conditions in most contexts throughout
physics. The theoretical elegancy and tractability of cal-
culations in the three-body system is the strong incentive
that we have for pursuing this geometry even if at present
an experimental realization has not been found.
II. DIMER ENERGY WITH PERIODIC
BOUNDARY CONDITION
In our model we will assume periodic boundary condi-
tions along one direction (chosen to be the z-axis) which
is initially a condition on the single-particle coordinates.
We will now argue, however, that it may be implemented
in the relative momentum which significantly simplifies
its implementation. Let p1 and p2 be the z-components
of the momenta of particles 1 and 2 with coordinates z1
and z2, respectively. Then we may rewrite
p1z1 + p2z2 = ZpCM + zpz, (1)
where pCM = (p1 + p2)/
√
2 and pz = (p1 − p2)/
√
2,
while Z = (z1 + z2)/
√
2 and z = (z1 − z2)/
√
2. PBC
implies that we must quantize according to p1 = 2πn1/L
and p2 = 2πn2/L, where L is the length of the periodic
dimension. We thus see that pCM and pz will in turn
also be quantized as a sum or a difference of a pair of
integers. Furthermore, the Hamiltonian separates in CM
and relative momenta. Thus we may treat pCM and pz
independently.
Disgarding the center-of-mass momentum we may now
concentrate on the relative part. The relative momenta
along the plane are then given by ~p⊥ = (px, py), while
pz =
√
2πn
L
=
n
R
, (2)
with n = (n1 − n2) = 0,±1,±2... and L =
√
2πR. The
length of the squeezed dimension corresponds to a radius,
R, that interpolates between the 2D limit for R→ 0 and
the 3D limit for R → ∞. In this paper we will use a
contact (zero-range) interaction to study the continuous
transition from 3D to 2D regimes.
Here we consider the case where we allow E2 to vary
with R under the physical condition that the magnetic
field is fixed and thus we have a fixed dimer energy in
3D, E3D2 . This implies that the two-body T-matrix in
the limit R → ∞ has to recover a pole exactly at E3D2 .
This means that for finite R we must solve∫
d3p
E3D2 − p2
− 1
R
∑
n
∫
d2p⊥
E2 − p2⊥ − n
2
R2
= 0. (3)
As both terms in Eq. (3) are divergent, ultraviolet cut-
offs that are consistent with the correct 3D limit must be
introduced. It is enough to regularize the transverse mo-
mentum integral d2p⊥ in both terms of (3) with a cutoff
Λ and then take the limit Λ→∞.
lim
Λ→∞
{∫ ∞
−∞
dy ln
[ −E3D2 R2 + y2
−E3D2 R2 + y2 + (ΛR)2
]
−
∞∑
n=−∞
ln
[
E2 R
2 − n2
E2R2 − n2 − (ΛR)2
]}
= 0 , (4)
where y ≡ Rp. Performing the analytical integration
and the sum we have
lim
Λ→∞
{
π R
(√
−E3D2 −
√
−E3D2 + Λ2
)
− ln
(
sinhπ
√−E2R
sinhπ
√−E2 + Λ2R
)}
= π R
√
−E3D2 − ln
(
2 sinhπ
√
−E2R
)
= 0 . (5)
By recognizing that
√
−E3D2 → 1/a in the zero-range
limit (where a is the two-body scattering length), the
energy of the dimer is√
−E2 = 1
πR
sinh−1
epiR/a
2
, (6)
The energy of the dimer is shown in Fig. 1. For R → 0
it goes to
√−E2 ∼ (πR)−1 sinh−1 12 = 0.153174R−1,
which does not depend on the scattering length. There-
fore, for any 3D two-body subsystem - bound or virtual -
a strong deformation of the trap towards 2D always binds
the dimer with an energy given by the trap energy scale
(1/R2 in this case). In the unitary limit where a → ∞
we find this bound state energy for any finite R. This is
analogous to the famous quasi-2D harmonic trap result
of Petrov and Shlyapnikov [54]. In general, the precise
way in which a low-dimensional geometry is obtained will
be reflected in the dimer energy formula. This is similar
to Fermi gases in non-trivial confinement [55].
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FIG. 1: Dimer energies E2/E
3D
2 as a function of R
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for periodic boundary conditions.
III. THOMAS-EFIMOV EFFECT WITH A
SQUEEZED DIMENSION
The zero-range three-boson equation with a periodic
dimension can be obtained as a generalization the Sko-
3rniakov and Ter-Martirosian (STM) equation [48]. For
completeness, let us first establish the STM equation for
a regular 3D system in homogeneous space (see Ref. [49]
for a discussion of the general form of the STM equations
in 3D).
f(~q) = 2 τ3D
(
E3 −
3
4
q2
)∫
d3p
f(~p)
E3 − q2 − p2 − ~q · ~p
, (7)
where E3 is the three-body energy and f(~q) is the
so-called spectator function which uniquely defines the
three-body wave function [49]. As we only consider the
equal mass case, there is only one spectator function (a
detailed discussion can be found in Ref. [50]). Here τ3D
is the two-body T-matrix given below in Eq. (14).
We may now split the momentum variable in the direc-
tions transverse to (p⊥ and q⊥) and parallel to (pz and
qz) the ’squeezed’ dimension. This means that along the
z-axis the momenta have to be quantized as discussed
above. The integral over all momenta in the STM equa-
tion thus becomes an integral over p⊥ and a sum over
the modes of the periodic dimension. Likewise, the ki-
netic energy (or free Green’s function) is naturally split
into continuous (p⊥) and discrete contributions (pz). The
generalized STM equation now becomes
f(~q⊥, n) = 2 τR
(
E3 −
3
4
(q2⊥ +
n2
R2
)
)
×
∑
m
∫
d2p⊥
f(~p⊥,m)
E3 − q2⊥ − p
2
⊥
− ~q⊥ · ~p⊥ −
n2
R2
− m
2
R2
− n m
R2
,
(8)
where τR is the two-body T-matrix that we discuss
momentarily (see Eqs. (11) and (12)). The parameter
that interpolates between two and three dimensions is R.
When R approaches zero we are effectively in 2D and in
the opposite limit where R→∞ we go to the 3D case.
We now discuss the Thomas collapse [51] and Efimov
effect [3]. In momentum space the matrix elements of the
Dirac δ-function potential are constant. This introduces
a singularity which must be resolved by proper regular-
ization [52] which introduces a subtraction in the kernel
of the zero-range three-boson integral equation, such that
the properly regularized STM equations become
f(~q⊥, n) = 2 τR
(
E3 − 3
4
(q2⊥ +
n2
R2
)
)
×
∑
m
∫
d2p⊥
R
[
g0R(E)− g0R(−µ2)
]
f(~p⊥,m) , (9)
where
g−10R (E) = E − q
2
⊥ − p
2
⊥ − ~q⊥ · ~p⊥ −
n2
R2
−
m2
R2
+
n m
R2
. (10)
Here f(~p⊥,m) is the momentum-space three-body wave
function that we need to determine. The two-body T-
matrix, τR, is given by
R τ−1R (E) =
∑
n
∫
d2p⊥
E − p2
⊥
− n2R2
−
∑
n
∫
d2p⊥
E2 − p2⊥ − n
2
R2
,
(11)
where E < 0 and we chose the bound-state pole at
E2. Throughout most of this paper we will use units
of ~ = µ = M = 1, where M is the boson mass and µ
is the momentum-space subtraction point of the regular-
ization procedure [52]. Performing the analytical inte-
gration over ~p⊥ and the sum, we have
τR(E) = −R
[
π ln
(
sinhπ
√−ER
sinhπ
√−E2R
)]−1
. (12)
Taking into account that the T-matrix in 2D and 3D have
different units, we recover the two limits via
τ2D(E) = lim
R→0
R−1τR(E) = −
[
π ln
( √−E√
|E2|
)]−1
,(13)
which reproduces the standard 2D amplitude [52], and
for R→∞ we obtain
τ3D(E) = lim
R→∞
τR(E) =
1
π2
[√
E2 −
√
−E
]−1
, (14)
valid for E < 0. For continuum energies, E > 0, the
analytical extension in (13) and (14) can be performed
from negative to the positive energy through the upper
half of the complex energy plane. There is a subtlety
in Eq. (9) since for any R the kernel is noncompact if
the subtraction term is disregarded. Therefore, to take
the 2D limit one has first to regularize Eq. (9) and then
take the limit R→ 0. In addition, to get the famous 2D
results of Bruch and Tjon [38], one has to also take the
limit E2 → 0.
For R → 0, the Efimov limit given by E2 → 0 dis-
appears because the homogeneous Eq. (9) reduces to its
usual 2D form. In this case, only states with n = 0 are
relevant. For higher n the kinetic energy blows up and
this makes terms with n > 0 in the kernel of the bound
state equation irrelevant. The 3D Thomas collapse (in-
finitely negative ground state three-body energy) occurs
when letting µ → ∞ in Eq. (9) after taking R → ∞.
For any finite R, the three-body ground state still col-
lapses for µ→∞ as the kernel of Eq. (9) is noncompact
if the subtraction term is ignored. Here we will work in
the limit where µ is finite and we take units such that
µ = 1 as discussed above. We note that the equivalence
between the Thomas and Efimov effects that happens in
3D [53] is broken with a compact dimension.
IV. TRIMER ENERGY WITH PERIODIC
BOUNDARY CONDITIONS
We now present the numerical solution of the trimer
bound state equation in Eq. (9). The calculations pre-
sented are done for two different values of E2 which are
independent of R for reason of numerical convenience.
In an experiment this could be achieved by using a mag-
netic Feshbach resonance and changing the field along
with the trap size in such a manner that E2
4fixed. We will address shortly what qualitative changes
we expect for the case where E2 varies with R as we
have discussed in the dimer section above. Introducing
explicit units for clarity, the dimensionless quantities we
will use are ǫ3 = E3/E0, ǫ2 = E2/E0 and r = Rµ/~,
where E0 = −~
2µ2
M . In order to explore the dimensional
crossover transition, Fig. 2 shows the ratios ǫ3/ǫ2 as a
function of r for the ground, first, and second excited
states. Note that the last state goes into the continuum
before the 2D limit is reached.
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FIG. 2: ǫ3/ǫ2 as a function of r, for ǫ
3D
2 = 10
−7 (full circles)
and 10−6 (empty circles). The solid and dashed lines are
guides to the eye. As we approach the 2D limit (r → 0),
higher excited states disappear and only the ground and first
excited states remain. Note that the values of r and ǫ3/ǫ2
increase from right to left and top to bottom respectively.
The points are calculated for two fixed two-body en-
ergies ǫ3D2 = 10
−6 (empty circles/dashed lines) and 10−7
(full circles/solid lines). In a pure 3D calculation these
parameters are on the a > 0 side of the resonance and
one finds three three-body bound states. The points at
which we calculated the energies are shown explicitly,
while the curves are guides to the eye. For the largest
r = 1000, the energies were obtained from a pure 3D
STM equation. The plot shows a very interesting di-
mensional crossover result. We have one sharp transition
for the ground state and two for the first excited state,
while the second excited state has two transitions before
it disappears. This plot is reminiscient of the famous
binding energy plot of Efimov trimers going from a =∞
and into the three-body continuum [3]. The sharp jumps
may also be interpreted as a sort of avoided crossing be-
haviour as R changes. This is very similar to what is seen
in other confined systems such as short-range interacting
two-body systems in a harmonic trap [56]. The latter
show similar jumps as function of the ratio of the interac-
tion and confinement energy scales and have been related
to the Zeldovich rearrangement effect seen for particles
in strong magnetic fields [57, 58].
The jumps can be understood by considering the size
of the trimer. It is given roughly by r¯ ∼ 1/√ǫ3. For ǫ2 =
10−7 , from the ground state plateau at ǫ3/ǫ2 = 93330 for
r = 1000 and first excited state plateau at ǫ3/ǫ2 = 211.79
also for r = 1000. From the energies in the 3D limit, we
predict that for r¯ = 217.29 the ground state trimer has a
size that matches the size of the squeezed dimension, r.
For the first excited state the corresponding number is
r¯ = 10.35. Looking at Fig. 2 we see that these numbers
match quite well with the values calculated numerically.
This allows us to interpret the jumps as signaling that
the 2D limit is reached first for the ground state and then
for the first excited state. Due to the additional avoided
crossing, we get the second jump for the first excited
state after which it is forced to go to the only excited
state that is present in the strict 2D limit for r → 0.
The same analysis can be made for ǫ2 = 10
−6 with r¯ =
10.27 and r¯ = 188.98, respectively, for the ground and
first excited state. Varying r from large to small values
(left to right), the 3D→2D transition occurs for r ∼ 10,
where we have the disappearance of the higher (second
in our case) excited states in order to reproduce the well
known 2D results with two bound states proportional to
ǫ3/ǫ2 = 16.52 and ǫ3/ǫ2 = 1.27 [38].
From the experimental point of view it may be diffi-
cult to keep the dimer energy, E2, constant. However,
the transitions observed in Fig. 2 will not disappear due
to a variation of ǫ2 with r. A change in the dimer energy
does not move the jumps significantly. Larger dimer en-
ergies will cause the 3D plateau to move to lower ǫ3/ǫ2
ratio and push the beginning of the transition to smaller
r, thus making the transition region broader. In cases
where there are four or more states in the spectrum, the
higher states (second excited and above) will go to the
continuum before one reaches the 2D limit. Whether
they show two plateaus depends on whether they enter
the spectrum above or below the values ǫ3/ǫ2 = 16.52
and ǫ3/ǫ2 = 1.27 in analogy to what we see in Fig. 2. In
general, the jumps happen when a state is commensurate
with the energy of the transverse squeezed dimension,
while the associated plateaus are given by the 2D limit.
As an outlook we may consider a mass imbalanced sys-
tem where the 2D limit can be much more rich with
many bound states [59, 60]. This immediately implies
that there could be more plateaus for these systems and
that the sequence of jumps will be more involved but po-
tentially even more interesting. We leave this issue for
future studies.
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