Many statistical problems involve the learning of an importance/effect of a variable for predicting an outcome of interest based on observing a sample of $n$ independent and identically distributed observations on a list of input variables and an outcome. For example, though prediction/machine learning is, in principle, concerned with learning the optimal unknown mapping from input variables to an outcome from the data, the typical reported output is a list of importance measures for each input variable. The approach in prediction has been to learn the unknown optimal predictor from the data and derive, for each of the input variables, the variable importance from the obtained fit. In this article we propose a new approach which involves for each variable separately 1) defining variable importance as a real valued parameter, 2) deriving the efficient influence curve and thereby optimal estimating function for this parameter in the assumed (possibly nonparametric) model, and 3) develop a corresponding double robust locally efficient estimator of this variable importance, obtained by substituting for the nuisance parameters in the optimal estimating function data adaptive estimators. We illustrate this methodology in the context of prediction, and obtain in this manner double robust locally optimal estimators of marginal variable importance, accompanied with p-values and confidence intervals. In addition, we present a model based and machine learning approach to estimate covariate-adjusted variable importance. Finally, we generalize this methodology to variable importance parameters for time-dependent variables.
Introduction
In many applications an important goal is the construction of a predictor of an outcome as a function of a collection of input variables based on a learning data set from a particular data generating distribution. One can define an optimal predictor as a parameter of the data generating distribution by defining it as the function of input variables which minimizes the expectation of a particular loss function (of the experimental unit, and the candidate regression) w.r.t. the true data generating distribution. If one selects the squared error loss function (i.e., the square of the difference between the outcome and predicted value), then this optimal predictor is the conditional mean of the outcome, given the input variables. In the statistical literature such location parameters of the conditional distribution of the outcome given the input variables are referred to as regressions: e.g., mean regression and median regression.
In many applications the number of input variables can be very large. As a consequence, assuming a fully parameterized regression model such as a linear regression model with only main terms and minimizing the empirical mean of the loss function (e.g., the sum of squared residual errors in the case of the squared error loss function) is likely to yield poor estimators, since the number of main terms will typically be too large (thereby resulting in over-fitting), and other functional forms of the input variables should be considered. That is, the current type of applications typically demand nonparametric regression estimators. Because of the curse of dimensionality, minimizing the empirical mean of the loss function, i.e., the empirical risk, over all allowed regression functions results in a predictor with perfect performance of the actual data set it was based upon, but poor performance on an independent sample. As a consequence, many estimators follow the sieve loss based estimation strategy. That is, 1) one selects a sequence of subspaces indexed by so called fine tuning parameters (i.e., a sieve), 2) one minimizes or locally minimizes the empirical risk over each subspace to obtain a subspace specific (minimum empirical risk) estimator, and 3) one selects the fine tuning parameter (i.e., the subspace) with an appropriate method aiming to trade off bias and variance. Examples of fine tuning parameters indexing constraints on the space of regression functions are an initial dimension reduction, the number of terms in the regression model, and the complexity of the allowed functional forms (e.g., basis functions). Each specification of the fine tuning parameters corresponds to a candidate estimator of the true underlying regression. In order to select among these candidate estimators (i.e., to select these fine tuning parameters) most algorithms either minimize a penalized empirical risk or minimize the so called cross-validated risk.
If one applies such "machine learning" algorithms to a data set it is very common that the actual resulting fit is very low dimensional. For example, consider an AIDS application involving prediction of viral replication capacity based on the mutation profile of the HIV-virus (Birkner et al. (2005b) ). In order to obtain an estimate of the regression function we applied the crossvalidated DSA-algorithm (Sinisi and van der Laan (2004) ) which fits the true regression with a linear combination of multi-way interactions, where the size of the model, the complexity of the interaction, and the dimension reduction were selected with cross-validation, and, given the choice of these fine tuning parameters, the algorithm uses deletion, substitution, and addition moves to search in the space of all linear combinations of multi-way interactions satisfying the constraints. In spite of the fact that our data adaptive D/S/A algorithm searched over a high dimensional space of regression functions, it ended up selecting a linear regression with two main terms and a single interaction (Birkner et al. (2005b) ). Though such an estimator is based on a sensible trade off between bias and variance of the candidate predictors, the resulting fit is disappointing from two perspectives. Firstly, in most applications one believes that the true regression is a function of almost all variables, with many variables giving very small contributions to the regression. Secondly, a practitioner typically wishes to obtain a measure of variable importance for each variable, and such a low dimensional fit reflects zero importance for all variables not present in the obtained fit. It has been common practice to address the second issue by reporting many of the fits the algorithm has searched over, and to summarize these different fits in a particular manner. Initially, we also followed this approach, but came to the conclusion that the statistical interpretation of such a summary measure is unclear. Bootstrap-aggregation (Breiman (1996) ) has been used to obtain a predictor which is high dimensional so that most variables actually contribute to the predictor. However, one is still confronted with the problem that a bias-variance trade off for a predictor (which is a high dimensional parameter) is typically the wrong bias-variance trade-off for a variable importance measure (a real valued parameter). Therefore, such estimates of variable importance based on a bootstrap-aggregated predictors (e.g., as in random forest Breiman (1999) ) are typically more biased than necessary.
In addition, contrary to the methods proposed in this article, all these algorithms are not targeted at an estimate of the variable importance for a particular variable, and thereby invest much of their variability in parts of the regression function which do not affect the actual variable importance for the particular variable. For example, if the true regression is a linear combination of multi-way interactions, then every multi-way interaction not including the variable of interest does not affect our definition of variable importance. Our proposed methods assume models for the wished type of variable importance, and then use general estimating function methodology (Robins and Rotnitzky (1992) , van der Laan and Robins (2002) ) to determine the class of estimating functions orthogonal to all nuisance parameters, so that the corresponding estimators are fully targeted at the parameter of interest (i.e., the particular variable importance).
We also note that current machine learning algorithms do not provide a p-value or confidence interval for a reported measure of variable importance (see e.g., random forest in Breiman (1999) ).
In this article we propose estimators of variable importance which are directly targeted at this parameter, thereby guaranteeing that for each variable we obtain a sensible estimate of variable importance, accompanied with a pvalue and confidence interval. As a consequence, this methodology requires a separate estimation procedure for each choice of variable. Though our proposed methodology for variable importance can be applied to any definition of variable importance, for the sake of concreteness and presentation, we will focus on a particular definition of variable importance in prediction. In our discussion at the end of this article we discuss and present a more general definition of variable importance and corresponding methodology. In an accompanying follow up article (Birkner and van der Laan (2005) ) we will apply and illustrate the methodology with the HIV-replication capacity example described above to obtain a inference for mutation-specific variable importance across the genome of the HIV-virus.
Since the proposed parameters of marginal and V -adjusted variable importance, as defined below, and the corresponding estimators correspond with estimators proposed in causal inference, the practical performance of our estimators of marginal and V -adjusted variable importance parameters is established in a variety of simulation studies (Wang and van der Laan (2004) , Neugebauer and van der Laan (2004) , Yu and van der Laan (2003a) ). In particular, Wang and van der Laan (2004) considers simulations in the case that the nuisance parameters in the estimating functions defining our estimators are estimated with data adaptive (i.e., nonparametric) estimators. In the future we will also study the practical performance of these methods in the situation that the set of covariates is large relative to sample size, in particular, in comparison with the current regression based approach: by our reasoning above, one would expect that the performance will increase in favor of our methods, but, there is no free lunch in the sense that the second order terms in the expansion of our estimators will start dominating the performance due to the large dimension of the nuisance parameters: for example, our estimators of marginal variable importance might start converging to the true variable importance at a rate slower than 1/ √ n. The latter phenomena is often referred to as the curse of dimensionality.
To formalize the statistical problem of estimating variable importance in prediction as addressed in this article, suppose that we observe n i. . In order to define the variable importance parameter we will need to assume that P (A = a | W ) > 0 and P (A = 0 | W ) > 0 P W a.e. In particular, this assumption holds for all a if the support of W is a cartesian product of a support for A and support for W * , and one could also change the target population (by sub-setting on W ) to make this assumption hold. In applications one might carry out the proposed methodology for a list of variables extracted from W * , as outlined in our road map presentation later in this article. For example, in the HIV-replication capacity example we would estimate the variable importance for each mutation in the HIV-virus. That is, for each mutation in the HIV-virus, we would let A denote this mutation, W denotes the set of other mutations, and Y denote the replication capacity of the virus, and apply the methodology proposed in this article for estimating the variable importance of A.
In this article we address, in particular, estimation and inference of the following real valued parameter of the predictor E P 0 (Y | A, W ) on a model for P 0 defined as
Note that this parameter is only well defined if P (A = a | W )P (A = 0 | W ) > 0, P W -a.e. We will refer to the real valued parameter Ψ(P )(a) and the whole "curve" Ψ(P ) = (Ψ(P )(a) : a) as a-specific marginal variable importance and marginal variable importance of the variable A, respectively. We will also address estimation of (a-specific) W -adjusted variable importance:
where w can be any value in the set {w :
For example, if the data generating distribution P corresponds with sampling a subject from a population, then this states that the subpopulation defined by W = w should contain subjects with A = a and subjects with A = 0.
These measures are special cases of a (a-specific) V -adjusted variable importance, where V can denote any subset of W , defined as
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Note that, if V = W , then this V -adjusted variable importance parameter equals the W -adjusted variable importance, but, in general, it equals the regression of the W -adjusted variable importance on V evaluated at V = v. If V is the empty set, then the V -adjusted variable importance equals the marginal variable importance. We decided to denote each of these parameters with the same notation Ψ, since they will be treated separately and the dependence on a, (a, W ) or (a, V ) identifies which of the three parameters is meant.
Interpretation of variable importance parameter.
We remark here that these measures of variable importance are inspired by their analogues in causal inference. Specifically, if one assumes 1) that the observed data structure (W, A, Y ) is chronologically ordered (the time ordering assumption), 2) that it equals a missing data structure (W, A, Y ) = (W, A, Y A ) on a set of a-specific (so called counterfactual) outcomes (Y a : a) (consistency assumption), where a varies over the support of A, and that 3)
That is, under these additional assumptions our measures of variable importance can be interpreted as marginal or adjusted causal effects. Because of the fact that the above assumptions 1-3, defining the counterfactual causal inference framework, do not provide any restrictions on the data generating distribution (Gill and Robins (2001) , Yu and van der Laan (2002) , Gill et al. (1997) ), our methods immediately apply to this causal inference model. In particular, under these additional assumptions 1-3 our results for V -adjusted variable importance yields nonparametric double robust locally efficient estimators of the causal effect E P (Y a − Y 0 | V ) if A is discrete, and double robust locally efficient estimators of the unknown parameter β 0 in a model 
, where g is left unspecified. Here we remind the reader that marginal structural models as introduced by Robins (e.g., Robins (2000) 
On the other hand, these causal inference assumptions 1-3 are not necessary to provide meaning-full interpretations to the V -adjusted variable importance, and therefore we propose them as important parameters in general. In particular, we have used these measures of variable importance in prediction (e.g., Sinisi and van der Laan (2004) ). These variable importance measures measure the importance of a variable adjusting for all other variables used to predict the outcome. In the case that the variable is a surrogate for an unmeasured confounder, then it is still important to establish this variable as important, and subsequent research/experiments could now determine till what degree the variable importance is causal.
In order to understand the relation of this model-free variable importance parameter, and main effects and interactions in the context of a linear regression model, we provide the following illustrations.
is a linear combination of multi-way interactions, then Ψ(P )(a, W ) is the linear combination of all the multi-way interactions including a, obtained by simply deleting the multi-way interactions which do not include a.
In particular, this marginal variable importance curve identifies the interaction β 3 as Ψ(P )(1, 1) − Ψ(P )(1, 0) − Ψ(P )(0, 1) = β 3 . That is, one could generalize the definition of a two way interaction in a linear regression model by defining a two way interaction as Ψ(P )(1, 1)−Ψ(P )(1, 0)−Ψ(P )(0, 1), where
Summary and organization of article.
In Section 2 we provide methodology for estimation of and inference for aspecific marginal and V -adjusted variable importance for a discrete variable A in a nonparametric model. In spite of the fact that a regression
is not a path-wise differentiable parameter of P in a nonparametric model, and thereby is not root-n estimable (so that inference is problematic), we show that marginal variable importance Ψ(P ) is a path-wise differentiable parameter for discrete variables A in the nonparametric model. By applying the general estimating function methodology (Robins and Rotnitzky (1992) ,van der Laan and Robins (2002)), this path-wise differentiability allows us to construct double robust locally efficient estimators of marginal variable importance, which are defined as a solution of an optimal estimating equation for ψ 0 indexed by estimators of two unknown nuisance parameters being the conditional probability distribution Π of A, given W , and the regression θ(A, W ) = E(Y | A, W ). This estimator of marginal variable importance is double robust w.r.t. missspecification of these nuisance parameters in the sense that the consistency of the estimator of marginal variable importance relies on one of these estimators being consistent. In addition, if one of these estimators succeeds in estimating the true nuisance parameter at a rate so that a certain second order term is o P (1/ √ n), then it follows from general theorems 2.3 and 2.4 in van der Laan and Robins (2002) that this double robust estimator is locally efficient. Specifically, under specified empirical process and conditions on the nuisance parameter estimates, this estimator is asymptotically linear with an influence curve which equals the efficient influence curve if both nuisance parameters are correctly estimated. As a consequence, under these conditions necessary for establishing asymptotic linearity, we have asymptotically valid Wald-type or bootstrap based confidence intervals and p-values allowing us to test the null hypothesis H 0 : ψ 0 = 0. This is presented in Subsection 2.1.
In Subsection 2.2 we focus on estimation of a-specific W -adjusted variable importance. In order to deal with the curse of dimensionality, we redefine a-specific W -adjusted variable importance as the following parameter on the nonparametric model:
β}. This nonparametric approach of dealing with the curse of dimensionality in the context of causal inference was introduced in Neugebauer and van der Laan (2005) . In this manner, we created a smoothed version of the original measure of a-specific W -adjusted variable importance. We establish the wished path-wise differentiability of β(P ), and develop locally efficient estimators of β 0 = β(P 0 ) which are double robust w.r.t. the specification of the conditional distribution Π of A, given W , and the regression θ(A, W ) = E(Y | A, W ), as outlined above. We show that this double robust locally efficient estimator of the a-specific W -adjusted variable importance can be represented as a simple least squares estimator, which is thus practically very appealing.
In addition, we will provide a machine learning approach, involving model selection for m(· | β), for the purpose of learning the original (non-smoothed)
Subsequently, for a subset V ⊂ W of co-variables, in Subsection 2.2 we will generalize the above results to a V -adjusted variable importance parameter defined on the nonparametric model as
The above results provide a comprehensive nonparametric methodology for statistical inference for marginal and V -adjusted a-specific variable importance (for any V ⊂ W ) in the case that the variable A is discrete.
In Section 3 we present methodology for estimation of and inference for marginal and V -adjusted variable importance based on modelling the Wadjusted variable importance, which now applies to general (i.e., A can be continuous or discrete) variables A. Contrary to the methodology for discrete A in Section 2, in this case the methodology is not a-specific. In Section 3 we assume a model {m(· | β) : β} for the true W -adjusted variable importance
We show that, in this smaller model for P 0 , the parameter P → β(P ) (and the corresponding W -adjusted variable importance parameter) is now path-wise differentiable for general (e.g., continuous) variables A. Again, this allows us now to develop a class of double robust locally efficient estimators. The nuisance parameters in the double robust estimating functions are a regression of a function of (A, W ) on W (so that estimation does not necessarily require estimating Π) and the regression θ. We also show that these estimates of W -adjusted variable importance can be mapped into corresponding estimates of marginal variable importance, and V -adjusted variable importance.
In Section 4 we assume a model {m(· | β) : β} for the true V -adjusted vari-
We develop a class of double robust estimating functions of the unknown parameter β for general variables A. The estimating functions for V -adjusted variable importance now rely on an inverse weighting by the conditional density Π of A, given W , while the estimating functions in the previous section only depend on this density through a regression. Off course, this is due to the fact that modelling Wadjusted variable importance is a more parametric approach than modelling V -adjusted variable importance. We also provide a nonparametric machine learning type method for estimating the true V -adjusted variable importance involving model selection.
In Section 5 we summarize our methods into a road map for data analysis involving prediction, nonparametric estimation of V -adjusted variable importance, marginal variable importance, and multiple testing for marginal variable importance.
Finally, we end this article with a discussion in which we present the generalization of the definition of variable importance to measures of variable importance for time-dependent variables based on longitudinal data structures, again immediately implied by the analogues of causal effects of time-dependent treatment variables in causal inference.
2 Discrete variable, nonparametric model, aspecific variable importance.
Marginal variable importance.
Firstly, we establish path-wise differentiability and a closed form expression for the efficient influence curve/canonical gradient of the marginal variable importance parameter. 
Theorem 1 Suppose that
Consider the nonparametric model for P 0 , and let
The efficient influence curve/canonical gradient at P 0 of this parameter is given by:
For notational convenience, we will denote ψ 0 (a) with ψ 0 . This result can be explicitly verified by showing that the path-wise derivative of the parameter at P 0 along a 1-dimensional sub-model through P 0 with score s in the nonparametric model can be represented as an inner product IC * , s
. We actually established the formula for the canonical gradient by deriving the influence curve of the substitution estimator of ψ 0 , since in a nonparametric model there exists only one influence curve which thus equals the efficient influence curve. Since it is straightforward we will not provide the proof of this result.
Consider now the estimating function for ψ 0 based on the efficient influence curve given by
We have the following double robustness result for the unbiasedness of this estimating function.
Result 1 Assume
We have
Proof. We have
This completes the proof. 2 We can construct a double robust locally efficient estimators by solving the corresponding estimating equation at estimated nuisance parameters. Specifically, given estimators Π n , θ n of Π 0 , θ 0 , we estimate ψ 0 with
Here we use the notation P f ≡ f(x)dP (x) for the expectation operator. We note that the latter estimator can be written as:
If one is willing to assume a correctly specified model for Π 0 , then one could set θ n = 0, which results in the following estimator
Asymptotic properties.
Under the conditions of Theorem 2.5 in van der Laan and Robins (2002) we have that the double robust estimator ψ n is consistent and asymptotically linear if either Π n converges to Π 0 or θ n converges to θ 0 , where the convergence needs to be at a rate so that certain second order terms are o P (1/ √ n). For example, typically it suffices that Π n and θ n converge at a rate o P (n −1/4 ) to their limits, where one of these limits need to be correct. If one is willing to assume a correctly specified parametric model for Π 0 , and Π n is an asymptotically efficient estimator (for the precise statement we refer to van der Laan and Robins (2002) , since it only needs to be efficient for a smooth function of Π 0 ), then under these regularity conditions, ψ n is consistent and asymptotically linear with influence curve
where θ * denotes the possibly misspecified limit of θ n ,
is the closure of the linear span of the scores of the model for Π 0 , and Π(· | T Π (P 0 )) denotes the projection operator onto
. In particular, this shows that under these conditions ψ n is asymptotically efficient if θ * = θ 0 : in that case, the projection on the tangent space T Π (P 0 ) equals 0. Therefore, we refer to this estimator ψ n as a locally efficient double robust estimator: it is efficient if both working models for Π 0 and θ 0 are correctly specified and of low enough dimension so that their estimators result in negligible second order terms, and it is consistent and asymptotically linear if one of the working models is correctly specified.
Inference and testing for marginal variable importance.
Consequently, in the case that one assumes a correctly specified model for Π 0 , and the needed regularity conditions of Theorem 2.4 in van der Laan and Robins (2002) , then one can use as conservative influence curve
. A corresponding conservative Wald-type based estimate of the asymptotic variance of √ n(ψ n − ψ 0 ) is thus given by
A corresponding asymptotically conservative Wald-type 0.95-confidence interval is defined as ψ n ± 1.96σ n / √ n. One can test the null hypothesis H 0 : ψ 0 = 0 with the test-statistic T n = √ nψ n /σ n whose asymptotic distribution is N(0, 1) if the null hypothesis is true. In order to avoid a computer intensive bootstrap, we suggest that this approach is also reasonable in the double robust model, though strictly speaking there is no guarantee that the above influence curve is conservative. The actual influence curve in the double robust model, that is, the model which assumes that either Π 0 is correctly modelled or θ 0 is correctly modelled, is provided in Theorem 2.5 in van der Laan and Robins (2002) .
In general, the bootstrap will provide asymptotically valid confidence intervals under the regularity conditions needed to establish the asymptotic linearity of ψ n .
V -adjusted variable importance.
In this subsection we present methods for estimation and inference of a-specific V -adjusted variable importance for a subset of variables V of the complete set of observed covariates W . Firstly, we consider estimation of a smoothed aspecific V -adjusted variable importance parameter. Subsequently we show that our findings imply also a data adaptive machine learning methodology for estimation of the actual a-specific V -adjusted variable importance.
Smoothed V-adjusted variable importance.

Consider a working model {m(
be the parameter of interest, and let the model for P 0 be nonparametric. We note that m(V | β 0 ) defines a working model based projection of the true V -adjusted a-specific variable importance on the working model, where β 0 = β(P 0 ) denotes the true parameter value.
The following theorem shows that β(P ) is a path-wise differentiable parameter with a closed-form efficient influence curve/canonical gradient in the nonparametric model.
Theorem 2 Assume
The canonical gradient for P → β(P ) at P 0 in the nonparametric model is given by: (1), and
Note that, if m(V | β) is linear in β, then the second derivative matrix (first term) in the expression for c(P 0 ) equals zero so that c(P 0 ) reduces to 
. We derived this expression for the efficient influence curve by deriving the influence curve of the estimator arg min
2 with θ n being a nonparametric estimator, using the fact that in a nonparametric model an influence curve of a regular asymptotically linear estimator equals the efficient influence curve. That this expression is indeed the canonical gradient can be verified explicitly by establishing the path-wise derivative of β(P ).
Consider now the estimating function for β 0 based on the efficient influence curve given by
where we did not include the standardizing derivative matrix c(P 0 ) in the definition of the estimating function. We have the following double robustness result for this estimating function.
Result 2 Assume
We can construct a double robust locally efficient estimator by solving the corresponding estimating equation at estimated nuisance parameters. Specifically, given estimators Π n , θ n of Π 0 , θ 0 , we estimate β 0 with the solution β n of the estimating equation
We note that this estimator can be represented as a least squares estimator:
Thus, β n can be computed with standard least squares regression by regressing the outcome D(O i | θ n , Π n ) on V i using the model m(V | β). In particular, if one is willing to assume a correctly specified model for Π 0 and one sets θ n = 0, this estimator is given by
Since β n is defined as a solution of an estimating equation, statistical inference for β 0 and testing proceeds in the same manner as outlined in the previous subsection.
Data adaptive estimation of V -adjusted variable importance.
The representation of our double robust locally efficient estimator of the model based projection of the V -adjusted variable importance immediately suggests to apply any given data adaptive regression algorithm to the imputed data set
To formalize the rational behind such an approach, we note the following result.
Result 3 If
P (A = a | W )P (A = 0 | W ) > 0, P 0 -a.e., then E 0 (D(O | θ, Π) | V ) = E 0 (E 0 (Y | A = a, W ) − E 0 (Y | A = 0, W ) | V ), if either Π = Π 0 or θ = θ 0 .
This is shown by first noting that
This suggests that one can indeed apply an available machine learning algorithm to the imputed data set to obtain a data adaptive fit of the true V -adjusted variable importance. However, we note that if such an algorithm is based on (say) cross-validation to select among candidate estimators applied to a training sample (i.e., a part of the imputed data set), then the cross-validation might not be completely honest since the candidate estimators based on a training sample will still be functions of the validation sample. This is due to the fact that, for an observation O i in the training sample, D(O i | θ n , Π n ) depends on the whole sample through θ n , Π n . It remains to be investigated if this dependence can cause significant bias in the cross-validation method.
Because of this issue, we like to also point out that Result 3 allows us to apply the unified loss based estimation methodology in van der Laan and Dudoit (2003) to the parameter Ψ(P )(a,
2 . This loss function is indexed by unknown nuisance parameters Π 0 , θ 0 . By the previous result 3, we have that the parameter of interest is indeed a minimizer of the risk corresponding with this loss function:
if either Π = Π 0 or θ = θ 0 . The unified loss based estimation methodology provides now a road map for construction of data adaptive estimators, which is grounded by theory (for formal results we refer to van der Laan and Dudoit (2003)). This road map is defined by the following steps: 1) develop estimatorŝ Π(P n ),Θ(P n ) of the nuisance parameters in the loss function, 2) define a sequence of subspaces Ψ s ⊂ Ψ of the parameter space Ψ for Ψ (i.e., functions of V ), 3) compute subspace specific estimators such aŝ
which aim to minimize the empirical risk over the subspace, and 4) given such candidate estimators P n →Ψ s (P n ) indexed by s, we select s with loss-based cross-validation
and 5) one estimates ψ 0 = Ψ(P 0 ) withΨ S(Pn) (P n ). We note that this crossvalidation selectorŜ(P n ) now indeed compares candidate estimators which are only functions of the training sample P 0 n,Bn , and are thus independent of the validation sample. We refer to Sinisi and van der Laan (2004) for a detailed and concrete description (and implementation) of this loss based estimation methodology, where the calculation of subspace specific estimators involves searching among candidate linear regression models indexed by subsets of basis functions, thereby providing a more aggressive variable selection strategy than forward selection and forward/backward selection, as commonly used in the literature.
General A, modelling W -adjusted variable importance.
In this section we present methods for estimation and inference of V -adjusted variable importance for a subset of variables V of the complete set of observed covariates W , which applies to discrete as well as continuous A. In order to deal with the curse of dimensionality we assume a model for W -adjusted variable importance. The estimates of marginal variable importance and Vadjusted variable importance for V ⊂ W are now directly derived from the obtained fit for W -adjusted variable importance.
W-adjusted variable importance.
We now actually assume a model {m(A, W | β) : β}, indexed by a Euclidean parameter β, for Ψ( . The latter three articles derive the orthogonal complement of the nuisance tangent space (i.e., the set of all gradients of the path-wise derivative, which defines all estimating functions of interest, van der Laan and Robins (2002)), the efficient influence curve/canonical gradient, and establish the wished double robustness of the corresponding estimating functions. In particular, for our purpose we refer to Theorem 2.1 and 2.2 in Yu and van der Laan (2003b) , and state here the same result for convenience.
Theorem 3 (Yu and van der Laan (2003) ) Consider the parameter P → β(P ) in the model for P 0
It is also assumed that the (density at 0)
The orthogonal complement of the nuisance tangent space at P 0 of this parameter P → β(P ) is given by: 
where
Consider now the class of estimating functions for β 0 indexed by a choice h based on the orthogonal complement of the nuisance tangent space presented in Theorem 3:
where Π denotes a candidate for the conditional distribution of A, given W , and θ is a candidate for the regression E(Y | A, W ). The optimal choice h opt is given in (3). A simple candidate for h, we recommend for practical use, is
As shown in the above references (e.g., Theorem 2.2 in Yu and van der Laan (2003b)), it follows straightforwardly that these estimating functions are double robust in the following sense.
Result 4 Assume
We can construct a double robust locally efficient estimator of β 0 by solving the corresponding estimating equation at estimated nuisance parameters. Specifically, given estimators Π n , θ n , h n of Π 0 , θ 0 , h opt (or h * ), we estimate β 0 with the solution β n of the estimating equation
We note that there is no need to estimate Π n , since we only need an estimate of E Π (h(A, W ) | W ) for some given function h. Therefore, we recommend to simply estimate E Π (h(A, W ) | W ) by regressing (an estimate of) h(A, W ) on W according to a model or using a particular data adaptive regression algorithm. If β → m(A, V | β) is linear, then the estimating equation is itself linear in β so that the solution β n exists in closed form. That is, in this case, one can rewrite the estimating equation as B n (β) = c n , so that β n = B −1 n (c n ), where B n is a k ×k matrix (k dimension of β), and c n is a k-dimensional vector (both deterministic functions of the data P n ).
Asymptotic properties.
Under the regularity conditions of Theorem in van der Laan and Robins (2002) we have that the double robust estimator β n is consistent and asymptotically linear if either Π n converges to Π 0 or θ n converges to θ 0 (h n can converge to any h), and it is asymptotically efficient if both estimators are consistent, and h n converges to h opt . If one is willing to assume a correctly specified model for Π 0 , and Π n is an asymptotically efficient estimator (for the precise statement we refer to Theorem 2.4 in van der Laan and Robins (2002) , since it only needs to be efficient for a smooth function of Π 0 ), then under these regularity conditions, β n is consistent and asymptotically linear with influence curve
where θ * denotes the possibly misspecified limit of θ n , h denotes the limit of h n , T Π (P 0 ) ⊂ L 2 0 (P 0 ) is the closure of the linear span of the scores of the model for Π 0 , and Π(· | T Π (P 0 )) denotes the projection operator onto T Π (P 0 ) in the Hilbert space L 2 0 (P 0 ) endowed with inner product h 1 , h 2 P 0 = E P 0 h 1 (O)h 2 (O).
Inference and testing.
Consequently, in the case that one assumes a correctly specified model for Π 0 , one can use as conservative influence curve
. A conservative estimate of the asymptotic covariance matrix of √ n(β n − β 0 ) is thus given by
An asymptotically conservative 0.95-confidence interval for β 0 (j) is thus given by β n (j) ± 1.96 Σ n (j, j)/ √ n, and one can test the null hypothesis H 0 : β 0 (j) = 0 with the test-statistic T n (j) = √ nβ n (j)/ Σ n (j, j) whose asymptotic marginal distribution is N(0, 1) under the null hypothesis H 0 . In order to avoid a computer intensive bootstrap, we suggest that this approach is also reasonable in the double robust model,
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Data adaptive estimation of V -adjusted variable importance.
Given an estimator ψ n (a, W ) of W -adjusted variable importance, the definition of marginal variable importance suggests a substitution estimator
where P n is the empirical distribution. Similarly, an estimate of W -adjusted variable importance implies an estimate of V -adjusted variable importance given by
whereÊ stands for the estimated regression of ψ n (a, W i ) on V i , i = 1, . . . , n according to a model for V -adjusted variable importance, or based on a data adaptive regression algorithm. We consider these estimators of marginal and V -adjusted variable importance as likelihood based estimators because these estimators have the same form a maximum likelihood estimator would have. A maximum likelihood estimator of ψ 0 (a, W ) would involve substituting a maximum likelihood estimator of P Y |A,W based on the likelihood i P (Y i | A i , W i ) (according to a model) and map this maximum likelihood estimator into a corresponding estimator of Wadjusted variable importance. A maximum likelihood estimator of V -adjusted variable importance also requires substitution of a maximum likelihood estimator of the conditional distribution of V , given W : e.g., for marginal variable importance, the maximum likelihood estimator of the distribution of W in the nonparametric model for P W is the empirical distribution of W .
If one is willing to assume a parametric model for ψ 0 (a, W ) or θ 0 , then the above likelihood based estimators of marginal and V -adjusted variable importance are sensible. However, if one is concerned with data adaptive estimation of ψ 0 (a, W ), then an important question is how to estimate ψ n (a, W ) to obtain a good estimator of marginal variable importance (or more general, V -adjusted variable importance).
In a nonparametric model, estimation of ψ 0 (a, W )) requires smoothing or sieve-based estimation, and thereby data adaptive selection among candidate estimators indexed by fine tuning parameters. This data adaptive selection involves trading off the bias and variance of the candidate estimators and aims to select an estimator of W -adjusted variable importance with minimal mean squared error w.r.t. ψ 0 (a, W ). Because Ψ(P )(a) is actually a pathwise differentiable parameter of P if A is discrete or if we assume Ψ(P )(a) = βa (as shown in the next section), and E P (Y | A, W ) is a very non-smooth parameter, a bias-variance trade-off for the purpose of estimation of ψ 0 (a, W ) implies a completely wrong bias-variance trade-off for estimation of ψ 0 (a): specifically, one should use an over-fitted ψ n (a, W ) so that the squared-bias of ψ n (a) is comparable with its variance (which is supposed to be O(1/n) for a path-wise differentiable parameter). Therefore, the actual data adaptive selection of the fine tuning parameter indexing the candidate estimators of θ 0 (or ψ 0 (a, W ) ) is problematic, and requires non-standard model selection techniques as presented in van der Laan and Rubin (2005) .
In the latter article we present a new estimating function based crossvalidation methodology. This methodology would use the optimal estimating function for ψ 0 (a) derived from the efficient influence curve of Ψ at P 0 in the nonparametric model (or only assuming ψ 0 (a) = β 0 a).
For the interested reader, we present here the details of this methodology as presented in general in van der Laan and Rubin (2005) . Firstly, let D(O | ψ, θ, Π) be this optimal estimating function for ψ 0 (a) as identified by the efficient influence curve, which is indexed by nuisance parameter values θ for E(Y | A, W ) and Π for P (A | W ). The actual formula for this estimation function is presented in the previous section for discrete A. For continuous A, assuming a linear model ψ 0 (a) = βa, the estimating functions are presented in the next section. Secondly, consider a collection of candidate estimatorŝ Ψ h (a, W ) of W -adjusted variable importance indexed by fine tuning parameter h. LetΨ h (P n ) = E PnΨh (P n )(a, W ) be the corresponding substitution estimator of marginal variable importance. Given initial estimatorsΠ(P n ) andΘ(P n ) of Π 0 and θ 0 , one would now select h by minimizing the cross-validated (say) Euclidean norm of the estimating equation for ψ 0 (a):
n denotes a random vector defining a random split of the learning sample (P n ) in a training sample (P 
. That is, we now only model the actual wished V -adjusted variable importance, and consider the estimation problem in this model. Let β(P ) be defined by the equality
and let β 0 = β(P 0 ) be the true parameter value. Based on general results in Chapter 2 in van der Laan and Robins (2002) and Theorem 3 one can establish the following result for this model. This is proved by assuming the causal inference framework, copying the proof of the analogue results in Chapter 6 in van der Laan and Robins (2002) for the structural nested models, and noting that the causal inference assumptions do not affect the model for the data generating distribution. This proof is not repeated here. 
Theorem 4 Consider the parameter P → β(P ) in the model for
P 0 P 0 ∈ {P : E P (E P (Y | A = ·, W )−E P (Y | A = 0, W ) | V ) = m(·, V | β) for some β}.
It is also assumed that
Here Π * can be any conditional density of A, given V . We have
Under regularity conditions it is possible to achieve equality in the latter statement. Consider now the class of estimating functions for β 0 indexed by a choice h based on the representation of the orthogonal complement of the nuisance tangent space as presented in Theorem 4:
where Π denotes a candidate for the conditional distribution of A, given W , and θ is a candidate for the regression E(Y | A, W ). The optimal choice h opt does not exist in closed form. We recommend the following choice h * :
It follows straightforwardly that these estimating functions are double robust.
Result 5 Assume
We can construct a double robust locally efficient estimator of β 0 by solving the corresponding estimating equation at estimated nuisance parameters. Specifically, given estimators Π n , θ n and h n of Π 0 , θ 0 , and h opt (or h * ), we estimate β 0 with the solution β n of the estimating equation
As remarked earlier, if m(A, V | β) is linear in β, then the estimating equation can be written as B n (β n ) = c n , so that β n = B −1 n (c n ), where B n is a k × k matrix (k dimension of β), and c n is a k-dimensional vector.
Data adaptive estimation of V -adjusted variable importance.
Given a model for Ψ(P )(a, V ) = m(a, V | β(P )), we provided a (closed form) double robust estimator of β 0 . One could now search among many candidate models, each time compute the corresponding double robust estimator of the unknown parameters, and use a particular criteria to guide the search for an optimal fit of the true V -adjusted variable importance. We follow the general estimating function based learning approach described in van der Laan and Rubin (2005) . Firstly, in order to form an appropriate criteria for ψ 0 , we re-define the estimating function in β as a function in a candidate ψ(a, V ) in the parameter space consisting of all functions of (a, V ) which equal 0 at a = 0: We note that
as a weighted Euclidean norm of the vector-estimating function (D h j : j) based on a list of weights (q j : j). Indeed, this provides a valid criteria for ψ since
The weights could also be data based q jn converging to some fixed weight q j for n converging to infinity. Subsequently, one applies the sieve based estimation methodology based on this criteria, which provides a road map for construction of data adaptive estimators, which is grounded by theory (see van der Laan and Rubin (2005) for formal results). This road map is described by the following steps: 1) develop estimatorsΠ(P n ),Θ(P n ) of the nuisance parameters in the estimating function criterion, 2) define a sequence of subspaces Ψ s ⊂ Ψ of the parameter space Ψ for Ψ (i.e., functions of a, V which equal 0 at a = 0), 3) compute subspace specific estimators such aŝ
which aims to minimize the empirical criteria over the subspace, and 4) given such candidate estimators P n →Ψ s (P n ) indexed by s, we select s with the estimating function based cross-validation selector (van der Laan and Rubin (2005))
and 5) one estimates ψ 0 = Ψ(P 0 ) withΨ S(Pn) (P n ).
For example, if the subspace Ψ s consists of all linear combinations of maximally s 1 basis functions with maximal complexity s 2 , then the calculation of the subspace-specific estimatorsΨ s (P n ) involves searching over candidate linear models (say m(| β)), and calculating the corresponding double robust estimator of the unknown coefficients (i.e., β n ), as presented in the previous subsection.
5 A road map for data analysis involving prediction. 
Consider a sample (W
is a decomposition of V * in A j and a remaining V * j , j = 1, . . . , J. We refer to our accompanying article Birkner and van der Laan (2005) for an illustration of the proposed type of data analysis in order to relate mutations in the HIV-virus to replication capacity of the virus. In this case, A j denotes the j-th mutation, and one is concerned with inference regarding the marginal importance of the j-th mutation, and how the variable importance of the j-th mutation is modified by the absence or presence of other mutations.
Prediction: Using a particular machine learning algorithm one can obtain a fit of the optimal predictor E(Y | W * ) with corresponding performance assessment using cross-validation. This predictor will typically have very poor performance due to the curse of dimensionality. But, as argued in this article, by going after specific features of E(Y | W * ), such as marginal variable importance parameters, it is still possible to learn a lot about this predictor. Benjamini and Hochberg (1995) which controls the False Discovery rate (FDR).
Marginal variable importance:
One can also apply the general re-sampling based multiple testing methodology controlling a user supplied Type-I error rate (e.g., Family wise error, Tail Probability of proportion of false positives among rejections) as presented in , and generalized in our subsequent articles Dudoit et al. (2004); van der Laan et al. (2004b) and van der Laan et al. (2004a) . The latter methodology aims to estimate tiple testing methods based on marginal p-values to control the number of false positives. For example, one can apply the method of Benjamini and Hochberg (1995) controlling the False Discovery rate (FDR).
In the case that the estimates were model based so that asymptotic linearity can be assumed, one could apply the general re-sampling based multiple testing methodology. On the other hand, if the estimates of V * -adjusted variable importance were based on data adaptive learning algorithms, then there is no guarantee that this methodology is asymptotically valid (e.g., conservative).
We remark that one could use the ranking of the p-values for marginal variable importance to obtain an ordered list of variables, and obtain candidate regression fits by applying a machine learning algorithm to the top k variables. The dimension reduction k can now be selected with cross-validation. In this manner our methods for variable importance can be used to generate candidate dimension reductions, which provide a potentially useful alternative to dimension reductions based on, for example, marginal associations or principal components.
Generalization and conclusion
We end this article with pointing out the generalization to statistical inference for time-dependent variables, and we conclude by stating the general message behind this article.
Variable importance for time-dependent variables.
Let W = (W (0), . . . , W (K)), Y be a longitudinal data structure collected over time at time points indexed by k = 0, . . . , K + 1, where Y is the final outcome measured at time K + 1. Decompose W (k) = (L(k), A(k)), where A = (A(k) : k = 0, . . . , K) represents a time-dependent component of (W (k) : k = 0, . . . , K) for which we want to determine a particular measure of importance in affecting Y . If one would define variable importance of A in terms of E(Y | W ), then this might become a hard to interpret parameter, since it corresponds with adjustment by variables on the pathway from A(k) to the future. Therefore, we propose to define measures of variable importance for a time-dependent variable implied by their analogues in a causal inference counterfactual model. In order to define such measures we refer to the so called G-computation formula in causal inference (e.g., Robins (2000) ) which, under the consistency assumption and sequential randomization assumption (i.e., no unmeasured time-dependent confounding assumption) identifies the distribution of the observed data structure if one intervenes by setting Here we used the common notationX(k) = (X(0), . . . , X(k)) to denote the history of a time dependent process X() up till time k. Note that this Gcomputation formula represent a parameter of the data generating distribution P of (W, Y ). Let V be a specified subset of the baseline co-variables L(0), and let P a,Y |V be the conditional distribution of Y , given V , under P a . Now, we define V -adjusted variable importance of the time-dependent variable A at a = (a (0) For the sake of space, we will not present here the analogues of our formulas. Clearly, this framework allows many other interesting definitions of variable importance for time-independent (using the analogues of other definitions of causal effects) and time dependent variables. For example, in our accompanying technical report we present a generalization of V -adjusted marginal variable importance which includes, as special case, direct causal effects in the causal inference framework.
Conclusion
To conclude, the overall message of this article can be summarized as follows. Firstly, the causal inference literature provides definitions of causal effects for treatment variables which also imply interesting definitions of variable importance parameters of the data generating distributions not relying on the consistency and randomization assumptions needed to define these causal effects. Secondly, estimators developed for such measures of variable importance are also estimators of the corresponding causal effects if the additional causal inference assumptions hold, and visa versa, estimators developed for causal effects (i.e., E(Y a − Y 0 | V )) in the causal model are estimators of the corresponding definition of variable importance in general. In either model, the general estimating function methodology in van der Laan and Robins (2002) yields double robust locally efficient estimators targeted at each specific variable importance. Finally, the approach of 1) identifying a large list of specific parameters of a high dimensional parameter such as a regression or whole density of the data, and 2) applying the estimating function methodology, combined with data adaptive estimation to estimate the nuisance parameters in these estimating functions, to each of these parameters separately, provides a road map for data analysis which allows one to potentially learn more about the high dimensional parameter than one would learn with a substitution based approach, as currently applied in the machine learning literature.
