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Abstract
We propose a new algorithm for the k-means problem which repeatedly increases
and decreases the number of centroids bym in order to find an approximate solution.
New centroids are inserted in areas where they will likely reduce the error. The
subsequent removal of centroids is done such that the resulting raise in error is small.
After each increase or decrease step standard k-means is performed. Termination is
guaranteed by decrementingm after each increase/decrease cycle unless the overall
error was lowered. In experiments with Gaussian mixture distributions the new
algorithm produced on average solutions several percent better than k-means++.
1 Introduction
1.1 The k-means problem
A common task in data analysis or data compression is to describe a large data set consisting of
numeric vectors by a smaller set of representative vectors, often called centroids. This is known as
the k-means problem.
Formally we assume an integer k and a set of n data points X ⊂ Rd. The k-means problem is to
position a set C = {c1, c2, ... , ck} of k d-dimensional centroids such that the error function
φ(C,X ) =
∑
x∈X
min
c∈C
||x− c||2 (1)
is minimized. We thus strive to position the centroids in such a way that the sum of squared distances
between each data point and its respective nearest centroid is minimized. We will refer to φ(C,X ) also
as Summed Squared Error or shortly SSE. In the context of vector quantization the set of centroids is
also called codebook and φ(C,X ) is denoted as quantization error.
Finding the optimal solution to the k-means problem is known to be NP-hard [1]. Therefore, in
practice approximation algorithms are used with the aim to find a "good" solution.
1.2 The k-means algorithm
By far the most well-known approximation method for the k-means problem is the k-means
algorithm [9], a.k.a. Lloyd’s algorithm. It is defined as follows:
1. Choose an initial set of centroids C = {c1, c2, ... , ck}.
2. Determine for each centroid ci its so-called Voronoi Set Ci, which is the set of data points
for which ci is the closest centroid:
Ci := {x ∈ X | ‖x− ci‖ < ‖x− cj‖ ∀j 6= i} (2)
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3. Move all centroids to the center of gravity of their Voronoi set:
ci :=
1
|Ci|
∑
x∈Ci
x
4. Repeat steps 2 and 3 until C no longer changes.
The first step in the algorithm is also denoted as seeding, steps 2 and 3 together are known as a Lloyd
Iteration. A common seeding method is to select the initial centroids equiprobable at random from
the data set X .
The k-means algorithm performs one Lloyd iteration after another as long as the SSE decreases with
each iteration. An alternative termination criterion is to stop when the error improvement is smaller
than a pre-defined threshold.
k-means is known to converge in a finite number of steps [13]. The quality of its solutions can vary
strongly however depending on the seeding used. Thus it is common to perform several (e.g., 10)
runs with different initializations and choose the best result [4].
1.3 The k-means++ algorithm
Arthur et al. [2] proposed a specific way of seeding the k-means algorithm. Cited from their article
(they are using the term "center" for "centroid"):
In particular, let D(x) denote the shortest distance from a data point to the closest center we have
already chosen. Then, we define the following algorithm, which we call k-means++.
1a. Take one center c1, chosen uniformly at random from X .
1b. Take a new center ci, choosing x ∈ X with probability D(x)
2∑
x∈X D(x)2
.
1c. Repeat Step 1b. until we have taken k centroids altogether.
2-4. Proceed as with the standard k-means algorithm.
The steps 2-4 refer to a description of k-means as the one in section 1.2. The authors also proved the
following theorem regarding the error φ of a k-means++ seeding:
THEOREM. For any set of data points, E[φ] ≤ 8(ln k + 2)φOPT
This is a major improvement over k-means with random initialization where simple examples exist
such that a poor initialization can lead to an arbitrary high approximation ratio φ/φOPT . k-means++
is known for generating good solutions and is, therefore, widely applied to k-means problems.
1.4 Difficult problems for k-means++
While k-means++ is able to generate excellent results for specific types of problems, e.g., when the
data consists of k clusters of similar shape and density, it may perform less well for relatively similar
other problems. An example is shown in figure 1 where the SSE of the k-means++ solution is 5.71%
higher than that of a known "good" solution with exactly two centroids in each cluster. Results of
similar quality are a likely outcome when using k-means++ on this problem. This can be seen from
figure 2 which contains an estimate of the probability density function (pdf) of the relative error
deviation of k-means++ from the "good" solution. The estimate was computed from 1000 runs.
The example problem belongs to a group of problems which can be characterized by data consisting
of g clusters of similar shape and density where g is clearly smaller than k, e.g., g ≤ k/2. For such
problems k-means++ seems to have difficulties to find good solutions. Simply increasing the number
of runs is not a good remedy here as one can conclude from the pdf estimate in figure 2: only 2 of
1000 runs, i.e. 0.2% were near the quality of the "good" solution. Thus one would need approximately
log 0.5
log(1−0.002) = 346.22 trials to have a 50% chance of getting a good solution.
In this example the problem of k-means++ seems to be its inability to initialize the centroids well at
a macroscopic level. The following k-means phase can only locally re-arrange the centroids within
each cluster but cannot correct the earlier misplacements ("wrong" numbers of centroids in some
clusters).
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Figure 1: Difficult problem for k-means++. a) 2D data set consisting of g = 25 Gaussian clusters
with larger variance in vertical direction. b) "good" solution for k = 50. Since here the generating
probability distribution is known, a "good" solution can, e.g., be obtained by positioning two centers
in each cluster before running k-means. c) Typical k-means++ result containing three clusters with
only one centroid (indicated by large circles) and three clusters with three centroids each (indicated
by smaller circles). The error is 9.27% higher than that of the "good" solution shown in b).
Figure 2: Estimated probability density function of the relative error deviation of k-means++ from
the "good" solution shown in figure 1b). The chart is based on 1000 runs and shows a normalized
histogram and a Gaussian kernel density estimate. The 4 larger modes in the pdf correspond to
results with 1, 2, 3 or 4 singular centroids. The 5th mode corresponding to 0 singular centroids is
hardly visible since only 2 of 1000 runs (i.e. 0.2%) resulted in a solution with all centroids positioned
pairwise in clusters. The average deviation of k-means++ from the "good" solution was 7.32%.
2 Breathing k-means
2.1 Core principle: focus on improving existing solutions
Many variations of k-means (one notable example being k-means++) focus on a particular seeding
method and afterwards run standard k-means to produce a solution. Our algorithm in contrast focuses
on improving an existing solution generated by k-means or any of its variants. The improvement is
achieved by repeatedly performing the following sequence of steps:
1. Insert m new centroids ("Breathe in").
2. Run the k-means algorithm on the current codebook (size: k +m).
3. Delete m centroids ("Breathe out").
4. Run the k-means algorithm on the current codebook (size: k).
Due to the periodic changes in codebook size we termed the new algorithm "breathing k-means" as
is reflected in the above naming of step 1 ("Breathe in) and step 3 ("Breathe out"). Several questions
need to be answered to arrive at the final algorithm which is done in the following sections:
• Where should new centroids be inserted during the "Breathe in" step?
• Which centroids should be deleted in the "Breathe out" step?
• When should the algorithm terminate?
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2.2 Breathe in: adding centroids based on high error
In order to minimize the SSE and without any specific information on the underlying data distribution
a long-known strategy [5] is to insert new centroids close to centroids generating a large SSE in
quantizing their Voronoi set. Let us denote with d1(x) the quantization error made for data point x
using the codebook C, i.e. the distance between x and the nearest centroid:
d1(x) := min
ci∈C
‖ci − x‖2
We define for each centroid ci ∈ C the function φ(ci) as sum of all d1-values over its Voronoi set Ci:
φ(ci) :=
∑
x∈Ci
d1(x) (3)
New centroids are inserted at the position of the m centroids having the largest values of φ(ci).
Thereby a small offset vector v is added to ensure distinct centroid values. To be independent of the
data set scaling the length of each offset vector is made proportional to the mean distance ∆n(C)
between a centroid in C and its nearest other centroid. This measure is defined as
∆n(C) := 1|C|
∑
c∈C
min
x∈C\{c}
‖c− x‖ (4)
Accordingly each offset vector v is computed as
v := u∆n(C) (5)
with a small constant  and a random vector u drawn from the d-dimensional unit hyper-sphere.
2.3 Breathe out: removing centroids based on low utility
Removing centroids will invariably raise the overall quantization error. To keep this raise small, we
will remove those centroids which cause the smallest error raise when being removed. The subsequent
run of k-means will lower the overall error again to some degree.
As proposed by Fritzke [6] we define the utility U(ci) of a given centroid ci as the difference in
overall error of the centroid set C without ci and the error of the original centroid set C:
U(ci) := φ(C \ {ci},X )− φ(C,X ) (6)
Let us further define d2(x, c) as the distance of a data point x to the closest centroid in C \ {c}:
d2(x, c) := min
ci∈C\{c}
‖ci − x‖2
Using this distance measure the utility of a centroid ci can be expressed as
U(ci) =
∑
x∈X
d2(x, ci)− d1(x) (7)
=
∑
x∈Ci
d2(x, ci)− d1(x) (8)
The equality in Eq. (8) holds since for data points in X \Ci, i.e. outside the Voronoi set Ci the values
of d2(x, ci) and d1(x) are equal so that their difference is zero. Thus the utility of a centroid only
depends on the data points in its Voronoi set.
We could simply delete the m centroids with the lowest utility values. There is, however, a problem
with this strategy: If the distance between two centroids goes towards zero, their utility values go to
zero as well since they mutually act as second-closest centroid for their Voronoi sets:
lim
ci→cj
U(ci) = lim
ci→cj
U(cj) = 0 for all ci, cj ∈ C
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The proof (omitted) relies on the fact that if ci and cj have identical values, the distance d2(x, ci) is
equal to d1(x) for any x in the Voronoi set Ci. For symmetry reasons this also holds for d2(x, cj)
and any x in Cj . If we, however, remove a pair of close centroids due to their low utility values, the
resulting increase in error could be huge depending on the distance of the nearest other centroid.
In practice this can happen if our data set consists of dense clusters with small variance but large
distances between clusters. If one of these clusters is encoded by two centroids, k-means positions
them very closely to each other resulting in low utility values for both of them. Removing them both
would result in a large error increase possibly eliminating previous improvements.
2.4 Neighborhood freezing to prevent error jumps
How can we prevent a large error increase in the "Breathe out" step due to removal of neighboring
centroids? A possible solution would be to remove only one centroid at a time, run k-means,
recompute utility and then remove the next centroid in a similar fashion. This would avoid the large
error increase but would be computationally costly due to the many required runs of k-means.
Therefore, we choose the following approach to prevent neighboring centroids to be removed together:
• Sequentially consider centroids for removal in order of increasing utility values.
• If a centroid is selected for removal, mark the centroids in its "neighborhood" as "frozen" so
that they are excluded from removal. The "neighborhood" of a centroid contains all other
centroids within a radius
κ := λ∆n(C) (9)
depending on the current mean distance ∆n(C) between neighboring centroids (see Eq. 4).
For the parameter λ the value 1.1 was chosen heuristically to ensure, e.g., that if all centroids have
the same distance from their nearest neighbor, the nearest neighbors of any removed centroid are
marked as frozen. This approach allows multiple centroid removals in one "breathe out" step.
2.5 Ensuring termination
To define a termination criterion we demand a decrease in error after each "breathe out" step (the error
after a "breathe in" step does not count due to the enlarged number of centroids). Empirically we
found that often the resulting error can be further lowered by additional breathing steps with reduced
values of m (the number of centroids added/removed per step). This leads to the following method to
guarantee termination:
1. Start the algorithm with an initial value for m: m := m0.
2. Perform one cycle of "breathe-in" and "breathe-out".
3. If the error decreased, continue with step 2.
4. m := m− 1
5. If m > 0, continue with step 2, else terminate.
For each value of m step 2 is repeated as long as the error decreases. Since both m0 and the number
of partitions of the data into k Voronoi sets are finite, termination occurs in finitely many steps.
2.6 The breathing k-means algorithm
We can now formulate the complete algorithm in pseudo code (figure 3). A formal analysis seems
difficult due to the size dynamics and non-locality. We can, however, motivate all core components of
the algorithm (insertion, deletion and neighborhood freezing) as contributing to minimizing the target
function φ(C,X ). Insertions are done near high-error centroids. Since no a priori knowledge on the
data distribution is assumed, this is an obvious choice. Deletions are based on the utility measure
which quantifies the error raise after removal. Again, with no knowledge on the data distribution this
is easy to justify. Neighborhood freezing finally addresses the problem that low utility values may be
misleading when neighboring units are removed concurrently. Overall there is little arbitrariness in
our approach which is so simple that it can be implemented in 80 lines of Python [3].
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Seeding: C := (result of any k-means variant);
m := m0 ; /* number of centroids to add and remove */
φbest := φ(C,X ) ; /* store best error */
Cbest := C ; /* store best codebook */
repeat /* breathing cycles */
compute error φ(c) for each c ∈ C ; /* see Eq.(3) */
D := (copy of the m centroids with largest error);
d := d+ v for each d ∈ D ; /* v-s are small random vectors, see Eq.(5) */
C := C ∪ D ; /* add m new centroids ("breathe in") */
C :=k-means(C) ; /* run k-means on enlarged codebook */
compute utility U(c) for each c ∈ C ; /* see Eq.(8) */
D = {} ; /* to-be-deleted centroids */
κ := λ∆n(C) ; /* neighborhood distance, see Eq.(9) */
c1, c2, . . . , ck+m = sort_by_utility(C) ; /* ascendingly sorted sequence */
forall c in (c1, c2, . . . , ck+m) do
if frozen(c) then
continue;
else
D := D ∪ {c} ; /* add centroid to to-be-deleted centroids */
frozen(x) := True for each x ∈ C with ‖x− c‖ < κ ; /* freeze neighbrs */
if |D| = m then
break ; /* found enough centroids to delete */
end
end
end
C := C \ D ; /* delete m centroids ("breathe out") */
C :=k-means(C) ; /* run k-means on codebook of size k */
if φ(C,X ) < φbest then
φbest := φ(C,X ) ; /* improvement: memorize lower error */
Cbest := C ; /* memorize better codebook */
else
m := m− 1 ; /* no improvement: reduce "breathing depth" */
end
until m = 0;
return Cbest;
Figure 3: The breathing k-means algorithm
3 Empirical results
3.1 Experimental set-up
To assess the effectiveness and efficiency of breathing k-means vs. k-means++ we performed
6000 simulation runs (3000 for each algorithm) with two-dimensional data drawn from Gaussian
mixture distributions with covariance matrices σ2I2, σ = 0.01. The centers of the Gaussians were
positioned by a uniform random distribution in the unit square. The number of Gaussians was
g ∈ {10, 20, . . . , 100}. The number of centroids was k ∈ {10, 20, . . . , 300}. For each combination
of g and k we performed 10 runs of both k-means++ and breathing k-means on the same data set.
For k-means++ the implementation of the python package scikit-learn [10] was used with its default
setting of n_init = 10 for the number of repetitions. For breathing k-means we used our own
implementation which uses the scikit-learn implementation for the k-means steps. The initial
breathing step size m0 was set to 5 (other values, e.g., between 3 and 10 worked well, too).
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(a) error improvement I(P ) over k-means++
(b) Typical breathing k-means solution for
g = 20 clusters and k = 60 centroids. The
mean improvement over k-means++ for this
problem type was 4.4% (see resp. field in a)
Figure 4: Simulation results. (a) Mean error improvement I(P ) of breathing k-means
over k-means++ over 300 different problem instances P with data from a mixture of g ∈
{10, 20, . . . , 100} Gaussians and varying values for k ∈ {10, 20, . . . , 300} (see text for simula-
tion details). (b) Example solution for a problem with g = 20 and k = 60. breathing k-means
places three centroids in each cluster and thus achieves a low resulting error.
3.2 Solution quality
For a problem instance P = (X , k) we define the improvement I(P ) of breathing k-means over
k-means++ as follows:
I(P ) := 1−
φbreathing k-means(P )
φk-means++(P )
(10)
whereby φalgorithm(P ) = φ(C,X ) with C being the result of running "algorithm" on problem
P = (X , k). Negative values of I(P ) are actually deteriorations.
In table 1 the high-level results are shown and demonstrate that in the mean our algorithm was able to
find considerably better solutions than k-means++.
Table 1: Mean Improvement I(P )
# of problems I(P ) std. dev. min max
3000 2.63% +-0.94% -1.43% 4.71%
In figure 4a) the simulation results are displayed as "heatmap": Each field (g, k) contains the mean
improvement value I(P ) computed from 10 runs per model on the given problem with g clusters
and k centroids. One can note that the few cases where our algorithm was unable to improve upon
k-means++ in the mean, were all above the diagonal g = k, i.e. with fewer centroids than Gaussians.
In experiments with the 15-dimensional "Norm25" data set used in the original k-means++ paper [2]
our method improved upon k-means++ for k ∈ {50, 75, 100} by 1.5%, 1.7% and 1.7% in the mean.
At this point it can also be disclosed that the "good" solution in figure 1b was not handcrafted but
rather found by breathing k-means: in a sequence of 1000 runs it generated near-optimal solutions
with two centroids per cluster in each single run, i.e. in 100% of the cases. The success rate of
k-means++ for this problem in contrast was only 0.2% (see figure 2).
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(a) problem with known optimum (b) typical k-means++ solution:
φOPT + 24.9%
(c) typical breathing k-means
solution: φOPT + 3.3%
Figure 5: (a) Problem with n = 324 data points (green, small) and known optimum for k = 162 (red)
where each centroid quantizes 2 data points. (b) k-means++ misplaces a large number of centroids
such that they quantize more (blue) or fewer (green) than two data points resulting in a large error.
(c) breathing k-means only misplaces a few centroids and reaches a much better solution.
3.3 A problem with known optimum
In figure 5 an example is shown with a data set constructed such that the optimal solution is known
for a specific value of k (162). The huge difference in solution quality illustrates how effectively
breathing k-means places the centroids compared to k-means++. The deviation from the optimal
solution averaged over 100 simulations was for k-means++ 25.3%± 2.0% (min 19.9%, max 31.3%)
and for breathing k-means 3.8%± 1.5% (min 0.4%, max 7.4%).
3.4 Computational requirements
On a linux PC (AMD FX
TM
-8300 eight-core Processor, 16GB RAM) the total CPU time for the 3000
simulation runs was 2:54h for k-means++ and 31% longer for breathing k-means. Simulations
with k = 100 and data sets up to n = 2 million indicated that k-means++ scaled linearly with n
while the overhead for breathing k-means grew moderately to about 120% for n = 2 million. For
n = 100, 000 and k ∈ {20, 40, . . . , 500} the overhead grew from 62% (k = 20) to 124% (k = 500).
4 Related work
Many variations of k-means in the literature concentrate on finding good seedings, e.g., by split-
ting [8], furthest point heuristics ([2] is a randomized version of this), simulated annealing [12],
genetic algorithms [11] etc. followed by regular k-means. A common method to improve results from
any algorithms is to select from multiple repeated runs [4] (which can be expensive as demonstrated
in section 1.4). "Global k-means" [7] is a deterministic incremental method which requires very
many runs of k-means. Few approaches seem to deal with improving existing solutions. Insertion
of centroids based on aggregated error has been proposed by Fritzke [5] who also introduced the
utility measure to re-position centroids in k-means [6] but only one centroid at a time and without
the neighborhood freezing or the breathing dynamics introduced in the present work.
5 Conclusion
We presented a new algorithm for finding approximate solutions for the NP-complete k-means
problem. In contrast to most other approaches our method can possibly improve solutions which are
local minima of the k-means algorithm. It does so by a novel add-and-remove strategy ("breathing")
which in effect leads to non-local movements of existing centroids. Experiments with various data
sets mostly drawn from Gaussian mixture distributions suggest that the new method generates better
solutions than k-means++ in the majority of cases at moderate extra computational costs.
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