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Abstract Given recent advances in learned video pre-
diction, we investigate whether a simple video codec
using a pre-trained deep model for next frame prediction
based on previously encoded/decoded frames without
sending any motion side information can compete with
standard video codecs based on block-motion compensa-
tion. Frame differences given learned frame predictions
are encoded by a standard still-image (intra) codec. Ex-
perimental results show that the rate-distortion perfor-
mance of the simple codec with symmetric complexity is
on average better than that of x264 codec on 10 MPEG
test videos, but does not yet reach the level of x265
codec. This result demonstrates the power of learned
frame prediction (LFP), since unlike motion compen-
sation, LFP does not use information from the current
picture. The implications of training with `1, `2, or com-
bined `2 and adversarial loss on prediction performance
and compression efficiency are analyzed.
Keywords deep learning · frame prediction · predictive
frame difference · HEVC-Intra codec · rate-distortion
performance
1 Introduction
An essential component of video compression is mo-
tion compensation, which reconstructs a predicted frame
with the help of block-based motion vectors sent as side
information. Naturally this prediction is imperfect, so
the residual frame difference needs to be encoded and
transmitted alongside motion vectors. These two com-
ponents constitute a compressed video file, whose size
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can be adjusted by rate-distortion (RD) optimization
creating videos with varying bitrate and visual quality.
Until recently, there was no serious competition to
block motion compensation (BMC) to form a predicted
video frame. Advances in network architectures, training
methods, and the graphical processing units (GPU) have
enabled creation of powerful learned models for many
tasks, including prediction of future video frames given
past frames without using motion vectors.
This paper investigates whether learned frame pre-
diction (LFP) can replace the traditional BMC in video
compression, making estimating and sending motion
vectors as side information redundant. LFP is not con-
strained by the block translation motion model, but only
uses previously decoded frames at both the encoder and
decoder, unlike traditional BMC, which has access to
the current frame at the encoder. On the other hand, a
video codec employing LFP can use bits saved by not
sending motion vectors to better code the prediction
residual in order to increase video fidelity. Hence, it is
of interest to analyze how a video codec based on LFP
compares with traditional codecs.
The main contribution of this paper is to demon-
strate that a simple video encoder based on a pre-trained
LFP model yields rate-distortion performance that on
the average exceeds that of the well established x264
encoder in sequential configuration. More generally, we
provide answers to the following questions:
– How do we evaluate the performance of LFP models
in video compression vs. computer vision?
– Can LFP compete with block-motion compensation
in terms of compression rate-distortion performance?
– Does training with sum of absolute differences (`1) or
mean square (`2) loss or a weighted combination of `2
and adversarial losses provide better rate-distortion
performance in video compression?
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In the following, Section 2 reviews related works.
Learned video frame prediction is discussed in Section 3,
and compression of the predictive frame differences is de-
scribed in Section 4. Experimental results are presented
in Section 5. Section 6 concludes the paper.
2 Related Work
A recent review of video prediction methods using neu-
ral networks can be found in [28]. Different from [28],
we classify prior work on LFP in terms of the prediction
methodology they employ and the loss function they
use in training. In terms of prediction methodology em-
ployed, we classify LFP methods as frame reconstruction
methods that directly predict pixel values, and frame
transformation methods that predict transformation
parameters, e.g., affine parameters, to transform the
current frame into future frame.
Among frame reconstruction methods, Srivastava et
al. [31] use long short-term memory (LSTM) autoen-
coders to simultaneously reconstruct the current frame
and predict a future frame. Mathieu et al. [23] propose
multi-scale generator and discriminator networks and in-
troduce a new loss that calculates the difference between
gradients of predicted and ground-truth images. Kalch-
brenner et al. [17] introduces an encoder-decoder archi-
tecture called Video Pixel Networks, where the decoder
employs a PixelCNN [24] network. Denton et al. [12]
propose a variational encoder to estimate a probability
distribution for potential predicted frame outcomes.
Among frame transformation methods, Amersfoort
et al. [35] predict affine transformation between patches
from consecutive frames, which is applied on the current
frame to generate the next one. Vondrick et al. [38] also
predict frame transformations but train the model using
adversarial loss only. Villegas et al. [37] focus on long
term prediction of human actions using pose information
from a pretrained LSTM autoencoder as input. In a fol-
low up work, Wichers et al. [41] replace the pre-trained
pose extracting network with a trainable encoder, en-
abling end-to-end training. Finn et al. [15] predict object
motion kernels using convolutional LSTMs. In a follow-
up work, Babaeizadeh et al. [3] supplement Finn’s model
with a variational encoder to avoid generating blurry
predictions. In a further follow-up, Lee et al. [19] use
adversarial loss to get more realistic results.
In terms of loss functions, most methods use mean
square (`2) loss. Other loss functions used include `1 loss
[23] and cross-entropy loss [31,17]. Mathieu et al. [23]
introduce the gradient loss. Variational autoencoders
employ KL-divergence [23], [38], [37], [19] and GANs
employ adversarial loss [3], [19], [12]. Perceptual loss is
also used, by comparing frames at a feature space [13],
using a pretrained network [37].
Our paper differs from other video prediction work as:
– While most related works use some form of LSTM,
we chose a deep convolutional residual network, in-
sired by EDSR [20], for frame prediction. The ratio-
nale for this choice is explained in Section 3.
– In applications where the predicted frame is the fi-
nal product, the visual quality, i.e., textureness and
sharpness, of the predicted image is important; hence,
the use of adversarial loss is well justified. However,
most methods using such loss function do not re-
port a direct quantitative evaluation of generated
vs. ground-truth images using peak signal-to-noise
ratio (PSNR) or structural similarity metric (SSIM).
In contrast, in video compression, it is customary to
compare compression efficiency by the rate-distortion
(RD) performance, where distortion is measured in
terms of PSNR and predicted frames are only inter-
mediate results, not to be viewed. Our results show
that training with only `1 or `2 loss provides the best
RD performance even though predicted frames may
look blurry.
The state of the art video compression standard is
high efficiency video coding, known as H.265/HEVC [27].
Several works to enhance H.265/HEVC codecs with or
without deep learning have been proposed [22]. While
there are many works on learned intra-prediction or
learned end-to-end image/video compression (e.g., [14]),
few works address learned frame prediction for video
compression. Our work differs from them as follows:
– Several researchers propose learned models that sup-
plement standard block motion compensation to
enhance prediction and improve the compression ef-
ficiency of HEVC [16,21,40,42,26,10]. In contrast,
we do not use block motion compensation at all.
– Chen et al. [8] employ a neural network for frame
prediction. However, they also estimate and use 4x4
block motion vectors both at the encoder and de-
coder, even though they don’t transmit them. In
contrast, we do not need motion vectors at all.
3 Learned Video Frame Prediction
Recurrent models, such as LSTM, has been the top
choice of architecture to solve sequence learning prob-
lems. With the advent of ResNet, which introduces skip
connections, it has become easy to train deep CNN to
learn temporal dynamics from a fixed number of past
frames. Although, in theory LSTMs can remember the
entire history of a video, in practice due to training
using truncated backpropagation through time [4], we
obtain as good if not better performance by process-
ing only a fixed number of past frames using a CNN.
Our approach is consistent with a recent study, where
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Villegas et al. [36] show that large scale networks can
perform state of the art video prediction without using
optical flow or other other inductive bias in the network
architecture. In the following, we present our generator
network architecture in Section 3.1 and discuss the de-
tails of training procedures in Section 3.2.
3.1 The Generator Network
The architecture of our LFP network is inspired by the
success of the enhanced deep super-resolution (EDSR)
network [20] for single-image super-resolution (SISR).
EDSR won the NTIRE 2017 Challenge on SISR [33]
and a variation of it won NTIRE 2018 Challenge [34].
In contrast to the original EDSR that takes a single
low resolution color image as input, our LFP-EDSR
network takes K past greyscale frames as input and out-
puts a single greyscale frame. Since the input and output
frames are the same size, we don’t need an upscaling
layer [29]. To this effect, we modified both the input
and output layers of the EDSR network. The resulting
early fusion LFP-EDSR, whose architecture is depicted
in Figure 1, is convolutional; hence, it can process video
with arbitrary size (height and width). Only the input
layer processes groups of K frames; hence, the addi-
tional cost of processing K input frames (instead of a
single frame) is insignificant compared to the overall
computational cost of the network. As demonstrated
in Section 5, the performance of the modified EDSR
network to predict frames is surprisingly good.
We use 32 residual blocks, where the convolution
kernel is 3×3 with padding 1 and the channel depth
is 256 for all blocks. Rectified linear unit (ReLU) was
used as the activation function for all hidden layers. The
height and width of all intermediate layer activations
and the output layer are the same as those of the input
(a)
(b)
Fig. 1: Block diagram of LFP-EDSR network: (a) EDSR
network with modified input and output layers, (b) each
residual block (purple) of EDSR network.
layer. After each residual block, residual scaling with 0.1
is applied [32]. At the output layer, output values are
scaled between -1 and 1 during training. At test time,
the outputs are scaled between 0 and 255.
3.2 Training
An important factor that affects video prediction and
compression performance is the choice of loss function,
which is related to how we evaluate the prediction per-
formance of the network. Stochastic sampling methods,
such as variational autoencoders and generative adver-
sarial networks (GAN), produce sharper predicted im-
ages with more spatial details. However, they do so at
the expense of higher mean square error (MSE), which
implies less fidelity to the ground-truth. In video com-
pression the predicted image is only an intermediate
result (not to be viewed), and the goal is to maximize
the fidelity of predicted frame in order to minimize
the bitrate to send the prediction error. In this context,
training to minimize MSE yields better RD performance
even if the predicted images may look blurry.
While minimization of the MSE implies maximiza-
tion of the PSNR for videos in the training set, it is
important to see how well this generalizes to videos
in the test set. It was observed that models trained
by `1 loss generalize better [23], since minimization of
`1 loss converges to median prediction, whereas mini-
mization of `2 loss converges to mean prediction.
3.2.1 Training Dataset
Our training dataset consists of two million gray-level
patch sequences, extracted from the UCF101 dataset,
which contains 13K videos with 101 actions in 5 action
types [30]. Each patch sequence is 48× 48 pixels with
9 frames. For each sequence, we predict the 9th frame
given the first 8, and use the 9th frame as ground-truth.
Regarding the length of training patch sequences,
we observed a steady increase in PSNR performance as
we used 2, 3, 4, 5, and 6 past frames to predict the next
frame in our experiments. The PSNR performance lev-
eled at using 6 past frames to predict the 7th frame. To
better utilize GPU capabilities, we used 8 past frames,
which is a power of 2, following the practice of choosing
minibatch size [11]. Our use of past 8 frames to predict
the 9th is consistent with other frame prediction litera-
ture [28]. We selected a patch size of 48×48 following the
original use of EDSR network for super-resolution [20].
We also experimented with using a patch size of 96× 96,
which provided minimal PSNR improvements that is
not worthy of the added computational complexity. We
observed that 48× 48 patches are sufficient to capture
the motion well, considering the frame sizes in UCF101
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dataset is 320×240. We note that use of 48×48 patches
is consistent with other frame prediction literature [28].
In extracting patch sequences, we select the video,
the starting frame, and patch location on the start frame
randomly. An extracted patch sequence is accepted if
it contains sufficient motion, i.e., the mean square dif-
ference between successive pairs of frames exceeds a
threshold. Patch sequences that do not satisfy the con-
dition are accepted with probability 0.05.
3.2.2 Training with `p Loss
We first trained our model based only on `p loss, where
p = 1 or p = 2. We compute `p loss, given by
`p =
1
N
N∑
i=1
|yi − xi|p (1)
over the 9th patch only, where x and y denote the
generated and ground-truth 9th patch, respectively, and
i is the index looping over all N pixels in a patch.
We used Adam optimizer [18] with an initial learning
rate 1e-4 and a batch size 32. We trained our model for
400,000 iterations, which lasted about 8 days using an
NVIDIA GeForce GTX 1080Ti GPU on a HP Server
with Intel Xeon Gold CPU @2.30GHz and 24 cores.
3.2.3 Training with `2 and Adversarial Losses
We next train with combined `2 and adversarial loss that
requires a discriminator network. The block diagram
of discriminator network is depicted in Figure 2. There
are three convolutional layers with kernel size 7×7 and
varying channel depths. Even though the discriminator
is fully convolutional, by using pooling layers with kernel
size 2×2 and stride 2, and avoiding padding, we obtain
a scalar output when input size is 48×48 pixels. For
stable training, we used average pooling instead of max
pooling to avoid sparse gradients as recommended by [9].
Leaky rectified linear unit (Leaky ReLU) with a slope
of 0.2 is used as the nonlinearity for the hidden layers as
advised by [25]. The final nonlinearity is a sigmoid, en-
abling an output value between 0 and 1, regarded as the
probability that the input image is real (higher means
more realistic). Note that the discriminator network is
not needed at test time.
Fig. 2: Block diagram of the discriminator network.
We jointly trained randomly initialized discriminator
and pretrained (by `2 only) generator networks. Mini-
batch sizes are 16 for the generator and 32 for the dis-
criminator. A minibatch for training the discriminator
network consists of 16 ground-truth (real) and 16 gener-
ated (fake) patch-sequence samples. Generated samples
are composed of the first 8 original patches concate-
nated with the predicted 9th patch that is the output
of the generator. By feeding sequences instead of single
patches into the discriminator, the discriminator can
evaluate temporal continuity of motion similar to [23].
We use target labels of 0 and 1 to indicate generated and
original samples, respectively. Then, the binary cross
entropy loss per sample is given by
LDBCE = −y log x− (1− y) log(1− x) (2)
where x is the output score of the discriminator network
(between 0 and 1) and y is the binary ground-truth
label. Note that if y = 0 the first term, or else y = 1
the second term is zero. The discriminator is trained by
accumulating the loss given by (2) over a minibatch.
The loss function for the generator network is a com-
bination of mean square loss and adversarial loss per
generated sample with weights λMS and λADV , respec-
tively, similar to [23]. We calculate the adversarial loss
per generated sample by feeding each generated sample
to the discriminator network and use a target label of 1,
in order to quantify how far away each generated sample
is from fooling the discriminator. Thus, the adversarial
loss per generated sample is defined as
LGADV = − log xdisc (3)
and the combined loss per sample for the generator is
LG = λMS
(
1
N
N∑
i=1
(yi − xi)2
)
− λADV log xdisc (4)
where xi denotes each pixel in generator’s output, xdisc
is discriminator’s output, N is the number of pixels,
λMS = 0.95 and λADV = 0.05 are weights for the mean
square and adversarial losses, respectively. The learning
rates are constant at 1e-6 and 1e-5 for the generator
and discriminator, respectively. The generator network
is trained by accumulating the loss (4) over a minibatch.
The adversarial training for 300,000 steps lasted 5 days.
The inclusion of adversarial loss increases sharpness
of predicted frames at the expense of higher MSE as
shown in Sec. 5.1. Hence, choosing λADV and λMS is
a matter of trade-off between sharper looking images
and lower MSE. This is consistent with observations
in the SISR literature that increasing λADV increases
the output sharpness at the expense of higher MSE [39].
The values λMS = 0.95 and λADV = 0.05, offer a good
balance between sharpness and MSE [23].
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(a)
(b)
Fig. 3: Block diagram of video codec using LFP and
BPG still-image codec: (a) Encoder, (b) Decoder.
4 Compression of Predictive Frame Differences
Since the LFP model is sent to the decoder only once,
the video codec is free from motion vector overhead.
4.1 Encoder
The block diagram of the proposed video encoder is
depicted in Figure 3(a). The first K frames are input to
the Better Portable Graphics (BPG) encoder [5] without
prediction (encoded as I pictures). The neural network
starts predicting next frame with frame K + 1 given
previous K decoded frames. In order to input exactly the
same past frames into the neural network (LFP model)
in the encoder and decoder, the encoder has a BPG
decoder in the feedback loop, which reproduces decoded
frames. The decoded differences are added to the next
frame predictions in order to produce decoded frames
that are identical to the ones at the decoder, which
become the input to the neural network at the next
time step.
4.2 Decoder
The decoder also runs a neural network with the same
model parameters to predict the next frame given the
previous K decoded frames. The first K frames are
received as intra-coded frames. The block diagram of
the proposed video decoder is presented in Figure 3(b).
5 Evaluation and Results
Our test dataset consists of 10 MPEG test sequences in
grayscale format. We analyze frame prediction results
in Section 5.1. Section 5.2 evaluates the compression
efficiency of codec using LFP+BPG vs. standard codecs.
5.1 Frame Prediction Results
We first provide quantitative and qualitative evaluation
of our learned frame prediction (LFP) models without
considering the effect of compression; i.e., all results in
this subsection use uncompressed frames as input.
Evaluation of LFP-L1, LFP-L2, and LFP-GAN mod-
els vs. block motion-compensation (BMC) (using 16× 16
motion vectors and exhaustive search with 0.5 pixel
accuracy) and frame difference (FD) (with no predic-
tion) is performed in terms of frame-by-frame PSNR
of predicted videos plotted in Fig. 5. In these experi-
ments, training samples are selected from entire UCF101
dataset with equal probability. The mean PSNR for each
video (over all frames) as well as mean PSNR (over all
videos) are tabulated in the first column of Table 1.
Sample frames from the sequence Football are shown
in Fig. 4 to demonstrate that predictions obtained by the
LFP-GAN model are sharper, albeit having less fidelity
to the original. More visual evaluation results can be
accessed online at https://serkansulun.com/lfp
(a) Predicted frame obtained by LFP-L2 model
(b) Predicted frame obtained by LFP-GAN model
Fig. 4: Visual comparison of frames predicted by LFP-L2
vs. LFP-GAN models for the 9th frame of Football.
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Table 1: Variation of prediction PSNR for LFP-L2 model
according to selection of training sample video type.
Equiprobable Sports more probable
City 27.96 27.82
Coastguard 32.00 32.07
Container 41.50 41.37
Football 22.87 22.77
Foreman 31.38 31.34
Garden 26.45 26.65
Hall monitor 36.60 36.57
Harbour 28.38 28.26
Mobile 27.31 27.70
Tennis 29.88 29.57
Mean PSNR 30.43 30.41
We conducted an additional experiment to evaluate
the dependence of LFP-L2 model performance on the
training set. To this effect, we sampled videos with type
“Sports”, which have camera pan, with three times more
probability. The results, in the second column of Table 1,
show around 1% improvement in Garden and Mobile,
which have camera pan, while the mean PSNR over all
videos is almost unchanged. This result demonstrates
that models can be trained for specific type of motion
by choosing training samples with such motion.
Inspection of Table 1, Fig. 4, and Fig. 5 leads to
the following observations:
1) LFP-L2 vs. LPF-L1 model: The PSNR of LFP-L2
model exceeds that of LFP-L1 model in videos with pre-
dictable low/moderate motion, such as Container and
Hall Monitor; however, LFP-L1 model is slightly better
for Harbour, Mobile, and Garden, which have more mo-
tion. This can be explained by that models trained by `1
loss provide better generalization; hence, may perform
slightly better for videos with less predictable motion.
2) LFP-L1/L2 vs. LPF-GAN model: The PSNR of
LFP-L1 and LFP-L2 models exceeds that of LFP-GAN
in all frames of all videos. The adversarial loss term that
is added to the `2 loss leads to visually more pleasing
predicted frames at the expense of lower PSNR.
3) LFP-L1/L2 model vs. BMC: LFP-L1/L2 models
outperform BMC for all frames in Harbour, Container,
Garden, Hall Monitor, and Mobile, which contain mod-
erate predictable motion. LFP models are competitive
with BMC in Coastguard and Tennis (except for frames
where there is scene change). They are outperformed by
BMC in Football and Foreman, which contain complex
motions that are hard to predict. It is understandable
that classic motion compensation, having access to the
curent frame to be predicted and using motion vectors
as side information, to perform better in such cases.
5.2 Compression Efficiency Results
We compare the rate-distortion (RD) performance of
our LFP-L1-BPG, LFP-L2-BPG, and LFP-GAN-BPG
methods with those of x264 [2] and x265 codecs [6] con-
figured for low-delay sequential (IPP...) coding in fixed
QP, i.e., variable bitrate (VBR), setting. The perfor-
mance of each codec is assessed based on RD (PSNR
vs. bitrate) curves that are sampled at 11 bitrates cor-
responding to quantization parameters (QP) from 25 to
35 incremented by one for x264 codec, and from 20 to
30 for x265 codec (to approximately match the bitrates).
The RD curves are compared using the Bjontegaard
delta PSNR (BD-PSNR) metric [7], which measures
the difference of areas between two RD curves.
In order to analyze how much improvement comes
from LFP vs. the BPG codec, we performed an ablation
study. We first replaced BPG with WebP codec [1]
resulting in the LFP-L2-WEBP method to evaluate
the contribution of the BPG codec. We next replaced
LFP with 16 × 16 BMC using exhaustive search with
0.5 pixel accuracy and with FD with no prediction
using the BPG codec in both cases. These methods are
called BMC-BPG and FD-BPG, respectively, evaluates
whether BPG alone is sufficient to get good results.
The PSNR vs. bitrate curves for all test sequences
are depicted in Fig. 6. Table 2 shows the Bjontegaard
delta PSNR (BD-PSNR) with respect to the anchor
x264 sequential averaged over 10 videos, which reveals:
1) LFP-L2-BPG, LFP-L1-BPG and LFP-GAN-BPG
methods outperform the anchor x264 sequential on av-
erage by 1.779, 1.524 and 0.57 dB, respectively.
2) LFP-L2-WEBP method, where the RD perfor-
mance of WebP codec is similar to that of x264 intra
mode, also outperforms x264 sequential on average by
0.645 dB showing the power of LFP-L2 model.
3) The average BD-PSNR of BMC-BPG method is
0.856 dB, which is lower than that of LFP-L2-BPG,
again showing the power of LFP-L2 model.
4) As shown by the output samples, even though the
LFP-GAN model generates sharper and visually more
pleasing predicted images, the LFP-GAN-BPG method
is inferior to LFP-L1/L2-BPG in terms of BD-PSNR.
5) The LFP-L2-BPG method approaches the perfor-
mance of x265 (in low-delay mode) only for Harbour.
Analyzing the RD performance of the LFP-L2-BPG
method on individual videos, we observe that it outper-
forms all other methods, except x265, even in the case
of high motion videos, such as Football, where the frame
prediction performance of LFP-L2 model for Football
was inferior to BMC according to Fig. 5.
Several factors may lead to this result: i) Motion
vector overhead of high motion videos, such as Football,
is significant, especially at low bitrates, while the LFP-
BPG method has none; hence, encodes residuals better.
ii) Prediction based on compressed-decompressed frames
affects BMC more adversely than it affects LFP.
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Fig. 5: Comparison of frame prediction performance: PSNR of predicted frames vs. frame number to compare
performances of learned frame prediction (LFP) models trained by mean square loss (LFP-L2), by `1 loss (LFP-L1),
and by a combination of mean square loss and adversarial loss (LFP-GAN) vs. 16x16 block motion compensation
with 0.5 pixel accuracy using exhaustive search (BMC) and frame difference with no prediction (FD) for all test
videos. The LFP-L2 and LFP-L1 models trained on UCF101 dataset perform the best for all frames on Harbour,
Container, Hall monitor, Mobile, and Garden videos. They are competitive with BMC in Tennis and Coastguard.
6 Conclusion
We demonstrate that the average RD performance over a
diverse set of MPEG test videos of a simple video codec
using a universal LFP model trained with `2 loss and an
open source intra (BPG) codec exceeds that of the well-
established x264 codec using variable size block motion
compensation. The proposed approach achieves surpris-
ingly good results in videos with predictable motion,
such as Harbour. We reach the following conclusions:
1) The proposed LFP method can predict continuous
motions, including camera pan, effectively. 2) Videos
with complex motion are harder to predict. It is under-
standable that standards-based motion compensation,
having access to the current frame to be predicted and
sending motion vectors as side information, to perform
better prediction in such cases. Yet, it is interesting
to see that compression performance of LFP+BPG is
still competitive with that of x264 for Football, because
LFP+BPG does not require sending side information
and can use those bits to encode the residual better.
The compression efficiency of x265 codec (in both pre-
diction as well as coding residual and side information)
is clearly better than that of LFP+BPG. 3) Videos with
complex motion exhibit a large variation (e.g., occlu-
sions, scene transitions, etc.) that is very difficult to
model. One cannot guarantee that training a network
with a class of complex motion videos will generalize
well to test videos with different type of complex motion.
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Fig. 6: Comparison of compression efficiency of different LFP models versus standards-based video codecs:
PSNR vs. bitrate curves for LFP-L2-BPG, LFP-L1-BPG, LFP-GAN-BPG, LFP-L2-WebP, BMC-BPG, x264,
and x265 codecs (in sequential low-delay mode) on nine MPEG test sequences.
Table 2: Bjontegaard delta PSNR (BD-PSNR) versus x264 (anchor). Positive values show better performance.
LFP
L2
BPG
LFP
L1
BPG
LFP
GAN
BPG
LFP
L2
WEBP X265
BMC
BPG
FD
BPG
Harbour 4.801 4.560 3.895 2.338 5.354 1.355 -0.557
Garden 3.998 4.129 3.399 2.252 7.461 3.283 -7.025
Football 3.738 3.742 3.078 2.456 6.658 3.632 -2.472
Coastguard 3.193 3.219 2.597 1.900 5.056 3.027 -6.240
Mobile 2.017 2.239 1.194 1.028 6.637 0.441 -4.776
Container 0.382 -1.017 -2.410 -0.115 3.755 -0.382 -2.101
City 0.283 0.282 -0.224 -1.483 3.205 -1.838 -4.333
Hall monitor 0.116 -1.259 -3.140 0.338 2.070 -0.556 -2.753
Tennis 0.064 0.208 -0.690 -0.638 3.866 0.680 -4.420
Foreman -0.799 -0.864 -1.999 -1.626 3.389 -1.083 -6.530
AVERAGE 1.779 1.524 0.570 0.645 4.745 0.856 -4.121
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