We prove a Central Limit Theorem for the number of zeros of random trigonometric polynomials of the form K −1/2 K n=1 an cos(nt), being (an)n independent standard Gaussian random variables. In particular, we prove the conjecture by Farahmand, Granville & Wigman that the variance is equivalent to
Introduction and Main Result
where the coefficients a n are i.i.d. standard Gaussian random variables and t ∈ [0, π].
One of the main questions about random polynomials concerns the random variable: number of zeros (level crossings in general); in our case the number of zeros of T K on the interval [0, π]. The distribution of this random variable remains unknown, and one way to approach it is to describe it not directly but through its moments.
The asymptotic expectation of the number of zeros of classical trigonometric polynomials on [0, 2π] is known since Dunnage's work [4] to be 2K/ √ 3. The variance was conjectured by Farahmand & Sambandham [8] and Granville & Wigman [10] to be equivalent to V 2 K, as K grows to infinity, for some constant V 2 > 0, but it was not proven to be so.
In this work, we study the asymptotic behavior, as K tends to infinity, of the variance of the number of zeros of T K on [0, π] and prove the conjecture that the asymptotic leading term of the variance is V 2 K (V 2 > 0). Furthermore, we establish a Central Limit Theorem (CLT) for the number of zeros of T K . Our main result is the following.
Denote the number of zeros of T K on the interval [0, π] by N TK = N TK [0, π].
Theorem 1. The normalized number of zeros of T K on the interval [0, π] converges in distribution to a Gaussian random variable, more precisely
as K → ∞, being 0 < V 2 < ∞.
The value of V can be obtained from the proof of Lemma 4.
As a by product of our proof, we obtain the following CLT for the number of zeros of a non-stationary Gaussian process on [0, ∞) as the interval increases.
The cardinal sine function is defined by sc(x) = sin(x)/x. Corollary 2. Let T be the centered Gaussian process on [0, ∞) with covariance function r(s, t) = 1 2 (sc(t − s) + sc(t + s)). Then, the number of zeros of T on the interval [0, Kπ] converges in distribution, after standardization, towards a standard Gaussian random variable.
Background: This ensemble of random polynomials appears in Physics, for instance in nuclear physics (random matrix theory), statistical mechanics, quantum mechanics, theory of noise, see Granville & Wigman [10] and references therein. Previous works: The number of zeros of different ensembles of random polynomials have attracted attention of physicists and mathematicians for at least seventy years. Consequently, there is an extensive literature on the subject, starting with Littlewood & Offord [18, 17, 16] who studied algebraic polynomials, these works were complemented by those of Erdös & Offord [5] , Kac [13] and Ibragimov & Maslova [11, 12] . The final result for the mean number of roots of an algebraic polynomial of degree K, is that, for i.i.d. coefficients in the domain of attraction of the normal law, the mean number of roots is equivalent to 2 log(K)/π for centered a n and half this quantity for non-centered a n . Maslova [20, 19] established the asymptotic variance and a CLT for the number of zeros of algebraic polynomials.
Classical trigonometric polynomials are intimately related with another ensemble of random polynomials defined by
where a n , b n are i.i.d. standard Gaussian random variables. The polynomials X K have the great advantage of being stationary with respect to t. This fact (and the Gaussianity) simplifies largely the treatment of the level crossing counting problem. For this ensemble of (stationary) trigonometric polynomials Granville & Wigman [10] gave a proof of the CLT for the number of zeros, using conditions on moments of order higher than the second. After that, Azaïs & León [2] extended this result to all levels and gave a simplified proof of the CLT lying on the Wiener Chaos decomposition and Taqqu-Peccati's method. In particular, avoiding conditions on higher moments than the second.
Finally, for Classical Trigonometric Polynomials, Wilkins [23] proved that
The leading asymptotic term was proven to be the same for non-centered coefficients and for dependent coefficients with constant correlation, see Farahmand [6] and references therein.
Recently, Farahmand & Li [7] considered the mean number of roots of T K and X K allowing its coefficients to have different means and variances, but being independent and Gaussian.
The variance of classical trigonometric polynomials have been studied also by Farahmand [6] , but the results are given in the form of upper bounds.
The techniques: In order to obtain our results we make use of the techniques of Wiener Chaos expansion, Peccati-Tudor's method for obtaining CLTs and Rice Formula.
More precisely, we obtain the Wiener Chaos expansion for the normalized number of zeros of the normalized version of T K on the interval [0, π]. Then, we use Rice Formula to bound the second factorial moment (and, thus, the variance) of the number of zero up-crossings in order to pass to the limit under the integral sign and obtain the asymptotic variance.
A key fact, is that removing the extremes of the interval, the behavior of (the covariance of the standardized version of) T K is very similar to that of (the covariance of) its stationary counterpart X K , so the limit variances of the respective number of zeros coincide. Our work closely follows Azaïs & León [2] , but the asymptotic Gaussianity is obtained through contractions rather than through the L 2 proximity to the limit process. In that sense, it is worth to remark that whereas in the case of stationary trigonometric polynomials the CLT is inherited from that of the limit process, in our case the CLT for the limit process is a consequence of the CLT for classical trigonometric polynomials.
Proof
Let us replace t by t/K, this permits us to look at the polynomials T K at a convenient scale and to find a limit for them. Thus, from now on we are concerned with the zeros on the interval [0, Kπ] of 
Further, c K can be expressed in closed form using Fejér Kernel. A direct computation shows that the covariance function of the classical trigonometric polynomials, r K (s, t) := E (T K (s)T K (t)), is given by
In particular, the variance of
. Thus, the limit variance, as t → ∞, is From now on, we work on the case s < t and denote τ := t − s and σ := t + s. The case s > t is analogous.
It is convenient to use the standardized version of T K , namely T K (t) := T K (t)/V K (t), thus T K has unit variances and its covariance, r K , is given by
Limit covariances: Putting together Equations (3) and (2), we can express r K as a Riemann sum with partition set {n/K : n = 0, 1, . . . , K} (s, t enter as parameters), thus, it follows that
as K → ∞ uniformly on off-diagonal compacts (compacts not containing points in the diagonal). Furthermore, the order one and order two derivatives of r K converge in the same manner to the corresponding derivatives of r and the following bounds hold: for τ, σ varying on compacts not containing zero
where i, j = s, t and c is some constant; and
Besides, the same convergences hold for T K , and for T ′ K at least for s, t varying on any compact interval contained in [t 0 , ∞) 2 (t 0 large enough), see Lemma 6. This is enough for our purposes. Therefore, T K , T K converge to centered Gaussian processes T and T on the positive real axis having, respectively, covariances given by (4) and r(s, t) = sc(τ ) + sc(σ) 1 + sc(2s) 1 + sc(2t) .
Remark 1. The role of the limit process in this work is secondary, compare with Azaïs & León [2] and Granville & Wigman [10] .
Chaining and Isonormal Process: For the sake of readability, we write all the trigonometric polynomials on the same probability space. Note that, since we only care about distributions in the sequel, this is not really necessary. Let B = (B λ ) be a standard Brownian Motion defined on a probability space (Ω, F , P). We assume that F is generated by B. By the isometric property of the stochastic integral, we have
being 1 A the indicator (or characteristic) function of the set A. Thus, the processes T K : K = 1, 2, . . . are defined on the same probability space. Furthermore, let H be the Hilbert space L 2 ([0, 1], B, dλ), being B the Borel σ-algebra and dλ the Lebesgue measure, with the usual inner product g, h = 1 0 g(λ)h(λ)dλ. Thus, the map
In this situation, (B(h) : h ∈ H) is called an isonormal process associated to H.
In particular, we have,
Wiener Chaos decomposition: Following Kratz & León [14] we can establish the expansion of the number of roots in the Wiener Chaos.
We need some facts about Hermite Polynomials, Multiple Wiener-Itô Integrals and the Chaotic Expansions, see Peccati & Taqqu [21] and Hiu-Hsiung Kuo [15] for details on the definitions and the results listed below.
The Hermite polynomials H q are defined by
Here ϕ stands for the standard Gaussian density function. Besides, for q ≥ 1, the q-fold multiple Wiener-Itô integral w.r.t B, I B q , can be introduced as the linear isometry, between the symmetric tensor product
for h ∈ H, with unit norm and h ⊗q (λ 1 , . . . , λ q ) = q k=1 h(λ k ). For q ≥ 1, the q-th Wiener Chaos H q is defined as the image of I B q . Furthermore, denoting the set of constants by H 0 , we have
where ⊕ indicates an orthogonal sum. In other words, for any square integrable functional, F ∈ L 2 (Ω, F , P), of the Brownian motion B, there exists a unique sequence of symmetric functionals (f q :
where the equality holds in the L 2 sense.
We now write the Wiener Chaos expansion for the number of crossings. We need some notations.
In particular, since
Since the zeros are isolated, formally, we can write Kac Formula:
In order to give it a precise meaning, we approximate the delta function at 0 by Gaussian kernels ϕ η (centered, with variance η 2 ), we obtain
has the following chaotic expansion (see part 4 of Lemma 5)
where b η k are the Hermite coefficients of ϕ η . Now, the idea is to pass to the limit this expansion as η → 0 in order to obtain the expansion for N T K .
First, observe that b η k → b k (non-random), and that this is the only ingredient depending on η. Besides, the necessary domination is given by Fatou's Lemma
Therefore, the right hand side has a limit, say N , in L 2 (with b q−2ℓ instead of b η q−2ℓ ). It remains to show that this limit is, effectively, N T K . The result follows writing
The first term in the right hand side tends to zero by Part 4 of Lemma 5. To show that the second term tends to zero, consider its chaotic expansion
Now, take limit as η → 0, the first term does not depend on η; the second one tends to 0 since it is a finite sum and b η q−2ℓ → η b q−2ℓ ; the third term is
2 , where P Q is the orthogonal projection of the L 2 random variable
H q , thus it converges with η → 0 to P Q (T K ) 2 and tends to 0 when Q → ∞.
This proves the theorem.
Remark 2. As shown in the chaining paragraph, T K (t) and T ′ K (t) can be written as B(h) and B(h ′ ) for h, h ′ ∈ H. Since T K (t) and T ′ K (t) are orthogonal, so are by the isometry h and h ′ , then, using the multiplication formula [21, Eq. 6.4.17] we get.
Therefore, by the Stochastic Fubini's Theorem, see Peccati & Taqqu [21, Section 5.13], we have I
with λ = (λ 1 , . . . , λ q ). That is, the variable I T K q belongs to the q-th Wiener Chaos H q . In particular, they are orthogonal for different values of q.
Chopping the extremes of the interval: The main idea of the proof of the CLT is to take advantage of the fact that the covariances of T K and Y K are very similar one to each other for large values of s, t, even T K being non-stationary. This idea is supported by the following lemma. Lemma 1. For 0 < α < 1/2, we have
Proof. Let us look at the interval [0, (Kπ) α ], the other one is analogous. First, we use Markov inequality to bound the probability by an expression involving the expectation of the number of roots, that is, for given ε > 0 we have
With this aim, we use the first order Rice formula.
It is easy to see that the integrand is bounded: the covariances and its derivatives are bounded by Equation (6) , and the denominator is bounded away from zero by Lemma 6. Hence, the result follows.
Then, it suffices to prove that
Asymptotic variance of I The two following lemmas give an uniform upper bound (on K) for these variances. The first one deals with the difficult part: integrating close to the diagonal. Lemma 2. There exists t 0 > 0 such that, for fixed a > 0, the variances of
For the sake of readability, the sketch of the proof is presented in the Auxiliary Results.
Lemma 3. There exists t 0 > 0 such that the variances of the normalized number of roots of T K on the interval [t 0 , Kπ
are uniformly bounded on K.
The proof follows the same lines that the proof of the similar claim in Azaïs & León [2, Page 7] with minor changes. The idea is to divide the integral into two parts, near the diagonal the bound is obtained using Cauchy -Schwarz Inequality and Lemma 2, for the off-diagonal part, the bound is obtained applying Arcones inequality [1] . For that, observe that Inequalities (5) allow to choose τ, σ large enough in order to have Arcones coefficient ψ K < ρ < 1, for fixed ρ.
We are ready to compare the limit variances of 
Proof. The variance of I
and E(τ, σ) is the expectation written in terms of (τ, σ). Applying the mean value theorem, there existsσ ∈ [2(Kπ)
By Equation (9) 
and E(τ,σ) → E(τ, 0) with c K replaced by sc. Since the covariance function of the stationary process X at (s, t) is sc(τ ), the limit of g(τ ) is the integrand of var I X q . Using the domination of Lemma 3, the result follows.
CLT for the number of roots of Classical Trigonometric Polynomials:
Recall that for q = 1, the random variables I
We proceed by the contractions argument, see Peccati & Tudor [22] or Peccati & Taqqu [21] .
By Equation (7) we know that I
and λ = (λ 1 , . . . , λ q ).
Using the isometric property of the stochastic integral, we have
Similar formulas hold for the terms which include h ′ . More precisely, by the isometric property, they give factors that are powers of cov(
. These covariances are computed in the Auxiliary Results, see page 16. Therefore
It is quite tedious to write down the contractions and their norms, but the resulting integrals are quite similar. Let us do it for the case n = 1 and q odd (so that q − 2ℓ > 0), we have
Observe that in the general case, the exponent of r K (s, t) and r K (s ′ , t ′ ) is n, but the sum of the exponents in the factors involving (s, t), (s, s ′ ), and in those involving (s ′ , t ′ ), (t, t ′ ), is q (the total sum of the exponents is 2q). Now, we have to take the limit as K → ∞. In the case of g q 2 2 , since I B q is an isometry, it follows that g q 2 2 = var(I
Now, we consider the limit of g q ⊗ n g q 2 2 as K → ∞. Since, the v K are bounded, the sums have a finite fix number of terms and the a, b coefficients are constant, the important ingredients are the covariances. We split the domain of integration into two parts: a tubular neighborhood of radio η of the diagonal s = t = s ′ = t ′ and its complement. Therefore, we have: close to the diagonal: we assume that |t − s| < η, |t ′ − s ′ | < η, |t ′ − t| < η and |s ′ − s| < η.
The covariances are bounded, in absolute value, from above by constants, for instance
, thus, by continuity the terms involving τ are bounded. The remaining quantities are easily seen to be bounded by Lemma 6 and Inequalities (5) and (6) .
Therefore, the integral is bounded by a constant times the volume of the tubular neighborhood of the diagonal. Such volume is proportional to Kπ.
In conclusion, the 1/(Kπ) 2 is not compensated by the integral, so the upper bound for the integral in the formula for the norm of the contraction (restricted to the neighborhood of the diagonal) tends to zero. far from the diagonal: In the rest of the proof of the CLT, C stands for some constant which actual value is meaningless, but not depending on K,
We may assume that at least one of the following |t − s| > η, |t ′ − s ′ | > η, |t ′ − t| > η, |s ′ − s| > η holds true. By Inequalities (5) and (6), the (absolute value of the) covariances r, r ′ and r ′′ at x, y are bounded from above by C(1/|x − y| + 1/|x + y|) when |x − y| > η. Therefore, the product in the integrand of g q ⊗ n g q 2 2 is bounded by the product of 1/|t − s| + 1/|t + s|, 1/|t
Each one of these factors appears in the bound if the distance between the corresponding variables is larger than η. Otherwise, we bound them by constant as in the previous case.
Furthermore, the exponents of the covariances involving s, t and s ′ , t ′ is n = 1, . . . , q − 1, the sum of the exponents in the factors involving s, s ′ is q − n = 1, . . . q − 1 ≥ 1, and the sum of the exponents in the factors involving t, t ′ also is q − n ≥ 1.
Let us consider one of the possible cases, the others are similar. Say that n = 1, |t − s| > η, |t ′ − s ′ | < η, |t ′ − t| < η and |s ′ − s| < η, call A the set of points verifying these inequalities. We bound the covariances involving the variables t ′ , s ′ ; t ′ , t; and s ′ , s in the integrand by constants. Then, the integrand is bounded by
′ − s| < η}. Now, the volume of A −1 is bounded by the volume of the tubular neighborhood of the diagonal of radius √ 3η, its volume is bounded by constant times Kπ, the result follows. Thus, the integral is bounded by a constant times log(Kπ)Kπ, divided by (Kπ) 2 , it tends to zero. Putting together both parts we conclude that g q ⊗ n g q 2 2 → 0 as K → ∞ for n = 1, . . . , q − 1. Therefore, I
T K q converges in distribution to a Gaussian random variable as K → ∞ for all q. Asymptotic Gaussianity of the sum: Since, the I T K q 's are orthogonal, by Theorem 1 of Peccatti & Tudor [22] and Lemma 4, their Q-th partial sum converges in distribution, as K grows to infinity, to a Gaussian random variable with variance
converges in distribution to a Gaussian random variable with variance
. This proves the Theorem. Proof of Corollary 2. We do not fill in the details. The scheme of the proof is, roughly speaking, the following: first compute the cross correlation ρ K (s, t) = E T K (s)T (t) . Then observe that ρ K and its first and second order derivatives converge uniformly on off-diagonal compacts to r and its respective derivatives. Finally, observe that the L 2 distance E (I
tends to zero for all q as K → ∞. Therefore, the asymptotic distributions of N T ([0, Kπ] −α ) and
Auxiliary computations
In the proof of Theorem 3 we use the following auxiliary results.
Lemma 5. 1. The second moment of the number of roots of T K is finite, that is,
Then, we consider the second order Rice Formula
where the Θ's are the regression variables: 
plus a similar term for t and s interchanged. Here the first and second super indices stand for the derivative with respect to s and t respectively. Now, changing variables from (s, t) to (τ, σ), the domain of integration is 0 ≤ τ ≤ a and τ ≤ σ ≤ 2a − τ . After simplifying the denominators (of the r's), we have that the denominator in the first factor of (8) is
Taking order two Taylor -Lagrange expansions at 0 and σ with increment τ , ±τ , and remainders θ K0 and θ Kσ (of order three) respectively, the denominator is
The same expansion for the numerator yields
where the higher order terms have terms up to sixth order involving the covariances, the remainder θs and their derivatives. It follows that the numerator and the denominator in (8) are of the same order, thus, the integral is convergent. Further, by Inequalities (5) the constants in the higher order terms are bounded uniformly on K (all depend on c K and its derivatives).
Finally, the terms θ K0 and θ Kσ are also bounded uniformly on K. Indeed, θ Kσ (τ ) is the remainder of second order Taylor's formula, therefore it can be Thus, |θ Kσ (τ )| ≤ τ 3 /6. The remaining cases are analogous.
Derivatives and covariances:
Here it is convenient to consider the limit process T . Routine computations show that
∂ t r(s, t) − sc ′ (2t) 2V (t) 2 r(s, t)
∂ t r(s, t) Proof. Let us start with the proof for T and T ′ .
In the case of T , it suffices to prove that sc(x) > −2/π. Observe that the critical points of sc are the roots of the equation sc(x) = cos(x), then, it is easy to see that in the interval [−π/2, π, 2] the only root of this equation is x = 0, which is a maximum since sc(0) = 1. Thus, the minimum of sc lies outside this interval, so, as |sc(x)| ≤ 1/|x| the minimum is greater than −π/2, thus the result follows.
Let us look now at the variance of T ′ (t) which is given in Equation (9) . It is easy to see that
and from the Inequalities in (5), which hold since we are looking at compact intervals not containing 0, it is easy to see that the latter expression is bounded away from zero for large t. Now, let us consider the variances of T K and T ′ K . By Equation (37) in [10] , we know that c where j = 0, 1, 2 stands for functional value, first or second derivative respectively, from this asymptotic and the result for T and T ′ , the result follows also for T K and T ′ K .
