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Abstract 
Let F = (.f; g): k2 -f k2 be a polynomial mapping over a field k, with A g E k[x, y]. The 
principal results are: (I) if F is a polynomial automorphism then J, the Jacobian determinant of 
F with respect to (x,y), and D, the D-resultant off and g with respect to y, are both non-zero 
elements of k; (2) if the characteristic of k is zero, or it does not divide the degree of the extension 
k(x, y) 2 k(S, g), then the converse is true as well. For k of characteristic zero, this yields a new, 
algebraically computable characterization of polynomial automorphisms of k2, and hence 
a reformulation of the two variable Jacobian conjecture. 
1991 Math. Subj. Class.: Primary 14E07; secondary 14E09, 13Bl0, 14E35 
1. Introduction 
Let k be a field and J g E k[x, y] two polynomials in the variables x and y with 
coefficients in k. The Jacobian determinant (of f, g with respect to x, y) is 
J = fxg, - gx fY. The notation here uses subscripting by variable names to indicate 
partial derivatives, so that ,f, = af/ax, and so on. Recall the definitions [l]: 
Definition 1.1. The pair (A g) is called a Jacobian pair if J E k* = k\(O). 
Definition 1.2. The pair (f, g) is called an automorphic pair if the polynomial map 
(f, g) : k2 + k2 is a polynomial automorphism (has a polynomial inverse). 
The familiar Jacobian conjecture [3] asserts that, over a field of characteristic zero, 
a polynomial map F: k” + k” is an automorphism if, and only if, the Jacobian 
determinant of F is a non-zero constant. Thus the two variable Jacobian conjecture 
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reduces to the assertion that, for k of characteristic zero, a pair (J; g) of polynomials is 
automorphic if, and only if, it is a Jacobian pair. The Jacobian conjecture is as yet 
unsettled for any value of n > 1, even for k = R or k = @. For fields of characteristic 
p > 0, simple examples (for instance, f = x + xp, g = y) show that the analogous 
conjecture is false. 
This paper provides a new characterization of polynomial automorphisms of the 
affine plane. Suppose k is a field of characteristic p, and let F = (f; g). Then F : k2 --t kZ 
is an automorphism if, and only if, (1) (f, g) is a Jacobian pair, (2) D, the D-resultant of 
f and g with respect o y, is also in k*, and (3) p = 0 or p does not divide the degree of 
the extension k(x, y) 2 k(f; g) (Theorem 5.5). Thus the two-variable Jacobian conjec- 
ture may be reformulated as: J E k* implies D E k*. 
The next two sections recall material on resultants and D-resultants. The final 
sections present the proofs of the main results. 
For g E k[t], both the notations g and g(t) may be used at times, g’ denotes the 
derivative with respect to t, and g(u) and g(h) may be used to denote evaluation at 
a and composition with h. For f E k[x, y] similar remarks apply and partial deriva- 
tives are denoted by subscript letters. The Jacobian determinant is denoted simply by 
J when there is no problem identifying the functions and variables involved. The 
popular notion J(f, g) for the Jacobian of (J; g) is avoided, as it has nothing to do with 
substitution for x and y in J E k [x, y]. 
2. Resultants 
Let k be a commutative ring with unit element 1. The resultant of two polynomials 
f, g E k[t] with respect o their common variable t is an element, Res,(f; g), of k. The 
resultant is a standard mathematical construction; it can be defined in a number of 
different ways. One way is the following. If the degrees off and g are m, respectively ~1, 
and m, n 2 1, then Res,(f, g) can be computed as the determinant of the Sylvester 
matrix off and g. The first row of that (m + n) x (m + n) matrix consists of the m + 1 
coefficients off (in order from the coefficient of the highest erm to the constant erm), 
padded on the right by n - 1 zero entries. The next n - 1 rows are right circular shifts 
of the first row. Finally, the last m rows repeat the same pattern, except that g is used 
to supply the coefficients. For example 
a b c 
Res,(at’ + bt + c,dt + e) = det d e I I 0 . 0 d e 
To define the resultant when either or both of deg f and deg g is zero, it seems best 
to follow the conventions (deg 0 = 0, 0’ = 1) and definitions of McKay and Wang [7]. 
With these definitions, the resultant satisfies the following rules when k is an integral 
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domain (for f, g, h E k [t], a, b E k, m = deg f, n = deg g and with m and/or n allowed to 
be zero) 
Rest& d =( - 1Y”Res&,f). 
Res,(f, gh) = Res,(.L g)Res,(f, h) if gh # 0. 
Res,(a,f) = Res,(f, a) = am. 
Res,(a, b) = 1 unless a = b = 0. 
Res,(O,O) = 0. 
Res,(t - a,f) =f(a). 
Res,(f, g) = Af + Bg for some A, B E k[t] unless m = n = 0. 
The most significant property of the resultant is that if k is an algebraically closed 
field, then Res,(f, g) = 0 if, and only if, f and g have a common root in k. 
Let C#I : k + k’ be a homomorphism of commutative rings with unit, and denote the 
extension to k[t] + k’[t], preserving t, by @. Then 4(Rest(f, g)) = Res,(@(f), Q(g)), 
provided that the leading coefficients off and g are not mapped to zero under I$. (The 
leading coefficient of a constant is that constant, by definition; the result follows from 
the Sylvester matrix formula and consideration of the other special cases possible.) 
3. D resultants and plane curves 
Let k be an integral domain. Let f and g belong to the polynomial ring k[t], where 
t is an indeterminate. Let R(u, u) = Res,(f - U, g - u), where u and v are new indeter- 
minates. R(u, u) is non-zero, because f - u and g - v cannot have a common root in 
the algebraic closure of the field of fractions of k (if I were such a root, then u =f(r) 
and v = g(r) would be algebraic over k). Since R(u, u) belongs to the ideal generated by 
f- u and g - u in k[t,u, v], it follows that R(f, g) = 0. Let m(u,u) denote a minimal 
polynomial off and g. That is, let K be the field of fractions of k, and suppose that 
m E K [u, u], m(f, g) = 0 E K [t], and that m divides every polynomial p E K [u, u] for 
which p(f, g) = 0. Then R(u, u) = cm4 for some c E K* and for 4 the degree of the field 
extension K(t) I> K(f, g) [S, lo], 
The D-resultant off and g will be defined here to be 
D-Res,(f, g) = Res, -f(t) g(s) - s(t) 
> s-t ’ 
where s is a fresh variable. The name “D-resultant” is an allusion to the divided 
differences whose resultant is computed. (Note that s - t divides the numerators, so 
that the quotients are polynomials). The D-resultant was introduced in [lo], where it 
was shown that the D-resultant can be effectively used to answer the question of when 
the plane curve (f(t), g(t)) is a (rational or regular) embedding. The original definition 
of the D-resultant in [lo] reversed the roles of s and t, with the result that the 
D-resultant of two polynomials in t was a polynomial in s. With the definition adopted 
here, it is a polynomial in t. 
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Note the following special cases of the definition, when f or g is constant, or both 
are constant. Let m = deg f and n = degg. Then 
D-Res,(f, g) = 
I 
0, if m = n = 0, 
1, if m = 1,n = 0 or m = 0,n = 1, (3.1) 
0, ifm>l,n=O or m=O,n>i. 
Proposition 3.1 (A. van den Essen and J. Yu) [lo, Proposition 1.11). Let f; g E k[t] 
be non-constant polynomials. With R(u, u) dejined as above, and with D E k[t] the 
D-resultant off and g, 
R,(f, g) = ( - 1)’ +degSg’D, (3.2) 
R,(f, g) = ( - l)degfS’D. (3.3) 
Remark. If f= c E k and degg > 1, then D = 0 by (3.1), but, since R(u,v) = 
Res,(c - u,g(t) - u) = (c - u)degg, (3.2) does not hold if degg # 0 in k. 
Proposition 3.1 and the following theorem are the principal results that will be 
needed from [IO]. Note that k is assumed to be a field below. 
Theorem 3.2 (A. van den Essen and J.Yu [lo, Theorem 2.11). Let k be a field, and 
suppose J g E k[t] with f’ # 0 and g’ # 0. Let D E k[t] be the D-resultant off and g. 
Then the following are equivalent: 
l DZO. 
. k(t) = k(f, g). 
l R(u,v) is a minimal polynomial off and g over k. 
4. Zeros of the D-resultant of a Jacobian pair 
The theory of D-resultants can be applied to the case of Jacobian pairs of poly- 
nomials in two variables. Let k be a field, f, g E k[x, y], with x and y indeterminates. 
Consider k[x, y] as the polynomial ring in the variable y, with coefficients in k[x]. 
Then f; g E k[x] [y] and the theory of D-resultants applies with k[x] as the coefficient 
ring. Define 
J =fxg, -f,gx E kCx>yl, 
R(x,u,u) = Res,(f - u,g - u) E k[x,u,v], 
and 
D(x, y) = Res, Q(W) - Q(%Y) E kCx,yl. 
S-Y 
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Let F = (f, g) denote the mapping from kZ to itself with component functions f and 
g. Call a line (in the coordinate system (x, y)) vertical if it has an equation of the form 
x=c,c~k. 
Lemma 4.1. Assume that J E k* and that one of m = deg, f and n = deg,g is zero. 
Then the other is non-zero and D = 1 or D = 0. Furthermore, D = 1 if, and only if F is 
linear (that is, of degree 1) in y. 
Proof. Since J E k*, at most one of f, and g,, can be zero. So if m = deg, f and 
n = deg,g, then m > 0 or n > 0. Suppose that m > 0,n = 0. By (3.1) there are two 
possibilities to consider in that case: deg, f = 1, in which case D = 1, or deg, f > 1, in 
which case D = 0. So f, and hence F, is linear in y if, and only if, D = 1. Similarly for 
m=O,n>O. 0 
Theorem 4.2. Assume that k is algebraically closed and J E k*. Let p E k2 be a point not 
on one of the finitely many vertical lines on which the leading coefficient of, for that of g, 
vanishes. Then D(p) = 0 if and only iA there is a point q # p, on the same vertical line as 
p, for which F(p) = F(q). 
Proof. Let 
f (x, y) = a,(x)y” + a,- dx)y”_’ + *.* + Q(X) 
and 
g(x,y) = b,(x)y” + b,-l(x)y”-’ + ... + b,,(x). 
The vertical lines to exclude are those on which the leading coefficients vanish. So 
let x0 E k be a value of x for which the product a,(x)b,(x) does not vanish. Let y. be an 
arbitrary value of y, and let p be the point (x0, yo). 
Suppose that n = 0. By Lemma 4.1 m > 0 and D is 1 when m = 1 and 0 when m > 1. 
If m = 1 then f = sly + a,, so F is injective on any line x = x0 for which aI # 0. 
(In fact, al E k* follows easily from J E k*.) If m > 1 (hence D = 0) and if a,(xo) # 0 
then the equation f (x0, y) = f (x0, yo) in y has m solutions, counting multiplicites. But 
fY(xo, yo) # 0, since J E k* and g,, = 0, and hence y. is a simple root. The other roots 
provide at least one solution q = (xo,so) # p to F(p) = F(q). Similarly if m = 0. So 
assume that m, n 2 1. 
Denote by U, I/ the two quotient polynomials (in x,y and s) that appear in the 
definition of the D-resultant. Since their leading coefficients in s are non-zero at x0, 
their degrees in s do not drop when one substitutes x0 for x and y. for y. Thus 
D(xo, yo), the value of D at the point p, can also be interpreted as a resultant. If 
WO, YO) is non-zero, then the polynomials f (x0, s) -f (x0, yo) and 
g(xo, s) - 9(x0, yo) can have no common zero so # yo, because such a zero would be 
a common zero of U(x,, yo, s) and V(xo, y,, s). But this means that there is no point 
q # p on the line x = x0 for which F(p) = F(q). To complete the proof, suppose 
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D(xO,yO) = 0. Then U(x,,y,,,s) and V(x,,y,,s) have a common root, so. If so # y. 
then 4 = (xo,so) # p and F(p) = F(q). If so = y. then it is easy to see (by considering 
divisibility by powers of (s - yo)) that aI = bl(xo) = 0. But then 
fy(xo, yo) = g,,(xo, yo) = 0, which contradicts J E k*. q 
Example 4.3. Let k be a field of characteristic p > 0. Let f = x and g = y + xyp. Then 
(f; g) is a Jacobian pair. This example is mentioned in [3] and attributed to 
Nousiainen 183; it has the property that k [x, y] is not a finitely generated module over 
k[f; g]. As f has degree 0 in y and g has degree p > 1 in y, one obtains, as in the proof, 
D = 0. And, indeed, for every point (x0, yo) with x0 # 0, the equations x0 = x0, 
so + x0$ = y, + xoyg can be reduced to -l/x0 = (so - Y,)~-‘, which obviously 
has solutions so # y. if k is algebraically closed. 
Remark. In this example, there is a vertical line (x = 0) on which the leading 
coefficients off and g both vanish. By considering the definition of the resultant one 
can verify that D must vanish along any such line(s). 
Example 4.4. If one interchanges the roles of x and y in the previous example, one 
obtains: f= y,g = x + yxp. Here D = Res,(l,xP) = 1. And, again in accordance with 
Theorem 4.2, for any x0 E k, the equation y = u. has a unique solution in y. This is an 
example of a Jacobian pair for which D E k*, but which is not an automorphic pair. 
Proposition 4.5 [1,2]. Assume that F = (f; g) is a polynomial automorphism and that 
deg, f > 0. Then the leading coejicient of f; considered as a polynomial in y, is 
a non-zero constant. 
Remark. This is Corollary 1.4 in [2]. The same result can also be found, though less 
explicitly, in Cl, Proposition 11.121. When the characteristic of k is zero, this result can 
be related to, and deduced from, known results that show that the Newton polygons 
of (non-linear components of) automorphisms are triangles. See [l, Theorem 19.41 
and [6, Sec. 41. However, as it will be applied to fields of characteristic p > 0, it is 
important that Proposition 4.5 is valid regardless of the characteristic of k. 
Theorem 4.6. If F = (f; g) is a polynomial automorphism of k2, then D E k*. 
Proof. If F is an automorphism, it remains one when the coefficient field is extended 
to the algebraic losure of k. Also, D is unchanged. So assume k is algebraically closed. 
Since F is an automorphism, J E k*. If deg, f = 0 or deg,g = 0 then by Lemma 4.1, 
D = 1 or D = 0. If D = 0, then F cannot be injective, by Theorem 4.2, since the leading 
coefficients off and g must both be non-zero at some common value of x. So assume 
deg, f > 0, deg,g > 0. By Proposition 4.5 the leading coefficients off and g vanish 
nowhere. If p E k2 and D(p) = 0 then, by Theorem 4.2, there is a point q # p with 
F(p) = F(q), contradicting the injectivity of F. Thus D E k[x, y] vanishes nowhere, 
and hence D E k*. 0 
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5. D-resultants and automorphism of the plane 
Retain the notations and basic assumptions of the previous section. Specifically, k is 
a field, f, g E k[x, y], where x and y are indeterminates, and J, R and D are defined as 
before. Let p denote the characteristic of k. 
Lemma 5.1. Zff, # 0 and gy # 0, then R,(x,f, g) = ( - l)degfJ(~, y)D(x, y). 
Proof. This is a simple computation. Start with R(x,f, g) = 0. Differentiate with 
respect o x, obtaining 
R.&f, g) + R&f, g)fx + R&f, g)gx = 0. 
Since f, # 0 and gY # 0, Proposition 3.1 applies. Substitute for R, and R,, using Eqs. 
(3.2) and (3.3), to obtain 
R,(x,f, g) + ( -l)‘+degff,gyD + ( -l)d’gffygxD = 0. 
The desired result follows immediately from the definition of J. 0 
Remark. It is well known that f and g are algebraically independent over k if J # 0. It 
follows easily that k(x, y) 2 k(f, g) is a finite algebraic extension, and thus 
[k(x, y): k(f, g)] is finite. 
Lemma 5.2. Assume that J E k* and that S(x, u, u) E k [x] [u, u] c k(x)[u, u] is any 
minimal polynomial for f and g ouer k(x). Then P(t) = S(t,f, g) E k[f, g][t] c 
k(f, g)[t] is also a minimal polynomial for x ouer k(J; g). 
Proof. P(x) = 0. Suppose Q(t) E k(f, g)[t] and Q(x) = 0. Note that the map 
k(u, u) + k(f, g) that sends u to f and u to g is an isomorphism, because J E k* implies 
that f and g are algebraically independent over k. Thus k(u, u)[t] -+ k(f, g)[t] is also 
an isomorphism, which implies that there is a unique polynomial U(t, U, u) E k(u, u)[t] 
such that Q(t) = U(t, f, g). Select c(u, u) # 0 E k(u, u) so that I/ = CU has coefficients 
that are polynomials in u and u (that is, clear denominators). Now 
W,f, g) = c(f, g)U(x,f, g) = c(A g)Q(x) = 0 and V/(x,u,v) E k(x)Cu,ul, so the min- 
imality of S implies that V(x, u, u) = W(x, U, u)S(x, U, u). Since x, u, and u are algebraic- 
ally independent over k, this implies V(t, u, V) = W(t, u, u)S(t, u, u). But then c(f, g)Q(t) 
= V(t,J g) = W(t,f, g)S(t,f, g) = W(t,f, g)P(t), and c(J g) # 0, which shows that 
P divides Q in k(f, g)[t]. 0 
Remark. Recall the following elementary fact. For any field k and g E k[t], with t an 
indeterminate and n = deg,g, the extension degree [k(t): k(g)] = n. 
Lemma 5.3. Assume that p = 0 or that p does not divide [k(x, y): k(f, g)]. Zff, = 0 or 
gY = 0 and J E k* then D = 1 or D = 0. Furthermore, D = 1 if, and only if, F is an 
automorphism. 
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Proof. Suppose that g,, = 0. If p = 0 then deg,g = 0. If p > 0 then g E k[x] [yp]. Let 
n = deg,g. Then [k(x, y) : k(x, g)] = [k(x)(y) : k(x)(g)] = n. Since k(x, y) 2 
k(x, g) 2 k(f; g), the extension degree [k(x, y): k(f, g)] is divisble by n. Thus from the 
hypotheses n is not divisble by p. Since n can only be zero or a power of p, it follows 
thatn=O.ByLemma4.1,m=deg,f~OandDis1whenm=1andOwhenm~1. 
Suppose m = 1 (hence D = 1). Then f= aly + ao, g = b. with al,ao,bo E k[x]. 
From J E k* one obtains -albbEk*, hence a, E k* and bb E k*. So 
g = b. = cx + h(xP) for some c E k*. Just as before, [k(x): k(g)] = deg,g and this 
degree divides [k(x, y): k(f, g)], and thus, given the hypothesis on p, one must have 
deg,g=1.SoS=ay+w(x),g=cx+d,wherew=aoEk[x],a,cEk*anddEk.So 
F is an automorphism (solve for x and y). 
Suppose m > 1 (hence D = 0). Extend the field of coefficients to the algebraic 
closure of k. By Theorem 4.2, the extended F is not injective. Thus the original 
F cannot be an automorphism. 0 
Proposition 5.4. Assume that p = 0 or that p does not divide [k(x,y): k(f, g)]. Also 
assume that J E k*. Then the following are equivalent: 
(1) k(x,y) = k(f; g), 
(2) 0 Z D E k(f, g). 
Proof. Suppose that f, = 0 or gy = 0. By Lemma 5.3 there are two possible cases, 
D = 0 and D = 1. If D = 1 the lemma also states that F is an automorphism, hence 
k(x,y) = k(f, g). If D = 0 then by Theorem 3.2 k(x,y) = k(x)(y) # k(x)(A g) and so 
k(x, y) # k(f; g). In the rest of the proof, assume that f, # 0, g,, # 0. 
(1) 3 (2). Observe that since y E k(f, g) = k(x)(f;g), by Theorem 3.2 D # 0. As 
D E k[x, y] c k(x,y) = k(J; g), the rest is obvious. 
(2) a(1). Since J E k*, by Lemma 5.1, 0 # R,(x,f, g) E k(f; g). Since D # 0, by 
Theorem 3.2, R is a minimal polynomial for f and g. By Lemma 5.2 
p(r) = R(r,f; g) E k(f, s)Ctl is also a minimal polynomial for x over k(f, g). If 
R,(x,f; g) = c # 0 E k(f, g), then P, - c is of lower degree than P and vanishes on x. 
Thus P, - c = 0. If p > 0 then P(t) = ct + h(tP). Since P is the minimal polynomial of 
x over k(f, g), it follows that deg, P = [k(x,f, g): k(f, g)]. This divides 
[k(x, y) : k(f g)]. By the hypothesis on p, deg, P = 1. This is also true if p = 0. So P(t) is 
linear in t: P(t) = ct + d where d E k(J; g). From P(x) = 0 it follows that 
x = - d/c E k(f, g). By another application of Theorem 3.2, y E k(x)(f; g). But 
x E k(f, g) implies that k(x)(f, g) = k(f, g,x) = k(f; g). So both x and y are in k(f, g), 
and thus k(x, y) = k(f, g). 0 
Theorem 5.5. Let k be a field of characteristic p. Let F = (f, g) be a polynomial 
mapping from k2 to k2, with components f, g E k[x, y], Assume that p = 0 or that p does 
not divide [k(x, y): k(f; g)]. Let J E k[x, y] be the Jacobian determinant of F with 
respect to (x, y) and let D E k[x, y] be the D-resultant off and g with respect to y. Then 
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the following two conditions are equivalent: 
l F is a polynomial automorphism of k’, 
l J E k* and D E k*. 
Proof. If F is an automorphism, then J E k* and, by Theorem 4.6, D E k*. Conversely, 
suppose that J E k* and D E k*. Then D # 0 and D E k c k(f, g), so by Proposition 
5.4, k(x,y) = k(f, g). If p = 0, then the fact that J E k* and k&y) = k(f, g) together 
imply that F is an automorphism is the well known birational case of the Jacobian 
conjecture. In fact the implication holds true even if p > 0. This is the content of the 
implication (b) *(a) in [3, Theorem 2.11. 0 
Remark. If p = 0 there is a much easier proof of the fact that J, D E k* implies that 
F is an automorphism. For Gwoidziewicz has shown that when p = 0 and k is 
algebraically closed, then injectivity on any one line implies that a polynomial map 
with J E k* is an automorphism [4]. And if we extend to the algebraic closure of k, 
then Theorem 4.2 and J, D E k* imply that F is injective on any vertical line on which 
the leading coefficients of f and g are non-zero. So the extended F is an automor- 
phism, and hence also the original F [3, (1.1) 31. 
Corollary 5.6. Assume that J E k* and that p = 0 does not divide [k(x, y) : k(f, g)]. Then 
the condition D E k* is independent of the choice of coordinate system (x, y). 
Proof. The conditions: (1) F is a polynomial automorphism and (2) J E k* are both 
coordinate system independent. So is the condition on p. (But see Examples 4.3 and 
4.4 for a case where it is violated.) 0 
Remark. As noted in the introduction, Theorem 5.5 shows that the two variable 
Jacobian conjecture is equivalent o the assertion that J E k* implies D E k*. Further- 
more, by Corollary 5.6 one can select at will the coordinate system in which to prove 
this. Finally, the D E k* criterion offers a simple, algebraically computable test for 
verifying that a polynomial map with J E k* is an automorphism when the character- 
istic of k is zero. No claim is made, though, that it is any faster than known tests based 
on inversion formulae [5] or Griibner basis computations [9]. 
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