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1Abstract
Dirac Triples for Unital AF Algebras
by
Chao Kusollerschariya
Doctor of Philosophy in Mathematics
University of California, Berkeley
Professor Marc A. Rieffel, Chair
For a unital AF algebra A, we construct a family of triples (A,H, D) where A is repre-
sented faithfully on the Hilbert space H and D is an unbounded self-adjoint operator on H.
These triples have the same properties as spectral triples except for the compact resolvent
condition, so we call them Dirac triples. They serve as a generalization of Pearson-Bellissard
spectral triples for an ultrametric Cantor set corresponding to choice functions. Pearson and
Bellissard showed that the underlying ultrametric can be recovered by considering spectral
triples associated to all choice functions. We obtain an analogue for unital AF algebras: the
supremum of the Connes spectral distances induced by a large family of Dirac triples from
our construction coincides with a generalized version of the Aguilar seminorm, which is a
Leibniz Lip-norm for a unital AF algebra. Moreover, the convergence result of Aguilar is
retained: equipped with the generalized Aguilar seminorm, a unital AF algebra is the limit of
its defining finite-dimensional subalgebras for the quantum Gromov-Hausdorff propinquity.
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1Chapter 1
Introduction
This dissertation is based on two lines of research inspired by Connes’ notion of spectral
triples [11, 12], which brought the metric aspect of noncommutative geometry to light. The
first one is the theory of compact quantum metric spaces pioneered by Marc Rieffel [36, 37,
38]. The other is the construction of spectral triples for ultrametric Cantor sets by John
Pearson and Jean Bellissard [30]. Both of their research programs have their roots in different
branches of physics.
Motivated by the high-energy physics literature, Rieffel sought to provide a mathemati-
cally precise meaning to a statement like “matrix algebras converge to the sphere.” In metric
geometry, the Gromov-Hausdorff distance is well-established for the convergence of compact
metric spaces. In [11], Connes suggested that, given a spectral triple for a unital C∗-algebra,
one can define an ordinary metric on the state space via the duality from the seminorm
induced by the spectral triple (with certain properties). This idea is similar to the definition
of the Monge-Kantorovich metric on the set of regular Borel probability measures on a com-
pact metric space via the duality from the classical Lipschitz seminorm. After investigating
such duality [33, 34], Rieffel proposed a “noncommutative” analogue of a compact metric
space [37], called a compact quantum metric space. It is an order-unit space (e.g. the real
subspace of self-adjoint elements of a C∗-algebra) equipped with a suitable seminorm, called
Lip-norm. He then developed the quantum version of Gromov-Hausdorff distance for the
compact quantum metric spaces and explained how to equip matrix algebras with suitable
seminorms, making them compact quantum metric spaces which converge to the space of con-
tinuous functions on the sphere for the quantum distance [38]. However, since the order-unit
spaces have no multiplicative structure, it is possible to have two non-isomorphic C∗-algebras
with quantum distance zero between their order-unit spaces of self-adjoint elements. This
problem has been successfully addressed by David Kerr and Hanfeng Li in [19, 26, 20] with
different approaches yielding variants of quantum Gromov-Hausdorff distance.
In view of Rieffel’s parallel project on vector bundles over ordinary or quamtum metric
spaces [40, 39], there arises a need for a framework to work with Lip-norms satisfying the
Leibniz inequality. Imposing the (strong) Leibniz condition on the Lip-norms, Rieffel defines
compact C∗-metric spaces and the proximity between them in [39]. However, the triangle
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inequality for the proximity could fail because the quotient of a Leibniz seminorm is not
necessarily Leibniz. Recently, Latre´molie`re proposed a new quantum distance, called the
propinquity [24], which satisfies the triangle inequality by construction. Moreover, it is
indeed a metric on the class of compact C∗-metric spaces modulo ∗-isomorphisms which are
also isometries for the quantum metric structures.
Under this framework, Aguilar and Latre´molie`re [2] bring AF algebras into the world of
noncommutative metric geometry by showing that: a unital AF algebra with a faithful tracial
state can be equipped with a quasi-Leibniz Lip-norm so that its defining finite-dimensional
subalgebras (equipped with the restriction of the said Lip-norm) converge to the AF algebra
for the quantum propinquity. In a subsequent paper [1], Aguilar proves that if a unital
AF algebra is endowed with a certain Leibniz Lip-norm, then its defining finite-dimensional
subalgebras together with the restriction of the Lip-norm are quantum compact metric spaces
which converge to the AF algebra in the propinquity. He also provides such a Leibniz
Lip-norm on a unital AF algebra based on Rieffel’s study of Leibniz seminorms and best
approximation [41]. We call it the Aguilar seminorm.
Back in the early 1980s, Dan Shechtman [44] discovered a quasicrystal which had diffrac-
tion patterns similar to that of a crystal but lacked a nice translational symmetry. Their
sample of aluminum-manganese alloy also displayed “the six fivefold, ten threefold, and
fifteen twofold axes characteristic of icosahedral symmetry,” violating the crystallographic
restriction theorem. This discovery eventually won Shechtman the Nobel Prize in Chem-
istry in 2011 after much controversy within the field of crystallography. In order to study
properties of a solid state material, one can model it by the (discrete) point set of atomic
positions, say G ⊂ Rn. Due to the nature of atomic configurations in a material, the set G
should possess the following properties [5]:
1. Uniformly discrete: There is r > 0 such that every open ball of radius r meets G at
most on one point. (Because of nuclear repulsion, atoms cannot be too close to each
other.)
2. Relatively dense: There is R > 0 such that every closed ball of radius R meets G at
least on one points. (At zero temperature, we should not expect, except for special
situations, arbitrarily large holes between atoms. Hence, there should be a maximal
size of holes.)
Such a point set is called a Delone set. As for quasicrystals, a Delone set G of interest also
has additional properties [21, 22]:
1. Aperiodic: There is no x ∈ Rn such that G + x = G.
2. Repetitive: Given any finite subset F ⊂ G and ε > 0, there is R > 0 such that any ball
of radius R contains a subset F ′ which is within Hausdorff distance ε from a tranlate
of F .
3. Finite type: The set G − G is a discrete closed set.
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Also in the eighties, Jean Bellissard [3, 4] proposed to use the C∗-algebraic approach
of noncommutative geometry in solid state physics as a replacement of Bloch theory for
aperiodic solids, including quasicrystals. Roughly speaking, given a self-adjoint operator H
on a Hilbert space H (e.g. a Schro¨dinger operator) and a ‘translation’ group T unitarily
represented on H by U , he defined a dynamical system (ΩH , T ) where ΩH is the strong
closure of the translates (via U) of the resolvent of H. This is called the hull of the self-
adjoint operator H. Later, he and his colleagues [7] considered a dynamical system induced
by a Delone set G ⊂ Rn. Representing G by a discrete measure ν on Rn, they defined Ων
as the weak-∗ closure of the translates (Rn-orbit) of ν, which is compact for a uniformly
discrete set (Theorem 1.6 of [7]). Equipped with the translation action of Rn, the dynamical
system (Ων ,Rn) is also called the hull of G. With a proper setting, they showed that
the two definitions are semi-conjugate (Theorem 2.23 of [7]). Related to the hull of G are
the notions of transversal Ξ := {ω ∈ Ων : 0 is in the support of ω} and the associated
groupoid GΞ = {(ω, a) ∈ Ξ×Rn : a is in the support of ω}. As a generalization of the tight-
binding method (in which a Schro¨dinger operator is discretized) for calculating electronic
band structure, the groupoid C∗-algebra C∗(GΞ) and its K-theory were studied, leading to
the gap labelling theorem (Section 4 and 5 of [7]).
The transversal of an aperiodic repetitive Delone set of finite type is a Cantor set (Propo-
sition 2.24 of [6]). In order to study its geometry, Pearson and Bellissard constructed spectral
triples for an ultrametric Cantor set based on its intrinsic structure [30]. Viewing an ultra-
metric Cantor set as the infinite path space of a rooted tree via the Michon correspondence,
they define a choice function by assigning a pair of infinite paths to each vertex of the rooted
tree. For each choice function, they define a spectral triple of the space of Lipschitz functions
on the ultrametric Cantor set. Notably, their construction allows them to study the diffusion
on the Cantor set by defining an analogue of the Laplacian. Moreover, they show that, by
taking all choice functions into account, the original ultramatric on the Cantor set can be
recovered by Connes’ distance formula (Theorem 1 of [30]).
Seeing that the space C(X) of continuous functions on the Cantor set X is a commutative
AF algebra, I am interested in generalizing the Pearson-Bellissard construction to unital AF
algebras in a way that relates to Aguilar’s works on AF algebras as compact quantum metric
spaces. In the present study, we modify the Leibniz Lip-norm on AF algebras defined by
Aguilar in [1], which allows us to encode all ultrametrics on C(X) when the Bratteli diagram
is a reduced Cantorian tree. The convergence result is retained for the modified Lip-norm.
Then we reinterpret the notion of choice function in terms of conditional expectations and
states on C(X). For a unital AF algebra A =
⋃
n∈NAn, given a sequence of pairs of states
which are equal and faithful on the subalgebra corresponding to the same index (our replace-
ment of a choice function), we can use the technique in [41] to define a Dirac triple for A (a
spectral triple without the compact resolvent condition). Applied to the commutative case of
an ultrametric Cantor set, our construction indeed results in the Pearson-Bellissard spectral
triple. We also show that, taking all such sequence of pairs of states into consideration, we
can recover the generalized Aguilar seminorm for the self-adjoint elements of a unital AF
algebra.
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The structure of this dissertation is as follows:
In Chapter 2-5, we present preliminary background for Rieffel’s theory of compact quan-
tum metric spaces, Latre´molie`re’s notion of quantum Gromov-Hausdorff propinquity, the
proof of the Michon correspondence, and the Pearson-Bellissard spectral triples for ultra-
metric Cantor sets.
In Chapter 6-7, we discuss the path model of AF algebras and how to obtain various
conditional expectations from transition probabilities on the Bratteli diagram, based on
Renault’s work [32]. This is to prepare for the recovering of the Aguilar seminorm in the
last chapter.
In Chapter 8-9, we propose a generalized version of Aguilar seminorm on unital AF
algebras and show that in the case of commutative AF algebras whose Bratteli diagram is a
rooted Cantorian tree, the Monge-Kantorovich metric associated to the generalized Aguilar
seminorm can recover any ultrametric on the Cantor set.
In Chapter 10-11, we explain the underlying conditional expectation for a choice function
and reformulate the Pearson-Bellissard construction to define Dirac triples for unital AF
algebras. Then we show that when applied to ultrametric Cantor sets, our construction
gives a spectral triple which is unitarily equivalent to the Pearson-Bellissard triple.
Finally, in Chapter 12, we prove that by considering all choices of our “replacement for a
choice function,” the Aguilar seminorm for the self-adjoint elements can be recovered from
the seminorms induced by the Dirac triples.
Notation: Throughout this text, the symbol N denotes the set of non-negative integers.
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Quantum Compact Metric Spaces
In this chapter, we provide an overview of the theory of quantum metric spaces which we
will use later in this dissertation. We will focus on the compact setting—that is, the unital
case in the noncommutative realm.
Connes proposes the notion of spectral triples which carry metric data for noncommuta-
tive spaces in his 1989 paper [11].
Definition 2.1. A spectral triple (A,H, D) consists of a unital C∗-algebra A represented
faithfully by bounded operators on a Hilbert spaceH and an unbounded self-adjoint operator
D satisfying:
1. the set L(A) := {a ∈ A : [D, a] is bounded} is norm-dense in A;
2. (I +D2)−1 is a compact operator; i.e., D has compact resolvent.
The prototype of a spectral triple comes from a compact spin Riemannian manifold M .
Let A = C(M), the space of continuous complex-valued functions on M . The algebra A acts
by multiplication on the Hilbert space H of L2-spinors on M . The Dirac operator takes the
role of the operator D. Connes pointed out that the geodesic distance on the manifold can
be recovered by the formula:
d(x, y) = sup{|a(x)− a(y)| : ‖[D, a]‖ ≤ 1}, (2.1)
and that given a spectral triple for a unital C∗-algebra A such that {a : ‖[D, a]‖ ≤ 1}/C1 is
bounded, one can define an ordinary metric on the state space of A by:
d(ϕ, ψ) = sup{|ϕ(a)− ψ(a)| : ‖[D, a]‖ ≤ 1}.
Since the pure states of C(M) are the point-measures δx where x ∈M , we see that the above
metric on the state space naturally extends the geodesic distance on the manifold M .
A similar scenario happens for compact metric spaces. Let d be an ordinary metric on a
compact space X giving the topology of X, and denote the classical Lipschitz seminorm on
C(X) by Lip. As evident in Connes’ proof of Equation (2.1), one can recover d from Lip as
follows:
CHAPTER 2. QUANTUM COMPACT METRIC SPACES 6
Proposition 2.2. We have d(x, y) = sup{|f(x)− f(y)| : Lip(f) ≤ 1}.
Proof. For each x, y ∈ X, we define dx(y) := d(x, y). By the triangle inequality, we have
|dx(y)− dx(z)| = |d(x, y)− d(x, z)| ≤ d(y, z),
for any y, z ∈ X. Hence, Lip(dx) ≤ 1 and
d(x, y) = |dx(x)− dx(y)| ≤ sup{|f(x)− f(y)| : Lip(f) ≤ 1}.
The converse inequality follows from the definition of Lip.
Indeed, Connes obtained the recovering formula by showing that ‖[D, a]‖ agrees with
Lip(a) for each a ∈ C(M). Additionally, one can define a metric on the space of probability
measures on X, S(X), by:
d(µ, ν) = sup{|µ(f)− ν(f)| : Lip(f) ≤ 1},
namely, the Monge-Kantorovich metric. This metrizes the weak-∗ topology on S(X) when
viewed as the state space of C(X).
The seminorms from spectral triples (such that {a ∈ A : ‖[D, a]‖ ≤ 1}/C1 is bounded)
and Lip are examples of a general Lipschitz seminorm.
Definition 2.3. Let A be a unital C∗-algebra with the identity element 1. A seminorm L
on A is called Lipschitz if L(a) = L(a∗) and {a ∈ A : L(a) = 0} = C1.
Rieffel has investigated the idea of using such a seminorm as a noncommutative analogue
of a metric in [33] and [34]. His works have paved the way for his formulation of compact
quantum metric spaces and quantum Gromov-Hausdorff distance in [37]. As pointed out at
the end of Section 2 of [26], this notion of quantum distance extends the classical Gromov-
Hausdorff distance in the following sense:
Theorem 2.4. The map (X, d) 7→ (C(X),Lip) is a homeomorphism from the isometry
class of compact metric spaces onto a closed subset of the isometry class of compact quantum
metric spaces ([37], Definition 6.3) for the respective distances.
Proof. Theorem 13.16 of [37] says that the map is continuous and injective and the image is
closed. An argument of the proof therein implies that if C(Xn) converges to C(X) for the
quantum distance, then Xn converges to Y for the Gromov-Hausdorff distance.
Importantly, the quantum distance also allows for realizing a mathematically precise
meaning of an argument like “matrix algebras converge to the sphere” in the high-energy
physics literature, which is the motivation behind the development of this theory. As ex-
plained in [38], if Hn is the unique irreducible representation of SU(2) of dimension n, then
the matrix algebras B(Hn), each equipped with suitable Lipschitz seminorms, converge for
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the quantum Gromov-Hausdorff distance to C(S2), the space of continuous complex-valued
functions on the sphere with its round metric.
The multiplicative structure of C∗-algebras and the Leibniz property of seminorms do
not play a role in Rieffel’s original definition of compact quantum metric spaces. However,
they have become crucial in the study of the relationship between vector bundles over matrix
algebras and quantum Gromov-Hausdorff distance as evident in [40] and [39]. Based on Ri-
effel’s works, Latre´molie`re proposed a framework for working with seminorms possessing the
Leibniz property in [24], where he defines a new quantum distance—the quantum Gromov-
Hausdorff propinquity. Since we will deal with Leibniz seminorms and our later discussions
will relate to the work of Aguilar on AF algebras that uses the propinquity [1], we choose to
use Latre´molie`re’s framework here.
Let A be a unital C∗-algebra. We denote the unit by 1A, the self-adjoint part by Asa,
and the state space by S(A). We also denote the norm of any normed space V by ‖ · ‖V .
The subscripts will be omitted when there is no confusion.
As suggested by the earlier discussion, a noncommutative analogue of a compact metric
space should be given by a unital C∗-algebra equipped with a seminorm possessing certain
properties. Here is our key object with minimal requirements:
Definition 2.5. ([24]) A unital Lipschitz pair (A,L) consists of a unital C∗-algebra A and
a seminorm L defined on a dense subspace dom(L) of Asa such that:
{a ∈ dom(L) : L(a) = 0} = R1.
We also call L a Lipschitz seminorm for the pair.
We will view L as a generalized seminorm on the entire Asa by adopting the convention
that if a /∈ dom(L), then L(a) =∞. Then we have:
dom(L) = {a ∈ Asa : L(a) <∞}.
Morever, we adopt the following conventions for computing with ∞:
• r · ∞ =∞ · r =∞ for all r > 0;
• 0 · ∞ =∞ · 0 = 0;
• r +∞ =∞+ r =∞ for all r ∈ R.
A Lipschitz pair encodes metric data in terms of a metric on S(A) as we have seen in the
case of ordinary compact metric space.
Definition 2.6. Given a unital Lipschitz pair (A,L), the Monge-Kantorovich metric on
S(A) is defined by
mkL(ϕ, ψ) = sup{|ϕ(a)− ψ(a)| : a ∈ Asa and L(a) ≤ 1}.
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The triangle inequality can be easily checked. The coincidence property follows from the
Lipschitz condition of the seminorm L. In general, this formula could possibly take value
+∞ so technically speaking, it defines an extended metric.
Example 2.7. Let A be the closure of the subalgebra of Cb(R) consisting of bounded Lip-
schitz functions. Let L be the classical Lipschitz seminorm. Let ϕ be an arbitrary state on
A and let ψ be the evaluation at 0. Then we have
mkL(ϕ, ψ) = sup{|ϕ(f)− f(0)| : f ∈ Asa and L(f) ≤ 1}
= sup{|ϕ(f)| : f ∈ Asa, f(0) = 0, and L(f) ≤ 1}.
If ϕ is a probability measure with compact support, then mkL(ϕ, ψ) is finite. Now consider
the state ϕ(f) =
∑∞
k=1
6
pi2k2
f(k). For each n ≥ 1, we set
fn(x) =

0 if x < 0;
x if 0 ≤ x ≤ n;
n if x > n.
Then L(fn) = 1 and ϕ(fn) =
n∑
k=1
6
pi2k2
k +
∞∑
k=n+1
6
pi2k2
n. Because the first term in the
expression of ϕ(fn) diverges as n → ∞, we see that {ϕ(fn)}n≥1 is unbounded and so
mkL(ϕ, ψ) =∞.
Remark: Note that in [11] Connes takes the supremum over all elements of the underlying C∗-
algebra when defining the metric as in Definition 2.6. However, under the reality condition
L(a) = L(a∗), Lemma 1 of [17] suggests that it suffices to take the supremum over self-adjoint
elements. Indeed, given ϕ, ψ ∈ S(A) and δ > 0, we can choose a ∈ A, after multiplying by a
complex number of modulus 1, so that L(a) ≤ 1 and ϕ(a)− ψ(a) ≥ mkL(ϕ, ψ)− δ. Setting
b = 1
2
(a+a∗), we still have ϕ(b)−ψ(b) ≥ mkL(ϕ, ψ)− δ and L(b) ≤ 1 because L(a) = L(a∗).
For this reason, we only focus on how a seminorm L is defined on a dense subalgebra of Asa.
Morever, we note that different seminorms on A can agree on Asa. For example, given a
non-Hermitian linear functional ϕ on A, we could consider the seminorms L(a) = |ϕ(a)| and
L′(a) = |ϕ(a∗)|.
A Lipschitz pair has to be nice enough to be a suitable noncommutative analogue of a
compact metric space. Following Rieffel, we impose this requirement on a unital Lipschitz
pair:
Definition 2.8. A quantum compact metric space (A,L) is a unital Lipschitz pair such that
mkL metrizes the weak-∗ topology of S(A). If this is the case, then we call L a Lip-norm.
There are a few reasons justifying this requirement. First, for an ordinary compact metric
space X, the Monge-Kantorovich metric defined from the classical Lipschitz seminorm also
induces the weak-∗ topology on the space of probability measures S(X). Second, it is a
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compact topology for S(A) which allows us to adapt the Gromov-Hausdorff distance to our
setting.
We describe a classical compact metric space in the Rieffel-Latre´molie`re framework as
follows:
Example 2.9. Let (X, d) be a compact metric space. For any real-valued function f ∈
C(X)sa, we define the Lipschitz constant of f by:
Lip(f) = sup
{ |f(x)− f(y)|
d(x, y)
: x, y ∈ X and x 6= y
}
,
which could be infinite. A real-valued function with finite Lipschitz constant is called a
Lipschitz function, and the set of Lipschitz functions is norm-dense in C(X)sa by the Stone-
Weierstrass Theorem. Since mkLip metrizes the weak-∗ topology on S(C(X)), the pair
(C(X),Lip) is a quantum compact metric space.
In [33] (Theorem 1.8), Rieffel provides a necessary and sufficient condition for a Lip-norm
using the Arze´la-Ascoli Theorem. This is helpful in proving that a unital Lipschitz pair is a
quantum compact metric space.
Theorem 2.10. Let (A,L) be a unital Lipschitz pair and LA1 := {a ∈ Asa : L(a) ≤ 1}. Then
L is a Lip-norm if and only if the image of L1 in Asa/R1 is totally bounded with respect to
the quotient norm.
The characterization has also been reformulated in [28], [24], [23], and [24] as follows:
Theorem 2.11. ([24], Theorem 2.10) Let (A,L) be a unital Lipschitz pair. The following
are equivalent:
1. (A,L) is a quantum compact metric space.
2. There is a state ϕ ∈ S(A) such that the set
LA1 (L, ϕ) := {a ∈ Asa : ϕ(a) = 0 and L(a) ≤ 1}
is totally bounded for the norm of A.
3. For any ϕ ∈ S(A), the set
LA1 (L, ϕ) := {a ∈ Asa : ϕ(a) = 0 and L(a) ≤ 1}
is totally bounded for the norm of A.
4. There exists r ≥ 0 such that the set
LA1,r := {a ∈ Asa : L(a) ≤ 1 and ‖a‖A ≤ r}
is totally bounded for the norm of A, and the diameter of (S(A),mkL) is less than or
equal to r.
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The first noncommutative example is provided by Rieffel in [33].
Example 2.12. ([33]) Let G be a compact group with the identity element e, and let l be
a continuous length function on G. Let A be a unital C∗-algebra with the automorphism
group Aut(A). Let α : G → Aut(A) be a strongly continuous action of G on A. Assume
that α is ergodic in the sense that⋂
g∈G
{a ∈ A : αg(a) = a} = C1A.
That is, the fixed point algebra is trivial. For all a ∈ A, define
L(a) = sup
{‖αg(a)− a‖A
l(g)
: g ∈ G and g 6= e
}
,
which may be infinite. Then Theorem 2.3 of [33] says that (A,L) is a quantum compact
metric space.
Being the root of the theory of quantum metric spaces, spectral triples unsurprisingly
serves as a source of examples. Given a spectral triple (A,H, D), we define a seminorm on
the dense subalgebra L(A) by
LD(a) = ‖[D, a]‖.
If we assume that the commutant A′D = {a ∈ A : [D, a] = 0} is trivial, then (A,LD) is a
unital Lipschitz pair. As for Connes’ spectral triple for a compact spin manifold M with
Dirac operator D, we have mentioned earlier that LD coincides with the classical Lipschitz
seminorm on C(M), so Example 2.9 includes (C(M), LD). In [33] (Theorem 4.2), Rieffel
also defines a spectral triple associated to a unital C∗-algebra with an ergodic action of a
compact Lie group and proves that it is a quantum compact metric space. This applies to
the noncommutative tori with ergodic actions of ordinary tori.
Another class of examples comes from a spectral triple for a reduced group C∗-algebra.
Example 2.13. Let G be a discrete group and l an unbounded length function on G.
Let Ml be the multiplication operator on `
2(G). In [11], Connes shows that, with the left
regular representation, (C∗r (G), `
2(G),Ml) is a spectral triple. Christ, Ozawa, and Rieffel
have verified that (C∗r (G), LMl) is a quantum compact metric space for various classes of
groups:
1. Zd with l being the word-length function for a finite generating subset of Zd or the
restriction to Zd of some norm on Rd [35];
2. finitely generated hyperbolic groups with the word-length function [28];
3. finitely generated nilpotent-by-finite groups with the word-length function [10].
The Lip-norms in all the examples mentioned so far satisfies the Leibniz inequality. The
class of quantum compact metric spaces with this property will be the main focus of the
next chapter where we discuss a quantum distance and the convergence.
11
Chapter 3
Quantum Gromov-Hausdorff
Propinquity
In this chapter, we shall work with quantum compact metric spaces with the Leibniz property
in the following general sense:
Definition 3.1. A unital Lipschitz pair (A,L) is called a unital Leibniz pair if for any
a, b ∈ Asa, we have
L(a ◦ b) ≤ ‖a‖AL(b) + ‖b‖AL(a)
and
L({a, b}) ≤ ‖a‖AL(b) + ‖b‖AL(a),
where
a ◦ b = ab+ ba
2
and {a, b} = ab− ba
2i
are, respectively, the Jordan product and the Lie product for the Jordan-Lie algebra of self-
adjoint elements.
Definition 3.2. A Leibniz quantum compact metric space (A,L) is a quantum compact
metric space (A,L) such that (A,L) is a unital Leibniz pair and the seminorm L is lower
semicontinuous with respect to the norm on A. If this is the case, then L is called a Leibniz
Lip-norm.
Indeed, if (A,L) is a unital Lipschitz pair such that L satisfies the Leibniz inequality:
L(ab) ≤ ‖a‖AL(b) + ‖b‖AL(a) on dom(L) ⊆ Asa, then (A,L) is a unital Leibniz pair. In
particular, Examples 2.9, 2.12 and 2.13 are Leibniz quantum compact metric spaces.
Remark: Suppose that (A,L) is a Leibniz quantum compact metric space. Since L is
lower semicontinuous, the set
LA1,r = {a ∈ Asa : L(a) ≤ 1 and ‖a‖A ≤ r}
is closed, and by L being a Lip-norm, the characterization in Theorem 2.11 implies that
LA1,r is totally bounded and hence, compact. Therefore, the set L1 = {a ∈ Asa : L(a) ≤ 1}
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is complete and thus, L is a closed Lipschitz seminorm as defined in Definition 4.5 of [34].
This allows for a nice characterization of isometry between Leibniz quantum compact metric
spaces.
Let us formally introduce the notion of isometry on the class of general quantum compact
metric spaces here.
Definition 3.3. Let (A,LA) and (B,LB) be quantum compact metrics spaces. An isometric
isomorphism Φ : A → B is a ∗-isomorphism from A onto B such that the dual map Φ∗ :
S(B) → S(A) given by µ 7→ µ ◦ Φ is an isometry from (S(B),mkLB) onto (S(A),mkLA),
where mk is the corresponding Monge-Kantorovich metric on the state space defined in
Definition 2.6.
Since a Lip-norm for a Leibniz quantum compact metric space is closed as discussed
earlier, we have the following characterization due to Rieffel (Theorem 6.2 of [37]).
Theorem 3.4. Let (A,LA) and (B,LB) be Leibniz quantum compact metric spaces. A ∗-
isomorphism Φ : A→ B is an isometric isomorphism if and only if LA = LB ◦ Φ.
Next, we introduce the key notion for defining Latre´molie`re’s quantum distance.
Definition 3.5. A bridge (D, piA, piB, ω) from a unital C∗-algebra A to a unital C∗-algebra
B consists of a unital C∗-algebra D, a self-adjoint element ω ∈ D such that ‖ω‖ = 1 and
1 ∈ σ(ω), and unital ∗-monomorphisms piA : A ↪→ D and piB : B ↪→ D. The element ω is
called the pivot element of the bridge.
By the assumption that 1 is an element of the spectrum of ω, the “1-level set of ω”,
S1(ω) := {ϕ ∈ S(D) : ϕ(ω) = 1} is non-empty. These are the states which are “definite”
on ω in the sense of Exercise 4.6.16 of [18]. When there is no confusion, we will drop the
monomorphisms and write as if A,B are unital subalgebras of D.
Remark: The definition of a pivot element here is actually a special case of Latre´molie`re’s
(Definition 3.1 and 3.6 of [24]) but it is sufficient for our use.
Given a bridge from A to B, we define an associated seminorm.
Definition 3.6. The seminorm of a bridge Π = (D, piA, piB, ω) from a unital C∗-algebra A
to a unital C∗-algebra B is the seminorm defined on (A⊕B)sa by:
bnΠ(a, b) = ‖aω − ωb‖D.
This seminorm also satisfies the Leibniz inequality. Indeed, for any (a, b), (c, d) ∈ A⊕B,
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we have
bnΠ((a, b)(c, d)) = ‖acω − ωbd‖D
= ‖acω − aωd+ aωd− ωbd‖D
≤ ‖acω − aωd‖D + ‖aωd− ωbd‖D
≤ ‖a‖A‖cω − ωd‖D + ‖aω − ωb‖D‖d‖B
= ‖a‖A bnΠ(c, d) + bnΠ(a, b)‖d‖B
≤ ‖(a, b)‖A⊕B bnΠ(c, d) + bnΠ(a, b)‖(c, d)‖A⊕B.
Now suppose that (A,LA) and (B,LB) are Leibniz quantum compact metric spaces. A
Lip-norm L on A⊕B is called admissible if L induces LA and LB in the sense of Proposition
3.1 and Notation 4.1 of [37]:
LA(a) = inf{L(a, b) : b ∈ Bsa}
and similarly for LB. For each admissible Lip-norm L for (LA, LB), the embeddings of S(A)
and S(B) are isometric onto closed subsets of S(A⊕B), so we can consider their Hausdorff
distance with respect to the metric mkL on S(A ⊕ B). (See Proposition 3.1 of [37] and
the preceding discussion.) Rieffel defines the quantum Gromov-Hausdorff distance between
(A,LA) and (B,LB) as the infimum of such Hausdorff distances over all admissible Lip-norms
for (LA, LB)—Definition 4.2 of [37].
Given a bridge Π from A to B, and r > 0, the seminorm defined on (A⊕B)sa by
Lr(a, b) = max{LA(a), LB(b), r−1 bnΠ(a, b)}
is lower semicontinuous, and makes (A⊕B,Lr) a unital Leibniz pair:
Proposition 3.7. The seminorm Lr is a lower semicontinuous Lip-norm.
Proof. By construction, bnΠ is continuous for the norm on A ⊕ B and bnΠ(1A,1B) = 0
but bnΠ(1A, 0) = ‖ω‖D ≥ 1. Hence, the map (a, b) 7→ r−1 bnΠ(a, b), when restricted to
self-adjoint elements, is a “bridge” as originally defined by Rieffel in Definition 5.1 of [37].
By Theorem 5.2 of the same paper, Lr is a lower semicontinuous Lip-norm.
With a suitable choice of r, Lr is an admissible Lip-norm for (LA, LB) and could be
used to estimate the quantum Gromov-Hausdorff distance. In order to get a suitable choice,
Latre´molie`re defines a notion of the length of a bridge from two numerical values: the reach
and the height.
Definition 3.8. The reach of a bridge Π = (D, piA, piB, ω) is defined by:
reach(Π) = HausD(LA1 ω, ωLB1 ),
where HausD denotes the Hausdorff distance with respect to the norm of D and LA1 ,LB1 are
the unit balls of the Lip-norms as defined in Theorem 2.10.
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Note that the reach can be rewritten as the Hausdorff pseudo-distance between LA1 and
LB1 for the pseudo-metric induced by the bridge seminorm bnΠ.
As in [42], we can extract the following proposition from the proof of Theorem 6.3 of [24].
Proposition 3.9. With notation as above, Lr is admissible if r ≥ reach(Π).
Proof. Suppose that r ≥ reach(Π). By definition, it is clear that LA(a) ≤ inf{Lr(a, b) : b ∈
sa(B)}. Let a ∈ Asa be such that LA(a) = 1. Let ε > 0. By the definition of reach(Π), there
is b ∈ Bsa such that LB(b) ≤ 1 and bnΠ(a, b) = ‖aω − ωb‖ ≤ reach(Π) + ε. Then because
r ≥ reach(Π), we have
max{LB(b), r−1 bnΠ(a, b)} ≤ 1 + r−1ε = LA(a) + r−1ε.
Since ε is arbitrary, we have Lr(a, b) ≤ LA(a) and so LA(a) is equal to the quotient of Lr
on A. By scaling, this holds for any self-adjoint element. By symmetry, LB agrees with the
quotient of Lr on B for the self-adjoint elements and therefore, Lr is admissible.
Latre´molie`re shows that:
Proposition 3.10. If (A,LA)) and (B,LB) are Leibniz quantum compact metric spaces,
then the reach of a bridge Π = (D, piA, piB, ω) is finite.
Proof. Because LA is lower semicontinuous for the norm of A, the set LA1 is norm-closed.
Then for any ϕ ∈ S(A), the set LA1 (LA, ϕ) = {a ∈ Asa : LA(a) ≤ 1 and ϕ(a) = 0} is also
closed by the continuity of ϕ. Since A is complete, so is LA1 (LA, ϕ). By Theorem 2.11, we
have LA1 (LA, ϕ) is totally bounded and hence, norm-compact. Same goes for B.
Fix ϕA ∈ S(A) and ϕB ∈ S(B). By compactness,
δ := HausD(LA1 (LA, ϕA)ω, ωLB1 (LB, ϕB)) <∞.
Now let b ∈ Bsa be such that LB(b) ≤ 1. Then, by compactness of LA1 (LA, ϕA), there is
a′ ∈ Asa such that LA(a′) ≤ 1, ϕA(a′) = 0, and
‖a′ω − ω(b− ϕB(b)1B)‖D = min{‖aω − ω(b− ϕB(b)1B)‖D : a ∈ LA1 (LA, ϕA)} ≤ δ.
Hence,
‖(a′ + ϕB(b)1A)ω − ωb‖D = ‖a′ω − ω(b− ϕB(b)1B)‖D ≤ δ.
We can do similarly for a ∈ LA1 and therefore, reach(Π) = HausD(LA1 ω, ωLB1 ) ≤ δ.
The other quantity is intended to be a measurement of how “far” the pivot ω is from 1D.
This is done by comparing S(A) and SA1 (ω), the restriction of elements in S1(ω) to A. Also,
we do similarly for B. Note that if ω = 1D, then SA1 (ω) = S(A) and S
B
1 (ω) = S(B).
Definition 3.11. The height of a bridge Π = (D, piA, piB, ω) is defined by
height(Π) = max{HausmkLA (S(A), SA1 (ω)),HausmkLB (S(B), SB1 (ω))},
which is finite since S1(ω) is nonempty for a bridge.
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Then we have
Definition 3.12. The length of a bridge Π = (D, piA, piB, ω) is
length(Π) = max{reach(Π), height(Π)}.
To define a quantum distance, we consider finite paths of quantum compact metric spaces
connected by bridges. Formally speaking:
Definition 3.13. Let C be a nonempty class of quantum compact metric spaces. Let
(A,LA), (B,LB) ∈ C. A C-trek from (A,LA) to (B,LB) consists of, for some n ∈ N+,
1. an n-tuple of quantum compact metric spaces ((A1, L1), (A2, L2), . . . , (An, Ln)) such
that each (Ai, Li) ∈ C and (A1, L1) = (A,LA) and (An, Ln) = (B,LB);
2. for each i ∈ {1, 2, . . . , n− 1}, a bridge Πi from Ai to Ai+1.
We will refer to a C-trek as above shortly by T = (Ai,Πi;n). The set of all C-treks from
(A,LA) to (B,LB) is denoted by Treks((A,LA)
C→ (B,LB)).
Definition 3.14. The length of a C-trek (Ai,Πi;n) from (A,LA) to (B,LB) is
length(T ) =
n−1∑
i=1
length(Πi).
Given quantum compact metric spaces (A,LA) and (B,LB), we have a bridge (D =
A ⊕ B, ιA, ιB,1A ⊕ 1B) where ιA and ιB are the canonical injections. Therefore, the set of
treks from A to B is non-empty and we can define:
Definition 3.15. (Definition 4.1, [24]) Let C be a nonempty class of quantum compact
metric spaces. The quantum Gromov-Hausdorff C-propinquity between (A,LA), (B,LB) ∈ C
is the nonnegative real number
ΛC((A,LA), (B,LB)) = inf{length(T ) : T ∈ Treks((A,LA) C→ (B,LB))}.
If C = L∗, the class of Leibniz quantum compact metric spaces, we call Λ := ΛL∗ , the
quantum Gromov-Hausdorff propinquity or shortly, quantum propinquity.
Remark: By restricting to a special version of Latre´molie`re’s bridges, we actually have
that ΛC dominates the original one. However, the proof of the next proposition still applies
because the pivot element of the bridge involved is a self-adjoint element of norm 1.
The quantum C-propinquity has the following distance-like properties (Proposition 4.6-
4.7, [24]):
Proposition 3.16. Let C be a nonempty class of quantum compact metric spaces. Let
(A,LA), (B,LB), (C,LC) ∈ C. Then
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1. ΛC((A,LA), (B,LB)) ≤ max{diam(S(A),mkLA), diam(S(B),mkLB)};
2. ΛC((A,LA), (B,LB)) = ΛC((B,LB), (A,LA));
3. ΛC((A,LA), (C,LC)) ≤ ΛC((A,LA), (B,LB)) + ΛC((B,LB), (C,LC)).
In Section 5 of [24], Latre´molie`re remarkably proves that the quantum propinquity Λ is
indeed a metric on the isometric isomorphism classes of Leibniz quantum metric spaces.
Theorem 3.17. (Theorem 5.13, [24]) Let (A,LA), (B,LB) be Leibniz quantum compact
metric spaces. If
Λ((A,LA), (B,LB)) = 0,
then there exists a ∗-isomorphism Φ : A→ B such that LA = LB ◦ Φ.
The result also holds for any subclass C of Leibniz quantum compact metric spaces
because ΛL∗((A,LA), (B,LB)) ≤ ΛC((A,LA), (B,LB)).
Remark: Since the original quantum propinquity is no greater than Λ, Theorem 3.17
follows immediately from Theorem 5.13 of [24].
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Chapter 4
Michon Correspondence
A Cantor set is a compact, totally disconnected, metrizable space with no isolated points.
Topologically, a Cantor set is homeomorphic to {0, 1}N. Nevertheless, it is interesting to
study different metrics on it. Throughout this chapter and the next, we will consider a
special kind of metric.
Definition 4.1. Let X be a Cantor set. A metric on X is called regular if it metrizes the
topology on X. A metric d on X is called ultrametric if additionally, for any x, y, z ∈ X,
d(x, y) ≤ max{d(x, z), d(z, y)}.
In [27], Michon establishes that a regular ultrametric on a Cantor set can be described
by a weighted, rooted tree. We will follow a more detailed exposition given by Pearson and
Bellissard in Sections 3, 4 and Appendix A of [30].
Let us begin with some basic definitions about rooted trees that we will need for upcoming
discussions. A directed graph with no loops or multiple edges between vertices is called
simple. A rooted tree is a simple graph without cycles T = (V,E) with a specification of
subsets Vn ⊂ V such that
1. The vertex set V =
⊔
n∈N Vn (disjoint union) where V0 = {v0} and Vn is non-empty
and finite for all n > 0;
2. The edge set E =
⊔
n∈NEn where En is the set of edges from Vn to Vn+1.
The element v0 is called the root and we say v is an n-level vertex if v ∈ Vn. A path is a
(finite or infinite) word v0v1v2 . . . such that vn ∈ Vn, and there is an edge connecting vn and
vn+1. By definition, we only consider paths starting from the root.
Remark: In the context of rooted trees, there is only one edge connecting a vertex vn ∈ Vn
to the previous level Vn−1, so a word v0v1v2 . . . unambiguously determines the word e0e1 . . . ,
where en is the edge connecting vn to vn+1. More generally, we will define a path as a word
of edges in Chapter 6. In this chapter, however, we will often refer to vertices in a path and
therefore, it is more convenient to denote a path as a word of vertices.
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Since T is a tree, a path from the root to any vertex is unique. There is a partial order
on V given by v  w if the path from the root to w necessarily passes through v. Then w
is called a descendant of v and conversely, v is an ancestor of w. We also use the reverse
notation w  v. If v, w are incident (i.e., v, w are linked by an edge) and w  v, then we
call v the parent of w and w a child of v.
Definition 4.2. The boundary of a rooted tree T , denoted by ∂T , is the set of all infinite
paths (starting at the root).
Note that the boundary ignores a vertex with no children, called dangling vertex. Moving
forward, we will focus on the boundary and hence, will only consider rooted trees with no
dangling vertices.
Definition 4.3. Let T = (V,E) be a rooted tree. For v ∈ V , define [v] ⊂ ∂T to be the set
of infinite paths passing through v. Such a subset is called a cylinder set.
Proposition 4.4. Let T be a rooted tree with no dangling vertices. Then the set of cylinder
subsets {[v] : v ∈ V } is a basis of open sets for a topology on ∂T which is totally disconnected
and compact. Additionally, it has no isolated points iff each vertex has one descendant with
at least two children.
Proof. It is clear that the set of cylinder subsets covers ∂T . Moreover, [w] = [v] ∩ [w] if
w  v; the intersection is empty if v, w are not comparable. Therefore, cylinder subsets
form a basis for a topology on ∂T . To see that ∂T is compact, let U be a collection of open
sets in ∂T which has no finite subcollection covering ∂T . Let v0 be the root of T . Since
{[v] : v ∈ V1} is finite and covers ∂T , there must be v1 ∈ V1 such that [v1] cannot be covered
by a finite number of sets in U . Then again, since {[v] : v is a child of v1} is finite and covers
[v1], there must be v2 ∈ V2 such that [v2] cannot be covered by a finite number of sets in
U . Inductively, we have an infinite path x = v0v1v2 · · · ∈ ∂T such that each [vn] cannot be
covered by finite number of sets in U . Suppose x ∈ ⋃U . Then there is O ∈ U such that
x ∈ O. Because O is open, there is w ∈ V such that x ∈ [w] ⊂ O and thus, w = vn for some
n. This contradicts the construction of x. Therefore, U is not a cover for ∂T , and so ∂T is
compact.
Additionally, for any v ∈ V , [v] contains at least two different infinite paths if and only
if v has a descendant with at least two children.
Definition 4.5. A Cantorian tree is a rooted tree with no dangling vertices and each vertex
has a descendant with at least two children. In other words, a Cantorian tree is a rooted
tree whose boundary is a Cantor set.
Definition-Preposition 4.6. Let T be a Cantorian tree and S ⊂ ∂T . A vertex v is a
common prefix of S if S ⊂ [v]. If S has more than one point, the least common prefix (lcp)
always exists and is unique, denoted by lcp(S). If S = {x, y}, we write x ∧ y := lcp({x, y}).
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Next, we shall see how an ultrametric on the Cantor set can be encoded as a weight on
a rooted tree.
Definition 4.7. A profinite structure on a Cantor setX is an increasing family {Rε : ε ∈ R+}
of equivalence relations on X satisfying:
(i) Each relation Rε is open in X ×X and, for some ε, Rε = X ×X;
(ii) The family is continuous on the left:
⋃
ε′<εRε′ = Rε;
(iii)
⋂
ε∈R+ Rε = ∆ (the diagonal of X ×X).
We define a family of equivalence relations which plays a central role in this chapter.
Definition 4.8. Let (X, d) be a metric space. Given ε > 0 and x, y ∈ X, an ε-chain between
x and y is a sequence x0 = x, x1, . . . , xn−1, xn = y of points in X such that d(xi, xi+1) < ε.
We now define an equivalence relation
ε∼ by: x ε∼ y if there is an ε-chain between x and y.
Denote the relation as a set by Rε and the equivalence class of x by [x]ε.
For the next three propositions, we consider a regular ultrametric Cantor set (X, d). By
the ultrametricity, the following is trivial but will become handy.
Proposition 4.9. For any x, y ∈ X, we have d(x, y) < ε if and only if x ε∼ y.
Proposition 4.10. For each ε > 0, [x]ε is a clopen set. Hence, the set of equivalence classes
for
ε∼ is finite because X is compact.
Proof. For any y ∈ [x]ε, we have Bε(y) = {z ∈ X : d(y, z) < ε} ⊂ [x]ε. Thus, [x]ε is open.
Since the equivalence classes partition X and each equivalence class is open, the complement
of [x] is open and so [x] is closed.
Proposition 4.11. The family {Rε : ε ∈ R+} for the relations ε∼ defined above is a profinite
structure.
Proof. Clearly, if ε > diam(X), then Rε = X × X. For each ε > 0 and x, y ∈ Rε, the
open balls of radius ε around x, y can be linked by ε-chains via x, y and hence, Rε is open.
Properties (ii) and (iii) of Definition 4.7 follow from Proposition 4.9.
Proposition 4.12. Let X be a Cantor set. Given a profinite structure {Rε} on X, we have
an ultrametric defined by d(x, y) := inf{ε : x ε∼ y}.
Proof. Let x, y, z ∈ X. Let ε be such that ε > max{d(x, z), d(z, y)}. By the left continuity,
x
ε∼ z and z ε∼ y. Thus, x ε∼ y and so d(x, y) < ε. Therefore, d(x, y) ≤ max{d(x, z), d(z, y)}.
Proposition 4.13. On a Cantor set X, there is a one-to-one correspondence between profi-
nite structures and regular ultrametrics, described by Proposition 4.11 and Proposition 4.12.
CHAPTER 4. MICHON CORRESPONDENCE 20
Proof. If d, d′ are distinct regular ultrametrics, suppose d(x, y) = ε > d′(x, y) = ε′. Set
η = ε+ε
′
2
. Then x
η∼d′ y but x ηd y. Hence, they yield different profinite structures.
Conversely, different profinite structures give rise to different metrics. Indeed, suppose
{Rε} and {R′ε} are distinct profinite structures with corresponding metrics d, d′, respectively.
Without loss of generality, there exists ε > 0 such that (x, y) ∈ Rε but (x, y) /∈ R′ε. By
property (ii) in Definition 4.7, there is ε′ < ε such that (x, y) ∈ Rε′ and thus, d(x, y) < ε.
On the other hand, since the family {R′η : η ∈ R+} is increasing, (x, y) /∈ R′ε′ for all ε′ < ε
and hence, d′(x, y) = inf{η : (x, y) ∈ R′η} ≥ ε. Thus, d(x, y) < d′(x, y).
Definition 4.14. Let T = (V,E) be a rooted tree with no dangling vertices. A weight on
T is a function  : V → R+ satisfying:
(i) If v  v′, then (v) > (v′);
(ii) For each infinite path v0v1 · · · ∈ ∂T , we have limn→∞ (vn) = 0.
A rooted tree together with a weight function is called a weighted, rooted tree, denoted
collectively as a pair (T, ).
Definition 4.15. A rooted tree all of whose vertices have at least two children is called
reduced.
Given a rooted tree such that every vertex has a descendant with more than one child,
we can perform edge reduction to remove vertices with only one child without changing the
topology of the boundary. The weight function on the reduced tree is the restriction of the
original. Hence, two unreduced trees may have the same reduced weighted tree.
Definition 4.16. A Michon tree is a reduced, weighted Cantorian tree.
The main takeaway of this chapter is the following.
Theorem 4.17 (Michon Correspondence). On a Cantor set X, there is a one-to-one cor-
respondence between regular ultrametrics and Michon trees. Furthermore, given a regular
ultrametric d, the corresponding Michon tree (T, ) is such that:
• (X, d) is isometric to (∂T, d), where d(x, y) = (x ∧ y) and
• (v) = diamd([v]) for any vertex v of T .
We breakdown the proof of the above into a series of propositions.
Proposition 4.18. Let X be a Cantor set with a regular ultrametric d and the corresponding
profinite structure {Rε}. Then
(i) Setting  := inf{ε : Rε = X ×X}, we have  = diam(X) and R 6= X ×X.
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(ii) For each x ∈ X and α > 0, we have diam([x]α) = inf{ε ≤ α : [x]ε = [x]α}. Setting
α := diam([x]α), we also have [x]α ( [x]α and α < α.
(iii) For any x ∈ X and ε ∈ (diam([x]α), α], we have [x]ε = [x]α.
Proof. (i) Set  := inf{ε : Rε = X × X}. Let ε > . We have Rε = X × X by left
continuity and for any x, y ∈ X, we have d(x, y) < ε by ultrametricity. Therefore,
diam(X) ≤ . On the other hand, let ε <  so Rε 6= X ×X. Then there are x, y ∈ X
such that d(x, y) ≥ ε by Proposition 4.9. Consequently, diam(X) ≥ . Morever, since
X ×X is compact and R =
⋃
ε<Rε is a union of open sets, we have R 6= X ×X.
(ii) Observe that [x]ε = [x]α is equivalent to Rε ∩ ([x]α× [x]α) = [x]α× [x]α. Since [x]α is a
clopen subset of X, it is a Cantor set. Therefore, Statement (ii) follows from replacing
X by [x]α in (i).
(iii) Let R˜ε := Rε ∩ ([x]α × [x]α), the restriction of Rε to the Cantor set [x]α. Then {R˜ε}
is a profinite structure on [x]α. Then (iii) follows from the left continuity of {R˜ε} and
the fact that diam([x]α) is the infimum as in (ii).
From (ii) and (iii), we see that, given x ∈ X and α > 0, as ε is decreasing from α, [x]ε
remains equal to [x]α until it splits when ε = diam([x]α). If we set [x]∞ := X, then this
is applicable to α = ∞ by (i). Using this picture, we construct a corresponding weighted,
rooted tree in the next proposition.
Proposition 4.19. Given a regular ultrametric Cantor set (X, d), there is a Michon tree
(T, ) whose boundary (∂T, d) is isometric to (X, d), where d(x, y) = (x ∧ y) for any
x, y ∈ ∂T .
Proof. Let {Rε : ε ∈ R+} be the profinite structure corresponding to (X, d) as in Propo-
sition 4.13. Set ε0 := inf{ε : Rε = X × X} so that ε0 = diam(X) and Rε0 ( X × X by
Proposition 4.18(i). Moreover, we have Rε = X × X for all ε > ε0. Inductively, we set
εn+1 := inf{ε : Rε = Rεn} so that Rεn+1 ( Rεn and Rε = Rεn for all ε ∈ (εn+1, εn]. Roughly
speaking, starting from ε = ∞ and R∞ = X × X, we keep decreasing ε until one of the
equivalence classes for Rε splits and record the splitting points into the sequence {εn}n∈N.
As discussed earlier, the splitting point for [x]α is ε = diam([x]α) which can be arbitrarily
small by Proposition 4.18(ii). Therefore, the sequence {εn} is strictly decreasing to 0.
We define a rooted tree T as follows. Let V0 = {X} be the root, and for each n ≥ 1 let Vn
be the set of equivalence classes for Rεn−1 , and let V =
⋃
n∈N Vn. The edges are determined
by inclusion; i.e., v is a child of w if v ∈ Vn+1, w ∈ Vn, and v ⊆ w. By Proposition 4.10,
each Vn is finite. Clearly, T has no dangling vertices. Suppose v = [x]ε ∈ V . Since X has
no isolated points, v contains at least two points and thus, one of its descendants splits into
more than one equivalence classes. Therefore, T is a Cantorian tree. Note that T may not
be reduced, because some equivalence classes may not split as we move from Vn to Vn+1.
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For each v ∈ V , we assign a weight (v) := diam(v). Since for any x ∈ X, diam([x]εn) <
εn, it follows that  is decreasing along any infinite path. However, if T is not reduced, ε is
not strictly decreasing.
In order to obtain a reduced rooted tree, we do edge reduction to remove the vertices
with only one child. Since each vertex splits, the weight function  restricted to the reduced
tree is strictly decreasing. The resulting tree is a Michon tree as desired.
For each infinite path v0v1v2 . . . ∈ ∂T , we have
⋂
n≥0 vn 6= ∅ since {vn : n ≥ 0} is a nested
sequence of non-empty closed subsets of the compact set X. Thus, there is x ∈ X such that
for each n ≥ 0, vn = [x]εn−1 , and indeed
⋂
n≥0 vn = {x} by (iii) of Definition 4.7. Define
Φ : ∂T → X by Φ(v0v1 . . . ) = x. We note that Φ is bijective and if v = [x]εn ∈ Rn+1, we
have Φ−1{[x]εn} = [v]. Hence, Φ is continuous as {[x]εn : x ∈ X and n ≥ 0} is a basis for the
topology of X—this can be checked similarly to Proposition 4.4. Because ∂T is compact, Φ
is a homeomorphism.
Next, we equip ∂T with the metric d(x, y) := (x ∧ y) for any x, y ∈ ∂T . Via Φ, we
write x ∈ X as X[x]ε0 [x]ε1 [x]ε2 . . . . Let x, y ∈ ∂T . Say, x ∧ y = [x]εn . Then [x]εn = [y]εn but
[x]εn+1 6= [y]εn+1 . By Proposition 4.9, d(x, y) ≥ εn+1. Also, by Proposition 4.18(ii), we have
diam([x]εn) = εn+1. Since y ∈ [x]εn , d(x, y) = εn+1 = diamd([x]εn) = (x ∧ y). Therefore,
Φ is an isometry between (∂T, d) and (X, d). Note that edge reduction does not affect the
isometry because x∧ y = [x]εn must have more than one child and hence, it is not removed.
Proposition 4.20. Given a Michon tree (T, ), we have a regular ultrametric on X := ∂T
defined by d(x, y) = (x ∧ y) for x 6= y and d(x, x) = 0.
Proof. It is straightforward to see that d is an ultrametric. Indeed, for any z ∈ ∂T , x∧z and
z∧y are comparable as they are both on the path z. We may assume y∧z  x∧z. Then x∧z
is a common prefix of x, y and hence, x ∧ y  x ∧ z. Thus, d(x, y) ≤ max{d(x, z), d(z, y)}.
Given r > 0 and x ∈ X, let Br(x) := {y ∈ X : d(x, y) < r}. By Property (ii) of
Definition 4.14 of a weight function and the fact that each vertex has more than one child,
Br(x) has more than one point so we can let v = lcp(Br(x)). Consequently, for any y ∈ [v],
there must be z ∈ Br(x) such that x∧y  x∧z, for otherwise the child of x∧y along the path
x would be a common prefix of Br(z) strictly smaller than v. Hence, d(x, y) ≤ d(x, z) < r
and thus, [v] = Br(x). Since {[v] : v ∈ V } is a basis of open sets for the topology of ∂T , it
follows that d is regular.
Now denote the vertex set of the Michon tree (T, ) by V . For (X = ∂T, d) as above, we
let (Td, ˜) be the associated Michon tree constructed in Proposition 4.19 whose vertex set is
denoted by Vd. Define Ψ : Vd → V by
[x]ε 7→ lcp([x]ε),
where ε is one of the {εn} arising from the construction of (Td, ˜) in the proof of Proposi-
tion 4.19.
CHAPTER 4. MICHON CORRESPONDENCE 23
Proposition 4.21. The map Ψ is a weight-preserving bijection.
Proof. Let v = lcp([x]ε). We have [x]ε ⊆ [v]. Suppose y ∈ [v] ⊆ X. As we showed in the
proof of the preceding preposition, the definition of lcp implies that there is z ∈ [x]ε such
that x ∧ y  x ∧ z and hence, d(x, y) ≤ d(x, z) < ε. Therefore, [v] = [x]ε and Ψ is injective.
Now let v ∈ V . For any a, b ∈ [v], we have a ∧ b  v and d(a, b) = (a ∧ b) ≤ (v). Since
T is reduced and v has more than one child, there is x, y ∈ X such that x ∧ y = v. Thus,
we have d(x, y) = (v) and diamd([v]) = (v). Moreover, [x]ε = [y]ε for any ε > (v) but
[x](v) 6= [y](v). Hence, given the sequence {εk} defined via the profinite structure, there is
an n such that εn > (v) and ˜([x]εn) = (v). Additionally, [x]ε = [x]εn for all ε ∈ ((v), εn].
It remains to show that v = lcp([x]εn). Let z ∈ [x]εn . Then d(x, z) < ε for all ε ∈ ((v), εn],
and thus d(x, z) ≤ (v); i.e., (x ∧ z) ≤ (v). Since both v and x ∧ z are vertices in the path
x, and  is strictly decreasing, we have x ∧ z ≤ v and therefore z ∈ [v]. Let w be a common
prefix for [x]εn . Because x, y ∈ [x]εn ⊆ [w], we have x∧ y = v  w. Thus, v = lcp([x]εn) and
Ψ is surjective. Since ˜([x]εn) = (v), we see that Ψ preserves weight.
Combining Propositions 4.19–4.21, we obtain the Michon correspondence (Theorem 4.17).
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Chapter 5
Pearson-Bellissard Spectral Triples
Using the Michon correspondence, Pearson and Bellissard constructed spectral triples on an
ultrametric Cantor set in Section 5 of [30].
Let X be a Cantor set with a regular ultrametric d. Let (T, ) be the Michon tree
corresponding to d. By the Michon correspondence, we view X as the boundary of its
Michon tree and d is given by d(x, y) = (x ∧ y). The vertex set V is countable and we let
H := `2(V )⊗ C2 = `2(V,C2).
In order to get a representation of C(X), we need the following notion of choice.
Definition 5.1. A choice function is a map τ : V 7→ X × X such that for any v ∈ V , if
τ(v) = (x, y), then x ∧ y = v. Such x and y are denoted τ+(v), τ−(v), respectively. The set
of choice functions on X will be denoted by Υ(X).
Note that the original definition of Pearson and Bellissard is that τ(v) = (x, y) means
x, y ∈ [v] and d(x, y) = (x ∧ y) = diam([v]). Both definitions are equivalent by the Michon
correspondence (Theorem 4.17). However, we choose the above definition for the sake of
visualization: a choice function assigns to each vertex v ∈ V a pair of distinct infinite paths
τ±(v) emanating from v.
Given a choice function τ , we can define a representation piτ of C(X) on H by
(piτ (f)ψ)(v) =
(
f(τ+(v)) 0
0 f(τ−(v))
)
ψ(v),
for any f ∈ C(X), ϕ ∈ H, v ∈ V .
Proposition 5.2. piτ is a faithful ∗-representation of C(X) for all τ ∈ Υ(X).
Proof. Suppose piτ (f) = 0. Then for all v ∈ V , f(τ+(v)) = 0. Since the cylinder subsets
form a basis of open sets of X and τ+(v) ∈ [v] for all v ∈ V , the set {τ+(v) : v ∈ V } is dense
in X. Therefore, f = 0.
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Define an operator D on H by: for any ψ ∈ H, v ∈ V ,
(Dψ)(v) := diam([v])−1σ1ψ(v),
where σ1 =
(
0 1
1 0
)
, the first Pauli matrix. We set
dom(D) := {ψ ∈ H :
∑
v∈V
diam([v])−2‖ψ(v)‖2 <∞}.
Then D is densely defined because dom(D) contains the dense subalgebra of elements with
finite support.
Consider the space CLip(X) of Lipschitz functions on X, which is a dense subalgebra of
C(X). Together with D, we have a spectral triple. We follow the proof presented by Palmer
in his doctoral thesis [29] (Theorem 3.3.4), which we will adapt to construct a weak form of
spectral triple for a general unital AF algebra in Chapter 10.
Lemma 5.3. limn→∞ sup{diam([v]) : v ∈ Vn} = 0.
Proof. Let ε > 0 be given. For each n ∈ N, we set Wn =
⋃{[v] : v ∈ Vn and diam([v]) < ε}.
It is easy to check that Wn ⊆ Wn+1 for any n ∈ N. Since diam([v])→ 0 along infinite paths,
the set {Wn : n ∈ N} is an open cover of X. By the compactness, there is a finite subcover.
Because Wn’s are ascending, there is k ∈ N such that Wk = X =
⊔{[v] : v ∈ Vk}. Thus, we
have diam([v]) < ε for any v ∈ Vk. For each n ≥ k and w ∈ Vn, there is v ∈ Vk such that
[w] ⊆ [v]. The proof is concluded.
This proof is akin to the proof of the fact that a monotonically decreasing sequence of
continuous functions on a compact space converging pointwise to 0 also converges uniformly
to 0. Also, the above lemma means that Vn = {[v] : v ∈ Vn} forms a resolving sequence of
open covers of X in the sense of Definition 4.1.1 of Palmer’s thesis.
Theorem 5.4. For all τ ∈ Υ(X), we have that (piτ ,H, D) is a spectral triple for C(X).
Proof. D is self-adjoint. Let ψ, ψ′ ∈ dom(D). We have
〈Dψ,ψ′〉 =
∑
v∈V
〈Dψ(v), ψ′(v)〉 =
∑
v∈V
〈ψ(v), Dψ′(v)〉 = 〈ψ,Dψ′〉.
Hence, D is a symmetric operator. We claim that ran(D) = H. Suppose ψ ∈ H. Let
ψ′(v) = diam([v])σ1ψ(v). Then
‖ψ′‖2 =
∑
v∈V
diam([v])2‖ψ(v)‖2 ≤ diam(X)2‖ψ‖2 <∞.
Therefore, ψ′ ∈ H. Also, we have∑
v∈V
diam([v])−2‖ψ′(v)‖2 =
∑
v∈V
‖ψ(v)‖2 <∞.
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Hence, ψ′ ∈ dom(D) and ψ = Dψ′ ∈ ran(D). Consequently, by a standard fact in the theory
of unbounded operators (e.g. Corollary 3.12 of [43]), D is self-adjoint.
[D, piτ (f)] is bounded for each f ∈ CLip(X).
Let f ∈ CLip(X). Then for each v ∈ V ,
([D, piτ (f)]ψ)(v) = diam([v])
−1
[
σ1,
(
f(τ+(v)) 0
0 f(τ−(v))
)]
ψ(v)
= diam([v])−1(f(τ+(v))− f(τ−(v)))
(
0 −1
1 0
)
ψ(v).
By Definition 5.1 of choice function, v = τ+(v) ∧ τ−(v) and diam([v]) = d(τ+(v), τ−(v)).
Therefore,
‖[D, piτ (f)]ψ(v)‖ ≤ Lip(f)‖ψ(v)‖.
so ‖[D, piτ (f)]‖ ≤ Lip(f) <∞.
(1 +D2)−1 is compact.
We define an operator Tm : H → H by
(Tmψ)(v) = Jv ∈ Vn and n ≤ mK(1 +D2)−1ψ(v),
where the double square brackets denote the boolean value of the enclosed statement. Basi-
cally, we truncate (1 +D2)−1 to `2(
⋃
n≤m Vn,C2) so that Tm is finite-rank.
Note that (1 +D2)−1ψ(v) =
diam([v])2
1 + diam([v])2
ψ(v). Then
((1 +D2)−1 − Tm)ψ(v) = Jv ∈ Vn and n > mK diam([v])2
1 + diam([v])2
ψ(v).
By Lemma 5.3, we have sup{diam([v]) : v ∈ Vn and n > m} → 0 as m → ∞. Therefore,
‖(1 +D2)−1 − Tm‖ → 0 as desired.
Remark: Given a choice function, the seminorm induced by the commutator from the
spectral triple above may not be Lipschitz. An example is given below.
Example 5.5. Let T be the infinite rooted binary tree with the boundary X := ∂T and let
C be the Cantor ternary set. The map Ψ : X → C, given by
{xn}n∈N 7→
∑
n∈N
2xn3
−(n+1),
is a homeomorphism. That is, the elements in C are the numbers in [0, 1] which can be
represented as a ternary fraction with only 0 and 2. Denote the set of vertices of T by V .
We assign the weight (v) = 2−n to each n-level vertex v. At each vertex, we label the edge
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going to the left by 0 and the one going to the right by 1. Regarding v ∈ V as the unique
finite path starting from the root to v, we define a choice function τ : V → X ×X by
τ+(v) = v0111 . . . and τ−(v) = v1000 . . . .
The standard Cantor function f : X → R is given by {xn}n∈N 7→
∑
n∈N xn2
−(n+1). To see
that f is Lipschitz, we let x, y ∈ X be such that x 6= y. The weight  determines the
ultrametric d(x, y) = (x∧ y). Suppose that the least common prefix x∧ y is in the k-level;
i.e., xn = yn for any n < k and xk 6= yk. Then d(x, y) = 2−k and
|f(x)− f(y)| =
∣∣∣∣∣∑
n∈N
(xn − yn)2−(n+1)
∣∣∣∣∣ =
∣∣∣∣∣∑
n≥k
(xn − yn)2−(n+1)
∣∣∣∣∣ ≤∑
n≥k
2−(n+1) = 2−k.
Therefore, f is a non-constant Lipschitz function. However, both f(τ+(v)) and f(τ−(v))
correspond to the same binary fraction 0.v0111 . . . = 0.v1000 . . . , which implies L(f) =
‖[D, piτ (f)]‖ = 0. That is, the seminorm L is not Lipschitz.
When taking all choice functions into account, we can recover the original metric via
Connes’ distance formula.
Theorem 5.6 ([30], Theorem 1). Let X be a Cantor set with a regular ultrametric d. Then
d coincides with the distance ρ defined by
ρ(x, y) := sup{|f(x)− f(y)| : f ∈ CLip(X), sup
τ∈Υ(X)
‖[D, piτ (f)]‖ ≤ 1}.
Typically the seminorm in the Connes distance formula comes from a single spectral
triple. Embedded in R, a Cantor set is contained in a smallest closed bounded interval [a, b].
The complement of the Cantor set in [a, b] is a disjoint union of countably many open intervals
(gaps). In Chapter IV.3.ε of [12], Connes associates a 2-dimensional Hilbert space to each
gap. Forming the direct sum representation, he constructs a spectral triple for the Cantor
set. Guido and Isola showed that the Connes distance from this spectral triple coincides with
the metric induced by the Euclidean distance on R iff the Cantor set has Lebesgue measure
zero (Theorem 4.4 of [15]). However, in the above theorem, we use the supremum of the
seminorms ‖[D, piτ (f)]‖ where τ ranges over all choice functions to reconstruct the original
ultrametric. In fact, the supremum is the classical Lipschitz seminorm on CLip(X).
Proposition 5.7. For X and D as above,
L(f) := ‖[D, pi(f)]‖ = sup
τ∈Υ(X)
‖[Dτ , piτ (f)]‖ = Lip(f),
where Lip(f) is the classical Lipschitz constant of f ∈ CLip(X).
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Proof. Let f ∈ CLip(X) and τ ∈ Υ(X). By a straightforward calculation,
[Dτ , piτ (f)]ψ(v) =
f(τ+(v))− f(τ−(v))
d(τ+(v), τ−(v))
(
0 −1
1 0
)
ψ(v).
It follows that L(f) ≤ Lip(f).
For each w ∈ V , take ψw =
(
0
−1
)
δw ∈ `2(V,C2).
[Dτ , piτ (f)]ψw(v) =
f(τ+(v))− f(τ−(v))
d(τ+(v), τ−(v))
(
1
0
)
δw(v)
‖[Dτ , piτ (f)]ψw‖2 =
∑
v∈V
‖[Dτ , piτ (f)]ψw(v)‖2 =
∣∣∣∣f(τ+(w))− f(τ−(w))d(τ+(w), τ−(w))
∣∣∣∣2
Hence, ∣∣∣∣f(τ+(w))− f(τ−(w))d(τ+(w), τ−(w))
∣∣∣∣ ≤ ‖[Dτ , piτ (f)]‖.
Let x, y ∈ X be such that x 6= y and let wxy = x ∧ y ∈ V . We can choose τ ∈ Υ(X) such
that τ(wxy) = (x, y) since x, y ∈ [wxy] and d(x, y) = (x ∧ y) = (wxy) = diam([wxy]). Then∣∣∣∣f(x)− f(y)d(x, y)
∣∣∣∣ = ∣∣∣∣f(τ+(wxy))− f(τ−(wxy))d(τ+(wxy), τ−(wxy))
∣∣∣∣ ≤ ‖[Dτ , piτ (f)]‖.
Therefore, Lip(f) ≤ L(f) and this concludes the proof.
Essentially, the proof of Theorem 5.6 in [30], is by combining the distance recovering
formula (Proposition 2.2) and Proposition 5.7.
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Chapter 6
The Path Model of AF Algebras
Definition 6.1. A C∗-algebra A is an approximately finite-dimensional (AF) algebra if it is
the norm closure of an increasing union of finite-dimensional subalgebras An, where n ∈ N.
Equivalently, one can say that a C∗-algebra A is AF if A is the limit of an inductive
sequence of finite-dimensional C∗-algebras (An, φn), where φn : An → An+1 is viewed as an
inclusion An ⊆ An+1.
We will assume that A is unital and A0 = C1A. (For the inductive limit setting, we as-
sume each An is unital and φn is a unital ∗-homomorphism.) Recall that a finite-dimensional
C∗-algebra is ∗-isomorphic to a direct sum of full matrix algebras (See for example, Theorem
III.1.1 of [13].) The following statement describes how a finite-dimensional C∗-algebra sits
inside another.
Proposition 6.2. ([13], Lemma III.2.1) Let A1 and A2 be finite-dimensional C
∗-algebras
such that
A1 ∼= Mn1 ⊕ · · · ⊕Mnk and A2 ∼= Mm1 ⊕ · · · ⊕Mml .
Suppose that ϕ : A1 → A2 is a unital homomorphism. Let ϕi : A1 →Mmi be the composition
of ϕ and the projection of A2 onto the summand Mmi. Then there is a matrix Q = [qij] ∈
Mlk(N) such that for each 1 ≤ i ≤ l, we have
∑k
j=1 qijnj = mi and there is a unitary
equivalence of representations of A1
ϕi ∼= id(qi1)n1 ⊕ · · · ⊕ id(qik)nk ,
where idnj denotes the identity representation of Mnj and the right-hand side is regarded as
a representation of A1 via the identification with the direct sum of Mni.
The non-negative integer qij is the number of copies of Mnj in Mmi ⊆ A2 and it is called
the partial multiplicity.
From the above proposition, one can visualize the embedding ϕ in a graphical way as
first explained by Bratteli in [9]:
(1) Represent A1 by k vertices {v1, . . . , vk} and A2 by l vertices {w1, . . . , wl};
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(2) Draw qij edges from vj to wi to represent the partial multiplicity of the embedding of
the summand Mnj in Mmi .
Now suppose that A =
⋃
n∈NAn where An is finite-dimensional and An ⊆ An+1 for each
n ∈ N. Let Vn be the set of vertices representing An and En the set of edges from Vn to Vn+1
representing the embedding An ⊆ An+1. Let V =
⋃
n∈N Vn and E =
⋃
n∈NEn. The graph
(V,E) is called a Bratteli diagram corresponding to A.
Example 6.3. The CAR algebra A is the inductive limit of An ∼= M2n with the embedding
φn : An → An+1 given by:
a 7→
(
a 0
0 a
)
.
The Bratteli diagram corresponding to the prescribed embedding is
C M2(C) M4(C)
Notice that the range φn(An) ⊂ M2n ⊕ M2n . Let B0 = C and for each n ≥ 1, let
Bn ∼= M2n−1 ⊕M2n−1 . Then the CAR algebra can also be realized as the inductive limit of
Bn with the embedding: (
a 0
0 b
)
7→

a 0 0 0
0 b 0 0
0 0 a 0
0 0 0 b
 ,
which has the Bratteli diagram:
C C M2(C) M4(C)
C M2(C) M4(C)
In general, we define:
Definition 6.4. A Bratteli diagram is a graph consisting of
1. Pairwise disjoint, finite, non-empty sets of vertices {Vn}n∈N with V0 = {v0};
2. Finite, non-empty set of edges from Vn to Vn+1, denoted by En, equipped with source
map s : En → Vn and range map r : En → Vn+1 satisfying:
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a) s−1{v} is non-empty for each v ∈ Vn;
b) r−1{v} is non-empty for each v ∈ Vn+1.
With V =
⋃
n∈N Vn and E =
⋃
n∈NEn, we denote the graph by (V,E). We call v ∈ Vn an
n-level vertex.
Definition 6.5. A path α on a Bratteli diagram is a word α = eiei+1 . . . ej such that
en ∈ En and r(ei) = s(ei+1). We set r(α) = r(ej) and s(α) = s(ei). An infinite path is
defined similarly.
Definition 6.6. For any v ∈ Vm and w ∈ Vn with m < n, a path α from v to w is such that
s(α) = v and r(α) = w. We denote the set of paths from v to w by Path(v, w). We can
extend this definition to v, w ∈ Vn by letting Path(v, v) = {v} and Path(v, w) = ∅ if v 6= w.
Given a Bratteli diagram (V,E), we can formally describe an inductive sequence of finite-
dimensional C∗-algebras in terms of paths. We will use the same notations as in [14] except,
in order to avoid messy subscripts, we use the bra-ket notation to describe the matrix units.
For any m ≤ n, we let Ω[m,n] = ⋃v∈Vm,w∈Vn Path(v, w), the space of paths from level m
to level n. As a convention, we set Ω[m] := Ω[m,m] = Vm. For any v ∈ Ω[m], w ∈ Ω[n],
we form the Hilbert space `2(Path(v, w)) = span{|α〉 : α ∈ Path(v, w)}. Then Avw :=
B(`2(Path(v, w))) is generated by the matrix units |α〉〈β|, where α, β ∈ Path(v, w). Let
A[m,n] = ⊕Avw = ⊕B(`2(Path(v, w))),
where the summation is over all v at level m and w at level n. Then A[m,n] is generated
by the |α〉〈β|, where α, β ∈ Ω[m,n] with the same source and target. If [m,n] ⊂ [m′, n′], we
embed A[m,n] in A[m′, n′] by
|α〉〈β| 7→
∑
γ,ρ
|γαρ〉〈γβρ|
for α, β ∈ Path(v, w), where the sum is over all γ ∈ Path(v′, v), ρ ∈ Path(w,w′) with v′
on level m′ and w′ on level n′. In particular, An = A[0, n] and the above embedding also
explains the inclusion An ⊆ An+1.
Alternatively, we can describe An as a C
∗-algebra associated to an equivalence relation
on a finite set [32] as follows. For each n ∈ N, define an equivalence relation Rn on Ω[0, n]
by:
α ∼ β if r(α) = r(β).
The algebra C∗(Rn) consists of functions f : Rn → C with matrix multiplication when
viewing f as the matrix [f(x, y)]x,y∈Ω[0,n], where f(x, y) = 0 if (x, y) /∈ Rn. The involution
is the usual conjugate transpose. The canonical matrix units of C∗(Rn) are the Kronecker
delta functions {δ(α,β)}(α,β)∈Rn . For any x, y ∈ Ω[0, n], and (α, β) ∈ Rn, we have 〈x|α〉〈β|y〉 =
δ(α,β)(x, y). We can then identify δ(α,β) with |α〉〈β|, and therefore, C∗(Rn) with An.
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For any m ≤ n, we have
Ω[0, n] = {(α, ρ) ∈ Ω[0,m]× Ω[m,n] : r(α) = s(ρ)}
and, with the short-hand notation αρ for (α, ρ) ∈ Ω[0, n] where α ∈ Ω[0,m] and ρ ∈ Ω[m,n]
as above, we rewrite
Rn = {(αρ, βγ) ∈ Ω[0, n]× Ω[0, n] : r(ρ) = r(γ)}.
Then the embedding ϕm,n : C
∗(Rm) ↪→ C∗(Rn) is given by:
ϕm,n(f)(αρ, βγ) = Jρ = γKf(α, β).
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Chapter 7
Conditional Expectation from
Transition Probability
Definition 7.1. Let A,B be C∗-algebras. A linear map φ : A→ B is positive if φ(a) ∈ B+
for any a ∈ A+. Define φ(n) : Mn(A) → Mn(B) by applying φ entrywise. We say that φ is
n-positive if φ(n) is positive. We call φ a completely positive map if it is n-positive for all
n ∈ N.
Example 7.2. Any ∗-homomorphism φ : A → B is positive since any positive element
can be written as a∗a for some a ∈ A and φ(a∗a) = φ(a)∗φ(a) is positive. It is straight-
forward to check that φ(n) is also a ∗-homomorphism and hence positive. Therefore, any
∗-homormorphism is completely positive.
Example 7.3. Let φ : A → B be a linear map between C∗-algebras. Given v ∈ B, the
compression of φ by v is defined by ψ(a) = v∗φ(a)v for any a ∈ A. Let v ∈ Mn(B)
be the diagonal matrix whose diagonal entries are v. Then for any x ∈ Mn(A), we have
ψ(n)(x) = v∗φ(n)(x)v. Hence, if φ is n-positive, so is ψ. In particular, a compression of a
∗-homomorphism is completely positive.
Example 7.4. Let φ : A → C be a state. Let (pi,H, ξφ) be the GNS representation for φ.
Then φ is the compression of pi by the projection onto the one-dimensional subspace of H
spanned by ξφ. Therefore, a state is completely positive.
Definition 7.5. Let A be a C∗-algebra and B a C∗-subalgebra. A linear map E : A → B
is called a conditional expectation from A to B if
1. E is a completely positive contraction;
2. E(b) = b for any b ∈ B;
3. E is a B-bimodule map: for any a ∈ A and b ∈ B, we have E(ba) = bE(a) and
E(ab) = E(a)b.
CHAPTER 7. CONDITIONAL EXPECTATION FROM TRANSITION
PROBABILITY 34
Corollary II.6.10.3 of [8] reduces the task of showing that a linear map is a conditional
expectation:
Proposition 7.6. Let A be a C∗-algebra and B a C∗-subalgebra. If E : A → B is an
idempotent, positive, B-bimodule map, then E is a conditional expectation.
Example 7.7. Suppose that A = Mn ⊗Mk and B = Mk ∼= In ⊗Mk with the identification
t = In ⊗ t. Let φ be a state on Mn. Define Rφ : A→ B on the simple tensors by
Rφ(s⊗ t) = φ(s)t.
This is a conditional expectation from A to B.
Indeed, we have
R2φ(s⊗ t) = Rφ(φ(s)(In ⊗ t)) = φ(s)t = Rφ(s⊗ t)
and
Rφ((In ⊗ t′)(s⊗ t)) = Rφ(s⊗ t′t) = φ(s)t′t = (In ⊗ t′)Rφ(s⊗ t).
Thus, Rφ is idempotent and B-bimodule. It remains to see that Rφ is positive.
Let a =
∑m
i=1 si ⊗ ti ∈ A. Then we have
Rφ(a
∗a) = Rφ
((
m∑
i=1
si ⊗ ti
)∗( m∑
j=1
sj ⊗ tj
))
= Rφ
(
m∑
i=1
m∑
j=1
s∗i sj ⊗ t∗i tj
)
=
m∑
i=1
m∑
j=1
φ(s∗i sj)t
∗
i tj.
Set s ∈Mm(Mn) by
s =

s1 s2 · · · sm
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 .
Then Φ := [φ(s∗i sj)] = φ
(m)(s∗s) ∈Mm(C) is positive since φ is completely positive. Suppose
that Φ
1
2 = [αij]. We set a column vector
cj =

α1jtj
α2jtj
...
αmjtj
 .
Then
c∗i cj =
m∑
r=1
αrit
∗
iαrjtj =
(
m∑
r=1
(Φ
1
2 )∗ir(Φ
1
2 )rj
)
t∗i tj = Φijt
∗
i tj = φ(s
∗
i sj)t
∗
i tj
and hence, Rφ(a
∗a) =
(∑m
i=1 ci
)∗ (∑m
j=1 cj
)
is positive.
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Following Renault [32], we can define a conditional expectation from an AF algebra A to a
finite-dimensional subalgebra using a transition probability on a Bratteli diagram associated
to A. Let A =
⋃
An be a unital AF algebra with A0 = C1. Let B = (V,E) be the Bratteli
diagram corresponding to A with respect to the given embeddings of the An’s.
Definition 7.8. ([32], Definition 2.1) Let n ≤ k. A transition probability from Vn to Vk is a
function pkn : Ω[n, k]→ R+0 such that for all v ∈ Vn,
∑
c∈Ω[n,k];
s(c)=v
pkn(c) = 1.
With the notation from the previous chapter, Proposition 2.2 of [32] reads:
Proposition 7.9. Let pkn be a transition probability from Vn to Vk. The map P
k
n : Ak → An
defined by: for each g ∈ Ak ∼= C∗(Rk) and (x, y) ∈ Rn with the common range vertex v(x, y),
P kn (g)(x, y) =
∑
c∈Ω[n,k];
s(c)=v(x,y)
pkn(c)g(xc, yc),
is a conditional expectation from Ak to An.
Proof. To reduce the use of superscripts and subscripts in the following computations, we
set Ω = Ω[0, n], R = Rn, S = Ω[n, k], Ω = Ω[0, k] = Ω× S, R = Rk, p = pkn, and P = P kn .
P is idempotent. This follows from the fact that P is the identity on An. Let g ∈ An.
Using the embedding ϕ := ϕn,k : C
∗(R) ↪→ C∗(R), we have: for any (x, y) ∈ R with the
common range vertex v(x, y),
P (ϕ(g))(x, y) =
∑
c∈S;
s(c)=v(x,y)
p(c)ϕ(g)(xc, yc) =
 ∑
c∈S;
s(c)=v(x,y)
p(c)
 g(x, y) = g(x, y).
P is positive. Let g ∈ Ak. For any c ∈ S and η ∈ Ω such that r(c) = r(η), we define
gη,c ∈ An by: for any (x, y) ∈ R with the common range vertex v(x, y),
gη,c(x, y) = Js(c) = v(x, y)K( p(c)
# Path(v0, v(x, y))
) 1
2
g(η, yc).
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Then we have
(g∗η,cgη,c)(x, y) =
∑
γ∈Ω;
r(γ)=v(x,y)
g∗η,c(x, γ)gη,c(γ, y)
=
∑
γ∈Ω;
r(γ)=v(x,y)
gη,c(γ, x)gη,c(γ, y)
= Js(c) = v(x, y)K ∑
γ∈Ω;
r(γ)=v(x,y)
p(c)
# Path(v0, v(x, y))
g(η, xc)g(η, yc)
= Js(c) = v(x, y)Kp(c)g(η, xc)g(η, yc).
Now we compute: for any (x, y) ∈ R with the common range vertex v(x, y),
P (g∗g)(x, y) =
∑
c∈S;
s(c)=v(x,y)
p(c)(g∗g)(xc, yc)
=
∑
c∈S;
s(c)=v(x,y)
p(c)
∑
η∈X;
r(η)=r(c)
g(η, xc)g(η, yc)
=
∑
c∈S
∑
η∈Ω;
r(η)=r(c)
Js(c) = v(x, y)Kp(c)g(η, xc)g(η, yc)
=
∑
c∈S
∑
η∈Ω;
r(η)=r(c)
(g∗η,cgη,c)(x, y).
Therefore, P (g∗g) =
∑
c∈S
∑
η∈Ω;
r(η)=r(c)
g∗η,cgη,c is positive, being a sum of positive elements.
Note that here our transition probability is allowed to take value zero and hence, the
conditional expectation above may not be faithful.
Definition 7.10. ([32], Definition 3.2) A transition probability on the Bratteli diagram B
is a map p : E → R+0 such that for each n the restriction pn of p to En = Ω[n, n + 1] is a
transition probability from Vn to Vn+1 as in Definition 7.8. For each v ∈ V , we denote the
set of edges emanating from v by Ev := s
−1{v}. Then we see that p assigns for each v ∈ V
a probability measure on Ev.
Proposition 7.11. Let p be a transition probability on B. Then for k > n, the map pkn :
Ω[n, k]→ R+0 defined by: for each e = enen+1 . . . ek−1 ∈ Ω[n, k],
pkn(e) =
k−1∏
i=n
pi(ei),
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is a transition probability from Vk to Vn.
Proof. We fix n and argue by induction on k. By definition, pn+1n = pn is a transition
probability from Vn to Vn+1. Now assume that p
k
n is a transition probability from Vn to Vk.
Let v ∈ Vn. Using the fact that p assigns a probability measure on the set of edges emanating
from each point of V , we have∑
c∈Ω[n,k+1];
s(c)=v
pk+1n (c) =
∑
w∈Vk
∑
d∈Ω[n,k];
s(d)=v;
r(d)=w
∑
e∈Ew
pkn(d)pk(e) =
∑
w∈Vk
∑
d∈Ω[n,k];
s(d)=v;
r(d)=w
pkn(d) =
∑
d∈Ω[n,k];
s(d)=v
pkn(d) = 1.
Before moving on to the next proposition, we recall that as in Chapter 5, we use the
double square brackets to denote the boolean value of the enclosed statement.
Proposition 7.12. Let p be a transition probability on B and fix n ∈ N. Let pkn : Ω[n, k]→
R+0 be as in Proposition 7.11. Let P kn : Ak → An be the conditional expectation corresponding
to pkn as in Proposition 7.9. Then recalling that Ak is a subalgebra of Ak+1, we have P
k+1
n
∣∣
Ak
=
P kn and hence, the P
k
n ’s extend continuously to a conditional expectation Pn : A→ An.
Proof. Let g ∈ Ak ∼= C∗(Rk) and (x, y) ∈ Rn. Recall that the inclusion j : Ak → Ak+1 is
given by: for each x, y ∈ Ω[0, k] and a, b ∈ Ek = Ω[k, k + 1],
j(g)(xa, yb) = Ja = bKg(x, y).
Then for any (x, y) ∈ Rn such that r(x) = r(y) = v ∈ Vn,
P k+1n (j(g))(x, y) =
∑
c∈Ω[n,k+1];
s(c)=v
pk+1n (c)j(g)(xc, yc)
=
∑
w∈Vk
∑
d∈Ω[n,k];
s(d)=v;
r(d)=w
∑
e∈Ew
pk+1n (de)g(xde, yde)
=
∑
w∈Vk
∑
d∈Ω[n,k];
s(d)=v;
r(d)=w
∑
e∈Ew
pkn(d)pk(e)g(xd, yd)
=
∑
w∈Vk
∑
d∈Ω[n,k];
s(d)=v;
r(d)=w
pkn(d)g(xd, yd)
=
∑
d∈Ω[n,k];
s(d)=v
pkn(d)g(xd, yd)
= P kn (g)(x, y).
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Therefore, P k+1n
∣∣
Ak
= P kn as desired.
Now the map Pn :
⋃
k≥nAk → An given by
Pn(a) = P
k
n (a) if a ∈ Ak,
is well-defined. Since {P kn : k ≥ n} is uniformly bounded, we extend the above map con-
tinuously to Pn : A =
⋃
k≥nAk → An. It can be checked that Pn is idempotent, positive,
and An-linear because each P
k
n has these properties. Then by Proposition 7.6, the map
Pn : A→ An is a conditional expectation.
In particular, if we view a Cantorian tree T as a Bratteli diagram for A = C(∂T ), a
transition probability p on T determines a state P0 : A → C. Conversely, by the Riesz-
Markov Theorem, a state ψ on A corresponds to a probability measure µ on ∂T such that
ψ(χ[v]) = µ([v]). For each edge e, we set p(e) :=
µ([r(e)])
µ([s(e)])
if µ([s(e)]) 6= 0 and p(e) = 0
otherwise. Since each [v] is a disjoint union of the cylinder subsets for its children, it is easy
to check that p is indeed a transition probability on T . For each vertex v ∈ Vn, we identify
v with the unique path from the root to v: e0e1 . . . en−1 where ei is the edge (vi, vi+i) and
vn = v. Extending p to vertices by p(v) = p(e0)p(e1) · · · p(en−1), we have:
Proposition 7.13. Let T be a Cantorian tree and A = C(∂T ). For each state ψ : A→ C,
there is a transition probability p on T such that ψ corresponds to the measure µ on the
infinite path space ∂T arising from p as follows:
ψ(χ[v]) = µ([v]) = p(v),
where the unique path from the root to v is e0e1 . . . en−1, and p(v) = p(e0)p(e1) · · · p(en−1).
The measure µ is an example of a Markov measure. For a more detailed treatment of
Markov measures on the infinite path space of a Bratteli diagram, we refer interested readers
to papers by Renault: [31] and [32].
For example, consider X =
∏
n∈N Z2 and d((xn), (yn)) = 2−min{k∈N|xk 6=yk}. The underlying
tree is the binary tree. If θ : A → C is defined by integration against the normalized Haar
measure on X, the corresponding transition probability is given by assigning 1
2
to each edge
of the tree.
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Chapter 8
Generalized Aguilar Seminorms
We now start working towards generalizing the Pearson-Bellissard construction to unital AF
algebras.
Notation: For an AF algebra A with an increasing sequence of finite-dimensional C∗-
subalgebras {An}n∈N such that A =
⋃
n∈NAn, we denote the norm-dense subalgebra
⋃
n∈NAn
by AF .
In Proposition 4.4 of [1], Aguilar shows that:
Proposition 8.1. If A =
⋃
n∈NAn is a unital AF algebra equipped with a Leibniz Lip-norm
L defined on AF , then each (An, L) is a Leibniz quantum compact metric space and the
sequence {(An, L)}n∈N converges to (A,L) in the quantum Gromov-Hausdorff propinquity.
Remark: In fact, Aguilar proves this for the more general setting of (C,D)-quasi-Leibniz
Lip-norms (Definition 2.3 of [1]; Definition 2.5 of [25]).
In Theorem 4.5 of the same paper, Aguilar uses quotient norms to provide a Leibniz
Lip-norm on a unital AF algebra so that we can apply the previous proposition.
Theorem 8.2 ([1], Theorem 4.5). Let A be a unital AF algebra and let (An)n∈N be an
increasing sequence of unital finite-dimensional C*-subalgebras such that A =
⋃
n∈NAn, with
A0 = C1. For each n ∈ N, we denote the quotient norm of A/An with respect to ‖ · ‖A by
Ln, also viewed as a seminorm on A. Let γ : N→ (0,∞) have limit 0 at infinity.
For all a ∈ AsaF , we define:
Lγ(a) = sup
{
Ln(a)
γ(n)
: n ∈ N
}
.
Then
1. (A,Lγ) and (An, L
γ) for all n ∈ N are Leibniz quantum compact metric spaces and
2. limn→∞ Λ((An, Lγ), (A,Lγ)) = 0, where Λ is the quantum Gromov-Hausdorff propin-
quity.
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We will call Lγ defined above an Aguilar seminorm.
The fact that Ln’s are Leibniz (and hence, so is L
γ) is due to Rieffel’s work on best
approximations [41], in which he expresses a quotient norm as a seminorm induced by a
commutator. So this is a good starting point for constructing a “spectral” triple for a unital
AF algebra.
Suppose that T = (V,E) is a reduced rooted Cantorian tree. Then X = ∂T is a Cantor
set. Consider A = C(X) and An = C(Vn). My calculation of Aguilar seminorms for this
setting showed that the associated Monge-Kantorovich metrics correspond to the weights on
T which are constant on each level of the tree. (This can be deduced from Proposition 9.2.)
So we will first modify the Aguilar seminorms to encode any ultrametric on X. Note however
that any ultrametric could also be encoded by an Aguilar seminorm if T is unreduced.
We make some general observations. Let A be a C∗-algebra and B a C∗-subalgebra. Let
β ∈ B+ ∩ Z(A) and let L be a seminorm on A. For all a ∈ A, we define
Lβ(a) = L(βa).
Proposition 8.3. If L is the quotient seminorm with respect to B, then Lβ is Leibniz on A.
Proof. This follows from applying Theorem 3.2 of [41] to L(βa). Given a non-degenerate ∗-
representation (H, pi) of A and a self-adjoint unitary operator U ∈ B(H) such that [U, pi(b)] =
0 for all b ∈ B, we define L(H,pi,U)(a) = 12‖[U, pi(a)]‖ for any a ∈ A. Since β ∈ Z(A) and
[U, pi(β)] = 0,
[U, pi(βa)] = Upi(βa)− pi(βa)U = Upi(β)pi(a)− pi(a)Upi(β) = [Upi(β), pi(a)].
Hence, Lβ(H,pi,U)(a) := L(H,pi,U)(βa) =
1
2
‖[Upi(β), pi(a)]‖ is Leibniz and so is Lβ, being the
supremum of Lβ(H,pi,U) over all ∗-representations and self-adjoint unitaries as above.
Proposition 8.4. Let A be a unital C∗-algebra and B a unital C∗-subalgebra. If β ∈ B+
is invertible and L is a Leibniz seminorm on A such that L(b) = 0 for all b ∈ B, then
L(a) ≤ ‖β−1‖Lβ(a), for all a ∈ A.
Proof.
L(a) = L(β−1βa) ≤ L(β−1)‖βa‖+ ‖β−1‖L(βa) = ‖β−1‖Lβ(a).
Now, let A =
⋃
An be an AF algebra with an increasing sequence of unital finite di-
mensional C*-subalgebras (An)n∈N. Let β = (βn)n∈N be such that each βn ∈ A+n ∩ Z(A) is
invertible and ‖β−1n ‖ → 0. For all a ∈ AsaF , define
Lβ(a) = sup
n∈N
Lβnn (a), (8.1)
where Ln is the quotient seminorm on A with respect to An. Since the Ln’s are Leibniz by
Proposition 8.3, so is Lβ. The next proposition follows immediately from Proposition 8.4.
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Proposition 8.5. Let γ = (γn)n∈N0 be the sequence given by γn = ‖β−1n ‖ and let Lγ be the
corresponding Aguilar seminorm. Then for all a ∈ AsaF , Lγ(a) ≤ Lβ(a).
For # = γ or β, we set
L#1 =
{
a ∈ AF : L#(a) ≤ 1
}
.
Then by Proposition 8.5, Lβ1 ⊆ Lγ1 . Since Lγ is a Leibniz Lip-norm by the work of Aguilar,
the image of Lγ1 (in AsaF /R1) is totally bounded with respect to the quotient norm by Ri-
effel’s characterization of Lip-norm (Theorem 2.10) and so the image of Lβ1 is also totally
bounded. Consequently, equipped with Lβ, A and An are also Leibniz quantum compact
metric spaces, and by Proposition 4.4 of [1], we have (An, L
β) converges to (A,Lβ) in the
quantum propinquity. So we have collected the same convergence result for the generalized
Aguilar seminorm:
Theorem 8.6.
1. (A,Lβ) and (An, L
β) for all n ∈ N are Leibniz quantum compact metric spaces.
2. limn→∞ Λ
(
(An, L
β), (A,Lβ)
)
= 0.
As discussed in Chapter 2, Lβ carries metric data via the Monge-Kantorovich metric on
the state space of A: for any ϕ, ψ ∈ S(A),
mkLβ(ϕ, ψ) = sup{|ϕ(a)− ψ(a)| : Lβ(a) ≤ 1}.
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Chapter 9
Monge-Kantorovich Metric for
Commutative AF Algebras
Let us compute the Monge-Kantorovich metric arising from the generalized Aguilar seminorm
for commutative AF algebras. Consider a (possibly unreduced) rooted Cantorian tree T =
(V,E). Let X = ∂T , A = C(X), and An = C(Vn), where Vn is the set of n-level vertices of
T . For each n ∈ N, the canonical embedding An ↪→ A is given by: for any f ∈ An = C(Vn),
f 7→
∑
v∈Vn
f(v)χv ∈ A = C(X).
Here we also view v as the cylinder subset [v] corresponding to the finite word starting from
the root to v.
We will try to relate Aguilar seminorms to the ultrametrics on the Cantor set. For
this purpose we consider β = (βn)n∈N0 arising from a non-strict weight on T ,  : V → R+
satisfying:
1. If v  v′, then (v) ≥ (v′).
2. For an infinite path v0v1 · · · ∈ ∂T = X, limn→∞ (v) = 0.
That is to say,  is almost a weight on T in the sense of Definition 4.14 except we do not
require here strict inequality in Property 1.
We define βn ∈ A+n ∩ Z(A) by βn(v) = (v)−1, for all v ∈ Vn. Then ‖β−1n ‖ → 0 by
the properties of the weight function. Indeed, as an element in C(X), β−1n =
∑
v∈Vn (v)χv.
Property 1 and 2 above imply that β−1n is a monotonically decreasing sequence of functions
converging pointwise to 0.
In order to deal with Lβ, we compute Ln for real-valued functions.
Proposition 9.1. For a real-valued function f ∈ A = C(X), let gv = 12
(
min f
∣∣
v
+ max f
∣∣
v
)
and g =
∑
v∈Vn gvχv. Then g is a best approximation of f in An and
Ln(f) = ‖f − g‖.
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Proof. Let f ∈ A and h ∈ An. Since f is self-adjoint, we can look for a best approximation in
An among the self-adjoint elements. So we may assume that h =
∑
v∈Vn hvχv where hv ∈ R.
‖f − h‖ = sup{|f(x)− h(x)| : x ∈ X} = sup{‖f ∣∣
v
− hv‖ : v ∈ Vn}.
We restrict ourself to a cylinder subset v and find a best approximation of f
∣∣
v
by R. It
is easy to see that ‖f ∣∣
v
− gv‖ ≤ ‖f
∣∣
v
− α‖ for all α ∈ R.
Therefore, ‖f − g‖ ≤ ‖f − h‖ and the conclusion in the proposition follows.
By Proposition 9.1, for each u ∈ Vk with k > n, the best approximation of χu in An is
1
2
χun , where un is the ancestor of u in the level n. Then it follows that
Lβnn (χu) = Ln(βnχu) = Ln((un)
−1χu) =
1
(un)
∥∥∥∥χu − 12χun
∥∥∥∥ = 12(un) .
We can now compute mkLβ(x, y), where x, y are identified with the point-measures δx, δy.
Proposition 9.2. Let T = (V,E) be a rooted Cantorian tree and  : V → R+ a non-
strict weight on T . Let X = ∂T and A = C(X). For each n ∈ N, let An = C(Vn) and
βn(v) = (v)
−1. Let Lβ be the generalized Aguilar seminorm as in Equation (8.1). Then for
any x, y ∈ X such that x 6= y, we have
mkLβ(x, y) = 2(x ∧ y).
Proof. First, let u ∈ Vk ⊂ V . For all m ≥ k, Lβmm (χu) = 0 because βmχu ∈ Am. Since  is
decreasing, we have
Lβ(χu) = sup
{
Lβnn (χu) : n ≤ k − 1
}
= sup
{
1
2(un)
: n ≤ k − 1
}
=
1
2(uk−1)
. (9.1)
Thus, Lβ(2(uk−1)χu) = 1 for all u ∈ Vk.
Let x, y ∈ X. Let u = x ∧ y, say it belongs to VN . Then x, y must belong to different
children of u. In other words, there is u′ ∈ VN+1 such that x ∈ u′ ⊂ u but y /∈ u′. Take a =
2(u′N)χu′ . Then L
β(a) = 1 and |a(x)− a(y)| = 2(u′N). Thus, mkLβ(x, y) ≥ 2(u′N) = 2(u)
since u is the ancestor of u′ in the level-N .
On the other hand, let a ∈ dom(Lβ) and Lβ(a) ≤ 1. Note that for all b ∈ AN , b is
constant on u ∈ VN , which contains both x and y. Consequently,
|(βNa)(x)− (βNa)(y)| = |(βNa)(x)− b(x) + b(y)− (βNa)(y)|
= |(βNa)(x)− b(x)|+ |b(y)− (βNa)(y)|
≤ 2‖βNa− b‖.
|(βNa)(x)− (βNa)(y)| ≤ 2 inf{‖βNa− b‖ : b ∈ AN} = 2LβNN (a) ≤ 2Lβ(a) ≤ 2.
Since βN(x) = βN(y) = (u)
−1, |a(x)− a(y)| ≤ 2(u). Then mkLβ(x, y) ≤ 2(u). Therefore,
mkLβ(x, y) = 2(u) = 2(x ∧ y).
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Corollary 9.3. Let (X, d) be a regular ultrametric Cantor set with the corresponding Michon
tree (T, ). Let A = C(X), An, β = (βn)n∈N where each βn is given by βn(v) = (v)−1, and
Lβ be as in Proposition 9.2. Then
mkLβ(x, y) = 2d(x, y).
Proof. Since  is a (strict) weight on T , the previous proposition applies. By the Michon
correspondence, we have d(x, y) = (x ∧ y).
We specialize to the original Aguilar seminorm as follows:
Proposition 9.4. Let T be a rooted Cantorian tree, X = ∂T , A = C(X) and An = C(Vn).
Let γ : N → R+ have limit 0 at infinity. Then for any x, y ∈ X such that x 6= y and
x ∧ y ∈ VN
mkLβ(x, y) = 2γ˜(N),
where γ˜(k) = min{γ(n) : n ≤ k}. In particular, if γ is decreasing, then mkLβ(x, y) = γ(N).
Proof. Taking βn = γ
−1
n as a constant function on An, we have that L
β is the Aguilar
seminorm Lγ. We replace Equation (9.1) in the proof of Proposition 9.2 by
Lγ(χu) = sup
{
1
2γ(n)
: n ≤ k − 1
}
=
1
2γ˜(k − 1) ,
where u = x∧ y ∈ Vk and the rest of the proof of Proposition 9.2 yields this proposition.
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Chapter 10
Dirac Triples for AF Algebras
In this chapter, we shall construct a triple satisfying all properties of a spectral triple in
Definition 2.1 except the compact resolvent property of the operator D. We will call it a
Dirac triple. We will refer to the operator D as the Dirac operator for the triple.
In his doctoral thesis [29], Palmer generalizes Pearson and Bellissard’s work to define
spectral triples for the space of continuous functions on a compact metric space using a
resolving sequence of finite open coverings. As pointed out to me by my advisor, Marc
Rieffel, it would be helpful to think about completely positive approximation, which is a
well-known noncommutative analogue of coverings [45].
Definition 10.1. Let A be a C∗-algebra. A completely positive approximation of A is
a sequence of triples {(Fn, ψn, ϕn)}n∈N where Fn is a finite-dimensional C∗-algebra, and
ψn : A→ Fn and ϕn : Fn → A are completely positive contractions such that ϕn ◦ψn → idA
pointwise.
We observe that, for a unital AF algebra A =
⋃
An, a sequence of conditional expecta-
tions En : A→ An provides a completely positive approximation.
Proposition 10.2. Let A =
⋃
An be a unital AF algebra where {An}n∈N is an increasing
sequence of finite-dimensional unital C∗-subalgebras with embeddings ϕn : An → A. If each
En : A → An is a conditional expectation, then {(An, En, ϕn)}n∈N is a completely positive
approximation of A.
Proof. Let a ∈ A. Let an ∈ An be such that an → a. Let ε > 0. Choose N ∈ N so that
‖an − a‖ ≤ ε2 for all n ≥ N . Then for all n ≥ N , we have aN ∈ AN ⊂ An. Since En is a
conditional expectation, (ϕn ◦ En)(aN) = ϕn(aN) = aN . Therefore,
‖(ϕn ◦ En)(a)− a‖ = ‖(ϕn ◦ En)(a)− (ϕn ◦ En)(aN) + (ϕn ◦ En)(aN)− aN + aN − a‖
≤ ‖(ϕn ◦ En)(a)− (ϕn ◦ En)(aN)‖+ ‖aN − a‖ ≤ 2‖aN − a‖ < ε.
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While we will not use the above proposition in later proofs, it leads us to observe that
there are indeed underlying sequences of conditional expectations related to the Pearson-
Bellissard construction. Suppose (X, d) is an ultrametric Cantor set. Let Vn be the set of
n-level vertices of the corresponding Michon tree. Let A = C(X), An = C(Vn), and τ a
choice function. For each f ∈ A and v ∈ Vn, we define
E±n (f)(v) = f(τ
±(v)).
Then E±n : A → An are conditional expectations. Also, if we fix a faithful state θ : A → C
and set θ±n := θ ◦ E±n , then θn = 12(θ+n − θ−n ) ∈ A⊥n and the techniques used in the proof of
Lemma 3.3 and Theorem 3.2 of [41] allow us to construct a spectral triple for A which is
unitarily equivalent to a Pearson-Bellissard spectral triple with respect to the choice function
τ . We will return to this case in the next chapter after presenting the construction of a Dirac
triple for general unital AF algebras.
Let us start with a general set-up. Let A be a C∗-algebra and let τ = {(ψ+n , ψ−n )}n∈N
be a sequence of pairs of states on A. For each n ∈ N, we let (H±n , pi±n , ξ±n ) be the GNS
representations of ψ±n . Set
Hn = H+n ⊕H−n and pin = pi+n ⊕ pi−n ,
and
ξn =
1√
2
(ξ+n ⊕ ξ−n ) and ηn =
1√
2
(ξ+n ⊕−ξ−n ).
Then we let Hτ =
⊕
n∈NHn and piτ =
⊕
n∈N pin.
Now assume further that A is a unital AF algebra. Say, A =
⋃
An where {An}n∈N is an
increasing sequence of finite-dimensional unital C∗-subalgebras. For each n ∈ N, we let Pn be
the orthogonal projection onto the subspace pin(An)ξn ⊆ Hn. Since pin(An)ξn is An-invariant,
[Pn, pin(An)] = 0. Let βn ∈ A+n ∩Z(A) be such that ‖β−1n ‖ → 0. Then the self-adjoint unitary
Un = 2Pn − IHn commutes with pin(βn) and we define a self-adjoint operator on Hn:
Dn := (1/2)Unpin(βn) = (1/2)pin(βn)Un.
We set
Dβτ := ⊕Dn.
Remark: If for some n, ψ±n are equal, then we show now that Dn commutes with pin(a)
and thus ‖[Dn, pin(a)]‖ would not contribute to the seminorm ‖[Dβτ , piτ (a)]‖. Going forward,
we will require that ψ+ and ψ− are distinct.
Proposition 10.3. If ψ+n = ψ
−
n , then [Dn, pin(a)] = 0 for all a ∈ A.
Proof. Since we are considering a fixed n, we will omit the subscript if it is unnecessary.
Suppose that ψ+n = ψ
−
n . Let (pi
±,H±, ξ±) be (two copies of) the GNS representation of
A with respect to ψ±n . Set ξ =
1√
2
(ξ+ ⊕ ξ−). Consider the direct sum pi = pi+ ⊕ pi− and
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D = 1
2
Upi(b), where b ∈ A+n ∩ Z(A) and U = 2P − I is the reflection about the closed
subspace pi(An)ξ. In this situation, pi(An)ξ = {ζ ⊕ ζ : ζ ∈ H}. Let ζ ⊕ ρ ∈ H := H+ ⊕H−.
Then P (ζ ⊕ ρ) = 1
2
(ζ + ρ) ⊕ 1
2
(ζ + ρ) and U(ζ ⊕ ρ) = ρ ⊕ ζ. Clearly, U commutes with pi
because pi+, pi− are the same representation. Thus, [D, pi(a)] = 0 for all a ∈ A.
Assuming ψ±n are also faithful on An, we will show that (piτ ,Hτ , Dβτ ) is a Dirac triple
for A in a similar fashion as the proof of Theorem 5.4 by adapting the proof in [29] to our
setting. We will drop the subscripts when there is no need to emphasize the choice of τ or
β.
Theorem 10.4. Let A =
⋃
An be a unital AF algebra with an increasing sequence of finite-
dimensional unital C∗-subalgebras {An}n∈N. Suppose that τ = {(ψ+n , ψ−n )}n∈N is a sequence
of pairs of distinct states on A such that ψ±n are faithful on An. Let β = {βn}n∈N be such
that βn ∈ A+n ∩ Z(A) and ‖β−1n ‖ → 0. Then the operator Dβτ defined above is self-adjoint
and, for any a ∈ AF , [Dβτ , piτ (a)] is a bounded operator such that ‖[Dβτ , piτ (a)]‖ ≤ Lβ(a),
where Lβ(a) = supn∈N L
βn
n (a). Moreover, piτ is faithful on A and consequently (A,Hτ , Dβτ )
is a Dirac triple.
Proof. Dβτ is self-adjoint. Consider dom(D
β
τ ) = {κ ∈ H :
∑
n ‖Dnκn‖2 <∞} which contains
the subspace of finitely supported elements. Hence, Dβτ is densely defined. Let κ, κ
′ ∈
dom(Dβτ ). Then
〈Dβτ κ, κ′〉 =
∑
n
〈Dnκn, κ′n〉 =
∑
n
〈κn, Dnκ′n〉 = 〈κ,Dβτ κ′〉.
Hence, Dβτ is a symmetric operator. Since Hn is separable and Dn are bounded self-adjoint
operators, we have Dβτ is self-adjoint by Example 9.26 of [16].
[Dβτ , piτ (a)] is bounded for any a ∈ AF .
Let a ∈ AF . As in the proof of Theorem 3.2 of [41], we observe that, for any a ∈ A and
b ∈ An,
‖[Un, pin(a)]‖ = ‖[Un, pin(a− b)]‖ ≤ 2‖a− b‖ (10.1)
and hence, ‖[Un, pin(a)]‖ ≤ 2Ln(a).
Since Lβ(a) = supn∈N L
βn
n (a) = supn∈N Ln(βna) is finite on AF , we have for any ω ∈
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dom(Dβτ ),
‖[Dβτ , piτ (a)]ω‖2 =
∑
n
‖([Dβτ , piτ (a)]ω)n‖2
=
∑
n
‖[Dn, pin(a)]ωn‖2
≤
∑
n
‖[Dn, pin(a)]‖2‖ωn‖2
=
∑
n
1
4
‖[Un, pin(βna)]‖2 ‖ωn‖2
≤
∑
n
Ln(βna)
2‖ωn‖2 ≤ Lβ(a)2‖ω‖2
and thus, ‖[Dβτ , piτ (a)]‖ ≤ Lβ(a) <∞.
Now, we address the faithfulness of piτ . Since the ψ
±
n are faithful on An, so are the pi
±
n .
Consequently, piτ is faithful on AF . Then by Proposition II.8.2.4 of [8], ker piτ ∩AF is dense
in ker piτ and thus, ker piτ = 0.
Since ψ±n are states on an infinite-dimensional C
∗-algebra, we do not, a priori, expect
H±n to be finite-dimensional. In the next chapter, we will slightly reinterpret the Pearson-
Bellissard construction based on the settings we have discussed in this chapter. In that case,
each H±n will be finite-dimensional and we will indeed obtain spectral triples for ultrametric
Cantor sets.
Proposition 10.5. With the notation as above, (A,Hτ , Dβτ ) is a spectral triple if and only
if each H±n is finite-dimensional.
Proof. Suppose that each H±n is finite-dimensional. We will show that (1+D2)−1 is compact,
that is, D has a compact resolvent. Note that
((1 +D2)−1ω)n = (1n +D2n)
−1ωn.
Define a finite rank operator Tm : H → H by
Tm =
(
m⊕
n=0
(1n +D
2
n)
−1
)
⊕
(⊕
j>m
0j
)
,
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where 0j is the zero operator on Hj. Since D2n = pin(β2n)U2n = pin(β2n),
‖((1 +D2)−1 − Tm)ω‖2 =
∑
n
‖(1n +D2n)−1ωn − Tmωn‖2
=
∑
n>m
‖(1n +D2n)−1ωn‖2
≤
∑
n>m
‖D−2n ‖‖ωn‖2
≤
∑
n>m
‖β−1n ‖2‖ωn‖2
Since ‖β−1n ‖ → 0, it follows that ‖(1 +D2)−1 − Tm‖ → 0 as desired.
On the other hand, if D has compact resolvent, then the inverse of 1+D2 is compact and
so is the inverse of 1n+D
2
n. Thus, 1n is compact and so Hn = H+n ⊕H−n is finite-dimensional
for each n.
In the proof of Theorem 10.4 as well as Theorem 3.2 of [41], a key estimate is the
Equation (10.1):
‖[Un, pin(a)]‖ = ‖[Un, pin(a− b)]‖ ≤ 2‖a− b‖.
However, as pointed out to me by Marc Rieffel, we actually have a similar estimate for Pn
by the following lemma.
Lemma 10.6. Let H be a Hilbert space and P an orthogonal projection. Then for any
A ∈ B(H),
‖[P,A]‖ ≤ ‖A‖.
Proof. Let ξ ∈ H. Then, by the Pythagorean Theorem,
‖ (PA(I − P )− (I − P )AP ) ξ‖2 = ‖PA(I − P )ξ‖2 + ‖(I − P )APξ‖2
≤ ‖A‖2‖(I − P )ξ‖2 + ‖A‖2‖Pξ‖2
= ‖A‖2‖ξ‖2.
Therefore, we have
‖[P,A]‖ = ‖PA(I − P )− (I − P )AP‖ ≤ ‖A‖.
With the set-up as in Theorem 10.4, we have: for any a ∈ A and b ∈ An,
‖[Pn, pin(a)]‖ = ‖[Pn, pin(a− b)]‖ ≤ ‖a− b‖
and hence, ‖[Pn, pin(a)]‖ ≤ Ln(a). Then we can also define a Dirac operator using the
projections Pn instead of Un and similarly obtain:
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Theorem 10.7. Suppose that τ = {(ψ+n , ψ−n )}n∈N is a sequence of pairs of distinct states
on A such that ψ±n are faithful on An. Let β = {βn}n∈N be such that βn ∈ A+n ∩ Z(A) and
‖β−1n ‖ → 0. Let D˜n = Pnpin(βn) and ˜Dβτ := ⊕D˜n. Then the operator ˜Dβτ is self-adjoint and,
for any a ∈ AF , [ ˜Dβτ , piτ (a)] is a bounded operator such that ‖[ ˜Dβτ , piτ (a)]‖ ≤ Lβ(a), where
Lβ(a) = supn∈N L
βn
n (a). Moreover, piτ is faithful on A and consequently (A,Hτ , ˜Dβτ ) is a
Dirac triple.
Nevertheless, the Dirac triple we defined using Un allows us to make a direct connection
to the Pearson-Bellissard construction. We shall see this in the next chapter.
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Chapter 11
Spectral Triples for Ultrametric
Cantor Sets
Throughout this chapter, we consider a commutative AF algebra A = C(X), where (X, d)
is an ultrametric Cantor set. Let (T, ) be the Michon tree corresponding to (X, d). Let
An = C(Vn), where Vn is the set of n-level vertices of T . We will apply the construction in
the previous chapter to A.
Definition 11.1. For each choice function τ : V → X × X, the associated conditional
expectations E±n : A→ An are given by:
E±n (f)(v) = f(τ
±(v)),
for any n ∈ N, f ∈ A, and v ∈ Vn.
Let ψ be a faithful state on A and let τ : V → X × X be a choice function. Set
ψ±n = ψ ◦ E±n , where the E±n ’s are the conditional expectations associated to τ . Then ψ±n
are states on A which restrict to faithful states on An. Suppose that p is the transition
probability corresponding to ψ as in Proposition 7.13. Recall that the natural embedding
from An = C(Vn) into A is given by f 7→
∑
v∈Vn f(v)χv, where χv is the characteristic
function of the cylinder subset [v]. We thus have for any f ∈ A,
ψ±n (f) = ψ(E
±
n (f))
= ψ
(∑
v∈Vn
f(τ±(v))χv
)
=
∑
v∈Vn
p(v)f(τ±(v)),
where v ∈ Vn can be viewed as the unique finite path v = v1v2 . . . vn.
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Notation: If K is a Hilbert space, then we define `ψ(Vn,K) to be
⊕
v∈Vn K equipped with
the inner product:
〈α, β〉ψ =
∑
v∈Vn
p(v)〈α(v), β(v)〉K.
As in the previous chapter, we let (pi±n ,H±n ) be the GNS representations for the states
ψ±n . So we have
H±n = `ψ(Vn,C).
The representations are
(pi±n (f)α)(v) = f(τ
±(v))α(v)
where α ∈ H±n , with the cyclic vectors
ξ±n (v) = 1.
Hence,
Hn = H+n ⊕H−n = `ψ(Vn,C2)
and the direct sum pin = pi
+
n ⊕ pi−n is described as follows: for any α ∈ Hn and v ∈ Vn,
(pin(f)α)(v) =
(
f(τ+(v)) 0
0 f(τ−(v))
)
α(v),
where α(v) =
(
α+n (v)
α−n (v)
)
.
Set
ξn =
1√
2
(ξ+n ⊕ ξ−n ) and ηn =
1√
2
(ξ+n ⊕−ξ−n ).
That is,
ξn(v) =
1√
2
(
1
1
)
and ηn(v) =
1√
2
(
1
−1
)
.
For each n ∈ N, we let Pn be the orthogonal projection onto the subspace pin(An)ξn ⊆ Hn.
Since each f ∈ An is constant on v ∈ Vn and τ±(v) ∈ v, we have pin(An)ξn = `ψ(Vn,C
(
1
1
)
).
Also, we have ηn ⊥ PnHn because for any a ∈ An,
〈pin(a)ξn, ηn〉 = 1
2
〈(
pi+n (a)ξ
+
n ⊕ pi−n (a)ξ−n
)
,
(
ξ+n ⊕−ξ−n
)〉
=
1
2
(ψ+n (a)−ψ−n (a)) =
1
2
(ψ(a)−ψ(a)) = 0.
For each α ∈ Hn and v ∈ Vn,
(Pnα)(v) =
1
2
(
1 1
1 1
)
α(v).
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Next, noting that A is commutative and thus Z(A) = A, we set βn =
∑
v∈Vn (v)
−1χ[v] ∈
A+n = A
+
n ∩ Z(A), where  is the weight on the Michon tree of (X, d). By the properties of
the weight, ‖β−1n ‖ → 0. Define a self-adjoint operator on Hn by:
Dn =
1
2
Unpin(βn).
Because βn(τ
±(v)) = (v)−1 = diam([v])−1 for each v ∈ Vn, we have
(Dnα)(v) =
1
2
diam([v])−1
(
0 1
1 0
)
α(v).
As discussed in Proposition 10.5, since each H±n is finite-dimensional, we have a spectral
triple (A,Hτ , Dβτ ), where Hτ =
⊕
n∈NHn, piτ =
⊕
n∈N pin and D
β
τ =
⊕
n∈NDn. Note that
this looks very much like the Pearson-Bellissard spectral triple with respect to the choice
function τ but with a different inner product on the direct sum Hilbert space.
Indeed, the two representations are unitarily equivalent with the intertwining unitary
W : Hτ → HPBτ = `2(V,C2) defined by
(Wα)(v) =
√
p(v)α(v),
for any α ∈ Hτ =
⊕
n∈N `ψ(Vn,C2) and v ∈ V . If v ∈ Vn,
(Wpiτ (f)α)(v) =
√
p(v)(piτ (f)α)(v)
=
√
p(v)(pin(f)α)(v)
=
√
p(v)
(
f(τ+(v)) 0
0 f(τ−(v))
)
α(v)
=
(
f(τ+(v)) 0
0 f(τ−(v))
)
(Wα)(v)
= (piPBτ (f)Wα)(v).
Also, for any α = ⊕nαn ∈ Hτ , we have∑
n
‖Dnαn‖2ψ =
∑
n
∑
v∈Vn
p(v)‖(Dnαn)(v)‖2 = 1
4
∑
v∈V
p(v) diam([v])−2‖α(v)‖2.
Suppose α ∈ dom(Dβτ ). Then
∑
n ‖Dnαn‖2ψ <∞ and∑
v∈V
diam([v])−2‖(Wα)(v)‖2 =
∑
v∈V
p(v) diam([v])−2‖α(v)‖2 <∞.
Hence, W (dom(Dβτ )) ⊆ dom(DPBτ ). It is straightforward to show that WDβτ = 12DPBτ W . As a
consequence, ‖[Dβτ , piτ (a)]‖ is equal to the seminorm 12‖[DPBτ , piPBτ (a)]‖ and thus independent
of the choice of faithful state.
In summary:
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Proposition 11.2. Let ψ be a faithful state and τ : V → X × X a choice function.
Set ψ±n = ψ ◦ E±n , where E±n are the conditional expectations associated to τ . Define
βn =
∑
v∈Vn (v)
−1χ[v] ∈ A+n = A+n ∩ Z(A), where  is the weight on the Michon tree of
(X, d). Applying the construction in the previous chapter to the sequences {(ψ+n , ψ−n )}n∈N and
β = {βn}n∈N, we obtain a spectral triple (A,Hτ , Dβτ ) where the representation is unitarily
equivalent to the Pearson-Bellissard representation for the choice function τ . Consequently,
the seminorm ‖[Dβτ , piτ (a)]‖ is independent of the choice of faithful state ψ and is equal to
1
2
‖[DPBτ , piPBτ (a)]‖.
From Theorem 10.4, we see that for each a ∈ AF , ‖[Dβτ , piτ (a)]‖ ≤ Lβ(a). We will see that
if we take all choice functions τ into account, we can recover Lβ(a) for self-adjoint elements.
By Proposition 5.7, we have that for any a ∈ A = C(X),
sup
τ∈Υ(X)
‖[DPBτ , piPBτ (a)]‖ = Lip(a).
We will show now that Lβ(a) = 1
2
Lip(a) when a is self-adjoint.
Proposition 11.3. With the setting as in the previous proposition, if a ∈ Ak ⊂ A = C(X)
is self-adjoint, then
Lβ(a) =
1
2
Lip(a)
Proof. Let a ∈ Ak be self-adjoint (real-valued). For all n ≥ k, since a ∈ An, we have
βna ∈ An and Ln(βna) = 0. Then
Lβ(a) = max{Ln(βna) : 0 ≤ n < k}.
Let 0 ≤ n < k. By Proposition 9.1, we have
Ln(βna) = ‖βna− b‖,
where b =
∑
v∈Vn bvχv with bv =
1
2
(min (βna)
∣∣
v
+ max (βna)
∣∣
v
) = 1
2(v)
(min a
∣∣
v
+ max a
∣∣
v
).
We set m(v) = 1
2(v)
(max a
∣∣
v
−min a∣∣
v
) so that
Ln(βna) = max {m(v) : v ∈ Vn} .
For each v ∈ Vn,
m(v) =
1
2(v)
(max a
∣∣
v
−min a∣∣
v
) =
1
(v)
(a(wv,max)− a(wv,min)),
where wv,max ≺ v is a vertex in Vk attaining the maximum for a
∣∣
v
(similarly for min). Since
wv,max ∧ wv,min ≺ v, we have (wv,max ∧ wv,min) ≤ (v), and therefore,
m(v) ≤ 1
2(wv,max ∧ wv,min)(a(wv,max)− a(wv,min)).
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Hence, Lβ(a) ≤ 1
2
Lip(a).
Conversely, let x, y ∈ X be such that x 6= y. Suppose that x ∧ y ∈ Vn for some n ∈ N.
Then
|a(x)− a(y)|
d(x, y)
=
|a(x)− a(y)|
(x ∧ y) ≤
(max a
∣∣
x∧y −min a
∣∣
x∧y)
(x ∧ y) = 2m(x ∧ y) ≤ 2Ln(βna).
Consequently, 1
2
Lip(a) ≤ Lβ(a).
Remark: Originally, I proved first that for any self-adjoint element a, we can choose a
choice function τ so that Lβ(a) ≤ ‖[Dβτ , piτ (a)]‖ and hence, Lβ(a) = 12 supτ∈Υ(X) ‖[DPBτ , piPBτ (a)]‖.
The result is redundant because of Proposition 5.7. Also, the proof is similar to the above
proposition.
Next, we provide a simple example to show that Proposition 11.3 may not hold for
non-self-adjoint elements.
Example 11.4. Let A0 = C and β0 = 1; A1 = C3 = C({1, 2, 3}) and β1 = 12(1, 1, 1). Pick
a ∈ A1 such that a(1), a(2), a(3) form an equilateral triangle. Then a is not self-adjoint.
Lβ(a) = L0(a) = inf{‖a− z‖ : z ∈ C} = ‖a− c‖ = r,
where c is the center of the circle passing through a(1), a(2), a(3) and r is the radius of the
circle. We have
Lip(a) = sup
i 6=j
{|a(i)− a(j)|} < 2r = 2Lβ(a).
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Chapter 12
Recovering Aguilar Seminorms
We now show that we can also recover the generalized Aguilar seminorm Lβ if we take into
account all sequences of pairs of states {ψ±n }n∈N such that for each n ∈ N, ψ+n
∣∣
An
= ψ+n
∣∣
An
and they are faithful on An.
We aim to show that for all a ∈ AsaF and 0 < λ < 1, there is a sequence τ = {ψ±n }n∈N as
above such that λLβ(a) ≤ ‖[Dβτ , piτ (a)]‖. Recall that by Theorem 10.4, the faithfulness of
each ψ±n on An is needed to obtain the faithful representation piτ . For this reason, we have
to put in extra effort to choose faithful states in the following Jordan-decomposition-type
lemmas:
Notation: If a is a square matrix, we write tr(a) for the standard trace (the sum of the
diagonals) regardless of the size of a.
Lemma 12.1. If ψ is a Hermitian functional on Mk such that ‖ψ‖ = 1 and ψ(1) = 0, then
for any λ ∈ (0, 1), there are faithful states ψ+, ψ− on Mk such that λψ = 12(ψ+ − ψ−).
Proof. Suppose that ψ is a Hermitian functional on Mk such that ‖ψ‖ = 1 and ψ(1) = 0.
Then there is a self-adjoint matrix d ∈Mk such that for all c ∈Mk,
ψ(c) = tr(dc) = 〈c, d〉tr
and tr(|d|) = ‖ψ‖ = 1. By diagonalizing, we may assume that d is diagonal:
d =
p 0 00 z 0
0 0 −q
 ,
where p, q are positive-definite diagonal matrices and z is a zero square matrix (possibly of
size 0). Then
|d| =
p 0 00 z 0
0 0 q

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Since ψ(1) = 0, tr(d) = 0 and hence, tr(p) = tr(q) = 1
2
. This ensures that p and q are of size
at least 1.
Next, let 0 < λ < 1. We will find positive-definite diagonal matrices h± so that tr(2h±) =
1 and h+ − h− = λd.
Case 1: z is of size 0.
Set δ = 1−λ
2
> 0 and consider
h+ =
(
(λ+ δ)p 0
0 δq
)
and h− =
(
δp 0
0 (λ+ δ)q
)
.
Then h± are positive-definite and tr(2h±) = (λ+ δ) + δ = λ+ 2δ = 1. Also,
h+ − h− =
(
λp 0
0 −λq
)
= λd.
Case 2: z is of size at least 1.
Set ε = 1−λ
4
> 0 and consider
h+ =
(λ+ ε)p 0 00 s 0
0 0 εq
 and h− =
εp 0 00 s 0
0 0 (λ+ ε)q
 ,
where s is a positive-definite diagonal matrix such that tr(s) = ε. Then h± are positive-
definite and tr(2h±) = (λ+ ε) + 2ε+ ε = λ+ 4ε = 1. Also, h+ − h− = λd.
In both cases, we have faithful states on Mk given by
ψ±(c) = tr(2h±c).
and they satisfy: for any c ∈Mk,
1
2
(ψ+(c)− ψ−(c)) = tr((h+ − h−)c) = tr(λdc) = λψ(c).
A finite-dimensional C∗-algebra is a direct sum of full matrix algebras equipped with the
sup norm. Then its dual space is a direct sum of the duals of full matrix algebras equipped
with the 1-norm. Using this, we can extend the above lemma to arbitrary finite-dimensional
C∗-algebras.
Lemma 12.2. Let A be a finite-dimensional C∗-algebra. If ψ is a Hermitian functional on
A such that ‖ψ‖ = 1 and ψ(1) = 0, then for any λ ∈ (0, 1), there are faithful states ψ+, ψ−
on A such that λψ = 1
2
(ψ+ − ψ−).
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Proof. Suppose that A =
⊕n
i=1Mi, where each Mi is a full matrix algebras. Let ψ : A→ C
be a Hermitian linear functional such that ‖ψ‖ = 1 and ψ(1) = 0. We write ψ = ⊕ni=1 ψi
where ψi ∈ M∗i is also Hermitian. Then for each i, there is a self-adjoint matrix di ∈ Mi
such that for all c ∈Mi,
ψi(c) = tr(dic) = 〈c, di〉tr.
By diagonalizing, we may assume that di is diagonal:
di =
pi 0 00 zi 0
0 0 −qi
 ,
where pi, qi are zeroes or positive-definite diagonal matrices and zi is a zero square matrix
(possibly of size 0). Then
|di| =
pi 0 00 zi 0
0 0 qi
 .
Since ψ(1) = 0, we have
∑n
i=1 tr(di) =
∑n
i=1 ψi(1Mi) = ψ(1) = 0. Moreover,
∑n
i=1 tr(|di|) =∑n
i=1 ‖ψi‖ = ‖ψ‖ = 1. Hence,
n∑
i=1
tr(pi)−
n∑
i=1
tr(qi) = 0 and
n∑
i=1
tr(pi) +
n∑
i=1
tr(qi) = 1.
Therefore,
n∑
i=1
tr(pi) =
n∑
i=1
tr(qi) =
1
2
.
Let k be the number of zero summands of ψ. We have 0 ≤ k < n since ψ 6= 0.
Next, let 0 < λ < 1. As in the previous lemma, we will choose positive-definite diagonal
matrices h±i so that
∑n
i=1 tr(2h
±
i ) = 1 and h
+
i − h−i = λdi. Now we let δ be a positive
constant to be determined later.
For each i, we fix a positive-definite diagonal matrix si whose size matches the zero block
in di (with pi, qi merged if they are zeroes) and has trace tr(si) = δ.
If ‖ψi‖ = 0 (i.e., di, pi, qi = 0), we set h±i = si.
If ‖ψi‖ > 0, we set
h+i =
(λ+ δ)pi 0 00 α−1‖ψi‖si 0
0 0 δqi
 and h−i =
δpi 0 00 α−1‖ψi‖si 0
0 0 (λ+ δ)qi
 ,
where si may have size 0 and
α :=
∑
di 6=0;
di has a zero block
‖ψi‖ > 0,
CHAPTER 12. RECOVERING AGUILAR SEMINORMS 59
which is valid if there is di 6= 0 with a zero block (exactly when we need α.) If either pi
or qi is zero, it is regarded as being merged into the zero block in di and we discard the
corresponding block from h±i so that h
±
i are positive-definite. The size of h
±
i is the same as
that of di because we have fixed the size of si accounting for possible merging.
Now let us formally compute:
n∑
i=1
tr(2h+i ) =
∑
‖ψi‖>0
tr(2h+i ) +
∑
‖ψi‖=0
2 tr(i)
=
∑
‖ψi‖>0
(2(λ+ ε) tr(pi) + 2ε tr(qi)) +

∑
‖ψi‖>0;
di has a zero block
2α−1‖ψi‖ε
+ k · 2ε
= 2(λ+ ε)
∑
‖ψi‖>0
tr(pi) + 2ε
∑
‖ψi‖>0
tr(qi) + {2ε}+ 2kε
= 2(λ+ ε)
n∑
i=1
tr(pi) + 2ε
n∑
i=1
tr(qi) + {2ε}+ 2kε
= (λ+ ε) + ε+ {2ε}+ 2kε = λ+ (2 + {2}+ 2k)ε,
where the terms in curly brackets are valid only if there is di 6= 0 with a zero block. Swapping
pi and qi in the above computation, we also have
∑n
i=1 tr(2h
−
i ) = λ+(2+{2}+2k)ε. Whether
the curly-bracket term is valid or not, we can choose ε > 0 so that
∑n
i=1 tr(2h
±
i ) = 1. (If
it is valid, choose ε = 1−λ
4+2k
; if not, choose ε = 1−λ
2+2k
.) Additionally, for each i, h±i are
positive-definite and h+i − h−i = λdi.
We now have faithful states on A given by
ψ±(⊕ni=1ci) =
n∑
i=1
tr(2h±i ci).
Furthermore, for all ⊕ni=1ci ∈ A,
1
2
(ψ+(⊕ni=1ci)− ψ−(⊕ni=1ci)) =
n∑
i=1
tr((h+i − h−i )ci) =
n∑
i=1
tr(λdici) = λ
n∑
i=1
ψi(ci) = λψ(⊕ni=1ci).
Lemma 12.3. Let A be a finite-dimensional C∗-algebra and B a unital C∗-subalgebra of A.
Then for any a ∈ Asa and 0 < λ < 1, there is a pair of faithful states ψ± on A agreeing on
B, such that λLB(a) =
1
2
(ψ+(a)− ψ−(a)).
Proof. Let a ∈ A be self-adjoint and 0 < λ < 1. There is a linear functional ψ : A → C
such that ‖ψ‖ = 1, ψ(a) = LB(a), and ψ(b) = 0 for all b ∈ B. Since a is self-adjoint, we
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may assume ψ is Hermitian. (Otherwise, we can consider ψ˜(c) = 1
2
(ψ(c) + ψ(c∗)).) By
Lemma 12.2, there are faithful states ψ+ and ψ− on A such that λψ = 1
2
(ψ+ − ψ−). Since
ψ(b) = 0 for all b ∈ B, ψ± agree on B. Finally, we also have
λLB(a) = ψ(a) =
1
2
(ψ+(a)− ψ−(a)).
Theorem 12.4. Assume that A is an infinite-dimensional AF algebra, and let β = {βn}n∈N
be such that βn ∈ A+n ∩Z(A) and ‖β−1n ‖ → 0. Then for all a ∈ AsaF and 0 < λ < 1, there is a
sequence τ = {ψ±n }n∈N of states of A such that ψ+n and ψ−n are equal and faithful on An for
each n, and λLβ(a) ≤ ‖[Dβτ , piτ (a)]‖, where Dβτ is as defined right before Proposition 10.3.
Proof. Let a ∈ Ak ⊂ AF be self-adjoint and 0 < λ < 1. Since
Lβ(a) = max{Ln(βna) : 0 ≤ n < k},
we only have to carefully choose ψ±n for 0 ≤ n < k in order to get the desired inequality.
For n ≥ k, ψ±n can be quite arbitrary. For example, we first fix a faithful state θ :
A→ C. Since A is infinite-dimensional, we can consider different transition probabilities on
the Bratteli diagram of A. Applying Proposition 7.12, we get a pair of distinct conditional
expectations (E+n , E
−
n ) from A to An. Then the states ψ
±
n = θ ◦ E±n are equal and faithful
on An.
For each 0 ≤ n < k, by Lemma 12.3, there are faithful states ψ±n : Ak → C agreeing on
An such that λLn(βna) =
1
2
(ψ+n (βna)−ψ−n (βna)). We then extend these by the Hahn-Banach
theorem to states on A, also denoted by ψ±n .
By the construction, for any c ∈ A,
〈pin(c)ξn, ηn〉 = 1
2
(〈pi+n (c)ξ+n , ξ+n 〉 − 〈pi−n (c)ξ−n , ξ−n 〉)
=
1
2
(ψ+n (c)− ψ−n (c)).
In particular, 〈pin(b)ξn, ηn〉 = 0 for all b ∈ An, and hence ηn ⊥ pin(An)ξn, so that Pnηn = 0.
Moreover, since An has the same identity element as A, we have Pnξn = ξn. Then for all
c ∈ A,
〈[pin(c), Un]ξn, ηn〉 = 2〈[pin(c), Pn]ξn, ηn〉 = 2(〈pin(c)Pnξn, ηn〉−〈Pnpin(c)ξn, ηn〉) = 2〈pin(c)ξn, ηn〉.
We have
λLn(βna) =
1
2
(ψ+n (βna)−ψ−n (βna)) = 〈pin(βna)ξn, ηn〉 =
1
2
〈[pin(βna), Un]ξn, ηn〉 ≤ ‖[Dn, pin(a)]‖.
and therefore,
λLβ(a) ≤ ‖[Dβτ , piτ (a)]‖.
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Consequently, if we take all such sequences τ into consideration and combine the bounds
from Theorem 10.4 and Theorem 12.4, we recover the generalized Aguilar seminorm:
Theorem 12.5. For all a ∈ AsaF , Lβ(a) = supτ ‖[Dβτ , piτ (a)]‖, where τ runs over all sequences
of states {ψ±n }n∈N such that ψ±n are faithful and equal on An.
This is a noncommutative generalization of the distance recovering theorem for an ultra-
metric Cantor set by Pearson and Bellissard (Theorem 5.6).
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