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Abstract
In [5], O. Bauer interpreted the chordal Loewner equation in terms of non-commutative prob-
ability theory. We follow this perspective and identify the chordal Loewner equations as the
non-autonomous versions of evolution equations for semigroups in monotone and anti-monotone
probability theory. We also look at the corresponding equation for free probability theory.
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1 Introduction
Denote by H = {z ∈ C | Im(z) > 0} the upper half-plane. Let (νt)t≥0 be a family of probability
measures on R. The chordal (ordinary) Loewner equations are given by
∂
∂t
gt =
∫
R
1
gt − u νt(du) for almost every t ∈ [0,∞), g0(z) = z ∈ H, (1.1)
∂
∂t
ϕt =
∫
R
1
u− ϕt νt(du) for almost every t ∈ [0,∞), ϕ0(z) = z ∈ H. (1.2)
In the first case, the mappings z 7→ gt(z) are conformal mappings from H \ Kt onto H, where
(Kt)t≥0 is a family of growing hulls, i.e. Kt ⊂ H, H \Kt is simply connected and Ks ⊂ Kt when-
ever s ≤ t. The initial condition implies K0 = ∅. The second equation is interpreted in a similar way.
In this note, we show how these equations can be interpreted in terms of monotone probability
theory (equation (1.2)) and anti-monotone probability theory (equation (1.1)).
These relations are in fact quite simple. In case of the second equation (1.2), we have that 1/ϕt is
the Cauchy transform of a probability measure µt. The process (µt)t≥0, in turn, can be interpreted
to describe a “quantum process” (Xt)t≥0, which can be seen as a collection of self-adjoint linear
∗Supported by the ERC grant “HEVO - Holomorphic Evolution Equations” no. 277691.
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operators with monotonically independent increments such that the distribution of Xt is given by
(µt)t≥0.
In what follows, we explain this connection in more detail. We also take a look at the corresponding
differential equation in free probability theory.
2 Non-commutative probability
Non-commutative probability theory provides an abstract description of random variables, moti-
vated by the role that observables play in quantum mechanics.
In the following, we recall some of the basic notions of free probability theory and monotone
probability theory. Both are non-commutative probability theories in which the classical notion of
independent random variables is replaced by freely independent/monotonically independent random
variables. We refer to [3] for an introduction.
A non-commutative probability space (A, ϕ) consists of a unital algebra A and a linear functional
ϕ : A → C with ϕ(1) = 1. The elements of A are called random variables and ϕ should be thought
of as an expectation. The distribution of a random variable a is simply defined as the collection of
all moments ϕ(ak), k ∈ N.
Furthermore, (A, ϕ) is called C∗–probability space if A is a C∗–algebra and ϕ is a state, i.e. a
positive linear functional of norm 1.
Example 2.1. Let A be the space of all N × N–matrices with the spectral norm and let ϕ(a) =
1
N Tr(a). Then (A, ϕ) is a C∗–probability space.
Example 2.2. Let H be a Hilbert space and let A be the space B(H) of all bounded linear operators
on H. Furthermore, let Ω ∈ H be a unit vector and define ϕ by ϕ(a) = 〈aΩ,Ω〉 . Then (A, ϕ) is a
C∗–probability space.
In the following, we assume that (A, ϕ) is a C∗–probability space.
If a ∈ A is self-adjoint, then the distribution of a as defined above can be identified with a probability
measure on R by using the spectral theorem: There exists a probability measure on R (supported
on the spectrum σ(a)) such that for every polynomial p, the value ϕ(p(a)) can be represented by
ϕ(p(a)) =
∫
σ(a)
p(z)µ(dz).
The measure µ has compact support. However, one can generalize the setting of C∗–probability
spaces to deal also with unbounded self-adjoint random variables. In Sections 2.1 and 2.2, we stick
to the setting of C∗–probability spaces for the sake of simplicity.
2.1 Free probability theory
Free probability theory has been introduced by D. Voiculescu in [40]. It is based on a non-
commutative notion of independence of random variables, the free independence.
A collection a1, a2, ..., aN ∈ A of random variables is called freely independent if
ϕ(p1(aj(1))...pk(aj(k))) = 0
for all polynomials p1, ..., pk such that j(1) 6= j(2) 6= ... 6= j(k) and ϕ(pi(aj(i))) = 0 for all i = 1, ..., k.
To simplify the notation later on, we will call an N–tuple (a1, a2, ..., aN ) ∈ AN freely independent
if a1, ..., aN are freely independent.
The usefulness of the above definition is due to the following fact: Let a, b ∈ A be two freely
independent random variables. Then the moments of a+ b can be calculated by using the moments
of a and b only ([40, Proposition 4.3]). This leads to the free convolution:
Assume that a, b are freely independent and self-adjoint random variables with distributions µ and
ν. The distribution of a+ b, denoted by µ ν, is called the free convolution of µ and ν.
The free convolution of probability measures is closely related to their Cauchy transforms:
First, the Cauchy transform (or Stieltjes transform) is given by
Gµ(z) =
∫
R
1
z − x µ(dx), z ∈ C \ R.
2
(Note that the measure µ can be recovered from Gµ by the Stieltjes-Perron inversion formula, see
[37, Theorem F.2].)
Now we define Vµ as the right inverse of Gµ, i.e. Vµ is the solution of Gµ(Vµ(z)) = z, z ∈ H,
with Vµ(z) ∼ 1z for z near 0. (For probability measures with unbounded support, Vµ exists as a
holomorphic function defined on a Stolz angle near 0; see [9, Section 5].)
Finally, the R–transform Rµ(z) of µ is defined by Rµ(z) = Vµ(z)− 1z .
For probability measures µ and ν on R, the free convolution µν can be calculated by the formula
Rµν(z) = Rµ(z) +Rν(z).
Example 2.3. Free probability theory possesses a non-commutative analogue of the central limit
theorem; see [40]. The free analogue of the normal distribution (with mean zero and variance σ2)
is given by Wigner’s semicircle distribution µW,σ2 given by
√
4σ2 − x2
pi2σ2 dx, x ∈ [−2σ, 2σ].
Here, we have GµW,σ2 (z) =
2
z+
√
z2−4σ2 , and RµW,σ2 (z) = σ
2z, and consequently, the semicircle
distribution is freely stable:
µW,σ2  µW,τ2 = µW,σ2+τ2 .
Example 2.4. Let (µt)t≥0 be a semigroup with respect to free convolution, i.e. µt+s = µt  µs,
such that µ0 = δ0. Let α be an arbitrary probability measure and define Gt := Gµtα. Then Gt
satisfies the PDE
∂
∂t
Gt(z) = − ∂
∂z
Gt(z) ·R(Gt(z)), G0(z) = Gα, (2.1)
where Im(z) < 0 and R is the R-transform R = Rµ1 ; see [41, p.74]. In this case, R has an analytic
extension to H and R : H→ H.
For example, take µt = µW,t, which leads to
∂
∂t
Gt(z) = − ∂
∂z
Gt(z) ·Gt(z), G0(z) = Gα, (2.2)
i.e. the “free analogue of the heat equation is the complex inviscid Burgers equation” ([33], p.44),
because a realization of the process µW,t is called a free Brownian motion, see Section 4.
2.2 Monotone independence
For a probability measure µ we define the F–transform of µ simply as Fµ : H → H, Fµ(z) :=
1/Gµ(z).
Remark 2.5. Let µ, ν be probability measures. Then there exist holomorphic mappings ω1, ω2 :
H→ H such that
Fµν(z) = Fµ(ω1(z)) = Fν(ω2(z)) for all z ∈ H.
Furthermore, also ω1, ω2 have the form ω1 = Fσ1 and ω2 = Fσ2 for probability measures σ1, σ2; see
[10, Theorem 3.1].
Now one defines the monotone convolution µB ν by
FµBν = Fµ ◦ Fν .
This convolution is related to another notion of independence of random variables, the monotone
independence, which was introduced by N. Muraki ([28]) and independently by De. Giosa, Lu
([12, 25]).
Let a1, ..., aN ∈ A. The tuple (a1, a2, ..., aN ), as an ordered collection of random variables, is called
monotonically independent if
ϕ(ap1i1 . . . a
pk
ik
. . . apmim ) = ϕ(a
pk
ik
) · ϕ(ap1i1 . . . a
pk−1
ik−1 a
pk+1
ik+1
. . . apmim )
whenever ik−1 < ik > ik+1 (one of the inequalities is eliminated when k = 1 or k = m); see [18,
Section 2].
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Remark 2.6. In [31], Muraki defines monotone independence by the stronger conditions
(a) aiapjak = ϕ(a
p
j )aiak whenever i < j and j > k.
(b)
ϕ(apmim . . . a
p2
i2
ap1i1 a
p
i a
q1
j1
aq2j2 . . . a
qn
jn
)
= ϕ(apmim ) . . . ϕ(a
p2
i2
)ϕ(ap1i1 )ϕ(a
p
i )ϕ(a
q1
j1
)ϕ(aq2j2 ) . . . ϕ(a
qn
jn
)
whenever im > ... > i2 > i1 > i < j1 < j2 < ... < jn.
Remark 2.7. Furthermore, there are also several other notions of independence and convolutions.
Some interesting relations and decompositions for convolutions are studied in [21].
Finally, we note that N. Muraki showed in [32] that there are only five “nice”, so called natural
independences: the tensor, free, Boolean, monotone and anti-monotone independence; see also [4,
p.198].
Let a, b ∈ A be self-adjoint random variables such that (a, b) is monotonically independent. Denote
by µ and ν the probability measures of a and b respectively. Then we have: the distribution of
a+ b is exactly the measure µB ν, see [31, Theorem 4].
Example 2.8. Let µA,σ2 be the arcsine distribution with mean 0 and variance σ2, i.e. 1pi√2σ2−x2 dx,
x ∈ [−√2σ,√2σ]. Then FµA,σ2 (z) =
√
z2 − 2σ2 and we have
µA,σ2 B µA,τ2 = µA,σ2+τ2 .
The arcsine distribution plays the role of the Wigner semicircle distribution in free probability; see
[31, Theorem 2] for a central limit theorem in monotone probability theory.
3 Non-autonomous evolution equations
In this section, probability measures are not assumed to have bounded support. We note that the
Cauchy, F- and R-transform, as well as the free and (anti-)monotone convolutions are also defined
for this general case by the same formulas.
3.1 The chordal Loewner equation
In [24], C. Loewner introduced a differential equation for conformal mappings to attack the so
called Bieberbach conjecture: Let D ⊂ C be the unit disc and assume that f : D→ C is univalent
(=holomorphic and injective) with f(0) = 0 and f ′(0) = 1. Let an be the coefficients of the power
series expansion f(z) = z +
∑
n≥2 anz
n. Then
|an| ≤ n.
Loewner could prove this inequality for n = 3 and the conjecture has been proven completely in
1985 by L. de Branges. Since its introduction, Loewner’s approach has been extended and the
Loewner differential equations are now an important tool in the theory of conformal mappings. In
the following, we describe a special differential equation that goes back to P. Kufarev. We refer to
[1] for an historical overview of Loewner theory.
The so called chordal Loewner equation can be described as follows:
Take a family {νt}t≥0 of probability measures and let Mt(z) = Gνt(z) =
∫
R
1
z−x νt(dx) be the
Cauchy transform of νt. Assume that
t 7→Mt(z) is measurable for every z ∈ H. (3.1)
The chordal Loewner equation is given by the Carathéodory ODE (“a.e.” stands for “almost every”)
∂
∂t
gt = Mt(gt) for a.e. t ∈ [0,∞), g0(z) = z ∈ H, (3.2)
and has a unique solution ([15, Theorem 4]).
For fixed z ∈ H, the solution t 7→ gt(z) may have a finite lifetime T (z) > 0 in the sense that
gt(z) ∈ H for all t < T (z), but limt↗T (z) Im(gt(z)) = 0.
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If we fix a time t > 0 and let Kt = {z ∈ H |T (z) ≤ t}, then gt(z) is interpreted as the conformal
mapping
gt : H \Kt → H with the normalization gt(z) = z + t
z
+ O(1/z)
as z →∞ non-tangentially in H. The sets Kt ⊂ H are growing hulls, which means H \Kt is simply
connected and Ks ⊂ Kt whenever s ≤ t. As we start with the identity mapping, we have K0 = ∅.
Figure 1: The mappings gt and ft.
The inverse mappings ft = g−1t satisfy the Loewner PDE
∂
∂t
ft = − ∂
∂z
ft ·Mt(z), f0(z) = z ∈ H. (3.3)
Now, as noted in [5], one can now consider the mapping Gt := 1/ft, which is the Cauchy transform
of a measure µt, and so the Loewner equation can be interpreted as a mapping
L : {νt}t≥0 7→ {µt}t≥0.
Example 3.1. Let νt = δ0 for all t ≥ 0. The solution gt of the Loewner equation
∂
∂t
gt =
1
gt
, g0(z) = z ∈ H, (3.4)
is given by gt(z) =
√
z2 + 2t. Hence, the hull Kt is a straight line segment connecting 0 to
√
2ti.1
We have Gt = 1√z2−2t and thus the measure µt is the arcsine distribution with variance t; see
Example 2.8.
The family Gt can be characterized by the differential equation
∂
∂t
Gt(z) = − ∂
∂z
Gt(z) ·Mt(z), G0(z) = 1
z
. (3.5)
Example 3.2. As noted in [5], the only fixed point of L, i.e. Mt = Gt for all t, is given by
µt = µW,t, which follows by taking α = δ0 in equation (2.2) and comparing it with equation (3.5).
Example 3.3. If Mt does not depend on t, i.e.
∂
∂t
ft(z) = − ∂
∂z
ft(z) ·M0(z), f0(z) = z, (3.6)
then the mappings ft = 1/Gt form a semigroup with respect to composition: ft+s = ft ◦fs = fs ◦ft.
From this last example we see that both (2.1) and (3.6) describe semigroups with respect to different
convolutions. In (2.1) we have
µt+s = µt  µs,
while µt in (3.6) satisfies
µt+s = µt B µs,
because ft = Fµt .
Next we look at the non-autonomous versions of these equations from the perspective of monotone,
anti-monotone and free probability theory.
1 As t→∞, we obtain a straight line segment L connecting 0 and ∞. The set R ∪ {∞}, as a subset of the Riemann
sphere, is a circle. Hence, L is a chord of R∪ {∞}. In this sense, the adjective “chordal” in “chordal Loewner equation”
suggests that we are connecting points of the real line with ∞ by the “chord” ∪t≥0Kt.
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3.2 Monotone evolution families
A (one-real-parameter) monotone semigroup (µt)t≥0 is a family of probability measures having the
property µt+s = µt B µs, µ0 = δ0. Now we generalize monotone semigroups to monotone evolution
families.
Definition 3.4. We call a collection (σs,t)0≤s≤t of probability measures a monotone evolution
family if it satisfies the conditions
(a) σt,t = δ0,
(b) σs,t = σu,t B σs,u whenever 0 ≤ s ≤ u ≤ t,
(c) σs,u converges weakly to σs,t as u→ t.
In addition, it is called normal if the first and second moments exist and
(d)
∫
R xσs,t(dx) = 0 and
∫
R x
2σs,t(dx) = t− s for all 0 ≤ s ≤ t.
Let (νt)t≥0 be a family of probability measures such that the Cauchy transformsMt =
∫
R
1
z−u νt(du)
satisfy (3.1), and consider the “time reversed” version of (3.2):
∂
∂t
ϕs,t = −Mt(ϕs,t) for a.e. t ∈ [s,∞), ϕs,s(z) = z ∈ H. (3.7)
Remark 3.5. Fix some T > 0. Let ht be the solution to ∂∂tht = MT−t(ht). Then hT is the inverse
of ϕ0,T .
According to [15, Theorem 4], (3.7) has a unique solution ϕs,t : H → H, which is an evolution
family of holomorphic mappings in the sense that
ϕt,t(z) = z, ϕs,t = ϕu,t ◦ ϕs,u whenever 0 ≤ s ≤ u ≤ t. (3.8)
These solutions are exactly the F -transforms of normal monotone evolution families.
Theorem 3.6. Let (νt)t≥0 and ϕs,t be defined as above. For each 0 ≤ s ≤ t, the mapping ϕs,t
is the F–transform of a probability measure σs,t, and (σs,t)0≤s≤t is a normal monotone evolution
family.
Conversely, let (σs,t)0≤s≤t be a normal monotone evolution family and let ϕs,t be the F–transform
of σs,t. Then there exists a family (νt)t≥0 of probability measures such that (3.1) holds and ϕs,t
satisfies the Loewner equation (3.7).
Proof. We begin with the first part of the statement:
Each ϕs,t is a univalent mapping from H into itself and can be represented as
ϕs,t(z) = z +
∫
R
1
u− z βs,t(du), (∗)
where βs,t is a finite Borel measure with βs,t(R) = t − s, see [15], Theorem 4 and the definition
of the class P on p.1210. From [26, Proposition 2.2] it follows that ϕs,t is the F–transform of a
probability measure σs,t which has mean 0 and variance βs,t(R) = t− s.
Because of (3.8), the conditions (a) and (b) in Def. 3.4 are satisfied.
Furthermore, we have
|ϕs,u(z)− ϕs,t(z)| ≤ |t− u|Im(z) , (3.9)
see [15, p.1214]. By Theorem 2.5 in [26], we conclude that σs,u converges weakly to σs,t as u→ t,
i.e. condition (c) holds as well.
Next, let σs,t be a normal monotone evolution family and let ϕs,t be the F–transform of σs,t. As σs,t
has mean 0 and finite variance, the mapping ϕs,t and can be represented as (∗) with βs,t(R) = t−s,
[26, Proposition 2.2]. Condition (a) and (b) imply that ϕs,t satisfies (3.8). Furthermore, the weak
convergence, condition (c), implies that ϕs,u converges locally uniformly to ϕs,t as u → t. From
[15, Theorem 3], it follows that ϕs,t satisfies (3.7).
Remark 3.7. The measures (σt)t≥0 := (σ0,t)t≥0 form a monotone semigroup, i.e. σt+s = σtBσs,
if and only if νt does not depend on t. In this case, σs,t = σ0,t−s, and so the whole evolution family
is reduced to a semigroup.
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Remark 3.8. Consider a monotone evolution family which is not necessarily normal. Under a
suitable assumption on absolute continuity of t 7→ ϕs,t(z), the F–transforms ϕs,t will now satisfy
the differential equation
∂
∂t
ϕs,t = −Pt(ϕs,t) for a.e. t ∈ [s,∞), ϕs,s(z) = z ∈ H,
where Pt has the form
Pt = γt +
∫
R
1 + xz
z − x τt(dx),
and γt ∈ R and τt is a positive finite measure for a.e. t ≥ 0. This can be proven similarly and the
differential equation is the time-dependent version of the monotone Lévy-Khintchine formula, see
[31, Section 4].
In general, however, differentiability almost everywhere does not hold: Let ϕs,t(z) = z+C(t)−C(s),
where C : [0,∞) → R is any continuous function. These functions are the F–transforms of the
monotone evolution family {δC(s)−C(t)}0≤s≤t, but in general, t 7→ ϕs,t(z) is not differentiable almost
everywhere.
To summarize, for normal monotone evolution families we have three equivalent objects:
(σs,t)0≤s≤t ←→
F–transform
(ϕs,t)0≤s≤t ←→
Equation (3.7)
(νt)0≤t.
Remark 3.9. There exists also a multiplicative monotone convolution, see [7] and the references
therein, which naturally corresponds to the so-called radial Loewner equation. This differential
equation has been considered originally by C. Loewner in [24].
3.3 Anti-monotone evolution families
Quite similarly, one defines anti-monotone independence and anti-monotone convolution, see [13].
For probability measures µ, ν, the anti-monotone convolution µC ν is defined by FµCν = Fν ◦ Fµ.
Definition 3.10. We call a collection (σs,t)0≤s≤t of probability measures a (normal) anti-monotone
evolution family if it satisfies the conditions of Definition 3.4 with (b) replaced by
(b’) σs,t = σu,t C σs,u whenever 0 ≤ s ≤ u ≤ t.
The family (ϕs,t)0≤s≤t := (Fσs,t)0≤s≤t is now what is called a reverse evolution family in Loewner
theory, see [11, Definition 1.9], and one obtains analogously to Theorem 3.6:
Theorem 3.11. Let t > 0 and let (νs)0≤s≤t be a family of probability measures satisfying (3.1)
and let Ms be the Cauchy transform of νs. Denote by ϕs,t the solution to
∂
∂s
ϕs,t = Ms(ϕs,t) for a.e. s ∈ [0, t], ϕt,t(z) = z ∈ H. (3.10)
Then ϕs,t is the F–transform of a measure σs,t, and (σs,t)0≤s≤t is a (part of a) normal anti-
monotone evolution family.
Conversely, let (σs,t)0≤s≤t be a normal anti-monotone evolution family and let ϕs,t be the F–
transform of σs,t. For every t > 0, there exists a family (νs)0≤s≤t of probability measures such that
(3.1) holds and ϕs,t satisfies the (reverse) Loewner equation (3.10).
Proof. We consider the second statement first. Let ϕs,t be the F–transforms of a normal anti-
monotone evolution family σs,t. First, note that σs,t is also continuous w.r.t. to the variable s. This
follows from writing ϕs,t = ϕ−10,s ◦ ϕ0,t and using [26, Theorem 2.5].
Let T ≥ t. It is now easy to see that {σT−v,T−u}0≤u≤v≤T is (a part of) a normal monotone evolution
family and we obtain equation (3.10) by applying Theorem 3.6 to differentiate w.r.t. to v (and
then changing T − v to s, T − u to t).
Now we consider the converse statement. We can first solve equation (3.10) (see [11, Theorem 4.2
(i)]) and then reverse the time again to obtain the F–transforms of a normal monotone evolution
family by Theorem 3.6. This implies that {ϕs,t}0≤s≤t corresponds to a normal anti-monotone
evolution family.
Remark 3.12. The chordal Loewner equation (3.2) differs from (3.10) only in the initial value,
i.e. ϕt,t(z) = z instead of ϕ0,t(z) = z.
Equivalently (see [11, Theorem 4.2 (ii)]), one can describe ϕs,t as the solution to
∂
∂t
ϕs,t(z) = − ∂
∂z
ϕs,t(z) ·Mt(z) for a.e. t ∈ [s,∞), ϕs,s(z) = z ∈ H, (3.11)
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where Mt is again the Cauchy transform of a probability measure νt. This equation basically follows
by taking the derivative w.r.t t in the relation ϕs,t ◦ ϕt,u = ϕs,u, 0 ≤ s ≤ t ≤ u, and using (3.10).
Note that (3.11) is nothing but (3.3).
3.4 The slit equation
The most prominent Loewner equation is the so-called slit equation, which simply corresponds to
νt = δU(t), where U : [0,∞) → R is a continuous function. Both equations, (3.7) and (3.10), are
called slit equations in this case.
Let us stay now in the setting of monotone probability theory. Equation (3.7) is given by
∂
∂t
ϕs,t =
1
U(t)− ϕs,t for a.e. t ∈ [s,∞), ϕs,s(z) = z ∈ H. (3.12)
If the so called driving function U is smooth enough, then the solutions ϕs,t are conformal mappings
of the form ϕs,t : H→ H \ γs,t, where γs,t is a simple curve γs,t : [s, t]→ H with γs,t(s) = U(s) ∈ R
and γs,t(s, t] ⊂ H. Such a curve is also called a slit of the upper half-plane. For the smoothness
conditions, we refer to [27, 23, 22].
Conversely, for every slit γ there exists T > 0 and U : [0, T ] → R such that the solution of (3.12)
satisfies ϕ0,T (H) = H \ γ; see [16] and the references therein.
If U(t) ≡ u ∈ R, then the solution ϕs,t = ϕ0,t−s to (3.12) is given by
ϕ0,t(z) = u+
√
(z − u)2 − 2t,
which maps H onto H minus a straight line segment from u to u+ i
√
2t. The corresponding prob-
ability measure is given by σ0,t = δ−u B µA,t B δu.
If U(t) is not constant, then one can approximate ϕ0,t by the solution of a piecewise constant
driving function.
Choose N ∈ N and let ∆t = 1N be a time interval. Assume we are interested in ϕ0,K∆t, K ∈ N.
Approximately, it can be obtained as follows: Let ∆0,∆1, ... be defined by ∆k = U((k + 1)∆t) −
U(k∆t). We have σk∆t,(k+1)∆t ≈ δ−∆k B µA,∆t B δ∆k , and consequently
σ0,K∆t = σ(K−1)∆t,K∆t B σ0,(K−1)∆t = ... ≈
K−1
B
k=0
(δ−∆k B µA,∆t B δ∆k) =: σN0,K∆t. (3.13)
We note that for the computation of the conformal mappings, a slightly different approximation is
more suitable for practical use, see [19].
Example 3.13 (Schramm-Loewner Evolution). Let Bt : [0,∞) → R be a standard Brownian
motion and κ ∈ (0,∞). Let νt = δ√κ/2Bt . The solution gt to the stochastic differential equation
(3.2), i.e.
∂
∂t
gt =
1
gt −
√
κ/2Bt
, g0(z) = z,
describes the growth of a random curve in H from 0 to ∞, which is called Schramm-Loewner
evolution (SLE). This curve is a slit with probability one if and only if κ ∈ (0, 4]. SLE and its gen-
eralizations have important applications in statistical mechanics and probability theory. We refer
to [20] for an introduction.
The solution to (3.12) with U(t) =
√
κ/2Bt is called backward SLE (see [35]). It corresponds to a
(classically) random normal monotone evolution family (σs,t)0≤s≤t.
Now we can approximate σ0,K∆t as follows: Let ∆0,∆1, ... be a sequence of (classically) independent
normally distributed random variables with mean 0 and variance κ2 ∆t. Then
σ0,K∆t ≈
K−1
B
k=0
(δ−∆k B µA,∆t B δ∆k) =: σN0,K∆t.
We have σ0,K∆t = limN→∞ σN0,K∆t in the sense of convergence in distribution with respect to the
topology induced by weak convergence; see [39] for an even stronger statement.
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3.5 Free evolution families
Let (µt)t≥0 be a free semigroup, i.e. µt+s = µt  µs. In this case, Rµ has an analytic extension to
H and
Rµ = α+
∫
R
z + x
1− xz ν
′(dx) (3.14)
with α ∈ R and ν′ is a finite positive measure. Moreover, µ has mean 0 and finite variance σ2 if
and only if
Rµ =
∫
R
z
1− xz ν(dx) =
∫
R
1
1/z − x ν(dx) = Gν(1/z),
where ν is a measure with ν(R) = σ2; see [26, Theorem 6.2] and [9, Theorem 5.10], [2, Section 4.1].
By generalizing equation (2.1), we obtain evolution families with respect to the free convolution;
see [10].
Definition 3.14. We call a collection (σs,t)0≤s≤t of probability measures a (normal) free evolution
family if it satisfies the conditions of Definition 3.4 with (b) replaced by
(b”) σs,t = σu,t  σs,u whenever 0 ≤ s ≤ u ≤ t.
Let νt be a family of probability measures such that t 7→ Gνt(z) is measurable for every z ∈ H.
Now we consider the non-autonomous version of equation (2.1) with α = δ0 and we replace R(z)
by Gνt(1/z):
∂
∂t
Gs,t(z) = − ∂
∂z
Gs,t(z) ·Gνt(1/Gs,t(z)) for a.e. t ∈ [s,∞), Gs,s(z) =
1
z
.
The R–transform in free probability theory corresponds to the F–transform in monotone probability
theory. So, instead, we take Rs,t = G−1s,t − 1z and obtain the simple equation
∂
∂t
Rs,t(z) = Gνt(1/z) for a.e. t ∈ [s,∞), Rs,s(z) = 0. (3.15)
Theorem 3.15. Under the above assumptions, (3.15) has a unique solution Rs,t. For all 0 ≤ s ≤ t,
Rs,t is the R–transform of a probability measure σs,t and the collection (σs,t)0≤s≤t is a normal free
evolution family.
Conversely, let (σs,t)0≤s≤t be a normal free evolution family. Then there exists a family (νt)t≥0 of
probability measures such that Gνt satisfy (3.1) and the R–transform Rs,t of σs,t satisfies equation
(3.15).
Proof. Obviously, the solution Rs,t of (3.15) is simply given by
Rs,t(z) =
∫ t
s
∫
R
1
1/z − x ντ (dx)dτ.
As Rs,t is a holomorphic mapping with Rs,t(H) ⊂ H, it is easy to see that this function also has the
form Rs,t(z) = Gαs,t(1/z) for a positive measure αs,t; see [15, Lemma 1]. The behaviour of Rs,t
for z near 0 yields that αs,t(R) =
∫ t
s
ντ (R) dτ = t− s. This implies that Rs,t(z) is the R–transform
of a probability measure σs,t with mean 0 and variance t− s. Clearly, Ru,t +Rs,u = Rs,t whenever
0 ≤ s ≤ u ≤ t and Rt,t = 0, which implies σs,t = σu,t  σs,u, σt,t = δ0. Furthermore, as t 7→ Rs,t
is continuous with respect to locally uniform convergence, we obtain from [9, Proposition 5.7] that
σs,u converges weakly to σs,t as u→ t.
Conversely, let Rs,t be the R–transform of σs,t. Fix some s ≥ 0 and let t ≥ s.
Then, Rs,t(z) = Gαs,t(1/z) with αs,t(R) = t− s. This implies that, for z ∈ H, the map t 7→ Rs,t(z)
is Lipschitz continuous:
|Rs,t(z)−Rs,u(z)| = |Ru,t(z)| ≤
∫
R
1
|1/z − u|αu,t(du) ≤
t− u
Im(1/z) ,
for all s ≤ u ≤ t.
Thus, t 7→ Rs,t(z) is differentiable for every t ∈ [s,∞) except a zero set N (z). By considering a
countable dense subset D ⊂ H, we conclude that there exists a zero set N ⊂ [s,∞) such that
t 7→ Rs,t(z) is differentiable for every z ∈ D and every t ∈ [s,∞) \ N .
Now assume t 7→ Rs,t is differentiable at t0 for all z ∈ D and let h > 0. Then h−1(Rs,t0+h −
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Rs,t0) = h−1Rt0,t0+h. This function can be represented as h−1Rt0,t0+h(z) = Gβt0,h(1/z) for a
positive measure βt0,h with βt0,h(R) = h−1(t+ h− t) = 1.
It can easily be verified that the closure of the set of all Cauchy-transforms of probability measures
is the set of all Cauchy-transforms of non-negative measures with mass ≤ 1. This family is locally
bounded as every such Gν satisfies |Gν(z)| ≤ 1Im(z) .
We assumed that the limit limh→0Gβt0,h exists for all z ∈ D. By the the Vitali-Porter theorem,
see [36], Section 2.4, we have in fact locally uniform convergence and thus
lim
h→0
Gβt0,h(z) = Gνt0 (z)
for a non-negative measure νt0 with νt0(R) ≤ 1. In particular, t 7→ Rs,t(z) is differentiable for all
t ∈ [s,∞) \ N and all z ∈ H.
By the proof of the first part, we have that
∫ t
s
ντ (R) dτ is equal to t − s; hence ντ (R) = 1 for a.e.
τ ≥ s. Clearly, we can choose (νt)t≥0 such that νt is a probability measure for every t ≥ 0 and that
t 7→ Gνt(z) is measurable for every z ∈ H.
Thus, a normal free evolution family can be described as:
(σs,t)0≤s≤t ←→
R–transform
(Rs,t)0≤s≤t ←→
Equation (3.15)
(νt)0≤t.
Remark 3.16. If we consider a free evolution family, not necessarily normal, then, under a suitable
assumption of absolute continuity, the R–transforms Rs,t correspond to the differential equation
∂
∂t
Rs,t = Pt(Rs,t) for a.e. t ∈ [s,∞), Rs,s(z) = z ∈ H,
where Pt has the form (3.14) with some αt ∈ R and a positive finite measure ν′t for a.e. t ≥ 0.
Example 3.17 (“free slit equation”). One can look at the analogue of the slit equation in the free
setting in two different ways. First, let Ut : [0,∞) → R be a continuous function and consider
νt = δUt , i.e. Gνt(z) = 1z−U(t) . Then Rs,t(z) =
∫ t
s
1
1
z−U(τ)
dτ .
Secondly, we look at the analogue of (3.13) in the free setting, i.e. we replace the arcsine distribution
by the semicircle distribution. However, as δ−∆k  µW,∆t  δ∆k = µW,∆t due to commutativity of
, we simply obtain that σN0,K∆t = σ0,K∆t = µW,K∆t, i.e. we obtain a free Brownian motion
σs,t = µW,t−s.
4 Further Remarks
Question 4.1. Let µ be a probability measure such that its F–transform Fµ is injective and Fµ(H) =
H \ γ for a slit γ. How can those probability measures µ be characterized?
A basic property of those probability measures is the symmetry with respect to a point u ∈ R,
which is the preimage of the tip of the slit γ with respect to the mapping Fµ.
Proposition 4.2. Let µ be a probability measure such that Fµ maps H conformally onto H \ γ,
where γ is a slit.
(a) Assume γ is starting at 0. Then suppµ is a compact interval [a, b] and µ has a density d(x)
on (a, b).
(b) Assume γ is starting at s ∈ R \ {0}. Then suppµ = {x0} ∪ [a, b], where µ has a density d(x)
on the compact interval [a, b] and an atom at some x0 ∈ R \ [a, b].
In both cases, there exists u ∈ (a, b) and a homeomorphism h : (a, b) → (a, b) with h(u) = u,
h(a, u] = [u, b) such that d(h(x)) = d(x) for all x ∈ (a, b).
Proof. As the domain H \ γ has a locally connected boundary, the mapping Fµ can be extended
continuously to H; see [34, Theorem 2.1].
There exists an interval [a, b] such that f([a, b]) = γ and there is a unique u ∈ (a, b) such that Fµ(u)
is the tip of the slit. All points [a, u] correspond to the left side, all points [u, b] to the right side of
γ. (This orientation follows from the behaviour of Fµ(x) as x→ ±∞.) Hence, there exists a unique
homeomorphism h : (a, b) → (a, b) with h(u) = u, h(a, u] = [u, b) such that Fµ(h(x)) = Fµ(x) for
all x ∈ (a, b).
It follows from [37, Theorem F.6] that µ is absolutely continuous on (a, b) and the density d(x)
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satisfies d(x) = −1pi Im(1/Fµ)(x). Hence, d(h(x)) = d(x) for all x ∈ (a, b).
If 0 is not the starting point of the slit, µ is absolutely continuous on [a, b] as Gµ(a), Gµ(b) 6= ∞.
Furthermore, Fµ has exactly one zero x0 ∈ R \ [a, b] in this case. Hence, 1/Fµ has a pole at z = x0
and we conclude that µ has an atom at x0 (see [37, Theorem F.2]). As Im(1/Fµ)(x) = 0 for all
x ∈ R \ ({x0} ∪ [a, b]}, we conclude that suppµ = {x0} ∪ [a, b], again by using [37, Theorem F.6].
If 0 is the starting point of γ, then suppµ = [a, b].
Remark 4.3. A slit γ is called quasislit if γ approaches R nontangentially and γ is the image of
a line segment under a quasiconformal mapping.
The theory of conformal welding implies: γ is a quasislit if and only if h is quasisymmetric; see
[23, Lemma 6] and [27, Lemma 2.2].
Let (σs,t)0≤s≤t be a (free/monotone/anti-monotone) evolution family of compactly supported prob-
ability measures. Of course, one is interested in realizations of such a family of distributions as a
process on a C∗–algebra.
Definition 4.4. A realization of (σs,t)0≤s≤t is a C∗–algebra (A, ϕ) with a collection (Xt)0≤t ⊂ A
of self-adjoint random variables such that
(a) X0 = 0,
(b) the distribution of Xt −Xs is given by σs,t for all 0 ≤ s ≤ t,
(c) the increments (Xt2 −Xt1 , ..., Xtn −Xtn−1) are independent for all 0 ≤ t1 ≤ t2 ≤ ... ≤ tn.
One can require also further regularity conditions for the map t 7→ Xt.
A realization of the free semigroup (σs,t)0≤s≤t = µW,t−s is called a free Brownian motion. Simi-
larly, a realization of the monotone semigroup (σs,t)0≤s≤t = µA,t−s is called a monotone Brownian
motion, which corresponds to Example 3.1.
In general, one can switch between non-commutative and classical evolution families of probability
measures by using the Lévy–Khintchine representation formulas; see [4, Remark 5.17, Theorem
4.14] and [14, Theorem 2.2].
A free Brownian motion can be realized on the free Fock space (see [38])
F (L2(R)) = ΩC⊕
∞⊕
n=1
L2(Rn),
where Ω ∈ L2(R) has norm 1.
Now one takes A = B(F (L2(R))), which is the space of all bounded linear operators on F (L2(R)),
and ϕ : A → C, ϕ(a) = 〈aΩ,Ω〉 .
In a similar way, one can realize a monotone Brownian motion on the monotone Fock space; see
[29]. Realizations can also be described by “quantum stochastic differential equations”. We refer
to [14, Theorem 4.1] and [4, p.246] for the monotone and [4, Section 5.4 on p.121 and Section 6 on
p.123] for the free case.
Question 4.5. Is it possible to realize the (classically) random monotone/anti-monotone evolution
family of SLE (i.e. νt = δ√κ/2Bt)?
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