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Anomalous thermal fluctuation distribution sustains
proto-metabolic cycles and biomolecule synthesis†
Rowena Ball,∗a John Brindleyb
An environment far from equilibrium is thought to be a
necessary condition for the origin and persistence of
life. In this context we report open-flow simulations of a
non-enzymic proto-metabolic system, in which hydrogen
peroxide acts both as oxidant and driver of thermochemical
cycling. We find that a Gaussian perturbed input produces
a non-Boltzmann output fluctuation distribution around
the mean oscillation maximum. Our main result is that net
biosynthesis can occur under fluctuating cyclical but not
steady drive. Consequently we may revise the necessary
condition to “dynamically far from equilibrium”.
It is generally assumed that primeval chemical evolution and
the origin of life must have taken place in a strongly nonequi-
librium milieu1 which also, and inevitably, was subject to ran-
dom perturbations, or some degree of noisiness and variabil-
ity2–10. Regular heating-cooling cycles are also understood to
have been necessary to drive polymerisation, replication and
proto-metabolism in pre-cellular proto-living systems11–13. Two
relevant questions arising naturally are then: (I) Could some form
of thermal fluctuation distribution, produced by random pertur-
bations of the environmental temperature, drive proto-metabolic
cycles and biosynthetic processes advantageously over hydrolysis
and degradation reactions? (II) In particular, how do Gaussian
perturbations of the inputs affect the outputs from a thermally
periodic drive?
In previous articles we reported simulation studies of repli-
cation of a small RNA14 and a prebiotic-relevant dimeriza-
tion15,16 driven by the thiosulfate-hydrogen peroxide (THP)
thermochemical-pH oscillator (see Table S1 in the ESI†). For the
dimerization we found that hetereogeneity and stochastic inputs
led to a favorable distribution of fluctuations of the thermal os-
cillation amplitude; in other words, for that case the answer to
question (I) above is “yes”. Here we report an important gener-
alisation of those results to more complex chemical systems. We
also, in response to question (II), explore the more fundamental
physics of the connection between input and output temperature
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fluctuations for open complex reaction systems.
We find empirically that the frequency distribution of output
temperature fluctuations due to Gaussian thermal fluctuations of
the input is non-Gaussian, and in nonequilibrium steady state is
skewed and weighted so that a complex chemical system under
such governance inevitably is degraded, or cannot develop. But
this life-denying scenario changes dramatically under dynamical
conditions of self-sustained thermochemical cycling. By isolating
the frequency distribution of fluctuations around the mean os-
cillation amplitude we show how the fundamental physics that
governs thermochemical relaxation oscillations, associated with
the specific heat of the liquid medium, also permits the sustain-
ment and growth of complex chemical systems, and that it may
manifest in transiently non-Boltzmann populations of molecular
and intermolecular quantized modes.
The influence of spontaneous concentration fluctuations on
simple replicating networks in the isothermal case was studied
by Brogioli4. He proposed that such networks must drift along a
manifold of marginally stable stationary states in order to evolve
spontaneously. Our results relax that stringent requirement in
the more realistic, nonisothermal scenario where thermal cycling
drives a reaction network.
We used the TCA (tricarboxylic acid) metabolic cycle analogue
that was proposed and studied experimentally by Springsteen et
al.17. The experimenters used hydrogen peroxide as the oxidant
and thermostatted temperature changes, the objective being to
show how a simple metabolic cycle could operate in the absence
of redox enzymes in an origin-of-life scenario. Fig. 1 shows the
reaction system of two oxidative cycles fed by glyoxalate, X1, and
linked via oxaloacetate, X2, that ultimately drive production of
aspartate, X10. We used the THP oscillator to drive this system in
open flow, thus providing both the hydrogen peroxide and tem-
perature cycling smoothly and self-consistently.
The simulated system consists of the proto-metabolic cycle re-
actions of Fig. 1 plus those of the THP oscillator (see ESI†),
housed in a nonequilibrium flow-through cell coupled to a ther-
mal bath, with parameters set in the range over which thermo-
chemical oscillations are spontaneously generated and sustained.
It is modelled by the following dynamical mass balances,
V
dcx
dt
=V∑
p
σri(T )+F(cx,f− cx), (1)
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Fig. 1 Schematic of the proto-metabolic system from 17 as used in this
work. X1 is glyoxalate, X2 is oxaloacetate, X10 is aspartate, the other
species are identified in the ESI†.
Table 1 Four cases treated in the text
Case T¯a (K) L (mW K−1) C¯ (J(K L)−1) T (K) X10 (M)
I 282 0.002 3400 ∗308 ∗7.62×10−8
II 282 0.0025 3400 296 3.34−10
III 290 0.0035 3400 308 4.11−9
IV 282 0.002 4400 296 3.51×10−10
∗time-average value
where cx is concentration of reactant or intermediate x, the sum-
mation is over the p reaction rates ri,(i=1...p) that involve x, σ = 1
for intermediates produced and σ = −1 for reactants and inter-
mediates consumed, V is the cell volume and F is the volumetric
flow rate, and the enthalpy balance
VC¯
dT
dt
=V∑
n
(−∆Hi)ri(T )+(FC¯)(T˜a−T )+L(T˜a−T ), (2)
where the summation is over the n reaction enthalpy (−∆Hi) con-
tributions, C¯ is the average volumetric specific heat, and L is
the thermal conductance of the cell walls. Equations (1) and
(2) are thermally coupled through the Arrhenius temperature de-
pendences of the coefficients ki of the reaction rates ri, where
ki(T ) = zi exp
(
−Ei
RT
)
and zi and Ei are the frequency factors and
activation energies, R is the gas constant. The stochastic ambi-
ent (or thermal bath) temperature is T˜a = T¯a + δTa, where T¯a is
the mean and δTa is the normally distributed random fluctuation
with variance s = ωT¯a. This mimics the necessarily messy envi-
ronment that must have hosted pre- and proto-cellular chemical
evolution. Equations (1) and (2) were integrated to obtain the
output temperature and concentrations.
A typical time series within the oscillatory regime is shown in
Fig. 2. The values of the input parameters T¯a, L, C¯ and the av-
erage output temperature T and aspartate concentration X10 are
given as Case I in Table 1. The fluctuations of the oscillation
maxima in Fig. 2 are notable — these are purely a dynamical
phenomenon. A great many smaller fluctuations on the troughs,
shoulders, upsweeps and downsweeps also are evident on close
inspection — these are a steady state phenomenon.
We summarize the fluctuations in the frequency histogram
shown in Fig. 3 (a). Although resulting from normally dis-
tributed perturbations of the ambient temperature, the distribu-
tion is manifestly bimodal with a maximum at around 298 K and
a maximum of lower number frequency at around 336 K.
We can observe the high number frequency, low temperature,
distribution without interference by damping the THP oscilla-
tions; this is achieved simply by increasing the thermal conduc-
tance L until (mathematically) a Hopf bifurcation point is crossed,
and taking the histogram of another time series. (Note that
this method is physically preferable to taking an algebraic steady
state.) This is Case II in Table 1. The histogram is shown in
Fig. 3 (b) where we have used the perturbation δT around the
mean of zero. Interestingly, it has the form of a gamma proba-
bility distribution, which characteristically has positive skewness
and positive excess kurtosis. It shows that large high-temperature
fluctuations occur with low frequency and is weighted towards
lower temperatures. A complex molecular system under its gov-
ernance must degrade into simpler elements over time, because
in typical biochemical condensations, such as those of Fig. 1,
the non-enzymic degradation or hydrolysis generally has a lower
activation energy than the synthesis or condensation. Such a
system cannot sustain complex biochemical cycles and chemical
evolution and inevitably must revert to a flowing soup of simple
species, unable to grow or evolve.
In Case III, Table 1, T¯a and L are adjusted within the fluctuat-
ing steady state regime to obtain an average output temperature
equal to that of Case I, but the output concentration of aspartate
is lower by a factor of 20.
It is known that in a closed, non-reactive, near-equilibrium
thermodynamic system at steady state the fluctuations induced
by Gaussian thermal fluctuations through the boundary are non-
Gaussian, and are described by a gamma probability density func-
tion18. By the numerical distribution in Fig. 3 (b) and its calcu-
lated statistical parameters this remains true for an open, reac-
tive, far-from-equilibrium system at steady state. Clearly, then,
the “strongly out of equilibrium” condition, though necessary, is
not sufficient for life, and we may infer that the dynamical distri-
bution of fluctuations — the smaller hump at higher temperature
in Fig. 3 (a) — also is needed to sustain proto-metabolic cycles
and biosynthetic processes. What does it look like?
We have picked out the thermal oscillation maxima from the
time series, extended, in Fig. 2 and show the resulting histogram
of perturbations around the mean in Fig. 3 (c). For comparison
in Fig. 3 (d) we show the similar histogram for a run of the THP
oscillator reactions alone. We elicit several important points.
1. The calculated statistical parameters are given but, really, vi-
sual inspection of the distribution in Fig. 3 (c) tells the story
clearly: Over time, high temperature, high activation en-
ergy synthetic reactions must be favoured over the reverse,
low activation energy, hydrolysis and degradation reactions,
thus complex processes leading to life are enabled.
2. A right-weighted, left-skewed distribution is evident in
Fig. 3 (d) as well as in Fig. 3 (c), thus we infer that the
THP oscillator provides a suitable drive for proto-metabolic
processes and chemical to biological evolution.
3. The additional nonlinearity and complexity provided by the
metabolic reactions right-weights and left-skews the distri-
bution in Fig. 3 (c) further than that in (d). Given that there
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Fig. 2 A time window of the computed cell temperature from Eqs (1)–(2).
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Fig. 3 Frequency histograms, where n number of data points, M median, S skewness, κxs excess kurtosis. (a) The fluctuating temperature from
the time series, extended, of Fig. 2. (b)–(d) Output temperature fluctuations: (b) in steady state with Bezier-approximated envelope, (c) and (d) in
dynamical state — fluctuations of the thermal oscillation mean maximum for the full system (c) and for the reactions of the THP oscillator alone (d).
is an optimum fluctuation distribution (which we do not
know precisely) that balances metabolic and synthetic reac-
tions against destructive effects of high temperature maxima
that may occur too often, this suggests that the chemical sys-
tem itself selects this distribution to optimize performance,
in this case, the output of aspartate. The long-term effect is
to produce more structure, and more complex structure, and
allow greater persistence of structure19.
The above discussion having cast some light on questions (I)
and (II), we are led immediately to question (III): What is the
mechanism behind the dynamical distributions in Fig. 3 (c) and
(d), an extraordinary contrast to that in Fig. 3 (b), even though
both are produced by strongly nonequilibrium systems?
For a fluctuating steady state the fluctuation distribution re-
flects the physics behind the equilibrium Boltzmann distribution
of internal quantized modes and to this extent it is not surpris-
ing that we see the gamma distribution in Fig. 3 (b). But this
physics does not govern dynamical fluctuations, in this case, of
the oscillation amplitude.
The dynamical behaviour of a thermoreactive system is gov-
erned by the specific heat of the medium, C¯, which multiplies the
dynamical term on the left-hand side of Eq. 2. In liquid media
the major contributor, ∼90%, to the specific heat is the poten-
tial energy of the intermolecular vibrational and intramolecular
rotational modes20.
Thermochemical oscillations are true relaxation oscillations
and their physics in terms of the specific heat of the medium was
elucidated by two-timing analysis20. Their characteristic form is
non-sinusoidal and non-symmetric. Typically, in “slow time” re-
actant is being consumed but the temperature is barely rising,
because the reaction enthalpy is stored in the internal quantized
potentials of the medium. A temperature spike occurs when these
modes become saturated. At the temperature peak the “fast”, dis-
sipative time scale becomes dominant and the temperature re-
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laxes, linearly and independently of the specific heat, because the
reactant (hydrogen peroxide in this case) locally is depleted. We
may make an educated guess that the internal mode populations
become transiently non-Boltzmann just before the explosive heat
release and temperature spike, and this population inversion may
be reflected in the shape of the distributions in Fig. 3 (c) and (d).
How reasonable is this ansatz, granted that the specific heat is
modelled as a bulk, constant quantity in Eqs (1) and (2)? Sev-
eral cases of reactive chemical systems have been reported where
the reaction enthalpy deposited into rotational and vibrational
modes produces non-Boltzmann populations at moderate temper-
atures21,22. More generally it has been shown that nonequilib-
rium systems with sufficiently complex stochastic dynamics may
exhibit non-Boltzmann statistics23. Such systems can exhibit a
superposition of two (or more) different statistics, or superstatis-
tics: the foundational one given by ordinary Boltzmann factors,
and another given by the fluctuations at a different local thermal
state. The superstatistics of our system is exemplified in Fig. 3 (a),
which is a superposition of the steady-state distribution shown in
(b), governed by the Boltzmann population distribution of inter-
nal quantized modes, and the dynamical distribution in (c), gov-
erned by the specific heat of the medium and the extent to which
non-Boltzmann populations of those modes can be supported.
An alternative method of damping the dynamics of Eqs (1)–(2)
is to vary the specific heat C¯ until a Hopf bifurcation condition
fails20. Physically this means that the fluctuation distribution of
Fig. 3 (c) is suppressed and that of Fig. 3 (b) remains, so that the
high activation energy metabolic and synthetic reactions (such as
aldol condensations) cannot be sustained over the reverse reac-
tions of lower activation energy. The resulting relatively poor pro-
duction of aspartate in a medium of (unrealistically) high specific
heat is given as Case IV in Table 1.
From the results presented in Fig. 3 and these discussions we
are led to the following conclusions:
1. The far-from-equilibrium requirement is a necessary but not
sufficient condition for stochastic media to support nonen-
zymic proto-metabolism, biosynthesis and chemical evolu-
tion. Additionally, such media are required to sustain non-
steady, or dynamical activity that can produce the right-
weighted, left-skewed (or “pro-life”) spectrum of thermal
fluctuations exemplified in Fig. 3 (c), which on average
supports high activation energy biosynthetic reactions over
low activation energy degradation reactions. Nonequilib-
rium stochastic media at steady state cannot support such
processes because the fluctuation spectrum is left-weighted
and right-skewed (or “anti-life”) as in Fig. 3 (b), so that over
time low activation energy degradation reactions prevail.
2. These results provide constraints on the types of media in
which chemical evolution is likely to occur. Postulates that
extraterrestrial life may be found in seas of liquid hydrocar-
bons, such as on Titan, are limited by the low specific heat of
such media. At the other end, the high specific heat of fresh
water may preclude it as a medium for chemical evolution.
The dissolved salts in seawater and the presence of hydro-
gen peroxide may bring the specific heat into the conducive
“goldilocks” range.
3. It is likely that the anomalous fluctuation frequency distri-
butions in Fig. 3 (c) and (d) are reflected from transient
non-Boltzmann populations of quantum states of the liquid
medium. We suggest that experiments designed to observe
low frequency intermolecular vibrations in the far infrared
in a dynamical THP medium may prove rewarding.
We make the general observation arising from and illustrated
by this work that the study of thermal fluctuation distributions is
a powerful but under-utilized tool for furthering understanding
of the behaviour of complex nonequilibrium chemical systems.
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