We model a thalamo-cortical system using the following two assumptions: 1.) Each cortical column is an autonomous oscillator. 2.) Connections between cortical columns and the thalamus are weak. Our goal is to deduce from these assumptions general principles of thalamocortical interactions that are independent of the equations describing the system.
Introduction
Rhythmic activity is ubiquitous in the brain (Gray 1994) . A reasonable way to understand its role in neural coding and in processing of information is to model it. Unfortunately, mathematical models in neuroscience have restricted value since the results can depend on particulars of the models: Various models of the same brain structure could produce various results. In contrast, our goal is to derive results that are largely independent of the model and that can be observed in a broad class or a family of neural models. To carry out this task we reduce the broad family of models to a canonical model (Hoppensteadt and Izhikevich 1997) . Brie y, a model is canonical if there is a continuous change of variables that transforms any other model from the family into this one. The change of variables is usually not invertible, so we lose something in return for generality.
It is a di cult task to derive a canonical model for a broad family of models. Some partial success is when the family describes neurons or the entire brain operating in a critical regime, such as a bifurcation (Hoppensteadt and Izhikevich 1997) . Then, the question of biological plausibility of a canonical model is replaced by the question of plausibility of a critical regime. This is a clear advantage of using canonical models.
In this paper we study a broad family of models that describe thalamo-cortical system. We require that each model from the family satisfy only two assumptions:
The thalamus and each cortical column is an endogenous (autonomous) oscillator. The oscillators are weakly connected. We discuss these assumptions in detail in Section 2. In Section 3 we present the theorem that proves that any mathematical model satisfying the assumptions above can be transformed into a phase model by a continuous noninvertible change of variables. Therefore, the phase model is a canonical one.
In Section 4 we analyze the phase model. In particular, we show that if two cortical columns have non-resonant frequencies, then there is a nearly-identity change of variables that transforms the canonical model into an uncoupled form. This implies that the existence of synaptic connections between any two cortical columns does not guarantee that the columns interact: They interact only when there is a certain (resonance) relation between their frequencies; therefore, the interactions are frequency modulated (FM). When the relation holds, the cortical columns interact through phase deviations, which are also referred to as being frequency modulations. Thus, communication between weakly connected cortical oscillators employs FM radio principle: the frequency of oscillation encodes the channel of communication, while the information is transmitted via frequency modulations.
Thus, the cortex is partitioned by frequencies into relatively independent ensembles of cortical columns processing information without cross-interference. Each column can change its membership between ensembles simply by adjusting its frequency of oscillations.
We also show that if the thalamic input has an appropriate frequency, then it can dynamically link any two cortical columns that would be unlinked otherwise. Thus, by adjusting its temporal activity, the thalamus has complete control over information processing taking place between cortical columns.
In Section 5 we illustrate the result using two weakly connected space clamped Hodgkin-Huxley oscillators. This leads to the following conclusion: The mean ring rate of a periodically spiking neuron does not carry any information other than identifying a channel. Information (neural code) is carried through modulations of interspike intervals.
We stress that our usage of canonical models yields model-independent result. Thus, FM interaction is a genuine property of any mathematical model that satis es only few assumptions, which we discuss next.
Assumptions
In this paper we prove results for a broad family of mathematical models satisfying the following assumptions.
Weak Connections. This assumption is discussed in detail by Hoppensteadt and Izhikevich (1997) . It is based on the observation that average amplitude of post synaptic potential (PSP) is smaller than 1 mV. For example, PSP in hippocampal granule cells are as small as 0:1 0:03 mV (McNaughton et al. 1981) , which is extremely weak in comparison with both the amplitude of action potentials, which is around 100 mV, and the mean EPSP size necessary to discharge a hippocampus cell, which is 24 9 mV. Firing of a hippocampal CA3 pyramidal cell elicits EPSP in other CA3 pyramidal cells ranging from 0:6 to 1:3 mV (Miles and Wong 1986) . Firing of the same CA3 cell can evoke EPSP in CA1 pyramidal cells (via Scha er collateral) of amplitude 0:13 mV (Sayer et al. 1990 ). The majority of PSPs in pyramidal neurons of the rat visual cortex are less than 0:5 mV in amplitude, with the range 0:05 ? 2:08 mV (Mason et al. 1991) . As Mason and co-authors point out in their discussion section, there is an underestimate of the true range because PSPs smaller than 0:03 mV would have gone undetected.
Small amplitudes of PSP imply that there must be many (a few hundred) presynaptic neurons ring simultaneously to make a given cell re. Such synchronous ring is not rare in the brain. For example, it occurs during stimulus-dependent oscillations in cat visual cortex (Gray 1994) , which implies that cortical columns there might not be weakly connected. In contrast, rhythmic activity in the inferotemporal cortex of the macaque, in areas V1, MT (Bair et al. 1994 , Tovee and Rolls 1992 , and Young et al. 1992 , and in the rat hippocampus (Buzs aki et al. 1992) involves activity of few cells with low ring rates. This may lead to weak connections between cortical columns in those areas.
Autonomous Oscillations. We assume that each cortical column can exhibit periodic activity that is not induced by a rhythmic input, but is an endogenous (intrinsic) dynamical property of the column. Such an activity can easily be observed in many neural models, e.g., in the Wilson-Cowan model of a neural oscillator. Since the origin or brain rhythmic activity is far from being understood, it is not clear whether or not this assumption is satis ed in biological neural networks. Nonetheless, the assumption is certainly biologically plausible.
A cortical column may need a tonic (noisy) excitatory input to maintain oscillatory behavior. This does not contradict to our assumption provided that the input is not rhythmic.
Finally, we notice that most of our result discussed below can be extended for the case of quasiperiodic (multi-frequency) oscillations; see Figure 1 and Izhikevich (1998a). Conventional Synapses. Little is known about detailed mechanism of synaptic transmission. Therefore, any biophysically detailed model of synaptic transmission is just a crude approximation to the reality, no matter how detailed the model is. Since we use the canonical model approach, we do not assume anything about the dynamics of synapses and consider all possible mathematical models. The only assumption that we make is that the synaptic connections between cortical neurons are conventional; that is, they are axo-dendritic or axosomatic; see Figure 2 . The synaptic connections to/from
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Figure 2: Axo-dendritic and axo-somatic synapses are conventional. Axo-axonic and dendro-dendritic synapses are unconventional. They can frequently be found inside synaptic glomeruli (from Hoppensteadt and Izhikevich 1997) .
thalamic neurons may be unconventional; see Figure 3 . Finally, we notice that this assumption is not necessary for FM interactions to take place. Moreover, it does not even simplify the mathematical analysis. We need this assumption to make the results easier to explain.
3 The Phase Model Let X 0 2 R m0 describes activity of the thalamus, and X i 2 R m describes activity of the ith cortical column.
The assumptions discussed in Section 2 lead to the following mathematical model _ X 0 = F 0 (X 0 ) + "G 0 (X 0 ; X 1 ; : : : ; X n ; ") (1)
where unknown functions F 0 and F i describe dynamics of the thalamus and the ith cortical column, respectively; the unknown functions G 0 and G ij describe how the thalamus and the cortical columns interact, and the small parameter " 1 describes the strength of connections ion the network. Hoppensteadt and Izhikevich (1997, Corollary 8 .7) obtained the estimation 0:004 < " < 0:008 for a model of the hippocampus using in vitro data (McNaughton et. al. 1981 ).
Theorem 1 (Phase Equations for Oscillatory Neural Networks) Consider a family of weakly connected systems of the form (1, 2) such that each equation in the uncoupled system (" = 0) _ X i = F i (X i ); i = 0; : : : ; n ; has an exponentially orbitally stable limit cycle attractor 
where each i 2 S 1 is the phase of oscillation of the ith cortical column.
The proof of the theorem involves several steps, which we outline below. First we show (Lemma 4.5 in Hoppensteadt and Izhikevich 1997) that the direct product of limit cycles, M = 0 1 n , is a normally hyperbolic invariant manifold for the uncoupled (" = 0) system (1, 2). Then (Theorem 4.7 in Hoppensteadt and Izhikevich 1997) we show that a restriction of (1, 2) on M is a local model for all " " 0 ; that is, there is an open neighborhood W of M and a (non-invertible) mapping p W : W ! T n+1 that projects each solution of (1, 2) in W to a solution on M . Finally, we use invertible change of variables to convert (1, 2) on M into the phase model above.
Frequency Modulated Interactions
Even though the phase model (3, 4) is much simpler than any system of the form (1, 2), its analysis still poses a problem, since we do not know the form of the connection functions h 0 and h ij . Thus, we cannot answer the question \What can the phase model do?" Nevertheless, we may use the theorem below to answer the question \What is it that the phase model (3, 4) cannot do regardless of the form of the functions h 0 and h ij ?" Resonance relations among the frequencies play crucial role here.
We say that a vector of frequencies, 2 T n , is resonant if there is a nonzero integer vector k 2 Z n such that
The vector is nonresonant when k 6 = 0 for all nonzero k 2 Z n . When n = 2, the vector = ( 1 ; 2 ) is resonant when 1 and 2 are commensurable; that is, when the ratio 1 = 2 is a rational number.
We say that the matrix K is the resonance matrix if each row of K consists of relatively prime integers, the rows are linearly independent, and K = 0; see detailed discussion by Hoppensteadt and Izhikevich (1997, Chapter 9) .
Theorem 2 There is a near identity change of variables i (t) = # i (t) + o("t) that transforms (4) into a simpler model (5) where H ij has the following property:
If the frequency vector ij = ( 0 ; i ; j ) 2 R 3 is nonresonant, then H ij is a constant.
Suppose the frequency vector ij = ( 0 ; i ; j ) 2 R 3 is resonant, and let K ij be the corresponding resonance matrix. Then there is a function P ij such that H ij (# ij ) = P ij (K ij # ij ), where # ij = (# 0 ; # i ; # j ) 2 T 3 .
The proof is an obvious modi cation of that of Theorem 9.12 by Hoppensteadt and Izhikevich (1997) . The theorem also follows from a similar theorem for quasiperiodic oscillators (Izhikevich 1998a Corollary 4 If the frequency vector ij = ( 0 ; i ; j ) 2 R 3 is resonant, but j does not participate in the resonance relation, then the jth cortical column does not a ect the ith one on the large time scale of order 1=".
Since j does not participate in the resonance relation, the last row of the resonance matrix K ij is zero, therefore H ij = P ij (K ij # ij ) does not depend on # j . Corollary 5 If the frequencies i and j are commensurable, then the ith and the jth cortical columns may interact on the large time scale of order 1=" regardless of the input from the thalamus.
Indeed, there is a resonance relation k i i + k j j = 0 for some nonzero relatively prime integers k i ; k j 2 Z. Therefore the resonance matrix K ij has a row (0; k i ; k j ), which implies that # j may participate in the ith phase equation. Corollary 6 If the frequencies i and j are incommensurable, then the ith and the jth cortical columns may interact only when the thalamic input has the frequency 0 that is resonant with the pair ( i ; j ).
The simplest case when this happens is when 0 = j i j j.
The last two corollaries are especially interesting, since they claim that in order to interact, the cortical columns must establish certain resonance relation between their frequencies. In analogy with the FM radio, we say that the interactions are frequency modulated (FM). We discuss neurophysiological consequences of this result in Section 6.
If the frequency of oscillation does not carry any information other than identifying the channel of communication, then what carries the information? To answer this question, we introduce the phase deviation variables ' i (t) = # i (t)? i t, and the slow time = "t, and rewrite (5) in the form An apparent advantage of our usage of the canonical model is that we derived universal result that do not depend on the particulars of equations describing the dynamics of cortical columns and the thalamus. Moreover, the same results would be obtained if each unit _ X i = F i (X i ) described dynamics of a dendritic spine, a single neuron, or an entire brain structure. As soon as each such unit exhibits autonomous periodic activity, and the units are weakly connected, they display FM interactions.
To test the universality, we simulate two weakly connected periodically spiking space clamped HodgkinHuxley neurons. The phase of oscillation of a periodically spiking neuron is the timing of its spike; see "), a single ring of the presynaptic neuron makes only small changes in the membrane potential of the postsynaptic one. Such small changes cannot stop an oscillation or change signi cantly its amplitude or frequency. They can only produce a tiny advance or delay in the next ring of the postsynaptic neuron. Such an advance or delay is called a phase shift; see Figure 4 . Even though the phase shift is negligible on a time scale of one period, it may become substantial on a longer time scale of order 1=", since small postsynaptic phase shifts may accumulate with each cycle. This is a typical example of temporal integration.
If the postsynaptic phase shift were caused exclusively by increased levels of excitation (or inhibition) converging to the neuron, then the shift would depend on the frequency, but not on the timing of the presynaptic spiking. That is, if we changed the phase of the presynaptic oscillation without changing its frequency, the postsynaptic phase shift would be constant.
Simulations of the Hodgkin-Huxley model depicted in Figure 5 show that this is not always the case. The numerical experiment corroborates the canonical model prediction that the postsynaptic phase shift may or may not depend on the phase of presynaptic oscillations, depending on the relationship between pre-and postsynaptic frequencies. When the frequencies are nearly identical, the phase of the presynaptic oscillation a ects the postsynaptic phase through phase locking. When the frequencies are essentially di erent (see below), there are no signicant shifts in the postsynaptic phase even on a long time scale of order of hundreds of milliseconds.
To determine how the presynaptic phase a ects the postsynaptic one, we change gradually the former and measure the greatest phase shift acquired by the latter. Performing such a procedure for various " and various pre-and postsynaptic frequency ratios yields the familiar Arnold tongue picture depicted in Figure 6 . The black re- gions, which cover the Arnold tongues, denote the areas where the postsynaptic neuron acquires a sizable phase shift due to the phase of the presynaptic one. The fact that black regions are intermitted with the light ones for any xed small " implies that interactions are frequency modulated (FM). Notice also that in order to allow interactions, the frequency ratio does not have to be rational: It must be in an "-neighborhood of p : q for some small integers p and q. From the gure we see that interactions between weakly connected Hodgkin-Huxley oscillators are frequency modulated even for intermediate strength of connection ". 
Discussion
Our goal was to model thalamo-cortical system. Since the results of such modeling could depend on the particulars of equations, we used an alternative approach: We consider all possible mathematical models of the thalamocortical system satisfying only the following assumptions: 1.) Each cortical column is an autonomous oscillator. 2.) Cortical oscillators and the thalamus are weakly connected. Instead of studying all such models, we prove that each of them can be transformed into the canonical model (3, 4) by a continuos non-invertible change of variables. The advantage of such canonical model approach is that the results are model-independent. Many more canonical models for neuroscience applications are derived by Hoppensteadt and Izhikevich (1997) .
We still do not know how the thalamo-cortical system functions and what it can accomplish from the neurocomputational point of view. Nevertheless, we know what it cannot accomplish regardless of the equations describing its dynamics. When the cortical oscillators have nearly incommensurable frequencies and there is no thalamic forcing, any interactions between such cortical oscillators are functionally insigni cant (i.e., they average to zero) even when there are synaptic connections between them. When the cortical oscillators have nicely commensurable frequencies, they interact via phase deviations (frequency modulations, FM). Therefore, weakly connected cortical oscillators employ FM radio principle: Frequency encodes the channel of communication, while frequency modulations encode the information to be transmitted via the channel.
This result has the following implication: The entire cortex can be dynamically partitioned into intertwined but relatively independent assembles that process information without cross-interference. A cortical column may participate in di erent ensembles by changing its frequency. When the column has a quasiperiodic (multifrequency) activity, as in Figure 1 , it may participate in di erent ensembles simultaneously (Izhikevich 1998a) . To nd out what kind of information processing takes place inside such ensembles, one should study the canonical model (2). Hoppensteadt and Izhikevich (1997, Theorem 9.15) proved that the phase model may have oscillatory associative memory such that each memorized patter is represented by a limit cycle attractor.
The functional partition of the cortex may be dynamically reorganized by a rhythmic input from the thalamus. Indeed, the thalamus can link any \non-interacting" cortical columns if it has an appropriate frequency (Corollary 6). When there is a need to link many cortical oscillators, the thalamic input must be quasiperiodic or chaotic having appropriate frequencies in its power spectrum.
Since our approach is model-independent, it can also be applied to the hippocampus forced by the septum, to the olfactory cortex forced by the olfactory bulb, or to any other brain system that satis es the assumptions discussed in Section 2. Verifying the assumptions is essential, since we can easily present counterexamples showing that if either of them is violated, the FM interactions do not take place.
