Abstract: We observe that many special functions are solutions of so-called holonomic systems. Bernstein's deep theory of holonomic systems is then invoked to show that any identity involving sums and integrals of products of these special functions can be verified in a finite number of steps. This is partially substantiated by an algorithm that proves terminating hypergeometric series identities, and that is given both in English and in MAPLE.
Introduction
We are nowadays witnessing a spectacular comeback of the theory of special functions. This is expressed both by the various approaches [6, 18, 20, 41] that are successfully used to explain and give insight to large families of previously unrelated results, and by the dramatic applications of special function identities to the solution of longstanding open problems in pure mathematics [7, 16, 55] .
This paper initiates yet another approach to special functions that is based on Bernstein's theory of holonomic systems. Unlike the other approaches, the present approach does not give insight on any one particular identity. Instead it gives a kind of universal insight on many 322 D. Zeilberger / Holonomic systems for special functions identities at once. It implies that a large class of special function identities, that includes all terminating hypergeometric (alias binomial coefficients) identities, is verifiable in a finite number of steps.
One of the most salient features of the classical sequences of orthogonal polynomials { p,(x)} is that they satisfy both a second-order linear differential equation and a second-order linear A system like (1.2) is called "a maximally overdetermined system of linear differential-recurrence equations with polynomial coefficients on N x R", or a holonomic system on N x R, for short. Since (1.2a) and (1.2b) are independent (in a certain technical sense to be made precise later), they uniquely determine F(n, x), given a finite number of initial conditions. (In this example these are: F(0, 0) = 1, F'(0, 0) = 0, F(1, 0) = 0, F'(1, 0) = 1.) A function like P'(n, x) that is a solution of a holonomic system is called a holonomic function on N x R.
If we allow linear equations of any order, and generalize from one discrete and one continuous variable to several variables of each kind, we are led to consider the class of holonomic functions f(x 1,'", xnI, m,,...,mJ on R 'I X N"'. These are functions that satisfy "as many (homogeneous) linear (differential-recurrence) equations as possible (with polynomial coefficients)". They are uniquely determined as solutions of a system of such equations subject to a finite number of initial conditions. The notion of "satisfying as many equations as possible" is made precise in Bernstein's theory of holonomic systems described in Section 2.
The following two crucial facts make holonomic functions an ideal framework for special function identities.
(i) Every holonomic function can be described by a finite amount of information, and has a "canonical holonomic representation".
(ii) The product, addition, sum, and integral of holonomic functions is again holonomic. Furthermore, if one has canonical holonomic representations of f and g, then it is possible to find canonical holonomic representations for f + g, f -g, fg, jf dx, and C,, f, where xi and ml are any continuous and discrete variable, respectively.
It follows that an expression like
is holonomic in (n,, n2, n3, x), and that its (definite) integral is holonomic in (n,, n2, ns). Since all the special functions that appear in the famous "tableau d'Askey" [8, 37] are given by hypergeometric summation, whose summands are obviously holonomic in all their variables and parameters, it follows that they are all holonomic, both in their variable and their parameters, as are all expressions obtained from them by adding, multiplying, summing and integrating. For example, the Jacobi polynomials P,(a,B) are not only holonomic in (n, x) for fixed ((Y, p), but are in fact holonomic in (n, x, (Y, p). It follows that an expression like ( e-a~L~)(x)P,("~P)(x) da, J n where L?'(x) are the generalized Laguerre polynomials, is holonomic in x and /3. The above two properties of holonomic functions enable us, at least in principle, to prove, or refute, any identity involving sums and integrals of products of holonomic functions. All one has to do is to bring everything to the left side and leave only 0 on the right side. Then a canonical holonomic representation of the expression on the left is evaluated step by step, and then it is determined whether such a representation is equivalent to 0 (see Section 4) . Note that canonical holonomic representations are not unique, but it is always possible to know when such a representation is equivalent to 0, and thus it is possible to know when two different canonical representations represent the same function. This is analogous to the fact that among the rational numbers a/b, with a and b integers, 0 has an infinite number of representations:
O/b, and we know that whenever the numerator is 0, the fraction represents 0. Because of this we can tell when two fractions a/b and c/d represent the same rational number: ad -bc = 0, since ad -bc is the numerator of u/b -c/d. Since the sum and product of rational numbers are again rational, and we know how to find "canonical representations"
for sums and products, it follows that any identity involving sums and products of (specific) rational numbers is provable. The same holds for polynomials and algebraic numbers.
Let us see how to prove an identity like E P,(x)t"
-(1 -2xt + ty2 = 0. n=O P,(x) is holonomic in n and x, t" is holonomic in t and n, thus the summand P,(x) t" is holonomic in (x, t, n). Summation with respect to n gets rid of the dependence on n, and the sum is holonomic in the surviving variables (x, t). Now (1 -2xt + t2)-'j2 is clearly holonomic in x, t, as you can easily see by logarithmic differentiation with respect to x and t. Thus the left side of ( *) is holonomic in (x, t), and it is possible to find a canonical holonomic representation for it, and determine whether it is indeed equivalent to 0.
An important special case of special functions identities is that of terminating hypergeometric summation. Thanks to the preaching of Askey and his disciples [48] , it is nowadays well known that the theory of combinatorial sums, traditionally pursued by combinatorialists, is just a special case of hypergeometric summation, and that many apparently distinct combinatorial identities are really equivalent qua hypergeometric sums. I hope that more professional programmers and algorithmic designers will soon expand the rudimentary ideas in this paper and develop a symbolic software package to prove general special function identities. As a modest first step, I present, in Sections 5 and 6, an explicit algorithm to verify any identity of the form CF(n, k) = a(n),
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Limitations of the present approach
Besides the practical limitations of the verification algorithms, there is also a theoretical barrier. The present approach only shows that an identity with a fixed number of variables is verifiable in a finite number of steps. For example, the binomial theorem (X+yy= 5 (;)xy k=Q is trivially finitely verifiable. On the other hand, the multinomial theorem ( x,+ ... +xJ = k,+ ..2,,=, k,! .ni k,! x:l -. .x2-that has an indefinite number of variables, is beyond the scope of the present theory, and is not finitely verifiable, even not in principle. Of course, for every specific m, say m = 1000, the identity is finitely verifiable, but not for an arbitrary number of variables m.
Other examples are Macdonald's root-system conjectures [40] . For every fixed root-system, the conjecture is verifiable in a finite number of steps, for example for all the exceptional root systems. But for the infinite families, not even zillion years will suffice.
Milne's deep theory of hypergeometric SU(N) identities [42] is also not covered by the verification algorithms, since it involves an indefinite number of variables.
The theory and algorithms of this paper are easily extendible to the q-analogs of hypergeometric series and special functions. On the other hand, it is not extendible to bibasic and multibasic identities that are presently vigorously studied by Gasper and Rahman (see .
Yet another example of the limitation of the present approach is furnished by the multivariate generalizations of the finite form of the Rogers-Ramanujan identities found by Andrews and Bressoud (see [4, p.301) . The finite form of the Rogers-Ramanujan identity is provable by my algorithm, but its multivariate generalization is not. Going in the other direction, toward the less general, the present method is incapable of proving the Rogers-Ramanujan identities directly, and we need a Schur or an Andrews to come up with a conjectured finite form that tends to the identities as n -+ 00. It would be interesting if one could develop heuristics, in the spirit of [4, Chapter lo] , of conjecturing a finite form of a given q-series identity, that could then be proved by the present method.
A short course on holonomic systems

C-finite functions and sequences
I.I. C-finite functions
We all know that solutions of (homogeneous) linear ordinary differential equations with constant coefficients 
In order to specify a C-finite function, one only needs a finite number of parameters. One way of coding such functions is by (2.2): specifying the complex numbers A, and the polynomials p,(x). Another way is directly in terms of (2.1); specify the operator P(D), of order N, say, and the N initial conditions
In the foregoing we took P(D) to be with arbitrary complex coefficients, and we made the tacit assumption that it is always possible to "write down" an arbitrary complex number. This is of course wrong, since real and complex numbers are merely fictitious entities, and infinite storage space is needed to specify an arbitrary real or complex number. In order to be rigorous we must restrict the coefficients of P(D) to be integer, rational, or at least to belong to some finite algebraic extension field of the rationals. Then the {X,.} are algebraic numbers, and algebraic numbers are specifiable by a finite number of bits.
We will no longer dwell on this subtlety. All the results will be true for an arbitrary field of characteristic zero. However, whenever we talk about something being "finite" we will tacitly assume that the members of the field are finitely specifiable.
The class of C-finite functions is an algebra: the sum and product of two expressions of the form (2.2) are again of the same form. This can also be proved directly from (2.1). It is easily seen that f is C-finite if and only if the vector space spanned by { Dif; i > 0} is a finite-dimensional vector space. The vector spaces spanned by { D'( f + g); i >, 0} and { D'( fg); i > 0} are subspaces of the direct sum and (the homomorphic image of the) tensor product, respectively, of the finite-dimensional vector spaces { Dif; i >, 0} and { Dig; i 2 0). Thus if f and g are C-finite so are f + g and fg.
Let us summarize the three definitions of C-finite functions.
Definition 2. f is C-finite if it can be expressed as a linear combination of exponential polynomial functions, as in (2.2).
In order to motivate holonomic systems, we will introduce some notions that will seem like "abstract nonsense" in the present context. Between these two extremes are the C-finite functions for which V, is a finite set of points, i.e., a "zero-dimensional variety". Thus we have the next definition. Definition 3. f is C-finite if J$ is a zero-dimensional variety (i.e., it is a finite set of points).
Since the class of C-finite functions is an algebra, and every C-finite function is finitely specifiable, it follows that every identity involving sums and products of C-finite functions is routinely verifiable. 
C-finite sequences
Analogous considerations apply to the class of sequences that are solutions of some (homogeneous) ordinary linear recurrence equation with constant coefficients: where the z, are the roots of P(z) = 0 and deg p, = mult( zr) -i.
Everything we said before has its discrete analog. In particular, we can define the ideal in
and the notion of C-finite sequences can be defined by either one of the following four equivalent definitions.
Definition 0.
A sequence a is C-finite if there exists a polynomial P such that P( E)a = 0.
Definition 2.
A sequence a is C-finite if it is of the form (2.7).
Definition 3.
A sequence a is C-finite if l/n:= {zEQ=; P(z)=OforeveryP in 1=}
is a finite set of points (i.e., a "zero-dimensional variety").
It follows similarly that the class of C-finite sequences is an algebra and that every identity involving sums and products of C-finite sequences is routinely verifiable. 
Trivial example. Prove Cassini's identity
Multi-C-finite functions
What is the several-variable analog of C-finite functions? The straightforward analog of Definition 0 is "a solution of a linear partial differential equation with constant coefficients". However, it is soon realized that all the other definitions do not go through. Furthermore, the "finiteness property" is not preserved. In order to specify, say, a solution of (0: + 0,') f = 0, one needs to state the "Dirichlet boundary conditions" on the boundary of a closed region, i.e., one has to furnish an infinite amount of information to specify such a function.
The fact that every solution of an ordinary linear differential equation with constant coefficients is a linear combination of exponential polynomial solutions has a celebrated analog in several variables. It is called the Ehrenpreis-Palamadou [17, 43] theorem. This theorem implies that with an appropriate definition of convergence, every solution of a constant-coefficients linear partial differential equation can be expressed as an (infinite) "linear combination" of exponential polynomial solutions. This theorem generalizes to so-called ouerdetermined systems Guided by Definition 2 of C-finite functions, we want the "usually infinite linear combination" to be a good old-fashioned finite linear combination, and thus make our entities "specifiable by a finite amount of information". This prompts us to define multi-C-finiteness as follows. Definition 2. f is multi-C-finite if it can be written as
In this case the variety V consist of a finite set of points { A('), . . . , A(")}, and so is a "zero-dimensional variety". Thus we have a natural analog of Definition 3: f is C-finite if it is a solution of a system (2.8) whose associated variety Vr is zero-dimensional. More precisely, let us define, as before, i.e., is a
Note that for an arbitrary f, I, is usually the 0 ideal and then I$ is the whole of Q=", i.e., it is an "n-dimensional variety". In general, the dimension of I$ is between 0 and n, and being multi-C-finite means that the function satisfies as many independent constant-coefficients linear partial differential equations as possible. Thus being multi-C-finite is the same as being a solution of a "maximally overdetermined system". 
When we talked before about the "dimension of the variety", we meant the usual, analytical dimension, as a complex manifold. However, there are several other, algebraic, notions of dimension, for example the Krull dimension. The notion of dimension that was used by Bernstein, and which is the one that we will need, is that of the Hilbert dimension of a graded C[z 1,. . . , zn] module, which we shall now introduce.
The ring of polynomials C[ zi, . . . , zn] with coefficients in Q= has a natural "filtration":
where F, is the vector space of all polynomials of (total) degree =$ v. Since a basis for this vector space is { zla, . . . z?; a, 2 0, a1 + * . . + a, < v}, its dimension is the number of solutions in nonnegative integers of q + . -* + a, < v, which is well known, and easily seen, to be (n + v)!/n!v!. This is a polynomial in v of degree n with leading coefficient l/n!. We saw that Another obvious property, which we will generalize later on, is that the diagonal &i) of a multi-C-finite f: f(F) :=f(x,..., X) is an ordinary C-finite function in the single variable X. This is immediate from Definition 2 but is also not hard to deduce using any of the other definitions. 
Multi-C-finite sequences
Everything in the previous section has an obvious discrete analog. Now we have multisequences that are nothing but functions from Z" to C, or N" to C, or for that matter one can A linear partial recurrence operator with constant coefficients is a polynomial P( E,, . . . , E,,) in the fundamental shift operators. For example, the operator a(m,, m2) + a(m,, mz) + 3a(m, + 1, m2 + 2) is written I + 3E,E;. The ring of linear partial recurrence operators with constant coefficients is in fact C[ E,, . . . , E,], the commutative polynomial algebra in the n indeterminates El,..., E,, over the field C. We leave it to the readers to do the obvious discrete analog of the previous subsection, and give the definitions of the notion "multi-C-finite" as applied to discrete functions. For example,. the next definition.
a is a finite-dimensional vector space.
Mixed continuous and discrete functions
. . , EJ acts in a natural on these functions, and everything goes through (except the definition of the diagonal).
P-finite functions and sequences way
If, in Definition 0 of C-finite functions, we replace "a solution of a constant-coefficients linear ordinary differential equation" by "a solution of a polynomial-coefficients linear ordinary differential equation" we get the class of P-finite functions. Similarly, a P-finite sequence is a sequence that is a solution of a (homogeneous) linear ordinary recurrence equation with polynomial coefficients. For example, the Apery numbers of l(3) fame [55] is a P-finite sequence since it satisfies n3u, -(34n3 -51n2 + 27n -5)a,_, + (n -l)3a,_2 = 0. P-finite functions and sequences were introduced and studied by Stanley [50] . Please note that our P-finite functions are called by him "D-finite functions", and our P-finite sequences are called by him "P-recursive sequences". In the interest of thawing the cold war between the discrete and the continuous, I have decided to combine these two names into one.
So far we have introduced P-finite functions through the analog of Definition 0. Do the other definitions go through? Unfortunately, Definition 2 does not go through, but all the other definitions do. For example, the following definition.
f is a finite-dimensional vector space over the field of rational functions C(x).
The analogs of Definitions l', 1" and 3 will be discussed in the next subsection, in the more general context of holonomic functions.
Both P-finite functions and P-finite sequences are closed under addition and multiplication [50] . This is easily seen from Definition 1, since the C( and thus are finite-dimensional over C(x). Once again, the discrete analog of this is immediate.
Holonomic systems and holonomic functions
After this somewhat lengthy introduction we are finally ready to introduce holonomic systems, that form the foundation of our approach to special function identities.
Holonomic systems were introduced and studied by Bernstein [lO,ll] and were used by him to give an elementary proof of a famous conjecture of Gelfand concerning the existence of a meromorphic extension of the distribution valued complex function A + P", where P is a polynomial of several variables in R". This theory is very deep and stands at the forefront of current research in analysis. Fortunately, we will only need the most basic notions from this imposing theory, and everything we need will be stated and explained. An excellent introduction to the theory of holonomic systems can be found in the introduction and Chapters 1 and 7 of Bjbrk's monograph [12] . Much of the following follows closely Bjork's readable account on [12, 
f+f)*
The noncommutative structure is already so strong that the ring A,(C) has no two-sided ideals, except the zero-ideal and the whole ring A,(C). But of course there are one-sided ideals, left or right, and more generally left and right A,(C)-modules.
A remarkable result, due to Stafford [49] , [12, (1.7)], asserts that every left ideal in A,(C) can be generated by 2 elements.
In particular A,(C) is a left and right noetherian ring. The main idea is to use filtrations on the ring A,(C) and its modules.
The ring A,(C) is equipped with the F-filtration = { F,}, where F, is the finite-dimensional vector space generated by the (x, D)-monomials x*D" whose total weight 1 a 1 + I/3 1 < Y. 
,( C)-module A,( C)/L and is denoted by dF( AJL).
The celebrated Bernstein inequality asserts that for every left ideal L, dF( A,/L) >, n, unless, of course L is the whole ring A,.
The above notion of dimension can be extended to general finitely-generated left A,( C)-modules of which modules of the form A,(C)/L are special cases. One considers a certain class of "good filtrations", and shows that the notion of dimension makes sense for each such good filtration. Then it is shown that the dimension is independent of the particular filtration, and thus one is able to talk about the dimension of the A,,(C)-module M, d(M), without reference to any particular filtration. Bernstein [lo] , [12, (1.4) ] proved the more general statement that d(M) >, n for every nonzero and finitely-generated left A,( C)-module. An extremely short and elegant proof of this important inequality was given by Antony Joseph, and can be found in [13] , and in [21, p.4171 .
Let f be either a C" function, or a distribution, or a formal power series, or what have you (anything on which it is possible to differentiate and multiply by xi), in n variables. Then one can consider all the elements of A,(C) that annihilate f:
Obviously 1, is a left ideal. By Bernstein's inequality the dimension of the A,(C)-module is > n, unless f is identically zero. We will call functions f for which the dimension of A,, (C)/l_ is the smallest possible, namely n, holonomic functions (or distributions, formal power series, etc.). It can be easily seen that multi-C-finite functions are ipso facto holonomic functions. This makes sense since in the passage from C[D,, . . . , Dn]/If to A,( C)/$ we have acquired n "extra dimensions", corresponding to the generators xi,. . . , x,, and the "gap" between numerator and denominator is still n.
Because of the analogy to multi-C-finite functions and P-finite functions it would make sense to call holonomic functions "multi-P-finite functions". Bjijrk [12] calls holonomic functions "members of the Bernstein class".
The Weyl algebra A,(C) acts just as well on discrete functions f : Z" -+ C, via xi + E,:' and Di + (n, + 1) Ei, as can be easily seen by examining the action of xi and D, on a generic formal power series, and see how the coefficients get transformed. Of course this extends to mixed continuous-discrete functions f ( x1,. . . , x,, ml,. . . , m,() on which the Weyl algebra A,+,/(C) acts naturally.
So let us state the formal definition of holonomic functions (or distribution, formal power series, etc.). 
It is a deep result (see [12, p. x and Chapter 21) that the (complex analytic) dimension of the variety V, coincides with the previously defined dimension of the A,
for any left ideal L in A,(C). In particular we can define the following. has dimension n.
Examples of holonomic functions
In the next section we will show that the class of holonomic functions is an algebra: The sum and product of holonomic functions are also holonomic. We will also prove that it is closed under integration (or summation) with respect to a variable: If f (x1,. . . , x,) is a holonomic function of n variables, then /T',f dx, is holonomic in the surviving n -1 variables xi,. +-C is holonomic, then C_ f is holonomic in All polynomials and exponential-polynomial functions, being multi-C-finite, are automatically holonomic. The simplest discrete function of a single variable that is P-finite but not C-finite is f(n) := n !, that satisfies (E -n -1) f = 0. Similarly f(n) := l/n ! is P-finite since it satisfies ((n + l)E -l)f= 0.
The function f := m,! is a holonomic function of m,, . . . , m,. One way of seeing this is noting that 1, contains the operators I -Ei, 2 G i G n, as well as E1 -m, -1. When translating, this becomes 1 -zi, 2 G i G m, and zi -ziD, -1, whose principal symbols are -zi and -zJi. The variety l$ is a subset of the set of common zeros of { -zi, 2 < i < n } and zJi, which is a union of the two n-dimensional varieties in C2n: { zi = . . . = z, = 0} and { S1 = 0, z2 = . . . = z, = 0}, and thus its dimension must be G n, and, by Bernstein's inequality, it should be equal to n, and thus is holonomic.
In a similar way we can prove that l/m,! is holonomic and of course this is true for all m,! and l/m,!.
Similarly (ml + . -. +m,)! is holonomic and thus the multinomial coefficient (ml + .** +m,)!/m,! * * . m ,, !. This would also follow from the following general result, upon taking P = 1 -x1 -. * . -x,, and looking at the coefficients of l/P, viewed as a formal power series.
Proposition 2.1. Let P = P( x1,. . . , x,,) be a polynomial in n variables; then 1/P is holonomic, whenever it is defined.
First proof. Let us try and find as many linear differential operators with polynomial coefficients that annihilate f := l/P as possible. Among the many such operators are PD, + P(l) and P(')D, -P"'D. for 2 < i < n. ( Pci) is the partial derivative of P with respect to xi: aP/ax,.) The principal symbols of these are Pt, and P(j)[, -Pcl)cj. The variety 5 is a subset of the set of common zeros of these n polynomials in x1,. . . , x,, El,. . . , (,, which is easily seen to comprise an n-dimensional variety. Thus the dimension of the variety V, is G n, and by Bernstein's inequality it must be equal to n. It follows that l/P is holonomic. Since every polynomial Q is obviously holonomic it follows (from the closure under product to be proved in Section 3) that all rational functions Q/P are holonomic. If P has a nonzero constant term, then Q/P makes sense as a formal power series, and its multisequence of coefficients f, defined by Q/P=Cf(ml,...,m,)xyl .*. xzn, is a holonomic discrete function from Nn to Q=.
3. Operations that preserve holonomicity
I. Continuous functions and distributions
We will now show that the sum and product of holonomic functions are themselves holonomic, and that if f ( x1,. . . , x,) is holonomic on R", then f ( x1,. . . , x,_~, c) (c a constant) and lf (x1,. . . , xn) dx, are holonomic functions of (xi,. . . , x,_~). Now for every v we have FV( f + g) c F":,f@ Fvg. Thus dimF"( f + g) < dim( FVf) + dim( F,g) are polynomials in v of degree n, and the same is true for their sum. We do know a priori that for v x=-0, dimFV( f + g) is a polynomial, and so it follows that its degree must be < n, and therefore, by Bernstein's inequality it is equal to n, and f + g is holonomic. 0 If f and g are holonomic, so is their product (if it is defined) .
Proof. Let Ml and M2 be A,(C)-modules.
Bernstein [ll, p- when x, = a, and 0 otherwise. It follows from Proposition 3.2 that if f is holonomic and fS, is defined (which is the case, for example, when f is continuous), then it is holonomic. In other words, if f(x,, . . . , x,_~, xn) is holonomic in US", then f(xl,. . . , x,__~, a) is holonomic in R"-'.
It turns out [12, (7.4 .1)] that it is always possible to define the evaluation x, = a on any holonomic distribution. This is certainly not possible for an arbitrary distribution, so the class of holonomic distributions is indeed privileged.
The differentiation operators (l/i)(a/axj) and the "multiplication by xj" operators xi are dual to each other under the Fourier transform, so it is easily seen [12, p. 2931 that the Fourier transform of a holonomic entity on R", if it exists (and it does if it is a tempered distribution), is also holonomic, and vice versa. The Fourier transform sends the act of multiplication into the act of convolution: ( fi) = f** fi, so we have as an immediate consequence of Proposition 3.2, the next proposition. This proposition can be also easily proved directly, by mimicking the proof of Proposition 3.2. is nothing but the convolution f *6,("-l), and so it follows from Proposition 3.2* that if f is holonomic in R", then f, as given in (3.1) is holonomic in R"-'. Summarizing we have: It is obvious that the class of holonomic functions (or distributions) is closed under differentiation and indefinite integration. Furthermore, the closure under indefinite integration and evaluation implies closure under definite integration, so we have the following proposition. 
Discrete functions
Everything that we said about the continuous realm goes over smoothly to the discrete realm. Given a discrete function f : Z " + C, we can talk about its Fourier transform &W.., t,) = C f(m) eiml'l+ ... +im,f,, rnC2"
that lives on the torus T" = (-7, IT)~. Alternatively, by taking e") + zj, j = 1,. . . , n, we get the "z-transform" Equation (3.2) always makes sense as a "formal Laurent series", which may be viewed as Conversely any linear differential operator with polynomial coefficients can be written as -a1 . . for some nonnegative integers al,. . . , a,. So it is obvious that f(m) is holonomic if and only if fiz) is holonomic. In fact this last sentence is a tautology since we have basically defined f(m) to be holonomic when flz) is holonomic. The same reasoning as in the continuous case yields.
Proposition 3.1'. The sum of two holonomic discrete functions from (a subset of) H" to C is also
holonomic.
Proposition 3.2'. The product of two holonomic discrete functions from (a subset of) h" to C is also
Proposition 3.2 * '. If f and g are holonomic discrete functions, so is their convolution, if it is defined.
The characteristic function of the discrete hyperplane m, = a is clearly holonomic, so we have the following proposition. Since the property of being holonomic is preserved under addition we have the next proposition. is holonomic, so it follows that the diagonal of a rational formal power series is D-finite. This fact was conjectured by Stanley [50] , and incompletely proved in [60] and [29] . An elementary proof was given by Lipshitz [38] .
Mixed continuous and discrete functions
Our discussion extends immediately to mixed continuous-discrete functions f : R"' X Z"' -C (in fact the continuous component may be a distribution, i.e., f ( -, m) may be a distribution on lF8"' for every m in a@). 
Applications to combinatorics
The general problem in enumerative combinatorics is that of counting the number of elements a(n) in a family A(n) of combinatorial objects, parametrized by the (single or multi) discrete variable n. For example, the number of subsets of an n-element set is 2". Of course it is nice to get a simple explicit expression for a(n), but this is very rarely possible. But what is an explicit answer [57] ? One narrow definition is that a( n + l)/a( n) be a rational function in n. In other words, we know the answer explicitly if u(n) satisfies a first-order recurrence equation with polynomial coefficients. One way of broadening our definition of "explicit" is not to insist on the recurrence being first order. In other words, given a combinatorial sequence a(n), to which there is no simple explicit form, it is of interest to know whether it is P-finite, i.e., is a solution of a linear recurrence equation with polynomial coefficients (see [50] ).
We saw in Section 2.5 that the factorial and multinomial coefficients are holonomic in their variables. Many times in combinatorics, there is an explicit expression for a(n) in terms of a huge sum of summands that are obviously holonomic. The general scenario is that the summand depends on, say, k parameters, and the sum contains k -1 sigmas. It follows then from an iteration of Propositions 3.4' and/or 3.5' that a(n) is holonomic in the surviving variable n. But being holonomic in a single variable is nothing but being P-finite! We have thus a powerful way of proving that sequences of combinatorial interest are P-finite. One example is t,(n), the number of standard Young tableaux with n cells and height < k. fx is the number of standard Young tableaux of shape X = (ml,. . . , mk), and is given explicitly by the famous Young-Frobenius formula:
Since fx is obviously holonomic in its variables, it follows that for every fixed k, t,(n) is P-finite. (Explicit expressions for tk( n) for small values of k were given by Regev [46] (k = 3) and Gouyou-Beauchamps [35] (k = 4,5), and Goulden [34] developed an interesting symmetric functions method for handling these and related sums.)
Many other combinatorial applications were found by Gessel [30, 31] . Lipshitz [38, 39] gave elegant elementary proofs of many of the results in this section for D-finite formal power series. annihilates it, and by "initial conditions". We will now show that every holonomic function in n variables has n "ordinary" operators Pj( Di, xi,. . . , xn), i = 1,. . . , n, that annihilate it. This would follow from the following lemma, whose proof was kindly shown to me by Joseph Bernstein. is a polynomial in Y of degree n for Y > 0. Obviously dim( F,"') is a polynomial of degree n + 1, so it follows that there is a Y such that dim( F,"') > dim( F,/J). The restriction of the linear map $ to the finite-dimensional vector space F,") is therefore a linear transformation from a higher-dimensional vector space to a lower-dimensional vector space, and its kernel must therefore be nonzero. But this kernel is precisely JnC(x,, . . . , x,, Dl). 0
The.above lemma shows that it is always possible to eliminate any n -1 of the generators. The above proof is an existence proof. In Section 5, I will present an algorithm that actually constructs the eliminated operators.
In order to write down a holonomic function f in "holonomic notation", we can give any set of generators of its corresponding ideal, with the appropriate initial conditions. However, in general it is not clear how many initial conditions are required to uniquely specify the function f. It is therefore necessary to introduce what I call "canonical holonomic representation" as follows. We find the n "ordinary" operators guaranteed by the above lemma P, (D,, x1 ,..., xn) where x0 is any point that is not on the "characteristic set" of the system (4.la) (the characteristic set of a system is the set of common zeros of the leading coefficients of the operators Pi). The discussion below assumes, for the sake of simplicity, that the characteristic set of (4.la) is finite. If it is not, we have to take some other operators out of the annihilation ideal Ir, until the characteristic set is finite, and then give the appropriate initial conditions for the enlarged set of equations. A good "canonical holonomic representation" that always works, is in terms of Grobner bases.
In the last section we proved that if f and g are holonomic, then so are their sum and product. In order to manipulate concrete holonomic functions we should know how to find the "canonical holonomic representation" functions in xi,. . . , x,,) . The linear relation between them, after clearing denominators, is exactly a differential equation in D,, satisfied by f + g. Now we repeat the process for Di and get a system of the form (4.1) satisfied by f + g. To get the initial conditions we just use the information about f and g. To get the higher-order initial conditions for f and g, out of those that are given, we iteratively use the differential equations and plug in the point where the initial conditions are taken.
Trivial example. The holonomic functions (in the single variable x) f = eWx and g = eeXZ have the following canonical holonomic representations: 
Eliminating f and g yields the following differential equations for (f + g): (-2x+l)(f+g)"+(-4X2+3)(f+g)'+(-4X2+2x+2)(f+g)=0.
Since (f + g) satisfies a second-order differential equation, we need to know (f + g)(O) and (f + g)'(O). Of course (f + g)(O) = f(0) + g(0) = 2, but we do not know (f + g)'(O)
right
h=[(-2x+1)D2+(-4x2+3)0+(-4x2+2x+2); h(O)=2, h'(O)= -11.
A similar process applies to fg. If P has order (Y and Q has order p, then it is possible to find a differential equation of order CX/~ satisfied by fg. Now we use Leibnitz's rule to express the ~$3 + 1 quantities Di( fg), 0 6 i < ap, in terms of the C@ quantities (Di f )( D(g), for 0 < i 6 a and 0 <j c p.
The canonical representation (4.1), with its accompanying initial conditions is not unique. Given such a representation, we can left-multiply by any operator in Di, get higher-order equations, and add the appropriate number of initial conditions. It is therefore necessary to know when two holonomic functions, given in terms of their canonical representation (4.1), are in fact the same. If f and g are holonomic functions suspected to be the same, which are given in terms of canonical representations, we can use the above method to find a canonical representation of f -g. Then we find the appropriate initial values of f -g and check that they are all 0. Unfortunately, we actually have to find a concrete canonical representation, because otherwise we would not know the orders of the Pi, and the characteristic set of the system, both of which are needed to find how many initial conditions are required. 
Discrete holonomic systems
Analogous considerations apply in the discrete realm. Every holonomic function f of the n discrete variables m,, . . . , m, can be specified by giving n "ordinary" recurrence equations: P, (E,, m, ,..., mn) If this set is not finite, then we must add to the "ordinary" equations in (4.2) some more "partial" equations out of its annihilation ideal I,, with the appropriate initial conditions.
Continuous-discrete functions
Everything applies equally well to mixed continuous-discrete functions on RN x Z", with the obvious analogy.
How to compute indefinite integrals and sums
We know from Propositions 3.5 and 3.5' that if f is holonomic in RN x EM, then respectively. However, in order to compute with holonomic functions we would need a way to find canonical holonomic representations of FI and F2 out of a canonical holonomic representation of f.
It can be seen that the ideal IF, in AN_-l,M (C) that annihilates FI is nothing but the ideal obtained by setting D, = 0 in the "elimination ideal" I/X(x,, . . . , x~_~, D,, . . .). Similarly IF, is obtained by setting E,,, = 1 in the elimination ideal 1,flC(. . . , . . . , . . . , m,, . . . , m,,,_l) .
In the next section we will see how to adapt Sylvester's classical dialytic elimination method [56, Volume II] to the Weyl algebra. Galligo [21] showed how to adapt Buchberger's powerful method of Grobner bases to the Weyl algebra which implies, in particular, efficient algorithms for elimination.
How to uerify holonomic functions identities
We are now capable, at least in principle, of verifying any identity that involves a fixed number of sums, differences, products, integrals and sigmas of holonomic functions in a fixed set of uuriubles. Simply bring it to the form in which the right side is zero, and compute a canonical holonomic representation of the right. Finally, compute the necessary verify that they are all zero.
Special functions identities
initial conditions and
Many special functions, in particular all those in the famous "tableau d'Askey" [8, 37] , are holonomic in all their variables and parameters.
For example, the Legendre polynomial Pn(x), when viewed as a function of n and x, is holonomic, and the Jacobi polynomial P,'a,p)(x), when viewed as a function of n, x, a: and fl is a holonomic function of N x R3. In general, any function that is given by hypergeometric summation, whose entries and arguments are linear combinations of the variables and parameters, is holonomic. This follows from the fact the summand (with respect to k, say) is clearly holonomic in all its variables and parameters, and it follows from Proposition 3.5' that the sum itself is a holonomic function. It follows from the above comments that, at least in principle, we can verify any identity involving a finite number of sums, products, sigmas and integrals of these special functions. However, at present I am only able to implement successfully the verification of single sum terminating hypergeometric identities, which is carried out in Sections 5 and 6 and in the Appendix. I am afraid that it is a long way before the Askey-Gasper identity [7, (2.30) ] can be machine-proved.
On the other hand, Apery's recurrence can be verified using the program. Of course, we still need the human to conjecture the identities, but once conjectured, the machine can save us the chore of proving them. In the previous section we saw that if P(n, k, E,, Ek) and Q(n, k, E,, Ek) are independent in the sense that they generate a holonomic system, then we can find an operator R( n, E,,, Ek), independent of k, in the ideal I generated by P and Q. The proof given there, however, was an existence proof (using the pigeonhole principle). In this section we will present an algorithm that inputs P(n, k, E,,, Ek) and Q(n, k, E,,, Ek) and outputs an operator R( n, E,,, Ek), with k missing, and two operators A and B such that R = AP + BQ. We will then show how this implies an effective algorithm for verifying any binomial coefficients identity (= terminating hypergeometric sum). Given F( n, k) that is holonomic, Proposition 3.4' guarantees that
is holonomic in the single variable n, wherever a(n) is defined (i.e., the sum converges). But being holonomic in the single variable n means that a(n) satisfies a linear recurrence equation with polynomial coefficients. Once we found an operator R( n, E,,, Ek) that annihilates F( n, k), i.e., RF = 0, we can find an equation satisfied by a(n) as follows.
' Note added in proof. The method of WZ pairs [58, 59] is capable of discovering (and at the same time proving) new identities.
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Write R(n, E,,, E,) = (I -J%)~&, E,, E,), where (Y is maximal, i.e., r?( n, E,, I) f 0. We get
But this means that
is a polynomial in k for every fixed n. If G( n, k) were a nonzero polynomial in k, then C,G( n, k) would have diverged, a contradiction, since the convergence of C,F'( n, k) implies the convergence of C,G(n, k). So G(n, k) = 0 and we have
where S( n, E,) := I?( n, E,, I) (# 0).
We have
The second term vanishes by telescoping, so this is equal to
We have just proved the next theorem.
Theorem
Let f : H2 -+ C be such that C,F( n, k) converges for every n (this happens, in particular, if F( n, . ) has finite support, like in all terminating hypergeometric series). If F( n, k) is a solution of a linear partial recurrence equation with polynomial coefficients of the form R(n, E,, E,)F(n, k) ~0, with k missing from R, then a(n) := Ck F( n, k) satisfies the following ordinary linear recurrence equation with polynomial coefficients: s(n, E,)a(n) = 0, where S( n, E,) = I?( n, E,,, I) and I? is obtained from R by dividing by the highest possible power
of (I-Ek).
Sylvester's dialytic elimination in commutative algebra
We will now review Sylvester's classic dialytic elimination method [51] (see also [56] ). In the next section we will describe how to modify it to the context of the (noncommutative) algebra of linear partial recurrence operators with polynomial coefficients. Sylvester's method basically consists of reducing algebraic elimination to linear elimination, so we will start with linear elimination.
I. Linear (Gaussian) elimination
Let R be any commutative ring, and let x be an indeterminate that does not necessarily commute with the elements of R. Consider the two linear affine forms P = ax + b and Q = cx + d. In order to eliminate x, we multiply P by c, Q by a, and subtract: cP -aQ = cb -ad.
So the ring element cb -ad is in the "ideal generated by P and Q ". All we needed was that a and c commute with each other. The procedure is still valid if b and d do not commute between themselves or with a and c.
More generally, consider the n affine-linear forms in the indeterminates xi,. and det(A), independent of the xi, is in the "ideal generated by {PI,. . . , P,,}". It is important for the sequel to note that all we need is that the ai,j be pairwise commutative, but the bi neither have to commute with the a,, j, nor among themselves. Of course, in that case we must be careful and evaluate the determinant with respect to the last column.
Sylvester's dialytic elimination
Following Sylvester [51] , we will first do an example. Let P = ax2 + bx + c, Q=a'x2+b'x+c. Form XP and xQ, and consider P, Q, xP, xQ as affine-linear forms in x, x2, x3: It follows that det(A) belongs to the ideal in R[x] generated by the two polynomials P(x) and Q(x), and is independent of x, i.e., an element of the ring of coefficients R. This is called the resultant of P and Q. If det( A) is equal to zero, then it means that P and Q have a common factor [56, Volume I, p.831. So if P and Q are "independent" in the sense that they do not have a common factor (or, equivalently, a common zero), then the resultant must be nonzero. ... +Al,xmP1)Q=det(A). det( A) is called the resultant since it is an expression in the coefficients of P and Q that determines whether they have a common factor: det(A) is zero if and only if P and Q have a common factor [56, Volume I, Section 27, p.831. det( A) belongs to "the ideal generated by P and Q "9 and is independent of x.
Dialytic elimination in the Weyl algebra: two simple examples
Given two partial linear recurrence operators with polynomial coefficients P( N, K, n, k) and Q( N, K, n, k) we would like to "eliminate k", i.e., find two operators A and B such that R := AP + BQ is independent of k, and, of course, nonzero. Trying to emulate Sylvester's dialytic method, the first thought that comes to mind is to multiply P and Q by powers of k. However, we cannot take the determinant, since the "ring of coefficients" is C( N, K, n), which is not commutative, so we do not get rid of k. Our twist on Sylvester's method is to multiply P and Q by various monomials n'kj, get many more "affine-linear forms" in the "indeterminates" (1) r,s
Converting to the format of (1) we have:
In this case the only indeterminates are "k" and "I ", and we already have as many equations as unknowns, so we do not have to multiply by any monomials n'k". The matrix of coefficients is then(n+l)(-N+21)a=Owhichineverydaylanguagemeans(n+1)(-a(n+1)+2a(n))=0, whose solution is C2", for some constant C, which is easily seen to be 1 by plugging in n = 0. We have just proved the deep binomial coefficients identity A simple but not quite so trivial example. Let
The relevant operators, in standard form are
Now we have four indeterminates: k*, k, nk and 1, where the indeterminate "1" is allowed to have coefficients in C( n, N, K). However, we only have two equations. Is it possible to get more equations without introducing more indeterminates? Usually not, because creating more equations usually brings in more indeterminates and all you can do is reduce the excess "# indeterminates -#equations", until you get 0. However, whenever one of the operators is linear in k and n, like Q is in this example, then we can get away without increasing the number of indeterminates. Now multiply Q by n and k, respectively, convert to the format (l) , and you get
Now take the determinant of this, and get R( n, N, K). Plugging in K = I gives a linear recurrence operator that annihilates It turns out to be n2N4 + ( -5n2 -10n -3) N3 + (2 -5n*) N* + (n* + 2n + 1) N.
This operator is not the minimal operator annihilating a(n), so this method only produces an operator annihilating C&n, k). However, a minimal operator can be found empirically and then one can use the Euclidean algorithm (adapted to linear ordinary recurrence operators with polynomial coefficients) to show that the conjectured operator is a right factor of the operator that the method outputed.
Sylvester dialytic elimination in the Weyl algebra: the general method
Consider two operators P( N, K, n, k) and Q( N, K, n, k) of degrees b, and b,, respectively, in k, and maximal degree c in n, and let us write them in the standard form, and with the k-free part set apart at the end:
We consider all operators as polynomials in the variables n and k with coefficients that belong to the commutative ring C[ N, K]. The coefficients mutually commute and the only noncommutativity that arises is from the interaction between the coefficients and the variables. As in the commutative case, let us form P, kP,..., kb2-'P, and Q, kQ ,..., kbl-'Q.
We must bring them to the standard form as above, using kiN*KP = N"K"(k -p)i. We now consider these as linear forms in the "indeterminates" In other words, we have succeeded in eliminating k from P and Q. We have to make sure that R is not the zero operator. Of course; if P and Q are dependent, for example if they are both left multiples of the same operator: P = P'A, Q = Q'A, then R will be zero. The technical condition of "independence" is exactly that { P, Q} generate a holonomic system, i.e., that the ideal I generated by P and Q is such that A,(C)/1 is a holonomic A2( C)-module.
Suppose that R was the zero operator. This means that we can find two operators A(k, n, K, N) of degree <b, in k and B(k, n, K, N) of degree < b, in k such that AP = BQ. Now taking the "principal symbols" as operators in A,(C) will show that the images of P and Q in the commutative graded ring are dependent, which is impossible if P and Q generate a holonomic system. To find the ai,j and bi,j of (5.4) we can take the cofactors of the last column in the determinant formed by the matrix of coefficients of the k'njP, k'njQ expressed as linear combinations of the monomials naka, for j3 > 0 and the "monomial" k". If all these cofactors are zero, then we would have to take the cofactors of an appropriate nonsingular subdeterminant.
Implementation
In the preceding discussion we worked in terms of the k-degrees in k, b, and b,, of P and Q, respectively, and the highest n-degree, c. Thus it applies to operators whose "supports" It turns out that most operators that occur "in nature" have their "support" in the shape of a triangle:
so it is a waste to consider the smallest rectangle containing their support, since half of it will be zeros. In short, it is more natural to consider the total degree in k and n. This reduces the size of the determinant considerably. In Section 6 I will give an explicit algorithm that uses the total degree. Everything extends to the elimination of several variables from a general annihilation ideal, as in the classical case [56] , but in this case Buchberger's method of Grobner bases, as adapted by Galligo [21] , is far superior. 
An algorithm for proving binomial coefficients identities
The algorithm
We saw that, in principle, it is possible to verify any (holonomic) special function identity involving sums, integrals and products. However, as Askey said so aptly [5] : "Many things that can be done in theory cannot be done in practice". In this section I will show that at least some things can be done in practice, by giving an explicit algorithm for proving, or refuting, binomial coefficients identities (= terminating hypergeometric identities) of the form
A MAPLE implementation of this algorithm is given in the Appendix. In (6.1) it is assumed that F(n, k) has the form (6.2a) where the ai, al, bi, b' have to be constant, specific, (positive or negative) integers, but z, a:' and b:' can be any complex numbers or parameters, and x! means I'(x + 1).
The right side of (6.1), rhs( n), may be given explicitly, in the form where ai and bi are specific (positive or negative) integers, and a(, b,!, C and X, are complex numbers or parameters. Another possibility is that the right side is given implicitly in terms of a minimal (ordinary) linear recurrence operator with polynomial coefficients, conj(,, N), that annihilates rhs( n), together with the appropriate initial conditions. The algorithm consists of 10 steps.
Step I: (a) Find operators p(k, n, N, K) and q(k, n, N, K) that annihilate F( 12, k). [In a more general situation p and q may be given from the outset, in which case you go to Step 2 directly.] You do this by computing the rational functions F( n + 1, k)/F( n, k) and F( n, k + l)/F(n, k): 
1) -P'(n, k).
[p and q both annihilate F( n, k).] (b) If the right side of (6.1) is given explicitly, find the (minimal) linear recurrence operator with polynomial coefficients that annihilates rhs(n). You do this by computing rhs(n + l)/rhs( n) = F(n)/& n), say, and set conj(n, N) := Ne(n -1) -F(n).
Step II: Find the degree, in k, of p(k, n, N, K) and q(k, n, N, K), say (Y and /3, respectively.
[It is readily seen that because the form (6.2a) of F( n, k) the (generic) degree of p in n equals to the degree in k, which equals to the total degree in (n, k), and similarly for q. We will view all operators as polynomials in n and k with coefficients that belong to C[N, K].]
Step III: Let I1 and 12 be the following sets of pairs of integers (i, j): Step IV: [We now consider (6.4) as affine-linear forms in the "indeterminates" k"nj'. It is readily seen that the monomials that feature in (6.4) are those belonging to the following set Step V: Let R (n, N, K ) := determinant(M).
If R is identically zero (a very rare event), then take an appropriate subdeterminant, making sure that the last column gets chosen. [More precisely, find the rank of the matrix A without the last column, pick that many linearly independent rows and one less column and adjoin the (relevant part of the) last column.] [ R( n, N, K) annihilates F( n, k).]
Step VI: Find E( n, N, K) such that R(n, N, K) = (1 -@R(n, N, K), where g is as big as possible.
[In Section 5 we showed that E( n, N, K) also annihilates F(n, kI.1
Step VII: Let S( n, N) be the ordinary linear recurrence operator with polynomial coefficients (in n) obtained by substituting K= 1 in R(n, N, K): s(n, N) :=R(n, N, 1).
[S(n, N) annihilates a(n) := C,F(n, k).]
Step VIII: Use the Euclidean algorithm (adapted to the algebra of ordinary linear recurrence operators) to find operators T( n, N) and rem( n, N) such that s(n, N) = T(n, N)conj(n, N) + rem(n, N),
where the degree of rem( n, N) in N (i.e., its order as a recurrence operator) is smaller than that of conj(,, N).
Step IX: If rem(n, N) # 0, then the identity is false, i.e., the left side is not annihilated by conj( n, N), while the left side is (by definition). This follows from the fact that conj( n, N) was taken to be the lowest-order (nonzero) operator that annihilates the right side. If the left side would have been equal to the right side, then rem( n, N) would also annihilate the right side, contradicting the minimality of conj( n, N). If rem( n, N) = 0, then the identity is true provided it is true at some initial points, which are determined as follows. We have T(n, N)[conj(n, N)a(n)] ~0.
Let the order (alias degree in N) of T(n, N) be t, and let the leading coefficient, of N', be mekadem( n). Then it is obvious that conj( n, N)a( n) = 0 provided it is 0 at n = 0,. . . , t -1, and at the (the usually empty) set of positive integer zeros of mekadem( n).
Step X: Now we know that u(n) := CF(n, k), k and rhs( n) are both solutions of the linear recurrence equation conj(n, N)s(n) = 0.
In order to infer that a(n) and rhs( n) are identically equal we have to check that they match at the first r values n = 0,. . . , r -1, where r is the order of rhs( n, N), and at the "characteristic set" of positive integer zeros of the leading coefficient of rhs(n, N).
In order to implement creative telescoping we write P(n, k) and Q(n, k) in generic form (guessing their degrees), plug into (6.6), divide by F( n, k), clear denominators, and compare coefficients, getting equations that can be solved.
Can you always use creative telescoping? The algorithm of Section 6.1 guarantees that we have an operator R(n, N, K) that annihilates F(n, k), and S(n, N) := z( n, N, 1) is nonzero. Then we have R(n, N, K) -s( n, N) = (1 -K)L(n, N, K).
It follows that S(n, N)F(n,
We saw above that if the identity is true, then S(n, N) must be a left multiple of conj (,, N) . Taking
we see that (6.6) is always true, but sometimes with conj( n, N) replaced by some left multiple of it. So we now have an explanation why creative telescoping works. First try to find G( n, k) in (6.6) with the conjectured operator conj(,, N); if you fail, try to do it over with some left multiple of it.
Note added at the revised version
The ideas in this section were extended to a much faster algorithm [61, 62] . This leads to the notions of "WZ pair" and "rational function certification" [58, 59] , see also [15] .
Continuous and discrete-continuous analoges
The algorithm of (6.1) can be easily adapted to the continuous case of eliminating y out of p(x, y, D,, 0,) and 4(x, y, D,, D,), and proving identities of the form where F( x, y) has the form for some polynomials A, B, C, D in x and y, and a(x) is either given explicitly, or in terms of a linear differential equation with polynomial coefficients that it satisfies.
We can also easily adapt the algorithm to handle discrete-continuous identities like E P,(x)t" = (1 -2xt + P-l'*. n=O
Note added at the revised version
The ideas in this section were extended to a much faster algorithm in [2] .
