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ABSTRACT
ALMA observations of the Sun at mm-λ offer a unique opportunity to investigate the temperature structure of the solar chromosphere.
In this article we expand our previous work on modeling the chromospheric temperature of the quiet Sun, by including measurements
of the brightness temperature in the network and cell interiors, from high resolution ALMA images at 3 mm (Band 3) and 1.26 mm
(Band 6). We also examine the absolute calibration of ALMA full-disk images. We suggest that the brightness temperature at the
center of the solar disk in Band 6 is ∼ 440 K above the value recommended by White et al. (2017) and we give improved results for
the electron temperature variation of the average quiet Sun with optical depth, as well as the derived spectrum at the center of the
disk. We found that the electron temperature in the network is considerably lower than predicted by model F of Fontenla et al. (1993)
and that of the cell interior considerably higher than predicted by model A. Depending upon the network/cell segregation scheme,
the electron temperature difference between network and cell at τ = 1 (100 GHz) is from ∼660 to ∼1550 K, compared to ∼3280 K
predicted by the models; similarly, the Te ratio is from ∼1.10, to 1.24, against ∼1.55 of the model prediction. We also found that the
network/cell Te(τ) curves diverge as τ decreases, indicating an increase of contrast with height and possibly a steeper temperature rise
in the network than in the cell interior.
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1. Introduction
Our knowledge on the physical conditions of the upper solar at-
mosphere is based primarily on extreme ultraviolet (EUV) ob-
servations. Although the same atmospheric region emits in the
radio range as well, older radio data suffered from low spatial
resolution and absolute calibration problems, which limited their
usefulness in modeling.
The Bilderberg Continuum Atmosphere (BCA, Gingerich &
de Jager 1968) was the first model to take into account mm-wave
observations; a comparison between BCA-predicted brightness
temperatures and observations in the range of 0.0086 – 15.8mm
was presented in Fig. 7 of Noyes et al. (1968). This practice
continued in subsequent models, such as the Harvard Smithso-
nian Reference Atmosphere (Gingerich et al. 1971) and the VAL
models (Vernazza et al. 1976, 1973, 1981), among others.
Starting with the model of Vernazza et al. (1981, hereafter
VAL81), a multi-component approach was developed, aiming at
describing the emission of fine atmospheric structures in the hor-
izontal direction, such as the chromospheric network and cell in-
terior (also known as intra-network). These models are not truly
3D, as radiative transfer in the horizontal direction is ignored,
justified by the argument that the horizontal scale of the struc-
tures is much larger than the vertical. The few published mea-
surements on the brightness of cell interiors and the network in
the microwave and the mm-λ range, reviewed by Shibasaki et al.
(2011), indicate that the network/cell contrast increases with the
wavelength. This increase is consistent with the computations of
Chiuderi Drago et al. (1983), based on the VAL81 model.
With the advent of fast numerical computations, a number of
sophisticated tools, such as the Bifrost radiative magnetohydro-
dynamics (rMHD) code (Gudiksen et al. 2011) and the STock-
holm inversion Code (STic de la Cruz Rodríguez et al. 2019))
have been developed for solar atmospheric modeling. Such mod-
els have been employed in the analysis or mm-wavelength data
by Loukitcheva et al. (2004), Wedemeyer-Böhm et al. (2007) and
Wedemeyer et al. (2020), among others. Nevertheless, the clas-
sic models still provide a clear and comprehensive picture of the
solar atmosphere.
For a number of well-known reasons that we will not repeat
here (see Loukitcheva 2019, for a review), the Atacama Large
Millimeter/submillimeter Array (ALMA) is the ideal instrument
for probing the solar chromosphere in the mm-λ range. In a pre-
vious article (Alissandrakis et al. 2017, hereafter Paper I), we
inverted center-to-limb data for the average quiet Sun (QS) mea-
sured from full-disk (FD) ALMA images obtained during the
commissioning period of December 2015 in Band 3 (100 GHz)
and Band 6 (239 GHz), together with the observations of Bastian
et al. (1993) at 353 GHz, to compute the variation of the electron
temperature, Te, as a function of the optical depth at 100 GHz,
τ100. We found that Te(τ100) was close (5% lower) to the predic-
tion of model C of Fontenla et al. (1993), hereafter FAL93.
In this work we expand our modeling to the cell interior
and network elements, by including measurements from high-
resolution (HR) ALMA images in Band 3 (Nindos et al. 2018,
hereafter Paper II) and in Band 6, and we compare our results to
multi-component models of the solar atmosphere. In Section 2
we examine the normalization of FD images and we report im-
proved results on the average QS and the height of the mm-λ
emission. In Section 3 we report our results on the cell interior
and the network. Finally, we summarize and discuss our results
in Section 4.
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2. Full-disk ALMA images
2.1. Normalization of full-disk images
ALMA employs a sophisticated system to scan the full solar
disk with the four 12 m dishes, described in detail by White
et al. (2017), providing full-disk (FD) images with a resolution of
∼ 60′′ in Band 3 and ∼ 30′′ in Band 6, over a field of view (FOV)
of 2400′′. Although this system gives high quality images, the
absolute calibration is complicated due to the many instrumen-
tal and atmospheric parameters implicated; moreover, celestial
calibrators cannot be used, as in the case of interferometric im-
ages. As a consequence, White et al. (2017) recommended that
the FD images be normalized to particular values of brightness
temperature at the center of the solar disk.
In Paper I, we did not apply the recommended normaliza-
tion, but used the FD images as they were in the ALMA site.
We also argued that non-zero emission beyond the limb was due
to diffuse light, rather than due to the sky background; conse-
quently zero sky background was assumed and the observed Tb
was corrected for diffuse light as explained in Paper I (Section
3 and Figure 4); this correction was small and only affected the
region near the limb. The 353 GHz data of Bastian et al. (1993)
were already normalized by setting the disk center Tb to 5580 K.
The disk center Tb for Band 3 quoted in Paper I (7250 K) is very
close to the recommended value (7300 K), whereas for Band 6
it is 280 K above the recommended value (6180 K, compared to
5900 K), or higher by a factor of 1.047.
In order to combine data at different frequencies, we had
reduced all data to a common reference frequency, fre f , using
the fact that both the free-free (Zheleznyakov 1970) and the H−
(Stallcop 1974) absorption coefficients are proportional to f −2.
Hence a measurement at a frequency f is remapped to
Tb
(
( f / fre f )2µ, fre f
)
= Tb(µ, f ). (1)
where µ = cos θ, θ being the heliocentric angle. We note that
although the contribution of H− in the opacity is small (∼ 10%
around Te = 6000 K), it is not negligible.
Following this procedure, Tb plotted as a function of log µ,
reduced to fre f = 100 GHz, showed that the 3 data sets were
consistent to one another (Fig. 1 top; see also Fig. 5 of Paper
I), thus making possible the inversion and the computation of
Te(τ). Note that in Paper I it was assumed that FD images were
at the average frequency of each band; this was not correct, and
the actual frequencies (107 instead of 100 GHz for band 3, 248
instead of 233 GHz for band 6) were used in Fig. 1.
As we reported in Paper I, the empirical logarithmic depen-
dence of the brightness temperature on µ implies a logarithmic
dependence of the electron temperature on the optical depth,
Te(τ) = a1 + a2 ln τ, (2)
for which the brightness temperature is, from the transfer equa-
tion:
Tb(µ) = a1 + a2(ln µ − γ), (3)
where γ is the Euler constant. We note that in the plots presented
in this article we preferred to use log µ rather that ln µ to make
them more comprehensible.
The form of (2) reflects the gradual temperature rise in the
chromosphere; the actual Te(τ) is expected to steepen at low τ
as we reach the transition region and its slope to change again at
large τ, as we approach the temperature minimum.
For our April 12, 2018 observations, which will be presented
in detail in a future publication, the FD images were normalized
Fig. 1. Top: Original brightness as a function of reference µ (µ100 =
µobs ( fobs/100GHz)2) for commissioning and 353 GHz data only (red
for band 3, blue for band 6, magenta for 353 GHz). Middle: Original
brightness for all data sets. Bottom: Normalized brightness for all data
sets. Colored lines are linear fits to individual bands, black lines are fits
to all data points.
according to the recommended disk center values. When plot-
ting Tb(µ), a very noticeable jump appeared between band 6 and
the other bands. This is true for other data sets obtained during
very quiet dates that we examined, listed in Table 1, where N is
the number of images used. Measurements from all of them are
plotted together in the middle panel of Fig. 1; straight lines are
linear fits to each individual band. The only explanation for this
jump is that the normalization applied to band 6 is not correct.
Normalizing to the commissioning disk center values gave a
reasonable, but not good enough agreement among the 3 bands.
We found that the best way to normalize the data is through a
least square fit of all sets to the same linear (or quadratic) func-
tion of log µ. Considering that Band 3 is more reliable than Band
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Fig. 2. The electron temperature as a function of τ100 from the current work (full magenta line), together with the FAL93 models A (blue), C
(black) and F (red). The dashed black line shows the electron temperature reported in Paper I.
6, both because our commissioning value is close to the recom-
mended and because atmospheric conditions are easier to handle,
we set the normalization factor for that at unity, leaving the fac-
tors for the other data sets to be determined by the fit. The result
of the fit is very good, as shown in the bottom panel of Fig. 1,
with a root mean square (rms) deviation of about 20 K for the
ALMA data. Here a linear fit function was used, as a quadratic
fit made no difference.
Table 1. Dates of ALMA FD data and normalization factors
Date N Freq Norm Origin of the data
GHz
Dec 2015 5 107 1.0000 Commissioning
Mar 16, 2017 9 107 0.9793 Paper II
Apr 12, 2018 10 107 0.9934 This work
May 1, 2018 14 93 1.0169 ALMA 2017.1.00870.S
Dec 20, 2018 5 95 1.0188 ALMA 2018.1.01763.S
Dec 20, 2018 4 105 1.0006 ALMA 2018.1.01763.S
Dec 2015 3 248 1.0085 Commissioning
Apr 12, 2018 7 232 1.0840 This work
May 1, 2018 11 232 1.0871 ALMA 2017.1.00870.S
Dec 20, 2018 2 232 1.0864 ALMA 2018.1.01763.S
Jul 9-10, 1991 1 353 1.0383 Bastian et al. (1993)
The derived normalization factors are given in Table 1; for
Band 6 they are ∼ 8% which, for a Tb value of 6000 K translates
to a difference of ∼ 500 K. Additional information on this issue
comes from comparing the average Tb of “feathered” images
(combining HR interferometric data with FD) to the one mea-
sured from FD images. For our Band 6 observations of April 12,
2018 these values were not the same and, in order to correct for
this difference, we had to multiply the FD values by a factor of
1.066. Noting that the calibration of the interferometric images,
based on celestial sources, is more reliable than the FD calibra-
tion and that this correction is in the same direction as, and quite
close to the value of 1.084 listed in Table 1, this supports our
conclusion that FD Band 6 values are underestimated.
2.2. Inversion and spectrum
Inverting the selected data set we obtained new values of the in-
version parameters in eq (3), a1 and a2, very close the values
reported in Paper I; they are given in Table 2, together with the
values reported in Paper I. Statistical errors of the normalization
fit are very small, of the order of δa1 = 2.6 K and δa2 = 1.4 K. A
more realistic estimate is obtained from the dispersion of the in-
version parameters when single-day observations are considered
individually, which gives δa1 = 14 K and δa2 = 15 K.
Table 2. Inversion parameters
Parameter This work Paper I
a1(K) 6999 6887
a2(K) −563 −608
The inverted Te is plotted in Fig. 2, together with that from
Paper I and the predictions of Models A, C and F of FAL93. For
these models the optical depth associated to a particular height
(and hence to a particular Te) was computed using the opacity
derived from the model parameters.
Although the present results are not identical to those of Pa-
per I, they confirm the main conclusion that the ALMA inversion
for the average QS gives lower Te than the FAL93 C model (this
time ∼ 240 K lower at 100 GHz, compared to ∼ 350 K reported
in Paper I).
Furthermore, applying (1) to (3), we obtain:
Tb(µ, f ) = a1 + a2
ln
( ffre f
)2
µ
 − γ
 (4)
which, given the inversion parameters a1 and a2, allows the com-
putation of the center-to-limb variation (CLV) for a given fre-
quency, as well as the spectrum at disk center, Tb(1, f ). We note
that (3), and hence (4), implicitly assumes a plane-parallel atmo-
sphere which, according to out tests with model computations,
is valid up to µ ' 0.15 (∼ 10′′ from the limb),
The derived disk center spectrum is plotted in Fig. 4. The
wavelength range in which this spectrum is valid is limited
by our range of τ100 and extends from 353 GHz to 62.5 GHz
(0.85 mm to 4.8 mm). In the same figure we have plotted the
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Fig. 3. The mm-λ Tb spectrum derived from the ALMA observations together with the prediction of the FAL 93 models and observations. Louk04
stands for Loukitcheva et al. (2004).
spectra from the FAL93 models, the set of observations com-
piled by Loukitcheva et al. (2004), the value reported by Iwai
et al. (2017) at 2.6 mm from the 45 m Nobeyama dish and our
disk center measurements from paper I, corrected by the nor-
malization factors of Table 1. The FAL93 Tb was computed by
integration of the transfer equation, using opacities derived from
the tabulated values of the physical parameters.
The compilation of Loukitcheva et al. (2004) is a highly in-
homogeneous data set and has a lot of scatter. Most points fall
between models A and C of FAL93; several points are near our
spectrum, but most of them are below. The measurement of Iwai
et al. (2017) is above ours and the corrected Paper I values fall
on our curve, as expected.
Table 3. Disk center brightness
Band Freq Tb
GHz K
Band 3 BB1 93 7406
Band 3 BB2 95 7382
Band 3 Aver 100 7324
Band 3 BB3 105 7269
Band 3 BB4 107 7248
Band 6 BB1 230 6386
Band 6 BB2 232 6376
Band 6 Aver 239 6343
Band 6 BB3 246 6310
Band 6 BB4 248 6301
Using (4) we computed disk center values of Tb at some fre-
quencies of interest for ALMA, and we give them in Table 3;
BB1 to BB4 refer to the 4 basebands (spectral windows) and
bold characters to the average frequency of each spectral band.
The Band 3 average value (7324 K) is very close to the
recommended (7300 K), whereas the Band 6 average value
(6343 K) is 443 K or 7.5% above the recommended (5900 K).
White et al. (2017, Section 9.3) claim a rather small statistical
uncertainty, but a systematic uncertainty of order 5% comes in
through the product of the “forward scattering and spillover” co-
efficient and the “forward efficiency”. It appears that this uncer-
tainty estimate is too low.
2.3. Height of the mm-λ emission
It is important to associate the electron temperature derived from
the ALMA observations to the height, z, in the atmosphere. How-
ever, the computation of τ(z) requires knowledge of the absorp-
tion coefficient which, in turn, depends upon the electron, ion
and H− densities that we do not have. A direct geometric mea-
surement of the height from the shift of the mm-λ features with
respect to the associated magnetic features, as was done by Alis-
sandrakis (2019) for AIA images, would be possible, were the
ALMA solar pointing accurate enough.
Alternatively, information on the height can be provided by
visual comparison of the structure in ALMA images to the struc-
ture in AIA images. In this way we estimated that the mm-λ
emission forms between the AIA levels at 1600 and 304 Å (Pa-
per I and Paper II). An indirect estimate of the emission height
can be made from the delay of oscillations observed by ALMA
with respect to those observed in the AIA 1600 Å band (Pat-
sourakos et al. 2020), assuming that they are manifestations of
propagating waves. Finally, measurements of the solar radius of-
fer another estimate of the formation height, but (a) the radius
reflects the maximum height of formation rather than the av-
erage, as discussed by Alissandrakis (2019), and (b) cannot be
accurately determined from the low-resolution FD images with
ALMA.
In Table 4 we compiled measurements relevant to the emis-
sion height in the mm range and from AIA images; the values
near or at the limb have been corrected for the ∼ 340 km height
difference between the optical limb and the τ5000 = 1 level. The
average radius from the present data set was determined by fit-
ting the gradient of each FD image with a circle (see also com-
ments in Paper I), thus representing the position of the inflec-
tion point of the center-to-limb intensity variation. The accuracy
of these values is certainly better than the resolution of the FD
images; an estimate can be obtained from the rms of the devia-
tions from the circular fit, which are ∼ 1.7 Mm for Band 3 and
∼ 2.5 Mm for Band 6.
The ALMA values in Table 4 are slightly larger than those re-
ported in Paper I, from commissioning observations alone. These
values are between the ones given by Alissandrakis (2019) for
the limb height in the 1600 and 304 Å AIA bands, confirming our
assertion in Papers I and II. We note, however, that the heights
given here are smaller than those reported by Ewell et al. (1993)
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Table 4. Estimates of emission height from the τ5000 = 1 level in the mm range and from AIA 1600 and 304 Å images
λ Location Height Method Reference
Mm
1600 Å Disk center 0.4 ± 0.1 Network shift Alissandrakis (2019)
Near limb 0.8 ± 0.1 Network shift Alissandrakis (2019)
Limb 1.4 ± 0.2 Direct Alissandrakis & Valentino (2019)
1.26 mm Limb 2.4 ± 1.7 Solar radius This work
Limb 3.7 ± 0.1 Eclipse Ewell et al. (1993)
1.46 mm Limb 5.3 ± 2.0 Solar radius Menezes & Valio (2017)
3.00 mm Limb 4.2 ±2.5 Solar radius This work
Limb 5.8 ± 0.6 Eclipse Belkora et al. (1992)
Disk 1.9 ± 0.9 Oscillations Patsourakos et al. (2020)
304 Å Disk center 3.5 ± 0.2 Network shift Alissandrakis (2019)
Near limb 4.4 ± 0.9 Network shift Alissandrakis (2019)
Limb 5.7 ± 0.2 Peak intensity Alissandrakis & Valentino (2019)
at 0.85 mm and by Belkora et al. (1992) at 3 mm. Their mea-
surements were obtained in eclipse observations, using single
dish (Ewell et al. 1993) and interferometric methods (Belkora
et al. 1992) and they refer to a particular position angle and not
to the average quiet Sun. The difference between the emission
heights of Bands 3 and AIA 1600 Å, 1.9 Mm, of Patsourakos
et al. (2020) is also consistent with Band 3 forming between
the 1600 Å level (0.4-0.8 Mm on the disk) and the 304 Å level
(3.5 Mm on the disk).
3. Cell interior and network emission
3.1. What to compare with what
Although the comparison of the observations with models is
fairly straight-forward for the average QS, the situation is more
complicated in the case of cell/network measurements. A first
question is what to measure. The ideal would be to use the his-
togram of Tb values, but this is highly influenced by the resolu-
tion of the observations. The next best thing is the moments of
the Tb distribution, such as the rms value (related to the width of
the histogram); still, this is also affected by the instrumental res-
olution. Probably the best choice is to use a segregation scheme
among cell interior and network intensities and this is our choice
for this work; it should be rather immune to instrumental effects,
but then one has to decide on how to make the split. One possi-
bility is to split the pixels equally in “cell” and “network”, but
it is also possible to add one or more intermediate categories. If
comparison with a model is intended, the split should correspond
to that of the model.
The first multi-component model was that of VAL81, who
computed 6 models (Table 5), based on specific ranges of pixel
intensities in Skylab data (spatial resolution of ∼ 5′′) in the Ly-
man continuum at 900 Å (see their Figure 7). We note that the
Skylab resolution was inferior to that of the ALMA HR im-
ages. The models of FAL93 are based on the VAL81 segregation.
Note, however, that Model A hardly qualifies as “quiet” Sun, and
the same thing is true for Model F which is not “network” (Ta-
ble 5). On the other hand, Model C is close to the weighed mean
of the others and appears to be a good representation of the av-
erage QS (see Table 8 in VAL81).
Another set of models, this time based on SOHO/SUMER
observations of higher than Skylab spatial resolution, was com-
puted by Fontenla et al. (2009, hereafter F09). Their model
B, with index 1001, characterized as “Quiet-sun inter-network”
Table 5. The VAL 81 models
Model Pixels Accumulated Feature
% %
A 8 8 Dark point within a cell
B 30 38 Average cell center
C 30 68 Average quiet sun
D 19 87 Average network
E 9 96 Bright network element
F 4 100 Very bright network element
comprises the 75% lowest pixels, which is too high to qualify as
inter-network QS; for example, adding the percentage of pixels
attributed to dark and average cell and half of those attributed to
the quiet sun by the VAL81 scheme, we get 53%. Model D of
F09, with index 1002, “Quiet-sun network lane”, includes val-
ues from 75% to 97% (see their Figure 1). An additional and
more serious problem with the F09 models is that they all pre-
dict a very flat chromosphere, with too low temperature gradient
which, like the model of Avrett & Loeser (2008, hereafter AL08)
considered in Paper I (Fig. 5), is not compatible with the ALMA
measurements.
Turning to the observations, we note that time averaged im-
ages should be used, in order to avoid the influence of noise,
oscillations (Patsourakos et al. 2020) and transient brightenings
(Nindos et al. 2020). We must also bear in mind that the available
ALMA results refer to a few small regions (usable FOV of about
80′′ for Band 3) at various locations, most of them in ALMA
Band 3. This has an impact on the statistics, due to the small
FOV; probably more important is the possibility that the locally
measured values may not be representative of the average cell
and network properties. Far from the disk center, we also have
projection and obscuration effects.
3.2. Processing and results
In this work we used 10-min time-averaged images with 3-4′′
resolution from our interferometric observations of March 16,
2017, obtained in Band 3 at 6 locations (targets) on the solar disk
along a position angle of 135◦ (Table 1 of Paper II), excluding
Target 1 which was at the limb; we also used our observations
of April 12, 2018, with a single target at µ=0.9, at 100 and 239
GHz; these images had a resolution of ∼ 2′′ in Band 3 and ∼ 1′′
in Band 6. In both cases we used “feathered” images, improved
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Fig. 4. Corrected brightness for cell/average/network for Bands 3 and
6 from HR images, as a function of distance from the center of the
disk, overplotted on the corresponding CLV curves and the CLV curve
derived from the inversion (dashed line). Magenta is for the March 2017
data, blue for April 2018 and red for commissioning.
by self-calibration; due to the averaging the noise level was very
low. Band 3 images were measured over a circular FOV of 40′′
radius and total area of 5000′′2, whereas the radius used for Band
6 was 17.5′′ and the corresponding area was 960′′2. We preferred
a circular, rather than a square FOV (as we had done in Paper I),
in order to avoid problems due to the primary beam correction
near the corners of the square.
In order to increase the number of measurements, particu-
larly in Band 6, we also used two mosaics near the limb, at
100 and 239 GHz, obtained during commissioning. The Band
3 mosaic, with a 190 by 178′′ FOV and a 4.6′′resolution, pro-
vided usable data for µ ≤ 0.55, whereas the Band 6 mosaic,
with a FOV of 142 by 75′′and a 1.3′′resolution, provided usable
data for µ ≤ 0.38. Measurements were performed in strips of
width ∆µ = 0.05 for Band 3, giving projected areas from 4500
to 2700′′2 from µ = 0.55 to µ = 0.25. For the Band 6 mosaic
we used ∆µ = 0.25 and had projected areas from 1250 to 900′′2
from µ = 0.375 to µ = 0.275.
The new measurements for 2017 practically coincide with
the values reported in Paper II. However, the average Tb of the
HR “feathered” images was slightly different from the corre-
sponding value of the average center-to-limb variation (CLV)
curves at the same µ. We attribute this effect to differences be-
tween local conditions, reflected in the HR images, and the av-
erage QS conditions, reflected in the azimuthally averaged CLV
curves. Therefore we corrected the HR values by making the av-
erage of each region equal to the prediction of the global inver-
sion. As for the commissioning HR data, we had already pointed
out in Paper I that they were above the average CLV curve; a sin-
gle correction factor was used for all regions in the same band.
We note that these corrections affect little the net–cell difference
and not at all the net/cell ratio.
The corrected cell, average and network Tb values are plot-
ted in Fig. 4. In the same figure we plotted the associated CLV
curves, as well as the CLV curve deduced from our inversion
(dashed lines); thus this figure also serves as a check of our in-
version against the actual CLVs.
Two segregation schemes were used. The first (measurement
set 1) attributed equal numbers of pixels to cell interior and net-
work (as in Paper II), whereas the second (measurement set 2)
Fig. 5. Image of Target 5 (March 16, 2017) at 3mm, with contours cor-
responding to the segregation used for measurement set 1 (left) and set
2 (right). The radius of the FOV is 40′′.
followed VAL81 Models A and F by attributing the lowest 8%
of the pixels to cell interior and the top 4% to the network; this
choice is justified by the fact that, as pointed out in Paper II, the
mm-λ structure is very similar to that in the UV continuum. Set
2 gives worse statistics than set 1, but it was necessary in order
to come as close as possible to the FAL93 models. Fig. 5 gives
contours of the cell-network boundaries for both segregation
schemes, superposed on a Band 3 image. Although the second
scheme might appear extreme, it picks up well the darkest cell
and the brightest network pixels, but not the average cell and net-
work. The measurements are tabulated in Table 6, where some
values from set 2 with excessive deviation have been deleted.
Plots of the measurement set 1 for the cell interior and the
network are given in Fig. 6, together with the corresponding lin-
ear regression lines and FAL93 models. For reference, we also
plotted in the same figure and listed in Table 6 values derived
from Loukitcheva et al. (2019) at 100 GHz near the center of the
disk, measured from the histograms of their Figure 2a; we con-
sidered their “dark region” (which actually is the interior of a
large supergranule) as cell interior, and their “bright network” as
network. Also plotted in Fig. 6 are cell and network values re-
ported by Wedemeyer et al. (2020), observed at 100 GHz at the
center of the disk, using a two-level segregation scheme. Finally,
in addition to the FAL93 models, the cell and network values (a
single set at 100 GHz, µ = 1) form the radiative MHD model of
Wedemeyer et al. (2020) are plotted; for this we did not take into
account the degradation by the ALMA beam because the effect
is small.
In spite of the inhomogeneity of the data set, the Tb - log µ100
plots of Fig. 6 show well-defined linear relations, similar to the
one we found from the full-disk data. It is also clear that the
net/cell contrast (ratio of ' 1.1) is much below the one predicted
by the FAL93 models (ratio > 1.4), as shown in the Tb difference
and ratio plots of Fig. 7, top. The brightness difference trans-
lates to an electron temperature difference, quite prominent in
the Te(τ100) curves obtained from the inversion of Tb(µ100) and
plotted in the bottom panel of Fig. 7.
Comparing our measurements to the values derived from
Loukitcheva et al. (2019), the “cell” Tb is clearly but not dra-
matically below ours (expected because this is a peculiar case)
and the “net” value very close to ours. The values of net and cell
of Wedemeyer et al. (2020) are much closer to the average than
ours and the contrast quite smaller than ours. Finally, the rMHD
model of Wedemeyer et al. (2020) predicts lower cell bright-
ness and quite low network brightness compared to our mea-
surements; it also predicts a rather high net/cell ratio of 1.19;
still differences are smaller than with the FAL93 models.
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Table 6. Brightness temperature for cell interior and network from high-resolution observations, µ100 is the value of µ reduced to 100 GHz.
Set 1 Set 2
Freq µ µ100 Tb Cell Tb Net Tb Cell Tb Net Origin
GHz K K K K
100 0.250 0.25 7991 8871 7048 9296 Commissioning Band 3 mosaic
0.300 0.30 7796 8584 7354 9030
0.350 0.35 7544 8168 7172 8613
0.400 0.40 7432 8239 6907 8692
0.450 0.45 7072 8203 – 8733
0.500 0.50 7270 8182 6827 8877
0.550 0.55 7095 8169 6681 8901
0.340 0.34 7464 8411 – – March 16, 2017 (Paper II)
0.520 0.52 7361 8046 6953 8607
0.720 0.72 7206 7902 6801 8557
0.820 0.82 7128 7833 6772 8504
0.920 0.92 7043 7817 6635 8541
1.000 1.00 7056 7694 6734 8273
0.900 0.90 7071 7809 6704 8564 April 12, 2018
239 0.275 1.57 6595 7439 6460 7988 Commissioning Band 6 mosaic
0.300 1.71 6889 7511 6449 8020
0.325 1.86 6942 7595 6314 7706
0.350 2.00 6609 7193 6377 7668
0.375 2.14 6680 7229 6182 7663
0.890 5.27 6187 6738 5934 7352 April 12, 2018
100 0.980 0.98 6440 7853 Derived from Loukitcheva et al. (2019)
1.000 1.00 7228 7558 Wedemeyer et al. (2020)
Fig. 6. Brightness temperature as a function of reference µ for the cell
interior (top) and for the network (bottom) for measurement set 1. Dif-
ferent symbols denote different data sets, from commissioning mosaics,
from March 16, 2017 and from April 12, 2018. The black line is the re-
sult of linear regression. Values from Loukitcheva et al. (2019, Louk19)
and from Wedemeyer et al. (2020, Wed20) are also plotted for reference.
The red full lines show the FAL93 models A (top) and F (bottom). The
red filled circle is from the rMHD model of Wedemeyer et al. (2020).
Fig. 7. Top: Tb differences and ratios between network and cell as a
function of reference µ. The symbols have the same meaning as in
Fig. 6. The red full lines show the predictions of the FAL93 models.
Bottom: Thick dashed lines give the electron temperature as a function
of reference τ from the inversion of the observations for the cell interior
(blue) and for the network (red); thin full lines show the FAL93 models
A and F.
Part of the difference between our measurements and the
FAL93 models could be due to the fact that, as discussed above,
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Fig. 8. Same as Fig. 6 for measurement set 2.
their observational basis does not really reflect the cell and net-
work conditions. It is for this reason that we performed our
second set of measurements, which follows the original VAL81
segregation, at the expense of inferior statistics. The results are
shown in Figs. 8 and 9. As expected, the cell interior in now
fainter than before and the network brighter; however, the cell
brightness is still above that of Model A and the network bright-
ness still below that of model F. Although the net/cell contrast
increased above 1.2, it is still too low compared to the model pre-
diction (Fig. 9, top) and the inversion curves, the network curve
in particular, are still far from the models (Fig. 9, bottom).
An additional remark is that for both sets the cell-network
inversion curves diverge as τ decreases, indicating that the con-
trast decreases with τ and increases with wavelength, following
the trend in the microwave range (Sect. 1). This may also in-
dicate an increase of the contrast with height (note though that
equal τ does not necessarily imply equal height). Associating
the slope of the Te(τ100) curve with the temperature gradient in
the chromosphere, this result implies that the temperature rise is
steeper in the network than in the cell interior.
The values of the inversion parameters a1 and a2 in (1),
which correspond to the value of Te at τ100 = 1 and dTe/d ln τ
respectively, are given in Table 7, together with the correspond-
ing parameters of the FAL93 and AL08 models; for the models,
the temperature gradient at τ100 = 1 is also given. We estimate
that the errors in a1 and a2 are of the same order as those for
the average QS, discussed in Sect. 2.2. We note that the values
of both a1 and a2 increase as we go from the cell interior to the
network, the increase of a2 reflecting the divergence between the
network and cell Te(τ) curves mentioned above.
The differences in Te between the ALMA results and the
FAL93 models together with the corresponding ratios are given
in Table 8, while those between the network and cell interior are
Fig. 9. Same as Fig. 7 for measurement set 2.
Table 7. Atmospheric parameters from ALMA inversion and models
Model/observed Te(τ100 = 1) dTe/d ln τ dTe/dz
K K K km−1
Network, set 2 7916 −660 –
Network, set 1 7383 −580 –
Average QS 6999 −563 –
Cell, set 1 6726 −495 –
Cell, set 2 6362 −410 –
FAL93, F 9200 −642 1.64
FAL93, C 7241 −560 2.10
FAL93, A 5918 −579 9.11
AL08 6657 −15 0.11
Table 8. Te differences and ratios at τ100 = 1 with respect to FAL93
Data set Difference Ratio
K
Network, set 2 −1284 0.86
Network, set 1 −1817 0.80
Average QS −242 0.94
Cell, set 1 808 1.34
Cell, set 2 444 1.08
presented in Table 9. Both tables show very well the departure
of our measurements from the A and F model predictions.
4. Summary and discussion
Using a larger data set of ALMA full-disk images than in Pa-
per I, we verified that the brightness temperature varies linearly
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Table 9. Network/cell interior Te differences and ratios at τ100 = 1
Data set/model Difference Ratio
K
set 2 1554 1.24
set 1 657 1.10
FAL93 3282 1.55
with the logarithm of µ, reduced to the reference frequency of
100 GHz, over a range of µ100 between ∼ 0.4 and ∼ 6.6. This
implies a linear relationship between the electron temperature
and the logarithm of the optical depth in the region of formation
of the radiation (chromosphere).
Further study of the FD images revealed that the normaliza-
tion factor recommended by White et al. (2017) for ALMA Band
6 is underestimated by 7.5%, or ∼ 440 K. This conclusion was
reached by fitting all measurements to the same linear Tb - log µ
relation, assuming that the commissioning calibration was cor-
rect. This assumption introduces some uncertainty in our results
which, however, requires a better absolute calibration of ALMA
FD images in order to be avoided.
The inversion of all our FD data confirmed our original con-
clusion that the electron temperature in the chromosphere is
close to the prediction of Model C of FAL93 (240 K below at
100 GHz, or 3%); moreover, the slope of the Te(τ100) curve is
incompatible with other models, such as those of VAL81, AL08
and F09, which all predict too flat a chromosphere. The similar-
ity of the present results with model C, allows us to assert that
the average temperature gradient in the chromosphere is of the
same order as the one predicted by that model, ∼ 2 K km−1.
From our inversion parameters we computed the mm-λ Tb
spectrum at the center of the solar disk and compared it with
published measurements. We found that several observed values
are close to this spectrum, although most are below.
The solar radius measured from our present full-disk data
set gave improved values of the limb height compared to Paper
I, 2.4 Mm in Band 6 and 4.2 Mm in Band 3; this confirms our
assertion in Papers I and II that the mm-emission forms between
the levels of the 1600 Å and 304 Å emissions. Still, more work is
necessary in this direction, because of the low resolution of the
ALMA FD images.
Measurements of the intensity of cell interiors and network
elements from high resolution ALMA data in bands 3 and 6
revealed similar linear relationships between Te and log(τ100),
with lower slope for the cell interior and higher for the network,
compared to the average QS. The divergence of the Te(log τ100)
curves indicates that the temperature rises faster in the network
than in the cell interiors.
Our measurements give a much lower network-to-cell con-
trast than the FAL93 models, even if we use the pixel segrega-
tion scheme of VAL81, on which the FAL93 models are based.
The cell interior is brighter than the model prediction and the
network less bright. This may reflect issues related to the obser-
vational basis of the models.
In addition to the new information provided in this work
about the temperature structure of the chromosphere, a number
of important observational issues is raised. One is that a better
absolute calibration is needed for ALMA FD images. This could
be achieved through cross-calibration with the full Moon; alter-
natively, a comparison of FD data with HR data, which are cal-
ibrated using celestial sources, could be tried. A second issue is
that statistics of HR observations should be improved, by more
observations at different disk locations and in all available bands;
the ideal, of course would be to obtain HR images of the entire
solar disk, but this is not currently possible with ALMA.
In spite of the poor statistics, the main results of the present
work, i.e. the linear dependence of Te on τ, the increase of the
slope as we go from the cell interior to the network, the net-
work/cell contrast, appear robust. Expanding ALMA observa-
tions to higher frequencies (Band 7 is already in operation), will
allow us to better probe the low chromospheric levels and to ap-
proach, or even reach the temperature minimum. Expanding to
lower frequencies will provide information about the upper chro-
mosphere and its interface with the transition region.
The approach that we used in Paper I and developed further
here, gives physical information from CLV-spectral observations
in a direct and simple way. We have not yet treated the important
issue of pole-equator differences, polar brightening in particular
(see Sect. 4.2 in Shibasaki et al. 2011) and, of course, solar cycle
variations are out of ALMA reach for the time being. Finally, we
expect to investigate further in the near future both the average
quiet Sun and the cell/network properties at higher frequencies,
as Band 7 observations become available. Band 5 data, which
will become available in the upcoming Cycle 8 of ALMA solar
observations, will also be very useful to bridge the gap between
Bands 3 and 6.
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