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Abstract—We present an algorithm that, given any target
tree, synthesizes reversible self-assembly rules that provide
a maximum yield in the sense of stochastic stability. If the
reversibility constraint is relaxed then the same algorithm can
be trivially modiﬁed so that it converges to a maximum yield
almost surely. The proof of correctness in both cases relies on
the notion of a completing rule. We examine the conservatism
of this technique by considering its implications for the internal
states of the system. We show by example that any algorithm
that guarantees the existence of a completing rule for all target
trees will, for some cases, (1) produce complete assemblies with
non-unique internal states, or (2) produce internal states that
cannot be recovered from the unlabeled graph.
I. INTRODUCTION
Self-assembly is the phenomenon of an ordered structure
emerging from the aggregate behavior of simpler constituent
entities acting autonomously. Self-assembly has been the
subject of a great deal of research. The motivation is twofold.
First, understanding self-assembly generically is essential to
elucidating natural self-assembling systems. Second, tech-
niques applicable to the manufacture and operation of self-
assembling engineered systems can potentially be developed.
The level of complexity inherent in the former circumstance
suggests tremendous scalability, reliability, and paralleliza-
tion advantages for the latter. While interest in generic self-
assembly dates back to at least the 1950’s [1], the treatment
of foundational possibility results has only begun to appear
in the literature in recent years.
In this paper, we ﬁx the structure of the rule sets and
the underlying dynamics that execute the rules. We propose
an algorithm for the synthesis of rules from a description
of the assembly goal. Target assemblies are represented by
speciﬁc graph topologies. We desire that a graph with at
least as many nodes as the target graph “assemble” the target
graph by having it’s nodes create and sever edges according
to preloaded local rules. When there are many more nodes
than the target, we prefer as many copies of the target to be
assembled as possible. We describe the problem formally in
Section II.
Our model is straightforward. The system is a graph that
evolves over time. Each vertex is an identical atom. The ﬁnite
number of vertices is ﬁxed at the outset and the set of edges
is dynamic. Each node also has an internal state taking on
values from a ﬁnite set. At each iteration, two nodes are
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selected at random. If there is a rule in the ﬁnite rule set that
applies to the nodes, they either apply the rule (changing the
graph) or do nothing depending on the probability associated
with that particular rule. If multiple rules apply, one is
selected at random. The rules are described using the notation
of graph grammars [2], which we review in Section II. We
desire a maximum number of disjoint maximal connected
subgraphs isomorphic to a target graph. More plainly, we
want to maximize the yield of desirable assemblies.
We operate under communication and reversibility con-
straints. The communication constraint enforces a strong
notion of locality in our procedures because information
cannot propagate (e.g. by way of a connected graph) so
that ostensibly global information can be made available to
the agents. Reversibility is a necessary property in many
application areas— we explore the impact of this constraint
by considering both processes that obey and neglect it. These
constrains are described formally in Section II.
The synthesis problem for programmable self-assembly of
graphs was introduced in [3]. There, the procedure depends
upon communication between agents participating in an
assembly and decisions are made according to a policy
that relies on exhaustive search through all possible sub-
assemblies. The notion of deadlock (multiple partial assem-
blies as undesirable equilibria) is also introduced. In [4]
the formalism of graph grammars is ﬁrst utilized in self-
assembly of graphs and algorithms for synthesizing rules
are presented. In particular, the MakeTree algorithm uses
only constructive and destructive binary rules so that our
communication constraint is observed. This procedure has a
performance guarantee for all acyclic graphs when the num-
ber of agents is inﬁnite. However, to avoid deadlock when
the number of agents is ﬁnite, a disassociation rule must be
added which depends upon implementation of a consensus
algorithm inconsistent with the communication constraint
we insist on. This stream of work has contributed many
other results in this area including optimal non-deterministic
behavior for some cases, and a robotic programmable parts
testbed [5].
In [6] we suggested allowing for probabilistic performance
guarantees in self-assembly. We demonstrated the usefulness
of this relaxation by presenting a simple algorithm that could
construct any tree in the sense of stochastic stability and
gave a performance guarantee that approached a maximum
yield as the number of available parts grew large. In this
paper we introduce a new algorithm for synthesizing local
interaction rules that improves upon the algorithm in [6] in
two signiﬁcant respects.
• The new algorithm gives maximum yields for anynumber of parts.
• The new algorithm builds assemblies in parallel.
Furthermore, we identify consequences for the internal states
of the system that may not be avoidable when a maximum
yield is required.
Designing self-assembly rules that are optimal with respect
to convergence rates subject to a probabilistic performance
constraint was considered in [7]. Stochastic stability has also
been used as an equilibrium concept in a mildly related
network formation game [8]. A similar notion of stability
has been applied to the analysis of gene regulatory networks
[9]. We provide all needed stochastic stability deﬁnitions and
theorems in Section II-E.
Another stream of research has modeled programmable
self-assembly using cellular automata [10]. The generic
algorithms are applicable to all assemblies that are ﬁlled,
non-cantilevered, and convex in each layer. However, the
agents are assumed to know their exact global position at
all times. This can be guaranteed as long as the agents know
their positions initially. Another model that has actually seen
some experimental success is the tile [11] (another form
of cellular automata). Basic self-assembly and computation
capabilities have been demonstrated with DNA-based tiles.
Numerous robotic self-assembling systems have been de-
veloped, notably [12] and [13]. Some mathematical formal-
ization of these methods has also been done [14]. General
global-to-local techniques for self-assembly are considered
in [15]. A synopsis of various contributions in robotic self-
assembly is available [16].
II. DEFINITIONS
A. Graph Grammars
In this section we succinctly reproduce the notion of graph
grammars introduced in [4]. We will use a slightly different
formulation that is tailored to our setting. A simple labeled
graph is a triple G = (V,E,l) where V is a ﬁnite set of
vertices (or parts), E ⊂ V × V are pairs of vertices (or
edges), and l : V → S is a labeling function indicating the
internal state of each node. Parts are attached if their indices
are one of the pairs in E. Pairs of nodes {x,y} ∈ E are
denoted by xy. The label l(x) of a part x is its internal
state information from the ﬁnite set of states S. We use the
subscript notation VG, EG, lG to refer to the vertex set, edge
set, and labeling function of a graph G. We also use nE(k)
to refer to the neighbors of vertex k relative to the edge set
E. The set of graphs with vertex set V is denoted GV .
Our self-assembly objectives will be related to E only. V
will be static and l will inﬂuence how E changes, but will not
be material to our objectives intrinsically. In this framework,
assemblies are network topologies. In [6] we use weighted
graphs to confer geometric orientations on the edges, but
we omit these details here in the interest of simplicity. The
extension is straightforward.
We say that two graphs are an isomorphism, or one graph
is isomorphic to another when they obey an equivalence
relation. That is G1 ≃ G2 if ∃h : VG1 → VG2 bijective
such that ij ∈ EG1 ⇔ h(i)h(j) ∈ EG2. The isomorphism is
label-preserving if lG1(x) = lG2(h(x)) ∀ x ∈ V1.
Due to the vertices being identical atoms, any element of
an equivalence class of graphs represents the same assembly.
Since it is self-assembly performance that we are concerned
with, our objective will be phrased in terms of equivalence
classes of graphs.
Given I ⊂ VG we deﬁne the subgraph G ∩ I = (VG ∩
I,EG ∩ I × I,lG|I×I). We say that G contains H if a
subgraph of G is isomorphic to H. A connected subgraph
is maximal if there are no nodes in the original graph that
could have been added to the subgraph while still leaving
the subgraph connected. We will use the terms assembly and
maximal connected subgraph interchangeably.
Deﬁnition 2.1: A rule is an ordered pair of graphs r =
(L,R) such that VL = VR. L and R are the left hand side
and right hand side of r. The size of r is |VL| = |VR|.
We refer to rules of size two as binary rules. If EL   ER
a rule is called constructive. If EL   ER a rule is called
destructive. Otherwise, the rule is mixed. Note that we deﬁne
these set inequalities strictly, unlike some others. We can
represent a binary rule visually as
a − b ⇀ c d
where the letters are the labels and the vertices are sup-
pressed. The left node of the left hand side corresponds to
the left node of the right hand side, and similarly for the
right nodes. A rule represents a local change in a graph, i.e.
|VG| ≥ |VL|.
Deﬁnition 2.2: A rule r = (L,R) is applicable to a graph
G if there exists a subgraph G ∩ I and a label-preserving
isomorphism h : VG ∩ I → VL. In this case h is called a
witness and the triple (r,I,h) is called an action.
Deﬁnition 2.3: When (r,I,h) is an action with r =
(L,R) on G, the application of (r,I,h) to G gives a new
graph G′ = (VG,EG′,lG′) deﬁned by
EG′ = (EG−{xy : xy ∈ EG∩I×I})∪{xy : h(x)h(y) ∈ ER}
lG′(x) =
 
lG(x), if x ∈ VG − I
lR ◦ h(x), otherwise
We write G
r,I,h
− − − → G′ to indicate that G′ was obtained from
G via application of (r,I,h). We deﬁne the complement of
a rule as ¯ r = (R,L) so that G
r,I,h
− − − → G′ ¯ r,I,h
− − − → G′′ = G.
If we have a set of rules Φ then we can begin to examine
sequences of graphs obtained from successive application of
the rules.
1) Example: Simple cycle-building rules: Consider the
following set of constructive binary rules:
Φ =

 
 
a a ⇀ b − c, (r1)
c a ⇀ d − e, (r2)
e b ⇀ f − g. (r3)
From the initial graph G0 = ({1,2,3},{∅},lG0( ) = a)
there is only one possible trajectory if we insist on applying
the unique applicable rule at each step, shown in Figure 1.
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Fig. 1. The rules in Example II-A.1 can be applied successively to generate
the cycle on the right. The subgraphs and witnesses should be obvious from
the ﬁgure.
r•
d
f g
h
f g
Fig. 2. The rule r4 effectively acts as a communication step, updating the
agent labeled d that the cycle has been closed.
2) Example: Binary Communication: Continuing with the
previous example, consider the label d. When r3 is applied,
the chain closes into a cycle, but the node with label d
is unaffected. Considering labels as representing the local
information available to each agent, the agents with labels f
and g know the exact structure of the graph since these labels
are only adopted coinciding with r3. If we augment the rule
set with a mixed rule: ˆ Φ = Φ∪{d−f ⇀ h−f, (r4)} then
the agent labeled d is apprised that the cycle is completed
by its neighbor with label f, so that in the ﬁnal graph, all
agents are aware of the complete structure of the assembly
they participate in. The effect of r4 is illustrated in Figure
2. §
In order to disallow communication, the algorithms we
present will be constrained so that they can only synthesize
a ﬁnite number of binary rules— each one being either
constructive of destructive. We also point out that if the
number of vertices in the example were greater, it would
be possible for r3 to occur between two different subgraphs,
producing a long chain instead of a cycle. This reﬂects a
very general limitation with ﬁnite binary rule sets [4]. For
this reason, we will concentrate only on acyclic assembly
objectives.
Since we will only be concerned with binary rules, we
will introduce random pairwise selection dynamics to place
the application of rules in a systematic framework.
B. Random Pairwise Selection Dynamics
A random pairwise selection dynamic graph is a quadruple
Σ = (G0,F,Φ,R). The graph G0 is an initial condition. The
set Φ is the rules. The family of random variables F(G),G ∈
GVG0 take on values in {(x,y) : x,y ∈ VG0,x  = y} so
that each F(G) selects two vertices without replacement.
R : Φ → (0,1] assigns a Bernoulli distribution parameter to
each rule. With these deﬁnitions, we can generate a random
sequence of graphs {Gt}∞
t=1 as follows:
1) Initialize with t = 0 and G0.
2) Increment t.
3) F(Gt) is realized, giving a pair of vertices {x,y}.
4) Let
Φt = {r ∈ Φ : ∃h s.t. (r,{x,y},h) is an action on Gt−1}.
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Fig. 3. Successful realizations of {Gt} occur with positive probability
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Fig. 4. Unfortunately, the system in Example II-C.1 can exhibit deadlock.
5) If Φt = {∅} let Gt = Gt−1 and return to step 2.
6) Let r ∈ Φt be chosen at random, uniformly.
7) Let Gt−1
r,{x,y},h
− − − − − − → G′.
8) Let
Gt =
 
G′, w.p. R(r)
Gt−1. w.p. 1 − R(r)
9) Return to step 2.
We will be interested in characterizing the asymptotic
behavior of {Gt} for various choices of Φ and R. The
random sequence of selections, F(Gt) will be considered
exogenous. Sampling from F(Gt) gives an inherent stochas-
ticity to the process even if R( ) = 1, i.e. no random
behavior is introduced intentionally. Random pairwise se-
lection dynamics can therefore be thought of as a model in
which agents interact via random encounters and then behave
according to the rules and their associated probabilities. The
interaction probabilities depend on the current graph Gt.
Since F(Gt) is exogenous, we will have limited control over
the trajectories of {Gt}, still, we hope to inﬂuence the long-
run properties of the system through Φ and R. This model
is appropriate for systems where agent motion is stochastic,
such as in a liquid solution. Alternatively, we can think of
the model as corresponding to a system with deterministic
agent motion that is abstracted away or approximated via
random encounters.
C. The Self-Assembly Problem
Let G0 be an initial graph and ˆ G an unlabeled target graph.
The yield of a graph G with respect to a target ˆ G, Y ˆ G(G)
is the number of disjoint maximal connected subgraphs in
G that are isomorphic to ˆ G. Building on this deﬁnition we
deﬁne the set:
G
ˆ G
VG0 = {G : VG = VG0,Y ˆ G(G) = ⌊|VG0|/|V ˆ G|⌋}
as the set of maximum yield graphs. For all the graphs in
G
ˆ G
VG0, it is impossible for any rules to increase the number of
completed assemblies. We do not specify any preference for
the remainder nodes when |VG0| is not an integer multiple
of |V ˆ G|.
The self-assembly problem is, given F and G0, to ﬁnd a
set of rules Φ and associated probabilities R so that {Gt}
will enter and remain in G
ˆ G
VG0.1) Example: Deadlock: Consider the system Σ =
(G0,F,Φ,R) deﬁned by G0 = ({1,2,3,4},{∅},lG0( ) =
a), F ∼ i.i.d. uniform, R( ) = 1,
Φ =
 
a a ⇀ b − c, (r1)
c a ⇀ d − e. (r2)
Suppose ˆ G = ({1,2,3},{12,23}). Figure 3 gives a
possible trajectory for {Gt}. In this case, the process was
successful since Gt ∈ G
ˆ G
VG0 for all t ≥ 2. However, another
possible trajectory is shown in Figure 4. In this case, the
system has reached an undesirable steady state and we have
Gt / ∈ G
ˆ G
VG0 for all t. Notice that each maximal connected
subgraph of Gt is isomorphic to a subgraph of ˆ G— this is the
phenomenonreferred to as deadlock [3]. Deadlock is an issue
because we consider G0 with ﬁnitely many vertices only,
so the supply of parts can become exhausted in undesirable
graphs that are invariant under Σ. This issue is addressed
in [4] for a very similar situation. It is suggested that the
agents run a consensus algorithm to estimate if deadlock
has occurred, and if they deem it has, to sever their edges
so that they will be available to complete other assemblies.
In this paper we will avoid deadlock without recourse to
communication. §
Depending on the constraints introduced on Φ and R
it may not be possible to make G
ˆ G
VG0 an invariant set of
the system Σ. In this case, we will be limited to making
probabilistic statements about Y ˆ G(Gt). We introduce one of
these constraints now.
D. Reversibility
One very natural constraint on Φ and R is related to
the reversibility of the various rules. In many settings,
reversibility is a necessary constraint in order for models
to be realistic [17], [18].
Deﬁnition 2.4: The pair (Φ,R) is reversible if for any
r ∈ Φ we have ¯ r ∈ Φ.
Clearly it is impossible for {Gt} to stay in G
ˆ G
VG0 when
(Φ,R) is reversible. Because of this, the best we can do is
synthesize Φ and R so that {Gt} will be in G
ˆ G
VG0 with a
high probability. In order to formalize these notions, we will
utilize the concept of stochastic stability.
E. Stochastic Stability
This introduction to the notion of stochastic stability will
draw heavily from the presentation of Young [19] in the
context of social conventions. We will develop these concepts
here with an eye for brevity. A similar treatment can be found
in [6].
We will consider a Markov process P 0 on a ﬁnite state
space Z. We will restrict our interest to perturbations to this
process of a speciﬁc form, deﬁned below.
Deﬁnition 2.5: Let P ǫ be a Markov process on Z for each
ǫ ∈ (0,¯ ǫ]. The process P ǫ is a regular perturbed Markov
process if P ǫ is irreducible and aperiodic for every ǫ ∈ (0,¯ ǫ]
and for each z,z′ ∈ Z we have limǫ→0 P ǫ
zz′ = P 0
zz′, and if
P ǫ
zz′ > 0 for some ǫ > 0, then 0 < limǫ→0 P ǫ
zz′/ǫr(z,z
′) <
∞ for some r(z,z′) ≥ 0.
The value r(z,z′) ∈ R is called the resistance of the
transition z → z′. Clearly, r(z,z′) must be uniquely deﬁned
in order to satisfy the condition. Also, P 0
zz′ > 0 if and only
if r(z,z′) = 0. That is, transitions that occur with non-zero
probability under P 0 have zero resistance. Transitions that
never occur can be considered as having inﬁnite resistance
so that r(z,z′) is always deﬁned.
For each ǫ, there is a unique stationary distribution,  ǫ,
associated with P ǫ (by its irreducibility and aperiodicity).
We can now formally deﬁne stochastic stability.
Deﬁnition 2.6: A state z is stochastically stable (Young,
1993) if limǫ→0  ǫ(z) > 0.
It has been shown elsewhere [19] that the above limit
exists for every z so that every regular perturbed Markov
process has at least one stochastically stable state. These
states are the ones that the system spends almost all its time
in over the long run when ǫ is small.
Theorem 2.1: Let P ǫ be a regular perturbed Markov
process, and let  ǫ be the unique stationary distribution of
P ǫ for each ǫ > 0. Then limǫ→0  ǫ =  0 exists, and  0 is a
stationary distribution of P 0. The stochastically stable states
are recurrent class(es) of P 0.
The next section presents the main result of this paper—
the Lynchpin algorithm.
III. THE LYNCHPIN ALGORITHM
Algorithm 1 Lynchpin(V,E,k,s)
1: {vj : j = 1,2,...,|nE(k)|} ← nE(k)
2: for j = 1 to |nE(k)| do
3: if |nE(vj)| ≥ 2 then
4: let (V j,Ej) be the component of (V,E − {kvj})
containing vj
5: (sj,Φj) ← Lynchpin(V j,Ej,vj,s)
6: s ← sj
7: else
8: sj ← 0
9: Φj ← {∅}
10: end if
11: end for
12: Φ ← Φ1 ∪ {s1 0 ⇋ (s + 1) − (s + 2)}
13: s ← s + 2
14: for j = 2 to |nE(k)| do
15: Φ ← Φ ∪ Φj ∪ {sj s ⇋ (s + 1) − (s + 2)}
16: s ← s + 2
17: end for
18: return (s,Φ)
Under random pairwise selection dynamics the sequence
of graphs {Gt} is random. Thus the strongest possible
performance guarantee that can be provided is that {Gt}
converges to the set G
ˆ G
VG0 almost surely. Equivalently, we can
be arbitrarily certain that the system will be assembled if we
wait long enough to make our observation. If we impose that0
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Fig. 5. Assembly of ˆ G via ΦL always culminates with r5.
Φ is reversible, then this sort of guarantee is not possible.
After we present the Lynchpin algorithm we will show
that a non-reversible version of the process induced by a
subset of the rules converges almost surely. Then we will
show that we can give a performance guarantee in the form
of stochastic stability for the reversible process.
The Lynchpin algorithm is a recursion that generates Φ
from a target tree ˆ G and an initial node k. The s argument is
a starting state. Running Lynchpin(V ˆ G,E ˆ G,k,0) for any
k ∈ V ˆ G returns the rule set Φ along with s, which will be
the state of node k in completed assemblies. We use the ⇋
as shorthand for two complementary rules.
A. Example: Completing rules
Suppose ˆ G = ({1,2,3,4},{12,23,34}); a chain of four
vertices. Furthermore let
ΦL = Lynchpin(V ˆ G,E ˆ G,2,0) =

 
 
0 0 ⇋ 1 − 2, (r1,r2)
0 0 ⇋ 3 − 4, (r3,r4)
2 4 ⇋ 5 − 6, (r5,r6)
Figure 5 shows a sequence of rule applications that suc-
cessfully assemble the target. We will see that this ordering
and the uniqueness of r5 as a completing rule are generic
properties of Lynchpin. §
Note that the different subtrees can be completed in any
order so that Lynchpin gives rules which allow for parallel
self-assembly. We proceed to state our main result, the
performance guarantees for random pairwise selection using
rule sets generated by Lynchpin. We omit proofs from
this manuscript— the extended version of this paper at the
author’s website contains full proofs.
B. Analysis of Lynchpin
Let ˆ s be the label returned by Lynchpin. Then there
is one rule whose left hand side contains this label— the
complement of the completing rule, ˆ r. We will be interested
in the following rule probabilities
R(r) =
 
ar, r  = ˆ r
ǫ, r = ˆ r
where ar ∈ (0,1] are arbitrary constants. This choice
of R gives a regular perturbed Markov process, P ǫ. The
unperturbed process P 0 is obtained by removing ˆ r from Φ.
Consider an arbitrary connected, acyclic ˆ G and the initial
graph G0 = (VG0,{∅},l0( ) = 0). The rule set Φ and
probabilities R are as speciﬁed in the previous section which
gives the unperturbed Lynchpin process {Gt}. Recall that
Y ˆ G(Gt) is the yield of ˆ G for the process at time t.
Theorem 3.1: For the unperturbed Lynchpin process,
Gt → G
ˆ G
VG0 almost surely.
A subset of G
ˆ G
VG0 is the only recurrent class of the process.
It follows from Theorem 2.1 that these are precisely the
stochastically stable states of the perturbed process.
Theorem 3.2: The stochastically stable states of the per-
turbed Lynchpin process are a subset of G
ˆ G
VG0.
It is interesting to note that the unperturbed Lynchpin
process utilizes just a single irreversible rule, yet provides
the strongest possible form of performance guarantee. When
the complement of this irreversible rule is introduced as a
perturbation, we get the best possible form of performance
guarantee for a reversible self-assembly process. The cor-
rectness of Lynchpin follows from its providing a unique
completing rule. In the next section we show that this
technique is conservative with respect to certain desirable
properties of the internal states.
IV. CONSERVATISM OF COMPLETING RULES
The internal states utilized in Lynchpin possess a feature
shared by the procedure presented in [6]. That is, the right
hand sides of constructive rules contain unique labels. There-
fore two different nodes in a complete assembly always have
different labels. If we expect the agents to perform particular
functions after assembly, then we can exploit the uniqueness
of the ﬁnal states to specify behaviors based on positions
in the assembly. In particular, we get assemblies that are
further composable in higher level self-assembly processes.
However, there is a second feature of the process presented in
[6] that is lacking in Lynchpin. That is, from any subgraph
we can infer the correct labels (up to an isomorphism) from
the unlabeled subgraph. The implication is that the agents’
states are not auxiliary. Each agents behavior depends only
on the structure of the assembly that it is participating in. The
Lynchpin algorithm will, in general, produce several rules
of the form {0 0 ⇋ x−y} with different x,y for each rule.
Consequently, the labels of the resulting subgraphs cannot be
inferred from the associated unlabeled subgraphs.
While the process in [6] has both of the aforementioned
features, it only gives an asymptotically maximum yield (in
|VG0|). We achieve a maximum yield in Lynchpin, but
sacriﬁce the feature of internal states being derivable from
the unlabeled graph. It is an open question whether any
reversible algorithm obeying the communication constraints
can satisfy both desiderata and give maximum yields. How-
ever, we will show that if such an algorithm exists, it cannot
exploit the notion of a completing rule. The proof is by way
of a counterexample.
Theorem 4.1: Any algorithm that gives reversible, binary
constructive/deconstructive rule sets with completing rules
must, for some target trees, either introduce states that
cannot be determined from the unlabeled graph or give
complete assemblies with non-unique states.
V. DISCUSSION
A. Simulations
We simulated the problem described in Example III-A
with F uniform, |VG0| = 25 parts, ar = 1, and ǫ = .01.
These parameters imply a maximum yield of 6. We ran the0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
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Fig. 6. The 1000 sample lagged moving average of each of the 100 runs
simulated.
simulations 100 times with 105 iterations per run. The results
are plotted in Fig. 6. Discarding the ﬁrst 103 iterations of
each run, the average number of complete assemblies among
all runs was 5.8862 and systems had 6 complete assemblies
89% of the time. We can make these long-run averages as
close to the maximums as we please by lowering ǫ.
B. Conclusions
In [6] we showed that self-assembly of any tree was
possible under communication and reversibility constraints.
However, the yields were only nearly maximum. Speciﬁcally,
the stochastically stables states corresponded to yields within
|V ˆ G|−1 assemblies of the maximum. While this may not be
signiﬁcant when |VG0| ≫ |V ˆ G|, it clearly is when |VG0| is
not large. The Lynchpin algorithm instead gives maximum
yields. However, this performance improvement comes at
a price: internal states can no longer be inferred from the
unlabeled graph. We further showed that in order for self-
assembly algorithms to exploit the idea of a completing rule
(like Lynchpin), we must allow internal states that are
either non-unique or non-inferable. Simulations suggest that
Lynchpin is also much faster than the previously proposed
method, although we are yet to make this claim rigorous.
This performance improvement intuitively seems to be a
natural consequences of Lynchpin’s being parallel.
The two main future directions for this program are the
addressing of convergence rates and further contextualization
of the theory. In particular, it would be useful to identify
the constraints that must be obeyed in a speciﬁc problem
domain and assess their consequences for programmable
self-assembly.
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