The recently prevalent tensor train (TT) and tensor ring (TR) decompositions can be graphically interpreted as (locally) linear interconnected latent factors and possess exponential decay of correlation. The projected entangled pair state (PEPS, also called two-dimensional TT) extends the spatial dimension of TT and its polycyclic structure can be considered as a square grid. Compared with TT, its algebraic decay of correlation means the enhancement of interaction between tensor modes. In this paper we adopt the PEPS and develop a tensor grid (TG) decomposition with its efficient realization termed splitting singular value decomposition (SSVD). By utilizing the alternating least squares (ALS) a method called TG-ALS is used to interpolate the missing entries of a tensor from its partial observations. Different kinds of data are used in the experiments, including synthetic data, color images and real-world videos. Experimental results demonstrate that the TG has much power of representation than TT and TR.
I. INTRODUCTION
It is well-known that matrix intrinsically represents the twodimensional data. As a natural extension of matrix, tensor intuitively represents the multidimensional array, which results in preserving more information in high dimensions. Compared with matrix method, this advantage makes tensor a better access to deal with multidimensional data.
During the signal transmission, it is ubiquitous that some entries of data are missing or corrupted due to unconscious process or conscious intents. Tensor completion is often used to tackle this situation, as long as most elements of data have correlations [1] , in which the low rank property is usually common. Besides signal processing [2] , there are also many other fields benefit this property, e.g., machine learning [3] , remote sensing [4] , computer vision [5] , etc.
Common forms of tensor decompositions are summarized as follows. The CANDECOMP/PARAFAC (CP) decomposition factorizes an N -order tensor X ∈ R I×···×I into a linear combination of rank-one tensors [6] , thus the storage requirement of CP decomposition is N IR+N , where R is the CP-rank [2] . However, the determination of CP-rank is an NP-hard problem [7] , and low CP-rank approximation may involve numerical problems [2] . Tucker decomposition decomposes a tensor into a set of matrices and one core tensor, which models a potential pattern of mutual interaction between components in different modes [6] . The storage complexity of Tucker decomposition is R N +N IR for an N -order tensor, provided that [R, . . . , R] T is the Tucker rank, which still grows exponentially with respect to its dimension. Tensor singular value decomposition (t-SVD) factorizes a 3-way tensor into two orthogonal tensors and a f-diagonal tensor [8] , and the tubal rank is defined as the number of non-vanishing singular tubes in the fdiagonal tensor. The storage in low tubal rank representation is 2I 2 R + IR 2 , where R is the tubal rank of a 3-order tensor. In tensor train (TT) decomposition, a higher-order tensor is decomposed into a set of 3-order core tensors with two border factor matrices [9] . Tensor train is also called matrix product states (MPS) with open boundary conditions (OBC) in physics [2] , [10] . The number of parameters in TT decomposition is
T is the TTrank. The hierarchical Tucker (HT) decomposition factorizes a tensor like a tree with each degree of nodes less than or equal to 3 [6] . Its storage requirement is N IR
T is HT-rank. The recently proposed tensor ring (TR) decomposition represents a high-order tensor as a sequence of cyclically contracted 3-order tensors, which has a periodic boundary conditions (PBC) [11] , [12] . The storage complexity is N IR 2 , where [R, . . . , R] T is the TR-rank. Tensor network is a powerful and convenient tool that contains enormous structures. By the aid of tensor network, the complicated mathematical expressions of many existing tensor decompositions can be graphically represented by graphs. Specifically, CANDECOMP/PARAFAC (CP) decomposition and Tucker decomposition are star graphs, hierarchical Tucker (HT) decomposition is a tree graph, tensor train (TT) decomposition is a path graph, tensor ring (TR) decomposition is a cycle graph, four products of path graph is projected entangled pair state (PEPS) [12] , etc. Fig. 1 graphically exhibits the tensor network representations of CP/Tucker, HT, TT and TR decompositions.
In the field of tensor completion, it is important to exploit the interaction and latent structure within the tensor data and promote the recovery performance. A promising tensor decomposition requires high representation power, i.e., compressing a tensor with an amount of parameters such that the number of parameters is as small as possible. However, it is intractable to theoretically prove which kind of tensor decomposition has much representation ability. On the one hand, the recent TT and TR decompositions are shown to be able to achieve more representation ability than classical methods such as CP, 1 . An interpretation for the tensor network representations of CP/Tucker, HT, TT and TR decompositions, in which the green solid circles represent core tensors and the blue solid lines mean the contraction between the cores connected by the line. Aside from the virtual indices, i.e., the blue lines, each core tensor also contains a physical index and they are not drawn in the figures. In a core tensor, physical index is an independent dimension that will not disappear in the contraction. The tensor is derived when there are only physical indices left, i.e., all core tensors are contracted.
other hand, a decomposition that contains cycle(s) tends to have lower value of rank [13] , which implies a potentially high representation power. As degenerations of PEPS [14] , the TT and TR exist some problems. The TT-ranks are smaller for the border cores and larger for the intermediate cores, which limits its application. The TR-ranks are balanced and smaller than TT-rank. The performance of TT highly rely on the permutation of TT-cores [11] . The TR overcomes the aforementioned drawbacks but the computation is more complicated than TT and TR-ranks are still somewhat large for practical data. The PEPS is a 2D-generalization of TT and TR, which can be considered as a lattice by using the tensor network, and different lattice geometries result in diverse constitutions of PEPS. The most common one is square lattice [14] and thereby we name it tensor grid (TG).
We find the TG model has the advantages of TT and TR. The multiple cycles of TG force its rank to be smaller than that of TT and TR. Though TG-core's dimension increases geometrically compared with that of TT and TR, its smaller value of rank alleviates this increment on storage requirement. The TG strengthens the correlations between different tensor modes. The experiments demonstrate that TG has more powerful representation ability than TT and TR. The contribution of this paper can be summarized as follows.
1) We introduce the tensor grid decomposition and propose an efficient factorization method called splitting SVD (SSVD). 2) We adopt the single layer method in [15] with modification and propose the TG-ALS algorithm to solve the tensor completion problem. The rest parts are organized as follows. Section II provides basic notations of tensor and preliminaries about PEPS. The details of TG decomposition are given in section III. The algorithm for tensor completion via TG model is proposed in section IV, along with the algorithmic analysis. In section V, three kinds of data are used to test several tensor completion methods. The conclusion is briefly described in section VI.
II. NOTATIONS AND PRELIMINARIES A. Notations
Throughout this paper, a scaler, a vector, a matrix and a tensor are denoted by a normal letter, a boldfaced lower-case letter, a boldfaced upper-case letter and a calligraphic letter, respectively. For instance, an N -order tensor is denoted as X ∈ R I1×···×I N , where I n is the size corresponding to nmode for all n ∈ {1, . . . , N }.
The Frobenius norm of tensor X is defined as the square root of the inner product of twofold tensors
which is the extension of 2 norm in the context of matrix case. Projection operator P O (·) projects a tensor onto support
For example, for an N -order tensor X , the formulation is
By rearranging the fibers of tensor X to the columns in the matrix, mode-n unfolding X (n) ∈ R In×J forms, and
The Hadamard product is an element-wise product. For N -order tensors X and Y, the representation is
Meanwhile, the Kronecker product can be written as
Particularly, E is the identity matrix.
B. Preliminaries of projected entangled pair state
Projected entangled pair state (PEPS) is a two-dimensional matrix product state (MPS). PEPS provides a stronger entanglement for quantum system, which means it enhances the ability of capturing mutual information in high dimensionality.
Thus it leads to better performance for estimating the missing entries. Intuitively, the PEPS can be regarded as a lattice, the green circles in Fig. 1 are the core tensors, the blue lines are the virtual bond. This bond represents a contraction of the connected core tensors, and every neighboring pair of cores is bonded by particular virtual indices. The dimension of the virtual indices is also called bond dimension R [16] . Conventionally, bond dimension is also called rank in the context of tensor decomposition.
Each core tensor has two classes of indices, i.e., physical index and virtual indices. Each core tensor has only one physical index. For corner, edge and interior cores, they have four, three and two virtual indices, respectively. Both of them have only one physical index. After contracting the cores, the virtual indices vanish and only the physical indices left. Contracting all M × N cores along the square results in the PEPS tensor. For a M × N sized PEPS, there are
to denote the rank of PEPS.
On the one hand, the main difference between TT, TR and PEPS is that they both contain loop(s), except for TT. These cycle structures keep the ranks in TR and TT considerably small [13] , while the dimensionality of core tensor increases exponentially and resulting in a higher computational complexity and storage complexity. However, the smaller ranks alleviate the computational complexity of optimization of core tensors. On the other hand, the TT-rank and TR-rank are usually large when dealing with the practical data. The rank of PEPS is often smaller than that of TT and TR.
III. TENSOR GRID DECOMPOSITION
This section is about the fundamental of tensor grid (TG) decomposition. Before the introduction we clarify that the core tensors of TG are denoted by C (1,1) , . . . , C (M,N ) , where the superscript represents the position of core tensor in lattice. Admit the core tensors follow the form C (m,n) ∈ R R1×···×R B k ×Imn , where B k is the number of virtual bonds connecting with C (m,n) and numerically equals the core's dimension minus 1. TG consists of three kinds of cores: corner cores, edge cores and interior cores. The value of B k depends on which kind of core the bonds connect to and equals 2, 3 and 4 for corner, edge and interior cores, respectively. Fig. 2 (a) illustrates the basic framework of TG that mentioned above.
For the seek of easier analysis, we reshape the tensor order
T to a M -by-N sized matrix I. Denote by R C the horizontal bonds arranged column by column and R R the vertical bonds arranged row by row, respectively. Both R C and R R are matrices and determined by
After the derivation of R C and R R , the truncated rank R of TG is obtained by concatenating the unfoldings of R C and R R . Fig. 2(b) shows the distribution of TG rank. Define the indices
the TG-core tensors can be characterized as C (m,n) = R Imn×R l ×Rr×Ru×R d . The mathematical formula of TG decomposition is
Recall that the approach to tensor train (TT) decomposition mentioned in [17] and [9] is to reshape the tensor into a temporary matrix and further divide it into product of three smaller matrices, i.e., X (1) = UΣV, taking off U and reshaping it into a tensor and updating the temporary matrix to ΣV completes the first step of TT decomposition. The procedure is accomplished by repeating the previous steps. Motivated by [15] , [16] , [18] , [19] , we propose a method called splitting singular value decomposition (SSVD) for efficient TG decomposition. The main idea is first using SVD to split the tensor in column (row) direction and then splitting the resulting core tensors into a set of small cores in row (column) direction. An indispensable necessity is to adjust the order of TG rank during the split. Fig .3 gives a conceptual demonstration of TG decomposition. The method for TG decomposition is outlined in Algorithm 1.
Algorithm 1 Splitting singular value decomposition (SSVD) for TG decomposition Input: Ground truth T Output: The set of core tensors {C} 1: Compute the truncated TG rank R TG according to (7) 2: for j = 1 to N do 3:
Apply TT decomposition to T to derive D j 4: end for 5: for j = 1 to N do 6: Adjust the rank order of D j 7: end for 8: for j = 1 to N do 9: for i = 1 to M do 10: Apply TT decomposition to D j to derive C (i,j)
11:
end for 12: end for 13: for j = 1 to N do 14: for i = 1 to M do 15: Adjust the rank order of C (i,j)
16:
end for 17: end for 18: return {C}
IV. TENSOR GRID COMPLETION VIA ALTERNATING LEAST SQUARE
Before the introduction to completion method, we recall the bilinear form of matrix completion model. Suppose the ground truth matrix is C ∈ R I×J , A ∈ R I×K and B ∈ R K×J are parallel factors of C, i.e., provided that there is a bilinear form C = AB, where K is the rank of C. The matrix completion model can be formulated as 
where TG (·) is a operator that means contracting the core tensors in TG, B (m,n) ∈ R Imn×··· , A (m,n) ∈ R Imn×R··· and T (m,n) ∈ R Imn×··· are derived by unfolding TG C =(m,n) , C (m,n) and T with particular orders, respectively.
A. Algorithm
All methods benefit form the initialized variables that are already close to the optimal solution [16] , so it is worth initializing TG. The initialization can be done through applying the TG decomposition to the zero-filled tensor. There are many ways to get B (m,n) , and we adopt the single layer method [15] with modification. It first contracts the core tensors column by column on the left and right sides and merges the resulting cores in n-th column, such that this column is surrounded by a single layer on both sides. Then it contracts the cores remained in n-th column except the one considered to be optimized, finally the (m, n)-th core is surrounded by four core tensors. Contracting the four cores, B (m,n) is derived. Fig. 4 illustrates the above steps. All the above contractions are automatically determined by contraction programming, thus the orders in permutations make no difference to the procedure of optimization. The orders in unfolding matrices of A (m,n) and B (m,n) are also negligible, since they are decided by the framework of unifying tensor network. The procedure of permuted unfolding matrices are represented by M m,n (·), which can be simply expressed by one instruction in the program.
The ALS scheme is to sweep and optimize one core tensor according to the objective function while other cores are fixed, repeating this step until the algorithm converges or the maximal iteration is reached.
Define Since the update of the (m, n)-th core can be divided into I mn subproblems, it is fine to analyze any subproblem without loss of generality. Reformulating the i-th subproblem to the quadratic form and note that B (m,n) = D (m,n) B (m,n) we have
By calculating its first derivative, the optimality condition can be represented as a
The update of C (m,n) is accomplished by updating all a (m,n) i , i = 1, . . . , I mn and one iteration of TG-ALS is conducted by updating all C (m,n) , (m, n) = 1, . . . , M N .
The outline of algorithm for low-rank TG completion via ALS is outlined in Algorithm 2.
B. Computational complexity
Throughout the analysis, suppose that the objective is an N -order tensor X ∈ R I1×···×I N .
The computational complexity mainly comes from two parts. On the one hand, consider the updating scheme, for update of the n-th core there are I n subproblems. Each subproblem involves computing the Hessian matrix B B T and its inverse matrix whose com- for m = 1 to M do 3: for n = 1 to N do
4:
A (m,n) = M m,n C (m,n)
5:
B (m,n) = M m,n TG C =(m,n)
6:
for i n = 1, . . . , I n do 7:
Update a (m,n) in according to (9) 8: The index sets of corner cores, edge cores and interior cores are denoted by cn (TG), ed (TG), int (TG), respectively. Hence the storage complexity of TG-ALS is V. NUMERICAL EXPERIMENTS In this section, three groups of experiments are used to test the proposed algorithm, namely synthetic data, real-world images and videos. The tests in first group are mainly to testify the theoretic convergence analysis, in addition, the effectiveness of our framework is also validated. The later two trials contain the comparisons of performances of three algorithms, which include our PEPS-ALS and low rank tensor ring completion via alternating least square (TR-ALS) in [17] and low rank tensor train completion via alternating least square (TT-ALS) in [20] . Note that the used TT-ALS algorithm is not the same with one in [20] , their basic frameworks are the same, but the updating scheme is different, ours is strictly based on the ALS scheme.
Alternating least square, for short, ALS. The ALS solves each subproblem in a cyclic way. Specifically, if there is a multivariate objective function f (x 1 , . . . , x n ), fixing all n variables except for x i constitutes the i-th subproblem f i (x i ), which is a simple function. Solving all n subproblems one by one no matter what methods we use is the process of ALS. As to tensor completion, solving subproblem is equal to update one core tensor while all others are fixed.
The root of relatively squared error (RRSE) is a rather simple evaluation for algorithmic performance, which is defined as follows:
A. Synthetic data
In this part, we make several experiments to verify the effectiveness of the proposed method. The criterion of convergence is that the relative change of two adjacent REs is less than a pre-defined parameter R . The algorithm stops when the number of maximal iterations is larger than a given number K. In all the tests in this subsection, R is set to be 1 × 10 −5 and K = 100. Fig. 5 gives the convergence results regarding to a 9-order tensor X ∈ R 4×···×4 with PEPS rank being [2, . . . , 2] T . The figure shows the PEPS-ALS algorithm converges on a wild range of SR, and the rate of convergence increases with enlarged SR, which is a well validation for the effectiveness of this method. Fig. 6 shows the results of using different methods to recover four types of tensors, which are generated by PEPS, TR, TT and Tucker decompositions. The entries in core tensors are with the i.i.d. Gaussian random variables. From these results, it can be concluded that PEPS can well approximate four kinds of tensors, while TR and TT can only deal with the tensor generated by themselves. This also indicates that PEPS has a wider characterization capability on signal space compared with TR and TT.
B. Color images
This subsection uses 8 standard testing images to test three algorithms, the images are "barbara", "peppers", "sailboat", "lena", "facade", "house", "airplane" and "baboon", respectively. In pursuit of additional low-rank property, we use a tensorization method used in [21] and [22] and [23] , which contains reshaping and reordering operations. This method first tensorizes the original tensor into a higherorder one, then it reorders the higher-order tensor into another one according to a particular permutation, finally it squeezes the resulting tensor into a suitable tensor. For all eight images, we first reshape them into 17-order tensors with a same size of 2 × · · · × 2 × 3, then reshape them with order [1, 9, 2, 10, 3, 11, 4, 12, 5, 13, 6, 14, 7, 15, 8, 16, 17] T and reshape the permuted tensors into 4×4×4×4×4×4×4×4×3 sized tensors. For fair comparison, the ranks for all three methods are limited by 4 in the image completions. We repeat each image completion five times for avoiding fortuitous results. The corresponding results are shown in Fig. 12 . It can be seen from this exhibition that PEPS-ALS performs much better than TR-ALS and TT-ALS, as it captures more correlations than TR and TT, which illustrates the power of two-dimensional MPS compared to one-dimensional MPS.
In the second experiment, we consider an image completion with various ranks and sampling rations. The image named "football" can be found in MATLAB. The size of this image is 256 × 320 × 3, and it is reshaped into a 16-order tensor with the size of 2 × · · · × 5 × 3. The lattice of PEPS used for this image is 4 × 4-sized. Fig. 9 gives the completion results recovered by three methods. On the one hand, It shows that both PEPS-ALS and TR-ALS have well performance on recovery error compared with TT-ALS. The phenomenon in Fig. 9 also demonstrates that, to attain best performance of data fitting, the required ranks for PEPS and TR and TT are increasing, when considering a same sampling ratio. For instance, when only 5% pixels are observed, PEPS-ALS has a better recovery error than TR-ALS's and TT-ALS's. This implies that the PEPS can achieve more information than TR and TT. On the other hand, for both three methods, the results show that the best rank increases when the sampling ratio is enlarged. The amount of information in a tensor increases when there are more number of observations, which indicates the increment of suitable rank.
C. Magnetic resonance imaging
This subsection is the test for a magnetic resonance imaging (MRI) which comes from MATLAB. The MRI is 3D tensor with the size of 256 × 256 × 21 and we down-sample each frame to the size of 128 × 128 and it is further reshaped into a 9-order tensor whose size is 2 × · · · × 2 × 3 × 7. The original MRI is shown in Fig. 10 . There are 21 frames of the MRI in total. When 50% data are randomly missing, the comparison of recovered images via three methods are given in Fig. 11 . The upper bound of rank in three algorithms is 4. It can be seen that PEPS-ALS gains a better recovery result than other Fig. 10 . The ground truth of MRI. Fig. 11 . The recovery results of three methods for 50% observed MRI. two methods, which is a well validation of the effectiveness of PEPS-ALS method.
D. Real-world videos

++ Add analyses for video data ++
E. Real-world videos
In this subsection, we use two videos to test three algorithms. The first one comes form MATLAB, its size is 288 × 352 × 3 × 50 and we keep its first 12 frames for the limit of computational source. We reshape it into a tensor with dimensional size being [4, 4, 2, 9, 4, 4, 2, 11, 3, 3, 4] T , after the interleaved reordering we get a 16-order tensor with the size of [2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 3, 3, 11, 3, 3, 4] T .
The second one is downloaded from website 1 . We downsample each frame of this tensor and get a 270 × 480 × 3 × 260 sized tensor, [2, 3, 3, 3, 5, 2, 4, 4, 3, 5, 3, 12] T and [2, 2, 3, 2, 2, 3, 2, 2, 3, 3, 5, 5, 3, 2, 2, 3] T are the resulting sizes during the tensorization processing. The ranks used in two video completions for three methods are all limited by 3. The result in Fig. 12 shows that PEPS-ALS is superior to TR-ALS and TT-ALS. PEPS-ALS achieves much better recovery quality than TR-ALS and TT-ALS in the sense of using a same value of rank, which indicates the ability of PEPS that it is more powerful in characterization of signal space.
VI. CONCLUSION
In this paper, we propose a novel method for tensor completion using PEPS. Completion via this decomposition is meaningful, as the experiments on real-world data show that a two-dimensional MPS can capture more correlations than a one-dimensional MPS. This also indicates that the more modes are bonded, the more information can be obtained. However, with increasing modes that are correlated, the computational complexity increase geometrically, which limits the usage of higher-dimensional MPS. Moreover, following the previous suggestion, it seems that the complete graph [?] can gain much more correlations as a result of its full connection. Exploring the tensor completion via complete graph is our further work.
