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Abstrakt
Tato diplomová práce se zabývá problematikou nasazení IPv6 protokolu v prostrˇedí
MPLS. V práci je popsána technologie MPLS a MPLS VPN. Dále jsou v práci popsány
rˇešení pro prˇenos IPv6 provozu prˇes MPLS sít’ a to IPv6 Provider Edge, IPv6 VPN Provi-
der Edge a Any Transport over MPLS. Cílem práce bylo pro tyto technologie navrhnout,
realizovat a otestovat síteˇ a v teˇchto navržených sítích využít smeˇrovacˇe od firmy Huawei
a oveˇrˇit jejich kompatibilitu se smeˇrovacˇi od firmy Cisco.
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Abstract
This diploma thesis deals with issues of deployment IPv6 in MPLS environment. In the
thesis are described technologies MPLS and MPLS VPN. Further the thesis describes
solutions for transmission IPv6 traffic over MPLS network, IPv6 Provider Edge, IPv6
VPN Provider Edge and Any Transport over MPLS. The main goal was to design, realize
and test networks for these technologies, and in these networks use Huawei routers and
prove compatibility with Cisco routers.
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Seznam použitých zkratek a symbolu˚
6PE – IPv6 Provider Edge
6VPE – IPv6 Provider Edge
ATM – Asynchronous Transfer Mode
AToM – Any Transport Over MPLS
BGP – Border Gateway Protocol
DLCI – Data Link Connection Identifier
DSCP – Differentiated Services Code Point
eBGP – exterior BGP
FEC – Forwarding Equivalence Class
iBGP – interior BGP
IGP – Interior Gateway Protocol
IOS – Internetwork Operating System
IPv4 – Internet Protocol version 4
IPv6 – Internet Protocol version 6
IT – Information Technology
LDP – Label Distribution Protocol
LIB – Local Information Base
LFIB – Local Forwarding Instance Base
LSP – Label Switch Path
LSR – Label Switch Router
MP-BGP – Multiprotocol BGP
MPLS – Multiprotocol Label Switching
NAT – Network Address Trnaslation
OSPF – Open Shortest Path First
P2P – Peer to Peer
QoS – Quality of Service
RD – Route Distungushier
RIPng – Routing Information Protocol next generation
RM ISO/OSI – Reference Model Organization for Standartization / Open
Systems Interconnect
RSVP – Resource Reservation Protocol
RT – Route Target
TCP – Transimission Control Protocol
TTL – Time To Live
VC – Virtual Circuit
UDP – User Datagram Protocol
VPI/VCI – Virtual Path Identifer/Virtual Circuit Identifier
VPN – Virtual Private Network
VRF – Virtual Routing/Forwarding
WAN – Wide Area Network
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11 Úvod
Tato diplomová práce se zabývá problematikou protokolu IPv6 v prostrˇedí MPLS. V sou-
cˇasné dobeˇ je zde IPv6 protokol prˇes 20 let, avšak pokrytí Internetu a sítí všeobecneˇ tomu
neodpovídá. Cílem této práce je ukázat možnosti nasazení IPv6 protokolu v prostrˇedí
poskytovatelu˚ služeb, které bývá cˇasto postaveno na technologii MPLS.
V teoretické cˇásti diplomové práce bude nejdrˇíve popsána technologie MPLS, její vý-
hody, architektura a funkcionalita. Následneˇ popíši asi nejcˇasteˇjší aplikaci MPLS a to
MPLS VPN. Tato technologie sice nijak není vázána na IPv6 protokol, ovšem technologie
IPv6 VPN Provider Edge z ní vychází. Je tedy vhodné jí porozumeˇt. Po teˇchto kapitolách
bude následovat popis jednotlivých rˇešení prˇenosu IPv6 prˇes MPLS sít’ a to IPv6 Provi-
der Edge, IPv6 VPN Provider Edge a Any Transport over MPLS. Vysveˇtlím zde princip
jednotlivých rˇešní, jejich výhody a nevýhody.
V praktické cˇásti pak tedy pro jednotlivá rˇešení navrhnu a realizuji síteˇ, které budu
testovat v laboratorních podmínkách. Prˇi testování budu také oveˇrˇovat kompatibilitu
mezi zarˇízeními od firmy Cisco a od firmy Huawei.
22 Protokol MPLS
2.1 Úvod do MPLS
MPLS (Multiprotocol Label Switching) je protokoloveˇ nezávislá technologie využívána
prˇevážneˇ v páterˇních sítích poskytovatelu˚ služeb, kde nahrazuje tradicˇní smeˇrování za-
ložené na IP adresách a smeˇrovacích tabulkách. Místo tradicˇnícho smeˇrování tato tech-
nologie pracuje se znacˇkami(anglicky labels) a pomocí nich prˇeposílá pakety prˇes sít’.
Idea MPLS vychází z technologií prˇedstavených drˇíve jako „Cell Switch Router“, „IP
switching“ a „tag switching“. První MPLS pracovní skupina vznikla v roce 1997 a první
RFC cˇ. 2547 bylo vydáno v roce 1999 s názvem „BGP/MPLS VPN“
Princip MPLS spocˇívá v tom, že smeˇrovacˇe si navzájem vymeˇní znacˇky a vytvorˇí
mapování „label-to-label“. Tyto znacˇky se prˇidají k IP paketu˚m mezi záhlaví druhé a trˇetí
vrstvy a umožní tím smeˇrovacˇu˚m prˇeposílat pakety na základeˇ znacˇek a ne na základeˇ
IP adres.
Technika založená na prˇepínání znacˇek není úplneˇ nová. WAN technologie Frame
Relay a ATM ji používají k prˇesunu rámcu˚ nebo buneˇk prˇes sít’. Hlavní výhodou MPLS
oproti teˇmto technologiím je její nezávislost na protokolu at’ už druhé nebo trˇetí vrstvy
RM ISO/OSI modelu. V rámci ISO/OSI modelu mu˚žeme tuto technologii zarˇadit práveˇ
mezi druhou a trˇetí vrstvu, proto se také neˇkdy rˇíká, že je to technologie 2.5 vrstvy[2][6].
2.2 Výhody MPLS
Pu˚vodním cílem prˇi vývoji MPLS bylo zrychlit prˇenos dat v páterˇních sítích poskyto-
vatelu˚ služeb. Prˇeposílání za pomoci znacˇek je rychlejší než klasické smeˇrování na zá-
kladeˇ IP adresy. U smeˇrování postaveném na IP adresách se musí vypocˇítat sít’ová ad-
resa, která následneˇ musí být porovnána ve smeˇrovací tabulce. Navíc samotná znacˇka má
délku 20 bitu˚, zatímco IP adresa 32 bitu˚, což také prˇispívá k urychlení. Avšak v dnešní
dobeˇ už nezáleží na rychlosti prˇeposílání, protože páterˇní smeˇrovacˇe mají technologie
pro rychlejší prˇeposílání[1]. Ovšem MPLS nabízí další rˇadu benefitu˚ díky, kterým je tak
populární a to:
3• Použití jednotné sít’ové infrastruktury, která je schopná pracovat s jakýmkoliv pro-
tokolem at’ už druhé (naprˇ. Frame Relay, ATM, Ethernet) nebo trˇetí (naprˇ. IPv4,
IPv6) vrstvy.
• Zajišt’eˇní lepší integrace IP prˇes ATM.
• Poskytovatelé služeb, kterˇí provozují BGP ho nemusí provozovat v celé síti, ale
pouze na na hranicˇních smeˇrovacˇích tzv. „BGP-free core“
• Peer-to-Peer model pro MPLS VPN
• Ovlivnˇování cesty, kterou se bude provoz prˇenášet tzv. „Traffic Engineering“
2.3 Architektura MPLS
Architektura MPLS síteˇ je tvorˇena trˇemi typy smeˇrovacˇu˚. Všechny smeˇrovacˇe, na kterých
se provozuje protokol MPLS jsou oznacˇovány jako LSR (Label Switch Router). Jednotlivé
typy jsou:
• Ingress LSR - Vstupní LSR. Prˇijme paket, který neobsahuje MPLS záhlaví. Vloží
MPLS záhlaví a odešle paket na prˇíslušné výstupní rozhraní.
• Egress LSR - Výstupní LSR. Prˇíjme paket, ve kterém je už obsaženo MPLS záhlaví,
toto záhlaví odstraní a odešle paket na prˇíslušné rozhraní.
• Intermediate LSR - Vnitrˇní LSR. Prˇijme paket, ve kterém je už obsaženo MPLS
záhlaví a provede prˇíslušnou operaci (pop, push, swap) a odešle jej na prˇíslušné
rozhraní.
Na obrázku 2.1 mu˚žeme videˇt jednoduchý prˇíklad MPLS síteˇ kde je zobrazena „Label
Switched Path“ což je sekvence jednotlivých LSR, kterými projde paket skrz MPLS sít’.
První LSR v LSP je ingress LSR a poslední je egress LSR, mezi nimi jsou intermediate
LSR. LSP je oznacˇena šipkou, která urcˇuje smeˇr, protože LSP je vždy jednosmeˇrná. Mezi
dveˇma stejnými hranicˇními LSR mu˚žou být ru˚zné LSP[1].
4Obr. 2.1 Architektura MPLS
Každé LSR musí být schopno provádeˇt trˇi typy operací se znacˇkami a to:
• pop - odstraní jednu nebo více znacˇek
• push - prˇidá jednu nebo více znacˇek
• swap - odstraní jednu znacˇku z vrchu zásobníku a vloží novou znacˇku na vrch
zásobníku
2.3.1 Záhlaví MPLS
Jak již bylo zmíneˇno v sítích s MPLS, se pakety prˇenáší mezi smeˇrovacˇi za pomoci znacˇek.
Na obrázku 2.2 je zobrazeno MPLS záhlaví, toto záhlaví se vkládá mezi záhlaví spojové
a sít’ové vrstvy. MPLS záhlaví obsahuje pole label o velikosti 20 bitu˚ a mu˚že obsahovat
hodnoty od 0 po 220 - 1 (1 048 575), kde hodnoty 0 - 15 jsou rezervovány pro zvláštní
prˇípady. Další pole CoS\Exp má velikost 3 bity a bylo vyhrazeno pro experimentální
úcˇely. Dnes se obvykle používá pro klasifikování provozu v QoS.
Obr. 2.1 MPLS záhlaví
5Pole S neboli Stack má velikost 1 bit, jelikož mu˚žeme MPLS záhlaví vrstvit a v paketu
tudíž nemusí být pouze jedno, tak toto pole slouží k identifikování posledního náveˇští
v rˇadeˇ, pokud je tedy náveˇští poslední, pole má hodnotu 1. Na obrázku 2.2 mu˚žeme
videˇt vrstvení jednotlivých MPLS náveˇští. Toto vrstvení využívá naprˇíklad technologie
AToM.
Obr. 2.2 Vrstvení MPLS záhlaví
Poslední cˇást záhlaví je TTL, které má stejnou funkcˇnost, jako u IP hlavicˇky tedy prˇi kaž-
dém pru˚chodu smeˇrovacˇem se o 1 zmenší a jakmile se dostane na 0 tak se paket zahodí,
aby se zabránilo smycˇkám v síti[1].
Jak bylo zmíneˇno výše, znacˇky hodnoty 0 - 15 jsou rezervovány pro speciální úcˇely[2].
• 0 - Explicit NULL label - tuto znacˇku veˇtšinou používá posledni LSR (egress LSR)
v LSP k informování prˇedposledního LSR v LSP o tom že požaduje uchování zá-
hlaví z du˚vodu zachování hodnoty v poli CoS/Exp. Prˇedposlední LSR nastaví hod-
notu znacˇky na 0 a poslední LSR podle toho ví, že má znacˇku automaticky odstranit
a smeˇrovat pomocí smeˇrovací tabulky.
• 1 - Router alert label - informuje smeˇrovacˇ o tom, že je nutné zkontrolovat celý
paket a ne pouze záhlaví
• 3 - Implit NULL label - tento label veˇtšinou používá poslední LSR (egress LSR)
v LSP k informování prˇedposledního LSR v LSP o tom že požaduje odstraneˇní zá-
6hlaví na prˇedposledním smeˇrovacˇi v MPLS síti a poslední smeˇrovacˇ už smeˇruje
paket podle smeˇrovácí tabulky.
• 14 - Operation and Maintenance label - znacˇí paket sloužící k monitorování a de-
tekci chyb.
2.3.2 Princip MPLS
Princip prˇeposílání paketu˚ pomocí znacˇek je ukázán na obrázku 2.3 kde mu˚žeme videˇt
jednoduchou MPLS sít’. Paket vstupuje do síteˇ a první smeˇrovacˇ podle tabulky znacˇek
prˇidá MPLS záhlaví se znacˇkou 30, další smeˇrovacˇ si prˇíchozí paket porovná se svou
tabulkou znacˇek a tím zjistí, kterým rozhraním má paket odeslat, znacˇku 30 odstraní
a na základeˇ odchozího rozhraní mu prˇirˇadí hodnotu 40. To samé provede další smeˇrovacˇ
v cesteˇ, odstraní znacˇku 40 a vloží znacˇku 67. Na prˇedposledním smeˇrovacˇi je aktivována
funkce penultimate hop popping, tudíž se znacˇka odstraní a pošle na odchozí rozhraní.
Poslední smeˇrovacˇ už smeˇruje na základeˇ smeˇrovací tabulky paket ven z MPLS síteˇ[1].
Obr. 2.3 Funkce MPLS
2.3.3 Forwarding Equivalence Class
Forwarding Equivalence Class (FEC) je skupina nebo tok paketu˚, které jsou prˇeposílány
po stejné cesteˇ a je s nimi stejneˇ zacházeno. Všechny pakety prˇíslušející ke stejné FEC mají
stejné znacˇky. Avšak ne všechny pakety se stejnou znacˇkou prˇísluší stejné FEC[2].
7Ingress LSR rozhoduje o prˇíslušnosti k dané FEC na základeˇ:
• cílové IP adresy patrˇící do stejného prefixu.
• multicastových paketu˚ patrˇící do stejné multicastové skupiny
• paketu˚, které mají stejnou hodnotu DSCP
• rámce druhé vrstvy prˇicházející do MPLS síteˇ ze stejného virtuálního kanálu nebo
(sub)rozhraní
• paketu˚ s cílovou adresou patrˇící do stejné skupiny BGP prefixu˚ ze stejným BGP
next hopem
2.3.4 Výmeˇna znacˇek
Smeˇrovacˇe uvnitrˇ MPLS síteˇ smeˇrující pakety podle znacˇek si nejdrˇíve musí vymeˇnit
informace o znacˇkách. Jsou zde dveˇ možnosti jak to udeˇlat, bud’ pomocí neˇjakého exis-
tujícího smeˇrovacího protokolu, nebo pomocí externího protokolu sloužícího k distribuci
znacˇek. První možnost má tu výhodu, že smeˇrování a distribuce znacˇek je synchroni-
zována. To znamená, že nemu˚žeme mít znacˇku, ke které chybí prefix nebo naopak. Bo-
hužel vnitrˇní smeˇrovací protokoly tuto funkci nepodporují a je nutná její implementace
pro její použití BGP, ovšem to je externí smeˇrovací protokol a uvnitrˇ síteˇ by jeho použití
bylo nevhodné. Nicméneˇ BGP se používá primárneˇ pro distribuci znacˇek v MPLS VPN.
Vhodneˇjším rˇešením je použít neˇkterý stávající protokol sloužící k distribuci znacˇek,
který je nezávislý na smeˇrovacím protokolu[2]. Je zde neˇkolik možností:
• Tag Distribution Protocol - prˇedchu˚dce LDP protokol, Cisco proprietární.
• Label Dstribution Protocol - zrˇejmeˇ nejpoužívaneˇjší protokol pro výmeˇnu znacˇek
uvnitrˇ AS
• RSVP - protokol, který se využívá pro výmeˇnu znacˇek u technologie MPLS Traffic
Engineering
82.3.5 Label Distribution Protocol
Jak bylo zmineˇno výše, LDP protokol slouží k výmeˇneˇ znacˇek uvnitrˇ autonomních sys-
tému˚, Vychází z protokolu TDP. Je definován IETF RFC 5036. LDP protokol využívá dva
porty UDP 646 pro objevení sousedu˚ a TCP 646 pro navázaní relace. Beˇhem objevovací
fáze jsou hello pakety posílány na multicastovou adresu 224.0.0.2.
Proces pro navázání LDP relace funguje následovneˇ. Nejdrˇíve jsou vysílány LDP hello
zprávy na UDP port 646 multicastové skupineˇ 224.0.0.2. Každá hello zpráva obsahuje ur-
cˇitý hold time, do kterého musí sousední LSR odpoveˇdeˇt, pokud neodpoví LSR si jej od-
straní z listu objevených LDP sousedu˚. Pokud LSR odpoví, tak potom se jeden z nich
pokusí vytvorˇit TCP relaci na portu 646. Po té co se vytvorˇí TCP relace dojde k vyjednání
parametru˚ pro LDP relaci, vyjednání relace probíhá pomocí zpráv LDP Initialization.
Tyto parametry zahrnují hodnoty cˇasovacˇe, metodu pro distribuci znacˇek, VPI/VCI roz-
sah, DLCI rozsah. Pokud se LSR shodnou na daných parametrech naváží mezi sebou
LDP relaci. Po sestavení LDP relace se periodicky oveˇrˇuje dostupnost pomocí keeplive
zpráv.
Po té co je navázána LDP relace mu˚že zacˇít proces pro vyjednání znacˇek. Každé LSR
si nejdrˇíve pro každý IP prefix ve smeˇrovací tabulce prˇirˇadí hodnotu znacˇky tzv.„local
binding“ následneˇ tyto prˇirˇazené znacˇky s prefixy pošle svým sousdu˚m tzv.„remote
binding“ všechny tyto záznamy se ukládají spolecˇneˇ do LIB (Local Information Base)
tabulky[1], ukázka této tabulky je na obrázku 2.4.
Jak lze videˇt na obrázku 2.4 v LIB tabulce jsou uloženy všechny návrhy pro zvolení
hodnoty znacˇky. LSR si z teˇchto záznamu˚ musí vybrat, který z teˇchto návrhu˚ využije, urcˇí
to podle tzv.„next-hop“ pro daný prefix za pomocí smeˇrovací tabulky. Záznam, který
si vybere, pak následneˇ vloží do LFIB (Label Forwarding Instance Base) tabulky, podle
které znacˇkuje a prˇeposílá pakety. LFIB tabulka je ukázána na obrázku 2.5.
9Obr. 2.4 Local Information Base
Obr. 2.5 Label Forwarding Instance Base
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3 Technologie MPLS VPN
MPLS VPN je nejrozšírˇeneˇjší a nejpoužívaneˇjší implementace MPLS. Mnoho poskytova-
telu˚ služeb touto technologií nahradilo Frame Relay a ATM služby. MPLS VPN poskytuje
rozširˇitelnost a rozdeˇlení síteˇ do menších oddeˇlených sítí, toto rozdeˇlení je cˇasto nezbytné
v rozsáhlých spolecˇnostech kde v IT infrastrukturˇe musí být izolované jednotlivé síteˇ pro
každé oddeˇlení.
3.1 Definice VPN
VPN (Virtual Private Network) je emulovaná privátní sít’, která je vytvorˇena prˇes stá-
vající infrastrukturu. VPN mu˚že poskytovat komunikaci na druhé nebo trˇetí vrstveˇ OSI
modelu. VPN obvykle propojuje jednotlivé cˇásti síteˇ jednoho zákazníka prˇes spolecˇnou
infrastrukturu poskytovatele služeb. Pokud je potrˇeba mohou se propojovat i síteˇ mezi
jednotlivými zákazníky, výhodou je že není nutný zásah do stávající infrastruktury[1].
3.2 Model MPLS VPN
Na obrázku 3.1 je ukázán typický model MPLS VPN, jsou zde dva zákazníci, každý z nich
má dveˇ síteˇ, které jsou propojeny prˇes sít’ poskytovatele služeb. V modelu MPLS VPN
jsou cˇtyrˇi typy smeˇrovacˇu˚:
• PE - hranicˇní smeˇrovacˇ poskytovatele služeb
• P - smeˇrovacˇ uvnitrˇ síteˇ poskytovatele služeb
• CE - hranicˇní smeˇrovacˇ zákazníka
• C - smeˇrovacˇ uvnitrˇ síteˇ zákazníka
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Obr. 3.1 Typický prˇíklad použití technologie MPLS VPN
V MPLS VPN modelu musí být hranicˇní smeˇrovacˇ poskytovatele služeb prˇímo prˇi-
pojen s hranicˇním smeˇrovacˇem zákazníka. Na smeˇrovacˇích poskytovatele služeb P a
PE se provozuje MPLS to znamená že tyto smeˇrovacˇe musí být schopny distribuovat
znacˇky mezi sebou a prˇeposílat oznacˇkované pakety. Na smeˇrovacˇích zákazníka C a CE
není nutné provozovat MPLS. Jelikož CE a PE spolupracují na 3. vrstveˇ je nutné mezi
nimi provozovat smeˇrovací protokol nebo statické smeˇrování. Smeˇrovací informace mezi
jednotlivými síteˇmi zákazníka se vymeˇnˇují za pomoci protokolu MP-BGP provozova-
ného na PE smeˇrovacˇích. P smeˇrovacˇe neveˇdí nic o sítích ani smeˇrovacích informacích
zákazníku˚[1][7].
Jednou z výhod MPLS VPN je že mu˚žeme u jednotlivých zákazníku˚ použít stejné
prefixy, to je možné, protože PE smeˇrovacˇe mají pro každou sít’ zákazníka virtuální smeˇ-
rovací tabulku neboli VRF (Virtual Routing/Forwarding). Tyto virtuální tabulky se pou-
žívají pouze pro smeˇrování v rámci jednoho zákazníka pro smeˇrování uvnitrˇ síteˇ posky-
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tovatele služeb se používá globální smeˇrovací tabulka. Abychom mohli používat stejné
sít’ové adresy pro ru˚zné zákazníky je nutné je odlišit od sebe pomocí identifikátoru. K
tomu se používá „Route Distinguisher“. Tento identifikátor má 64 bitu˚ a zapisuje se jako
cˇíslo autonomního systému a cˇíslo VRF tabulky oddeˇlené dvojtecˇkou (naprˇ. 10:10). RD
v kombinaci s IPv4 prefixem tvorˇí VPNv4 prefix (naprˇ. 10:10:192.168.0.0/24). Tento prefix
pak mezi sebou prˇenáší PE smeˇrovacˇ pomocí MP-BGP protokolu.
Tímto zpu˚sobem tvorˇíme intranet (uzavrˇená sít’ pro jednoho zákazníka). Pokud chceme
tvorˇit extranet tj. propojení sítí ru˚zných zákazníku˚ mezi sebou, tak k tomu slouží tzv.
„route target“. RT slouží k importu a exportu VPNv4 prefixu˚ u PE smeˇrovacˇu˚. Pro vlo-
žení VPNv4 prefixu do dané VRF tabulky musí vzdálený PE smeˇrovacˇ exportovat VPNv4
prefix s RT naprˇ. 2:2 a smeˇrovacˇ ve kterém je VRF tabulka musí mít nastaven import s RT
2:2 tj. exportovaný VPNv4 prefix musí mít stejný RT jako nastavený import pro danou
VRF tabulku pokud nedojde ke shodeˇ VPNv4 prefix se zahodí[1]. Na obr. 3.2 mu˚žeme
videˇt použití RT kde zákazník 1 si vymeˇnˇuje VPNv4 prefixy mezi síteˇmi A a B za pomoci
RT 10:10, zákazník 2 za pomoci RT 20:20 a mezi síteˇmi A obou zákazníku˚ je vytvorˇen
extranet pomocí RT 200:10.
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Obr. 3.2 Použití Route Targetu
3.3 Propagace VPNv4 prefixu˚ v MPLS VPN síti
K prˇenosu zákaznických sít’ových prefixu˚ mezi ru˚znými oblastmi se používá protokol
MP-BGP i interní smeˇrovací protokoly. Mezi hranicˇním smeˇrovacˇem zákazníka a hra-
nicˇním smeˇrovacˇem poskytovatele služeb se vymeˇnˇují IPv4 prefixy za pomoci interního
smeˇrovacího protokolu nebo externího BGP. Mezi hranicˇními smeˇrovacˇi poskytovatele
služeb se vymeˇnˇují VPNv4 prefixy a znacˇky za pomoci interního BGP.
Hranicˇní smeˇrovacˇ PE obdrží IPv4 prefix od CE skrz IGP nebo eBGP. Tento prefix
vloží do VRF tabulky na základeˇ vstupního rozhraní. Následneˇ je IPv4 prefix redistribu-
ován do MP-BGP a je k neˇmu prˇidán RD a tím se vytvorˇí VPNv4 prefix a dále se prˇidá
RT. Potom se mezi PE smeˇrovacˇi prˇenese VPNv4 prefix spolu s MPLS znacˇkou a RT po-
mocí iBGP protokolu. PE smeˇrovacˇ na druhé straneˇ podle RT ví do které VRF tabulky
má VPNv4 prefix vložit odstraní RD a do VRF vloží IPv4 prefix. Nakonec se IPv4 prefix
propaguje do zákaznické síteˇ pomocí IGP nebo eBGP.
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3.4 Prˇeposílání paketu˚ uvnitrˇ MPLS VPN síteˇ
K prˇenosu paketu˚ v MPLS VPN síti se využívají dveˇ znacˇky. Jedna znacˇka je vneˇjší
a druhá vnitrˇní. K prˇenosu paketu˚ uvnitrˇ síteˇ poskytovatele služeb se používá vneˇjší
znacˇka tuto znacˇku znají hranicˇní smeˇrovacˇe a smeˇrovacˇe uvnitrˇ síteˇ poskytovatele slu-
žeb tedy P a PE a informace o teˇchto znacˇkách si vymeˇnˇují pomoc protokolu LDP. S
vnitrˇní znacˇkou pracují hranicˇní smeˇrovacˇe poskytovatele služeb PE. Tato znacˇka slouží
k prˇenosu paketu mezi VPN síteˇmi. VPNv4 prefixy a informace o vnitrˇní znacˇce si PE
smeˇrovacˇe vymeˇnˇují pomocí MP-BGP protokolu.
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4 IPv6 v prostrˇedí MPLS
Protokol IPv6 je zde prˇes 20 let. Du˚vody procˇ zatím IPv6 není nasazena ve veˇtším meˇ-
rˇítku jsou, prodloužení životnosti IPv4 díky technologii NAT. Také zde chybeˇla podpora
od výrobcu˚ a nebyla motivace pro nasazení tohoto protokolu. Nicméneˇ neˇkolik let zpeˇt
se zacˇali meˇnit požadavky na pocˇítacˇové síteˇ. Nyní máme nové typy aplikací, které vy-
užívají P2P model, u kterých NAT není dostacˇující. Objevil se enormní náru˚st uživatelu˚
Internetu a to ne pouze prˇipojených prˇes PC, ale i prˇes ru˚zné mobilní zarˇízení. V sou-
cˇasnosti už není problém u výrobcu˚ a beˇžneˇ nabízejí zarˇízení poskytující podporu IPv6.
Díky tomu poskytovatelé služeb zacˇali nasazovat IPv6 služby[3].
Díky úspeˇšnosti technologie MPLS VPN, má dnes mnoho poskytovatelu˚ služeb ve
svých sítích nasazeno MPLS. Pokud chce zákazník být prˇipojen pomocí protokolu IPv6,
vyskytuje se zde problém prˇenosu paketu˚ prˇes MPLS sít’. Tento problém spocˇívá v tom,
že dosud není implementován LDP protokol pro IPv6. V dobeˇ psaní této práce vyšlo
RFC 7552 (Update to LDP for IPv6), ale výrobci zatím neimplementovali toto rˇešení do
svých systému˚. Z toho vyplývá, že nemu˚žeme mít infrastrukturu poskytovatele služeb
postavenou na IPv6 a využívat prˇímo MPLS technologii.
Existuje neˇkolik rˇešení jak zajistit prˇenos IPv6 paketu˚ zákazníku˚ prˇes MPLS IPv4 sít’
poskytovatele služeb:
• IPv6 Provider Edge
• IPv6 VPN Provider Edge
• Any Transport over MPLS
4.1 IPv6 Provider Edge
IPv6 Provider Edge neboli 6PE je název rˇešení firmy Cisco pro prˇímý prˇenos paketu˚ prˇes
MPLS sít’. 6PE rˇešení je typicky nasazováno u poskytovatelu˚ služeb, kterˇí mají páterˇní
sít’ postavenou na technologii MPLS a podporují MPLS VPN nebo jiné MPLS služby.
Avšak použití MPLS VPN zde není podmínkou. Výhodou tohoto rˇešení je, že poskyto-
vatel služeb nemusí upgradovat celou sít’ ale pouze své hranicˇní smeˇrovacˇe, které musí
pracovat v tzv. „dual-stacku“, což znamená, že musí na nich soucˇasneˇ provozovat IPv4
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a IPv6. Dále musí hranicˇní smeˇrovacˇe podporovat protokol MP-BGP, který je využit pro
výmeˇnu znacˇek vztahujícím se k IPv6 prefixu˚m. Na smeˇrovacˇích uvnitrˇ MPLS síteˇ není
nutné provádeˇt žádné zmeˇny at’ už softwaru nebo konfigurace.
Na obr. 4.1 mu˚žeme videˇt, jak probíhá výmeˇna znacˇek. Hranicˇní smeˇrovacˇe zákazníka
(CE) jsou spojeny s hranicˇním smeˇrovacˇem poskytovatele služeb (PE) pomocí fyzického
nebo logického nativního IPv6 rozhraní. Mezi CE a PE lze použít jakýkoliv smeˇrovací
protokol (naprˇ. OSPF, eBGP), pro zajišteˇní dostupnosti IPv6 sítí. Lze použít i statické
smeˇrování. Zákaznické IPv6 prefixy jsou vymeˇnˇovány skrze PE smeˇrovacˇe prˇes MP-BGP
relaci pracující na IPv4. PE smeˇrovacˇe zprostrˇedkují svou IPv4 adresu jako BGP next-
hop pro IPv6 prefixy. Pole BGP next-hop je mapováno z IPv4 adresy na IPv6 adresu PE
smeˇrovacˇe. PE smeˇrovacˇe vloží svou IPv4 adresu do IGP smeˇrovací tabulky IPv4/MPLS
síteˇ. Tudíž každý smeˇrovacˇ v MPLS doméneˇ je schopen prˇirˇadit znacˇku k odpovídající
cesteˇ k PE smeˇrovacˇu˚m[4].
Obr. 4.1 6PE distribuce znacˇek
Prˇenos paketu je ukázán na obr 4.2 a probíhá následujícím zpu˚sobem. Nejdrˇíve CE1
smeˇrovacˇ odešle IPv6 paket smeˇrovacˇi PE1. Ingress smeˇrovacˇ PE 1 tuneluje data prˇes LSP
smeˇrem k Egress smeˇrovacˇi PE2, to znamená že PE1 smeˇrovacˇ zapouzdrˇí paket dveˇma
znacˇkami. Jako vnitrˇní vloží agregovanou IPv6 znacˇku, která je svázána s cílovým IPv6
prefixem. Jako vneˇjší se vloží znacˇka spojená s IPv4 prefixem PE smeˇrovacˇe. P2 smeˇrovacˇ
odstraní vneˇjší znacˇku a odešle paket PE2 smeˇrovacˇi. PE2 smeˇrovacˇ identifikuje IPv4
17
adresu, která je odovzena z IPv4 adresy mapované na IPv6 v poli next-hop protokolu
BGP korespondující s IPv6 prefixem. Následneˇ je samotný IPv6 paket prˇeposlán CE2
smeˇrovacˇi.
Obr. 4.2 6PE prˇenos IPv6 paketu
K prˇenosu IPv6 paketu˚ by zde stacˇila pouze jedna znacˇka. Dveˇ znacˇky se používají
aby nebyla MPLS sít’ afektována. Kdyby zde nebyla použita vnitrˇní znacˇka, tak by smeˇ-
rovacˇ P2 prˇi použití funkce penultimate hop popping musel umeˇt pracovat s cˇistým IPv6
paketem aby mohl nastavit správneˇ protokol 3. vrstvy v rámci[4].
Jak už bylo zmíneˇno jedna z hlavních výhod 6PE rˇešení spocˇívá v tom, že poskyto-
vatel služeb nemusí nijak upravovat stávající MPLS sít’. Z toho vyplývá že jsou zde mi-
nimální rizika a náklady prˇi nasazení tohoto rˇešení. Další výhoda tohoto rˇešení je prˇenos
IPv6 paketu˚, které jsou prˇímo znacˇkovány bez prˇidávání extra hlavicˇky jako by tomu
bylo prˇi použití rˇešení AToM. Nevýhodou je zde že 6PE rˇešení nepodporuje multicas-
tový provoz a jelikož zde nejsou VRF tabulky tak prˇipojení zákazníci mají prˇístup do
všech sítí skrz globální smeˇrovací tabulku, to se ovšem týká pouze IPv6 protokolu nijak
to neovlivní MPLS VPN službu na IPv4 protokolu.
4.2 IPv6 Provider VPN Edge
IPv6 VPN Provider Edge neboli 6VPE je další zpu˚sob jak prˇenášet IPv6 provoz od zá-
kazníka skrz IPv4/MPLS sít’ poskytovatele služeb. Toto rˇešení je vhodné pro zákazníky,
kterˇí využívají VPN. I když 6PE rˇešení se mu˚že zdát jako VPN tak není, protože je zde
možná dostupnost mezi zákazníky skrz globální smeˇrovací tabulku. Oproti tomu 6VPE
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využívá VRF tabulky pro oddeˇlení VPN jednotlivých zákazníku˚ a je tedy zajišteˇno, aby
se zákazník nedostal nikam jinam než do své dané síteˇ. 6VPE pracuje velice podobneˇ jako
MPLS VPN pro IPv4.
V MPLS síti je spušteˇn IPv4 IGP smeˇrovací protokol a protokol pro výmeˇnu znacˇek.
Mezi hranicˇním smeˇrovacˇem poskytovatele služeb a hranicˇním smeˇrovacˇem zákazníka
je spušteˇn IPv6 IGP smeˇrovací protokol nebo statické smeˇrování. Hranicˇní smeˇrovacˇe
poskytovatele služeb musí pracovat v „dual-stacku“. Dále tyto smeˇrovacˇe udržují VRF
tabulky pro jednotlivé VPN zákazníku˚. Hranicˇní smeˇrovacˇe poskytovatele služeb mají
navázánou „full-mesh“ MP-iBGP relaci, která slouží k výmeˇneˇ IPv6 VPN prefixu˚ a jejich
znacˇek. Tyto IPv6 prefixy jsou zde oznacˇovány jako vpnv6 prefixy. Tento VPNv6 prefix
je tvorˇen podobneˇ jako VPNv4 prefix, použije se 64 bitový route distingushier, který se
vloží prˇed 128 bitový prefix IPv6 síteˇ[5]. Použití VPNv6 prefixu je stejné jako u VPNv4
prefixu a lze tvorˇit extranety za pomoci route targetu viz kapitola 3.2.
Obr. 4.3 6VPE distribuce znacˇek
Distribuci znacˇek a VPNv6 prefixu mu˚žeme videˇt na obr. 4.3. Výmeˇna znacˇek je to-
tožná jako u 6PE rˇešení jediný rozdíl je u propagace IPv6 prefixu síteˇ, ke kterému je prˇi-
dán route distingushier a tedy se tímto propaguje vpnv6 prefix. Samozrˇejmeˇ je nutné
zarˇadit rozhraní PE smeˇrovacˇe smeˇrem k zákazníku˚m do dané VRF tabulky.
Prˇenos samotného IPv6 paketu skrz sít’ je stejný jako u 6PE rˇešení, jediný rozdíl je, že
IPv6 paket prochází VRF rozhraním a VRF tabulkou. Uvnitrˇ MPLS síteˇ se opeˇt používají
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dveˇ znacˇky, kde vnitrˇní znacˇka je z MP-iBGP protokolu a vneˇjší z LDP. Z vnitrˇní znacˇky
pak následneˇ hranicˇní smeˇrovacˇ poskytovatele služeb zjistí do které VRF tabulky IPv6
paket patrˇí a odešle jej na prˇíslušné VRF rozhraní.
Výhody 6VPE rˇešení jsou podobné jako u 6PE, smeˇrovacˇe uvnitrˇ síteˇ poskytovatele
služeb není nutné nijak upgradovat. IPv6 provoz mu˚že využívat výhod MPLS jako je
„fast re-route“ nebo traffic engineering. Navíc získáme pro koncové uživatele možnost
použití VPN služeb. O 6VPE technologii by se v podstateˇ dalo rˇíct že je to 6PE technologie
doplneˇná o VRF lite.
4.3 Any Transport over MPLS
Technologie Any Tranposrt over MPLS neboli AToM byla vyvinuta z du˚vodu potrˇeby
prˇenosu ru˚zných technologií druhé vrstvy (naprˇ. Frame Relay, ATM) prˇes sdílenou MPLS
sít’ poskytovatele služeb. Tato technologie vytvárˇí VPN na druhé vrstveˇ. Z toho je zrˇejmé
že tato technologie nebyla prˇímo urcˇena pro prˇenos IPv6 provozu, avšak díky zapouz-
drˇení druhé vrstvy je to možné. Má to ovšem tu nevýhodu že se v hlavicˇce navíc prˇenáší
informace o druhé vrstveˇ. Podstatnou výhodou tohoto rˇešení je absence nutnosti jaké-
hokoliv upgradu zarˇízení ve stávající MPLS síti. Ani hranicˇní smeˇrovacˇe poskytovatele
služeb nemusí podporovat IPv6 protokol.
Technologie AToM využívá tzv. pseudovlákna. Skrze tato pseudovlákna se prˇenáší
zákaznický provoz 2. vrstvy prˇes jádro MPLS síteˇ. Pseudovlákno je spojení sestavené
mezi hranicˇními smeˇrovacˇi poskytovatele služeb, které emuluje vlastnosti spojení 2. vrstvy.
Pseudovlákna využívají tunelování, kde rámce druhé vrstvy jsou znacˇkovány. Technolo-
gie AToM využívá stejneˇ jako MPLS VPN dveˇ znacˇky.
Na obrázku 4.4 je vyobrazen referencˇní model pro emulaci pseudovláken skrz MPLS
sít’. Vidíme že je zde tunel mezi hranicˇními smeˇrovacˇi, tento tunel je tvorˇen LSP, slouží
k prˇenosu skrze MPLS jádro a je pro neˇj použita vneˇjší znacˇka, která se nazývá „tunnel-
label“ pomocí této znacˇky mu˚žeme manipulovat s danou LSP v traffic engineeringu po-
kud použijeme RSVP protokol pro distribuci znacˇek. Vnitrˇní znacˇka je svázána s daným
pseudovláknem, které je soucˇástí tunelu. Znacˇka slouží k urcˇení virtuálního kanálu na
výstupním smeˇrovacˇi. Tato znacˇka je nazývána „virtual circuit label“(VC label) nebo
„pseudowire label“, tyto znacˇky jsou vymeˇnˇovány mezi hranicˇními smeˇrovacˇi pomocí
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Obr. 4.4 Referencˇní model emulace pseudovláken v MPLS síti
cíleného LDP spojení. Nesmíme zapomenout že LSP je jednosmeˇrná, tedy prˇed sestave-
ním pseudovlákna musí existovat pár LSP mezi hranicˇními smeˇrovacˇi, jednu pro každý
smeˇr[1][8].
Obr. 4.5 Prˇenos rámce prˇes AToM sít’
Samotný prˇenos rámce skrz AToM sít’ lze videˇt na obrázku 4.5. Nejdrˇíve rámec od
zákazníka prˇichází na vstupní rozhraní Ingress PE1 smeˇrovacˇe. Následneˇ tento smeˇrovacˇ
prˇidá VC label a nad ní vloží tunnel label. Tunnel label je asociována k IGP a meˇní se
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po pru˚chodu každým smeˇrovacˇem. Na prˇedposledním smeˇrovacˇi v jádru MPLS síteˇ je
použita funkce penultimate hop popping a k PE2 dorazí rámec pouze s vnitrˇní znacˇkou.
V LFIB tabulce zjistí, na které rozhraní má rámec prˇeposlat, odstraní znacˇku a rámec
odešle na toto rozhraní[1].
Jak lze videˇt technologie AToM má dveˇ nevýhody pro prˇenos IPv6 provozu, první je
zbytecˇný prˇenos informace o druhé vrstveˇ cˇímž se nám i zveˇtšuje velikost rámce prˇidává-
ním extra hlavicˇky a díky tomu musíme dávat pozor na fragmentaci. Druhou nevýhodou
je správa samotných tunelu˚, protože samotné tunely lze vytvárˇet pouze spojením bod-
bod, prˇi veˇtším pocˇtu zákazníku˚ mu˚že být zpráva tunelu obtížná. Ve výsledku tedy toto
rˇešení mu˚že být vhodné nasadit pokud nechceme nijak zasahovat do již postavené in-
frastruktury a pocˇet zákazníku˚ požadující prˇenos IPv6 provoz není neˇjak prˇíliš vysoký.
Toto rˇešení bych doporucˇil spíše jako docˇasné než se naplánuje naprˇ. prˇechod na 6VPE.
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5 Návrh a realizace jednotlivých rˇešení
Jedním z cílu˚ diplomové práce, bylo navrhnout a realizovat ru˚zné druhy sítí MPLS v
kombinaci s protokolem IPv6. V této kapitole je popsán návrh, realizace a testování jed-
notlivých sítí, které jsem vytvorˇil a otestoval v laboratorních podmínkách.
5.1 Realizace IPv6 Provider Edge
Pro realizaci rˇešení 6PE byla navrhnuta topologie, kterou lze videˇt na obrázku 5.1. Pro re-
alizaci bylo použito zarˇízení od firmy Huawei rˇady AR1220, které je ve schématu ozna-
cˇeno jako P2. Dále zarˇízení rˇady AR3200, které je ve schématu oznacˇeno jako CE2. Pro
zbytek smeˇrovacˇu˚ byla použita zarˇízení od firmy Cisco rˇady Catalyst 2801. Na zarˇí-
zeních od spolecˇnosti Huawei byl použit firmware Versatile Routing Platform (VRP)
V200R003C00SPC200. Na zarˇízeních od spolecˇnosti Cisco byl použit firmware Interne-
twork Operating System (IOS) verze 12.4(22)T.
Pu˚vodneˇ meˇlo být jedno zarˇízení od firmy Huawei použito jako hranicˇní smeˇrovacˇ
PE2, aby byla oveˇrˇena kompatibilita mezi zarˇízeními od firmy Cisco a od firmy Huawei
pro technologie 6PE a 6VPE. Bohužel k dispozici byly pouze smeˇrovacˇe rˇady AR, ve
kterých v soucˇasné dobeˇ není implementována podpora ani jednoho z teˇchto rˇešení. Pro
realizaci by bylo nutné použít zarˇízení rˇady NetEngine.
Dále v topologii jsou použity dva L2 prˇepínacˇe, které slouží pouze k prˇipojení klientu˚
a nebyla na nich provádeˇna žádná konfigurace. Na klientech PC1 a PC2 byl použit systém
Ubuntu 14.04. A uprostrˇed topologie byl rozbocˇovacˇ, ke kterému byl prˇipojen pocˇítacˇ, na
neˇmž byl spušteˇn program Wireshark pro zachycení a analýzu paketu˚.
Samotná sít’ byla rozdeˇlena do dvou (resp. trˇech) cˇástí. Modrá cˇást byla sít’ poskyto-
vatele služeb, ve které bylo spušteˇno MPLS. Jako smeˇrovací protokol uvnitrˇ této cˇásti byl
použit OSPF verze 2. Na smeˇrovacˇích PE1 a PE2 byl spušteˇn protokol BGP a mezi nimi
byla sestavena MP-iBGP relace pro výmeˇnu IPv6 prefixu˚ a znacˇek pro tyto prefixy. Cˇer-
vené cˇásti byly dveˇ síteˇ zákazníka, ve kterých byl použit jako smeˇrovací protokol RIPng.
Obeˇ tyto síteˇ patrˇily do autonomního systému 100. Cílem bylo zajistit komunikaci mezi
síteˇmi zákazníka.
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Obr. 5.1 Návrh topologie pro testování 6PE
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5.1.1 Konfigurace 6PE
Samotná konfigurace byla rozdeˇlena do trˇech kroku˚:
1. Konfigurace IPv6 konektivity - konfigurace klienta, CE smeˇrovacˇe a konfigurace
linky mezi PE a CE
2. Konfigurace MPLS jádra síteˇ - konfigurace OSPFv2 a MPLS
3. Konfigurace BGP mezi PE smeˇrovacˇi - konfigurace MP-iBGP relace, redistribuce
mezi BGP a RIPng
Nejdrˇíve tedy byla nakonfigurována IPv6 konektivita na smeˇrovacˇi CE1. U zarˇízení
firmy Cisco je použit systém, který má 4 úrovneˇ zanorˇení. Nejdrˇíve bylo nutné povolit
smeˇrování pro IPv6 a vytvorˇit instanci smeˇrovacího protokolu RIPng, která se pojmeno-
vala CUST-1. Následneˇ byly na jednotlivá rozhraní vloženy IPv6 adresy a byly propago-















CE1(config−if)ipv6 rip CUST−1 enable
CE1(config−if)no shutdown
CE1(config−if)end
Tímto byla konfigurace na smeˇrovacˇi CE1 kompletní. Celý výpis konfigurace je v prˇí-
loze A. Po konfiguraci CE1 bylo nakonfigurováno spojení mezi CE1 a PE1. Konfigurace
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na PE1 vypadala podobneˇ jak CE1, povolilo se IPv6 smeˇrování, vytvorˇila se instance pro-
tokolu RIPng pojmenovaná CUST-1 a nakonfigurovala se prˇíslušná rozhraní.
PE1(config)#ipv6 unicast−routing





PE1(config−if)#ipv6 rip CUST−1 enable
PE1(config−if)#no shutdown
Na PC1 bylo nastaveno rozhraní, na které se vložila IPv6 adresa. Dále byla nasta-
vena výstupní brána jako IPv6 adresa smeˇrovacˇe CE1. V operacˇním systému Ubuntu se
rozhraní a výchozí brána nastaví takto:
sudo ip −6 addr add 2001:1111::10/64 dev eth0
sudo ip −6 route add default via 2001:1111::1 dev eth0
Tímto byla nastavena IPv6 konektivita v levé cˇervené cˇásti, oveˇrˇení probeˇhlo pomocí
pingu z PC1 na rozhraní PE1, který probeˇhl úspeˇšneˇ.
Následneˇ byla zajišteˇna IPv6 konektivita i pro pravou cˇervenou cˇást. Na smeˇrovacˇi
PE2 byla konfigurace totožná jako na PE1 s tím rozdílem že se na rozhraní prˇidala IPv6
adresa 2001:5151::1/64. Na CE2 smeˇrovacˇi, který je od firmy Huawei se musel nejdrˇíve
povolit IPv6 protokol. Následneˇ se spustil RIPng proces. Na rozhraní bylo nutné opeˇt
povolit IPv6 protokol, prˇidat IPv6 adresu a propagovat rozhraní do RIPng procesu. Sys-
tém firmy Huawei má 2 úrovneˇ. Daná konfigurace vypadala takto. Smeˇrovacˇe od firmy



















Toto byla celá konfigurace na smeˇrovacˇi CE2, výpis kompletní konfigurace lze videˇt v
prˇíloze A. PC2 se nastavilo obdobneˇ jako PC1 s tím rozdílem že na rozhraní byla IPv6
adresa 2001:2222::10/64 a jako výchozí brána byla nastavena IPv6 adresa 2001:2222::10.
Opeˇt se oveˇrˇila IPv6 konektivita pomocí pingu z PC2 na rozhraní PE2. Tímto byl dokon-
cˇen první krok konfigurace a mohlo se prˇejít ke druhému.
Konfigurace MPLS jádra síteˇ byla provedena na všech zarˇízeních od firmy Cisco to-
tožneˇ pouze se meˇnili adresy na jednotlivých rozhraních a tím i síteˇ propagované do
OSPF jako prˇíklad je zde uvedena konfigurace pro PE1. Nejprve se nakonfigurovalo vir-
tuální rozhraní loopback 0, které sloužilo pro navázání LDP a BGP relace. Dále se povo-
lilo na celém smeˇrovacˇi MPLS, jako protokol pro distribuci znacˇek se zvolil LDP a jako
router-id prˇes které se má navazovat LDP relace se nastavil loopback 0. Následneˇ bylo
nakonfigurováno rozhraní k P1, na které se prˇidala IPv4 adresa, oznacˇilo se jako MPLS
rozhraní a uvedlo se do stavu up. Nakonec bylo zapnuto smeˇrování pomocí protokolu
OSPFv2 a byly do neˇj propagovány všechny prˇipojené IPv4 síteˇ.
PE1(config)#interface loopback 0
PE1(config−if)#ip address 5.5.5.5 255.255.255.255
PE1(config−if)#exit
PE1(config)#mpls ip
PE1(config)#mpls ldp router−id loopback 0
PE1(config)#interface FastEthernet 0/0
PE1(config−if)#description connection−to−P1






PE1(config−router)#network 1.1.1.0 0.0.0.3 area 0
PE1(config−router)#network 5.5.5.5 0.0.0.0 area 0
PE1(config−router)#end
Na ostatních smeˇrovacˇích od firmy Cisco tj. P1 a PE2 byla konfigurace stejná. Pro smeˇro-
vacˇ P2 od firmy Huawei byla konfigurace logicky stejná pouze se lišilo prostrˇedí. Nejdrˇíve
se nakonfigurovalo virtuální rozhraní loopback 0. Následneˇ se zprovoznilo MPLS na
celém smeˇrovacˇi, nejdrˇíve bylo nutné nakonfigurovat lsr-id, jinak nebylo možné MPLS
spustit. Jako protokol pro výmeˇnu znacˇek byl nastaven LDP. Potom se nakonfigurovala
jednotlivá rozhraní a pustilo se na nich MPLS. Nakonec se nakonfigurovalo OSPFv2 a
propagovaly se do neˇj všechna prˇímo prˇipojená rozhraní.
[P2]interface LoopBack 0

























Tímto byla konfigurace na P2 kompletní výpis celé konfigurace je v prˇíloze A. Takto
jsem tedy nakonfiguroval MPLS jádro síteˇ. Oveˇrˇil jsem to pingem z IPv4 adresy 5.5.5.5
na adresu 8.8.8.8 a na PC-Wireshark jsem videˇl že ping je zabalen do MPLS záhlaví.
Poslední cˇástí byla konfigurace protokolu BGP. BGP relace se konfigurovala mezi PE1
a PE2. Konfigurace byla na obou smeˇrovacˇích témeˇrˇ totožná. Rozdíl byl pouze v adrese
souseda, se kterým navazoval relaci. Nejdrˇíve se nakonfiguroval autonomní systém, ve
kterém BGP bude pracovat. Dále se nakonfigurovala sousedská vazba ke smeˇrovacˇi PE2
resp. na jeho virtuální rozhraní. K tomu se nastavilo aby smeˇrovacˇ PE1 prˇijímal od PE2
zprávy BGP update na virtuálním rozhraní loopback 0. Dále byla nakonfigurována vý-
meˇna IPv6 prefixu˚ a jejich znacˇek s PE2. Potom byla provedena redistribuce prˇímo prˇi-
pojených sítí a instance CUST-1 protokolu RIPng, tzn. že protokol BGP bude propagovat
prˇímo prˇipojené síteˇ a síteˇ, které se dozveˇdeˇl z RIPng do BGP protokolu a tím i svému
BGP sousedovi PE2. Nakonec byla nakonfigurována redistribuce BGP do instance CUST-
1 protokolu RIPng, aby se smeˇrovacˇ CE1 dozveˇdeˇl o sítích, které posílá PE2 smeˇrovacˇi
PE1 skrz BGP.
PE1(config)#router bgp 100
PE1(config−router)#neighbor 8.8.8.8 remote−as 100








PE1(config)#ipv6 router rip CUST−1
PE1(config−router)#redistribute bgp 100
PE1(config−router)#end
Tímto byla celá konfigurace dokoncˇena a mohlo se prˇejít k oveˇrˇení funkcˇnosti této tech-
nologie.
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Obr. 5.2. Zachycení pingu v programu Wireshark v technologii 6PE
5.1.2 Testování a oveˇrˇení správné funkcˇnosti technologie 6PE
Testování bylo provedeno pomocí pingu verze 6 z PC1 na PC2. Tento ping probeˇhl úspeˇšneˇ,
byl zachycen programem Wireshark. Výpis programu Wireshark je na obrázku 5.2. Lze
z neˇj videˇt úspeˇšné provedení pingu na zprávu echo request bylo odpoveˇzeno zprávou
echo reply (oznacˇeno cˇervenou barvou). Dále jsou zde videˇt dveˇ MPLS záhlaví pro prˇe-
nos IPv6 paketu, kde vnitrˇní znacˇka 22 se nemeˇní a slouží jako identifikátor na hranicˇním
smeˇrovacˇi a vneˇjší znacˇka 1024 se meˇní po každém pru˚chodu smeˇrovacˇe a slouží k prˇe-
nosu paketu skrz MPLS jádro síteˇ.
Výpisy níže ukazují smeˇrovací tabulky CE1 a CE2 kde mu˚žeme videˇt že se podarˇilo
prˇenést informaci o vzdálených IPv6 sítích. Smeˇrovacˇ CE1:
CE1#show ipv6 route
IPv6 Routing Table − Default − 7 entries
Codes: C − Connected, L − Local, S − Static, U − Per−user Static route
B − BGP, M − MIPv6, R − RIP, I1 − ISIS L1
I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary, D − EIGRP
EX − EIGRP external
O − OSPF Intra, OI − OSPF Inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2
ON1 − OSPF NSSA ext 1, ON2 − OSPF NSSA ext 2
C 2001:1111::/64 [0/0]
















Routing Table : Public
Destinations : 8 Routes : 8
Destination : ::1 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : InLoopBack0 Flags : D
Destination : 2001:1111:: PrefixLength : 64
NextHop : FE80::217:5AFF:FE4B:5821 Preference : 100
Cost : 2 Protocol : RIPng
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 2001:1515:: PrefixLength : 64
NextHop : FE80::217:5AFF:FE4B:5821 Preference : 100
Cost : 1 Protocol : RIPng
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 2001:2222:: PrefixLength : 64
NextHop : 2001:2222::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
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Interface : GigabitEthernet0/0/1 Flags : D
Destination : 2001:2222::1 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/1 Flags : D
Destination : 2001:5151:: PrefixLength : 64
NextHop : 2001:5151::2 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 2001:5151::2 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : FE80:: PrefixLength : 10
NextHop : :: Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : NULL0 Flags : D
V dalším výpisu je ukázána LFIB tabulka na smeˇrovacˇi P1, lze videˇt že smeˇrovacˇ P1
odesílá pakety urcˇené pro sít’ 8.8.8.8 se znacˇkou 1024(vneˇjší znacˇka v zachyceném pingu
programem Wireshark).
P1#show mpls forwarding−table
Local Outgoing Prefix Bytes Label Outgoing Next Hop
Label Label or VC or Tunnel Id Switched interface
16 No Label 1.1.1.8/30 0 Fa0/1 1.1.1.6
17 Pop Label 5.5.5.5/32 17526 Fa0/0 1.1.1.1
18 1024 8.8.8.8/32 18972 Fa0/1 1.1.1.6
19 Pop Label 7.7.7.7/32 0 Fa0/1 1.1.1.6
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Další výpis ukazuje IPv6 síteˇ dosažitelné PE1 naucˇené z BGP a jejich znacˇky. Mu˚žeme
zde videˇt že sít’ 2001:2222::/64 je dosažitelná skrz next-hop ::FFFF:8.8.8.8 (mapovaná IPv4
adresa 8.8.8.8 na IPv6 adresu) a znacˇka pro tuto sít’ je 22 (vnitrˇní znacˇka v zachyceném
pingu programem Wireshark).
PE1#show bgp ipv6 unicast tags
Network Next Hop In tag/Out tag
2001:1111::/64 :: 21/notag
2001:1515::/64 :: 22/notag
2001:2222::/64 :: FFFF:8.8.8.8 notag/22
2001:5151::/64 :: FFFF:8.8.8.8 notag/21
Pro tuto realizaci síteˇ byli zarˇízení firmy Huawei a firmy Cisco navzájem kompatibilní. V
tomto zapojení byla otestována kompatibilita pro IPv6 komunikaci a pro smeˇrovací pro-
tokol RIPng mezi PE2 a CE2. Ta byla oveˇrˇena pomocí pingu verze 6 a výpisu smeˇrovací
tabulky z CE2, kde jsou videˇt jednotlivé záznamy získané z protokolu RIPng. Dále byla
oveˇrˇena kompatibilita technologie MPLS, ta byla testována mezi smeˇrovacˇi P1, P2 a PE2.
Ve výpisu z programu wireshark bylo videˇt že provoz je znacˇkován. Dále na smeˇrovacˇi
P2 v tabulce LDP sousedu˚ bylo možné videˇt adresy virtuálních rozhraní smeˇrovacˇu P1 a
PE2, tedy byla mezi nimi navázána LDP relace. Tímto byla oveˇrˇena i kompatibilita proto-
kolu OSPFv2, který prˇenesl smeˇrovací informace o teˇchto rozhraních. Hlavním oveˇrˇením
kompatibility všech použitých technologií byla korektní funkcˇnost této síteˇ.
<P2>display mpls ldp peer
LDP Peer Information in Public network






TOTAL: 2 Peer(s) Found.
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5.2 Realizace IPv6 VPN Provider Edge
Pro realizaci rˇešení 6VPE byla navržena topologie, která je zobrazena na obrázku 5.3. V
této topologii byli dva zákazníci(Zákazník 1 a Zákazník 2), každý zákazník meˇl dveˇ síteˇ
A a B. Byl zde realizován prˇekryv mezi síteˇmi A obou zákazníku˚ tzn. zákazník 1 mu˚že
ze síteˇ A prˇistupovat do své síteˇ B a zárovenˇ do síteˇ A zákazníka 2. Avšak ze síteˇ B je mu
umožneˇn prˇístup pouze do své síteˇ A. To samé platí i pro zákazníka 2.
K realizaci byla opeˇt využita zarˇízení od firmy Huawei AR1200(ve schématu ozna-
cˇeno jako CE1A) a AR3200(ve schématu oznacˇeno jako P2). Pro zbytek smeˇrovacˇu˚ byla
použita zarˇízení od firmy Cisco rˇady Catalyst 2801. Firmware na všech zarˇízeních byl
stejný jako prˇi realizaci 6PE viz. kapitola 5.1. Dále byli v topologii použity cˇtyrˇi L2 prˇepí-
nacˇe, které sloužili pouze pro prˇipojení klientu˚ a nebyla na nich provádeˇna žádná kon-
figurace. Na klientech PC1 až PC4 byl použit systém Ubuntu 14.04 a v MPLS jádru byli
prˇipojeny dva rozbocˇovacˇe, ke kterým byli prˇipojeny PC a sloužili pro analýzu paketu˚.
V tomto prˇípadeˇ opeˇt nebylo možné použít smeˇrovacˇ od firmy Huawei jako jeden z hra-
nicˇních smeˇrovacˇu˚, protože rˇada AR nepodporuje 6VPE rˇešení.
Sít’ byla rozdeˇlena do peˇti cˇástí. Modrá cˇást byla sít’ poskytovatele služeb, ve které
bylo spušteˇno MPLS. Jako smeˇrovací protokol uvnitrˇ této cˇásti byl opeˇt použit OSPFv2.
Mezi hranicˇními smeˇrovacˇi byl vytvorˇen „full-mesh“ vazeb protokolu iBGP prˇes které se
vymeˇnˇovali VPNv6 prefixy a route-targety. Celá tato cˇást byla uvnitrˇ autonomního sys-
tému 100. Další cˇásti byli jednotlivé síteˇ(pobocˇky) zákazníku˚. Každá sít’ byla prˇirˇazena do
jednoho autonomního systému 65001-65004 a prˇístupy do jednotlivých sítí byly realizo-
vány pomocí definovaných route-targetu˚. Jako smeˇrovací protokol uvnitrˇ zákaznických
sítí byl zvolen eBGP.
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Obr. 5.3 Návrh topologie pro testování 6VPE
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5.2.1 Konfigurace 6VPE
Konfigurace byla rozdeˇlena opeˇt do trˇech kroku˚:
1. Konfigurace IPv6 konektivity - konfigurace klientu˚, CE smeˇrovacˇu˚, konfigurace
VRF tabulek na hranicˇních smeˇrovacˇích a konfigurace linky mezi PE a CE smeˇro-
vacˇi
2. Konfigurace MPLS jádra síteˇ - konfigurace OSPFv2 a MPLS
3. Konfigurace iBGP mezi PE smeˇrovacˇi - konfigurace MP-iBGP relací, povolení vý-
meˇny VPNv6 prefixu˚
Jako první se tedy zacˇalo s konfigurací IPv6 konektivity u jednotlivých zákazníku˚. Kon-
figurace jednotlivých PC byla provedena stejneˇ jako u realizace 6PE viz. kapitola 5.1.1.
Co se týcˇe konfigurace jednotlivých CE smeˇrovacˇu˚ tak na všech byla konfigurace to-
tožná, pouze se lišila v použití IPv6 adres na jednotlivých rozhraních. Je zde tedy uve-
dena pouze ukázka konfigurace smeˇrovacˇe CE1A, kompletní konfigurace pro ostatní
smeˇrovacˇe je uvedena v prˇíloze B. Na smeˇrovacˇi CE1A se tedy nejdrˇíve povolilo pou-
žití protokolu IPv6 na celém smeˇrovacˇi, potom se nakonfigurovala jednotlivá rozhraní
s prˇíslušnými adresami a následneˇ se nakonfiguroval protokol BGP v autonomním sys-
tému 65001, kde bylo prˇirˇazeno jeho router-id, oznacˇil se jako soused smeˇrovacˇ PE1A se





















Podobneˇ se nakonfigurovali i ostatní CE smeˇrovacˇe s tím rozdílem že byli na platformeˇ
od firmy Cisco.
V rámci prvního kroku konfigurace se provedla konfigurace na hranicˇním smeˇrovacˇi
PE1A. Zde se nejdrˇíve povolilo smeˇrování pro IPv6 protokol. Potom se nakonfigurovala
VRF tabulka a prˇidala se na rozhraní. Prˇi konfiguraci VRF se specifikovalo pomocí route
targetu˚, ke kterým sítím bude mít prˇístup. Následneˇ se toto rozhraní nakonfigurovalo.
Nakonec se pak nakonfigurovalo externí BGP v autonomním systému 100, kde se pro
danou VRF oznacˇil jako soused se kterým si bude vymeˇnˇovat smeˇrovací informace smeˇ-














PE1A(config−router)#address−family ipv6 vrf zakaznik1−A
PE1A(config−router−af)#neighbor 1111:1::2 remote−as 65001
PE1A(config−router−af)#neighbor 1111:1::2 actuve
PE1A(config−router−af)#redistribute connected
Konfigurace pro tuto cˇást se na ostatních hranicˇních smeˇrovacˇích provedla opeˇt stejneˇ
jejich konfigurace je v prˇíloze B. Tímto byl hotov první krok konfigurace. Funkcˇnost IPv6
konektivity byla oveˇrˇena pingem z PC1 na rozhraní smeˇrovacˇe PE1A.
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Druhým krokem byla konfigurace MPLS jádra. Tato konfigurace byla totožná jako
konfigurace MPLS jádra u rˇešení 6PE viz. kapitola 5.1.1. Na smeˇrovacˇích uvnitrˇ jádra
tj. PE a P se na rozhraních(vcˇetneˇ virtuálního rozhraní) nakonfigurovaly IPv4 adresy,
zprovoznilo se smeˇrování skrz OSPFv2 a spustilo se MPLS. Konfigurace pro všechny
smeˇrovacˇe je pak prˇiložena v prˇíloze B. Funkcˇnost této cˇásti konfigurace byla oveˇrˇena
pingováním mezi jednotlivými virtuálními rozhraními a prˇi odchycení na jednotlivých
rozbocˇovacˇích bylo videˇt, že procházející provoz obsahuje MPLS záhlaví.
Posledním krokem pak byla konfigurace iBGP mezi hranicˇními smeˇrovacˇi. Opeˇt je
zde uvedena konfigurace pouze pro smeˇrovacˇ PE1A na ostatních PE smeˇrovacˇích byla
konfigurace obdobná a je umísteˇna v prˇíloze B. Nejdrˇíve byla navázána iBGP relace s
ostatními PE smeˇrovacˇi a urcˇilo se že zprávy od nich se budou prˇijímat na rozhraní loo-
pback 0. Potom se už jen povolila výmeˇna VPNv6 prefixu˚ mezi všemi PE smeˇrovacˇi.
PE1A(config)#router bgp 100
PE1A(config−router)#neighbor 10.255.0.3 remote−as 100
PE1A(config−router)#neighbor 10.255.0.3 update−source Loopback 0
PE1A(config−router)#neighbor 10.255.0.4 remote−as 100
PE1A(config−router)#neighbor 10.255.0.4 update−source Loopback 0
PE1A(config−router)#neighbor 10.255.0.6 remote−as 100
PE1A(config−router)#neighbor 10.255.0.6 update−source Loopback 0
PE1A(config−router)#address−family vpnv6
PE1A(config−router−af)#neighbor 10.255.0.3 active
PE1A(config−router−af)#neighbor 10.255.0.3 send−comunity extended
PE1A(config−router−af)#neighbor 10.255.0.4 active
PE1A(config−router−af)#neighbor 10.255.0.4 send−comunity extended
PE1A(config−router−af)#neighbor 10.255.0.6 active
PE1A(config−router−af)#neighbor 10.255.0.6 send−comunity extended
PE1A(config−router−af)#end
Tímto byla nakonfigurována celá sít’ a mohlo se prˇejít k oveˇrˇení funkcˇnosti tohoto rˇešení
a testování.
5.2.2 Testování a oveˇrˇení správné funkcˇnosti technologie 6VPE
Oveˇrˇení funkcˇnosti bylo opeˇt provedeno pomocí programu ping verze 6. Na obrázku
5.4 lze videˇt jednotlivé výpisy zachycené programem Wireshark. V první cˇervené cˇásti
38
Obr. 5.4. Zachycení pingu˚ programem Wireshark v technologii 6VPE
je videˇt ping z PC1 na PC2 tj. ze zdrojové adresy 1111::10 na cílovou adresu 2222::20,
dále je zde videˇt pouze jedno záhlaví MPLS. To je z toho du˚vodu, že paket byl odchycen
za smeˇrovacˇem P1, což je prˇedposlední smeˇrovacˇ v LSP a byla na neˇm zapnutá funkce
penultimate hop popping, takže vneˇjší znacˇku odstranil a na hranicˇní smeˇrovacˇ PE1B
paket prˇišel už pouze jen s vnitrˇní znacˇkou a mohl být rovnou zpracován. Tímto byla
oveˇrˇena dostupnost mezi síteˇmi A a B zákazníka 1.
Druhá cˇervená cˇást ukazuje zachycení pingu z PC1 na PC3 tj. ze zdrojové adresy
1111::10 na cílovou adresu 3333::30. Jak lze videˇt je možné mít stejnou znacˇku pro vneˇjší
i vnitrˇní záhlaví, protože tyto záhlaví jsou od sebe oddeˇlené. Tento ping byl odchycen
na rozbocˇovacˇi Wireshark1 a to z toho du˚vodu že mezi P1 a PE2A byl použit sériový
kabel a ve zbytku MPLS jádra byl použit Ethernet. Jelikož OSPF volí nejkratší cestu podle
rychlosti linky, tak byla zvolena nejvhodneˇjší cesta z P1 prˇes PE1B následneˇ P2 a nakonec
PE2A. Tímto byl oveˇrˇen prˇekryv mezi síteˇmi A zákazníka 1 a zákazníka 2.
Poslední cˇervená cˇást zachycuje ping z PC3 na PC4 tj. ze zdrojové adresy 3333::30
na cílovou adresu 4444::40. Vidíme že vnitrˇní znacˇka byla 27 a vneˇjší 1031. Tímto byla
oveˇrˇena IPv6 konektivita mezi síteˇmi A a B zákazníka 2.
Výpis níže ukazuje smeˇrovací tabulku na smeˇrovacˇi CE2A kde mu˚žeme videˇt prˇímo
prˇipojené síteˇ a a síteˇ, které se dozveˇdeˇl z BGP tj. sít’ A zákazníka 1 a sít’ B zákazníka 2.
Výpisy smeˇrovacích tabulek všech CE jsou v prˇíloze C.
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CE2A#show ipv6 route
IPv6 Routing Table − 10 entries
Codes: C − Connected, L − Local, S − Static, R − RIP, B − BGP
U − Per−user Static route
I1 − ISIS L1, I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary
O − OSPF intra, OI − OSPF inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2





















Další výpisy ukazují že zákaznické smeˇrovací informace byli skutecˇneˇ oddeˇlené v prv-
ním výpisu vidíme že globální smeˇrovací IPv6 tabulka na smeˇrovacˇi PE2A je prázdná, v
druhém výpisu mu˚žeme videˇt smeˇrovací tabulku pro VRF tabulku zákazníka 2, kde jsou
korektní záznamy.
PE2A#show ipv6 route
IPv6 Routing Table − Default − 1 entries
Codes: C − Connected, L − Local, S − Static, U − Per−user Static route
B − BGP, M − MIPv6, R − RIP, I1 − ISIS L1
I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary, D − EIGRP
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EX − EIGRP external
O − OSPF Intra, OI − OSPF Inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2
ON1 − OSPF NSSA ext 1, ON2 − OSPF NSSA ext 2
L FF00::/8 [0/0]
via Null0, receive
PE2A#show ipv6 route vrf zakaznik2−A
IPv6 Routing Table − zakaznik2−A − 8 entries
Codes: C − Connected, L − Local, S − Static, U − Per−user Static route
B − BGP, M − MIPv6, R − RIP, I1 − ISIS L1
I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary, D − EIGRP
EX − EIGRP external
O − OSPF Intra, OI − OSPF Inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2
ON1 − OSPF NSSA ext 1, ON2 − OSPF NSSA ext 2
B 1111::/64 [200/0]
via 10.255.0.1%Default−IP−Routing−Table, indirectly connected
B 1111:1::/64 [200/0]








via 10.255.0.6%Default−IP−Routing−Table, indirectly connected
B 4444:4::/64 [200/0]
via 10.255.0.6%Default−IP−Routing−Table, indirectly connected
L FF00::/8 [0/0]
via Null0, receive
Dále mu˚žeme videˇt vnitrˇní znacˇky pro jednotlivé prefixy na smeˇrovacˇi PE2A. Vidíme
tedy že do síteˇ 4444::/64 se dostane skrz next-hop ::FFFF:10.255.0.6 a provoz do této síteˇ
odesílá s vnitrˇní znacˇkou 27. To odpovídá zachycenému pingu z PC3 na PC4.
PE2A# show bgp vpnv6 unicast vrf zakaznik2−A labels
Network Next Hop In label /Out label













Dále mu˚žeme videˇt LFIB tabulku na smeˇrovacˇi PE2A . Kde mu˚žeme videˇt že provoz,
který je odesílán na 10.255.0.6(next-hop do síteˇ 4444::/64) je znacˇkován znacˇkou 1031. To
opeˇt odpovídá zachycenému pingu z PC3 na PC4.
PE2A−AR6#show mpls forwarding−table
Local Outgoing Prefix Bytes Label Outgoing Next Hop
Label Label or VC or Tunnel Id Switched interface
16 1027 10.255.0.3/32 0 Fa0/0 1.0.0.14
17 1028 10.255.0.2/32 0 Fa0/0 1.0.0.14
18 1029 10.255.0.1/32 0 Fa0/0 1.0.0.14
19 No Label 1.0.0.16/30 0 Fa0/0 1.0.0.14
20 1026 1.0.0.4/30 0 Fa0/0 1.0.0.14
21 1030 1.0.0.0/30 0 Fa0/0 1.0.0.14
22 No Label 3333:3::/64[V] 7688 aggregate/zakaznik2−A
23 No Label 3333::/64[V] 41630 Fa0/1 FE80::217:5AFF:FE4B:5821
24 Pop Label 10.255.0.5/32 0 Fa0/0 1.0.0.14
25 No Label 1.0.0.20/30 0 Fa0/0 1.0.0.14
26 1031 10.255.0.6/32 0 Fa0/0 1.0.0.14
Pro tuto realizaci síteˇ byla zarˇízení firmy Huawei a firmy Cisco navzájem kompatibilní.
Opeˇt zde byla oveˇrˇena kompatibilita pro IPv6 komunikaci mezi smeˇrovacˇi CE1A a PE1A,
dále mezi teˇmito zarˇízeními byla oveˇrˇena kompatibilita pro smeˇrovací protokol BGP, to
lze videˇt ze záznamu˚ ve smeˇrovacích tabulkách kde jdou videˇt záznamy získané z pro-
tokolu BGP. Také zde byla oveˇrˇena kompatibilita technologie MPLS a smeˇrovacího pro-
tokolu OSPFv2 jako v realizaci 6PE.
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5.3 Realizace Any Transport over MPLS
Pro realizaci rˇešení AToM byla navrhnuta topologie, která je zobrazena na obrázku 5.5. V
této topologii byli dva zákazníci(Zákazník 1 a Zákazník2), každý zákazník meˇl dveˇ síteˇ
A a B. Cílem bylo zajistit IPv6 komunikaci mezi teˇmito síteˇmi. Zákazníci jsou od sebe
oddeˇleni na hranicˇních smeˇrovacˇích a mohou prˇistupovat pouze do svých sítích.
K realizaci síteˇ byla použita zarˇízení od firmy Huawei AR3200(ve schématu ozna-
cˇeno jako PE1) a AR1200( ve schématu oznacˇeno jako CE1). Pro zbytek smeˇrovacˇu˚ byla
použita zarˇízení od firmy Cisco rˇady Catalyst 2801. Firmware na všech smeˇrovacˇích byl
použit stejný jako prˇi realizaci 6PE viz. kapitola 5.1. Dále byli v topologii použity cˇtyrˇi L2
prˇepínacˇe, které sloužili pouze pro prˇipojení klientu˚ a nebyla na nich provádeˇna žádná
konfigurace. Na klientech PC1 až PC4 byl použit systém Ubuntu 14.04 a v MPLS jádru
byl prˇipojen rozbocˇovacˇ, ke kterému bylo prˇipojeno PC a sloužilo pro analýzu paketu˚.
Sít’ byla rozdeˇlena do peˇti cˇástí. Modrá cˇást byla sít’ poskytovatele služeb, ve které
bylo spušteˇno MPLS. Jako smeˇrovací protokol byl v této cˇásti použit OSPFv2. Zbylé cˇásti
byly pobocˇky zákazníku˚. Jako smeˇrovací protokol uvnitrˇ zákaznických sítí byl použit
OSPFv3. Pro zákazníky se MPLS jádro poskytovatele služeb jeví jako linka mezi jejich
hranicˇními smeˇrovacˇi, tudíž rozhraní mezi CE1A a CE1B(CE2A a CE2B) patrˇí do stejné
podsíteˇ. Mezi hranicˇními smeˇrovacˇi uvnitrˇ MPLS jádra jsou pak vytvorˇeny dva tunely,
tunel 100 pro zákazníka 1 a tunel 200 pro zákazníka 2. Výmeˇna vnitrˇních znacˇek je pak
zajišteˇna pomocí cíleného LDP spojení.
43Obr. 5.5 Návrh topologie pro testování AToM
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5.3.1 Konfigurace rˇešení AToM
Konfigurace celé síteˇ byla rozdeˇlena do teˇchto trˇech kroku˚:
1. Konfigurace MPLS jádra síteˇ - konfigurace OSPFv2 a MPLS
2. Konfigurace tunelu˚ - vytvorˇení cíleného LDP spojení, konfigurace zákaznických
rozhraní
3. Konfigurace IPv6 konektivity - konfigurace klientu˚, CE smeˇrovacˇu˚, konfigurace
OSPFv3
Jako první se tedy zacˇalo s konfigurací MPLS jádra. Na všech smeˇrovacˇích uvnitrˇ MPLS
jádra se nakonfigurovaly IPv4 adresy a zprovoznilo se OSPFv2. Potom se spustilo na
všech smeˇrovacˇích uvnitrˇ jádra MPLS. Tato cˇást konfigurace byla stejná jako v prˇípadeˇ
realizace 6PE viz. kapitola 5.1.1. Kompletní konfigurace všech smeˇrovacˇu˚ je prˇiložena v
prˇíloze D. Oveˇrˇení funkcˇnosti této cˇásti bylo provedeno pomocí pingu mezi jednotlivými
virtuálními rozhraními a zachycením provozu, který byl znacˇkován MPLS.
V druhém kroku byly nakonfigurovány tunely pro jednotlivé zákazníky. Na smeˇro-
vacˇích od firmy Huawei, není explicitneˇ povolena technologie AToM. K jejímu použití je
nutná licence. K tomu se použila 60ti denní zkušební licenci, kterou je nutné povolit ve
smeˇrovacˇi. Nejdrˇíve se tedy na PE1 smeˇrovacˇi povolila tato licence, následneˇ se vytvo-
rˇilo cílené LDP spojení k smeˇrovacˇi PE2. Nakonec se vytvorˇily tunely na zákaznických
rozhraních. Na teˇchto rozhraních se nekonfigurují IPv6 ani IPv4 adresy, protože slouží
k prˇenášení rámcu˚ druhé vrstvy.
<PE1>license active accept agreement
<PE1>license function datae
[PE1]mpls l2vpn




[PE1−GigabitEthernet0/0/0]mpls l2vc 10.255.0.4 100
[PE1]interface GigabitEthernet 0/0/1
[PE1−GigabitEthernet0/0/1]description connection−to−CE2A
[PE1−GigabitEthernet0/0/1]mpls l2vc 10.255.0.4 200
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Na smeˇrovacˇi PE2 byla konfigurace podobná. Ve firmwaru od firmy Cisco nebylo nutné
povolovat žádnou licenci. Nejdrˇíve se na PE2 smeˇrovacˇi vytvorˇilo cílené spojení k PE1
a potom se vytvorˇily tunely na zákaznických rozhraních. Opeˇt se na teˇchto rozhraních
nekonfigurují IPv6 ani IPv4 adresy.
PE2(config)#mpls ldp neighbor 1O.255.0.1 targeted ldp
PE2(config)#interface FastEthernet 0/0
PE2(config−if)#description connection−to−CE1B
PE2(config−if)#xconnect 10.255.0.1 100 encapsulation mpls
PE2(config)#interface FastEthernet 0/1
PE2(config−if)#description connection−to−CE2B
PE2(config−if)#xconnect 10.255.0.1 200 encapsulation mpls
Tímto byla nakonfigurována druhá cˇást, funkcˇnost se oveˇrˇila pomocí toho že se vytvorˇily
dané tunely mezi hranicˇními smeˇrovacˇi PE1 a PE2.
V poslední cˇásti se nakonfigurovali klienti a hranicˇní smeˇrovacˇe zákazníku˚. Konfi-
gurace PC1 až PC4 byla stejná jako prˇi realizaci 6PE rˇešení viz. kapitola 5.1. Konfigu-
race hranicˇních zákaznických smeˇrovacˇu˚ byla na všech zarˇízení stejná. Pro prˇíklad je
zde uvedena konfigurace na smeˇrovacˇi CE1A. Nejdrˇíve se povolilo smeˇrování pro IPv6.
Následneˇ se spustil proces OSPFv3 a nakonfigurovalo se router-id. Potom se nakonfigu-
rovala jednotlivá rozhraní, na kterých se nastavily IPv6 adresy a vypropagovaly se do
OSPFv3 procesu.
CE1A(config)#ipv6 unicast−routing










CE1A(config−if)#ipv6 ospf 1 area 0
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Obr. 5.4. Zachycení pingu˚ programem Wireshark v technologii AToM
Tímto byla dokoncˇena konfiguraci celé síteˇ a mohlo se prˇejít k oveˇrˇení funkcˇnosti a tes-
tování.
5.3.2 Testování a oveˇrˇení správné funkcˇnosti technologie AToM
Oveˇrˇení funkcˇnosti síteˇ bylo provedeno pomocí programu ping verze 6. Na obrázku 5.6
lze videˇt jednotlivé výpisy zachycené programem Wireshark. V první cˇervené cˇásti lze
videˇt ping z PC1 na PC2, tj. ze zdrojové adresy 1111::10 na cílovou adresu 2222::20. Vi-
díme že ping byl úspeˇšný na zprávu echo request bylo odpoveˇzeno zprávou echo reply.
Dále jsou zde videˇt dveˇ MPLS záhlaví, kde vnitrˇní znacˇka(„VC label“) je 23 a vneˇjší
znacˇka(„tunnel label“) je 19. Ve druhé cˇervené cˇásti byl zachycen ping z PC3 na PC4,
tj. ze zdrojové adresy 4444::40 na cílovou adresu 5555::50. Opeˇt jsou zde videˇt dveˇ MPLS,
záhlaví kde vnitrˇní znacˇka je 24 a vneˇjší znacˇka stejneˇ jako v prˇedchozím prˇípadeˇ je 19.
Mu˚žeme si zde všimnout že rˇešení AToM opravdu prˇenáší rámce druhé vrstvy se zacho-
váním jejich hlavicˇek. Ve výpisu níže mu˚žeme videˇt IPv6 smeˇrovací tabulku na smeˇro-
vacˇ CE1A. Vidíme že sít’ 3333::/64 se jeví jako prˇímo prˇipojená a že OSPFv3 je funkcˇní,
protože se z neˇj dozveˇdeˇl o síti 2222::/64. Smeˇrovací tabulky ze všech zákaznických smeˇ-
rovacˇu˚ jsou pak prˇiloženy v prˇíloze.
CE1A#show ipv6 route
IPv6 Routing Table − Default − 6 entries
Codes: C − Connected, L − Local, S − Static, U − Per−user Static route
B − BGP, M − MIPv6, R − RIP, I1 − ISIS L1
I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary, D − EIGRP
EX − EIGRP external
O − OSPF Intra, OI − OSPF Inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2
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ON1 − OSPF NSSA ext 1, ON2 − OSPF NSSA ext 2
C 1111::/64 [0/0]











Další výpis ukazuje vytvorˇené tunely mezi hranicˇními smeˇrovacˇi poskytovatele služeb
PE1 a PE2. Výpis je ze smeˇrovacˇe PE1. Kvu˚li rozsahu je tento výpis podstatneˇ zkrácen
a jsou z neˇj odmazány méneˇ podstatné informace. Mu˚žeme zde videˇt, že byly opravdu
navázány dva tunely ke smeˇrovacˇi PE2. Dále je z tohoto výpisu videˇt že pokud smeˇrovacˇ
posílá provoz skrz tunel 100 jako vnitrˇní znacˇku používá 23, pro tunel 200 používá vnitrˇní
znacˇku 24. To se shoduje s výpisem z programu Wireshark.
<PE1−AR3200>display mpls l2vc
Total LDP VC : 2 2 up 0 down
∗ client interface : GigabitEthernet0/0/0 is up
session state : up
AC status : up
VC state : up
VC ID : 100
VC type : Ethernet
destination : 10.255.0.4
local VC label : 1024 remote VC label : 23
active state : active
TTL Value : 1
link state : up
local VC MTU : 1500 remote VC MTU : 1500
primary or secondary : primary
create time : 0 days, 1 hours, 37 minutes, 17 seconds
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up time : 0 days, 1 hours, 21 minutes, 31 seconds
last change time : 0 days, 1 hours, 21 minutes, 31 seconds
VC last up time : 2016/04/01 16:42:56
VC total up time : 0 days, 1 hours, 21 minutes, 31 seconds
∗ client interface : GigabitEthernet0/0/1 is up
session state : up
AC status : up
VC state : up
VC ID : 200
VC type : Ethernet
destination : 10.255.0.4
local VC label : 1025 remote VC label : 24
active state : active
TTL Value : 1
link state : up
local VC MTU : 1500 remote VC MTU : 1500
primary or secondary : primary
create time : 0 days, 1 hours, 36 minutes, 56 seconds
up time : 0 days, 1 hours, 21 minutes, 32 seconds
last change time : 0 days, 1 hours, 21 minutes, 32 seconds
VC last up time : 2016/04/01 16:42:56
VC total up time : 0 days, 1 hours, 21 minutes, 32 seconds
Poslední výpis zobrazuje LFIB tabulku na smeˇrovacˇi PE1. Mu˚žeme zde videˇt že pro pro-
voz odesílaný na IP adresu 10.255.0.4 se používá vneˇjší znacˇka 19. To také odpovídá vý-
pisu z programu Wireshark.
<PE1>display mpls lsp
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
LSP Information: LDP LSP
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−











V tomto zapojení byly smeˇrovacˇe od firmy Huawei a smeˇrovacˇe od firmy Cisco navzá-
jem kompatibilní. Z prˇedchozích výpisu˚ mu˚žeme videˇt že mezi hranicˇními smeˇrovacˇi
byla technologie AToM funkcˇní, jelikož se podarˇilo vytvorˇit cílené LDP spojení a tunely
mezi PE1 a PE2. Dále byla oveˇrˇena kompatibilita protokolu OSPFv3, dokazují to IPv6
smeˇrovací tabulky na smeˇrovacˇi CE1A a CE1B, kde lze videˇt záznamy, které se naucˇili
z tohoto protokolu. Samozrˇejmeˇ touto realizací byla opeˇt oveˇrˇena kompatibilita prˇenosu
IPv6 provozu a to mezi CE1A a CE1B.
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6 Záveˇr
Cílem této práce bylo ukázat možnosti nasazení IPv6 protokolu v prostrˇedí poskyto-
vatelu˚ služeb, které je typicky postaveno na technologii MPLS. V teoretické cˇásti jsem
nejdrˇíve popsal samotnou technologii MPLS, její výhody, nevýhody, architekturu a funk-
cionalitu. Dále jsem v teoretické cˇásti popsal asi nerozšírˇeneˇjší aplikaci MPLS a to MPLS
VPN, tato technologie se sice netýká protokolu IPv6, ale je dobré se s ní seznámit pro
lepší porozumeˇní technologii IPv6 VPN Provider Edge. Nakonec jsem v teoretické cˇásti
popsal technologie sloužící k prˇenosu IPv6 provozu skrz MPLS sít’ poskytovatele služeb
a to IPv6 Provider Edge, IPv6 VPN Provider Edge a Any Tranport Over MPLS.
V praktické cˇásti jsem potom pro technologie popsané v teoretické cˇásti navrhl síteˇ
a realizoval je v laboratorních podmínkách. Všechny tyto navržené síteˇ byly funkcˇní.
V teˇchto sítích jsem použil smeˇrovacˇe od firmy Huawei a od firmy Cisco, abych mohl
mezi nimi oveˇrˇit kompatibilitu. Realizací teˇchto sítí jsem oveˇrˇil že pro tyto navržené síteˇ
byly zarˇízení navzájem kompatibilní. Oveˇrˇil jsem kompatibilitu pro technologie MPLS a
AToM, dále pro protokoly LDP, OSPFv2, OSPFv3, interní BGP, externí BGP a RIPng. Také
jsem oveˇrˇil že zarˇízení jsou schopna prˇenášet IPv6 provoz mezi sebou. Jelikož jsem meˇl
k dispozici zarˇízeni od firmy Huawei rˇady AR, nemohl jsem oveˇrˇit kompatibilitu mezi
hranicˇními smeˇrovacˇi pro technologie 6PE a 6VPE, protože tato rˇada tyto technologie
nepodporuje. K oveˇrˇení této kompatibility bych potrˇeboval rˇadu NetEngine.
Po realizaci všech rˇešení bych pro poskytovatele služeb doporucˇil rˇešení 6VPE, tímto
rˇešením je možné od sebe oddeˇlit zákazníky pomocí VRF tabulek, také je možné jedno-
duše vytvorˇit extranet pomocí route-targetu˚. Díky VRF tabulkám je toto rˇešení jednoduše
rozšírˇitelné o další zákazníky, proto bych ho zvolil jako nejlepší rˇešení. Rˇešení 6PE bych v
prostrˇedí poskytovatele služeb nepoužil, ale bylo by možné ho použít v rámci infrastruk-
tury jedné spolecˇnosti, která MPLS sít’ využívá k vlastním potrˇebám. To z toho du˚vodu
že prˇipojené síteˇ jsou navzájem všechny dostupné skrz IPv6 globální smeˇrovací tabulku a
prˇímo v technologii 6PE není možné jednotlivé síteˇ od sebe oddeˇlit. Jako poslední rˇešení
jsem realizoval technologii AToM. Toto rˇešení má velkou výhodu v tom, že není nutný
žádný upgrade na smeˇrovacˇích poskytovatele služeb, ale má nevýhodu ve správeˇ tunelu˚,
které jdou vytvorˇit pouze spojením typu bod-bod. To by prˇi velkém množství zákazníku˚
mohlo vadit, protože by se tím komplikovala celá správa síteˇ. Druhou nevýhodou je to,
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že tato technologie je primárneˇ urcˇena pro prˇenos rámcu˚ druhé vrstvy, tudíž se nese zby-
tecˇná informace o této vrstveˇ, kterou k prˇenosu IPv6 nepotrˇebuje. Tuto technologii bych
doporucˇil pouze jako docˇasné rˇešení, pokud naprˇíklad chybí finance na upgrade hranicˇ-
ních smeˇrovacˇu˚ pro prˇechod na 6VPE.
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IA Výpis kompletní konfigurace 6PE
Smeˇrovacˇ CE1:
Current configuration : 1161 bytes
!
version 12.4
service timestamps debug datetime msec




























































no ip http secure−server
!
!







ccm−manager fax protocol cisco
!





line vty 0 4
login
!
scheduler allocate 20000 1000
end
Smeˇrovacˇ PE1:
Current configuration : 1704 bytes
!
version 12.4
service timestamps debug datetime msec


































































network 1.1.1.0 0.0.0.3 area 0





neighbor 8.8.8.8 remote−as 100




























ccm−manager fax protocol cisco
!






line vty 0 4
login
!




Current configuration : 1370 bytes
!
version 12.4
service timestamps debug datetime msec
































































network 1.1.1.0 0.0.0.3 area 0
network 1.1.1.4 0.0.0.3 area 0














ccm−manager fax protocol cisco
!






line vty 0 4
login
!




































local−user admin password cipher %$%$=i
~>Xp&aY+∗2cEVcS−A23Uwe%$%$





















































set authentication password cipher %$%$!
tYb(ZZXEGRS}W$c^Q9V,$’|4rtg’1dnq~
Nu_6@1"sO#$’",%$%$










Current configuration : 1561 bytes
!
version 12.4
service timestamps debug datetime msec
























no ip dhcp use vrf connected
!
!
no ip ips deny−action ips−interface
!
ipv6 unicast−routing



































network 1.1.1.8 0.0.0.3 area 0





neighbor 5.5.5.5 remote−as 100
















no ip http secure−server
!











































local−user admin password cipher %$%$=i
~>Xp&aY+∗2cEVcS−A23Uwe%$%$


































set authentication password cipher %$%$}
b&DIt∗iUG@,Nq0Y|ez>,"Eq/Hsy2Jmf3
N<Jbt4IzY−F"Et,%$%$









































local−user admin password cipher %$%$=i
~>Xp&aY+∗2cEVcS−A23Uwe%$%$

























































set authentication password cipher %$%$r
−p2Sle~l0z7FHB/L&]O,$_vtM8BE’VSv
50,VY+^nN\2$_y,%$%$












Current configuration : 1199 bytes
!
version 12.4
service timestamps debug datetime msec























no ip dhcp use vrf connected
!
!


































































Current configuration : 1200 bytes
!
version 12.4
service timestamps debug datetime msec
























no ip dhcp use vrf connected
!
!


































































Current configuration : 1200 bytes
!
version 12.4
service timestamps debug datetime msec























no ip dhcp use vrf connected
!
!


































































Current configuration : 2302 bytes
!
version 12.4
service timestamps debug datetime msec













































































network 1.0.0.0 0.0.0.3 area 0





neighbor 10.255.0.3 remote−as 100
neighbor 10.255.0.3 update−source
Loopback0
neighbor 10.255.0.4 remote−as 100
neighbor 10.255.0.4 update−source
Loopback0


















address−family ipv6 vrf zakaznik1−A


















ccm−manager fax protocol cisco
!






line vty 0 4
login
!





Current configuration : 2416 bytes
!
version 12.4
service timestamps debug datetime msec












































































network 1.0.0.4 0.0.0.3 area 0
network 1.0.0.16 0.0.0.3 area 0




neighbor 10.255.0.1 remote−as 100
neighbor 10.255.0.1 update−source
Loopback0
neighbor 10.255.0.4 remote−as 100
neighbor 10.255.0.4 update−source
Loopback0

























address−family ipv6 vrf zakaznik1−B


















ccm−manager fax protocol cisco
!






line vty 0 4
login
!





Current configuration : 2373 bytes
!
version 12.4
service timestamps debug datetime msec














































































network 1.0.0.8 0.0.0.3 area 0
network 1.0.0.12 0.0.0.3 area 0





neighbor 10.255.0.1 remote−as 100
neighbor 10.255.0.1 update−source
Loopback0
neighbor 10.255.0.3 remote−as 100
neighbor 10.255.0.3 update−source
Loopback0


















address−family ipv6 vrf zakaznik2−A


















ccm−manager fax protocol cisco
!








line vty 0 4
login
!





Current configuration : 2371 bytes
!
version 12.4
service timestamps debug datetime msec






















































































network 1.0.0.20 0.0.0.3 area 0









neighbor 10.255.0.3 remote−as 100
neighbor 10.255.0.3 update−source
Loopback0

















address−family ipv6 vrf zakaznik2−B


















ccm−manager fax protocol cisco
!






line vty 0 4
login
!





Current configuration : 1393 bytes
!
version 12.4
service timestamps debug datetime msec



































































network 1.0.0.0 0.0.0.3 area 0
network 1.0.0.4 0.0.0.3 area 0
network 1.0.0.8 0.0.0.3 area 0















ccm−manager fax protocol cisco
!






line vty 0 4
login
!































local−user admin password cipher %$%$=i
~>Xp&aY+∗2cEVcS−A23Uwe%$%$












































set authentication password cipher %
$%$(985~o<ui#lJ)W&/6p|F,$+)J@‘p(&
jz;T:"d})69Aa@$+,,%$%$














Routing Table : Public
Destinations : 10 Routes : 10
Destination : ::1 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : InLoopBack0 Flags : D
Destination : 1111:: PrefixLength : 64
NextHop : 1111::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/1 Flags : D
Destination : 1111::1 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/1 Flags : D
Destination : 1111:1:: PrefixLength : 64
NextHop : 1111:1::2 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 1111:1::2 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
XXVIII
Destination : 2222:: PrefixLength : 64
NextHop : 1111:1::1 Preference : 255
Cost : 0 Protocol : EBGP
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 2222:2:: PrefixLength : 64
NextHop : 1111:1::1 Preference : 255
Cost : 0 Protocol : EBGP
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 3333:: PrefixLength : 64
NextHop : 1111:1::1 Preference : 255
Cost : 0 Protocol : EBGP
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 3333:3:: PrefixLength : 64
NextHop : 1111:1::1 Preference : 255
Cost : 0 Protocol : EBGP
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : FE80:: PrefixLength : 10
NextHop : :: Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : NULL0 Flags : D
Smeˇrovacˇ CE1B
CE1B#show ipv6 route
IPv6 Routing Table − 8 entries
Codes: C − Connected, L − Local, S − Static, R − RIP, B − BGP
U − Per−user Static route
I1 − ISIS L1, I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary
O − OSPF intra, OI − OSPF inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2




















IPv6 Routing Table − 10 entries
Codes: C − Connected, L − Local, S − Static, R − RIP, B − BGP
U − Per−user Static route
I1 − ISIS L1, I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary
O − OSPF intra, OI − OSPF inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2
























IPv6 Routing Table − 8 entries
Codes: C − Connected, L − Local, S − Static, R − RIP, B − BGP
U − Per−user Static route
I1 − ISIS L1, I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary
O − OSPF intra, OI − OSPF inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2






















Current configuration : 1197 bytes
!
version 12.4
service timestamps debug datetime msec
















































































ccm−manager fax protocol cisco
!






line vty 0 4
login
!





























local−user admin password cipher %$%$=i
~>Xp&aY+∗2cEVcS−A23Uwe%$%$
















































set authentication password cipher %
$%$∗.dJQg−=C5’)PO5vC!H6,%MwfqE
$=1,EoDzRl’VObm)J%Mz,%$%$












Current configuration : 1197 bytes
!
version 12.4
service timestamps debug datetime msec
















































































ccm−manager fax protocol cisco
!















Current configuration : 1318 bytes
!
version 12.4
service timestamps debug datetime msec

























































































ccm−manager fax protocol cisco
!






line vty 0 4
login
!

















drop illegal −mac alarm
#

























local−user admin password cipher %$%$=i
~>Xp&aY+∗2cEVcS−A23Uwe%$%$







































set authentication password cipher %$%$I.
hRIvw(cHEbdnDV{N!D,"0"g7zk∗EW8−
M,P{j)Y∗hH6"0%,%$%$













Current configuration : 1349 bytes
!
version 12.4
service timestamps debug datetime msec







































































network 1.0.0.8 0.0.0.3 area 0














ccm−manager fax protocol cisco
!






line vty 0 4
login
!





Current configuration : 1162 bytes
!
version 12.4
service timestamps debug datetime msec























no ip dhcp use vrf connected
!
!
no ip ips deny−action ips−interface
!



































network 1.0.0.0 0.0.0.3 area 0
network 1.0.0.4 0.0.0.3 area 0























Current configuration : 1161 bytes
!
version 12.4
service timestamps debug datetime msec
























no ip dhcp use vrf connected
!
!
no ip ips deny−action ips−interface
!


































network 1.0.0.4 0.0.0.3 area 0
network 1.0.0.8 0.0.0.3 area 0

























IPv6 Routing Table − Default − 6 entries
Codes: C − Connected, L − Local, S − Static, U − Per−user Static route
B − BGP, M − MIPv6, R − RIP, I1 − ISIS L1
I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary, D − EIGRP
EX − EIGRP external
O − OSPF Intra, OI − OSPF Inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2
ON1 − OSPF NSSA ext 1, ON2 − OSPF NSSA ext 2
C 1111::/64 [0/0]













Routing Table : Public
Destinations : 7 Routes : 7
Destination : ::1 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : InLoopBack0 Flags : D
Destination : 1111:: PrefixLength : 64
XLIII
NextHop : FE80::21E:F7FF:FEAC:4820 Preference : 10
Cost : 2 Protocol : OSPFv3
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 2222:: PrefixLength : 64
NextHop : 2222::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/1 Flags : D
Destination : 2222::1 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/1 Flags : D
Destination : 3333:: PrefixLength : 64
NextHop : 3333::2 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : 3333::2 PrefixLength : 128
NextHop : ::1 Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : GigabitEthernet0/0/0 Flags : D
Destination : FE80:: PrefixLength : 10
NextHop : :: Preference : 0
Cost : 0 Protocol : Direct
RelayNextHop : :: TunnelID : 0x0
Interface : NULL0 Flags : D
Smeˇrovacˇ CE2A:
CE2A#show ipv6 route
IPv6 Routing Table − Default − 6 entries
XLIV
Codes: C − Connected, L − Local, S − Static, U − Per−user Static route
B − BGP, M − MIPv6, R − RIP, I1 − ISIS L1
I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary, D − EIGRP
EX − EIGRP external
O − OSPF Intra, OI − OSPF Inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2
ON1 − OSPF NSSA ext 1, ON2 − OSPF NSSA ext 2
C 4444::/64 [0/0]













IPv6 Routing Table − Default − 6 entries
Codes: C − Connected, L − Local, S − Static, U − Per−user Static route
B − BGP, M − MIPv6, R − RIP, I1 − ISIS L1
I2 − ISIS L2, IA − ISIS interarea, IS − ISIS summary, D − EIGRP
EX − EIGRP external
O − OSPF Intra, OI − OSPF Inter, OE1 − OSPF ext 1, OE2 − OSPF ext 2








via FastEthernet0/1, directly connected
L 6666::2/128 [0/0]
via FastEthernet0/1, receive
XLV
L FF00::/8 [0/0]
via Null0, receive
