Methods based on mutual information have shown promising results for matching of multimodal brain images. This paper discusses a multiscale approach to mutual information matching, aiming for an acceleration of the matching process while considering the accuracy and robustness of the method. Scaling of the images is done by equidistant sampling. Rigid matching of 3D magnetic resonance (MR) and computed tomography (CT) brain images is performed on datasets of varying resolution and quality. The experiments show that a multiscale approach to mutual information matching is an appropriate method for images of high resolution and quality. For such images an acceleration up to a factor of around 3 can be achieved. For images of poorer quality caution is advised with respect to the multiscale method, since the optimisation method used (Powell) was shown to be highly sensitive to the local optima occurring in these cases. When incorrect intermediate results are avoided, an acceleration up to a factor of around 2 can be achieved for images of lower resolution.
INTRODUCTION
The recent diversification of medical imaging techniques has stimulated research into methods for integrating different types of images of a single patient. Matching (registration) of images is the process of bringing these images into spatial correspondence. This may serve various purposes. One example is the registration of functional brain information, obtained by a PET or fMRI scanner, and anatomical information, captured in an MR image.'3 With integrated visualisation of the registered images, the anatomical information can act as a reference framework for the functional information.4'5 Another application for matching is the determination of the patient position during treatment, e.g. in neurosurgery or radiotherapy, with respect to images taken previously.69 Registration of these preoperative images and real-time intra-procedural images relating to the current patient position will aid the clinician in several ways: movements of probes or surgical instruments can be tracked and displayed in the high quality pre-operative images during the treatment or can even be computer guided towards a predefined location within the patient and treatment plans based on the pre-operative data can be checked.
Over the years, research into multimodality registration has produced a wealth of different methods; surveys with a classification of approaches can be found in.1012 Important issues concerning the choice of a matching method are accuracy, robustness, speed, reproducibility, patient friendliness and the amount of user interaction required.
Matching methods can be classified into extrinsic and intrinsic methods with a further subdivision of the intrinsic methods into segmentation based methods and voxel property based methods.
Extrinsic methods align registration points that have been specifically added for this purpose, such as fiducials applied to either a stereotactic frame or the patient's skin or skull. These markers are constructed in such a manner that they are clearly visible in the different types of images. Alignment of the markers in the images produces the desired 13 Matching of frame and screw markers is still considered one of the most accurate methods 14 The drawbacks of such methods are that they are time-consuming, can be burdensome to the patient and they can not be applied retrospectively.
Intrinsic methods use information that is inherent to the scanned object. Segmentation based intrinsic methods extract features from the images and employ only this extracted information to match the images. One such segmentation based registration routine is that involving anatomical landmarks."6"5 These anatomically distinct points are usually defined by a user, which makes the issues of accuracy and reproducibility user-dependent. Other segmentation based methods match image structures, such as curves,16'17 surfaces2"82' or combinations thereof.2224
Drawbacks of these methods are that user-interaction is often required for the extraction of the structures, which may introduce inaccuracies. Moreover, these methods may be very application-specific.
Voxel property based intrinsic methods use the voxel grey values of the images for their registration, with varying degrees of preprocessing. Preprocessing steps can entail the extraction of features, such as ridges or edges,2527 or the application of filters to increase the similarity in voxel intensities.28 Statistical measures are usually employed for the registration of the (preprocessed) images. Popular measures include cross-correlation of grey values,29 entropy3'3°a nd feature space dispersion.21'3' Since the grey values of the images are used to compute a measure of registration, these methods are very general and require little to no user intervention.
Some of the more recent voxel property based matching methods make use of mutual information. Mutual information is a concept from information theory, measuring the degree of grey value dependency between images.
The dependency is assumed to be maximum when the images are matched. The use of mutual information in image registration has yielded excellent results.3'3236 Unfortunately, mutual information based matching is a timeconsuming method, taking (potentially) the entire image content into account in each step of the matching process. In this paper, the embedding of mutual information matching in a multiscale approach is considered. The aim is to increase the speed of matching, without significantly compromising the method's accuracy and robustness. Several scaled versions of the images are constructed and these are matched in a coarse-to-fine manner, using the solution found at one level as the initialisation for the next level. The results are compared to direct ,non-multiscale matching of the original datasets to investigate the effects of the multiscale approach on accuracy and robustness. We have tested this on three-dimensional CT and MR datasets of different resolution and quality, to emulate the variety in image quality of current medical imaging techniques. The experiments are restricted to rigid transformations, which are determined by six parameters: one translation and one rotation along each of the three axes. Although a rigid transformation is not satisfactory in cases when a brain shift occurs (owing to, for example, opening of the skull and drug induced reduction of the brain's water content) , it does suffice in many applications that do not require opening of the head as, for example, radiation therapy of brain tumours.
MULTISCALE MATCHING
The general idea behind a multiscale approach to image matching is that rough estimates of a desired solution are found using coarsely scaled images and the fine-tuning of the solution is done at finer scales. The purpose of the multiscale approach in this paper is to accelerate the matching process. In theory, this should not adversely affect the accuracy of the method if the multiscale hierarchy ends with the original images. The robustness of the multiscale approach depends on the robustness of the optimisation method used with respect to local optima in the registration function. Whether these theories hold true in practice will be the subject of discussion in this paper.
Downscaling of the images can be achieved in a number of ways: from relatively simple techniques, like downsampling (i.e. sampling only one out of each group of voxels) or averaging the grey values of a group of voxels, to more refined methods as e.g. Gaussian blurring.38 In the multiscale approach, matching is started with downscaled versions of the images. The resulting transformation serves as the initialisation for the registration at the next level and this continues until the finest level has been reached. Theoretically, this should reduce the overall computation time of matching methods whose complexity depends largely on the number of voxels contained in the images, as is the case with mutual information matching. The downscaling of the images results in a reduction in both the number of voxels and the information content, which will yield matching results faster. At the finer scales, matching should also be performed more rapidly, since the starting position in the search space is in the vicinity of the final solution. Ideally, the sum of the registration times at the various scales will be considerably less than the time required to directly match the original images.
The downscaling method chosen in this paper is equidistant sampling. We have experimented with averaging of voxel grey values over a cubic neighbourhood, but this approach rendered the matching of blurred images less accurate. Moreover, with this downscaling technique the computation time of multiscale matching proved considerably longer: largely due to the time required to compute the hierarchy of averaged images, but also to the slower convergence of he registration process. More advanced downscaling techniques, such as Gaussian filtering, suffer less from negative effects of the blurring method on the accuracy of the results. Whether this outweighs the considerable computation time is currently being investigated.
MUTUAL INFORMATION
Registration of the images is done by maximisation of the mutual information of these images. Mutual information is a concept that originates from information theory.
The mutual information I of two images M and N is derived from the probability distributions of their grey values, m and n, as follows:
where PM (m) and PN (n) are the marginal probability distributions of the grey values of images M and N respectively and PMN(m, n) is the joint probability distribution of the images' grey values. In words, mutual information can be described as a measure for the amount of information two images contain about each other. Or, as a measure for the dependency between the grey values in the images. This dependency between the images is assumed maximum when the two images are matched.
The strength of mutual information lies in the fact that it is a general measure which does not usually require preprocessing of the images. It is more generally applicable than other statistical measures, such as cross-correlation. These measures rely on an equivalence relation between the intensities of two images, whereas mutual information depends merely on the existence of a statistical relation. Mutual information is therefore more suitable for multimodality image matching than measures such as cross-correlation or grey value differences, which pose stricter demands on the relation between the images.
In our approach, a rigid transformation is sought, traversing the six-dimensional parameter space by Powell's method. 39 This method iterates a series of one-dimensional maximisations for each dimension. Having found an optimum in one direction, the maximisation is continued in the next direction, starting from the current position. Once all six parameters have been optimised, the loop is repeated until the improvement achieved in the most recent iteration is within pre-defined boundaries. The one-dimensional maximisations are done with Brent 's method. 39 First, an interval containing a maximum is determined (bracketing): around the current position, a small interval is defined and this interval is then moved and enlarged until it holds a maximum. Next, a parabola is fit through the end points of the interval and the maximum. The function value at the parabola's maximum is compared to the maximum found so far. The higher of the two becomes the new maximum; the lower of the two becomes a new end point of the interval together with the old end point on the other side of the new maximum, thereby reducing the interval. The descriptions above capture the basic ideas behind Powell's method and Brent's method; more elaborate descriptions can be found in Press et al. 39 The mutual information value of the two images is calculated for the overlapping parts of the images only. In most cases, the transformed position of a voxel in one image will not coincide exactly with a voxel position in the other image. Therefore, an interpolation is required to determine which entry of the joint histogram of image grey values (from which the joint probability distribution of the images' grey values is deduced) is to be increased. Our choice is partial volume interpolation: for every voxel v in the transformed image, the eight nearest neighbours u2 in the other image are determined and the histogram entries of (v, u) are enlarged by a certain weight (these weights being inversely proportional to the distance between v and u) . This method allows for subvoxel accuracy (in contrast to nearest neighbour interpolation) and does not introduce new, interpolated grey values.
MATERIALS 4.1. Datasets
In our experiments, we use two pairs of high resolution datasets and seven pairs of low resolution datasets, with each pair containing a 3D CT image and a 3D MR image of the head. All images were obtained from actual patients and they are a realistic representation of clinical CT/MRI registration problems. The datasets include a variety of imaging artefacts and pathological abnormalities occurring in normal clinical practice. original scale refers to scale 1 (i.e. the images sampled by factors 1). In a multiscale experiment, the term finest scale is used to denote the scale in that hierarchy which has been sampled with the smallest factor. The finest scale does not necessarily equal the original scale; it can also be one of the coarser scales (except for the coarsest scale).
The high resolution images were sampled with a factor of either 1 ,2 , 3 or 4, referred to as scales 1 to 4 respectively. The sampling was identical in each dimension. The experiments conducted consist of direct matches at every scale and of multiscale matches with every possible coarse-to-fine combination of scales (including every combination not ending in the original scale), resulting in 4 direct matches and 11 multiscale matches per dataset.
For the medium and low resolution images it was not realistic to use equal sampling in all dimensions, owing to the combined effect of larger slice thickness and relatively few slices. The sampling factors for the slice dimensions were tuned to those chosen for the in-plane dimensions in such a manner that the resampled data most closely resemble an isotropic image. The medium resolution images were sampled (in-plane) by factors 1 , 2 , 3 and 4 and the low resolution images by factors 1 , 3 and 6. Again, the images were registered both directly at every scale and also via every possible coarse-to-fine combination of scales (including every combination not ending in the original scale) . This led to 4 direct matches and 1 1 multiscale matches for the medium resolution datasets and 3 direct and 4 multiscale experiments for the low resolution datasets.
To judge the results of the direct mutual information registration of the original images, the results were inspected visually. These results then served as the standard for the other direct matches and for the multiscale experiments. The accuracy and robustness of the multiscale matches was compared to those of the direct matches. A measure of maximum distance between two transformations was defined as the maximum deviation between the transformations calculated on a sphere located at the image centre and having a diameter of 20 cm.
Visual inspection entailed the overlaying of the skull contours, obtained by intensity thresholding of the CT image, onto 2D MR images, in transversal, sagittal and coronal views. An example of a sagittal view is shown in Figure 2 .
RESULTS AND CONCLUSIONS 6.1. High resolution images
The multiscale registration yielded accurate results for the genuine high resolution data. This was deduced from visual inspection (e.g. see Figure 2 ) and by comparison of the results to those for direct matching. On average, a ncultiscale experi1lont obtained a result equivalent to that of a direct niatclc of the iinest (not necessarily the origtccal) 5( 'ale in lice hierarchy. In 1 of t he 22 ('X pen iccent s at c ('X('t pt iou o ccurre( I I )ecause in ct crre t ii itt 'ru l( 'clii .c' so! ut (tics were iicvolved: misncatclces appeared at coarse scales. These niisiicatt'lces are a result of 11cc' sc'cIicg ccl I Ice ilicages. since this will cause the registration fitnctioii to loose it snioothiiiess antI tin' iccitxinisictioic cicethcoci will ceturic cc local optiunuhcc iucstead (if the g1oi)d optilicuuic. An ('XalIlple ol lit' t'flt'ct ccl scaling tn lice registrct lOll fiiicctiouc t'cui bt' seeci in Figure 3 . \Vlieic a cccisixiatt'hc occurred ;ctc coarse scale. lice iccatclc ct tin' next scale -Inter, ciii still coarse -('0111(1 not always (completely) rectify flit' incorrect solution. Only the iiciiltisccdt' iciatcices iicclccdiiig the oncgciccl scale always yielded the same solutions as the direct matches. This is act indicat 1011 (ci how sensitiv' the ((1)1 ncsatioic nieticod is to the position from winch the process is started. Sometimes, wiceic starting trout the lnc(trrect sohiitioic oh )taiuced at tin' previous scale. tict' registration (11(1 hot yield lice correct results wici Ic ii (1 irect u tint 'hi ct that scale (which is usually initiated at a different positioic iii thit' search space) tlicl sic t'ceed. of orn' of the transformation parameters (horizontal axis) Tict' figure on tin' left shows this hnn't it cii Ic cr I ugh n 's( cli it loll st't, 1 at the original resolution. On the right, the function is (lepictech for the sante data, hut, at scale 'I (it'. wit ii ccic' out cci 'verv The desired acceleration of the matching process was achieved by the multiscale approach, although not in all cases. When the finest scale in the multiscale hierarchy was the original scale, an acceleration by a factor of 2.5 to 3.5 was accomplished. However, the improvement in the computation time was decreased in those cases where mismatches occurred at coarse scales. The larger the error of the solution and the further it permeated the hierarchy, the smaller the acceleration achieved.
It is interesting to note that a larger acceleration can be achieved on architectures with less internal memory. When matching images that do not fit completely into internal memory, there is an extra cost of memory swapping. Therefore, by reducing the number of computations performed on the large, i.e. high resolution, images, an additional acceleration is obtained. For the two genuine high resolution datasets, the experiments described were also performed on an HP 9000/755 (main memory: 192 Mb, 100MHz PA-RISC 1.1 processor) and an SGI 02 (main memory: 64 Mb, 180 MHZ 1P32 Processor) to compare to the results on the SGI challenge XL (main memory: 1024 Mb, 194 MHz R10000 processor). The acceleration on the HP computer was a of factor of 3 to 5.5 (versus 2.5 to 3.5 for the SGI challenge XL) and of a factor of 2.5 to 6 on the SGI 02.
Medium resolution images
Similar results as above were found for the medium resolution images. The solutions found by a multiscale match are identical to those obtained with a direct match of the finest scale in the hierarchy. Furthermore, all matches including the finest scale yielded results that were very similar to those of matching the genuine high resolution images. The average (over all experiments) of the maximum distances was 0.4 mm.
The registrations of the medium resolution data did not produce more mismatches than those of the high resolution data. Still, the occurrence of incorrect intermediate solutions reduced the acceleration achieved. Without (large) mismatches all multiscale matches including the finest scale were 1 .5 to 2.5 times faster than the direct match of the medium resolution images at the finest scale.
Low resolution images
It was harder to draw conclusions from the experiments with the low resolution data, since the results were less consistent. Only for some datasets did multiscale matches achieve an acceleration in comparison to the direct matches. For the other datasets incorrect solutions were found at (nearly) all coarser scales. However, there were instances when the mismatches at the coarser scales were not considerable (i.e. the maximum distance, between the solution found and the direct match of the original images, was small) and still no significant acceleration was obtained. This is caused by the fact that the registration function behaves considerably poorer (i.e. it is not a smooth function, monotonically decreasing from a distinct global optimum) than is the case for high resolution images. Consequently, Brent's algorithm takes longer to converge to a solution. Nevertheless, in those cases where mismatches are avoided and the multiscale approach works, the multiscale registration will perform 1.5 to 2.0 times faster than direct matching. Further experiments with the low resolution images showed the optimisation method to be highly sensitive to the order in which the transformation parameters are optimised. Changing this order slightly, and thus taking a different path through the search space, could mean the difference between a complete mismatch and a correct solution. Applying a different parameter order to all cases of incorrect registrations of both the high and low resolution data could solve those mismatches in every single case. Unfortunately, the optimal order would differ from one dataset to another.
Some remarks can be made about the matching results for the low resolution images compared to those for the artificial high resolution images. The transformation parameters found differed only slightly; so much so that is was not possible to determine which were more accurate by visualisation of the results. Although, judging by the number of mismatches and the success rate, the supersampled images seemed to perform better, the fact remains that multiscale matches were much slower than direct matches on three occasions and that one misregistration occurred at the original scale. The acceleration achieved for the artificial high resolution sets was larger than that for the low resolution data, but nonetheless the registration of the low resolution images was significantly faster. All in all, the resampling of anisotropic data did not seem beneficial in these experiments.
It is important to note that, for the low resolution data, even direct matching of the original images sometimes failed. For higher resolution images, mismatches only occurred at coarse scales.
Summary of results
In Tables 2 and 3 an overview is presented of the results for direct and multiscale matching, respectively. In Table 2 'Accuracy' denotes the quality of the matches at the original scale, as verified by visual inspection. The column 'Speed' gives the computation time required by the direct matches of the original scale. 'Mismatches' contains the number of misregistrations out of ('/') the number of experiments, both for the finest and for coarser scales.
For the results in Table 3 only the multiscale experiments including the original scale were taken into account. To indicate how well a multiscale match approaches the direct match, 'Accuracy' gives the averaged value of the maximum distances between the multiscale solutions and the transformations found with direct matches at the original scale. 'Failure rate' shows the number of times multiscale experiments performed considerably worse than the direct matches; meaning those cases when either a misregistration occurred or the computation time increased. For a multiscale match to appear in the 'Success rate' column, it had to achieve a reasonable acceleration (with a lower boundary half way between no acceleration and the maximum acceleration found) and have a maximum distance to the direct match of 1 mm or less. All matches not classified as either a failure or a success did not impair nor significantly improve the registration process: their registration results were good, but the acceleration achieved was negligible. 'Intermediate mismatches' contains the number of experiments not including the original scale (whether direct or multiscale) that returned incorrect solutions. The results of these experiments are the starting points for the experiments considered in Table 3 . This column serves to put the success rate into perspective. For the genuine high resolution images, for example, five out of fourteen intermediate results were incorrect, meaning that only nine of the experiments including the original scale had a reasonable chance of achieving an acceleration. The last two columns give the averaged acceleration factors, both for all multiscale experiments including the original scale as well as for the successes only.
For the direct matches of the low resolution images, no mismatches occurred with the optimisation order of the transformation parameters used. However, when this order was changed slightly, three out of the seven matches returned incorrect solutions. For the multiscale matches of the seven artificial high resolution images, 4 out of the 49 experiments were denounced failures. Three experiments had a much larger computation time than the direct matches and one experiment resulted in a mismatch. The maximum distance of the misregistration was excluded from the calculation of the accuracy measure, since it would have blown the measure out of proportion. 
DISCUSSION
The overall conclusion to be drawn from the experiments described above, is that a multiscale approach to mutual information registration can significantly accelerate the matching of images. However, the extent of the acceleration achieved is dependent on the accuracy of the results found at the intermediate scales. With the optimisation method used, this accuracy in turn depends on the smoothness of the registration function. For less smooth functions, the order in which the transformation parameters are optimised and the position from which the search is started, are of a large influence to the outcome. A higher degree of acceleration is found for the high resolution images than for lower resolution images. This can probably be attributed to the fact that a faster registration of large images at their original scale has the added advantage of requiring less memory swapping. This need for swapping also explains why a larger acceleration factor is found on computers with less internal memory. Mismatches at coarse scales should be avoided as they have a negative effect on the improvements possible with a multiscale approach. Especially when the mismatch is not immediately corrected at the next scale, but higher up in the hierarchy, the advantages of multiscale matching are lost. All the mismatches encountered could be corrected by performing the same registration, but with a different order of optimisation for the transformation parameters. This shows the sensitivity of the optimisation method to the path it is taking through the parameter space. The optimisation method was also shown to be sensitive to the position from which the search is initiated: an incorrect starting position (as defined by an intermediate solution) sometimes led to a mismatch at a scale for which a perfectly good solution was found with a direct match. The optimisation method is suitable for a smooth registration function with one, clearly distinguishable maximum. However, the registration functions of scaled or anisotropic images do not comply with these demands. Determining a "correct" parameter order beforehand does not seem viable: it is very data-dependent. For example, for images with a considerable slice thickness, it would seem a logical idea to first optimise all parameters that are independent of the slice thickness (i.e. translations along the coronal and sagittal axes and rotation around the transversal axis) and then those that are dependent of the slice thickness. Still, this partitioning alone is not sufficient since the order of the three parameters that are dependent of the slice thickness also matters greatly. The solution for correctly matching lower quality images seems to lie in less sensitive optimisation methods, such as, for example, simulated annealing. 40 A general advice is that a multiscale approach can safely be used where high quality images are concerned, thereby achieving a significant acceleration. With images of poorer quality, the loss in robustness is considerable and only minor accelerations can be gained. Therefore, caution is advised with the use of multiscale approaches for low resolution images.
