In this paper multi-stage ftow linPs with intermediate buffers are approximatt·d by two-stage line:; by u~:~ing repeated u.ggr<>gation. The aggregation nwthod uses restricted information of the output Jlattern of two-stage lines. The method is tested for the eaHe where all pt·oduetion units am unreliable with expmwntiallifeand repair-time~:~. It appeat·s that it performs well for most eases, provided we aggregate in t.he eotTeet sequenee.
T n this paper we consider the problem of approximating the line efficienc·y of tlow lines consisting of several unreliable produetion units (PUs) separated by buffers. Approximation methods for tandem queues with stochastic sen·ice times are well known. See for instance Takahashi et al. (1980) , Brandwajn and Yow (Hl85) and Perros and Altiok ( 1986) . A review of such models is given by Perros ( 1986) .
Appr·oximation methods for flow lines with unreliable mac·hines art> gin•n by Huzacott (1967) , ~heskin (197{)) and Ohmi (1981) . In all these models the maehines index on a eommon eyele and the operating time has a geometric distribution.
The approximation method we pr·csent consists of a repeated aggregation on•r production units sueh that the output pattern of the aggregate PLT is as close as possible to the pattern of the two buffered PUs. This method is shown in Fig. 1 .
Aggregation over production units and an intermediate buffer was used already by Buzacott (1967) , who applied it to a fixed eyele three-stage line .. Murphy (19i8) approximates lines with a continuous goods flow by repeated aggregation o\·er a single buffer and production unit. Repeated aggregation was also used by :-iuri and Diehl (1986) to approximate the mean sojourn time of a customer in closed queueing networks of finite queues in series, of which the first queue has a capacity larger than the number of customers in the system.
In order to apply an aggregation technique as sketelwd in Fig. 1 , wt> han· to be able to evaluate output parameters for two-stage lines. \\'e assume the Pl's to be unreliable with exponentially distributed life-and repair·-times. Two-stagt.> lint.>s of Revision t·eeeived August 1986. t H.eseareh suppot·ted hy ThP Nl'tlwdands Organization for Tht• Advan<'('llll'nt of Pur!' ltesear<'h (ZWO}. :j: l:<~indhoven L' ni vt•rsity of '1\·ehnolog,v. Depart nwnt of lnd ust rial Enginl'erin~ and Managemmt SeiPn<·t•. P.O. Box !)1:~. fitiOO ~IB Eindhoven, Tlw :'\Ptherlands.
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Appr-oximation of a produetion line uy repeated aggregation.
this type can be analysed numer-ically (see Koenigsberg 1959 , Wijngaard 1979 , Malathronas et al. 1983 , De Koster and Wijngaa.rd 1986 , inde<'d, even when tlw Pl:s have genemlly distributed repair-times (Bryant and Murphy IHSI) . Tn lk Kost<'r ( 198{)) the problem eonsidered is how more general t.wo-stu.ge lines ean be approximakd hy this type or t'XflOIH'Iltial Iilli'S. Tlw armrprratc· Pl' is dc~tPrmin('d to IH· of" tIll' sanw t \")II' as t lu· ori!.!inal Pl 's.
In § 2 we diseuss the model and show how variables dese1·ibing the output behaviour· of a two-stage line, sueh as avemge downtime, uptime and frequeney of downtimes, can be calculated. 1 n § :1 we introduee two methods to deter·mine tlw parameters of the aggregate PUs. In §4 we apply the different aggregation methods on three-stage lines with one or two per-fect machines. Such lines have additional advantages since output behaviour of two-stage sublines ean be solved analytically.
The method whieh turns out to perfor·rn best is applied orl more general thr·ee-stage lines and on a four-stage line in §5. Tn §6 some conclusions are drawn.
The model--description and analysis
TheN-stage line examined in this paper is sketehed in Fig. I . \Ve assume that production is continuous. The production rate of production unit i (PUi) is V; (i =I, ... , N) . The PUs ar·e subject to machine failure; the time to the first fail me of PUi is exponentially distributed with pammeter A. ; . Duration of repair is also exponentially distributed, with parameter· J1;. We suppose that PlJ I is never starved, that is, it has always items to work on. In a similar way PUN is nevPr hloeked by laek of storage c:apac:ity for finished itc~ms In order to approximate Uw throughput of sudt a line we have tu lw able to characterir.e the output behaviour of a two-stage line in the sam!:' way as an individual PlJ is dmraeterir.ed. That means that Wt' have to know tht> a\·emge duration of a period with or· without output and tlw fr·('qucrwy of output pPriock Therefon~ an analysis oftlw 1 wo-s1 agP lirw is w•t•dPd. This <Uictlysis is mainly based on Wijngaanl (I H7B).
'l'he rn:u·hines of a two-s1agt' litu• t·:ut ht· in fourdifl'pn•n1 m:u·hitw statPs. he buffer capacity, and j;(x) the expected eost till the end of the eyele (that is the first entrance of (2, 0)) if we are now in state i, with inventory len I x. Tht~ I:' X peetecl t·ost per cycle, 0 T• can now he written as (I) and can be obtained by solving the system of first-order linear differential equations for thef/s given by Wijngaard (I H79). By substituting t ht:> right values fort he~; ·sin this system, all line quantities of Table I ean be ealeulated from eqn. (I). The substitutions we have to make in order to obtain tht:>st:' lJUantities are g1n·n 111 
The approximation method
Jn appmxirnating a two-stage line of the type of Fig. 2 we concentrate on two differ·ent methods. 'T'h(~ pa.r·ameter-s of the aggr-egate PO as impli(~d hy the two methods are indicated in Table : 
Jl 'I' a hl1• :1. Two 1111'1 hods fi1r lll!:l!:l't>l!<lt ion.
Of course it is possible to approximate the two-stage line by a more complieated PU, with more maehine states. We have implenwntf'd sn<·h a m<>thod. hut it has appeared that the results do not perform significantly better, whereas the method of approximation is more complicated.
In approximating an N -stage line we used two different aggregation s<·qut·rw<'s: from the left and from the right. The approximation from the left is sketdwd in Fig. 1 . Of course we may start the aggregation at any point in thP line. In fa<'t there are exactly (N-I)! different aggregation sequences.
Note that in the approximation from the right we actually need to know the input-behaviour of a two-stage line instead of the output behaviour. Howe\'t>r, sirwe flow lines of the type described in § 2 are reversible (that is, reversing the ord<'r oft he PUs does not dmngd.tw throughput, seeM uth ( 1979), Wolisz ( 1984 ) , Yamazaki~/ a!. ( 1985) and De Koster and Wijngaanl ( 1980)), it is not necessary to calculate quantities as in Table 1 for the input of a two-stage line for use in approximations from the right. We may instead aggregate the reversed line from the left.
Relative error·s in the approximation are measured in the following wa~·
where v( oo) is the throughput of the line with all buffers of infinite capacity and vap(K) is the throughput of the approximating two-stage line with intt>rm£>diat£> buffer of eapaeit,y K. 'l'he r-eason fOI' using this de1inition of relatin• <'1'1'01' is that \H' want to take the relative buffpr size into account.
In § § 4 and 5 we will test the methods on several thrt>e-stage lines and a fom-stagt.· line.
Flow lines with perfeet maehines
In this sec~tion we eonsidt·r· thn~p-stage lim·s with at lt•ast <lilt' c·omplt>tel~· reliahll' PU. Firstly WP suppose PUl and PU:l are perft.~et. To avoid tri\·ialitil:'s wt· assume v 2 >max {v 1 , v 3 }. It is possible to analyse a line of this type ('Omplet<.·ly in tlw following thr-ee <~as<>s: In Table 5 the throughputs of the line of Table 4 and the approximating line and relative errors are given. 'l'twse thr-ough puts ar·e obtained analytically as indit·a t Pd i 11 J)p KostPr and \\'ijngaard (I BSii). by using t lw t·lassiti<·ation of(:! a--:? •·).
From the results in Table 5 we see that the relative errors ar·e quite large (although the approximation as such performs well). We varied the parameters J.l 2 , A. 2 , v 1 , v 2 , v 3 and K 1 , K 2 and it appears that methods I and 2 perform badly ifv 1 :::::: v 3 , K 1 ~K 2 and buffer sizes are large. This is not surprising, since ifv 1 = v 3 and K 1 ~K 2 , we have v(K 1 , K 2 ) = va(K 1 ), where va(K 1 ) is the throughput ofline a of Fig. 2 . Since in approximating the line, the aggregate PU will sometimes be bloeked, we always have vap(K 2 )<v(K 1 ,K 2 ). Tfv 1 =v 3 the quantities in buffer Bland B2 are completdy negatively eorTelated. In ease K 1 = K 2 , B I is empty if and only if B2 is full (see De Koster and Wijngaard 1986). Bufl'er eorrelation is not taken into aeeount in any of stwh aggr·egation h<~uristies.
We now compare the methods for· a line with only one perfeet maehine and K 1 = K 2 . The parameters of the line are given in Ta,ble (),This line is approximated by aggr-egating from the left and fi'Om tlw r·ight. Hirwe the left sub-line is of type a. methods 1 and 2 eoineide in aggregation from Uw left. Tht~ p;u·arnPters of tlw aggregate Pl! are given, for K 1 = 10, In Tables 7 and S, line output and relative crTors arc given in approximation:-; from the left and from the right, respectively. Note that in aggrt•gation from the right, methods 1 and 2 are not identical. The through put of the line is obtained by simulation. We used 50 runs of 100000 units of time each. From Table 8 we see that methods 1 and 2 perform equally well for this line and comparing it with Table 7 we see that it does not matter mueh from whieh side we start the aggn•gation.
Although this ease suggests that methods I and 2 do not differ mueh, it has appeared that often method 2 performs slightly better. Therefore, in § 5 only method 2 is used.
Lines with unreliable rnaehines only
In this sedion we test method 2 for three different lines. The eharaeteristies of all lines are given in Table 9 . The first line is a rather halarwed line, wher·(•as t lw Sl't·ond line is unbalanced. PUl and PU2 are bottlenecks. The third line is a four-stage line. For the first and second line the total buffer size C = 20, for the third line C = 30. All lines were simulated 50 times, 100 000 units of tinw for each run and then approximated from the left and from the right by method 2. The re~mlts for the first line are listed in Table 10 .
From the results of Table 10 , we see that it is important to start aggregating from the right direetion. It seems that it is right to start on th<> side with tlw smallest buffer, but a heuristie whieh often perfor·ms better· is: This heuristic may be clarified partly by considering the line of Table -l-. Buffer~ preceding and sm~ceeding a PU are often negatively eorTelated, whieh implies that the approximated throughput is too small. Therefore we have to take the maximum approximation.
Considering the results it is best to start aggrl'gating on the side of tlw smallest buffer for a three-stage line consisting of identieal PVs. This ean be ~een in the following way. In the first step then, we slightly over-estimate the line throughput and in thP second step ' {1, small downward correction is applied. whert>as for the otlwr 
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Left Hight
Kt approximation sequence in the first step a 'large' over-estimation is adjusted by a 'large' correction in the second step (even larger because of correlation), therefore v.p(K 2 ) 9v.p(K 1 ). Approximation from the left will be better since small corrections are better than large ones. For the particular line here, heuristic 1 states: for K 1 ~ 8 (hence K 2 ~ 12) aggregation from the left performs best, whieh is approximately eorrect in this case.
In table 11 the results are listed for approximations of the second line by aggregating from the left and from the right, respectively. The approximation from the left performs best for K 1 ~ 12 (hence K 2 9 8). That means that the heuristic indeed prescribes the best of the two approximations. Notice, however, that relative errors are large in absolute values for extreme buffer alloeations.
The last example of this section is the four-stage line described in Tablt:> 9. This line was approximated by aggregating in three different ways. Firstly by aggregating fwm the l(•ft to the r·ight, seeondly from the right to thP l<>ft, and thirdly by aggn·gating Pt•l. Bl Fig. 3 . Note that here we actually need the input behaviour of PU3, B3 and PLT-t..
Results of the approximations are listed in Table 12 .
We may generalize heuristic 1 in a straightforward way and then we see once more that aggregation from the left performs best, according to this new heuristic, for K 1 ~ 12, compared with approximation from the right. Approximation 3 generally does not perform much better than the heuristic combination of I and :!.
Conclusions
The throughput of three-stage flow lines with continuous goods flow, exponential life-and repair-times for each PU and intermediate buffers ean he very well approximated by a simple two-stage line by aggregating over the PUs. The aggregation steps are computationally simple and the total approximation requires, g'ili nwtion of line e.ffirif'm'!/ hy O!Jfii'PfJflfiou for an N -stage line only about N seconds of CPU time on the Burroughs Bi900 computer. In general we can way that the aggregation method performs better when the PUs are more balanced. The order in which the aggregation is canied out is of crucial importarwe for· the quality of the resulting approximation. \Ve han sta.ted a heuristic to obtain the best approximation. For four-stage lines the heuristic is applicable as well. However, other sequen<:e:s of aggregation may also perform well. When more sequences of aggregation are evaluated we suggest the following heuristic. lleuristic 2. Evaluate V 8 p(K) for all aggregation sequences taken into account. Then the best aggregation sequence is that sequence for which V 8 p(K) is maximum.
This heuristic is supported by the results of Table 12 . \Ve have not investigated longer lines, but as we compare Tables 10 and 12 we may conclude that the approximation will not become much worse when more PUs are involved whith are not too unbalanced.
