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Abstract
In this work, we develop a time scale logarithm that preserves certain desirable algebraic properties. In particular, a nonlinear
operator is developed that acts as an inverse for the time scale exponential in a certain sense. The scalar case is treated first, with a
treatment of the matrix case following.
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1. The scalar case
The development of a time scale logarithm has been an open problem for quite some time. Although some
researchers in the area have briefly considered possibilities (see for instance [1]), little has been presented in the
way of a definitive logarithm and a motivation for its choice.
Considering the usual logarithm on T = R, the first plausible question that is worth considering is what properties
are desirable for the time scale logarithm to have. In particular, we must decide whether we would like the logarithm
to preserve familiar algebraic properties or familiar calculus properties. It is unlikely that both can be preserved due
to the nature of the structure of the calculus on the time scale. As the author’s motivation comes from the matrix case
and is vested in being able to solve the matrix equation eA(t, s) = B for the matrix A(t) (which we shall investigate
later), we choose to develop a logarithm that preserves familiar algebraic properties. That is, we develop a logarithm
that acts as an inverse of the exponential.
Of course, we must first establish what is meant by the inverse. After all, the function f (t) = ep(t, s) need not
be bijective in general. Furthermore, as per our motivation discussed above, it will be advantageous to consider the
exponential as an operator acting on R(T,R) rather than as a function. That is, for p ∈ R(T,R), we define the
(nonlinear) operator F : R(T,R) → C1n(T,R) by F(p) = ep(t, s). (Here R(T,R) is the group of regressively right
dense continuous functions under ⊕, and C1n(T,R) is the collection of nonvanishing continuously delta differentiable
functions.) Thinking of the exponential in these terms then allows for us to seek a pseudoinverse of this operator. In
the light of this, we have the following:
Definition 1.1. For g : T → R a differentiable nonvanishing function, define the logarithm of g (in actuality a
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nonlinear operator acting on g), denoted logT g(t), by
logT g(t) =
g∆(t)
g(t)
. (1.1)
Notice that this definition of the logarithm does in fact provide a left inverse of the exponential operator as
logT ep(t, s) =
(ep(t, s))∆
ep(t, s)
= pep(t, s)
ep(t, s)
= p(t). (1.2)
Our definition of the logarithm creates a nonlinear operator on C1n(T,R). The logarithm acts as a right inverse in a
certain sense as the following theorem demonstrates, so that we have in fact created a pseudoinverse for the exponential
as claimed above.
Theorem 1.1. If f (t) is a differentiable nonvanishing function with f (s) = fs , then
elogT f (t, s) =
1
fs
f (t). (1.3)
Proof. Let g(t) = logT f (t) = f
∆(t)
f (t) and suppose f (s) = fs . These two equations can be rewritten as a first-order
linear ODE in f (t) with an initial condition. The IVP becomes
f∆ = g f, f (s) = fs .
This IVP has solution
f (t) = fseg(t, s) = fse f∆
f
(t, s) = fselogT f (t, s),
so that the claim follows. 
Another key algebraic structure that the time scale logarithm preserves is its action on the product and quotient of
functions:
Theorem 1.2. For the nonvanishing differentiable functions f : T→ R and g : T→ R, we have that
logT f (t)g(t) = logT f (t)⊕ logT g(t) (1.4)
and
logT
f (t)
g(t)
= logT f (t)	 logT g(t). (1.5)
Proof. The first claim follows since
logT f (t)g(t) =
( f (t)g(t))∆
f (t)g(t)
= f
∆(t)g(t)+ f (σ (t))g∆(t)
f (t)g(t)
= f
∆(t)g(t)+ ( f (t)+ µ(t) f∆(t))g∆(t)
f (t)g(t)
= f
∆(t)g(t)+ f (t)g∆(t)+ µ(t) f∆(t)g∆(t)
f (t)g(t)
= f
∆(t)
f (t)
+ g
∆(t)
g(t)
+ µ(t) f
∆(t)g∆(t)
f (t)g(t)
= logT f (t)⊕ logT g(t).
For the second claim, note that
logT
1
g(t)
=
(
1
g(t)
)∆
1
g(t)
= − g
∆(t)
g(σ (t))
= − g
∆(t)
g(t)+ µ(t)g∆(t) = −
g∆(t)
g(t)
1+ µ(t) g∆(t)g(t)
= 	 logT g(t),
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so that the second claim follows from the first one by thinking of the quotient f (t)g(t) as the product of the functions f (t)
and 1g(t) . 
Some might wonder why an algebraic argument was not used to prove the preceding theorem. After all,
(R(T,R),⊕) and (C1n(T,R), ·) are both groups. However, note that for the operator F defined above, the range space
of F is not the codomain space C1n(T,R), but rather it is a proper subclass of this space. Thus, while it is true that the
operators F : R(T,R) → C1n(T,R), F(p(t)) = ep(t, s) and G : C1n(T,R) → R(T,R),G(p(t)) = logT p(t) will
give a group isomorphism when C1n(T,R) is restricted to the proper subclass of functions, note that the proof of the
preceding theorem holds for the entire class of functions in C1n(T,R), and as such, is a more general result. (Indeed,
in the light of this fact, the author sees no need to unnecessarily restrict the domain of G.)
Notice that as we have defined the operator, the logarithm is real valued if g and g∆ are real valued, undefined if
there exists t ∈ T such that g(t) = 0, and is differentiable if and only if g(t) is twice differentiable. It is also worth
noting that the log of any nonzero constant function is zero, a fact which implies that the log function is not injective
as many functions will then have the same logarithm. This then tells us that the logarithm does not distinguish between
constant multiples of functions. That is, the functions f (t) and g(t) = c f (t) have the same logarithm. Indeed,
logT c f (t) = logT c ⊕ logT f (t) = 0⊕ logT f (t) = logT f (t).
Before moving on to the matrix case, it is worth pondering what the logarithm actually represents. One answer to
this question is vested in determining what the logarithm actually is on T = R. On this time scale, note that
logT g(t) =
g∆(t)
g(t)
= g
′(t)
g(t)
= d
dt
ln |g(t)|,
so that the time scale logarithm does not play the role of the logarithm on R but rather its derivative.
2. The matrix case
We now turn our focus to the matrix case to accomplish our goal of solving the matrix equation eA(t, s) = B for
the matrix A(t).
As defined in [2] and [3], the matrix eA(t, s) solves the linear differential system
X∆ = A(t)X, X (s) = I, (2.1)
where A(t) is an n × n continuous regressive matrix. To define an inverse for the exponential operator, we consider
the following:
Definition 2.1. For the differentiable and invertible matrix B(t), we define the logarithm of B(t), denoted as
logT B(t), by
logT B(t) = B∆(t)B−1(t). (2.2)
It is easy to see from our definition that the logarithm of a matrix is a nonlinear operator defined forMm(C1n(T,R)),
the class of m × m differentiable and invertible matrices with entries in C1n(T,R). It follows from our working
definition of the matrix exponential that
logT eA(t, s) = e∆A (t, s)e−1A (t, s) = A(t), (2.3)
so that the logarithm does act as a left inverse. As for the right inverse, we have the following:
Theorem 2.1. Let B(t) be a differentiable and invertible matrix with B(s) = Bs . If Bs commutes with logT B(t), then
elogT B(t, s) = B−1s B(t). (2.4)
218 B. Jackson / Applied Mathematics Letters 21 (2008) 215–221
Proof. Let C(t) = logT B(t) = B∆(t)B−1(t) and suppose B(s) = Bs . As before, these two equations can be
rewritten as a first-order linear ODE system in B(t) with an initial condition. The IVP becomes
B∆ = CB, B(s) = Bs .
This IVP has solution
B(t) = BseC (t, s) = BseB∆B−1(t, s) = BselogT B(t, s),
so that again the claim follows in the same manner as before. 
Theorem 2.2. Let A(t) and B(t) be differentiable and invertible matrices. If A(t) commutes with B(t) and B∆(t),
then
logT A(t)B(t) = logT A(t)⊕ logT B(t). (2.5)
If we further assume that B(σ (t)) and B∆(t) commute, then
logT A(t)B
−1(t) = logT A(t)	 logT B(t). (2.6)
Proof. The first equality follows under the assumption of commutativity of A(t) with B(t) and B∆(t) since
logT A(t)B(t) = (A(t)B(t))∆(A(t)B(t))−1 = (A∆(t)B(σ (t))+ A(t)B∆(t))(B−1(t)A−1(t))
= A∆(t)(B(t)+ µ(t)B∆(t))(B−1(t)A−1(t))+ B∆(t)B−1(t)
= A∆(t)A−1(t)+ B∆(t)B−1(t)+ µ(t)A∆(t)A(t)B∆(t)B−1(t) = logT A(t)⊕ logT B(t).
The commutativity of B(σ (t)) and B∆(t) combined with the first equality give rise to the second equality since
logT A(t)B
−1(t) = logT A(t)⊕ logT B−1(t)
= logT A(t)⊕ ((B−1(t))∆B(t)) = logT A(t)⊕ (−(B(σ (t)))−1B∆(t))
= logT A(t)⊕ (−B∆(t)(B(t)+ µ(t)B∆(t))−1)
= logT A(t)⊕ (−B∆(t)B−1(t))(I + µ(t)B∆(t)B−1(t))−1
= logT A(t)	 (B∆(t)B−1(t)) = logT A(t)	 logT B(t). 
As was true in the scalar case, we could have restricted the class of functions for which the entries of the matrices
live and used algebraic arguments to obtain the previous result. However, in doing so, we would have lost some of the
generality of the result.
It is worth noting that the matrix logarithm does not distinguish between constant multiples of matrices. This
follows from combining the fact that the log of a constant matrix is zero with Theorem 2.2 since
logT λB(t) = logT λI B(t) = logT λI ⊕ logT B(t) = 0⊕ logT B(t) = logT B(t).
Notice that if T = R, logT B(t) is not the usual matrix logarithm but rather its derivative. That is,
logT B(t) = B∆(t)B−1(t) = B ′(t)B−1(t) =
d
dt
log B(t),
with the last equation holding by noting that for T = R, if A(t) and ∫ ts A(τ )dτ commute, then the solution of (2.1) is
given by X (t) = e
∫ t
s A(τ )dτ .
Next, we give another nice algebraic structure of the matrix logarithm: namely its ability to preserve similarity
transformations.
Theorem 2.3. If B(t) = PC(t)P−1 with P and P−1 constant matrices, then
logT B(t) = P logT C(t)P−1. (2.7)
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Proof.
logT B(t) = logT PC(t)P−1 = (PC(t)P−1)∆(PC(t)P−1)−1 = (PC∆(t)P−1)(PC−1(t)P−1)
= PC∆(t)C−1(t)P−1 = P logT C(t)P−1. 
Before looking at a few examples, there is one last key observation that needs to be made. It follows directly from
the definition of the matrix logarithm that the log of a diagonal matrix is the matrix of the log of each function on
the diagonal. This fact combined with Theorem 2.3 forms a very useful computational tool since as is well known,
computing inverses of large matrices can be a costly and time-consuming process.
Example 2.1. Consider the matrix given by
B = eA(t, 0) =

3
4
e1(t, 0)+ 14e5(t, 0) −
1
4
e1(t, 0)+ 14e5(t, 0)
−3
4
e1(t, 0)+ 34e5(t, 0)
1
4
e1(t, 0)+ 34e5(t, 0)
 .
The eigenvalues of B are λ1(t) = e1(t, 0) and λ2(t) = e5(t, 0) with corresponding eigenvectors v1 =
[−1
1
]
and
v2 =
[
1
3
1
]
. Then
A = logT B =
−1 13
1 1
[logT e1(t, 0) 0
0 logT e5(t, 0)
]−
3
4
1
4
3
4
3
4
 =
−1 13
1 1
[1 0
0 5
]−
3
4
1
4
3
4
3
4

=
[
2 1
3 4
]
.
Example 2.2. Now take the matrix
B = eA(t, 0) =
e−3(t, 0)(cos 21−3µ (t, 0)+ sin 21−3µ (t, 0)) 2e−3(t, 0) sin 21−3µ (t, 0)
−e−3(t, 0) sin 2
1−3µ
(t, 0) e−3(t, 0)(cos 2
1−3µ
(t, 0)− sin 2
1−3µ
(t, 0))
 .
The eigenvalues of B are λ1(t) = e−3(t, 0)(cos 2
1−3µ
(t, 0)+ i sin 2
1−3µ
(t, 0)) and λ2(t) = e−3(t, 0)(cos 2
1−3µ
(t, 0)−
i sin 2
1−3µ
(t, 0)) with corresponding eigenvectors v1 =
[−1− i
1
]
and v2 =
[−1+ i
1
]
. Again,
A = logT B
=
[−1− i −1+ i
1 1
][logT(e−3(t, 0)e 2i
1−3µ
(t, 0)) 0
0 logT(e−3(t, 0)e −2i
1−3µ
(t, 0))
]
1
2
i
1
2
+ 1
2
i
−1
2
i
1
2
− 1
2
i

=
[−1− i −1+ i
1 1
]−3⊕
2i
1− 3µ 0
0 −3⊕ −2i
1− 3µ


1
2
i
1
2
+ 1
2
i
−1
2
i
1
2
− 1
2
i

=
[−1− i −1+ i
1 1
] [−3+ 2i 0
0 −3− 2i
]
1
2
i
1
2
+ 1
2
i
−1
2
i
1
2
− 1
2
i
 = [−1 4−2 −5
]
.
Example 2.3. Now we wish to handle the repeated root case. To do this, we are going to need to recall a fundamental
fact of the functional calculus results from functional analysis. In particular, if the function f is holomorphic in the
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open set Ω , where spec(A) ⊂ Ω ⊂ C for any matrix A, then for λ ∈ Ω and A = P J P−1 the Jordan decomposition
of A (an n × n matrix), we have that
f (A) = P f (J )P−1 = P

f (λ) f ′(λ) f
′′(λ)
2
· · · f
(n−2)(λ)
(n − 2)!
f (n−1)(λ)
(n − 1)!
0 f (λ) f ′(λ) f
′′(λ)
2
· · · f
(n−2)(λ)
(n − 2)!
0 0 f (λ) · · · f
(n−4)(λ)
(n − 4)!
f (n−3)(λ)
(n − 3)!
...
...
...
. . .
...
...
0 0 0 · · · f (λ) f ′(λ)
0 0 0 · · · 0 f (λ)

P−1.
Now, the function f (p) = ep(t, s) is a holomorphic function for all regressive constant p with f ′(p) =∫ t
s
1
1+µp1τep(t, s) and f
′′(p) = ((∫ ts 11+µp1τ)2 − ∫ ts µ(1+µp)21τ)ep(t, s). (Higher order derivatives are all readily
computed.)
Thus, for λ a repeated eigenvalue of order n and J a Jordan block given by
J =

λ 1 0 · · · 0 0
0 λ 1 0 · · · 0
0 0 λ 1 0 · · ·
...
...
...
. . .
...
...
0 0 0 · · · λ 1
0 0 0 · · · 0 λ
 ,
we have that
eA(t, s) = eP J P−1(t, s) = PeJ (t, s)P−1
= P

f (λ) f ′(λ) f
′′(λ)
2
· · · f
(n−2)(λ)
(n − 2)!
f (n−1)(λ)
(n − 1)!
0 f (λ) f ′(λ) f
′′(λ)
2
· · · f
(n−2)(λ)
(n − 2)!
0 0 f (λ) · · · f
(n−4)(λ)
(n − 4)!
f (n−3)(λ)
(n − 3)!
...
...
...
. . .
...
...
0 0 0 · · · f (λ) f ′(λ)
0 0 0 · · · 0 f (λ)

P−1.
Notice that this fact is important because it tells us a way of computing the logarithm of a matrix with repeated
eigenvalues: namely, we put the matrix in the upper triangular form given above, i.e. PU P−1, and then the log of this
matrix is given by P J P−1, where J is the Jordan block obtained from the (constant) coefficient of the ep(t, s) term
on the diagonal of U . This reasoning is of course justified since we have defined logT B = A so that eA(t, s) = B,
i.e. as inverse processes.
For example, consider the matrix
B = eA(t, 0) = e3(t, 0)

1− a 2a − 1
2
a2 + 1
2
b
1
2
a2 − 1
2
b − a
−a 1+ a − 1
2
a2 + 1
2
b
1
2
a2 − 1
2
b
−a −1
2
a2 + 1
2
b + a 1
2
a2 − 1
2
b + 1
 ,
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where a = ∫ t0 11+3µ1τ and b = ∫ t0 µ(1+3µ)21τ . We can write B as
B =
1 −1 01 0 0
1 0 1
 e3(t, 0)
1 a
1
2
a2 − 1
2
b
0 1 a
0 0 1

 0 1 0−1 1 0
0 −1 1
 ,
so that by our inversion process,
logT B = A =
1 −1 01 0 0
1 0 1
 logT
e3(t, 0)
1 a
1
2
a2 − 1
2
b
0 1 a
0 0 1


 0 1 0−1 1 0
0 −1 1

=
1 −1 01 0 0
1 0 1
3 1 00 3 1
0 0 3
 0 1 0−1 1 0
0 −1 1
 =
 2 2 −1−1 4 0
−1 1 3
 .
Example 2.4. We conclude with a system coming from nonconstant coefficients. Consider the matrix
B = eA(t, 0) =
[
5t2 + 1 h3(t, 0)
h2(t, 0) e4(t, 0)
]
.
Now,
A = logT B(t) = B∆(t)B−1(t)
=
[
5(σ (t)+ t) h2(t, 0)
h1(t, 0) 4e4(t, 0)
]
1
(5t2 + 1)e4(t, 0)− h2(t, 0)h3(t, 0)
[
e4(t, 0) −h3(t, 0)
−h2(t, 0) 5t2 + 1
]
= 1
(5t2 + 1)e4(t, 0)− h2(t, 0)h3(t, 0)
×
[
5(σ (t)+ t)e4(t, 0)− (h2(t, 0))2 (5t2 + 1)h2(t, 0)− 5(σ (t)+ t)h3(t, 0)
h1(t, 0)e4(t, 0)− 4e4(t, 0)h2(t, 0) 4e4(t, 0)(5t2 + 1)− h1(t, 0)h3(t, 0)
]
.
Note that B(0) = I , so that by Theorem 2.1, we do indeed have that for this choice of A(t), eA(t, 0) = elogT B(t, 0) =
B(t).
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