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Abstract
Two ideal polygons, (p1, . . . , pn) and (q1, . . . , qn), in the hyperbolic
plane or in hyperbolic space are said to be α-related if the cross-ratio
[pi, pi+1, qi, qi+1] = α for all i (the vertices lie on the projective line,
real or complex, respectively). For example, if α = −1, the respec-
tive sides of the two polygons are orthogonal. This relation extends
to twisted ideal polygons, that is, polygons with monodromy, and
it descends to the moduli space of Mo¨bius-equivalent polygons. We
prove that this relation, which is, generically, a 2-2 map, is completely
integrable in the sense of Liouville. We describe integrals and invari-
ant Poisson structures, and show that these relations, with different
values of the constants α, commute, in an appropriate sense. We inves-
tigate the case of small-gons, describe the exceptional ideal polygons,
that possess infinitely many α-related polygons, and study the ideal
polygons that are α-related to themselves (with a cyclic shift of the
indices).
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1 Introduction
1.1 Motivation: iterations of evolutes
The motivation for this work comes from our recent study of iterations of
the evolutes and involutes of smooth curves and polygons [3, 14].
The evolute of a curve is the locus of the centers of its osculating circles,
that is, the circles that pass through three “consecutive” points of the curve.
One of the definitions of the evolute of a polygon P is that it is the polygon
Q formed by the centers of the circles that pass through consecutive triples
of vertices of P. In other words, the vertices of Q are the intersection points
of the perpendicular bisectors of the adjacent sides of P, see Figure 1 left.
It is natural to investigate the dynamics of the evolute transformation
on polygons in other geometries, in particular, in the hyperbolic plane. As a
simplification, we consider the case of ideal polygons whose vertices lie on the
circle at infinity. The notion of perpendicular bisector does not make sense
anymore because the sides have infinite length, but one still can consider
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Figure 1: Left: a convex pentagon and its evolute. Right: a pair of orthogonal
ideal pentagons in the hyperbolic plane (in the Poincare´ disk model).
pairs of ideal polygons whose respective sides are perpendicular, see Figure
1 right. Call two such ideal n-gons orthogonal.
In the projective model of the hyperbolic plane two lines are perpendicular
if one passes through the pole of the other. Therefore two ideal n-gons are
orthogonal if the extensions of the sides of one of them pass through the poles
of the respective sides of the other (and vice versa), that is, if each polygon
circumscribes the polar of the other, see Figure 2. This provides a relation
with the classical Cramer-Castillon problem [5, §16.3.10.3],[19, 37]: inscribe
a polygon in a circle whose sides pass through given points.
Figure 2: Two ideal pentagons circumscribed about each other’s polars.
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The relation of being orthogonal generically is a 2-2 map on the space of
ideal polygons. This paper concerns the geometry and dynamics of this map
and its generalizations.
1.2 Plan of the paper and main results
An ideal n-gon P is an ordered collection of points p1, . . . , pn in the projective
line P1 over R or C, the boundary of the hyperbolic plane or hyperbolic space,
respectively. In this paper, we use the following definition of cross-ratio:
[z1, z2, z3, z4] =
(z1 − z3)(z2 − z4)
(z1 − z4)(z2 − z3) .
Define a family of relations P
α∼ Q by the formula
[pi, pi+1, qi, qi+1] = α, i = 1, . . . , n; (1)
where the indices are understood cyclically, with n + 1 = 1.1 Two polygons
are orthogonal if P
α∼ Q with α = −1, that is, if (pi, pi+1, qi, qi+1) is a
harmonic quadruple for all i. Generically,
α∼ is a 2-2 relation; by “generic”
we mean a property that holds in a Zariski open subset.
Along with closed polygons, we consider twisted ones. A twisted ideal
n-gon is a bi-infinite sequence of points . . . , p−1, p0, p1, p2, . . . in P1, together
with a Mo¨bius transformation Φ, its monodromy, satisfying pi+n = Φ(pi) for
all i. For twisted n-gons P and Q, we say that P
α∼ Q if, in addition to (1),
the polygons P and Q have the same monodromy.
The Mo¨bius group acts diagonally on the spaces of ideal n-gons and ideal
twisted n-gons; the quotient spaces are the moduli spaces of ideal n-gons and
ideal twisted n-gons, respectively. These moduli spaces have dimensions n−3
and n, respectively. As coordinates in the moduli spaces, we use n-periodic
sequences of cross-ratios ci = [pi, pi+1, pi−1, pi+2].
The transformations and the relations that we study here are defined
in open dense subsets of the spaces of ideal polygons (closed or twisted).
That is, we assume that our polygons are non-degenerate in an appropriate
sense (see Section 2.2 for definitions). This is analogous to the situation
with birational maps that are defined in Zariski open subsets. In particular,
1When dealing with closed polygons, we alsways understand the indices cyclically,
unless explicitly specified otherwise.
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when considering infinite orbits of ideal polygons under
α∼, we assume that
all iterations are non-degenerate.
The contents and main results of the paper are as follows.
In Section 2, we associate with an ideal polygon a 1-parameter family
of Mo¨bius transformations that we call its Lax matrices. A Lax matrix is
the composition of the loxodromic transformations with a fixed parameter
about the consecutive sides of the polygon, composed with the inverse of the
monodromy in the twisted case.
In Section 3, we determine the monodromy of a twisted polygon as a func-
tion of its coordinates ci and calculate its conjugacy invariant, the normalized
trace (Theorem 1). This material is closely related to the classical theory of
continuants that goes back to Euler and, when n is odd, with Coxeter’s frieze
patterns.
The main result of Section 4 is that the relations
α∼ on the moduli space
of twisted n-gons are completely integrable in the sense of Liouville (Main
Theorem 1). This Main Theorem comprises a number of results (Theorems
2,4,5,6,8,9). Its ingredients are as follows.
All the relations
α∼ share bn
2
c + 1 integrals, obtained from the Lax ma-
trices of a twisted polygon; an equivalent set of integrals is provided by the
homogeneous components of the normalized trace of the monodromy. These
integrals are polynomials in ci, generically independent. The moduli space of
twisted n-gons carries a 1-parameter family of compatible Poisson structures,
and the integrals are in involution with respect to all Poisson brackets in this
family.
For every α, there is a Poisson structure in this pencil that is invariant
under
α∼. If n is odd, this structure has corank 1, and if n is even, its
corank equals 2. The space of the Hamiltonian vector fields of the integrals
is independent on the choice of the Poisson bracket in the pencil.
In addition, the relations
α∼ commute, in an appropriate sense (Theorem
3). We also give a criterion for a twisted n-gon P to be exceptional in the
sense that, for a given α, there exist infinitely many n-gons Q with P
α∼ Q
(Theorem 7).
Section 5 concerns complete integrability of the relations
α∼ on the moduli
space of closed n-gons. Its main result (Main Theorem 2) is that a generic
point of this moduli space belongs to a bn−3
2
c-dimensional submanifold, in-
variant under
α∼ and carrying an invariant affine structure, in which α∼ is a
parallel translation. This foliation whose leaves are invariant manifolds and
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the affine structures on its leaves is the same for all values of α.
An ingredient of this result is a description of the relations between the
restrictions of the integrals to the moduli space of closed polygons (Theorem
11) and an interpretation of the integrals in terms of multi-ratios (Theorem
10) and their geometric description in terms of alternating perimeters of ideal
even-gons (Section 5.3).
If n is odd, the moduli space of closed n-gons carries a symplectic struc-
ture, known from the theory of cluster algebras. In Theorems 12 and 13, we
show that the inclusion of closed polygons to twisted ones, endowed with a
specific Poisson brackets from the pencil, is a Poisson map. For n odd, we
consider the limit of the relations
α∼ as α → 0: this is a vector field on the
moduli space of n-gons, Hamiltonian with respect to its symplectic structure
(Theorem 14).
In Section 6 we consider the relations
α∼ on the space of (closed) ideal
n-gons (before factorization by the Mo¨bius group). The space of n-gons
carries a closed differential 2-form, invariant under
α∼, symplectic if n is even
and having a 1-dimensional kernel if n is odd (Theorem 15). This 2-form
is Mo¨bius-invariant, but it does not descend to the moduli space of n-gons.
The relations
α∼ have two additional integrals whose Hamiltonian vector fields
are infinitesimal generators of the Mo¨bius group action (Theorem 16). The
geometrical meaning of these additional integrals is that one can assign a line
to an ideal polygon, that we call its axis, and this line is invariant under the
relations
α∼.
We analyze the case of “small-gons” in Section 7. If two ideal quadrilat-
erals are in the relation
α∼, then they are isometric and they share their axes
(Theorem 17). The moduli space of ideal pentagons is a surface with an area
form, invariant under all the relations
α∼ and foliated by the level curves of
their common integral (Theorem 18); the relations
α∼ on the 5-dimensional
space of pentagons (before factorization by the Mo¨bius group) are integrable
as well (Theorem 19).
In Theorems 20 and 21 we give a compete description of α-exceptional
ideal pentagons and hexagons, that admit infinitely many α-related ideal
pentagons and hexagons, respectively.
Finally, we study “loxogons”, the polygons that are in the relation
α∼
with themselves. More precisely, an (n, k)-loxogon is an ideal n-gon such
that [pi, pi+1, pi+k, pi+k+1] = β for all i = 1, . . . , n and some constant β. A
projectively regular ideal n-gon is an (n, k)-loxogon for all k; we address the
question whether there exist non-regular loxogons.
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In Theorem 22 we answer this question for some pairs (n, k): in some
cases, one has rigidity (the only loxogons are projectively regular ones), and in
other cases, one has examples of non-regular loxogons. The general question
remains open. Theorem 23 is an infinitesimal rigidity result: for odd n and
any k, there do not exist non-trivial deformations of a regular ideal n-gon in
the class of (n, k)-loxogons.
The Appendix discusses certain collections of loxodromic transformations
along the edges of an ideal tetrahedron, which are related to our derivation
of Lax matrices in Section 2. Also, we connect this to the cubical diagram
of 3D-consistency for the cross-ratio system from [7], [8, Section 6.6].
1.3 Related work
The cross-ratio dynamics on polygons in the projective line have been studied
by many authors, and their integrability was established by different meth-
ods. We hope that our work sheds new light on these systems and adds to
their understanding. Let us mention several relevant works; this list is by no
means complete.
In Bobenko and Pinkall’s paper [6] maps f : Z2 → C satisfying the prop-
erty
[fi,j, fi+1,j, fi,j+1, fi+1,j+1] = −1
were called discrete holomorphic maps. In these terms, the α = −1 case of
cross-ratio dynamics can be viewed as a periodic discrete holomorphic map
Z2/nZ→ C.
The paper [18] concerns algebraic-geometric integrability of periodic dis-
crete holomorphic (conformal) maps; in particular, explicit solutions are
given in terms of the Riemann theta function.
Nijhoff and Capel’s paper [25] discusses the cross-ratio dynamics as space
and time discretizations of the Schwarzian Korteweg-de Vries equation.
The cross-ratio dynamical system is an example of an integrable system
on quad-graphs [7]. In the ABS (Adler-Bobenko-Suris) classification of inte-
grable, in the sense of consistency, systems on quad-graphs, this is the Q1(0)
case, see [1]. We also refer to the book [8] where this subject is considered
in the context of discrete differential geometry.
Let us also mention relations with dressing chains of Veselov-Shabat [36];
see also the recent follow-up paper [13].
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We would like to mention certain similarity of cross-ratio dynamical sys-
tems with the pentagram map, a discrete completely integrable system on
the moduli space of projective equivalence classes of polygons in the pro-
jective plane that has recently attracted a considerable attention, see, e.g.,
[30, 26, 27].
For example, the integrals of the pentagram map are obtained from homo-
geneous components of conjugacy invariants of the monodromy of a twisted
polygon (which is a projective transformation of the plane). In this sense, our
work is similar to the approach to the pentagram map developed in the above
mentioned papers [30, 26, 27], whereas the algebraic-geometric approach to
the cross-ratio dynamics in [18] is similar to the work of Soloviev [31] on the
pentagram map.
An important discovery, starting with the paper of Glick [17], was a close
relation of the pentagram map with the theory of cluster algebras, see, e.g.,
the book [16]. Is the cross-ratio system also related to the cluster dynamics?
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2 Spaces and maps
2.1 Cross-ratio and relative position of lines in hyper-
bolic geometry
As was mentioned in Introduction, the circle at infinity of the hyperbolic
plane H2 is identified with the real projective line RP1. If P is an ideal n-gon
in H2 with the vertices p1, . . . , pn, we have pi ∈ R ∪∞.
We reiterate that we are concerned with the relations P
α∼ Q on ideal
n-gons given by the equations
[pi, pi+1, qi, qi+1] = α, i = 1, . . . , n.
Note that the relation P
α∼ Q is symmetric.
One can consider these equations over reals, that is, when pi, qi ∈ RP1, or
over complex numbers, when pi, qi ∈ CP1; the constant α is real or complex,
accordingly. The complex case corresponds to ideal polygons in the hyper-
bolic space H3 where the sphere at infinity is the Riemann sphere CP1. Most
of our results hold in both cases and, when it does not lead to confusion, we
denote the projective line by P1 and the projective linear group by PGL(2).
Geometrically, two ideal polygons in H3 satisfy P α∼ Q if the complex
distance between their respective sides is constant (depending on α).
Figure 3: Complex distance between lines.
More precisely, let ` = uv and m = rs be two oriented lines in H3, with
u, v, r, s ∈ CP1. Let A and B be the intersection points of the lines with
their common perpendicular. Orient this common perpendicular, and let
d = ±|AB| be the signed distance between the lines: the sign is positive if
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the segment AB runs in the positive direction. Let θ be the angle between
the line though point B, coplanar with rs and orthogonal to AB, and line
uv, that is, the angle through which one must rotate the former line to the
latter one when looking in the direction of the common perpendicular; see
Figure 3. The complex distance is defined as follows: χ(`,m) = d + iθ, and
its relation with cross-ratio is given by
tanh2
(
χ(`,m)
2
)
= [r, s, u, v], (2)
see [20], pp. 354–355, for details.
2.2 Closed and twisted n-gons
We consider only non-degenerate polygons with distinct consecutive vertices
and distinct consecutive sides, that is, we assume that pi 6= pi+1 and pi 6= pi+2
for all i. These conditions define a Zariski open subset of the set of n-tuples
of points on P1. The space of such non-degenerate ideal n-gons is denoted
by P˜n, and we use (p1, . . . , pn) as coordinates therein.
The group PGL(2) acts on P˜n diagonally; denote by Pn the quotient space
of this action. We note that Pn contains, as an open dense subset, the famous
moduli spaceM0,n of distinct n-tuples of points in the projective line modulo
projective equivalence. The relation
α∼ descends to Pn and, slightly abusing
notation, we continue to denote it by
α∼. The dimensions of P˜n and Pn over
the corresponding fields, R or C, are equal to n and n− 3, respectively.
Consider the cross-ratios of quadruples of consecutive points:
ci = [pi, pi+1, pi−1, pi+2] =
(pi−1 − pi)(pi+1 − pi+2)
(pi−1 − pi+1)(pi − pi+2) . (3)
Since by our assumption the points pi−1, pi, pi+1 are distinct, the cross-
ratio ci is well-defined. Besides, since pi+2 is distinct from pi and from pi+1,
we have ci /∈ {0,∞}. Due to the projective invariance of the cross-ratio, the
functions ci descend to the space Pn. It is easy to see that c1, . . . , cn determine
a projective class of the polygon uniquely, providing an embedding of Pn into
(K∗)n, where K = R or C, according to the situation; an explicit description
of the image is given in Section 3.2.
Remark 2.1. If we allow consecutive sides to coincide then, in the situation
pi−1 = pi+1 6= pi = pi+2, the cross-ratio ci is not defined. On the other hand,
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if P
α∼ Q and pi−1 = pi+1 for some i, then
[pi−1, pi, qi−1, qi] = α = [pi, pi+1, qi, qi+1]⇒ qi−1 = qi+1.
By removing the coincident pairs of sides, one obtains non-degenerate poly-
gons P′ α∼ Q′.
We also consider a larger space of twisted n-gons T˜n. A twisted n-gon
consists of a bi-infinite sequence of points . . . , p−1, p0, p1, p2, . . . in P1 and of
a projective transformation Φ ∈ PGL(2), called the monodromy, such that
pi+n = Φ(pi) for all i. For P,Q ∈ T˜n, we write P α∼ Q if, in addition to
(1), the polygons P and Q have the same monodromy. We consider only
non-degenerate twisted polygons, subject to the constraints pi 6= pi+1 and
pi 6= pi+2 for all i.
Twisted polygons are acted upon by PGL(2), and we denote the moduli
space by Tn. The following lemma is straighforward.
Lemma 2.2. Let P be a twisted polygon with monodromy Φ. Then for every
Ψ ∈ PGL(2) the polygon Ψ(P) has monodromy ΨΦΨ−1.
It follows that the relation
α∼ descends to the space Tn.
The dimensions of T˜n and Tn are equal to n + 3 and n, respectively. We
use the cross-ratios (3) as coordinates in the space Tn; they identify Tn with
an open dense subspace in (K∗)n.
The cross-ratio coordinates ci are discrete analogs of projective curva-
ture: they determine each next point pi, given the preceding triple. Thus an
n-periodic sequence ci and an initial triple of vertices determine a twisted
polygon uniquely. We shall study the monodromy of a twisted polygon as
a function of ci in detail in Section 3.2. An analogous investigation of the
monodromy of twisted polygons in the projective plane played a central role
in the study of the pentagram map, see, e.g., [30, 26].
2.3 Loxodromic transformations and their matrices
As we already mentioned, the complex projective line CP1 can be viewed
as the sphere at infinity of the hyperbolic space; the action of PGL(2,C)
on CP1 extends to the action on H3 by orientation-preserving isometries.
The subgroup PGL(2,R) fixes RP1; its elements correspond to isometries of
H2 ⊂ H3. Recall that PSL(2,C) ∼= PGL(2,C) but PSL(2,R) is a subgroup of
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index 2 in PGL(2,R), corresponding to the orientation-preserving isometries
of H2.
Hyperbolic isometries with two fixed points at the boundary at infinity
are called loxodromic transformations. A loxodromic transformation in H3
is similar to a Euclidean screw motion; a loxodromic transformation in H2
is similar to a translation or a glide reflection. (In the hyperbolic plane
loxodromic transformations are usually called isometries of hyperbolic type.)
Let p, q ∈ P1 and λ be a non-zero complex or real number. A loxodromic
transformation with the axis pq and parameter λ is a hyperbolic “screw
motion” along pq whose translational part in the direction from p to q is
log |λ| and the rotation angle is arg λ; we denote it by Lλ(p, q). (In the
real case, we have a translation along pq if λ > 0 and a glide reflection if
λ < 0.) We have Lλ(p, q)Lµ(p, q) = Lλ+µ(p, q), in particular, loxodromic
transformations with the same axis commute. Loxodromic transformations
with different axes, but the same parameter, are conjugate. We refer, e.g.,
to [20] for this material.
The next lemma makes it possible to express the relations
α∼, that is,
equation (1), in terms of loxodromic transformations.
Lemma 2.3. For every z ∈ P1, one has
[p, q, z, Lλ(p, q)(z)] =
1
λ
.
Proof. A loxodromic transformation along any axis is conjugate to a loxo-
dromic transformation along 0∞. The cross-ratio is invariant under Mo¨bius
transformations. Therefore it suffices to prove the above identity for p = 0
and q =∞. Due to Lλ(0,∞)(z) = λz, it boils down to
[0,∞, z, λz] = [0,∞, 1, λ] = 1
λ
,
as claimed.
The loxodromic transformation Lλ(p, q) is represented by a linear trans-
formation of the two-dimensional vector space whose eigenvectors are repre-
sentatives of p and q, and whose eigenvalues are 1 and λ, respectively. In the
standard affine chart on P1, that associates to a number p the vector (p, 1)
and to ∞ the vector (1, 0), the matrix of this linear transformation has the
following form:
Aλ(p, q) =
1
p− q
(
p− qλ pq(λ− 1)
1− λ pλ− q
)
,
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Aλ(∞, q) =
(
1 q(λ− 1)
0 λ
)
, Aλ(p,∞) =
(
λ p(1− λ)
0 1
)
.
Note that detAλ(p, q) = λ.
The definition of Lλ(p, q) takes into account the order of the points p, q.
Obviously, Lλ(p, q) = Lλ−1(q, p). At the same time, the following lemma
(verified by a direct calculation) shows that the corresponding matrices are
different for λ 6= ±1.
Lemma 2.4. One has
Aλ−1(p, q) = A
−1
λ (p, q) = λ
−1Aλ(q, p).
Thus there is no continuous lift of the space of all loxodromic transfor-
mations to GL(2); the domain of the map Lλ(p, q) 7→ Aλ(p, q) is the set of
loxodromic transformations with oriented axes.
2.4 Lax matrix of an ideal polygon
Let P be a twisted polygon with monodromy Φ. Consider the projective
transformation of P1 depending on a parameter λ 6= 0:
Lλ(P) = Φ
−1Lλ(pn, pn+1) · · ·Lλ(p1, p2),
the composition of loxodromic transformations with parameter λ along the
edges, followed by the inverse of the monodromy.
Definition 2.5. A Lax matrix Aλ(P) of a twisted polygon P is an element
of GL(2) representing the above projective transformation. In particular, we
may write
Aλ(P) = M
−1Aλ(pn, pn+1) · · ·Aλ(p1, p2), (4)
where M ∈ GL(2) is a representative of the monodromy Φ of P.
The Lax matrix of a twisted polygon is well-defined up to scaling. We
shall justify the choice of terminology (Lax matrix) in Section 4.
The relation
α∼ is naturally expressed in terms of Lax matrices.
Lemma 2.6. If P
α∼ Q, then q1 is a fixed point of Lα−1(P). Conversely, if
q1 is a fixed point of Lα−1(P) and the points
qi+1 = Lα−1(pi, pi+1)(qi) (5)
form a non-degenerate twisted polygon Q, then Q
α∼ P.
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Proof. If P
α∼ Q then, by Lemma 2.3, equation (5) holds. It follows that
Lα−1(pn, pn+1) ◦ · · · ◦ Lα−1(p1, p2)(q1) = qn+1. By definition of monodromy,
we have Φ−1(qn+1) = q1, which implies the first part of the lemma. For the
second part, taking a fixed point q1 and defining the other vertices of Q by
(5) one obtains a polygon with monodromy Φ.
Corollary 2.7. For every twisted polygon P and every α 6= {∞, 0, 1}, the
number of twisted polygons Q such that P
α∼ Q is 1, 2, or ∞ in the complex
case, and 0, 1, 2, or ∞ in the real case.
Proof. These are all possible numbers of fixed points of a projective trans-
formation of P1.
Example 2.8. There exists a closed ideal octagon whose Lax matrix with
the parameter −1 is proportional to the identity, see Figure 4. This octagon
admits infinitely many orthogonal ideal octagons. See more in Section 7.2.
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Figure 4: The composition of the reflections in the consecutive sides of this
ideal octagon is the identity. Three orthogonal ideal octagons are shown.
If we work over C, that is, with ideal polygons in H3, then a generic
Mo¨bius transformation has two distinct fixed points. Therefore, for a generic
P and α, one has two choices of Q with Q
α∼ P; generically, both of these
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choices are non-degenerate polygons. Choosing one of them makes the rela-
tion
α∼ into a map that we denote by Tα; the other choice corresponds to the
inverse map T−1α .
If we work over R, that is, with ideal polygons in H2, we need to assume
that Lα−1(P) has two fixed points. Then Q exists and is in general non-
degenerate. The map Lα−1(Q) automatically has a fixed point (corresponding
to P). Choosing a different fixed point of this Mo¨bius transformation makes
it possible to continue, defining the map Tα.
The following are some basic properties of the Lax matrix needed in the
sequel.
Lemma 2.9. The PGL-action on the space of twisted polygons conjugates
the Lax matrix: for any Ψ ∈ PGL(2), we have
Lλ(Ψ(P)) = ΨLλ(P)Ψ
−1.
Accordingly, if N ∈ GL(2) is any representative of Ψ, then the matrices
Aλ(Ψ(P)) and NAλ(P)N
−1 are equal up to scaling.
Proof. We have Lλ(Ψ(pi),Ψ(pi+1)) = ΨLλ(pi, pi+1)Ψ
−1. Taking into account
Lemma 2.2, we obtain
Lλ(Ψ(P)) = (ΨΦΨ
−1)(ΨLλ(pn, pn+1)Ψ−1) · · · (ΨLλ(p1, p2)Ψ−1)
= ΨΦLλ(pn, pn+1) · · ·Lλ(p1, p2)Ψ−1 = ΨLλ(P)Ψ−1.
From a closed or twisted polygon P, a new polygon P+1 is obtained by
the index shift: p+1i = pi+1.
Lemma 2.10. The index shift conjugates the Lax matrix.
Proof. We have
Lλ(P
+1) = Φ−1Lλ(pn+1, pn+2) · · ·Lλ(p2, p3)
= (Φ−1Lλ(pn+1, pn+2)Φ)Φ−1Lλ(pn−1, pn · · ·Lλ(p2, p3)
= Lλ(p1, p2)Φ
−1Lλ(pn−1, pn) · · ·Lλ(p2, p3)
= Lλ(p1, p2)Lλ(P)L
−1
λ (p1, p2),
as needed.
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3 Monodromy of a twisted polygon
3.1 Continuants
Following T. Muir [24], we call the three-diagonal determinants∣∣∣∣∣∣∣∣∣∣∣∣∣
a1 b1 0 . . . 0 0
c1 a2 b2 . . . 0 0
0 c2 a3 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . an−1 bn−1
0 0 0 . . . cn−1 an
∣∣∣∣∣∣∣∣∣∣∣∣∣
continuants (sometimes this term is reserved for the particular case when
bi = ci = 1 for all i). Chapter 13 of the classic Muir book is devoted to
the properties of these determinants. See also [9] for the curious history and
applications of continuants.
We shall use the following rule for calculating continuants, that goes back
to Euler (item 545 in [24]): one term of the continuant is a1a2 . . . an, and the
other terms are obtained from it by replacing any number of disjoint pairs
(aiai+1) by (−bici).
Given an n-tuple c1, . . . , cn, consider the continuants
Di,j =
∣∣∣∣∣∣∣∣∣∣∣∣∣
1
√
ci 0 . . . 0 0√
ci 1
√
ci+1 . . . 0 0
0
√
ci+1 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1
√
cj
0 0 0 . . .
√
cj 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where 1 ≤ i ≤ j ≤ n. For every non-zero ck, one has two choices for the value
of
√
ck; Euler’s rule implies that the result is independent of these choices
and is a polynomial in the variables ck. When we need to emphasize the
dependence of c1, . . . , cn, we also write Di,j(c).
Expanding Di,j in the last or in the first row yields the recurrences
Di,j = Di,j−1 − cjDi,j−2, Di,j = Di+1,j − ciDi+2,j. (6)
As the initial values, one may take Di,i−2 = Di,i−1 = 1.
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We also need a scaled version of the above continuant:
Di,j(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
1
√
ciλ 0 . . . 0 0√
ciλ 1
√
ci+1λ . . . 0 0
0
√
ci+1λ 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1
√
cjλ
0 0 0 . . .
√
cjλ 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
In particular, Di,j = Di,j(1) (and later we will also write this continuant as
Di,j(λc) to indicate the dependence on the variables ci).
Introduce the following notation: for I ⊂ {1, . . . , n}, denote by cI the
product of ci for all i ∈ I. A set I ⊂ [i, j] is called sparse if it contains no
pairs of consecutive indices, and it is called cyclically sparse if it is sparse
when the indices are understood cyclically mod n, that is, 1 follows after n.
Lemma 3.1. One has
Di,j(λ) =
∑
I⊂[i,j] sparse
(−1)|I|λ|I|cI .
Proof. This is a direct consequence of Euler’s rule.
3.2 Calculating the monodromy
Lemma 3.2. Let P = (pi)i∈Z be a twisted n-gon with the cross-ratios ci =
[pi, pi+1, pi−1, pi+2]. Then the monodromy matrix of P in the projective basis
p0 = 1, p1 =∞, p2 = 0 is given by the product
Mn =
(
0 c1
−1 1
)
· · ·
(
0 cn
−1 1
)
. (7)
Proof. Induction on n. For n = 1 the matrix M1 acts as follows:
(
0 c1
−1 1
)
:

p0 ∼
(
1
1
)
7→
(
c1
0
)
∼ p1
p1 ∼
(
1
0
)
7→
(
0
−1
)
∼ p2
p2 ∼
(
0
1
)
7→
(
c1
1
)
∼ p3
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(the last line follows from c1 = [∞, 0, 1, p3] = p3). For the induction step
assume that Mn acts by
1 7→ pn, ∞ 7→ pn+1, 0 7→ pn+2.
By the invariance of the cross-ratio, one has
cn+1 = [∞, 0, 1, cn+1] = [pn+1, pn+2, pn,Mn(cn+1)].
Hence, by definition of cn+1, one has Mn(cn+1) = pn+3.
It follows that
Mn+1 = Mn
(
0 cn+1
−1 1
)
:

1 7→ ∞ 7→ pn+1
∞ 7→ 0 7→ pn+2
0 7→ cn+1 7→ pn+3.
Lemma 3.3. In the projective basis p0 = 1, p1 =∞, p2 = 0, the monodromy
of a twisted polygon is represented by the matrix
Mn =
(−c1D3,n−1 c1D3,n
−D2,n−1 D2,n
)
.
Proof. Arguing by induction on n, we check the equation for n = 1, and then
compute, using equation (6),(−c1D3,n−1 c1D3,n
−D2,n−1 D2,n
)(
0 cn+1
−1 1
)
=
(−c1D3,n c1(−cn+1D3,n−1 +D3,n)
−D2,n −cn+1D2,n−1 +D2,n
)
=
(−c1D3,n c1D3,n+1
−D2,n D2,n+1
)
.
As we mentioned in Section 2.2, the dimension of the moduli space of
closed polygons is 3 less that the dimension of the moduli space of twisted
polygons, and hence the n cross-ratios of quadruples of consecutive vertices
of a closed ideal n-gon must satisfy three independent relations. We can now
derive these relations by equating the monodromy to the identity.
Consider the numbers c1, . . . , cn defined in (3) as an n-periodic sequence.
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Lemma 3.4. For every closed n-gon, the numbers c1, . . . , cn satisfy the rela-
tions Di,n−3+i = 0 for all i. Conversely, every set of numbers (ci) satisfying
these equations corresponds to a closed n-gon. Besides, any three consecutive
equations imply the rest.
Proof. For a closed n-gon one has Mn ∼ Id which, by Lemma 3.3, implies
D3,n = 0. A cyclic permutation of the factors on the right hand side of (7)
conjugates the matrix Mn (Lemma 2.10). Hence Mn ∼ Id implies Di,n−3+i =
0 for all i.
In the opposite direction, if Di,n−3+i = 0 for all i, then the off-diagonal
entries of the matrix in Lemma 3.3 vanish. The diagonal entries are equal
because of
D2,n + c1D3,n−1 = (D1,n + c1D3,n) + (D2,n−1 −D1,n−1)
= D1,n −D1,n−1 = −c1D1,n−2 = 0.
Equation D2,n−1 = 0 is equivalent to the condition that the projective
transformation defined byMn fixes the point∞ ∈ P1, that is, the monodromy
Φ of the polygon P fixes the point p1. By a cyclic permutation it follows
that Di,n−3+i = 0 is equivalent to Φ(pi−1) = pi−1. Since any three consecutive
vertices of P are pairwise distinct, three consecutive equations of the form
Di,n−3+i = 0 imply Φ = Id.
Remark 3.5. The dependence between four consecutive equations can be
made explicit by using recurrences (6):
ci−1Di,n−3+i + (ci − 1)Di+1,n−2+i − (ci − 1)Di+2,n−1+i − ci+1Di+3,n+i = 0.
The monodromy of the projective equivalence class of a twisted polygon
is defined up to conjugation (Lemma 2.2). A conjugacy invariant of a pro-
jective transformation, represented by a matrix M , is its normalized trace,
tr2M/detM .
Theorem 1. The normalized trace of the monodromy of a twisted n-gon is
given by
tr2Mn
detMn
=
1
c[n]
 bn2 c∑
k=0
(−1)kFk(c)
2 , (8)
where
Fk(c) =
∑
|I|=k
cI , I ⊂ [n] cyclically sparse and, by definition, F0 = 1. (9)
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Proof. From Lemmas 3.3 and 3.1 it follows that
trMn = D2,n − c1D3,n−1 =
∑
I	sparse
(−1)|I|cI . (10)
Indeed, there are two types of cyclically sparse subsets of [n]: those which
contain 1 and those which do not. The latter are accounted for in the term
D2,n, the former in the term −c1D3,n−1.
Lemma 3.2 implies that detMn = c[n], and the theorem follows.
Corollary 3.6. The monodromy of a twisted n-gon is parabolic or the iden-
tity if and only if the cross-ratios satisfy the identity bn2 c∑
k=0
(−1)kFk(c)
2 = 4c[n]. (11)
Proof. A projective transformation Φ ∈ PGL(2) is of parabolic type or the
identity if and only if tr
2M
detM
= 4 for a representative of Φ. The rest follows
from Theorem 1.
Corollary 3.7. The cross-ratios of a closed polygon satisfy the relation (11).
The following two lemmas will be useful later.
Lemma 3.8. The cross-ratios of a closed polygon satisfy the following rela-
tions:
Di,n−1+i = Di,n−2+i =
1
2
∑
I	sparse
(−1)|I|cI
for all i.
Proof. Due to equations (6) and Lemma 3.4 one has
Di,i+n−1 = Di,i+n−2 − ci+n−1Di,i+n−3 = Di,i+n−2,
Di−1,i+n−2 = Di,i+n−2 − ci−1Di+1,i+n−2 = Di,i+n−2.
It follows that Di,n−1+i = Di,n−2+i and their common value is independent
of i.
21
At the same time one has∑
I	sparse
(−1)|I|cI = Di,i+n−2 − ci−1Di+1,i+n−3,
Di−1,i+n−3 = Di,i+n−3 − ci−1Di+1,i+n−3 = −ci−1Di+1,i+n−3,
which implies∑
I	sparse
(−1)|I|cI = Di,i+n−2 +Di−1,i+n−3 = 2Di,i+n−2,
and the lemma is proved.
Lemma 3.9. The cross-ratios of a closed polygon satisfy the equation
bn
2
c∑
k=0
(−1)k(n− 2k)
∑
|I|=k
cI = 0, I cyclically sparse.
Proof. This equation is the sum of the equations Di,n−3+i = 0.
By Lemma 3.1, the polynomial Di,n−3+i is the sum of monomials (−1)|I|cI
over all sparse I ⊂ [i, n− 3 + i]. It suffices to establish that, for every I with
|I| = k, the number of indices i, such that I ⊂ [i, n−3+i], equals n−2k. This
is true because there are exactly 2k pairs of consecutive indices (i− 2, i− 1)
having a non-empty intersection with I.
Example 3.10. For n = 5, Corollary 3.6 says that the relations ci−1 + ci +
ci+1 = 1 + ci−1ci+1 (indices taken modulo 5) imply the identity(
1−
5∑
i=1
ci +
5∑
i=1
ci−1ci+1
)2
= 4
5∏
i=1
ci.
Since the sum of the initial relations yields 3
∑
ci = 5+
∑
ci−1ci+1, they also
imply the identity
(c1 + c2 + c3 + c4 + c5 − 2)2 = c1c2c3c4c5.
In the context of pentagramma mirificum (and in the variables γi = ci − 1)
it was proved by Gauss, see [11].
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3.3 Frieze patterns
The moduli space of projective equivalence classes of n-gons in the projective
line is intimately related to Coxeter frieze patterns, the subject of a consid-
erable current interest; see [11] for the original paper and [21] for a modern
comprehensive survey.
In this section, we relate the previous material with results from the
theory of friezes (that was one of our motivations in the first place). We
consider the case of closed n-gons with n odd.
Let Vi be a doubly infinite sequence of vectors in K2 (as before, K is either
R or C). Organize their pairwise determinants in a table:
. . . [V0, V1] [V1, V2] . . .
[V−1, V1] [V0, V2] [V1, V3]
. . . [V−1, V2] [V0, V3] . . .
[V−2, V2] [V−1, V3] [V0, V4]
. . . . . . . . . . . .
This table can be extended upwards by a row of zeros [Vi, Vi] = 0 and
further by [Vj, Vi] with j > i. The reflection in the line i = j inverts the
signs.
If we assume the sequence to be antiperiodic: Vi+n = −Vi, then each
diagonal of the table is antiperiodic as well, the row j = i + n consists of
zeros, and the subsequent rows repeat the strip i < j < i + n with a sign
change. Combining the translation (i, j) 7→ (i, j + n) with the reflection in
the line i = j, we obtain an additional symmetry:
[Vi, Vj] = −[Vj, Vi] = [Vj, Vi+n].
This is a glide reflection with respect to the line i+j = n by distance n/2. As
a fundamental domain of its action on the strip, one can choose the triangle
i ≥ 0, j ≤ n.
Let pi be an n-periodic sequence of points on the projective line P1 with
odd n. Then one can lift points pi to vectors Vi, normalized in such a way
that [Vi, Vi+1] = 1 for all i and the sequence Vi is antiperiodic.
Remark 3.11. If n is even, a closed projective n-gon may not have such a
lift. The subspace of n-gons that admit a lift satisfying the normalization
condition [Vi, Vi+1] = 1 has codimension one (these polygons have zero al-
ternating perimeter, see Section 5.3), and polygons in this subspace admit
1-parameter families of lifts; see [22] for details.
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The Ptolemy-Plu¨cker relation
[Vi−1, Vj][Vi, Vj+1]− [Vi, Vj][Vi−1, Vj+1] = [Vi−1, Vi][Vj, Vj+1]
implies that each elementary diamond
N
W E
S
satisfies the unimodular relation EW −NS = 1.
This unimodular relation, along with the boundary conditions (row of
zeros, followed by a row of ones) is the definition of frieze patterns. The name
was coined by H.S.M. Coxeter because of the glide reflection symmetry.
Example 3.12. A general frieze pattern of width 2 looks like this:
· · · 1 1 1 · · ·
x1
x2+1
x1
x1+1
x2
x2
· · · x2 x1+x2+1x1x2 x1 · · ·
1 1 1 1
(the rows of 0s are omitted); it is related to Gauss’s “Pentagramma Miri-
ficum”, his study of self-dual spherical pentagons, published posthumously,
see [15].
The unimodular relation makes it possible to reconstruct the table from
its two lines: the line of [Vi, Vi+1] = 1 and the next line of [Vi−1, Vi+1] =
ai. These two equations are equivalent to the second-order linear recursive
relation
Vi+1 = aiVi − Vi−1. (12)
By the above arguments, an n-periodic sequence ai defines an antiperiodic
sequence Vi if and only if the (n− 1)-st line of the table consists of ones.
Equation (12) is a discrete analog of Hill’s differential equation V ′′(t) =
p(t)V (t), with the sequence ai playing the role of the potential p(t). Hence
the theory of friezes is a discretization of the theory of Hill’s equation whose
solutions are anti-periodic, see [28].
The frieze contains information about the cross-ratio coordinates ci of the
respective closed ideal polygon (pi).
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Lemma 3.13. One has
ci =
1
aiai+1
and ai =
√
c[n]
cici+2 · · · ci−1 =
ci+1ci+3 · · · ci−2√
c[n]
.
Proof. One has
ci = [pi, pi+1, pi−1, pi+2] =
[Vi, Vi−1][Vi+1, Vi+2]
[Vi, Vi+2][Vi+1, Vi−1]
=
1
aiai+1
,
which is the first equality. To obtain the second one, solve for ai, using the
fact that n is odd.
In terms of the entries of the first non-trivial row, the entries of a frieze
pattern are given by the continuants
Ki,j =
∣∣∣∣∣∣∣∣∣∣
ai 1 0 0 . . . 0
1 ai+1 1 0 . . . 0
. . . . . . . . . . . . . . . . . .
. . . . . . . . . 1 aj−1 1
. . . . . . . . . 0 1 aj
∣∣∣∣∣∣∣∣∣∣
.
In particular, Ki,n−3+i = 1 and Ki,n−2+i = 0 (the last two rows of the frieze).
These continuants are related to the ones introduced in Section 3.1 as follows.
Lemma 3.14. One has
Di,j−1 =
1
ai . . . aj
Ki,j.
Proof. Substitute ci = 1/aiai+1 to the formula for Di,j−1 and multiply the
i-th row and the i-th column by
√
ai.
This is consistent with Lemma 3.4: the relation Di,n−3+i = 0 for closed
polygons is equivalent to Ki,n−2+i = 0.
Likewise, consider the discrete Hill equation (12) with n-periodic coeffi-
cients ai. Starting with the initial conditions V0 = (1, 0)
T , V1 = (0, 1)
T , one
constructs a twisted polygon in K2 that projects to a twisted n-gon in P1:( 1, 0, −1, −a2, −a2a3 + 1, −a2a3a4 + a4 + a2,
0, 1, a1, a1a2 − 1, a1a2a3 − a3 − a1, a1a2a3a4 − a3a4 − a1a4 − a1a2 + 1,
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−a2a3a4a5 + a4a5 + a2a5 + a2a3 − 1, . . .
a1a2a3a4a5 − a3a4a5 − a1a4a5 − a1a2a5 − a1a2a3 + a5 + a3 + a1, . . .
)
The entries are the continuants K1,m and −K2,m.
Since each next vector is obtained from the previous two by the recurrence
(12), the monodromy matrix of this twisted polygon is
M ′n =
(
0 −1
1 a1
)(
0 −1
1 a2
)
. . .
(
0 −1
1 an
)
.
Lemma 3.15. Up to scaling and conjugation, the matrix Mn from Lemma
3.2 and the matrix M ′n coincide.
Proof. Since ci−1 = 1/ai−1ai, we decompose(
0 ci−1
−1 1
)
=
( 1
ai−1
0
0 −1
)(
0 1
ai
1 −1
)
,
regroup, and multiply(
0 1
ai
1 −1
)(
1
ai
0
0 −1
)
=
(
0 − 1
ai
1
ai
1
)
∼
(
0 −1
1 ai
)
.
This implies the result.
4 Integrability on the moduli space of twisted
polygons
4.1 Main Theorem 1
The main result of this section is that the relation
α∼ on the moduli space
Tn of twisted ideal polygons is Liouville integrable. We shall formulate this
theorem here; its proof occupies the rest of the section.
Consider the following Poisson structure on (K∗)n:
{ci, ci+1}α = cici+1(ci + ci+1 − α).
{ci, ci+2}α = cici+1ci+2.
(13)
The values that are not mentioned explicitly are either zero or follow by the
skew-symmetry from those mentioned. For example, {ci, ci−2}α = −ci−2ci−1ci.
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Recall that
Fk =
∑
|I|=k
cI , I cyclically sparse.
Introduce two functions, one of which is defined only for n even:
Eα =
1
c[n]
 bn2 c∑
k=0
(−1)kFkα−k
2 ,
ceven
codd
=
c2c4 · · · cn
c1c3 · · · cn−1 for n even.
For an even n we have Fn
2
= ceven + codd. The geometric meaning of the
quotient ceven/codd (the alternating perimeter) is described in Section 5.3.
Main Theorem 1. The relation
α∼ on the moduli space Tn of twisted ideal
polygons is completely integrable in the following sense:
1. The Poisson structure (13) is invariant under
α∼. The functions c[n],
F1, . . . , Fbn
2
c are independent and invariant under
α∼.
2. For n odd, the Poisson structure (13) has corank 1, and the function
Eα is its Casimir. The integrals
F 2k
c[n]
, k = 1, . . . n−1
2
pairwise commute
and form, together with Eα, an independent system of functions.
3. For n even, the Poisson structure (13) has corank 2, with Casimirs Eα
and ceven
codd
. The integrals
F 2k
c[n]
, k = 1, . . . n−2
2
pairwise commute and form,
together with Eα and
ceven
codd
, an independent system of functions.
4. The space of Hamiltonian vector fields of the integrals does not depend
on the choice of the Poisson structure in the family (13).
This complete integrability theorem has strong dynamical consequences
implied by the Arnold-Liouville theorem, see, e.g., [4].
Namely, the moduli space of twisted ideal polygons Tn is foliated by the
level surfaces of the Casimir functions; this symplectic foliation has codimen-
sion 1 if n is odd, and codimension 2 if n is even. The symplectic leaves are
foliated by the level surfaces of the remaining integrals, the leaves are La-
grangian submanifolds of the symplectic leaves and they are invariant under
α∼. If n = 2k + 1 then these Lagrangian leaves have dimension k, and if
n = 2k then they have dimension k − 1.
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The commuting Hamiltonian vector fields of the integrals give a locally
free action of the Abelian Lie algebra Rk, if n = 2k+ 1, and Rk−1, if n = 2k.
This gives each leaf an affine structure, and the map
α∼ is a parallel translation
in this affine structure. In particular, one has a Poncelet-style result: if a
point of a Lagrangian leaf is periodic, then all points of this leaf are periodic
with the same period.
4.2 Conjugacy of the Lax matrices
The following theorem explains the name Lax matrix for Aλ(P).
Theorem 2. If P
α∼ Q, then for all λ 6= α−1 the matrices Aλ(P) and Aλ(Q)
are conjugate. Namely, we have
Aλ(Q) = A
−1
µ (p1, q1)Aλ(P)Aµ(p1, q1) with µ =
1− α
1− αλ,
provided that in (4) the same representative M of the monodromy is chosen
for P and for Q.
Proof. The proof relies on Lemma 4.1 below. Substitute the formula from
this lemma into the definition of Aλ(Q). After some cancellations, we get
Aλ(Q) = M
−1A−1µ (pn+1, qn+1)Aλ(pn, pn+1) · · ·Aλ(p1, p2)Aµ(p1, q1)
= M−1A−1µ (pn+1, qn+1)MAλ(P)Aµ(p1, q1) = A
−1
µ (p1, q1)Aλ(P)Aµ(p1, q1),
as claimed.
Lemma 4.1. Let [pi, pi+1, qi, qi+1] = α ∈ K∗ \ {1} and let λ ∈ K∗ \ {α−1}.
Put µ = 1−α
1−αλ . Then we have
Aλ(qi, qi+1) = A
−1
µ (pi+1, qi+1)Aλ(pi, pi+1)Aµ(pi, qi).
This is slightly stronger than the corresponding identity for loxodromic
transformations Lλ and Lµ because the latter implies the identity for matrices
only up to scaling.
Lemma 4.1 can be proved by a direct computation. In the Appendix we
give a less direct but more conceptual proof, based on special collections of
loxodromic transformations along the edges of an ideal tetrahedron.
In the case of closed polygons, all of the above results are applicable, and
some of the proofs are simplified.
Theorem 2 implies the following proposition.
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Proposition 4.2. If P
α∼ Q, and P is α-related exactly to two different
ideal polygons, then Q is also α-related to exactly two different (possibly
degenerate) ideal polygons. That is, a 2 − 2 dynamics cannot end with a
polygon α-related to one or infinitely many other polygons, but can only end
with a degenerate polygon.
Proof. We are given that Lα−1(P) is a loxodromic transformation, and we
want to show that so is Lα−1(Q). A Mo¨bius transformation is a loxodromic
transformation if and only if a matrix that represents it has distinct eigen-
values (whose ratios are the reciprocal derivatives of the transformation at
its fixed points).
Thus Aα−1(P) has distinct eigenvalues, say, t1 and t2. According to The-
orem 2, Aλ(P) is conjugate to Aλ(Q) for all λ 6= α−1. The eigenvalues of
Aλ(Q) depend continuously on λ, so taking limit λ→ α−1, we conclude that
the eigenvalues of Aα−1(Q) are also equal to t1 and t2. Hence Lα−1(Q) is a
loxodromic transformation.
4.3 Bianchi permutability
In this section we show that, properly understood, the 2-2 correspondences
α∼ and β∼ commute.
Theorem 3. Let P,Q, and R be three twisted polygons such that P
α∼ Q
and P
β∼ R. There exists a twisted polygon S such that Q β∼ S and R α∼ S.
Proof. By Lemma 2.6 we have
Lα−1(P)(q1) = q1, Lβ−1(P)(r1) = r1.
On the other hand, Theorem 2 implies
Lβ−1(Q) = L
−1
µ (p1, q1)Lβ−1(P)Lµ(p1, q1), µ =
1− α
1− αβ−1 ,
Lα−1(R) = L
−1
µ′ (p1, r1)Lα−1(P)Lµ′(p1, r1), µ
′ =
1− β
1− βα−1 .
It follows that the points
s1 = L
−1
µ (p1, q1)(r1), s
′
1 = L
−1
µ′ (p1, q1)(r1)
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are fixed points of the transformations Lβ−1(Q) and Lα−1(R), respectively.
Thus they give rise to n-gons S and S′ such that Q
β∼ S and R α∼ S′.
In order to prove that S = S′, it suffices to show that s1 = s′1: the
coincidence of the other vertices follows from the conjugation identity of
Lemma 4.1. By Lemma 2.3 we have
[p1, q1, r1, s1] = µ, [p1, r1, q1, s
′
1] = µ
′.
Since µ+ µ′ = 1, the points s1 and s′1 coincide.
See Appendix A.3 for an alternative proof of Bianchi permutability.
4.4 Integrals
Theorem 2 implies that for P
α∼ Q we have trAλ(P) = trAλ(Q). The trace
is a polynomial in λ, and its coefficients are integrals, shared by the maps
α∼
for all values of α. Under a projective transformation of P the matrix Aλ(P)
goes to a conjugate one and preserves its trace. Hence these integrals will be
projectively invariant and expressible in terms of our chosen coordinates on
the moduli space of polygons
ci = [pi, pi+1, pi−1, pi+2] =
(pi−1 − pi)(pi+1 − pi+2)
(pi−1 − pi+1)(pi − pi+2) .
In order to remove dependence on the choice of a matrix M represent-
ing the monodromy, instead of the trace we consider the normalized trace,
tr2M/detM .
Theorem 4. For a closed or twisted polygon P, we have
tr2Aλ(P)
detAλ(P)
=
1
c[n]λn
 bn2 c∑
k=0
(−1)kFk(c)λk
2 , (14)
where, as in (9),
Fk(c) =
∑
|I|=k
cI , I ⊂ [n] cyclically sparse.
Comparing Theorems 1 and 4, we see that the normalized trace of the
monodromy of a twisted polygon P equals the normalized trace of the Lax
matrix A1(P). This observation will be expanded in Theorem 6 below.
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Proof of Theorem 4 for closed polygons. Let us use a shorthand notation for
differences: p
(t)
i = pi − pi+t. In particular, in this notation, we have
ci =
p
(1)
i−1p
(1)
i+1
p
(2)
i−1p
(2)
i
. (15)
Observe that
Aλ(pi, pi+1) =
1
p
(1)
i
(Bi − λCi), (16)
where
Bi =
(
pi
1
)(
1 −pi+1
)
, Ci =
(
pi+1
1
)(
1 −pi
)
.
Expanding the product of (16), we obtain
Aλ(P) =
1
p
(1)
1 · · · p(1)n
n∑
k=0
(−1)kλk
∑
|I|=k
ΠI , (17)
where, for any subset I ⊂ [n], we use the notation
ΠI = XnXn−1 · · ·X1, Xi =
{
Bi, if i /∈ I,
Ci, if i ∈ I
.
Note that CiCi−1 = 0 for all i. Therefore we can assume that I =
{i1, . . . , ik} with is+1 > is + 1: the subset I is sparse. We are only interested
in the trace of the matrix ΠI , and the trace is invariant under cyclic permu-
tations of the indices. In particular, tr(ΠI) = 0 if I contains both 1 and n,
so that I can be assumed cyclically sparse.
Permute the factors of ΠI cyclically in the following way:
Π′I = (Bi1−1 · · ·Bik+1Cik) · · · (Bi2−1 · · ·Bi1+1Ci1).
(The indices go in the decreasing order and are taken modulo n.) Compute
Bj−1 · · ·Bi+1Ci = p(2)j−2 · · · p(2)i+1p(1)i+1
(
pj−1
1
)(
1 −pi
)
.
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Substituting this into the above formula we obtain
Π′I = (p
(2)
i1−2 · · · p(2)ik+1p
(1)
ik+1
) · · · (p(2)i2−2 · · · p(2)i1+1p(1)i1+1)·
·
(
pi1−1
1
)(
1 −pik
) · · ·(pi2−1
1
)(
1 −pi1
)
=
p
(2)
1 · · · p(2)n
p
(2)
i1−1p
(2)
i1
· · · p(2)ik−1p
(2)
ik
p
(1)
i1+1
· · · p(1)ik+1p
(1)
i2−1 · · · p(1)ik−1
(
pi1−1
1
)(
1 −pi1
)
The trace of the “column times row” matrix on the very right is p
(1)
i1−1. It
follows that
tr(ΠI) = tr(Π
′
I) = p
(2)
1 · · · p(2)n cI .
From (17) we obtain
tr(Aλ(P)) =
p
(2)
1 · · · p(2)n
p
(1)
1 · · · p(1)n
bn
2
c∑
k=0
(−1)kλk
∑
|I|=k
cI , I cyclically sparse.
To identify the factor before the sum, compute, using (15):
c[n] =
p
(1)
0 p
(1)
1
(
p
(1)
2 · · · p(1)n−1
)2
p
(1)
n p
(1)
n+1
p
(2)
0
(
p
(2)
1 · · · p(2)n−1
)2
p
(2)
n
=
(
p
(1)
1 · · · p(1)n
p
(2)
1 · · · p(2)n
)2
.
It remains to recall that detAλ(p, q) = λ, so detAλ(P) = λ
n, and the theorem
is proved.
Proof of Theorem 4 for twisted polygons. Similarly to (17), we have
tr(Aλ(P)) =
n∑
k=0
(−1)kλk
∑
|I|=k
tr
(
M−1Xn · · ·X1
p
(1)
1 · · · p(1)n
)
,
where Xi = Ci or Bi according as i ∈ I or not, and Bi, Ci are as in (16). We
claim that
tr
(
M−1Xn · · ·X1
p
(1)
1 · · · p(1)n
)
= tr
(
M−1Xi+n · · ·Xi+1
p
(1)
i+1 · · · p(1)i+n
)
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for every i, where we put Xi+n = Bi+n iff Xi = Bi. Indeed, due to
M−1Aλ(pi, pi+1) = Aλ(pi−n, pi+1−n)M−1,
we have
M−1Bi
p
(1)
i
=
Bi−nM−1
p
(1)
i−n
,
M−1Ci
p
(1)
i
=
Ci−nM−1
p
(1)
i−n
,
which implies
M−1Xn · · ·X1
p
(1)
1 · · · p(1)n
=
X0M
−1Xn−1 · · ·X1
p
(1)
0 · · · p(1)n−1
.
Moving X0 to the end of the product, conjugates the matrix and therefore
does not change the trace.
If I = {i1 < · · · < ik}, then shift the indices as follows:
Π′I = (Bi1+n−1 · · ·Bik+1Cik) · · · (Bi2−1 · · ·Bi1+1Ci1).
The difference from the case of closed polygons is that the indices are not
taken modulo n. It follows that
Π′I =
p
(2)
i1−1 · · · p(2)i1+n−2
p
(2)
i1−1p
(2)
i1
· · · p(2)ik−1p
(2)
ik
p
(1)
i1+1
· · · p(1)ik+1p
(1)
i2−1 · · · p(1)ik−1
(
pi1+n−1
1
)(
1 −pi1
)
.
For M =
(
a b
c d
)
we have
M
(
z
1
)
= (cz + d)
(
az+b
cz+d
1
)
.
Therefore the following holds for every i:
M−1
(
pi+n
1
)
=
1
cpi + d
(
pi
1
)
.
Combining this with the previous computations we obtain
tr
(
M−1Xn · · ·X1
p
(1)
1 · · · p(1)n
)
= tr
(
M−1Π′I
p
(1)
i1
· · · p(1)i1+n−1
)
=
1
cpi1−1 + d
· p
(2)
i1−1 · · · p(2)i1+n−2
p
(1)
i1
· · · p(1)i1+n−1
· p
(1)
i1−1p
(1)
i1+1
· · · p(1)ik−1p
(1)
ik+1
p
(2)
i1−1p
(2)
i1
· · · p(2)ik−1p
(2)
ik
=
1
cpi1−1 + d
· p
(2)
i1−1 · · · p(2)i1+n−2
p
(1)
i1
· · · p(1)i1+n−1
cI ,
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which we rewrite as
tr
(
M−1Xn · · ·X1
p
(1)
1 · · · p(1)n
)
= xi1cI , xi =
1
cpi−1 + d
p
(2)
i−1 · · · p(2)i+n−2
p
(1)
i · · · p(1)i+n−1
.
Let us show that xi is independent of i. Indeed, with the help of
p
(t)
i+n
p
(t)
i
=
api+b
cpi+d
− api+t+b
cpi+t+d
pi − pi+t =
(ad− bc)pi − (ad− bc)pi+t
(cpi + d)(cpi+t + d)(pi − pi+t)
=
detM
(cpi + d)(cpi+t + d)
,
we compute
xi+1
xi
=
cpi−1 + d
cpi + d
· p
(2)
i+n−1
p
(2)
i−1
· p
(1)
i
p
(1)
i+n
= 1.
Taking into account
c[n] =
p
(1)
0 p
(1)
1
(
p
(1)
2 · · · p(1)n−1
)2
p
(1)
n p
(1)
n+1
p
(2)
0
(
p
(2)
1 · · · p(2)n−1
)2
p
(2)
n
,
we obtain
x21 =
1
(cp0 + d)2
(p
(2)
0 · · · p(2)n−1)2
(p
(1)
1 · · · p(1)n )2
=
1
(cp0 + d)2c[n]
·p
(1)
n+1
p
(1)
1
·p
(1)
0
p
(1)
n
·p
(2)
0
p
(2)
n
=
detM−1
c[n]
.
It follows that
tr2Aλ(P) =
detM−1
c[n]
 bn2 c∑
k=0
(−1)kλkFk(P)
2 .
Combined with
detAλ(P) = λ
n detM−1,
this implies the theorem.
Corollary 4.3. The polynomials c[n] and Fk(c), k = 1, . . . ,
⌊
n
2
⌋
are integrals
of the relation
α∼.
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Proof. From Theorem 2 we know that the coefficients of the (Laurent) poly-
nomial on the right hand side of (14) are integrals of
α∼. The coefficient of
this polynomial at λ−n is c−1[n] , therefore c[n] is an integral. The coefficient at
λk−n has the form c−1[n] ((−1)k2Fk + terms in F<k); therefore, by induction, all
Fk are integrals.
4.5 Independence of the integrals
A collection of functions is said to be independent on a subset of their com-
mon domain if their differentials are linearly independent at every point of
this set.
Theorem 5. The functions c[n] and Fk(c), k = 1, . . . ,
⌊
n
2
⌋
are independent
on a Zariski open subset Tn.
Proof. The argument is a simplified version of the proof of a similar statement
for the monodromy integrals of the pentagram map in [30], see also [27].
Consider an (bn/2c + 1) × n matrix M whose columns are the gradient
vectors ∇F1,∇F2, . . . ,∇Fbn/2c,∇c[n]. The jth row of M consists of the first
partial derivatives with respect to cj of the functions F1, . . . , Fbn/2c, c[n].
The integrals are polynomial functions, therefore it suffices to show that
M has the maximal rank bn/2c+ 1 at some point: the rank is maximal in a
Zariski open set.
We estimate rk M at a special point
c1 = ε, c2 = ε
2, . . . , cn = ε
n
by identifying its non-degenerate square submatrix.
To prove that this square matrix is non-degenerate, we divide each column
by the highest power of ε that divides all its entries and then let ε→ 0. We
show that the limiting matrix is non-degenerate, and since the rank may
only drop at a special value (zero) of the parameter ε, we conclude that rk
M = bn/2c+ 1 almost everywhere.
To implement this argument, delete the even rows 2, 4, 6, . . . , 2(b(n− 1)/2c)
from M and call the resulting square matrix M ′. The entries of M ′ (except
for the last column) are the first partial derivatives of the functions Fk with
respect to the variables cj with j odd.
Start with the last column of M ′. Its jth entry is c[n]/cj, and the lowest
exponent of ε, namely, n(n − 1)/2, is attained in the last row. Divide the
entries by εn(n−1)/2 and let ε→ 0. The last column becomes (0, . . . , 0, 1)T .
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Next, consider the column before the last. The term on or above the
diagonal that has the lowest exponent of ε is c{1,3,...,2(bn/2c)−3}, and it occurs
on the diagonal. Dividing by the respective power of ε and taking limit
ε→ 0, this column becomes (0, . . . , 0, 1, ∗)T .
Continuing in the same way, each time the lowest power of ε among
the terms on and above the diagonal occurs on the diagonal. Dividing by
the respective power of ε and taking limit ε → 0, we turn M ′ into a lower-
triangular matrix with ones on the diagonal. Therefore M ′ is non-degenerate,
as needed.
4.6 Extended dynamics and monodromy integrals
Let us describe the relation
α∼ in terms of auxiliary coordinates.
Lemma 4.4. Let P and Q be two twisted or closed polygons such that P
α∼ Q.
Set
ci = [pi, pi+1, pi−1, pi+2], xi = [pi, pi+1, pi−1, qi],
di = [qi, qi+1, qi−1, qi+2], yi = [qi, qi+1, qi−1, pi].
Then we have
ci = αxi(1− xi+1), di = αyi(1− yi+1), xi + yi = 1. (18)
Conversely, for any x ∈ (K \ {0, 1})n and any α ∈ K \ {0, 1}, the num-
bers ci and di given by formulas (18) define a pair P
α∼ Q, unique up to a
simultaneous projective transformation.
Proof. The multiplicativity of the cross-ratio and the relation P
α∼ Q imply
[pi, qi, pi−1, pi+1] = [pi, qi, pi−1, qi−1][pi, qi, qi−1, qi+1][pi, qi, qi+1, pi+1]
= (1− α)[pi, qi, qi−1, qi+1] 1
1− α = [pi, qi, qi−1, qi+1].
Using the action of the permutations of the variables on the cross-ratio, this
equation rewrites as
1− 1
1− xi = 1−
1
yi
,
which implies xi + yi = 1.
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In a similar way we have
ci = [pi, pi+1, pi−1, qi][pi, pi+1, qi, qi+1][pi, pi+1, qi+1, pi+2] = xiα(1− xi+1),
and similarly, replacing c with d, x with y, and exchanging p and q.
Let us prove the second statement of the lemma. For given x and α,
compute the n-tuple c1, . . . , cn and extend it to a periodic doubly infinite
sequence. This sequence defines a projective class of a twisted n-gon. Let P
be a representative of this class. Then the n-tuple x1, . . . , xn determines an
n-periodic doubly infinite sequence of points qi.
We claim that Q = (qi) is a twisted polygon with the same monodromy
as P. Indeed, from Φ(pi) = pi+n and xi = [pi, pi+1, pi−1, qi], it follows that
Φ(qi) = qi+n. Thus we have a pair of twisted polygons P and Q with the
same monodromy (in the special case when the monodromy is the iden-
tity, the polygons are closed). The equation ci = αxi(1 − xi+1) implies
[pi, pi+1, qi, qi+1] = α, thus we have P
α∼ Q.
Observe that scaling (ci) and (di) simultaneously by t yields two tα-related
sequences of cross-ratios. This serves an alternative source of integrals and
provides an alternative proof of Corollary 4.3.
Theorem 6. Let M be a monodromy matrix of a twisted polygon. The
homogeneous components of the normalized trace tr2M/detM are integrals
of the relation
α∼.
Proof. For a given pair P
α∼ Q, let c and d be the corresponding sequences of
cross-ratios. Denote the normalized trace of the monodromy by F (c). Since
P and Q have the same monodromy, we have F (c) = F (d).
At the same time, Lemma 4.4 implies that there exist twisted polygons
Pt
tα∼ Qt with the cross-ratio sequences tc and td respectively. It follows that
F (tc) = F (td) for all t, implying that the homogeneous components of F (c)
are equal to the respective homogeneous components of F (d).
Since the function F (c) is given by the right hand side of (8), Theorem 6
implies that c[n] and Fk(c) are integrals.
Let us reformulate the statement of Theorem 6. Given a projective equiv-
alence class of a twisted polygon P with the cross-ratios c, let Pt be the
projective equivalence class of the twisted polygon whose cross-ratios equal
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tc, and let Mt denote the monodromy of Pt. Since the polynomials Fk are of
degree k, one has
trMt√
detMt
=
bn
2
c∑
k=0
(−1)ktk−n2 Fk√
c[n]
. (19)
4.7 Extended dynamics and exceptional polygons
Recall Lemma 2.6 and Corollary 2.7: for an ideal polygon P the number of
polygons Q such that P
α∼ Q is equal to 1, 2, or ∞, according to whether
the Lax matrix Lα−1(P) is parabolic, non-parabolic, or the identity. (We
consider only the complex case.) Due to the Mo¨bius invariance, the type
of the Lax matrix depends only on the cross-ratios c of P. In this section
we describe the exceptional polygons (those having one or infinitely many
α-related polygons) in terms of c.
Let X = (C \ {0, 1})n and C = (C \ {0})n. Let piα : X → C be the map
given by the formulas of Lemma 4.4 that express c in terms of x:
piα(x) = c, where ci = αxi(1− xi+1).
The preimage of a point c ∈ C under pi−1α is found from the fixed points of
the composition of Mo¨bius maps
xi =
ci
α(1− xi+1) . (20)
Thus we can represent C as a disjoint union
C = C1(α) unionsq C2(α) unionsq C∞(α),
where Ci(α) = {c ∈ C | |pi−1α (c)| = i}.
Lemma 4.5. One has c ∈ Ci(α) if and only if an ideal polygon with cross-
ratios c is α-related to i ideal polygons (possibly degenerate).
Proof. We use Lemma 4.4. The complex number xi determines the position
of the point qi with respect to the points pi−1, pi, pi+1. Thus for every poly-
gon P with cross-ratios c the polygons α-related to P are in a one-to-one
correspondence with the elements of pi−1α (c).
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Theorem 7. Let P be a twisted or closed n-gon with cross-ratio coordinates
c1, . . . , cn, and let α ∈ C \ {0, 1}. Then the following holds.
There are infinitely many n-gons α-related to P if and only if the cross-
ratios α−1c1, . . . , α−1cn determine a projective equivalence class of closed
polygons, that is, the numbers α−1c1, . . . , α−1cn satisfy the equations
Di,n−3+i(α−1c) = 0 (21)
with Di,j as in Section 3.1.
There is exactly one n-gon α-related to P if and only if the cross-ratios
α−1c1, . . . , α−1cn determine a projective equivalence class of a twisted polygon
with parabolic monodromy, that is if and only if
1
c[n]
 bn2 c∑
k=0
(−1)kαn2−kFk(c)
2 = 4 (22)
and not all of the equations Di,n−3+i(α−1c) = 0 are satisfied.
Note that equations (21) imply equation (22) as was shown in Section
3.2.
Proof. The composition of maps (20) corresponds to the product of matrices
M(α−1c) =
(
0 α−1c1
−1 1
)
· · ·
(
0 α−1cn
−1 1
)
,
which is the monodromy of a polygon with cross-ratios α−1c. Thus the car-
dinality of the preimage pi−1α (c) is ∞ or 1 if this monodromy is, respectively,
the identity or parabolic. Lemma 3.4 and Corollary 3.7 give necessary and
sufficient conditions of triviality and parabolicity of the monodromy.
Lemma 4.6. The infinite fiber pi−1α (c) for c ∈ C∞(α) consists of points with
the coordinates xi = [pi, pi+1, pi−1, z], where P is any polygon with cross-ratios
α−1c, and z is any point in CP1.
Proof. A point in pi−1α (c) is uniquely determined by any one of its coordinates.
Further, for xi given by the formula in the lemma we have
αxi(1− xi+1) = α[pi, pi+1, pi−1, z][pi+1, pi, pi+2, z]
= α[pi, pi+1, pi−1, z][pi, pi+1, z, pi+2] = α[pi, pi+1, pi−1, pi+2] = ci,
as needed.
39
We apply Theorem 7 in Section 7 to give examples of closed n-gons α-
related to infinitely many other closed n-gons.
4.8 Second set of auxiliary variables
In the space X = (C \ {0, 1})n perform the following change of variables:
ui =
1
xi
− 1, xi = 1
1 + ui
.
Then u ∈ (C\{0,−1})n, and the projection piα writes in the new coordinates
as
ci =
αui+1
(1 + ui)(1 + ui+1)
=
α
(1 + ui)(1 +
1
ui+1
)
.
The coordinates ui will play an important role in the description of Poisson
structures on Tn and Pn. In this section we will use them to describe the
union of infinite fibers X∞.
Lemma 4.7. Under the above substitutions we have
Di,j(α
−1c) =
1 + ui + uiui+1 + · · ·+ u[i,j+1]
(1 + ui)(1 + ui+1) · · · (1 + uj+1) ,
tr2M(α−1c)
detM(α−1c)
=
(1 + u[n])
2
u[n]
.
Proof. The first formula is proved by induction on j using the recurrence
(6). The second formula follows from the first one and the equation trM =
D1,n−1 − α−1cD2,n−2.
Proposition 4.8. In the coordinates ui the union of the infinite fibers pi
−1
α (C∞(α))
is the solution set of the following system of equations:
1 + ui + uiui+1 + · · ·+ u[i,i+n−2] = 0, (23)
u[n] = 1. (24)
Any two equations (23) for consecutive i imply the rest. Any equation (23)
together with equation (24) implies the rest.
Proof. The fact that the union of infinite fibers is the solution set of (23)
follows from Theorem 7 and Lemma 4.7. Equation (24) follows from them
because it expresses the parabolicity of the monodromy M(α−1c).
The statements about the mutual dependence of the equations are easily
checked, and we leave it to the reader.
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4.9 Poisson structures
The following pair of Poisson brackets appears in the study of the Volterra
lattice, see [32] and the book [33]. These brackets are compatible, that is,
any linear combination of them is also a Poisson bracket:
{ci, ci+1}1 = cici+1
{ci, ci+1}2 = cici+1(ci + ci+1)
{ci, ci+2}2 = cici+1ci+2
(25)
(As we mentioned earlier, the values that are not mentioned explicitly are
either zero or follow by the skew-symmetry from those mentioned.)
Theorem 8. The Poisson bracket
{·, ·}α−1 = {·, ·}1 − α−1{·, ·}2 (26)
is invariant with respect to the correspondence
α∼.
To prove this theorem, consider the commutative diagram that follows
from Lemma 4.4:
X X
C C
τ
piα piα
α∼
(27)
where τ(x) = y with yi = 1−xi. Our arguments are parallel to those in [13].
Consider the following Poisson bracket on the space X:
{xi, xi+1} = xi(1− xi)xi+1(1− xi+1). (28)
Lemma 4.9. The map piα is Poisson with respect to the bracket (28) on X
and (26) on C.
Proof. The proof is a direct computation. First compute the partial deriva-
tives of c with respect to x:
∂ci
∂xi
= α(1− xi+1), ∂ci
∂xi+1
= −αxi.
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It follows that
{ci−1 ◦ piα, ci ◦ piα} = ∂ci−1
∂xi−1
∂ci
∂xi
{xi−1, xi}+ ∂ci−1
∂xi
∂ci
∂xi+1
{xi, xi+1}
= α2(1−xi)(1−xi+1)xi−1(1−xi−1)xi(1−xi)+α2xi−1xixi(1−xi)xi+1(1−xi+1)
= α2xi−1xi(1− xi)(1− xi+1)(1− xi−1 − xi + xi−1xi + xixi+1)
= ci−1ci
(
1− ci−1 + ci
α
)
= {ci−1, ci}α−1 ,
{ci−1 ◦ piα, ci+1 ◦ piα} = ∂ci−1
∂xi
∂ci+1
∂xi+1
{xi, xi+1}
= −α2xi−1(1− xi+2)xi(1− xi)xi+1(1− xi+1)
= − 1
α
ci−1cici+1 = {ci−1, ci+1}α−1 ,
and the lemma is proved.
Proof of Theorem 8. It is easy to see that the bracket (28) is preserved by
the involution τ : xi 7→ 1 − xi. Lemma 4.9 and the commutative diagram
(27) imply that the bracket {·, ·}α−1 is preserved by the relation α∼.
We now proceed to showing that the integrals found in Section 4.4 are
in involution with respect to the bracket {·, ·}α−1 . For this we will use the
variables ui introduced in Section 4.8. The Poisson bracket (28) takes in
these variables the form
{ui, ui+1} = uiui+1, (29)
as can be easily checked.
Lemma 4.10. For every α ∈ C \ {0}, the function
Eα =
1
c[n]
 bn2 c∑
k=0
(−1)kαn2−kFk(c)
2
is a Casimir of the bracket (26).
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Proof. Since the map piα is Poisson, it suffices to show that the pullback of
this function to X via piα is a Casimir of the Poisson structure on X.
It is easily seen that the function u[n] on X is a Casimir of the bracket
(29). On the other hand, by Lemma 4.7 we have
Eα ◦ piα = 2 + u[n] + 1
u[n]
and the lemma follows.
Theorem 9. The functions
F 2k
c[n]
are in involution with respect to each of the
Poisson brackets (25).
Proof. Choose c ∈ C and choose one of the branches of the function √Eα
in its neighborhood. By Lemma 4.10, this function annihilates the Poisson
bracket {·, ·}α−1 . Denoting Ek(c) = Fk(c)√c[n] , we have, for all functions f : C → C
and for all α ∈ C \ {0},
0 =
f,
bn
2
c∑
k=0
(−1)kαn2−kEk(c)

α−1
=
f,
bn
2
c∑
k=0
(−1)kαn2−kEk(c)

1
− α−1
f,
bn
2
c∑
k=0
(−1)kαn2−kEk(c)

2
=
bn
2
c+1∑
k=0
(−1)kαn2−k({f, Ek}1 + {f, Ek−1}2),
where we put E−1 = Ebn
2
c+1 = 0. It follows that
{f, Ek}1 = −{f, Ek−1}2
for all f and k. This allows us to apply the Lenard-Magri scheme:
{Ek, El}1 = −{Ek, El−1}2 = {El−1, Ek}2 = −{El−1, Ek+1}1 = {Ek+1, El−1}1.
This implies {Ek, El}1 = {Ek+i, El−i}, which vanishes for i sufficiently large.
It also follows that {Ek, El}2 = 0. Thus the (globally defined) functions
E2k =
F 2k
c[n]
are in involution with respect to each of the two brackets, and the
theorem is proved.
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The space of the Hamiltonian vector fields obtained by the Lenard-Magri
scheme does not depend on the choice of the Poisson bracket in the pencil,
and one obtains the following corollary.
Corollary 4.11. The space of the Hamiltonian vector fields of the integrals
is independent on the choice of the Poisson structure in the pencil {·, ·}α.
We finish the proof of Main Theorem 1: what remains to be done is to
compute the rank of the Poisson structure and find all the Casimirs. At
the regular values of piα, the Poisson structure {·, ·}α−1 is equivalent to the
Poisson structure (28), which has the form (29) in the coordinates ui. A
logarithmic change of variables transforms this structure into a constant one
with the matrix ai,i+1 = 1, ai,i−1 = −1. This matrix has corank 1 for n odd
and corank 2 for n even.
One Casimir function for {·, ·}α−1 is provided by Lemma 4.10. For n even,
there is an additional Casimir. Let
codd = c1c3 · · · cn−1, ceven = c2c4 · · · cn.
Then we have
codd
ceven
◦ piα = xodd(1− x)even
xeven(1− x)odd =
uodd
ueven
.
It is not hard to see that both uodd and ueven are Casimirs of the bracket
(29), thus codd/ceven is a Casimir of {·, ·}α−1 .
Combined with Theorems 4, 5, 8, and 9, this completes the proof of Main
Theorem 1.
Remark 4.12. Corollary 4.11 provides another proof of Theorem 3 (Bianchi
permutability). According to this corollary, the affine structure on the La-
grangian leaves is independent of α. Therefore, for all values of α, the maps
Tα are parallel translations in the same affine coordinates, and hence they
commute.
5 Integrability on the moduli space of closed
polygons
5.1 Main Theorem 2
The moduli space of closed ideal n-gons is a codimension 3 subspace of the
moduli space of twisted ideal n-gons, invariant under the relations
α∼. Com-
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plete integrability of
α∼ on Tn does not automatically imply integrability of
its restriction to Pn. In this section we prove the following result.
Main Theorem 2. Almost every point of Pn lies on a bn−32 c-dimensional
submanifold, invariant under
α∼ and carrying an invariant affine structure.
The map
α∼ is a parallel translation with respect to this affine structure. This
foliation on invariant manifolds and the affine structures on its leaves is
independent of α.
As before, “almost every” means belonging to a dense open set.
5.2 Another set of integrals
Let us introduce the functions on the space P˜n:
G0(P ) = 2,
Gk(P ) =
∑
i1<···<ik
(pi1 − pik+1)(pi2 − pi1+1) · · · (pik − pik−1+1)
(pi1 − pi1+1)(pi2 − pi2+1) · · · (pik − pik+1)
, (30)
where k = 0, 1, . . . , bn/2c. In particular, G1 = n andG2 =
∑
i<j[pi, pj, pj+1, pi+1].
Note that for a non-sparse multiindex (i1, . . . , ik) the corresponding summand
in (30) vanishes.
Lemma 5.1. The functions Gk are projectively invariant and hence descend
on the moduli space Pn.
Proof. It is straightforward to check that Gk is invariant under parallel trans-
lations p 7→ p+ c, dilations p 7→ cp, and the inversion p 7→ 1/p.
The next theorem implies that the functions Gk are integrals of the rela-
tions
α∼.
Theorem 10. For a closed polygon P, we have
trAλ(P) =
bn
2
c∑
k=0
Gk(P)(λ− 1)k.
The two sets of integrals for closed polygons are related by the equations
Fl =
√
c[n]
bn
2
c∑
k=l
(−1)k
(
k
l
)
Gk, Gl =
1√
c[n]
bn
2
c∑
k=l
(−1)k
(
k
l
)
Fk
for every 0 ≤ l ≤ bn
2
c and for one of the two choices of the square root value.
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Proof. Observe that
Aλ(pi, pi+1) = Id +
1− λ
pi − pi+1Bi,
where
Bi =
(
pi+1 −pipi+1
1 −pi
)
=
(
pi+1
1
)(
1 −pi
)
.
Thus we have
Aλ(P) =
n∑
k=0
(1− λ)k
∑
i1<···<ik
Bik · · ·Bi1
(pik − pik+1) · · · (pi1 − pi1+1)
.
The k = 0 term is Id, therefore G0(P) = tr(Id) = 2. For k ≥ 1, one computes
Bik · · ·Bi1 =
(
pik+1
1
)(
1 −pik
) · · ·(pi2+1
1
)(
1 −pi2
)(pi1+1
1
)(
1 −pi1
)
= (pik−1+1 − pik) · · · (pi1+1 − pi2)
(
pik+1 −pi1pik+1
1 −pi1
)
,
which implies
tr(Bik · · ·Bi1) = (pi1+1 − pi2) · · · (pik+1 − pi1).
This allows us to compute trAλ(P) and leads to the formula stated in the
theorem.
Next, we prove the identities relating the two sets of integrals. Theorem
4 implies that
1√
c[n]
bn
2
c∑
k=0
(−1)kFkλk = tr(Aλ) =
bn
2
c∑
k=0
Gk(λ− 1)k.
Transform the right hand side:
bn
2
c∑
k=0
Gk(λ− 1)k =
bn
2
c∑
k=0
Gk
k∑
l=0
(
k
l
)
λl(−1)k−l =
bn
2
c∑
l=0
λl
bn
2
c∑
k=l
(−1)k−l
(
k
l
)
Gk.
This proves the first series of identities. The second series is proved similarly
after the substitution µ = 1− λ.
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5.3 Alternating perimeters
The integrals Gk can be interpreted in terms of the alternating perimeters of
ideal polygons. We refer to [29] for this material.
Consider an ideal even-gon. Its alternating perimeter is defined as follows.
Choose a decoration of the polygon, that is, a horocycle at every vertex.
Define the side length of the polygon as the signed distance between the
intersection points of the respective horocycles with this side; by convention,
if the two consecutive horocycles are disjoint then the respective distance is
positive. The alternating sum of the side lengths does not depend on the
decoration, see Figure 5.
Figure 5: Alternating perimeter of an ideal polygon.
Let P = (p1, . . . , p2m) be a decorated ideal 2m-gon, and let δi,j be the
above defined length of pipj. The λ-length is defined as
λi,j = e
δi,j/2.
Set
A(P) =
λ1,2λ3,4 · · ·λ2m−1,2m
λ2,3λ4,5 · · ·λ2m,1 ,
the exponent of the alternating semi-perimeter of P.
Lemma 5.2. One has
Gk(P) =
∑
i1<···<ik
(−1)kA−1(pi1 , pi1+1, . . . , pik , pik+1).
Proof. For a decorated ideal 2k-gon P, one has∏k
j=1(p2j−1 − p2j)∏k
j=1(p2j − p2j+1)
=
∏k
j=1 λ2j−1,2j∏k
j=1 λ2j,2j+1
,
see [29]. This implies the result. 2
For example, if n = 2m then ceven/codd = A
2(P) and Gm(P) = A(P) +
1/A(P). In fact, for even-gons, the next result holds.
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Lemma 5.3. If P
α∼ Q, then A(P) · A(Q) = 1.
Proof. We have(
1− 1
α
)n
=
n∏
i=1
[p2i−1, q2i; p2i, q2i−1] =
n∏
i=1
(p2i−1 − p2i)(q2i − q2i−1)
(p2i−1 − q2i−1)(q2i − p2i) ,
and (
1− 1
α
)n
=
n∏
i=1
[p2i, q2i+1; p2i+1, q2i] =
n∏
i=1
(p2i − p2i+1)(q2i+1 − q2i)
(p2i − q2i)(q2i+1 − p2i+1) .
Hence the ratio of the right hand sides of the equations is equal to 1. 2
5.4 Restriction of the integrals to the space of closed
polygons
The moduli space Pn has codimension 3 in Tn. After restriction to Pn, the
integrals Fk and c[n] become functionally dependent. Likewise, their differen-
tials along Pn (considered as 1-forms in Tn) also become linearly dependent.
The following theorem makes this precise.
Theorem 11. The restrictions of the integrals Fk to Pn satisfy the relations
bn
2
c∑
k=0
(−1)kFk = 2√c[n],
bn
2
c∑
k=0
(−1)k(n− 2k)Fk = 0. (31)
Also, along Pn one has a linear relation between the differentials of the inte-
grals
d
 1√
c[n]
bn
2
c∑
k=0
(−1)kFk
 = 0. (32)
On an open dense subset of Pn, these are the only relations between the
integrals and their differentials.
Proof. The second of equations (31) was proved in Lemma 3.9. The first one
follows from G0 = 2 and expression of G0 in terms of Fi obtained in Theorem
10.
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Note that Theorem 10 together with G1 = n implies
bn
2
c∑
k=1
(−1)kkFk = n√c[n],
which is a linear combination of equations (31).
In the proof of Theorem 1 we established the following polynomial iden-
tity:
bn
2
c∑
k=0
(−1)kFk =
∑
I	sparse
(−1)|I|cI = Di+1,i+n−1 − ciDi+2,i+n−2.
It follows that
∂
∂ci
 1√
c[n]
bn
2
c∑
k=0
(−1)kFk
 = − 1
2ci
√
c[n]
bn
2
c∑
k=0
(−1)kFk − 1√
c[n]
Di+2,i+n−2
= − 1
2ci
√
c[n]
(Di+1,i+n−1 + ciDi+2,i+n−2)
= − 1
2ci
√
c[n]
(Di+1,i+n−1 −Di,i+n−2 +Di+1,i+n−2).
The cross-ratios of a closed polygon satisfy Di+1,i+n−2 = 0 and Di+1,i+n−1 =
Di,i+n−2 (see Lemma 3.4 and Lemma 3.8). It follows that the above partial
derivative vanishes at Pn, which proves equation (32).
Next, we show that (32) is the only relation between the differentials of the
integrals, considered as covectors in Tn. It suffices to show that dF1, . . . , dFbn
2
c
are linearly independent in an open dense set. The argument is similar to
the one in the proof of Theorem 5, with the important difference that only
n− 3 of the variables ci are independent.
Set
c1 = ε, c2 = ε
2, . . . , cn−3 = εn−3. (33)
Let us call the greatest power of ε that divides a polynomial in variables
cj its height. The height of zero is infinite.
We claim that the heights of the remaining variables, cn−2, cn−1, and cn
are, respectively, 1, (n− 3)(n− 2)/2, and 1.
Indeed, due to Lemma 3.4 and formula (6), one has
0 = D1,n−2 = D1,n−3 − cn−2D1,n−4,
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hence cn−2 = D1,n−3/D1,n−4. By (33), both the numerator and denominator
have height 1, and the claim about cn−2 follows.
Likewise,
0 = D0,n−3 = D1,n−3 − cnD2,n−3,
hence cn = D1,n−3/D2,n−3, having height 1 as well.
Finally,
0 = D2,n−1 = D2,n−2 − cn−1D2,n−3,
hence cn−1 = D2,n−2/D2,n−3. One has
D2,n−2 = D2,n−3 − cn−2D2,n−4 = D2,n−3D1,n−4 −D1,n−3D2,n−4
D1,n−4
.
The denominator has height 1; as to the numerator, Lemma 3.3 with n
replaced by n − 3, along with Lemma 3.2, imply that the numerator equals
c1c2 . . . cn−3, and this implies the claim about cn−1.
For the last step, alternatively, one can use the identity satisfied by con-
tinuants (see [24], item 554):
D1,mDi,j −D1,jDi,m = −ci−1 . . . cj+1D1,i−2Dj+2,m. (34)
Next we consider the bn
2
c × n matrix whose columns are the gradients of
the integrals Fi and whose rows are their first partial derivatives with respect
to the variables cj. This matrix is evaluated along Pn.
The cases of even and odd n differ slightly. Let us consider the case of
n = 2k in detail.
Reduce the matrix to a square k×k one by retaining the rows 1, 2, 4, 6, . . . , n−
2. As before, we start with the last column and go leftward. In each consec-
utive column, we identify the terms with the smallest height, divide by the
respective power of ε, and take limit as ε→ 0.
The entries of the last, kth, column are ∂(ceven)/∂cj with j ∈ {2, 4, 6, . . . , n−
2} and ∂(codd)/∂c1, and the smallest height is attained for j = n − 4. Thus
the last column will have 1 as (n−4)th entry and the rest zeros. Subtracting
this column from the columns left of it, we may ignore their (n−4)th entries.
Similarly, consider the next, (k − 1)st, column. Ignoring its (n − 4)th
entry, it has 1 as (n− 6)th entry and the rest zeros. Again, subtracting the
two rightmost columns from the columns left of them, we may ignore their
(n−4)th and (n−6)th entries. Continuing in this way, we reach 3rd column
that has 1 at its second position.
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It remains to consider the top, 1st, and bottom, (n − 2)nd, positions of
the first and the second columns. That is, we need to show that the 2 × 2
matrix made of these entries is non-degenerate.
Since F1 =
∑
cj, the first column has ones as every entry. The top
position of the second column is
∑
cj− c1− c2− cn, and the bottom position
of the second column is
∑
cj − cn−3 − cn−2 − cn−1. Thus we need to show
that their difference, cn−3 + cn−2 + cn−1 − c1 − c2 − cn, has a finite height.
The terms cn−3 and cn−1 have height not less than n − 3. We shall see
that the height of cn−2− cn− c1 equals 3, and this will imply that the height
of cn−3 + cn−2 + cn−1 − c1 − c2 − cn equals that of c2, that is, 2.
One has
cn−2 − cn = D1,n−3
D1,n−4
− D1,n−3
D2,n−3
=
D1,n−3(D2,n−3 −D1,n−4)
D1,n−4D2,n−3
=
D1,n−3(c1D3,n−4 − cn−3D2,n−5)
D1,n−4D2,n−3
,
where the last equality makes use of (6).
Since the height of cn−3 is n− 3, we ignore this term and continue:
cn−2 − cn − c1 = c1D1,n−3D3,n−4 −D1,n−4D2,n−3
D1,n−4D2,n−3
= c1
(D1,n−3D3,n−4 −D1,n−4D3,n−3) + c2D1,n−4D4,n−3
D1,n−4D2,n−3
,
where the last equality is again due to (6).
Due to (34), the expression in parentheses in the numerator is divisible
by c2 . . . cn−3, hence the height of cn−2 − cn − c1 equals that of c1c2, that is,
equal to 3. This completes the argument.
If n is odd, one argues similarly, and we not dwell on it.
We shall show that (31) are the only relations between the restrictions of
the integrals on Pn as part of the proof of complete integrability in the next
section.
The following lemma provides an alternative derivation of relations (31)
and a proof of (32). Let M(t) ∈ GL(2) be a germ of a differentiable curve
with M(1) = Id, and let Φ(t) = trM(t)/
√
detM(t) be the normalized trace.
Lemma 5.4. One has
Φ(1) = 2, Φ′(1) = 0, dΦ(1) = 0.
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Proof. Let eλ1(t) and eλ2(t) be the eigenvalues ofM(t), and let µ(t) = λ1(t)−λ2(t)
2
.
Note that µ(1) = 0.
One has Φ(t) = eµ(t) + e−µ(t). It follows that
Φ(1) = eµ(1) + e−µ(1) = 2, Φ′(1) = (eµ(1) − e−µ(1))µ′(1) = 0,
and
dΦ(1) = (eµ(1) − e−µ(1))dµ′(1) = 0,
as claimed.
Proof of Theorem 11. Applied to the monodromy of a twisted polygon, Lemma
5.4, along with formula (19) imply relations (31) and (32).
5.5 Proof of integrability
The next proposition is an analog of Proposition 3.1 in [27].
Proposition 5.5. Let H be one of the integrals described in Corollary 4.3,
and let X be the Hamiltonian vector field of H with respect to the bracket
{, }α. Then X is tangent to the submanifold Pn.
Proof. Space Tn is foliated by isomonodromic submanifolds that are generi-
cally of codimension one and that are the level hypersurfaces of the normal-
ized trace of the monodromy M . Denote the normalized trace by Φ(M).
The isomonodromic foliation is singular, and Pn is a singular leaf of codi-
mension 3. Note that the versal deformation of Pn is locally isomorphic to
SL(2) partitioned into the conjugacy equivalence classes.
One has {H,Φ(M)}α = 0, since the integrals Poisson commute with
respect to all brackets {, }α and Φ(M) is a function of the integrals, see
Theorem 1. Hence X is tangent to the generic leaves of the isomonodromic
foliation on Tn. Let us show that X is tangent to Pn as well.
In a nutshell, the tangent space to Pn at a smooth point x0 is the inter-
section of the limiting positions of the tangent spaces to the isomonodromic
leaves at points x, as x tends to x0. If X is transverse to Pn at point x0 ∈ Pn,
then X is also transverse to an isomonodromic leaf at some point x close to
x0, which leads to a contradiction.
More precisely, fix the first three vertices of a twisted polygon by a projec-
tive transformation, say, 0, 1,∞. This gives a local identification of Tn with
the set of tuples (p4, . . . , pn;M). The space of closed n-gons is characterized
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by the condition that M = Id, so we locally identify Tn with Pn × SL(2). In
particular, we have a projection Tn → SL(2), and the preimage of the iden-
tity is Pn. The isomonodromic leaves project to the conjugacy equivalence
classes in SL(2).
Thus the proof of the proposition reduces to the following lemma about
the SL(2).
Lemma 5.6. Consider the singular foliation of SL(2) by the conjugacy equiv-
alence classes, and let TX be the tangent space to this foliation at X ∈ SL(2).
Then the intersection, over all X, of the limiting positions of the spaces TX ,
as X tends to Id, is trivial.
Proof. Let B ∈ SL(2), and let B+εC be an infinitesimal deformation within
the conjugacy equivalence class. Then
tr(B+εC) = trB, 1 = det(B+εC) = detB det(Id +εB−1C) = 1+εtr(B−1C),
hence trC = 0 and tr(B−1C) = 0.
LetB = Id +εA be a point in an infinitesimal neighborhood of the identity
Id; then trA = 0. Our conditions on C imply that tr(C) = tr(AC) = 0. Since
tr(AC) is a non-degenerate quadratic form, a matrix C ∈ sl(2), satisfying
tr(AC) = 0 for all A ∈ sl(2), must be zero. 2
The proposition follows. 2
Proof of Main Theorem 2. Fix α and consider the Hamiltonian vector
fields with respect to {, }α.
Consider the case of odd n and set n = 2k + 1. The space of integrals
of
α∼ on Tn is k + 1-dimensional. Since {, }α has one Casimir function (Main
Theorem 1) and that, at a generic point x ∈ Pn, there is exactly one rela-
tion between the differentials of the integrals considered as covectors in Tn
(Theorem 11), it follows that the vector space generated by the Hamiltonian
vectors fields of the integrals has dimension k − 1. One obtains a k − 1-
dimensional foliation on Pn whose leaves carry an affine structure, given by
these commuting Hamiltonian vector fields.
The leaves are level surfaces of the restrictions of the integrals on Pn,
hence the relations (31) are generically the only relations between the inte-
grals. The leaves and the affine structures therein are invariant under
α∼,
hence the restriction of the map
α∼ to a leaf is a parallel translation.
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The case of even n is similar. Let n = 2k. The space of integrals of
α∼
on Tn is again k + 1-dimensional, but one has two Casimirs. Therefore, at a
generic point x ∈ Pn, the vector space generated by the Hamiltonian vectors
fields of the integrals has dimension k− 2. The rest of the argument repeats
that in the case when n is odd.
5.6 Pn as a Poisson submanifold of Tn
Consider the Poisson structure
{ci, ci+1} = cici+1(1− ci − ci+1),
{ci, ci+2} = −cici+1ci+2
(35)
on the space of twisted polygons Tn. This is the bracket {·, ·}1 − {·, ·}2 from
(25).
Proposition 5.7. The space of closed polygons Pn is a Poisson submanifold
of the space of twisted polygons Tn with respect to the bracket (35).
Proof. We have to show that for every function H on Tn its Hamiltonian
vector field XH is tangent to Pn. It suffices to show this for the Hamiltonian
vector fields Xi of the coordinate functions ci. Due to the cyclic symmetry
it suffices to consider the case i = 1. We have
X1 = c1c2(1−c1−c2) ∂
∂c2
−c1c2c3 ∂
∂c3
+cn−1cnc1
∂
∂cn−1
−cnc1(1−cn−c1) ∂
∂cn
.
Lemma 3.3 and equation (10) imply that Pn ⊂ Tn is the solution set of
the system
Di,n−3+i = 0, Di+1,n−2+i = 0, trM = 0
for any i. Besides, at a generic point of Pn the normal space to Pn is spanned
by the gradients of the functions Di,n−3+i, Di+1,n−2+i, trM . Thus it suffices
to show that the functions trM , D2,n−1, and D3,n have zero derivatives in
the direction of X1.
By Lemma 4.10, the function 1√
c[n]
trM is a Casimir of our Poisson
bracket. Since trM vanishes on Pn, it follows that X1(trM) = 0 on Pn.
Let us compute X1(D2,n−1). One has
∂D2,n−1
∂c2
= −D4,n−1, ∂D2,n−1
∂c3
= −D5,n−1, ∂D2,n−1
∂cn−1
= −D2,n−3, ∂D2,n−1
∂cn
= 0.
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By substituting this into the formula for X1(·), one obtains
X1(D2,n−1) = c1(−c2(1− c1 − c2)D4,n−1 + c2c3D5,n−1 − cn−1cnD2,n−3).
Using the recurrence (6) and the vanishing of Di,n−3+i on Pn, one shows that
the expression on the right hand side vanishes on Pn.
The computation of X1(D3,n) is similar.
Let U = (C \ {0,−1})n−3 with coordinates u2, . . . , un−2. Consider the
following Poisson bracket on U :
{ui, ui+1} = uiui+1, i = 2, . . . , n− 3 (36)
(note that {u2, un−2} = 0 unless n = 5).
Theorem 12. The map ρ : U → Tn defined as
c1 =
u2
1 + u2
,
ci =
ui+1
(1 + ui)(1 + ui+1)
, i = 2, . . . , n− 3,
cn−2 =
1
1 + un−2
,
cn−1 =
u[2,n−2]
1 + u2 + u2u3 + · · ·+ u[2,n−2] ,
cn =
1
1 + u2 + u2u3 + · · ·+ u[2,n−2]
(37)
is a Poisson map with respect to the brackets (36) and (35), and its image
is an open dense subset of Pn.
Proof. Let us prove that ρ(U) is an open dense subset of Pn. The system
of the first n− 3 equations in (37) can be solved for u2, . . . , un−2. It follows
that the composition of ρ with the projection to the first n − 3 coordinates
c1, . . . , cn−3 has a dense image. On the other hand, the first n−3 coordinates
determine a point in Pn ⊂ Tn uniquely:
0 = D1,n−2 = D1,n−3 − cn−2D1,n−4 ⇒ cn−2 = D1,n−3
D1,n−4
,
0 = D0,n−3 = D1,n−3 − c0D2,n−3 ⇒ cn = c0 = D1,n−3
D2,n−3
,
0 = D2,n−1 = (D2,n−3 − cn−2D2,n−4)− cn−1D2,n−3 ⇒ cn−1 = 1− cn−2D2,n−4
D2,n−3
.
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Therefore it suffices to check that the last three equations in (37) arise from
the substitution of the first n − 3 equations into the above formulas. For
this we can use the first formula of Lemma 4.7 by formally setting u1 = 0
(which brings the first equation in (37) into the form of the subsequent n−4
equations). It follows that
D1,j =
1
(1 + u2) · · · (1 + uj+1) ,
while D2,j is given by the formula from Lemma 4.7. By substituting this into
the formulas which express the last three coordinates in Pn by means of the
first n− 3 we obtain the last three equations of (37).
The fact that the map ρ is Poisson is proved by a tedious computation.
The computation can be facilitated by the following formulas for partial
derivatives.
∂ci
∂ui
= − ci
1 + ui
, i 6= 1,
∂ci
∂ui+1
=
ci
ui+1(1 + ui+1)
, i 6= n− 2,
∂cn−1
∂ui
=
cn−1
ui
u〈2,i−1〉
u〈2,n−2〉
,
∂cn
∂ui
=
cn
ui
(u〈2,i−1〉cn − 1).
Here u〈i,j〉 =
∑j
k=i−1 u[k,j].
Remark 5.8. The map ρ can be viewed as an extension of the map pi : X →
C to a codimension 3 space u1 = 0, un−1 =∞, un = 1 lying in its closure.
Similarly to Lemma 4.6 one computes the coordinates of a point in pi−1(c)
for c ∈ Pn as
ui = −[pi+1, pi−1, pi, z],
where P is any polygon with cross-ratios c, and z is any point different from
pi for all i. The extension to u1 = 0, un−1 = ∞, un = 1 corresponds to
setting z = pn.
Corollary 5.9. For n odd, the Poisson bracket (35) induces a symplectic
structure on Pn.
Proof. Indeed, the Poisson bracket (36) is non-degenerate for n odd.
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In the next section we show that this structure coincides with the one
coming from the theory of cluster algebras.
5.7 Odd-gons: a symplectic structure
As we saw in Section 3.3, if n is odd, the moduli space Pn is identified with
the space of frieze patterns of width n− 3.
Let x1, x2, . . . , xn−3 be the diagonal frieze coordinates, extended by setting
x−1 = xn−1 = 0, x0 = xn−2 = 1. The space of friezes is a cluster variety, and
one has the symplectic form
ω =
n−4∑
i=1
dxi ∧ dxi+1
xixi+1
, (38)
known in the theory of cluster algebras, see [16, 23, 21]. The respective
Poisson bracket is given by the following lemma whose proof is a direct
calculation and is omitted.
Lemma 5.10. For 1 ≤ i < j ≤ n− 3, the non-zero value of bracket is when
i is odd and j is even:
{xi, xj} = −xixj
(as always, one also has the opposite sign if xi and xj are swapped).
Theorem 13. The symplectic structure (38) on Pn coincides with the one
induced by the Poisson bracket (35).
Proof. The diagonal frieze coordinates and the coordinates ui introduced in
(37) are related by the equations
ui =
xi−2
xi
, i = 2, . . . , n− 2. (39)
This follows from the formula indicated in the Remark 5.8:
ui = −[pi+1, pi−1, pi, pn] = − [Vi+1, Vi][Vi−1, Vn]
[Vi+1, Vn][Vi−1, Vi]
=
[Vi−1, Vn]
[Vi+1, Vn]
=
xi−2
xi
Alternatively, one can check this using the known expressions of the cross-
ratio coordinates ci in terms of the diagonal frieze coordinates xi, see [21]:
ai =
xi−2 + xi
xi−1
, for i = 1, . . . , n− 1, and an =
n−3∑
k=0
1
xkxk+1
, (40)
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and ci =
1
aiai+1
, see Lemma 3.13.
Thus it suffices to show that the map (39) is a Poisson map. This is done
by a direct computation.
Remark 5.11. In the coordinates ai, the Poisson bracket (35) on Pn is as
follows.
{ai, aj}1 = (−1)j−iaiaj for 1 ≤ i < j ≤ n, i+ 2 ≤ j, (i, j) 6= (1, n),
{ai, ai+1}1 = 1− aiai+1, and {a1, an}1 = a1an − 1.
5.8 Odd-gons: infinitesimal map
If n is odd, the map
α∼ with infinitesimal α is interpreted as a vector field on
the space of polygons P˜n. In this section we study this vector field and its
projection to the moduli space Pn.
Theorem 14. Let n be odd. Consider the vector field
ξ˜ =
n∑
i=1
p
(1)
i p
(1)
i+2 · · · p(1)i+n−1
p
(1)
i+1p
(1)
i+3 · · · p(1)i+n−2
∂
∂pi
on P˜n. (As before, p(1)j = pj − pj+1 and the indices are taken modulo n.)
Then the following holds:
1. If P(t) is a smooth curve in P˜n tangent to ξ˜ at t = 0, then one has
[pi(0), pi+1(0), pi(t), pi+1(t)] = −t2 + o(t2).
2. The field ξ˜ is PSL(2)-invariant, and its projection to Pn is given by
ξ =
1√
c[n]
n∑
i=1
(cici+2 · · · ci+n−1 − ci+1ci+3 · · · ci+n) ∂
∂ci
.
3. The vector field ξ on Pn is the Hamiltonian vector field of the function
Ebn
2
c =
Fbn
2
c√
c[n]
with respect to the Poisson structure (35) on Pn.
58
Proof. Let pi(t) = pi(0) + tvi + o(t). Then we have
[pi(0), pi+1(0), pi(t), pi+1(t)] = −t2 vivi+1
(pi − pi+1)2 + o(t
2).
The system of equations vivi+1 = (pi − pi+1)2 has a unique solution for odd
n, given by the components of the vector field ξ˜ above. This proves the first
part of the theorem.
We note that for even n a solution exists if and only if the alternating
perimeter of P is zero, and one has a one-parameter family of solutions in
this case.
Take a path pi(t) such that p˙i(0) = vi for all i (with the components of ξ˜
as vi), project it to Pn, and compute c˙i(0):
c˙i =
∂ci
∂pi−1
vi−1 +
∂ci
∂pi
vi +
∂ci
∂pi+1
vi+1 +
∂ci
∂pi+2
vi+2.
The partial derivatives of the cross-ratio ci = [pi, pi+1, pi−1, pi+2] are as fol-
lows:
∂ci
∂pi−1
= ci
p
(1)
i
p
(1)
i−1p
(2)
i−1
,
∂ci
∂pi
= −ci p
(3)
i−1
p
(1)
i−1p
(2)
i
,
∂ci
∂pi+1
= ci
p
(3)
i−1
p
(1)
i+1p
(2)
i−1
,
∂ci
∂pi+2
= −ci p
(1)
i
p
(1)
i+1p
(2)
i
.
Besides, we have
vi−1 =
(
p
(1)
i−1
p
(1)
i
)2
vi+1, vi+2 =
(
p
(1)
i+1
p
(1)
i
)2
vi.
It follows that
c˙i = ci
(
p
(1)
i
p
(1)
i−1p
(2)
i−1
vi−1 − p
(3)
i−1
p
(1)
i−1p
(2)
i
vi +
p
(3)
i−1
p
(1)
i+1p
(2)
i−1
vi+1 − p
(1)
i
p
(1)
i+1p
(2)
i
vi+2
)
= ci
((
p
(3)
i−1
p
(1)
i+1p
(2)
i−1
+
p
(1)
i−1
p
(1)
i p
(2)
i−1
)
vi+1 −
(
p
(1)
i+1
p
(1)
i p
(2)
i
+
p
(3)
i−1
p
(1)
i−1p
(2)
i
)
vi
)
= ci
p
(3)
i−1p
(1)
i + p
(1)
i−1p
(1)
i+1
p
(1)
i
(
vi+1
p
(1)
i+1p
(2)
i−1
− vi
p
(1)
i−1p
(2)
i
)
.
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One shows the following identity by a simple computation:
p
(3)
i−1p
(1)
i + p
(1)
i−1p
(1)
i+1 = p
(2)
i−1p
(2)
i ,
and by substituting it into the formula above obtains
c˙i = ci
(
p
(2)
i
p
(1)
i p
(1)
i+1
vi+1 − p
(2)
i−1
p
(1)
i−1p
(1)
i
vi
)
.
On the other hand, due to ci =
p
(1)
i−1p
(1)
i+1
p
(2)
i−1p
(2)
i
, we have
√
c[n] =
p
(1)
[n]
p
(2)
[n]
and
ci+1ci+3 · · · ci+n−2 = p
(1)
i (p
(1)
i+2 · · · p(1)i+n−3)2p(1)i+n−1
p
(2)
i p
(2)
i+1 · · · p(2)i+n−2
=
p
(1)
[n]
p
(2)
[n]
· p(2)i−1 ·
p
(1)
i+2p
(1)
i+4 · · · p(1)i+n−3
p
(1)
i+1p
(1)
i+3 · · · p(1)i+n−2
=
√
c[n]
p
(2)
i−1
p
(1)
i−1p
(1)
i
vi.
This implies
c˙i =
ci√
c[n]
(ci+2ci+4 · · · ci+n−1 − ci+1ci+3 · · · ci+n−2),
which proves the second part of the theorem.
From the proof of Theorem 9 we know that
{Ebn
2
c, ci}2 = −{Ebn
2
c+1, ci}1 = 0.
Thus we have
{Ebn
2
c, ci} = {Ebn
2
c, ci}1 = 1√
c[n]
{Fbn
2
c, ci}1,
because c[n] is a Casimir of the bracket {·, ·}1. One computes
{Fbn
2
c, ci}1 =
∂Fbn
2
c
∂ci−1
{ci−1, ci}1+
∂Fbn
2
c
∂ci+1
{ci+1, ci}1 = ci
(
ci−1
∂Fbn
2
c
∂ci−1
− ci+1
∂Fbn
2
c
∂ci+1
)
.
By splitting the sum Fbn
2
c into terms containing cj and those not containing
cj, one easily shows that
cj
∂Fbn
2
c
∂cj
= Fbn
2
c − F \jbn
2
c,
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where F
\j
k denotes the sum of all cyclically sparse monomials without factor
cj. It follows that
{Fbn
2
c, ci}1 = ci
(
F
\(i+1)
bn
2
c − F \(i−1)bn
2
c
)
.
The sums F
\(i−1)
bn
2
c and F
\(i+1)
bn
2
c have many common summands, and their dif-
ference is
F
\(i+1)
bn
2
c − F \(i−1)bn
2
c = ci+2ci+4 · · · ci+n−1 − ci+1ci+3 · · · ci+n−2.
Putting all things together we obtain
{Ebn
2
c, ci} = 1√
c[n]
{Fbn
2
c, ci}1
=
ci√
c[n]
(ci+2ci+4 · · · ci+n−1 − ci+1ci+3 · · · ci+n−2) = c˙i,
and the theorem is proved.
Remark 5.12. In the a-coordinates (see Section 3.3) one has
ξ =
n∑
i=1
ai(ai+1 − ai+2 + . . .− an+i−1) ∂
∂ai
.
This coincides with the dressing chain of Veselov-Shabat, see formula (12) in
[36].
Remark 5.13. A continuous limit n→∞ of the moduli space Pn is the mod-
uli space of projective equivalence classes of diffeomorphisms R/piZ→ RP1.
In this limit, the relations
α∼ can be interpreted as Ba¨cklund transformations
of the KdV equation, see [35].
6 (Pre)symplectic form and two additional
integrals
6.1 (Pre)symplectic form on the space of closed poly-
gons
Define differential 1- and 2-forms on the space of ideal n-gons P˜n:
λ =
1
2
n∑
i=1
dpi + dpi+1
pi+1 − pi , Ω = dλ =
n∑
i=1
dpi ∧ dpi+1
(pi − pi+1)2 ,
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where, as usual, the indices are understood cyclically mod n.
Theorem 15. 1. The 2-form Ω is invariant under the maps
α∼. Furthermore,
α∼ is an exact (pre)symplectic correspondence: it changes the 1-form λ by a
differential of a function.
2. The forms λ and Ω are SL(2)-invariant, but they are not basic: they do
not descend to Pn.
Proof. Let Q
α∼ P. A direct calculation shows that this is equivalent to each
of the equalities
α
qi − pi −
1
qi+1 − pi =
α− 1
pi+1 − pi , (41)
α
qi+1 − pi+1 −
1
qi+1 − pi =
α− 1
qi+1 − qi . (42)
Multiply (41) by dpi, multiply (42) by dqi+1, subtract the second equation
from the first, and sum up over i to obtain
α
n∑
i=1
(
dpi
qi − pi −
dqi+1
qi+1 − pi+1
)
+
n∑
i=1
(
dqi+1 − dpi
qi+1 − pi
)
= (α− 1)
n∑
i=1
(
dpi
pi+1 − pi −
dqi+1
qi+1 − qi
)
.
(43)
The first sum on the left of (43) equals −∑ d ln(qi − pi), and the second
sum equals
∑
d ln(qi+1−pi), that is, the left hand side of (43) is a differential
of a function. The sum on the right equals
λ(P)− λ(Q)− 1
2
∑
d ln(qi+1 − pi)− 1
2
∑
d ln(qi+1 − qi).
Assuming that α 6= 1, we conclude that λ(P) − λ(Q) is a differential of a
function, as needed.
To check the Mo¨bius invariance of λ (and hence of Ω), it suffices to con-
sider the three transformations, translation, dilation, and inversion:
pi 7→ pi + c, pi 7→ cpi, pi 7→ 1
pi
.
In the first two cases, λ clearly remains intact.
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Let ψ(p) = 1/p, and denote by Ψ the diagonal action of ψ on polygons.
Then
Ψ∗(2λ)− 2λ =
∑ −dpip2i − dpi+1p2i+1
1
pi+1
− 1
pi
−
∑ dpi + dpi+1
pi+1 − pi
=
∑(pi+1pi − 1) dpi + ( pipi+1 − 1) dpi+1
pi+1 − pi =
∑ dpi
pi
−
∑ dpi+1
pi+1
= 0,
as needed.
The forms λ and Ω are not basic because they are not annulated by the
vertical vector fields, the fields that are tangent to the fibers of the projection
P˜n → Pn, that is, by the generators of the Lie algebra sl(2) (see proof of
Theorem 16 below for the explicit formulas). 2
6.1.1 Even n, Poisson structure
If n = 2k, then the 2-form Ω is generically (that is, in an open dense set) non-
degenerate. Let us compute the respective Poisson structure on the space of
ideal n-gons P˜n.
Let f(p1, . . . , pn) be a function, and let v =
∑
vi∂/∂pi be its Hamiltonian
vector field given by ivΩ = df . Set
O =
(
p
(1)
1 p
(1)
3 · · · p(1)2k−1)
)2
, E =
(
p
(1)
2 p
(1)
4 · · · p(1)2k
)2
,
where p
(1)
i = pi − pi+1. The cyclic permutation of the indices interchanges O
and E, and one has O/E = A(P)2.
Let 1 ≤ i, j ≤ 2k have opposite parity. Define
K(i, j) =
(
p
(1)
i p
(1)
i+2 · · · p(1)j−1
)2 (
p
(1)
j p
(1)
j+2 · · · p(1)i−1
)2
.
One has K(i, j) = K(j, i). Set K(i, j) = 0 for i, j of the same parity.
Proposition 6.1. One has
vi =
(−1)i
O − E
∑
j
K(i, j)
∂f
∂pj
,
and
{f, g} = 1
O − E
∑
i,j
(−1)iK(i, j) ∂f
∂pj
∂g
∂pi
.
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Proof. To find v, one needs to solve the system of linear equations
vi−1
(pi − pi−1)2 −
vi+1
(pi − pi+1)2 =
∂f
∂pi
, i = 1, . . . , 2k.
The solution is given by the formula stated in the proposition, and then
{f, g} = dg(v) implies the second formula. 2
Remark 6.2. Although the 2-form Ω does not descend to Pn, the respective
Poisson structure, invariant under SL(2), does. Since n is even, dim Pn =
n− 3 is odd, and the quotient Poisson structure has a kernel.
This Poisson structure is different from those introduced in the previous
sections. In particular, the cross-ratio coordinates ci and cj do not commute
for i and j far apart.
6.1.2 Odd n, kernel of Ω
If n is odd, then Ω has a 1-dimensional kernel, and this field of directions is
invariant under
α∼. It turns out that this field is obtained from the relation
α∼ when α→ 0, cf. Section 5.8.
Proposition 6.3. The vector field ξ˜ from Theorem 14 spans ker Ω.
Proof. Let ξ˜ =
∑n
i=1 vi
∂
∂pi
. One has
iξ˜Ω =
n∑
i=1
[
vi−1
(pi−1 − pi)2 −
vi+1
(pi − pi+1)2
]
dpi = 0,
as claimed. 2
Remark 6.4. For even n, the form Ω is degenerate at P if and only if the
polygon P has zero alternating perimeter. Indeed, A(P) = 1 is a necessary
and sufficient condition for the system of equations
vi−1
(pi−1 − pi)2 =
vi+1
(pi − pi+1)2
to have a solution. The space of polygons of zero alternating perimeter has
codimension 1. Since the solution space of the above system has dimension
two for A(P) = 1, the restriction of Ω to the space of polygons of zero
alternating perimeter has a one-dimensional kernel.
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6.2 Additional integrals
We introduce three rational functions on P˜n:
I(P) =
∑ 1
pi − pi+1 , J(P) =
1
2
∑ pi + pi+1
pi − pi+1 , K(P) =
∑ pipi+1
pi − pi+1 ,
and three vector fields, the infinitesimal generators of the diagonal action of
the Mo¨bius group on the space of polygons:
u =
∑ ∂
∂pi
, v =
∑
pi
∂
∂pi
, w =
∑
p2i
∂
∂pi
.
Theorem 16. 1. The functions I, J,K are invariant under the correspon-
dences
α∼.
2. These functions are the Hamiltonians of the infinitesimal generators of
the diagonal action of the Mo¨bius group on the space of polygons:
iuΩ = dI, ivΩ = dJ, iwΩ = dK.
Proof. Subtract equation (41) from (42) and sum over i. The left hand side
vanishes, and the right hand side, after dividing by α−1, gives I(P) = I(Q).
Thus I is an integral.
Next, let ψ(p) = 1/p, and denote by Ψ the diagonal action of ψ on
polygons. Then
α∼ ◦Ψ = Ψ◦ α∼. It follows that I ◦Ψ is also an integral:
(I ◦Ψ)◦ α∼= I ◦ (Ψ◦ α∼) = I ◦ ( α∼ ◦Ψ) = (I◦ α∼) ◦Ψ = I ◦Ψ.
Since K = −I ◦Ψ, this implies that K is an integral.
Finally, let φc(p) = p + c, and let Φc be the respective diagonal action
on polygons. Arguing as above, K ◦ Φc is an integral for all c, and the part
linear in c yields the integral J .
The second statement follows from the formulas that are verified by a
direct calculation:
λ(u) = −I, λ(v) = −J, λ(w) = −K,
iuΩ = dI, ivΩ = dJ, iwΩ = dK.
This completes the proof. 2
The next lemma, also verified by a calculation, describes the behavior of
the integrals I, J,K under infinitesimal Mo¨bius transformations.
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Lemma 6.5. One has
u(I) = 0, u(J) = I, u(K) = 2J ;
v(I) = −I, v(J) = 0, v(K) = K;
w(I) = −2J, w(J) = −K, w(K) = 0.
(44)
Equations (44) mean that the action of the Lie algebra sl(2) on the space
generated by I, J,K is isomorphic to the coadjoint representation. Lemma
6.5 has then the following interpretation.
The moment map µ : P˜n → sl(2)∗ has I, J,K as its components. Formulas
(44) imply that µ is sl(2)-, and hence SL(2)-equivariant, and this describes
the action of Mo¨bius transformations on these three functions.
Formulas (44) also imply that IK − J2 is annihilated by sl(2), hence
IK − J2 is an SL(2)-invariant function. In fact, this is one of the integrals
from formula (30).
Lemma 6.6. One has
IK − J2 = 1
2
∑
i,j
[pi, pj+1, pj, pi+1] =
n2
4
−G2.
Let Mn−3 ⊂ P˜n be a generic level surface of the integrals I, J,K. The
submanifold M is not transverse to the orbits of the Mo¨bius group, but has 1-
dimensional intersections with them, that is, the restriction of the projection
pi : P˜n → Pn on M has 1-dimensional fibers.
Lemma 6.7. These fibers are spanned by the vector field ν = Ku−2Jv+Iw.
Proof. Clearly, ν is vertical (it is the Hamiltonian vector field of the function
IK − J2). Formulas (44) imply that ν(I) = ν(J) = ν(K) = 0 (the function
IK − J2 is a Casimir function), hence ν is tangent to M . 2
Thus M carries two vector fields, ξ and ν.
Lemma 6.8. The fields ξ and ν are invariant under the maps
α∼ and they
commute.
Proof. That ξ is invariant under
α∼ follows from Bianchi permutability and
the fact the ξ is a limit of
α∼ as α → 0. On M , the functions I, J,K are
constant, so ν is an infinitesimal Mo¨bius transformation. Since
α∼ commute
with Mo¨bius transformations, ν is invariant under
α∼. In the limit α → 0,
one obtains [ξ, ν] = 0. 2
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6.2.1 Geometric interpretation: axis of an ideal polygon
Now we present a geometric interpretation of the two additional integrals of
the maps
α∼ on Pn.
Consider the Mo¨bius transformation At(P) for t close to 1. We have
A1+ε(u, v) = Id +
ε
u− v
(−v uv
−1 u
)
Therefore, ignoring the terms of order two or higher in ε,
A1+ε(P) = Id +ε
n∑
i=1
1
pi − pi+1
(−pi+1 pipi+1
−1 pi
)
= Id +ε
(−J + n
2
K
−I J + n
2
)
.
It follows that, as ε→ 0, the axis of the loxodromic transformation A1+ε(P)
converges to the line through the eigenvectors of the matrix(−J + n
2
K
−I J + n
2
)
(45)
(viewed as points of the circle or the sphere at infinity).
Thus this axis is an invariant of
α∼ for all α. The space of lines in H2 is
2-dimensional, and the space of lines in H3 is 4-dimensional. This correspond
to two additional real or complex integrals.
Remark 6.9. If P
α∼ Q, then the loxodromic transformations At(P) and
At(Q) have the same parameters. Since their first-order behavior for ε → 0
is determined by the matrix (45), this matrix is the same for P and Q.
This provides another way to prove Theorem 16. Also the “infinitesimal
parameter” of At(P) is Mo¨bius invariant, and this corresponds to the Mo¨bius
invariance of IJ −K2.
Remark 6.10. In the real case, we have three real invariants: the “barycen-
ter” of an ideal polygon and its “moment of inertia”. The barycenter is the
fixed point of the composition of infinitesimal translations along the edges of
the polygon (all translations by the same small distance). Since the norm of
the velocity field of a translation along a line is proportional to the hyperbolic
cosine of the distance from this line, the barycenter is the point that mini-
mizes the sum of the hyperbolic sines of distances from the lines (the gradient
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of the distance is perpendicular to the velocity field of the translation and
has the same norm).
The moment of inertia is equal to the sum of hyperbolic cosines of dis-
tances to the sides of the polygon. This is the angular velocity of the in-
finitesimal rotation about the barycenter, obtained by composing infinitesi-
mal translations along the sides.
7 Small-gons, exceptional polygons, and lox-
ogons
In this section we are interested in closed ideal polygons. First we describe
the dynamics of
α∼ on ideal triangles, quadrilaterals, and pentagons, and then
discuss polygons that are in the relation
α∼ with themselves.
7.1 Triangles, quadrilaterals, and pentagons
7.1.1 Triangles
There is not much to say about triangles: all ideal triangles are isometric, so
the moduli space consists of one point and there are no dynamics on P3.
As to P˜3, in the Poincare´ disk model of H2, consider an ideal triangle P
whose vertices divide the boundary circle into three equal (in the Euclidean
sense) arcs. If P
α∼ Q, then Q is obtained from P by a rotation about the
center of the disk, with the angle of rotation depending on α.
7.1.2 Quadrilaterals
Space P4 is 1-dimensional, but there are still no dynamics on it. Let us
discuss the situation in H3.
An ideal quadrilateral P in H3 is represented by four cyclically ordered
points in CP1. The diagonals of P have a unique common perpendicular `.
Let us call it the axis of P. (If the diagonals intersect, then we define the axis
as the line through the intersection point perpendicular to both diagonals).
The rotation by pi about ` exchanges the endpoints of diagonals, thus maps
P to itself.
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The common perpendicular of the lines z1z3 and z2z4 is the line uv such
that
[u, v, z1, z3] = −1 = [u, v, z2, z4].
This leads to the following system of equations:
uv +
z1 + z3
2
(u+ v) + z1z3 = 0, uv +
z2 + z4
2
(u+ v) + z2z4 = 0.
Theorem 17. If P
α∼ Q, then the ideal quadrilaterals P and Q are isometric,
and they share the axis.
Proof. Send P to a quadrilateral of the form (z, w,−z,−w) by a Mo¨bius
transformation. Then the axis of P is the line 0∞. We want to show that if
P
α∼ Q, then Q also has axis 0∞.
In order to find the vertices of Q, we have to solve for x, y, x′, y′ the
system of equations
[z, w, x, y] = α, [w,−z, y, x′] = α, [−z,−w, x′, y′] = α, [−w, z, y′, x] = α.
Let us use the ansatz x′ = −x, y′ = −y and show that we have two solutions.
Indeed, the system becomes equivalent to
[z, w, x, y] = α, [−z, w,−x, y] = α,
which, in an explicit form, is
zx+ yw = 0, (1− α)(xy + zw) = wx+ zy. (46)
Expressing y through x from the first equation and substituting this in the
second one we obtain a quadratic equation for x.
Thus both quadrilaterals Q with Q
α∼ P = (z, w,−z,−w) have the form
(x, y,−x,−y), that is, have axis 0∞.
Note that the first equation in (46) implies x
y
= −w
z
. We have
[z, w,−z,−w] = 4zw
(z + w)2
=
4λ
λ2 − 1 with λ =
z
w
.
The value of 4λ
λ2−1 is invariant under λ 7→ − 1λ . This shows that the quadri-
laterals P and Q have the same cross-ratio and hence are isometric. 2
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7.1.3 Pentagons
We think of the moduli space P5 as the space of frieze patterns of width 2;
denote the diagonal coordinates by x, y. One has an area form
ω =
dx ∧ dy
xy
,
see formula (38).
Theorem 18. The correspondences
α∼ are area-preserving.
Proof. According to Theorem 10, we have only one integral
G2 =
F2√
c[n]
=
5∑
i=1
ai = x+
1 + y
x
+
1 + x
y
+ y +
1 + x+ y
xy
,
see Example 3.12.
Making a choice of a direction, consider
α∼ as a map Tα, and let Φt be
the time-t flow along the vector field ξ corresponding to infinitesimal α, see
Section 5.8. The maps Tα and Φt commute and preserve the level curves of
the integral I. One has
Φ∗tT
∗
α(ω) = T
∗
αΦ
∗
t (ω) = T
∗
α(ω),
hence the 2-form T ∗α(ω) is invariant under ξ (see Section 5.8). It follows that
T ∗α(ω) = Jω, where J is an integral (of the family of maps Tα and the field
ξ). We need to show that J ≡ 1.
Consider a closed level curve I = c, see Figure 6, and an infinitesimally
close curve I = c+ ε. On the one hand, both curves are preserved by Tα, so
the area of the annulus bounded by them remains the same. On the other
hand, this area is multiplied by the value of the integral J on the curve I = c.
Hence this value equals 1, as needed. 2
As a consequence of Theorem 18, we have
Corollary 7.1. Each map Tα equals the map Φt for some t.
Proof. By the Arnold-Liouville theorem, the (Lagrangian) foliation on the
level curves of the integral I defines a coordinate x on each invariant curve
I = c such that the vector field is constant: ξ = d/dx, and the maps Tα are
parallel translations x 7→ x+ c. This implies the result. 2
Next, consider the dynamics on P˜5. We again have Liouville integrability.
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Figure 6: Level curves of the integral I. The coordinates are
arctan[p1, p2, p3, p4] and arctan[p2, p3, p4, p5].
Theorem 19. An open dense subspace of the space P˜5 is foliated by surfaces
that are invariant under the maps
α∼. These surfaces carry flat structures in
which the maps
α∼ are parallel translations.
Proof. We have three integrals, I, J,K of the maps
α∼, so P˜5 is foliated by
their level surfaces. These surfaces carry a flat structure given by the com-
muting vector fields ξ and ν, see Lemma 6.8. The correspondences
α∼ preserve
this flat structure, hence they are parallel translations. 2
If the level surface is compact, it must be a torus. Theorem 19 is illus-
trated in Figure 7.
7.2 Exceptional polygons
A closed ideal polygon is called α-exceptional, if there are infinitely many
closed ideal polygons α-related to it.
Theorem 20. The only closed ideal α-exceptional pentagons are the regular
ideal pentagon for α = 3−
√
5
3+
√
5
and the regular ideal pentagram for α = 3+
√
5
3−√5 ,
see Figure 8.
Proof. By Lemma 3.4 and Theorem 7, a pentagon is closed and is α-related
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Figure 7: An orbit of
α∼ in P˜5 with α = −0.2 and α = −1.
to infinitely many pentagons if and only if
1− (ci−1 + ci + ci+1) + ci−1ci+1 = 0,
α−2 − α−1(ci−1 + ci + ci+1) + ci−1ci+1 = 0,
for i = 1, . . . , 5, where the indices are taken modulo 5. Subtracting the
equations and dividing by α− 1 one obtains
ci−1 + ci + ci+1 = α + 1,
which implies that all ci are equal. It follows that there is a Mo¨bius trans-
formation that cyclically permutes the vertices of the pentagon, that is the
pentagon is either regular or star-regular.
If ci = c for all i, then c is found by solving the quadratic equation
c2 − 3c+ 1 = 0.
The solution c = 3−
√
5
2
corresponds to the regular pentagon, the solution
c = 3+
√
5
2
corresponds to the regular pentagram.
Corollary 7.2. Let p1p2p3p4p5 be a regular ideal pentagon in the hyperbolic
plane. Take any ideal point q1. Of the two lines through q1 at distance
1
2
log 5
from the line p1p2 choose the one that meets the absolute inside the arc q1p2
and denote by q2 the other intersection point of this line with the absolute.
Repeat the construction until you get the point q6: for all i the line qiqi+1 is
at the distance 1
2
log 5 from the line pipi+1 and the pairs {pi, qi+1}, {pi+1, qi}
are linked. Then q6 = q1, independently of the choice of the point q1.
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Figure 8: A regular ideal pentagon and a regular ideal pentagram, along with
three α-related ideal pentagons with α = 3−
√
5
3+
√
5
on the left, and α = 3+
√
5
3−√5 on
the right.
Proof. Theorem 20 implies that q6 = q1 whenever we define qi recursively by
[pi, pi+1, qi, qi+1] = α, where α =
3−√5
3 +
√
5
.
According to equation (2), this means
tanh2
dist(pipi+1, qiqi+1)
2
= α,
and that the lines pipi+1, qiqi+1 have the same direction. With the help of
the formula for artanh, we obtain
dist(pipi+1, qiqi+1) = log
1 +
√
α
1−√α.
By substituting the value of α we obtain 1
2
log 5 on the right hand side.
There is a similar corollary for pentagons equidistant from the regular
ideal pentagram. In this case, the distance dist(pipi+1, qiqi+1) is the same,
but the lines pipi+1 and qiqi+1 are oppositely directed.
Lines equidistant from a given line are tangent to a hypercycle about this
line. In the projective model of the hyperbolic plane, hypercycles are conics
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inscribed into the absolute (the two points of tangency are the endpoints of
the central line). This leads to the following reformulation of Corollary 7.2.
Inscribe into a circle five ellipses (of a specific size that can be computed
from the formulas above) tangent at the consecutive vertices of a regular
pentagon. From any point on the circle draw a tangent to one of the ellipses,
from the intersection point of this tangent with the circle draw a tangent
to the next ellipse, and so on. The choice between two possible tangents is
explained above. Then, independently of the choice of the initial point, one
obtains a closed pentagon.
Theorem 21. The only (−1)-exceptional hexagon is formed by the vertices
of a regular ideal octahedron and a cycle of six edges remaining after removal
of the boundaries of two opposite faces.
Proof. By Lemma 3.4 and Theorem 7, we are looking for all sextuples (c1, . . . , c6)
satisfying the equations
1− (ci + ci+1 + ci+2 + ci+3) + (cici+2 + cici+3 + ci+1ci+3) = 0,
1 + (ci + ci+1 + ci+2 + ci+3) + (cici+2 + cici+3 + ci+1ci+3) = 0.
The system is easily solved: by subtracting the two equations we obtain
ci + ci+1 + ci+2 + ci+3 = 0, which implies
c1 = c3 = c5 = c7 =: c, c2 = c4 = c6 = c8 = −c.
By summing the same pair of equations we obtain c2 = −1.
Acting by a Mo¨bius transformation we can assume p1 = 0, p2 = 1, p3 = i.
Then for c = i the above hexagon has vertices (0, 1, i,∞,−1,−i). These are
vertices of a regular ideal octahedron.
The cross-ratio coordinates of an octagon orthogonal to infinitely many
other octagons must satisfy
1 +
6∑
i,j=1
i<j+1
cicj = 0,
c1 + · · ·+ c6 + c1c3c5 + c1c3c6 + c1c4c6 + c2c4c6 = 0,
and 14 more equations obtained by cyclic shifts. Among these, only six
equations are independent (closure conditions for ci and closure conditions
for −ci), therefore one expects a two-parameter family of octagons with this
property.
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7.3 Loxogons
Here we are interested in closed ideal polygons that are in the relation
α∼
with themselves. We call such polygons loxogons.
Definition 7.3. An (n, k)-loxogon is an ideal n-gon P such that
[pi, pi+1, pi+k, pi+k+1] = α
for all i = 1, . . . , n and some constant α; here 2 ≤ k ≤ n − 2. A loxogon is
called trivial if it is projectively regular (possibly, star-shaped).
Clearly, a regular n-gon is a (n, k)-loxogon for all k. The problem is to
describe the non-trivial loxogons, if any.
Remark 7.4. Bianchi permutability implies that the maps
α∼ act on the
space of (n, k)-loxogons.
Theorem 22. In the following cases every (n, k)-loxogon is trivial:
1) n arbitrary, k = 2;
2) n odd, k = 3;
3) k arbitrary, n = 2k + 1.
On the other hand, for every even n and odd k there exist a 1-parameter
family of (projective equivalence classes of) non-trivial (n, k)-loxogons, see
Figure 9.
Figure 9: An (8, 3)-loxogon: one has [p1, p2, p4, p5] = [p2, p3, p5, p6], and the
dihedral symmetry.
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Remark 7.5. This result is similar to Theorems 9 and 10 of [34], where a
class of plane polygons, called bicycle (n, k)-gons, is studied.
Proof. Let k = 2. Consider the projective transformation ϕ that takes
p1, p2, p3 to p2, p3, p4. Since [p1, p2, p3, p4] = [p2, p3, p4, p5], this transforma-
tion takes p4 to p5, and so on. Hence ϕ takes P to itself, cyclically permuting
its vertices. Therefore P is projectively regular.
Let n be odd. Consider the respective lifted n-gon in the affine plane with
the vertices Pi. The loxogon condition implies that [Pi, Pi+k][Pi+1, Pi+k+1] =
α, hence [Pi, Pi+k] = [Pi+2, Pi+k+2], and since n is odd, the determinants
[Pi, Pi+k] are equal for all i.
The rows of the corresponding frieze pattern are made of the determinants
[Pi, Pi+k], i = 1, . . . , n. If k = 3, then the second non-trivial row is constant.
Then the frieze relation implies that the first non-trivial row is also constant
(using that n is odd).
If k = (n − 1)/2, then the two middle rows of the frieze pattern are
constant, and then, applying the frieze relation consecutively, we conclude
that all rows are constant.
In both cases, the first row is constant, and this is the case of k = 2,
already considered.
Now we construct non-trivial (n, k)-loxogons for even n and odd k. Start
with a regular n-gon P in RP1 = R ∪∞ with pj = tan(pij/n), j = 1, . . . , n.
Consider the 2n-gon Q with the vertices p−1 , p
+
1 , p
−
2 , p
+
2 , . . ., where
p−j = tan
(
pij
n
− β
)
, p+j = tan
(
pij
n
+ β
)
, j = 1, . . . , n.
Here β is a parameter of the construction.
The polygons Q has an n-fold rotational symmetry (p−j , p
+
j ) 7→ (p−j+1, p+j+1).
One has
[p−j , p
+
j , p
+
j+k, p
−
j+k+1] = [p
+
j , p
−
j+1, p
−
j+k+1, p
+
j+k+1],
which follows from the existence of the projective involution (dihedral sym-
metry)
(p−j , p
+
j , p
+
j+k, p
−
j+k+1) 7→ (p+j+k+1, p−j+k+1, p−j+1, p+j )
and the symmetry of cross-ratio. This, along with the rotational symmetry,
implies that Q is (n, 2k + 1)-loxogon. 2
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Conjecture 7.6. There are no non-trivial (n, k)-loxogons for n odd. Equiv-
alently, if a frieze pattern of even width has a constant row then all rows are
constant.
This fails for frieze patterns of odd width: for example (pointed out by
S. Morier-Genoud),
1 1 1 1 1 1 1 1
1 3 1 3 1 3 1 3
2 2 2 2 2 2 2 2
3 1 3 1 3 1 3 1
1 1 1 1 1 1 1 1
The next result provides an evidence toward the above conjecture.
Theorem 23. For odd n and every k, there do not exist non-trivial defor-
mations of a regular ideal n-gon in the class of (n, k)-loxogons.
Proof. We work with polygons in the affine plane. Let
Pj =
(
cos
(
pij
n
)
, sin
(
pij
n
))
, j = 1, . . . , n,
be the vertices of a regular n-gon. We fix the normalization [Pj, Pj+1] =
sin(pi/n), and the respective second-order linear recurrence is
Pj+1 = 2 cos
(pi
n
)
Pj − Pj−1. (47)
Consider an infinitesimal deformation Pj + εVj, where Vj is an n-anti-
periodic sequence of vectors, and assume that the resulting polygon is an
(n, k)-loxogon. Calculating modulo ε2, we obtain two systems of equations
[Pj, Vj+1] + [Vj, Pj+1] = 0, j = 1, . . . , n, (48)
and
[Pj, Vj+k] + [Vj, Pj+k] = C, j = 1, . . . , n. (49)
The first is the normalization, and the second is the loxogon condition, with
C a constant.
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Consider system (48). Let
Vj = ajPj + bjPj+1 = cjPj + djPj−1.
Then recurrence (47) implies that
cj − aj
bj
= 2 cos
(pi
n
)
,
dj
bj
= −1.
Substitute vectors Vj into (48) to obtain
aj = −cj+1, bj = cj + cj+1
2 cos(pi/n)
, dj = − cj + cj+1
2 cos(pi/n)
, (50)
where cj is an n-periodic sequence to be determined.
Now consider system (49). Substituting vectors Vj, using (50), and col-
lecting terms yields the linear system
µk−1cj − µk+1cj+1 + µk+1cj+k − µk−1cj+k+1 = C, j = 1, . . . , n, (51)
where µk = sin(pik/n).
First, we note that C must be zero. Indeed, add equations (51): the left
hand side vanishes, and so must the right hand side.
Second, the system (51) has a 3-dimensional space of trivial solutions that
correspond to the action of the Lie algebra sl(2). These solutions are given
by the formulas
cj = 1; cj = cos
(
pi(2j − 1)
n
)
; cj = sin
(
pi(2j − 1)
n
)
.
We wish to prove that there are no other solutions.
To this end, consider the eigenvalues of the matrix defining system (51).
This is a circulant matrix, and its eigenvalues are given by the formula
λj = µk−1cj − µk+1ωj + µk+1ωkj − µk−1ωk+1j , j = 0, . . . , n− 1,
where ωj = e
i 2pij
n is the jth rood of unity, see, e.g., [12].
We are interested in zero eigenvalues. One has λj = 0 if and only if
ωk+1j =
µk−1 − µk+1ωj
µk−1 − µk+1ωj .
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Let 2α be the argument of the unit complex number on the right. A direct
calculation yields
tanα = −
sin
(
pi(k+1)
n
)
sin
(
2pij
n
)
sin
(
pi(k−1)
n
)
− sin
(
pi(k+1)
n
)
cos
(
2pij
n
) .
The argument of ωk+1j is 2pij(k+1)/n, hence (after cleaning up the formulas)
sin
(
pij(k + 1)
n
)
sin
(
pi(k − 1)
n
)
= sin
(
pij(k − 1)
n
)
sin
(
pi(k + 1)
n
)
,
or, equivalently,
tan
(
pij
n
)
tan
(
pik
n
)
= tan
(
pijk
n
)
tan
(pi
n
)
. (52)
Note the trivial solutions j = 0,±1.
This equation appeared in [34] and in [2], and it was solved in [10]. This
equation has non-trivial solutions if and only if n = 2(j + k) and n divides
(j−1)(k−1). In particular, there are no non-trivial solutions for odd n, and
this concludes the proof. 2
A Loxodromic transformations along the edges
of an ideal tetrahedron
A.1 Consistent labelings
Consider an ideal hyperbolic tetrahedron with vertices u0, u1, u2, u3 ∈ CP1.
The tetrahedron may degenerate (this happens when u0, u1, u2, u3 lie on a
circle or, equivalently, when their cross-ratio is real). Consider a labeling
{cij} of the edges of the tetrahedron, where cij = cji. Denote by Lij the
loxodromic transformation with the axis uiuj and parameter cij (see Section
2.3 for a definition). We have Lij = L
−1
ji .
Definition A.1. A labeling {cij} is called consistent if, for every i ∈ {0, 1, 2, 3},
we have
LijLikLil = Id, (53)
where (i, j, k, l) is any even permutation of (0, 1, 2, 3).
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Theorem 24. A labeling is consistent if and only if the labels satisfy the
following system of equations:
cij = ckl, (54a)
cijcikcil = 1, (54b)
[ui, uj, uk, ul]cij + [ui, uk, uj, ul]c
−1
ik = 1, (54c)
where in the last equation (i, j, k, l) is any even permutation of (0, 1, 2, 3).
Besides, every label cij can take any non-zero value except [ui, uj, uk, ul]
−1
(where ijkl is an even permutation) and determines all other labels uniquely.
Remark A.2. There are in total 12 equations of the form (54c): one equation
for every pair of adjacent edges. Equation for the pair (ji, jl) has the form
[uj, ui, ul, uk]cij + [uj, ul, ui, uk]c
−1
jl = 1.
Due to the symmetries of the cross-ratio, the coefficients here are the same
as in (54c). It follows that cik = cjl: the system (54c) implies the system
(54a).
On the other hand, (54a) implies that from any of the equations (54b)
the other ones follow, and that the 12 equations (54c) can be reduced to just
three. Thus the system (54a) – (54c) is equivalent to the system
c23 = c01, c13 = c02, c12 = c03, (55a)
c01c02c03 = 1, (55b)
[u0, ui, ui+1, ui+2]c0i + [u0, ui+1, ui, ui+2]c
−1
0,i+1 = 1, i = 1, 2, 3. (55c)
(The indices in the last line are taken modulo 3.)
These are seven equations on six variables but, as we will show, they have
a one-parameter solution set.
Lemma A.3. Equation (54c) is equivalent to LijLikLil(ul) = ul.
Proof. Since ul is a fixed point of the transformation Lil, and because of
L−1ij = Lji, we have
LijLikLil(ul) = ul ⇔ LijLik(ul) = ul ⇔ Lji(ul) = Lik(ul).
On the other hand, Lemma 2.3 implies
[uj, ui, ul, Lji(ul)] = c
−1
ij , [ui, uk, ul, Lik(ul)] = c
−1
ik .
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From these formulas and the properties of cross-ratio, we infer
[ui, uj, uk, ul]cij = [ui, uj, uk, ul][ui, uj, ul, Lji(ul)] = [ui, uj, uk, Lji(ul)],
and similarly,
[ui, uk, uj, ul]c
−1
ik = [ui, uk, uj, ul][ui, uk, ul, Lik(ul)]
= [ui, uk, uj, Lik(ul)] = 1− [ui, uj, uk, Lik(ul)].
Thus Lji(ul) = Lik(ul) if and only if (54c) holds.
Proof of Theorem 24. By Lemma A.3, for every consistent labeling, equa-
tions (54c) hold. Equations (54c) imply equations (54a), see Remark A.2.
To prove the validity of (54b), note that consistent labelings are Mo¨bius-
invariant, so we may assume that ui =∞. Since Lc(∞, u) is a complex affine
map with the coefficient c, the composition LijLikLil is a complex affine map
with the coefficient cijcikcil. Thus LijLikLil = Id implies cijcikcil = 1, and
for every consistent labeling, all the equations (54a) – (54c) hold.
Vice versa, equations (54c) imply that, for every i, the composition
LijLikLil has at least two fixed points: ui and ul, and equations (54b) imply
that LijLikLil is of parabolic type (affine with coefficient 1 under assumption
ui =∞). Together this implies LijLikLil = Id.
We now proceed to the second part of Theorem 24, the parametrization of
the space of admissible labelings. Due to Remark A.2, it suffices to solve the
system of four equations (55b) – (55c) on three variables. We claim that any
two of the equations (55c) imply the third one, as well as (55b). Using the
interpretation of these equations given in Lemma A.3, we assume, without
loss of generality, that L01L02L03(u3) = u3 and L02L03L01(u1) = u1. From
L01(u1) = u1, it follows that
L01L02L03(u1) = L01L02L03L01(u1) = L01(L02L03L01(u1)) = L01(u1) = u1.
Thus the Mo¨bius tranformation L01L02L03 has three distinct fixed points u0,
u1, and u3, and is therefore the identity. It follows that the third of equations
(55c) and equation (55b) are satisfied.
From (54c) one can express cik as a function of cij:
cik =
1− [ui, uj, uk, ul]
1− [ui, uj, uk, ul]cij , ijkl even.
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The values cij = 0,∞, [ui, uj, uk, ul]−1 correspond to the values cik = [ui, uk, ul, uj]−1,
0, ∞, respectively. This describes the admissible values of each label, as
cij ∈ C \ {0, [ui, uj, uk, ul]−1} for an even permutation ijkl.
The transformations Lij are elements of the group PGL(2,C). They can
be represented by matrices from GL(2,C) as described at the end of Section
2.3. If we denote Aij = Acij(ui, uj), then Theorem 24 says that, for any even
permutation ijkl of 0123, the matrix AijAikAil is a scalar multiple of the
identity matrix. In fact, more is true.
Lemma A.4. If {cij} is a consistent labeling of the edges of an ideal tetra-
hedron, then for every even permutation ijkl of 0123 we have
AijAikAil = Id, AijAik = AjlAkl.
Proof. We have det(AijAikAil) = cijcikcil = 1. This implies that the product
in question is ± Id. In order to check that the sign is positive, consider the
case ui =∞. Then it is easy to see that the top left entry of the product is
1, thus the product equals Id. The general case holds by continuity (or by
observing that matrices At(u, v) behave well under conjugation).
The second equation follows from the first and the relation (Aλ(p, q))
−1 =
λ−1Aλ(q, p). From AliAlkAlj = Id and AijAikAil = Id it follows that
Ali = A
−1
lj A
−1
lk = c
−1
jl c
−1
kl AjlAkl = cilAjlAkl
c−1il Ali = A
−1
il = AijAik,
hence AijAik = AjlAkl as claimed.
Proof of Lemma 4.1. The second of the equations of Lemma A.4 implies
Akl = A
−1
jl AijAik. Substituting (ui, uj, uk, ul) = (pi, pi+1, qi, qi+1) we obtain
Aλ(qi, qi+1) = A
−1
µ (pi+1, qi+1)Aλ(pi, pi+1)Aµ(pi, qi)
with λ = ckl = cij and µ = cik. The consistency equation (54c) implies that
λ and µ are related by
αλ+ (1− α)µ−1 = 1.
This is equivalent to µ = 1−α
1−αλ , and the lemma is proved.
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A.2 From tetrahedron to cube
In the previous section we explained how an ideal tetrahedron gives rise to a
Lax representation for the cross-ratio dynamics. In [7, 8] a different geometric
picture, based on a cube, was used to derive a different Lax representation.
Let us explain a connection between both pictures.
Let (cij) be any consistent labeling of an ideal tetrahedron u0u1u2u3. Take
any v0 ∈ CP1, different from u1, u2, u3, and put
v1 = L32(v0), v2 = L13(v0), v3 = L21(v0).
The consistency condition (53) implies vi = Ljk(vl) for every even permuta-
tion ijkl. Due to Lemma 2.3, this can be rewritten as
[ui, uj, vk, vl] = cij. (56)
The points ui, vi, i = 0, 1, 2, 3, can be viewed as the vertices of a (com-
binatorial) cube, see Figure 10. Each of the equations (56) corresponds to a
face of the cube. The faces are planar if and only if the numbers cij are real.
u0 v2
u1
v0u2
v1
v3
u3
Figure 10: A cube associated with a consistent labeling of an ideal tetrahe-
dron.
Lemma A.5. For any choice of v0, we have [u0, u1, u2, u3] = [v0, v1, v2, v3].
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Proof. Condition (56) is invariant under exchanging u0, u1, u2, u3 with v0, v1, v2, v3.
It follows that (cij) is also a consistent labeling for the tetrahedron v0v1v2v3.
But the labels determine the cross-ratio: equation (54c) can be rewritten as
[u0, u1, u2, u3] =
1− cik
1− cijcik .
It follows that the two cross-ratios coincide.
In [7], [8, Section 6.6] the following property of the cross-ratio system,
called three-dimensional consistency, is formulated (we state it modulo some
variable changes).
Let (cij) be given such that cij = ckl and cijcikcil = 1. Choose any four
points u0, v1, v2, v3 ∈ CP1. Define u1, u2, u3 through those of the equations
(56) that contain u0. Then there is v0 ∈ CP1 such that all three equations
(56) that contain v0 are simultaneously satisfied.
While in [7, 8] this is proved by a direct computation, the arguments from
the beginning of this section lead to a more geometric proof. The numbers
(cij) form a consistent labeling of the tetrahedron: L01L02L03 = Id holds by
construction, the compositions at the other vertices are the identities due to
the symmetries of the ideal tetrahedron. It follows that the point
L23(v1) = L31(v2) = L12(v3) =: v0
satisfies all three equations.
A.3 Another proof of Bianchi permutability
Proof of Theorem 3. The proof is based on the consistency of the system
(56). Consider the combinatorial cube shown on Figure 11. Six of its vertices
are given; our goal is to define si as a function of pi, qi, ri (this function being
the same for all i) in such a way that the equations of Theorem 3 are satisfied.
If we superpose Figure 11 with Figure 10, then we have
[u0, u1, v2, v3] = [pi, qi+1, pi+1, qi] =
α− 1
α
,
[u0, u3, v1, v2] = [pi, ri+1, ri, pi+1] =
β
β − 1 .
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pi pi+1
qi+1
si+1si
ri
qi
ri+1
Figure 11: Three-dimensional consistency and Bianchi permutability.
Put c01 =
α−1
α
, c03 =
β
β−1 , and define c02 =
1
c01c03
. The three-dimensional
consistency of the cross-ratio system (as formulated at the end of Section
A.2) implies that for si and si+1, defined by
[pi, si, qi, ri] = [pi+1, si+1, qi+1, ri+1] = c02,
the equations in Theorem 3 will be satisfied.
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