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1. Introduction
In recent years, much attention has been paid to the study of the short relaxation limit. In this regime, a complicated
system may asymptotically be replaced by a much simpler hyperbolic or parabolic system, the behavior of the latter is
either already well understood or easier to analyze. This work concerns the following scaled non-isentropic Euler–Maxwell
equations for semiconductors or plasmas (see Appendix A and [1–5]):
∂tn + 1
τ
div(nu) = 0, (1.1)
∂t(nu) + 1
τ
div(nu ⊗ u) + 1
τ
∇(nθ) = − 1
τ
n(E + u × B) − 1
τ 2
nu, (1.2)
∂tθ + 1
τ
u · ∇θ + 2
3τ
θ divu =
(
2
3τ 2
− 1
3τ
)
|u|2 − 1
τ
(θ − θ∗), (1.3)
∂t E − 1
τ
∇ × B = 1
τ
nu, ∂t B + 1
τ
∇ × E = 0, (1.4)
div E = b(x) − n, div B = 0, (1.5)
where, n is the scaled electron mass, u ∈ R3 is the mean velocity vector, θ is the electron temperature, E ∈ R3 and B ∈ R3
are the scaled electric ﬁeld and magnetic ﬁeld respectively. They are functions of a 3-dimensional position vector x ∈ T 3 and
of the time t > 0, where T 3 = ( R2πZ )3 is the 3-dimensional torus. The function θ∗(x) is the ambient device temperature and
the function b(x) stands for the prescribed density of positive charged background ions (doping proﬁle). τ > 0 is a parameter
for the momentum relaxation time, and div,∇, and ⊗ are the respective divergence operator, gradient operator, Laplacian
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particles through the Maxwell equations and act on the particles via the Lorentz force E + u × B . In the system (1.1)–(1.5),
j = nu stands for the current densities for the particles. Eqs. (1.1)–(1.3) are the mass, momentum and energy balance laws
respectively, while (1.4)–(1.5) are the Maxwell equations. It is well known that Eqs. (1.5) are redundant with Eqs. (1.4), as
soon as they are satisﬁed by the initial conditions.
Noting that the scaling
t = τ s
we can convert (1.1)–(1.5) back into the original non-isentropic model in [2] with s as its time variable. The scaled-time
variable t was ﬁrst introduced in [6] by Marcati and Natalini to study the relation between the isentropic hydrodynamical
model and the corresponding drift-diffusion model. From then on, this kind of limit problem has been investigated by many
authors for isentropic case (see [7–9]) and non-isentropic case (see [10,11]).
It is important from [2] that this system describes the dynamic of non-isentropic compressible electrons for semicon-
ductors or plasma physics in a uniform background of non-moving ions with ﬁxed density b(x) not accounted for in the
classical drift-diffusion model. However, based on the previous results in [7–9,12], we expect that the two models give
similar results when τ is small, which can be seen formally as follows. Applying the Maxwell iteration to the momentum
equation in (1.1)–(1.5) gives
nu = −τ∇(nθ) − τnE − τnu × B − τ 2∂t(nu) − τ 2 div(nu ⊗ u)
= −τ∇(nθ) − τnE + O (τ 2)
and
θ − θ∗ = τ
((
2
3τ 2
− 1
3τ
)
|u|2 −
(
∂tθ + 1
τ
u · ∇θ + 2
3τ
θ divu
))
= O (τ ).
Substituting the truncation nu = −τ∇(nθ)− τnE and θ = θ∗ into the mass equation in (1.1)–(1.5), we arrive at the following
model:
∂tn = 
(
nθ∗(x)
)+ div(nE), (1.6)
∇ × E = 0, div E = b(x) − n, (1.7)
∇ × B = 0, div B = 0. (1.8)
Equation ∇ × E = 0, (1.7) implies the existence of a potential function φ such that
E = −∇φ.
Furthermore, Eqs. (1.8) imply B = 0 when the mean value of B(x, t) vanishes, i.e. m(B) = 0. Here,
m(v) = 1
(2π)3
∫
T 3
v(x, ·)dx
denotes the mean value of a given scalar or vector function v(x, t) in T 3 with respect to x. Hence, the system (1.6)–(1.8) is
a unipolar drift-diffusion model. In fact (1.6)–(1.8) is a parabolic–elliptic system provided that θ∗(x) > 0.
The goal of this paper is devoted to justify the above formal derivation of the drift-diffusion models for periodic IVPs
(initial-value problems) with an emphasis on a 3-dimensions torus. For brevity, we deal with only unipolar model (1.1)–(1.5).
However, we also believe that our arguments and results hold true for the bipolar non-isentropic hydrodynamic-Maxwell
model. The Euler–Maxwell equations are more intricate than the Euler–Poisson equations, because of the complicated cou-
pling of the Lorentz force. There have been numerical simulations (cf. [3,5]), but the only rigorous study appears to be that
made by Chen et al. in [13], where a global weak solution is proved in one spatial dimension. In [2], Jerome establishes a
local smooth solution theory for the Cauchy problem of compressible hydrodynamic-Maxwell systems by the modiﬁcation
of the classical semigroup-resolvent approach of Kato. The convergence of one-ﬂuid (isentropic) Euler–Maxwell system to
compressible Euler–Poisson system is proven via the non-relativistic limit [14]. The cases of two-ﬂuid and non-isentropic are
studied by Yang and Wang in [15,16]. Furthermore, paper [17] proves that the combined non-relativistic and quasi-neutral
limit of the (isentropic) Euler–Maxwell is the incompressible Euler equations via non-relativistic regime.
In this present paper, we will study the relaxation limit problem of the non-isentropic Euler–Maxwell equations for
semiconductors or plasmas. Precisely, we assume that the drift-diffusion model (1.6)–(1.8) has a smooth solution (n, E) with
initial data n(x,0) = n0(x). Inspired by the Maxwell iteration above, we construct a formal approximation as follows:
(nτ ,uτ , θτ , Eτ , Bτ ) =
(
n,−τ ∇(nθ) − τ Eτ , θ∗(x),∇−1
(
b(x) − n),0
)
(1.9)n
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(n,u, θ)(x,0) =
(
n0(x),−τ∇−1
(
b(x) − n0(x)
)− τ∇(n0θ∗)
n0
, θ∗
)
. (1.10)
Here, we need the following compatibility conditions on (E0, B0)
E0 = ∇−1
(
b(x) − n0(x)
)
, B0 = 0. (1.11)
Note that these initial data are in equilibrium. Then we use energy methods to prove that (nτ ,uτ , θτ , Eτ , Bτ ) exists in the
ﬁnite time interval where n is well deﬁned and can be expressed as
(
nτ ,uτ , θτ , Eτ , Bτ
)= (nτ ,uτ , θτ , Eτ , Bτ = 0) + O (τ 2) (1.12)
in the Sobolev space Hs(T 3) with s > 52 . Furthermore, our conclusion implies that if the drift-diffusion model has a global
smooth solution with n having a positive lower bound, then for any T > 0, there exists τ0 > 0 such that the non-isentropic
Euler–Maxwell equations have a unique smooth solution up to the time T when τ < τ0.
The remainder of this paper is organized as follows. In Section 2 we rewrite the Euler–Maxwell as symmetrizable hyper-
bolic systems and review the convergence-stability result. Section 3 is devoted to the formal approximation (1.6)–(1.8). In
Section 4 we prove the validity of the formal approximation and conclude the existence of the solution to (1.1)–(1.5) in the
time interval where n is well deﬁned.
1.1. Notations and preliminary results
1) Throughout this paper, ∇ = ∇x is the gradient, α = (α1, . . . ,αd) is multi-index and Hs(T 3) denotes the standard
Sobolev’s space in torus T 3, which is deﬁned by Fourier transform, namely, f ∈ Hs(T 3) if and only if
‖ f ‖2s = (2π)d
∑
k∈Zd
(
1+ |k|2)s∣∣(F f )(k)∣∣2 < +∞,
where (F f )(k) = ∫T 3 f (x)e−ikx dx is the Fourier transform of f ∈ Hs(T 3). Noting that if ∫T 3 f (x)dx = 0, then ‖ f ‖L2(T 3) ‖∇ f ‖L2(T 3) .
2) Recall the following basic Moser-type calculus inequalities [18–20]: for f , g, v ∈ Hs and any nonnegative multi-index
α, |α| s,
(i)
∥∥Dαx ( f g)∥∥L2  Cs(‖ f ‖L∞
∥∥Dsxg∥∥L2 + ‖g‖L∞
∥∥Dsx f ∥∥L2), s 0; (1.13)
(ii)
∥∥Dαx ( f g) − f Dαx g∥∥L2  Cs(‖Dx f ‖L∞
∥∥Ds−1x g∥∥L2 + ‖g‖L∞
∥∥Dsx f ∥∥L2), s 1. (1.14)
3) (Sobolev’s inequality) For s > d2 ,
‖ f ‖L∞  Cs‖ f ‖s. (1.15)
4) If s > d2 , then for f , g ∈ Hs and |α| s,∥∥Dαx ( f g)∥∥L2  Cs‖ f ‖s‖g‖s. (1.16)
5) The same letter C denotes various positive constants which do not depend on t, τ and initial data.
2. Preliminaries
In this section, we write the non-isentropic Euler–Maxwell equations as symmetrizable hyperbolic systems and review
the convergence-stability result. To begin with, we recall the following elementary fact, which can be easily proven by using
Fourier series.
Lemma 2.1. ∇−1 is a bounded linear operator from V = {v ∈ L2(T 3) |m(v) = 0} into H1(T 3).
This is proposition that requires the initial data to be periodic.
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn + 1
τ
u · ∇n + 1
τ
ndivu = 0,
∂tu + 1
τ
(u · ∇)u + 1
τ
(
∇θ + θ
n
∇n
)
= − 1
τ
(E + u × B) − 1
τ 2
u,
∂tθ + 1
τ
u · ∇θ + 2
3τ
θ divu =
(
2
3τ 2
− 1
3τ
)
|u|2 − 1
τ
(θ − θ∗),
∂t E − 1
τ
∇ × B = 1
τ
nu, div E = b(x) − n,
∂t B + 1
τ
∇ × E = 0, div B = 0.
(2.1)
Now we recall the convergence-stability lemma in [21] for general singular limit problems of IVPs for quasi-linear ﬁrst-
order symmetrizable hyperbolic systems depending (singularly) on parameters in several space variables:
∂tU +
3∑
i=1
Ai(U , τ )∂xi U = Q (U , τ ), (2.2)
U (x,0) = U (x, τ ). (2.3)
Here τ represents a parameter in a topological space, Ai(U , τ ) (i = 1,2,3) and Q (U , τ ) are suﬃciently smooth functions of
U ∈ G ∈ R3, and U (x, τ ) is a given initial value function. For simplicity, we assume that U (x, τ ) is periodic in x with period
(2π,2π,2π) ∈ R3.
Assume U (x, τ ) ∈ G0  G for all (x, τ ) and U (·, τ ) ∈ Hs with s > 52 an integer. Fix τ , according to the local existence
theory for IVPs of symmetrizable hyperbolic systems (see Theorem 2.1 in [22]), there is a time interval [0, T ] so that
(2.2)–(2.3) have a unique Hs-solution
U τ ∈ C([0, T ], Hs).
Deﬁne
Tτ = sup
{
T > 0: U τ ∈ C([0, T ], Hs)}. (2.4)
Namely, [0, Tτ ) is the maximal time interval of Hs existence. Note that Tτ depends on G and may tend to zero as τ goes
to a certain singular point, say 0.
In order to show that lim infτ→0 Tτ > 0, which means the stability (see [18,22]), we make the following assumption.
(H) (Convergence assumption): There exist T∗ > 0 and Uτ ∈ L([0, T∗], Hs) for each τ , satisfying⋃
x,t,τ
{
Uτ (x, t)
}
 G,
such that for t ∈ [0,min{T∗, Tτ }),
sup
x,t
∣∣U τ (x, t) − Uτ (x, t)∣∣= o(1),
sup
t
∥∥U τ (x, t) − Uτ (x, t)∥∥= O (1)
as τ tends to the singular point.
With such a convergence assumption, we are in a position to state the following fact established in [7].
Lemma 2.2. Assume U (x, τ ) ∈ G0  G for all (x, τ ) and U (x, τ ) ∈ Hs with s > 52 an integer. Fix τ , and that the convergence assump-
tion (H) holds. Let [0, Tτ ) be the maximal time interval such that (2.2)–(2.3) have a unique Hs-solution U τ (·, τ ) ∈ Hs. Then Tτ > T∗
for all τ in a neighborhood of the singular point.
Thanks to Lemma 2.2, our task is reduced to ﬁnding a Uτ (x, t) such that the convergence assumption holds. Below, we
will use this lemma with G replaced by its compact subsets.
3. Formal approximations
In this section we propose a construction of the approximation Uτ in the convergence assumption for the non-isentropic
Euler–Maxwell (1.1)–(1.5) or (2.1). Let n solve the IVPs of the unipolar drift-diffusion model (1.6)–(1.8) or
∂tn = 
(
nθ∗(x)
)+ div(n∇−1(b(x) − n)), n(x,0) = n0(x). (3.1)
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(nτ ,uτ , θτ , Eτ , Bτ ) =
(
n,−τ ∇(nθ∗)
n
− τ Eτ , θ∗(x),∇−1
(
b(x) − n),0
)
. (3.2)
Next we deﬁne
F1 = (∂t +
1
τ uτ · ∇)uτ
τ
= −∂t
(∇(nθ∗)
n
+ Eτ
)
+
((∇(nθ∗)
n
+ Eτ
)
· ∇
)(∇(nθ∗)
n
+ Eτ
)
, (3.3)
and
F2 =
(∂t + 1τ uτ · ∇)θτ + 23τ θτ divuτ − ( 23τ 2 − 13τ )|uτ |2
τ
= (∂t + (
∇(nθ∗(x))
n + Eτ ) · ∇)θ∗(x) + 23θ∗(x)div(∇(nθ∗(x))n + Eτ )
τ
−
(
2
3τ
− 1
3
)∣∣∣∣
(∇(nθ∗(x))
n
+ Eτ
)∣∣∣∣
2
, (3.4)
where
Eτ = ∇−1
(
b(x) − n).
Then from (3.2), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
∂t + 1
τ
uτ · ∇
)
nτ + 1
τ
nτ divuτ = 0,
(
∂t + 1
τ
u · ∇
)
uτ + 1
τ
(
∇θτ + θτ
nτ
∇nτ
)
= − 1
τ
(∇−1(b(x) − nτ ))− 1
τ 2
uτ + τF1,
(
∂t + 1
τ
u · ∇
)
θτ + 2
3τ
θτ divuτ =
(
2
3τ 2
− 1
3τ
)
|uτ |2 − 1
τ
(θτ − θ∗) + τF2.
(3.5)
As for (nτ ,uτ , θτ ), we have the following regularity result.
Lemma 3.1. Let s > 32 be an integer. If n ∈
⋂1
i=0 Ci([0, T∗], Hs−i) has a positive lower bound, (b(x), θ∗(x)) ∈ Hs−1 , and b(x), θ∗(x)
δ > 0, then uτ ∈⋂1i=0 Ci([0, T∗], Hs−1−i), Tτ ∈ Hs−1 and F1,F2 ∈ C([0, T∗], Hs−2) in case s > 52 .
The proof of this lemma is based on the well-known calculus inequalities in Sobolev spaces, which we have stated in
Section 1.
4. The main results and its proof
For studying the problems (1.1)–(1.5) or (2.1), we introduce the Sobolev’s norms∣∣∥∥V (t)∥∥∣∣l,T = sup
0tT
∥∥V (t)∥∥l, l ∈ N∗.
Having constructed the formal approximation (nτ ,uτ , θτ ) for the periodic IVPs of the non-isentropic Euler–Maxwell
equations (2.1), we prove here the validity of the approximation under some regularity assumptions on the given data and
an existence result for the IVPs. The main result of this paper is stated as follows.
Theorem 4.1. Let s > 52 be an integer. Assume (b(x), θ∗(x)) ∈ Hs+1 , b(x), θ∗(x)  δ > 0, and that the drift-diffusion model has a
solution n ∈⋂1i=0 Ci([0, T∗], Hs+2−i) with a positive lower bound.
Then, for suﬃciently small 0 < τ < τ0 	 1, the non-isentropic model (2.1) with periodic initial data
(n,u, θ, E, B)(x,0) =
(
n0(x),−τ∇−1
(
b(x) − n0(x)
)− τ∇(n0θ∗)
n0
,∇−1(b(x) − n0(x)),0
)
(4.1)
has a unique solution (nτ ,uτ , θτ , Eτ , Bτ ) satisfying (nτ ,uτ , θτ , Eτ , Bτ ) ∈ C([0, T∗], Hs), and there exists a constant M0 > 0, inde-
pendent of τ but dependent on T∗ < ∞, such that∣∣∥∥(nτ − nτ ,uτ − uτ , θτ − θτ , Eτ − Eτ , Bτ )(·, t)∥∥∣∣s,T∗  M0τ . (4.2)
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values in (2a,b). Denote by [0, Tτ ) the maximal time interval where the symmetrizable hyperbolic system (2.1) with the
initial data (4.1) has a unique Hs-solution (nτ ,uτ , θτ , Eτ , Bτ ) with values in (a,2b) × T 3 × (a,2b) × (T 3)2 = G . Thanks to
Lemma 2.2, it suﬃces to prove the error estimate in (4.2) for t ∈ [0,min{T∗, Tτ }).
To this end, we set
(N,U ,Θ, F ,G) = (nτ − nτ ,uτ − uτ , θτ − θτ , Eτ − Eτ , Bτ ). (4.3)
From the equations in the non-isentropic Euler–Maxwell equations (1.1)–(1.5) or (2.1) and Euler equations (3.5) it follows
that the error (N,U ,Θ, F ,G) satisﬁes the following problem
∂t N + 1
τ
uτ · ∇N + 1
τ
nτ divU = − 1
τ
(U · ∇nτ + N divuτ ), (4.4)
∂tU + 1
τ
(
uτ · ∇)U + 1
τ
(
∇Θ + θ
τ
nτ
∇N
)
= − 1
τ
(
F + uτ × G)− 1
τ 2
U
− 1
τ
(U · ∇)uτ − 1
τ
(
θτ
nτ
− θτ
nτ
)
∇nτ − τF1, (4.5)
∂tΘ + 1
τ
uτ · ∇Θ + 2
3τ
θτ divU =
(
2
3τ 2
− 1
3τ
)
U
(
uτ + uτ
)− 1
τ
Θ
− 1
τ
U · ∇θτ − 2
3τ
Θ divuτ − τF2, (4.6)
∂t F − 1
τ
∇ × G = 1
τ
nτ uτ − ∂t Eτ , div F = −N, (4.7)
∂tG + 1
τ
∇ × F = 0, divG = 0. (4.8)
Taking ∂αx of the above equations for a multi-index α satisfying |α| s, one gets
∂t∂
α
x N +
1
τ
uτ · ∇∂αx N +
1
τ
nτ div∂αx U = H1α, (4.9)
∂t∂
α
x U +
1
τ
(
uτ · ∇)∂αx U + 1τ
(
∇∂αx Θ +
θτ
nτ
∇∂αx N
)
= − 1
τ 2
∂αx U + H2α, (4.10)
∂t∂
α
x Θ +
1
τ
uτ · ∇∂αx Θ +
2
3τ
θτ div ∂αx U = −
1
τ
∂αx Θ + H3α, (4.11)
∂t∂
α
x F −
1
τ
∇ × ∂αx G =
1
τ
∂αx
(
nτ uτ − τ∂t Eτ
)
, div∂αx F = −∂αx N, (4.12)
∂t∂
α
x G +
1
τ
∇ × ∂αx F = 0, div∂αx G = 0, (4.13)
where
H1α = −
1
τ
∂αx (U · ∇nτ + N divuτ ) −
1
τ
(
∂αx
(
uτ · ∇N + nτ divU)− uτ · ∇∂αx N − nτ div ∂αx U)
= H11α + H12α ,
H2α = −
1
τ
∂αx
(
(U · ∇)uτ −
(
θτ
nτ
− θτ
nτ
)
∇nτ + τ 2F1
)
− 1
τ
∂αx
(
F + uτ × G)
− 1
τ
(
∂αx
((
uτ · ∇)U + θτ
nτ
∇N
)
−
((
uτ · ∇)∂αx U + θ
τ
nτ
∇∂αx N
))
= H21α + H22α + H23α ,
H3α = −
1
τ
∂αx
(
U · ∇θτ + 2
3
Θ divuτ −
(
2
3τ
− 1
3
)
U
(
uτ + uτ
))− τ∂αx F2
− 1
τ
(
∂αx
(
uτ · ∇Θ + 2
3
θτ divU
)
−
(
uτ · ∇∂αx Θ +
2
3
θτ div ∂αx U
))
= H31α + H32α + H33α .
For clarity of exposition, the proof of Theorem 4.1 will be organized and stated in two separate lemmas.
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d
dt
[((
θτ
nτ
)2
∂αx N, ∂
α
x N
)
+ (θτ ∂αx U , ∂αx U)+
(
3
2
∂αx Θ,∂
α
x Θ
)
+ (∂αx F , ∂αx F )+ (∂αx G, ∂αx G)
]
+ 2
τ 2
(
θτ ∂αx U , ∂
α
x U
)+ 3
τ
(
∂αx Θ,∂
α
x Θ
)
= 1
τ
((
θτ
nτ
)2(5
3
divuτ +
(
2
3τ
− 1
3
)∣∣uτ ∣∣2 − (θτ − θ∗)
)
∂αx N.∂
α
x N
)
+ 1
τ
(((
2
3τ
− 1
3
)∣∣uτ ∣∣2 − (θτ − θ∗)+ 1
3
θτ divuτ
)
∂αx U , ∂
α
x U
)
+ 2
τ
(
∇
(
(θτ )2
nτ
)
∂αx N, ∂
α
x U
)
+ 3
2τ
(
divuτ ∂αx Θ,∂
α
x Θ
)+ 2
τ
(
∂αx U · ∇θτ , ∂αx Θ
)+ 2
τ
(
∂αx
(
nτ uτ − τ∂t Eτ
)
, ∂αx F
)
+ 2
((
θτ
nτ
)2
H1α, ∂αx N
)
+ 2(θτ H2α, ∂αx U)+ 3(H3α, ∂αx Θ), (4.14)
where
(U,V) =
∫
T 3
UV dx.
Proof. Taking the L2 inner product of Eq. (4.9) with ( θ
τ
nτ )
2∂αx N , one gets, by integration by parts and using the periodicity
of the data, that
d
dt
((
θτ
nτ
)2
∂αx N, ∂
α
x N
)
+ 2
τ
(
(θτ )2
nτ
div ∂αx U , ∂
α
x N
)
= 1
τ
(
div
((
θτ
nτ
)2
uτ
)
∂αx N, ∂
α
x N
)
+
(
∂t
(
θτ
nτ
)2
∂αx N, ∂
α
x N
)
+ 2
((
θτ
nτ
)2
H1α, ∂αx N
)
=
((
∂t
(
θτ
nτ
)2
+ 1
τ
uτ · ∇
(
θτ
nτ
)2
+ 1
τ
(
θτ
nτ
)2
divuτ
)
∂αx N, ∂
α
x N
)
+ 2
((
θτ
nτ
)2
H1α, ∂αx N
)
.
From the ﬁrst and the third equations in (2.1), we have
∂t
(
θτ
nτ
)2
+ 1
τ
uτ · ∇
(
θτ
nτ
)2
+ 1
τ
(
θτ
nτ
)2
divuτ
= −2(θ
τ )2
(nτ )3
(
∂tn
τ + 1
τ
u·∇nτ
)
+ 2θ
τ
(nτ )2
(
∂tθ
τ + 1
τ
u·∇θτ
)
+ 1
τ
(
θτ
nτ
)2
divuτ
= 1
τ
(
θτ
nτ
)2(5
3
divuτ +
(
2
3τ
− 1
3
)∣∣uτ ∣∣2 − (θτ − θ∗)
)
.
Then one gets
d
dt
((
θτ
nτ
)2
∂αx N, ∂
α
x N
)
+ 2
τ
(
(θτ )2
nτ
div ∂αx U , ∂
α
x N
)
= 1
τ
((
θτ
nτ
)2(5
3
divuτ +
(
2
3τ
− 1
3
)∣∣uτ ∣∣2 − (θτ − θ∗)
)
∂αx N.∂
α
x N
)
+ 2
((
θτ
nτ
)2
H1α, ∂αx N
)
. (4.15)
Taking the L2 inner product of Eqs. (4.10) and (4.11) with θτ ∂αx U and
3
2∂
α
x Θ respectively, one gets, by integration by
parts and using the periodicity of the data, that
d
dt
(
θτ ∂αx U , ∂
α
x U
)− 2
τ
(
(θτ )2
nτ
div ∂αx U , ∂
α
x N
)
+ 2
τ
(
θτ ∂αx U ,∇∂αx Θ
)+ 2
τ 2
(
θτ ∂αx U , ∂
α
x U
)
=
((
∂tθ
τ + 1
τ
uτ · ∇θτ + 1
τ
θτ divuτ
)
∂αx U , ∂
α
x U
)
+ 2
τ
(
∇
(
(θτ )2
nτ
)
∂αx N, ∂
α
x U
)
+ 2(θτ H2α, ∂αx U)
= 1
τ
(((
2
3τ
− 1
3
)∣∣uτ ∣∣2 − (θτ − θ∗)+ 1
3
θτ divuτ
)
∂αx U , ∂
α
x U
)
+ 2
τ
(
∇
(
(θτ )2
nτ
)
∂αx N, ∂
α
x U
)
+ 2(θτ H2α, ∂αx U),
(4.16)
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3
2
d
dt
(
∂αx Θ,∂
α
x Θ
)− 2
τ
(
θτ ∂αx U ,∇∂αx Θ
)+ 3
τ
(
∂αx Θ,∂
α
x Θ
)
= 3
2τ
(
divuτ ∂αx Θ,∂
α
x Θ
)+ 2
τ
(
∂αx U · ∇θτ , ∂αx Θ
)+ 3(H3α, ∂αx Θ). (4.17)
By the vector analysis formula (cf. [1])
div( f × g) = ∇ × f · g − ∇ × g · f ,
one gets from (4.12) and (4.13) that
d
dt
[(
∂αx F , ∂
α
x F
)+ (∂αx G, ∂αx G)]= 2τ
(
∂αx
(
nτ uτ − τ∂t Eτ
)
, ∂αx F
)
. (4.18)
From the above equalities (4.15)–(4.18), we can conclude the lemma. 
Next, for the right-hand side of the inequality in Lemma 4.1, we have the following claim.
Lemma 4.2. Set
E = E(t) = ‖(N(·, t),U (·, t),Θ(·, t), F (·, t),G(·, t))‖
τ
.
Then, for τ < 1,
d
dt
[((
θτ
nτ
)2
∂αx N, ∂
α
x N
)
+ (θτ ∂αx U , ∂αx U)+
(
3
2
∂αx Θ,∂
α
x Θ
)
+ (∂αx F , ∂αx F )+ (∂αx G, ∂αx G)
]
+ 1
τ 2
(
∂αx U , ∂
α
x U
)+ 1
τ
(
∂αx Θ,∂
α
x Θ
)
 Cτ 3 + C(1+ E4)∥∥(N(·, t),U (·, t),Θ(·, t), F (·, t),G(·, t))∥∥2|α|. (4.19)
Proof. Recall that
uτ = −τ ∇(nθ)
n
− τ Eτ . (4.20)
Thus, for s > 52 , we use the well-known embedding inequality to obtain∣∣divuτ ∣∣ C‖divuτ ‖s + C∥∥div(uτ − uτ )∥∥s  Cτ (1+ E),
∣∣θτ − θ∗∣∣ Cτ D, (4.21)∣∣∣∣
(
θτ
nτ
)2
divuτ
∣∣∣∣,
∣∣∣∣
(
θτ
nτ
)2(
θτ − θ∗
)∣∣∣∣, ∣∣θτ divuτ ∣∣,
∣∣∣∣
(
2
3τ
− 1
3
)∣∣uτ ∣∣
∣∣∣∣
2
 Cτ
(
1+ E2). (4.22)
Now we turn to estimate (( θ
τ
nτ )
2H1α, ∂αx N) = (( θ
τ
nτ )
2H11α , ∂αx N) + (( θ
τ
nτ )
2H12α , ∂αx N). With the aid of Cauchy–Schwartz’s in-
equality, Sobolev’s lemma and Moser-type inequalities, we have
∥∥∥∥
(
θτ
nτ
)2
H11α
∥∥∥∥ 1τ C
(
1+ τ 2E2)(‖U‖|α| + τ‖N‖|α|) C(1+ τ 2E2)
(‖U‖|α|
τ
+ ‖N‖|α|
)
, (4.23)
∥∥∥∥
(
θτ
nτ
)2
H12α
∥∥∥∥ C(1+ τE)(1+ E)‖N‖|α| + C(1+ τE)2 ‖U‖|α|τ . (4.24)
Therefore, one obtains that
((
θτ
nτ
)2
H1α, ∂αx N
)
=
((
θτ
nτ
)2
H11α , ∂αx N
)
+
((
θτ
nτ
)2
H12α , ∂αx N
)

∥∥∥∥
(
θτ
nτ
)2
H11α
∥∥∥∥∥∥∂αx N∥∥+
∥∥∥∥
(
θτ
nτ
)2
H12α
∥∥∥∥∥∥∂αx N∥∥

‖U‖2|α|
Mτ 2
+ C(1+ E4)∥∥∂αx N∥∥2 . (4.25)
Next we deal with the estimate of (θτ H2α, ∂αx U ) =
∑3
i=1(θτ H2iα , ∂αx U ). It is easy to compute from Lemma 2.2 and the
boundedness of F1 that
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∥∥(N,Θ)∥∥|α| + Cτ , (4.26)
∥∥θτ H22α ∥∥ C(1+ τE)(1+ E)‖G‖|α| + Cτ (1+ τE)‖F‖|α|, (4.27)∥∥θτ H23α ∥∥ C(1+ τE)(1+ E)‖U‖|α| + Cτ (1+ τE)(1+ E)‖N‖|α|. (4.28)
Hence, we get
(
θτ H2α, ∂αx U
)=
3∑
i=1
(
θτ H2iα , ∂αx U
)
 C
(
1+ E4)∥∥(N,U ,Θ, F ,G)∥∥2|α| + ‖∂
α
x U‖2
Mτ 2
+ cτ 4. (4.29)
Now we begin to estimate the term (H3α, ∂αx Θ) =
∑3
i=1 H3iα
∥∥H31α ∥∥ Cτ (1+ E)‖U‖|α| + C
∥∥∂αx Θ∥∥, (4.30)
∥∥H32α ∥∥∥∥∂αx Θ∥∥ Cτ 3 + ‖∂
α
x Θ‖2
Mτ
, (4.31)
∥∥H33α ∥∥ C(1+ E)∥∥∂αx Θ∥∥+ Cτ (1+ τE)
∥∥∂αx U∥∥. (4.32)
Thus, we have
(H3α, ∂αx Θ)=
3∑
i=1
H3iα  Cτ 3 +
‖∂αx Θ‖2
Mτ
+ ‖∂
α
x U‖2
Mτ 2
+ C(1+ E)‖Θ‖2|α|. (4.33)
For some appropriate M , substituting the above estimates into Eq. (4.14) in Lemma 4.1 yields (4.19).
This completes the proof of Lemma 4.2. 
Note that
C
∥∥(∂αx N, ∂αx U , ∂αx Θ,∂αx F , ∂αx G)∥∥2

((
θτ
nτ
)2
∂αx N, ∂
α
x N
)
+ (θτ ∂αx U , ∂αx U)+
(
3
2
∂αx Θ,∂
α
x Θ
)
+ (∂αx F , ∂αx F )+ (∂αx G, ∂αx G)
× C−1∥∥(∂αx N, ∂αx U , ∂αx Θ,∂αx F , ∂αx G)∥∥2. (4.34)
We integrate (4.19) from 0 to T with [0, T ] ⊂ [0,min{Tτ , T∗}) to obtain
∥∥(∂αx N, ∂αx U , ∂αx Θ,∂αx F , ∂αx G)(T )∥∥2 + 1τ 2
T∫
0
(
∂αx U , ∂
α
x U
)
dt + 1
τ
T∫
0
(
∂αx Θ,∂
α
x Θ
)
dt
 CT τ 3 + C
T∫
0
(
1+ E4)∥∥(N(·, t),U (·, t),Θ(·, t), F (·, t),G(·, t))∥∥2|α| dt. (4.35)
Here we have used the fact that the initial data are in equilibrium. By summing this over all multi-indexes |α| s, we can
conclude using a standard Gronwall’s lemma, that
∥∥(N,U ,Θ, F ,G)(T )∥∥2s  CT∗τ 3eC
∫ T
0 (1+E4)dt . (4.36)
Since ‖(N,U ,Θ, F ,G)(T )‖s = τE , it follows from (4.36) that
E(T )2  CT∗τeC
∫ T
0 (1+E4)dt ≡ Ψ (T ). (4.37)
Thus,
Ψ ′(t) = C(1+ E4)Ψ (t) CΨ (t) + CΨ 3(t).
Applying the nonlinear Gronwall-type inequality in [23] to the last inequality yields
Ψ (t) eCT∗ (4.38)
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Ψ (0) = CT∗τ  e−CT∗ . (4.39)
Because of (4.37), there exists a constant M0, independent of τ , such that
E(T ) M0 (4.40)
for any T ∈ [0,min{Tτ , T∗}). Finally, the theorem is concluded from (4.36) with (4.40).
This completes the proof of Theorem 4.1. 
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Appendix A
In a medium, the Euler–Maxwell system including natural collision terms is written as the following (nonconservative)
form (see [1–5]):
∂tn + div(nu) = 0, (A.1)
m
[
∂t(nu) + div(nu ⊗ u)
]+ k∇(nθ) = −qn(E + u × B) − mnu
τP
, (A.2)
∂tθ + u · ∇θ + 2
3
θ divu = k0
n
div(n∇θ) − 2m|u|
2
3k
(
1
2τω
− 1
τP
)
− 1
τω
(θ − θ∗), (A.3)
∂t E − μ−1∇ × B = q
m
nu, ∂t B + ∇ × E = 0, (A.4)
 div E = b(x) − q
m
n, div B = 0, (A.5)
for (x, t) ∈ R3 × (0,∞). Here,  > 0, μ > 0 and m > 0 are the permittivity of the medium, the permeability of the medium
and the particle mass, respectively. In vacuum,  = 0, μ = μ0 with c = (0μ0)− 12 being the speed of light. q is the electronic
charge, m is the effective electron mass, k is Boltzmann’s constant, τP is the momentum relaxation time, τω is the energy
relaxation time, k0 is a constant multiplier (with the variable density) of heat conduction. In this paper, we assume q =m =
k =  = μ = 1 and k0 = 0 for the sake of simplicity. Now we set
τ = τP , τω = 1
and take the scaling
t → t
τ
,
then, we obtain the desired Euler–Maxwell system of the form (1.1)–(1.5).
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