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ABSTRACT 
A new functional unit called fuzzy partitioning unit (FPU) is 
introduced. The FPU is a natural extension of a unit used in the 
conventional BP model to a multi- output version. An FPU with N 
outputs can partitions input SfJace into N domains vaguely. A 
layered neural network with FPU's, which is called an FP model 
(FPM), is proposed and compared with /he conventional BP model. 
As a measure of differences between desired outputs a1ul real net-
work's outputs, Ku/lback divergence (K.D.) that is the well known 
measure in information theory is also adopted and is compared with 
the mean squared error (M.S.E.) used in BP models. An learning 
algorithm designed so as to minimize K.D. rather than M.S.E. 011 
FPM is slwwn to be excellent. That is, expen·ments of pri11/ed 
clwracter recog11itic11 with layered neural 11etworks shew tlwt the 
learning speed of FPM is much faster than BP models and the 
percent correct with FPM is also higher. Why an FPM with K.D. 
leads to a11 excellent learning algorithm is also discussed. 
1. INTRODUCTION 
As a technique for supervised learning of neural networks, back-
ward error propagation (BP) algorithm has been proved useful ([1)). 
Neural networks trained using this technique has been used for many 
applications including pattern recognition and image compression. 
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There exist, however, two critical issues in BP algorithm. One is 
the speed of convergence in learning and an other is the discrimination 
capablilities. So, it is extremely desirable to develop a new artificial 
neural networks with more powerful learning capability than the 
conventional BP model. To develop such a network, a new function 
unit called fuzzy partitioning unit (FPU), which partitions input space 
vaguely, is introduced. The FPU is considered to be a natural exten-
sion of the conventional BP unit to the multi- in/ outputs version ([2] , 
[3]). In addition to that, the Kullback divergence (K.D.), which is the 
well-known measure in information theory, is adopted as a measure of 
errors and a learning algorithm derived from K.D. is compared with 
that of M.S.E. in their speed of convergence and their discrimination 
capabilities. Through theoretical analyses and experiments, it is 
proved that a combination of FPU and K.D. leads to a powerful learn-
ing algorithm. 
2. FUZZY PARTITIONING UNIT (FPU) 
A fuzzy partitioning unit (FPU) has multi- in/ outputs and defined as 
follows: 
exp( U ; ) 
a ;= ~exp( Uj) 
i = 1,2, ······ , N 
(1) 
where a;(i = l , 2, ······, N) is an output of FPU and u;(j=l, 2, ······, 
N) is the j-th net input. Notice that 
a; >O (2) 
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(3) 
Let x = (x1 , ~.······, Xn) be M dimensional input ·vector to an FPU (in 
layered neural networks with FPU, each element of input vector x is 
output from lower layer's FPU). Then Uit (k=l, 2, .... 00 , N) is denoted 
by 
(4) 
k = 1, 2, 00 00 00 , N - 1 
(5) 
where W J<j is a weight of the j-th input component Xi to the k- th net 
input of an FPU. From equations (1), (4), and (5), the following prop· 
erty holds: 
[Property] if M > N, then an FPU with N outputs can partition 
any N + 1 points in M dimensional input space into any N groups by 
adequate choice of weight values. Notice that N = 2 corresponds to a 
sigmoid unit (SGU) which can partition three point in two dimensional 
space into any two groups. 
3. LAYERED NEURAL NETWORKS AND ERROR FUNC-
TIONS 
A layered neural network with FPU's consists of hidden layers and 
the output layer. The system dynamics in the search phase can be 
described by the equations (1), (4), and (5). 
In the learning phase of training such a net, we present the pattern 
x = { x;} as a input and ask that the net adjust the set of weights in all 
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the connecting links such that desired outputs are obtained at the 
output nodes. In the general, the outputs {a ... } will not be the same as 
the target or desired values {t ... }. 
In this paper, following two error function between {a ... } and 
desired values { t ... } is considered. One is the mean squared error (M. 
S.E.) 
(6) 
and another one is Kullback divergence (K.D.) 
(7) 
the K.D., which is the well-known measure in information theory, 
denotes a difference of two probability distribution. 
In our case, because {a ... } and {t ... } satisfy equation (2) and (6), 
equation (7) is always well defined. In the generalized delta rule 
formulated by Rumelhart, Hinton and Williams [l] for learning the 
weights, the procedure for learning the correct set of weights is to vary 
the weights in a manner calculated to reduce the error E as rapidly as 
possible. To achieve convergence toward improved values for 
weights, incremental changes L1 W ... j are taken to be proportional to oE/ 
aw ltj that is, 
aE Liw ... j= - 7] awltj (8) 
This leads to a learning algorithm (weight updating rule). We, 
however, have introduced two function units (SGU and FPU) and two 
different error functions (M.S.E. and K.D.). So, we can get four learn-
ing algorithms, namely Al=(SG, M.S.E.), AZ = (SG, K.D.), A3=(FP, M. 
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S.E.), and A4 = (FP, K.D.). Where, Al =(SG, M.S.E.) represents a learn-
ing algorithm that changes weights of neural networks with sigmoid 
function units so as to minimize the M.S.E. measure, A2 = (FP, M.S.E.) 
represents a learning algorithm that change weights of neural networks 
with FP units so as to minimize the M.S.E. measure, and so on. Note 
that Al represents the conventional BP algorithm. 
4. COMPARISONS OF FOUR LEARNING ALGORITHMS 
The performance (the speed of convergence in learning and dis-
crimination capabilities) of four learning algorithms are compared 
through experiment of the printed alphanumeric character recognition. 
Eight fonts of characters are provided in this experiment. Five sets of 
data per each font are for training (5 x 8 x 62 = 2,480 data). Another 
five sets of data per each font are for the test. For each learning 
algorithm Al, A2, A3, and A4, the speed of convergence in learning and 
the discrimination capabilities (percent correct) are examined. Our 
experiments how that 
A4 > A3>A2>A1 (9) 
Where A> B means that an algorithm A is superior to an algorithm B. 
In our experiments of character recognition, the convergence time of A 
4 has proved a thirtieth of that of Al (conventional BP algorithm). 
Furthermore, over 99.43% of recognition rate has been realized by the 
algorithm A4 and it also has proved superior to that of Al, A2, and A 
3. Theoretically, it is proved that K.D. promote weight updating 




A new function unit called fuzzy partitioning unit (FPU), which 
partitions input space vaguely, is introduced in this paper. Further-
more, the Kullback divergence (K.D.),which is the well-known measure 
in information theory, is adopted as a measure of errors and a learning 
algorithm derived from K.D. is compared with that of M.S.E. in their 
speed of convergence and discrimination capabilities. Through theo-
retical analyses and experiments, it is proved that a combination of 
FPU and K.D. leads to a powerful learning algorithm. 
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APPEN DIX; a 
[1] Sigmoid unit 
3 2 
[2] 2-degree FP unit 
XI 
[3] 3-degree FP unit 
W11 






u = ~ W;x; 
) • I 
a, 
{'/ 
u, =~ w ,)x) 
J 
{'/ 





I +exp( u) 
exp( u,) 
w2~ a, = l +cxp(u,) +exp(uz) 
cxp( uz) 
az 1 +exp( u, )+ exp( uz) 
a - I 
a- 1 1-exp(u,) +exp(uz) 
