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Nonautonomous driving of an oscillator has been shown to enlarge the Arnold tongue in param-
eter space, but little is known about the analogous effect for a network of oscillators. To test the
hypothesis that deterministic nonautonomous perturbation is a good candidate for stabilising com-
plex dynamics, we consider a network of identical phase oscillators driven by an oscillator with a
slowly time-varying frequency. We investigate both the short- and long-term stability of the syn-
chronous solutions of this nonautonomous system. For attractive couplings we show that the region
of stability grows as the amplitude of the frequency modulation is increased, through the birth of
an intermittent synchronisation regime. For repulsive couplings, we propose a control strategy to
stabilise the dynamics by altering very slightly the network topology. We also show how, without
changing the topology, time-variability in the driving frequency can itself stabilise the dynamics.
As a by-product of the analysis, we observe chimera-like states. We conclude that time-variability-
induced stability phenomena are also present in networks, reinforcing the idea that this is quite
realistic scenario for living systems to use in maintaining their functioning in the face of ongoing
perturbations.
I. INTRODUCTION
Many natural and man-made systems consist of inter-
acting oscillatory units [1–3]. Such coupled oscillators
can yield a plethora of complex dynamical behaviours.
Of utmost importance is the case of synchronous dy-
namics, when all oscillators self-organise and oscillate
identically [4, 5]. Synchronous dynamics can be cru-
cially needed, such as for the beating of the heart, and
can also be severely detrimental, such as in epileptic
seizures [8, 9]. Phenomena such as ageing [6] and anæste-
sia [7] are known to alter synchrony of dynamics. These
systems can be divided into two classes, based on the
nature of their interactions being either attractive, where
all oscillators tend to be synchronous, i.e. have the same
phase, or repulsive, where the oscillators tend to be not
synchronous [10].
The Kuramoto model [11] has served as a paradig-
matic model for such systems, and many later works
have extended the theory of synchronisation to networks
with complex topologies [12–14]. Coupled oscillator mod-
els have been applied successfully in diverse areas of
the sciences [3, 15], including circadian rhythms [16],
cardio-respiratory dynamics [17–19], and metabolic os-
cillations [20].
Beyond the internal dynamics, many systems are sub-
ject to ongoing external influence from their environment.
That external influence drives the system, and its ac-
tion can, in general, change with time. The day-light
cycles drive the suprachiasmatic nucleus neurons in our
brain, which in turn control all circadian rhythms in our
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bodies, making sure the body’s different clocks tick to-
gether [21]. Day-light cycles are subject to seasonality.
Moreover, the neurons’s firing is influenced by intra and
extracellular ionic concentrations, which in turn affects
synchronisation [22]. In some cases, like for fish com-
munities in Japan [23], the time-variability of the sys-
tem yields time-varying properties and stability [24, 25],
which was found crucial to the functioning of the commu-
nity. Moreover, in real-world systems, short-term prop-
erties are sometimes more physically relevant than the
asymptotic or long-term ones [26]. Non-driven networks
with time-varying parameters have started to attract at-
tention recently [27–31]. Driven networks of identical os-
cillators have been studied theoretically in specific cases,
such as regular topologies [32], or hierarchical networks
with only a few oscillators being driven [33, 34].
However, to date, those few studies either considered
fixed-frequency driving, or modelled the time-variability
statistically as just noise. Here, we consider a determin-
istically but aperiodically time-varying frequency of the
external driving, playing the role of the ever changing en-
vironment. We bring insight about the effect of the time-
variability on the stability – both short- and long-term
– of synchronous solutions, analytically and numerically.
Surprisingly, we show that adding time-variability in the
driving can increase the stability of the driven network.
In the attractive coupling case, we generalise results from
[26, 35] to networks. Weakly coupled non-linear oscilla-
tors with slowly varying parameters can be reduced to a
phase model [36–38], which suggests that our results ap-
ply to many other types of oscillators. Finally, our results
are valid for networks of any size and any topology.
The paper is organized as follows. In Sec. II, we intro-
duce our driven network of oscillators model. In Sec. III,
we provide a general linear stability analysis of the syn-
chronous solutions. First, in Sec. III A, the analysis is
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performed for the fixed-frequency driving case. Then, in
Sec. III B, the analysis is extended to the general nonau-
tonomous case, where the driving frequency is time-
dependent. These results are then discussed and con-
firmed numerically in Sec. IV for the two possible cases.
For the attractive and repulsive cases, in Sec. IV A and
Sec. IV B respectively, we show how the stability region
is enlarged and describe short-time properties. Further-
more, for the repulsive case, in Sec. IV B, we evidence a
link between topology and dynamics, and suggest a con-
trol strategy based on it. Moreover, we show how time-
variability can counter-balance the desynchronising effect
of topology and enhance synchrony. As a by-product, we
observe chimera-like state. Finally, in Sec. V we conclude
with a brief summary of the results.
II. MODEL
We consider a driven network of N identical oscillators
defined by phases θi and frequency ω,
θ˙i = ω +D
N∑
j=1
Aij sin(θi − θj) + γ sin[θi − θ0(t)], (1)
for i = 1, . . . , N , with coupling constant D, and where
A stands for any (undirected) adjacency matrix with
elements Aij ∈ {0, 1}. Each oscillator is driven with
strength γ ≥ 0 by the same external oscillator with phase
θ0(t) and time-varying frequency
θ˙0 = ω0[1 + kf(ωmt)], (2)
where ω0 is the non-modulated frequency, f is a bounded
function, and k and ωm are the amplitude and fre-
quency of the imposed modulation, respectively. Note
that f(ωmt) is a generic function, and need not be pe-
riodic; without loss of generality, we bound its image
in [−1, 1]. System (1)-(2) is a direct generalisation to
networks of the single driven oscillator system presented
in [35].
The non-driven network, γ = 0, is an autonomous sys-
tem. In this case, a (fully) synchronous solution always
exists, i.e. a solution where all oscillators are in the same
state at all times, θi = θj for all i 6= j. This is as long as
the network is connected, meaning that there is a path
between any two nodes (oscillators). The synchronous
solution is stable (unstable) if the coupling between os-
cillators is attractive (repulsive), i.e., D < 0 (> 0) [39].
In the repulsive case, the system is attracted to an inco-
herent state.
III. THEORETICAL ANALYSIS
In the driven system, γ 6= 0, synchronous solutions also
exist. It is convenient to go to the rotating frame of the
driving, ψi = θi − θ0(t), where system (1) is rewritten
ψ˙i = ∆ω(t) +D
N∑
j=1
Aij sin(ψi − ψj) + γ sinψi, (3)
for i = 1, . . . , N , where ∆ω(t) = ω − ω0[1 + kf(ωmt)]
is the time-dependent frequency mismatch. We refer to
the θi as the phases, and to the ψi as the phase differ-
ences between the phase of the driving and that of the
i-th oscillator. System (3) is nonautonomous due to the
time-dependent frequency mismatch, and is hence hard
to treat in general. In the rest of the study, we assume
ω0 is modulated slowly, i.e., ωm  ω0, and use an adi-
abatic approach to study the existence and stability of
synchronous solutions.
A. Autonomous case
To that end, we first consider the simpler case of a
constant driving frequency, recovered for k = 0, for which
∆ω(t) = ∆ω = ω − ω0 is constant and system (3) is
autonomous. A synchronous solution, ψi = ψ˜ for all
i = 1, . . . , N , always exists, and obeys
˙˜
ψ = ∆ω + γ sin ψ˜, (4)
which is the so-called Adler equation describing a single
driven oscillator [4]. From Eq. (4), two types of syn-
chronous solutions can be identified: synchronised (to
the driving), or not . First, if γ ≥ |∆ω| is satisfied,
there exists a stable fixed point. This fixed point cor-
responds to the synchronous synchronised (SS) solution,
ψss = pi − arcsin(−∆ω/γ), characterised by a constant
phase difference, ψ˙ss = 0. Second, if the synchroni-
sation condition is not met, γ < |∆ω|, there exists a
synchronous not synchronised (SNS) type of solutions,
denoted ψsns, which grows (or decays) monotonically,
ψ˙sns > 0 (or < 0).
We now investigate the linear stability against a small
heterogeneous perturbation δψi around those solutions.
This is determined by linearising Eq. (3) for each node
around a solution ψ˜(t), which stands for either the SS or
SNS,
δψ˙i = −D
N∑
j=1
Lijδψj + γδψi cos ψ˜(t). (5)
Here, Lij = Aij − Kiδij denotes the Laplacian matrix
of the network, defined in terms of the connectivity of
each node Ki =
∑N
j=1Aij , and the Kronecker delta
δij . One can now decouple this N -dimensional prob-
lem by projecting it onto the eigenbasis of the Lapla-
cian, defined as
∑N
j=1 Lijφ
α
i = Λ
αφαi , where the φ
α are
the eigenvectors associated to the eigenvalues Λα, for
α = 1, . . . , N . The latter are non-positive and real, since
the network is assumed to be undirected, and ordered
2
Λ1 = 0 > Λ2 ≥ . . . ≥ ΛN . The perturbation can be
decomposed in that basis, and we look for solutions of
the form δψi(t) =
∑N
α=1 cαe
∫ t
0
λα(t′) dt′φαi . Plugging into
Eq. (5) and solving for each α yields the instantaneous
Lyapunov exponent (LE) spectrum
λα(t) = −DΛα + γ cos ψ˜(t), (6)
which is completely general and also valid in the nonau-
tonomous case, as will be seen later. Now in the au-
tonomous case, ψ˜(t) is periodic modulo 2pi [4] and hence
(long-term) Lyapunov exponent spectrum is well defined
as the time-average of the instantaneous values
λα = −DΛα + γ〈cos ψ˜(t)〉. (7)
An explicit form of formula (7) is obtained by splitting
it into two cases
λα =
{
−DΛα −
√
γ2 −∆ω2 if γ > |∆ω|,
−DΛα else. (8)
For the synchronised case, γ > |∆ω|, the explicit solution
ψss = pi−arcsin(−∆ω/γ), which is constant, was plugged
into formula (7). For the not synchronised case, the solu-
tion is ψsns, for which the averaging term in formula (7)
vanishes.
B. Nonautonomous case
In general, the driving frequency is time-dependent,
k 6= 0, and synchronous solutions obey a nonautonomous
version of Eq. (3)
˙˜
ψ = ∆ω(t) + γ sin ψ˜, (9)
which was studied in [35, 40]. As previously mentioned,
here and throughout the paper, we assume slow mod-
ulation of the frequency, i.e. ωm small. Equivalently,
∆ω(t) varies much more slowly than the dynamics of
the system. Hence, there is a separation of timescales:
∆ω(t) is the slow variable, and ψ˜(t) the fast one. Thus,
over the fast timescale, the frequency mismatch is quasi-
static, and the slowly moving point attractor ψss(t) =
pi − arcsin(−∆ω(t)/γ) is followed adiabatically, when it
exists [40]. This state corresponds to the SS solution of
the autonomous case, and differs with it in being only
quasi -constant, i.e.,
˙˜
ψss = 0 over the fast timescale, and
existing only at times such that γ > |∆ω(t)|.
Consequently, in contrast to the autonomous case,
Eq. (9) shows three types of synchronous solutions: two
of them correspond to the SS and SNS solutions as dis-
cussed in the autonomous case, whereas a third type ex-
hibits intermittent synchronisation. Three regions in pa-
rameter space can thus be defined, each corresponding to
the existence of one of those types solutions [35], as illus-
trated in Fig. 1. In region I, the condition γ > |∆ω(t)|
is not met at any time. The solution grows (or decays)
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FIG. 1. Regions of existence of synchronous solutions. Region
I: no synchronisation (SNS). Region II: synchronisation (SS).
Region III: intermittent synchronisation (SIS).
monotonically and we denote it ψsns(t). In region II, the
condition γ > |∆ω(t)| is met at all times. The solution
is denoted by ψss(t) and has an approximately null time
derivative, as described above. In region III, γ > |∆ω(t)|
is met only at certain times. The phase difference al-
ternates between times of growth (or decay), and quasi-
constant (bounded) epochs. We call it synchronous inter-
mittently synchronised (SIS), and denote it ψsis(t). The
three types of solutions are illustrated in Fig. 2(a) and
will be discussed in the next section.
The three regions, depicted in Fig. 1, are equiva-
lently defined by the following time-independent condi-
tions: (I) γ ≥ |∆ω| + ω0k, (II) γ ≤ |∆ω| − ω0k, and
(III) |∆ω| − ω0k ≤ γ ≤ |∆ω| + ω0k, where we denote
∆ω ≡ ω − ω0 the central frequency mismatch, or al-
ternatively, the frequency mismatch of the autonomous
case [35]. Note that these regions are defined based on
the condition of existence of the aforementioned types of
solutions, and not based on their stability.
The adiabatic assumption allows us to obtain the fol-
lowing formula for the adiabatic LE spectrum, as a
nonautonomous version of formula (8), by retracing the
same reasoning
λα(t) =
{
−DΛα −√γ2 −∆ω(t)2 for t : γ > |∆ω(t)|,
−DΛα else.
(10)
Equation (10) enables us to draw conclusions about the
stability of the aforementioned states. The stability of
the SS solution can be assessed by the first condition in
Eq. (10). The stability of the SNS is determined by the
second condition in Eq. (10). Finally, the stability of the
SIS is determined by the first condition of Eq. (10) at
times such that γ > |∆ω(t)|, and the second condition
the rest of the time.
Note that this result holds true regardless of the net-
work size, topology, or the shape of the frequency mod-
ulation function f(ωmt).
3
IV. ON THE STABILITY OF THE
SYNCHRONOUS SOLUTION
We now examine the stability of the synchronous so-
lutions further via formula (10) in the attractive and re-
pulsive cases.
A. Attractive case
In this case, D < 0, all oscillators tend to display the
same phase, when not driven. For a given network, only
the largest LE λmax(t) determines the stability. In this
case, it is λmax(t) = λ
1(t) which corresponds to Λ1 = 0
in formula (10), and reads
λmax(t) =
{
−√γ2 −∆ω(t)2 for t : γ > |∆ω(t)|,
0 else,
(11)
a condition which is identical to that obtained for the
single oscillator case considered in [35], even though we
have now an arbitrary network of oscillators.
For the sake of clarity, we set f(ωmt) = sin(ωmt) in
numerical examples. Note, however, that the analysis is
independent of the explicit form of f(ωmt), which can in
general be aperiodic, or even defined only over a finite
timespan, as discussed in [26].
Typical dynamics of the ψi is shown for the three re-
gions in Fig. 2(a). The SS (solid) and SNS (dotted) are
bounded and unbounded, respectively, as mentioned in
the previous section. For the SS (SNS), γ > |∆ω(t)|
(γ < |∆ω(t)|) is always met, and hence the LE is negative
(zero), i.e., stable (neutrally stable) at all times, as seen
from Eq. (11). However, the SIS (dashed) stays bounded
only intermittently. In this example, the timescale that
controls the alternation of those epochs is the period of
the imposed modulation, Tm = 2pi/ωm, which could be
arbitrarily long. Note that these epochs of growth are
not the typical 2pi phase slips of the fixed-frequency sin-
gle oscillator case [4], observed close to the synchroni-
sation border. Here, the “slip” is a drift caused by the
temporary neutral stability, and its relative importance
depends on the length of that neutrally stable epoch, as
seen from Fig. 2(b).
Now, the SIS is analysed further as shown in Fig. 2(b)-
(d). Figure 2 (b) shows the adiabatic LE (dashed
black) (11). Epochs where it is negative (null) corre-
spond to the ψi growing (staying bounded). Moreover,
Fig. 2 (b) shows the agreement between the instanta-
neous LE (6) (grey) and the adiabatic LE (11). This
confirms a posteriori the adequacy of the adiabatic ap-
proach. The intermittency can also be seen in the time-
frequency representation of sin θ1(t) for a trajectory of
system (1), as shown in Fig. 2(c). Here, stability epochs
correspond to the frequency being entrained by the driver
(one frequency mode), whereas neutral stability epochs
correspond to the presence of two frequency modes plus
harmonics. Finally, a negative maximum LE guarantees
convergence of different initial conditions, as long as they
are in the basin of attraction of the synchronous solution,
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FIG. 2. Finite-time dynamics and stability, in the attractive
case D < 0. (a) Typical dynamics of the phase difference ψi
in the three regimes: synchronised (solid, γ = 3), intermit-
tently synchronised (dashed, γ = 2), and not synchronised
(dotted, γ = 1). Panels (b)-(d) only consider the intermit-
tently synchronised trajectory. (b) Instantaneous stability,
measured by the instantaneous LE (grey) given by Eq. (6)
and the adiabatic approach (dashed black) of Eq. (11). The
average LE, as defined in Eq. (12), is negative (dotted red).
(c) Time-frequency representation computed applying con-
tinuous Morlet wavelet transform with central frequency 3
to the signal y(t) = sin θ1(t). Epochs of boundedness (un-
bounded drift) ψi correspond to negative (zero) λ(t), and
(no) frequency entrainment in (c) (respectively). (d) Con-
vergence of two different initial conditions, in red and black,
respectively, in the intermittent synchronisation regime. Each
initial condition is a quasi-synchronous N -dimensional state.
Each state first quickly becomes synchronous, and then con-
verges to the synchronised solution. Parameters are N = 20,
D = −0.5, k = 0.4, ∆ω = 2, ω0 = 1. (e) Network used for
the numerics: random with connection probability p = 0.5
and ΛN = −15.9. Note that the results do not depend on the
network considered.
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FIG. 3. Stability region increases with amplitude of non-autonomicity k, in the attractive case D < 0. (a)-(c) Quantitative
stability measured by the LE of formula (12): the region of stability (shades of blue) increases with k. Gray values represent
zero values of the LE. (d) Same LE values as in (a)-(c), shown only for γ = 2.5, for the different k values: 0.0 (solid), 0.4
(dashed), and 0.8 (dotted). The range of ∆ω for which λmax < 0 increases with k. Parameters are D = −0.5, w0 = 2. This
picture holds true for any network topology.
even if the trajectory is only intermittently synchronised
to the driving. This is illustrated in Fig. 2(d).
Note that all other non-maximal LEs of the spectrum
are negative at all time, λi(t) < 0, for i = 2, . . . , N , since
the corresponding Laplacian eigenvalues are negative.
The exponent λ1 measures the stability against a homo-
geneous perturbation, whereas the rest of the spectrum
corresponds to any heterogeneous perturbation. In other
words, any synchronous solution will stay synchronous –
all oscillators with the same phase – against any pertur-
bation. During stable epochs, even the common phase of
the synchronous state is stable. During neutrally stable
epochs, however, the common phase of the synchronous
solution can be pushed by a homogeneous perturbation,
and change without the perturbation decaying or grow-
ing.
On average, over a time T , the maximum exponent is
λmax =
1
T
∫ T
0
dt λmax(t) ≤ 0. (12)
Note that the LE in Eq. (12) is strictly zero only in region
I where the system does not synchronise to the driving at
any time. Indeed, in region III, the adiabatic LE alter-
nates between zero and negative values, and is negative
on average. Moreover, region I decreases in size as k is
increased, and so the remainder of parameter space, cor-
responding to stability λmax < 0, grows. In other words,
by increasing the amplitude of the nonautonomous mod-
ulation, one makes the region of stability larger in pa-
rameter space. In this region of stability, different initial
conditions converge to one unique trajectory. In Fig. 3,
panels (a)-(c) show the enlargement of the negative LE
region in parameter space as k increases from 0.0 to 0.4,
and 0.8. Panel (d) combines and shows those LE val-
ues for all three values of k, but for a single value of the
forcing strength γ = 2.5. The region of stability is the
union of regions II and III. Region II, where trajectories
are always synchronised to the driving, decreases in size
as k is increased, but region III grows enough so that
their union grows. The phenomenon does not depend on
the explicit form of f(ωmt) and was also illustrated nu-
merically, in the single driven oscillator case, for different
aperiodic f(ωmt), and f(ωmt) defined over a finite time
in [26, 35].
B. Repulsive case
In this case, D > 0, all oscillators have a tendency to-
wards pairwise asynchrony, when not driven. In the un-
forced network, the synchronous solution is always un-
stable, but if forced, the synchronous solution can be
stable or unstable. The largest adiabatic LE, in this
case λmax(t) = λ
N (t) corresponding to ΛN < 0 in for-
mula (10), is given by
λmax(t) =
{ −DΛN −√γ2 −∆ω(t)2 for t : γ > |∆ω(t)|,
−DΛN > 0 else.
(13)
Firstly, when the driving strength is not large enough,
i.e., γ < |∆ω(t)|, synchronous solutions are unstable –
i.e., always for the SNS and during the non-synchronised
epochs for the SIS. This is in contrast with the attractive
case, which exhibited neutral stability under the same
condition. Secondly, when γ > |∆ω(t)|, two effects com-
pete: the network couplings push oscillators away from
each other (positive first term) whereas the external driv-
ing brings them back towards a synchronous state (neg-
ative second term). This is again in contrast with the
attractive case, which only exhibits stability under the
same condition. Those two effects exactly compensate
each other if
γ =
√
(DΛN )2 + ∆ω2(t), (14)
which has a minimum when ∆ω = 0 at γ = −DΛN .
This is shown for the autonomous case k = 0 in Fig. 4(a)
(dashed white).
In the autonomous case, k = 0, the frequency mis-
match is constant in time. Hence, condition (14) divides
region II into two subregions based on stability: regions
IIa (IIb) where the SS is unstable (stable) corresponding
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FIG. 4. Stability region shrinks as ΛN becomes more negative, i.e. as the largest degree of connectivity is increased, in the
repulsive, D > 0, autonomous, k = 0, case. (a) Theoretical qualitative regions. Region I: no synchronisation (light grey).
Region IIa: synchronisation unstable (dark grey vertically hatched). Region IIb: synchronisation stable (dark grey horizontally
hatched). (b)-(d) Quantitative stability measured by the LE: the region of stability IIb (shades of blue) decreases with ΛN ,
while the region of instability IIa (shades of red) increases. White values represent zero values of the LE. Above each panel,
an example network that has the corresponding value of ΛN is shown. Parameters are D = 0.5, w0 = 2.
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FIG. 5. Control of the stability by cutting a few chosen links,
in the repulsive case D > 0. (a), (c) Trajectory of a syn-
chronous synchronised initial condition of the phase difference
ψi, in (b), (d) the corresponding network, respectively. In the
initial network (b), the synchronous state is unstable (a). By
cutting a few chosen links (red), in the new network (d), the
synchronous state is made stable (c). The initial network is
a Baraba´si-Albert with N = 30, and 5 links are cut. Other
parameters are D = 0.5, γ = 6.5, ∆ω = 2, ω0 = 1, k = 0.
to γ values smaller (larger) than that of condition (14).
The regions are shown in parameter space in Fig. 4(a),
and are confirmed by the computation of the λmax, as
shown Fig. 4(b)-(d) for different values of ΛN . As the
largest-magnitude eigenvalue ΛN of the Laplacian, or al-
ternatively the network coupling strength D, is increased,
the region of negative λmax decreases in size.
This observation can be used as a viable control strat-
egy. Indeed, note that the eigenvalues of the Lapla-
cian, and in particular ΛN , are determined by the topol-
ogy of the network considered. Moreover, the inequality
|ΛN | ≤ 2Kmax holds, where Kmax is the number of con-
nections of the most connected node [41]. In other words,
the stability of the dynamics is directly determined by
the topology, and in particular by the connectivity of the
most connected node. Here, in the repulsive case, more
connections between nodes, and in particular to the most
connected one, means less stability. So then, one can
optimally decrease the absolute value of ΛN – or equiv-
alently increase the region of stability – by cutting the
edges of the most central node, which in turn amounts
to reducing Kmax. This is illustrated in Fig. 5 where the
SS is stabilised by cutting only 5 chosen links (red) out
of 81 (≈ 6%). The original network is a Baraba´si-Albert
one [see Fig. 5(b)] [42], for which this strategy is most
effective, since only a few nodes have very high connec-
tivity.
As a by-product of the analysis, in region IIa, we
numerically observed partially-locked states [43], or
chimera-like states [44, 45], where most of the oscillators
are phase-locked to the driving in a quasi-synchronous
cluster, while the rest of the oscillators drift indepen-
dently. An example video of such dynamics is provided
in the Supplementary Material.
In general, in the nonautonomous case, k 6= 0, an ad-
ditional type of intermittent synchronisation can be ex-
hibited, which here alternates between stability and in-
stability. That is, the adiabatic LE for the synchronous
solutions alternates between negative and positive val-
ues. This happens in a new region IIc which, as k is
made progressively larger than 0, appears at the bor-
der between regions IIa and IIb and subsequently grows,
as illustrated in Fig. 6(a) in squared grey hatch. Re-
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FIG. 6. Stability regions, in the repulsive, D > 0, nonautonomous, k = 3, case. (a) Theoretical qualitative regions. Birth of
region IIc (square hatch), where the SS is alternates between stability and instability. Other regions are I (light grey) and III
(medium grey) [see Fig. 3], and IIa (vertical hatch) and IIb (horizontal hatch) [see Fig. 4]. (b) Quantitative stability measured
by the LE. White values represent zero values of the LE. (c) LE for a fixed γ = 2.5 and different values of k. Other parameters
are D = 0.5, w0 = 1.
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FIG. 7. Control strategy: fully synchronous state enforced in-
termittently by nonautonomous driving. Trajectory of a syn-
chronous initial condition for N = 20 oscillators for (a) con-
stant and (b) modulated driving frequency. (a) Synchronous
solution is unstable and yields patterns. (b) Time-variability
of the driving forces state to be synchronous intermittently.
Other parameters are D = 0.5, γ = 4.6, ∆ω = 2, ω0 = 2.
Network used is random with p = 0.2 and ΛN = −8.68.
gion IIc can be defined as all pairs (γ,∆ω) such that
γ is greater than the value of condition (14) at cer-
tain times and smaller at others. Equivalently, it is
{(γ,∆ω) : ∃ t : γ = √(DΛN )2 + ∆ω2(t)}. The region is
constant in time, and the explicit form of its boundaries
is uninformative and is hence omitted here. In region
IIc, the long-term LE can be either positive or negative.
For small enough values of the coupling strength D, the
region of negative LE increases with k, just as in the at-
tractive case of Sec. IV A. This effect can be achieved for
relatively small values of the coupling strength D.
However, while alternation between neutral stability
and stability guaranteed overall stability and convergence
in the previous section, alternation between stability and
instability does not. Here, in region IIc, for a synchronous
initial condition, a negative LE associated to its trajec-
tory does not guarantee the state will stay synchronous
and converge to the SS solution, as shown in Fig. 7(b).
Indeed, during epochs of instability, any perturbation can
push the state far away from its original synchronous so-
lution exponentially fast. However, if no other attractor
exists during the epochs of stability, then the system will
return to the synchronised synchronous state when the
next epoch of stability occurs. Thus it alternates between
the two regimes, as shown numerically in Fig. 7(b). This
effect is purely due to the time-variability of the driving,
controlled by k. Moreover, there is subregion in param-
eter space which is unstable (region IIa) when k = 0,
but turns intermittently stable (region IIc) for k > 0.
This can be used as a control strategy as illustrated in
Fig. 7: one forces a completely incoherent state [panel
(a)] to be synchronous and synchronised indefinitely of-
ten and long, by allowing time-variability in the driv-
ing frequency. Thus, time-variability can also be used to
counter-balance the desynchronising effect which is pro-
duced by a highly connected network, as shown in Fig. 5.
Finally, this strategy can be useful when the requirement
for synchronicity are not so stringent and the system un-
der inspection does not need to be synchronous at all
times.
V. SUMMARY AND CONCLUSIONS
In this work, we studied the effect of driving an arbi-
trary network of identical phase oscillators with an ex-
ternal time-varying-frequency oscillator. This is in con-
trast with previous studies of forced networks, which do
not consider time-variability, a crucial ingredient in real-
world systems. Stability – both short- and long-term –
of the synchronous solutions was assessed by linear sta-
bility analysis, and results were confirmed via numerical
simulations. The system studied is nonautonomous and
hard to treat in general, hence we assumed slow time-
variability. Two cases were treated: attractive and re-
pulsive couplings, where oscillators tend to be in phase
and out of phase, respectively.
In the attractive case, we showed that increasing the
7
amplitude k of the frequency modulation enlarged the
stability region in parameter space, as defined by a neg-
ative Lyapunov exponent. In other words, a more vari-
able driving makes the stability of synchronous behaviour
more robust against parameter changes. This is the di-
rect generalisation to networks of a result that was ob-
tained for a single driven oscillator. An additional region
of intermittency between stability and neutral stability
appears, as a result of the time-variability in the fre-
quency.
In the repulsive case, we first demonstrated a con-
trol strategy, where the synchronous solution can be
made stable by cutting a few chosen links in the net-
work. Moreover, we established the phase diagram of the
synchronous solutions. We then showed that one could
counter-balance the desynchronising effect of connectiv-
ity by allowing time-variability in the driving frequency.
Indeed, we showed that the time-variability of the fre-
quency can drive the system back to a synchronous state
intermittently, where it was asynchronous with a fixed-
frequency driving. This observation can serve as an alter-
native control protocol. Finally, as a by-product of the
analysis, we numerically observed chimera-like states.
Dynamics of the phase and frequency is illustrated in
detail in the different cases. Such classification can po-
tentially be of use to experimentalists who can only mea-
sure phase and frequency, and may have only limited or
no knowledge of an external driving. Moreover, we illus-
trated diverse and simple control strategies to enhance
synchronisability that could explain how living systems
maintain stability in a changing environment, and could
also be implemented directly.
Finally, many of the interesting and physically relevant
features observed in this system were either happening
over finite time, or explained by the finite-time analysis
of dynamics. Consequently, a solely asymptotic analysis
would have missed much of the dynamical intricacies at
hand. From this, we conclude that nonautonomous net-
works of coupled oscillators, such as the present one, ex-
hibit features reminiscent of those observed in living sys-
tems, and that a finite-time approach is crucial to their
understanding.
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