We use N-body simulations on highly parallel supercomputers to study the structure of galactic dark matter halos. The systems form by gravitational collapse from scale-free and more general Gaussian initial density perturbations in an expanding 400 Mpc 3 spherical slice of an Einstein-deSitter universe. We use N 10 6 and a force softening = 5 kpc in most of our models. We analyze the structure and kinematics of the 10 2 largest relaxed halos in each of ten separate simulations. A typical halo is a triaxial spheroid which tends to be more often prolate than oblate. These shapes are maintained by anisotropic velocity dispersion rather than by angular momentum (spin parameter 0:05). Nevertheless, there is a signi cant tendency for the total angular momentum vector to be aligned with the minor axis of the density distribution. These features (halo shape and orientation with respect to angular momentum) are maintained throughout the virialized portion of the halo. We have also studied the sensitivity of the shapes to the smoothing length and nd that halos tend to become less prolate at small radii for = 1 kpc. Numerical and astrophysical consequences of this result are brie y considered.
INTRODUCTION
The process of dissipationless gravitational collapse has been extensively studied. In part, this is due to the few assumptions necessary to adequately capture the physics involved. Given the initial conditions, Newton's laws are all that is required to evolve the system. The complications arise due to the non-linearity of the problem, which limits analytic studies to small perturbations, or restricted symmetries. Numerical studies have su ered from a lack of su cient computing power to evolve enough particles to capture the large dynamic ranges involved in a typical astrophysical problem. The properties of galactic halos formed by dissipationless collapse have come from two types of numerical studies; pieces extracted from cosmological simulations Quinn, Salmon & Zurek 1986; Zurek, Quinn & Salmon 1988; Efstathiou et al. 1988; Frenk et al. 1988) , and isolated (usually top-hat) perturbations (van Albada 1982; McGlynn 1984; Smith & Miller 1986; Aguilar & Merrit 1990; Dubinski & Carlberg 1991; Katz 1991) . The rst often su er from poor resolution, because there simply are not enough particles to adequately represent an individual halo. The second scheme does not deal with the collapse in a self-consistent manner, as the e ects from neighboring galaxies and mergers are ignored or roughly approximated. These isolated simulations often use unrealistic initial conditions, with arbitrary velocities and rotations. Recently Katz (1991) has used more cosmologically relevant initial conditions, but has neglected tidal elds and used a relatively small number of particles (4000) for each halo. Dubinski & Carlberg (1991) have modeled the tidal elds and use 32,000 particles, which results in quite accurate determination of the structure of the halos, but the limited number of halos (14) simulated makes it di cult to study statistical trends in halo parameters.
If dark matter dominates the mass density of the Universe to the level implied by observations, then it is vitally important that we understand the dynamical process involved in halo making. Our simulations have been designed to have su cient resolution and dynamic range to signi cantly improve on the past studies of the dynamics of dissipationless halo formation. We also expect that they will provide a rm basis for comparison with future calculations, which will include the e ects of gas dynamics, through the method of smoothed particle hydrodynamics (Hernquist & Katz 1989; Katz & Gunn 1991) . Our study uses over one million particles for each simulation, so a typical halo contains thousands of particles, with very large halos containing in excess of 50,000 particles. Thus, we obtain resolution so far accessible only in isolated halo simulations, while remaining consistent with the overall cosmological formation process. A total of 10 simulations starting from di erent initial conditions has provided us with a signi cant population (> 700) of large relaxed halos to study. These types of simulations have been made possible by a combination of recent advances in computer software and hardware. We use an e cient new N-body technique based on the hierarchical tree code (Barnes & Hut 1986) , and high performance parallel computer architectures.
This discussion will limit itself primarily to the shape and rotational properties of halos as the end result of gravitational collapse. Generally speaking, these results are independent of the particular form of the initial conditions. An investigation of the radial properties of the density distributions (rotation curves and soft cores), the organizing dynamics of the formation process and the detailed internal kinematics of the halos will be explored in later papers. In x 2 we give a description of the code and parallel computers which were used for these simulations. We also discuss the methods used to identify galaxy halos and determine their shapes and orientations. Material in x 3 describes the results of the simulations which are discussed in x 4. A summary of our ndings and conclusions are presented in x 5.
METHODS

The Parallel N-body code
Our modi ed version of the Barnes-Hut (1986) treecode was used to simulate the dissipationless collapse of objects resulting from the initial conditions. The basic method creates an oct-tree subdivision of space into groups of particles. The force is calculated by descending the hierarchical tree. This results in an execution time which scales with the number of particles as N log N. The performance and accuracy of hierarchical tree methods in the cosmological context has been investigated by Bouchet and Hernquist (1988) , and large simulations have been performed by Suto, Itoh & Inagaki (1991) and Suginohara et al. (1991) using this method. In the original Barnes-Hut algorithm the size of the cell, s, is compared to the distance from the particle to the center of mass of the cell, d. If s=d where is an adjustable tolerance parameter, the particles within the cell are treated as a single pseudoparticle. The results presented here use a treecode which di ers in its de nition of . The new parameter, f d , uses the distance from the particle to the nearest point on the surface of the cell (face-distance) in place of d. This corrects a problem in the Barnes-Hut algorithm which occurs when a dense object enters the corner of a cell which has a signi cant mass concentration in the opposite corner . We have used f d = 1:4 (roughly equivalent to a Barnes-Hut = 0:65), with quadrupole cell interactions.
The parallel code runs on several message passing, distributed memory, large-grain parallel computers. This type of machine typically has between 32 and 1024 processors, each with speed and memory comparable to a typical workstation. Computations presented here were done on a 64 processor Caltech/JPL MarkIII hypercube, the 1024 processor nCUBE/2 at Sandia National Laboratories, and a 64 processor Intel iPSC/860 at Caltech. These machines run the parallel treecode at a sustained speed from 300 to 900 MFLOPS, and have from 512 to 4096 Megabytes of main memory. The 600-900 timesteps in each simulation, consisting of roughly 35 10 12 useful oating point operations, were completed in about 10-60 hours of CPU time, depending on the machine. For example, on the 64 node iPSC/860, the time needed per timestep for the calculation ranged from 55 sec. at z = 15 (4:5 10 8 force calculations), to 75 sec. at z = ?0:3 (6:6 10 8 force calculations). This also demonstrates that the computing time is relatively insensitive to the amount of clustering in the system, in contrast to particle-particle particle-mesh methods Bertschinger & Gelb 1991) . One additional run of 5000 timesteps was performed on the Intel Delta, using 512 processors. This machine performed 2 10 14 oating point operations at 4000 MFLOPS.
The e ciency of a parallel program may be established by comparing it to an extrapolated version of a sequential computation. This quanti es the amount of processing speed lost to parallel overhead. Parallel overhead results from a number of causes: load imbalance (the result of some processors having more work than others), communication (the time spent transmitting data from processor to processor), synchronization (the time spent when one processor must wait for another to compute a required datum) and parallel complexity (additional or redundant computations that are simply not performed in the sequential calculation). The time spent sending messages between processors in the code is negligible, and the parallel overhead is close to 15% with 512 processors. This means the program runs only 15% slower than it would on a hypothetical sequential computer with computing power P 512 = 512 P 1 , where P 1 is the power of a single processor node. It is fortunate that the nature of the treecode algorithm, which is ine cient on vector supercomputers (Hernquist 1987; Hernquist 1988; Makino & Hut 1989) , ts very well within the scheme of \large-grained" parallelism.
In order to allow each processor to take part in the overall computation, a general technique termed domain decomposition is used (Fox et al. 1988) . Space is divided up into distinct subvolumes, with each processor responsible for updating the positions of each particle in its region. The straightforward approach of dividing space into a cubical mesh is not feasible, as some regions of space will have many more particles, making some processors do all the work, while others sit idle. The method actually used divides space into irregular rectangular cells (completely distinct from the cells in the oct-tree) before every timestep, which give each processor an equal amount of work so that the load imbalance ine ciency is minimized .
The treecode algorithm may be compared with other computational approaches to solving N-body problems. Particle-mesh codes, which solve Poisson's equation via Fast Fourier transform, are more computationally e cient. However, they are seriously handicapped by the loss of resolution at scales comparable to the mesh spacing. Two ways to overcome this poor resolution are to use a particle-particle interaction at small scales , or to use a hierarchy of mesh sizes (Villumsen 1989) . The computational time for the PPPM method becomes dominated by the short range interactions, and becomes prohibitively large if there is a large amount of clustering in the system. The treecode is relatively insensitive to the degree of clustering in the system (Bouchet & Hernquist 1988 , and timing information above). The use of a hierarchical mesh improves accuracy in a restricted region of space, but the correct treatment of advection into the high resolution regions is di cult (Villumsen 1989) . It should be noted that a treecode can easily obtain an equivalent increase in resolution by using hierarchical initial conditions. Overall, it seems healthy to have these di ering approaches to the problem, as they serve to check one another in the regions where their capabilities overlap.
Further large improvements in the performance of this algorithm are possible. Letting each particle evolve with its own independent timestep will allow a reduction in the softening length (or an increase in the number of particles with the same softening length), because the particles in the centers of the halos may then be integrated accurately, without the wasted e ort in the overly accurate integration of outlying particles. The parallel implementation of such an algorithm is not straightforward, but it is in progress. Also, the performance of parallel computers of the type described here is increasing rapidly. The latest versions such as the Thinking Machines CM-5 and the Intel Paragon will provide much higher performance.
Initial Conditions
We model the formation of collapsed structures in an Einstein-deSitter ( = 1) universe. The initial conditions were produced by Fourier transforming the initial 128 3 grid of complex amplitudes (chosen from a Gaussian random distribution) and using the result to produce a density eld, with the help of one of two di erent methods. The rst method was the conventional position perturbation of 128 3 mesh of particles according to the Zel'dovich growing mode formalism (Zel'dovich 1970; Efstathiou et al. 1985) . The second method leaves the positions of the particles on a mesh, but perturbs the masses rather than displacing them. Producing the density eld directly by adjusting individual particle masses, rather than changing their positions has two major advantages. First, the generation of the initial conditions is simpli ed, since the eld from the Fourier transform may be used immediately, without the convolution necessary to determine particle displacements. Second, the initial mesh of particles suppresses the initial noise at small scales associated with the position perturbations. One danger with the mass perturbed method is that if the small scale power is too large, the dispersion in particle masses can lead to negative masses or unwanted relaxation e ects. In order to avoid these problems, the initial redshift was adjusted so that = at the scale of the interparticle spacing is small (0:2). The growing mode for the mass perturbed initial conditions was produced by nding the accelerations on each particle using the treecode and suitably adjusting the velocities (proportional toã). The results of each method were statistically equivalent.
The general class of scale invariant power laws was investigated, P(k) / k n fn = ?2; ?1; 0; 1g;
as well as low pass ltered n = 0; 1 power laws (wavenumbers larger than 16 were suppressed), and a double power law with n = 1 on large scales and n = ?2 on small scales (the crossover was at 2 =k b 1. point Fourier transform of the particle distribution using cloud-in-cell density assignment) are shown in Figure 1 . Due to the spherical nature of the initial conditions, the power spectra use only those particles in a cube interior to the sphere, with the length of a side equal to 5 Mpc. Vacuum boundary conditions were used, with a bu er region of 1.5 Mpc at the outer edge which was excluded from analysis. The power spectrum was normalized such that M=M predicted by linear theory at z = 0 was 2.0 at a scale of 1 Mpc. This is an important di erence from the conventional cold dark matter normalization at 8 h ?1 Mpc. The bene t is that the halos formed from di erent initial conditions are roughly the same size. The di erence in normalization from unbiased CDM for the scale free power laws n = ?2, ?1, 0, and 1 were factors of 2, 8, 32 and 128 less. The mass and linear scale of our results may be easily scaled to match the CDM normalization. The initial conditions correspond to a redshift where = was 0:2 at the scale of the interparticle spacing. This implies that higher power law exponents were started at higher redshift. Since the spectra were normalized at 12 times the interparticle spacing, and = / x ?(n+3)=2 the ratio of starting redshifts for di erent scale free power laws vary by factors of nearly 
with a softening length (in physical coordinates, but see below) of 5 kpc in nearly all our simulations. Using a constant smoothing in physical coordinates avoids the`core evaporation' which occurs when using a smoothing xed in comoving coordinates. This softening length is greater than that needed to suppress two{body relaxation. Its main purpose is to smooth the large forces in the cores of halos to minimize the integration errors, which allows the use of a larger timestep than would be possible otherwise. An optimization of the timestep and softening was used at early times, where the general expansion requires a smaller timestep than the particle clustering. A time variable of p = t 0:10 was used at early times, with the softening xed at 1=2 of the interparticle spacing (in comoving coordinates). At a later epoch (when signi cant clustering begins, z 20), the time variable is restored to the ordinary form p = t, and the softening is xed in physical
coordinates. This allows the e cient evolution of systems starting from high redshift.
Accuracy and Dynamic Range
Two aspects of the simulation depend greatly on the number of particles. The initial conditions are at best accurate down to a scale of the mean interparticle spacing. Also, analysis of other parameters of the halos is a ected by 1= p N noise. Because the nal halos in this simulation contain 10 4 particles, their parameters may be determined fairly reliably. In fact, the number of particles is su cient to obtain good statistics on the magnitude and direction of the angular momentum in shells as thin as 10 kpc.
The accuracy at small length scales is necessarily limited by the value of the force softening length, . The use of a given value carries a price. Structures on scales smaller than a few times cannot be accurately resolved. This e ect in particular limits the size of \soft cores" in the nal halos. However, too small a value of results in particle discreteness noise that causes di usion of both energy and angular momentum that should not be present in a smooth stellar system that obeys the collisionless Boltzmann equation. It is important to keep such limitations in mind when considering the astrophysical implications of our numerical experiments.
Identifying Galaxy Halos
We identify halos with maxima in the density eld of the dark matter. In these simulations, the traditional methods of identifying the position and exact center of collapsed objects are no longer suitable. A standard method of identifying clumps in the matter distribution is the friends-of-friends algorithm (e.g., Davis et al. 1985) . This method links recursively pairs of particles separated by less than some parameter (usually 0.2 times the mean particle spacing). As rst noted by Bertschinger & Gelb (1991) , friends-of-friends works poorly when there is a large range in density contrast.
However, direct search for the density maxima runs into computational di culties. The very high spatial resolution of these simulations would require discretizing the density eld on a lattice with about 2000 grid points on a side. Although this may be achieved currently by doing small sections of the simulation separately, larger calculations in the future would make the time and programming e ort required prohibitive. The method of pseudo-hydrodynamics (Bertschinger & Gelb 1991) su ers from the same problem.
The method employed here has been devised to avoid these problems, and at the same time provide other useful information. In one pass through the data it obtains accurate coordinates for the halo center, the radius at which the overdensity has a speci ed value, and a list of the substructure contained within the speci ed radius. Physically, it is based on the principle that the largest accelerations are found near the center of the halos (which depends on the fact that the halos follow approximately isothermal density pro les). Once the neighborhood of the center is found, the exact center should be located at the minimum of the local potential.
The speci c method used is as follows: Before writing the dataset from the parallel computer, the potential energy and scalar acceleration of every particle are computed. The list of particles is sorted according to the magnitude of the acceleration on each particle. Thus, the rst particle in the list (which feels the largest acceleration) should be inside the densest halo. The halo nder then reads this list. The rst particle de nes the approximate position of the rst halo (it is not exact, since the force softening moves the radius of maximum acceleration about one softening length from the center of density). Any particles falling within a given maximum radius of the rst particle (initially 10 kpc) are assumed to be members of the same halo. Particles falling within 1.1 times the maximum radius of the halo are also added to the halo, but the maximum radius is increased to the position of the added particle as well. Any particle which falls outside this region of 110% of the current maximum radius of the halo de nes the location of a new halo. As each halo \grows" in radius with the addition of particles further down the list, the current overdensity inside its maximum radius is updated. Once the overdensity falls below a given value (the virial radius = 180), the radius of the halo is xed. As this is done other halos are checked to determine whether they are contained within the current halo. When this is found to be the case, the other halo is \eaten" and a note is made of this substructure.
To determine the precise center of the halo, the particle with the minimum potential energy is used. Unfortunately, the potential energy is not suitable for nding the initial location of halos, since single particles which neighbor large halos have a lower potential energy than particles in the center of smaller, isolated halos. The scalar acceleration does not su er from this problem. After reading once through the list, a complete record of the location and size of each halo is obtained. One more pass through the data with the use of this record allows the system to be cut into individual halos of manageable size for further analysis. A demonstration of the accuracy of the algorithm may be found in Figure 2 , where circles have been plotted about the center of each halo found with the method described, with a radius determined by = = 100:
Only large, virialized halos were processed to determine their shapes and angular momenta. Our working de nition of a virialized halo was one which had no signi cant substructure, and included particles out to an overdensity of 180. Approximately 30% of the halos in each simulation were rejected due to signi cant (m > 6 10 11 M ) companions within 100 kpc. This left about 70 halos in each simulation with more than 1000 particles. The distribution of halo masses (which includes the halos with substructure) for the three simulations with n = ?1 are shown in Figure 3 . We have cut o the distribution below masses of 3 10 9 M , due to the procedure used to identify halos.
Determining Halo Shapes
In order to determine the shapes and orientations of halos, a convergent method was used to nd an ellipsoidal isodensity contour constrained to have a given enclosed volume, V = (4 =3)abc where a; b; c are the major, intermediate, and minor axes of the ellipsoid, respectively. The method is equivalent to nding an ellipsoid which maximizes the number of particles contained within this xed volume, centered about the previously de ned center of the halo. We de ne the normalized inertia tensor as
The x i are components of the unit vector parallel to the radius vector of the particle, thus giving each particle in the shell equal weight regardless of its distance from the center. The iteration process begins with a spherical shell (with thickness 1 kpc) at a given radius from the center. M ij for particles in the shell is calculated and diagonalized, which de nes an initial guess at the orientation of the three axes. An ellipsoidal shell is then made by deforming the initial shell along these axes. This ellipsoid is then reoriented using the normalized inertia tensor of the particles found in the spherical shell between radius a, and radius c, (or the thickness of the initial shell, if it is larger). The process is then begun again, this time using the normalized inertia tensor of particles in the newly de ned ellipsoidal shell to adjust the deformation, and the particles between the last guess of the minor and major radii to adjust the orientation. This is iterated until the process converges to a given accuracy. The convergence indicates that, in the frame of the axial vectors, the diagonal elements of the normalized inertia tensor of the particles in the ellipsoidal shell satisfy the relation 4) where tol is a parameter which indicates the desired convergence accuracy. In practice, the orientation of the ellipsoid is found with high accuracy, but the axial values are prone to systematic error in the direction of less extreme axial ratios. On sample halos (created by a coordinate transformation from a spherical isothermal halo) the axial ratios are often in error by 10%.
The iterative method does not su er from the biases of methods which use all particles within a spherical volume, or within some equipotential surface. Note that this method depends on the local surface density, and not on the number of particles internal to the ellipsoid. A simple technique of shape analysis is to nd the normalized inertia tensor for particles within a sphere of given radius. This method systematically underestimates the axial ratios for distributions which are not spherical, but it has the advantage of being easily compared with other results ). This method was used for comparison with the iterative method above on a subset of the data, and is discussed further in a later section.
A similar algorithm which uses all particles within an iteratively determined ellipsoid has been used by Dubinski and Carlberg (1991) , and Katz (1991) . This method tends to mask the e ects produced by a radially dependent shape, and is confused by clumpiness well inside the radius of interest.
An additional means of analysis is to t ellipses using the iterative method above to the two{dimensional projected particle positions. This has the bene t of eliminating two of the degrees of freedom in the tting procedure, making it statistically more accurate. This allows an independent check of the distribution of projected ellipticities, and is useful for identifying halos which have \twisted isophotes" and similar properties which are analogous to 2d photometric observations.
RESULTS
The ten simulations are described in Table 1 . The perturbation method and power spectra of the initial conditions have been described earlier, in x 2.2. The seed column indicates which simulations used the same set of random numbers to generate the amplitudes and phases in the initial conditions. This allows the identi cation of similar large scale structures and systematic changes among the di erent initial power spectra. Unless noted, the results presented below do not depend strongly on the particular power spectrum of the initial conditions.
Shapes
The ellipsoids studied to determine axial ratios and alignment had volumes equal to spheres with radii of 10, 20, and 40 kpc. Fits at larger radii were not attempted due to the frequent occurrence of companion halos. A visual representation of many of the parameters discussed here is presented for three example halos in Figure 4a -c. The projected particle positions at three resolutions are shown in the upper frames. The lower portion of the Figures show an ellipsoid which represents the shape and orientation of the particles at three mean radii. These examples strongly suggest that the halo shape and alignment are maintained over the measured range of radii. A quantitative assessment of this result is provided by an analysis of the sample of 781 halos. One primary result of our simulations is that shapes of the halos formed from the di erent initial conditions have little or no dependence on the speci c form of the initial conditions.
To investigate the shapes at various radii, the method described in x 2.4 was used for all halos in the sample. This provided data on the three dimensional shapes by measuring the major, intermediate, and minor axis vectors (a, b, and c respectively). In order to measure alignments of vector quantities, we calculate the distribution of cos , where is the angle between the two vectors. If the orientation of the vectors is uncorrelated, the distribution of cos will be uniform.
Using this method, the alignment of the major and minor axes determined at di erent radii is shown in Figures 5a-b . The orientation of the axes are compared at three radii; 10 and 20 kpc, 10 and 40 kpc, as well as 20 and 40 kpc. In a large majority of the cases these contours maintain their basic shape and alignment. Most halos have cos > :95, indicating that the vectors usually align within 20 of each other. Notice that the method used for shape analysis provides measurements at each radii which are independent of the measurements at smaller radii. This adds credence to the alignment results. If the shape analysis had used all internal particles, the measures at di erent radii would be arti cially correlated.
If 
where T = 1 represents a purely prolate halo, and T = 0 is a purely oblate halo (Franx, Illingworth and de Zeeuw 1991) . If we adopt the terminology 0 < T < 1=3 are nearly oblate, 1=3 < T < 2=3 are triaxial, and 2=3 < T < 1 are nearly prolate, the halos are primarily nearly prolate with very few being nearly oblate. Figure 8 demonstrates the distribution of the triaxiality parameter at three di erent radii. The measurements at 40 kpc indicate there is a slight trend toward more oblate halos at larger radii. We have also obtained the dependence of the shape parameters on the mass of the halo in Figure 9a -b. It appears that for very massive halos (M > 10 11:5 M ) the mean triaxiality is somewhat larger than average, and c=a somewhat smaller.
The shape parameters most readily obtained from observations of elliptical galaxies are the apparent ellipticities (1 ? a=b), where a is the minor axis of the projected distribution, and b is the major axis. These result from the projection of the intrinsic three-dimensional shape on the plane of the sky. To compare with these results we have generated an analogous distribution from our shape data in two ways. First, via a Monte Carlo sampling of the three-dimensional shape data as it would be observed in two-dimensional projection. Second, by projecting the particle distribution to two dimensions, and then measuring the ellipticities. The second method produces a less smooth distribution, since the e ective number of samples was equal to the number of halos, while the rst Monte Carlo approach samples each halo over all viewing angles. These two distinct methods produced very similar results. In Figure 10a we see the distribution of the projected shapes determined from the projected three-dimensional shape data. Also shown is the frequency distribution of the apparent ellipticities for a sample of elliptical galaxy CCD images from Franx, Illingworth and de Zeeuw (1991) . The results from the second measurement method are shown in Figure 10b . These results also include shape measurements out to 80 kpc, as the errors from neighboring clumps are signi cantly reduced by using the projected particle positions.
The mean ratio of minor to major axes, a=c, is nearly 0.5 at small radii, in agreement with the value found by Dubinski and Carlberg (1991) for isolated collapse of CDM halos. The halos are rounder at larger radii. This is counter to the trend found by Efstathiou et al., but agrees with that found by Dubinski and Carlberg. It is evident at larger radii, and in the projected distributions, that our results do not match those of Dubinski and Carlberg. It is possible that the di erent measurement methods employed resulted in the di erence, however a more likely possibility is that the isolated formation of the halo in the Dubinski and Carlberg simulations do not allow the mergers between large sublumps which occur frequently in our simulations.
The shape results are sensitive to proper centering and elimination of halos which have double cores, so the accurate methods described in x 2 are necessary. To provide reassurance that the shape gures are correct, we compare the shape results to the much simpler method of nding the inertia tensor for particles in a sphere ( Figure 11 ). As expected, the measurements using a sphere have systematically lower axial ratios. However, the distribution of prolate vs oblate halos has remained roughly similar for the two methods. The triaxial shapes of the halos are supported by anisotropic velocity dispersion, since their rotation alone is not su cient to account for the observed attening. This is demonstrated in Figure 12 . The values in the Figure may be compared to the curve for an oblate spheroid (Binney & Tremaine 1987) . Additionally, a correlation is evident between the anisotropy of the velocity dispersion and the shape of the halo. In Figure 13 the ratio of the velocity dispersion along the major and minor axes is plotted against the observed ellipticity.
Alignment of Angular Momentum
The alignment of the angular momentum in the halos is striking. The vectors are correlated among themselves in a given halo (Figure 14) , and also tend to align with the minor axis of the halo. As shown in Figures 15a-b and 16 , the vectors tend to point along the minor axis, and virtually none point along the major axis (also see examples in Figure 4) . Figure 17 illustrates the misalignment angle vs triaxiality.
There are several halos which demonstrate rotation about the intermediate axis. This is an unstable con guration for a solid body, and orbits which circulate about the intermediate axis in a triaxial potential are unstable, but it has been noted before in N-body simulations (Duncan 1989) . There is a decided lack of halos which rotate about the major axis, although this is a stable con guration. For a generic, slowly rotating triaxial halo streaming orbits are allowed around both the major and minor axes. This leads to the conclusion that the angular momentum should lie in the plane of the minor and major axes. We nd that the angular momentum vector lies preferentially along the minor axis of the halo. In addition, the streaming motion about the major axis is strongly suppressed from that expected in the general case. Franx, Illingworth and de Zeeuw (1991) make the assumption that the angular momentum of a virialized elliptical galaxy must lie in the plane of the minor and major axis, for the instability reasons mentioned above. However, the timescale over which the orbits around the intermediate axis realign themselves has not been fully investigated. If, in fact, the timescale over which the instability takes e ect is su ciently long, many systems at z = 0 may exhibit rotation about the intermediate axis. Of course, the timescale for elliptical galaxies is much shorter than that of the dark matter halos, so the above assumption may be correct for ellipticals. This angular momentum alignment may provide useful clues to the process of formation, but to fully appreciate the e ect extensive analysis and classi cation of the type of orbits in the halos will be necessary.
The dimensionless spin parameter of the halos,
has been commonly studied in simulations (Barnes & Efstathiou 1987; . Peebles (1969) showed that a protogalaxy was expected to acquire a dimensionless spin parameter of order 0.07 from tidal torquing by neighboring protogalaxies. Elliptical galaxies usually have near 0:05, while the value for spirals are commonly ten times larger. We con rm the results of earlier simulations which obtain the mean near 0:05. There is a trend for power laws which have more power on large scales to have a smaller mean (see Figure 18) . If we lump all the halos together, we may establish a statistically smooth distribution of spin parameter (solid line in Figure 18 ). The weak correlation of spin parameter with mass found by Barnes and Efstathiou (1987) does not appear to be present in Figure 19 . The decrease in mean spin parameter for large halos is probably related to the nite size of the computational volume, and the lack of similar large companions to tidally torque them.
The direction of the angular momentum vector tends to be better aligned with the minor axis of halos with larger . This is illustrated by the lled symbols in Figure 16 , which represent halos with a spin parameter larger than 0:05. Approximately 75% of these halos have their total angular momentum vector pointing within 30 of the minor axis. The e ect is less pronounced for the the halos with 0:05, but is still signi cant. Little correlation was seen between the degree of alignment and the eccentricity of the halo.
Radial Density Pro les
The halos formed in these simulations are generally smooth triaxial bodies. The trend of radial density with the form of the initial conditions rst noted by Quinn et al. (1986) is strongly con rmed by the current simulations. The circular velocity curves, v(r) = GM(r)=r] 1=2 ; (7) in Figures 20a-e are nearly at for the n = -2 initial conditions, and fall o steeply for n = 1. The second order e ects of the non-spherical nature of the halos have been neglected in these curves (but see below). The shapes of the rotation curves are approximately described by the secondary infall scenario (Fillmore & Goldreich 1984; Ho man & Shaham 1985) , although the assumption that the collapse is spherical does not appear to be correct, according to analysis of data which shows the early stages of halo formation .
The e ects on the rotation curve of the non-spherical nature are indicated nicely in Figure 21a -b. This Figure also shows the e ects of the force softening on the inner region of the particular halo. The size of the core region (where the rotation curve is rising) is consistent with e ects due to the smoothing of the force law, the dynamic range of the initial conditions, and numerical integration errors in these dense regions. More detailed discussion of radial density pro les will follow in a later paper.
DISCUSSION
Comparisons with Elliptical Galaxies
If the history of elliptical galaxies is one of a hierarchy of mergers involving lumps consisting mostly of stars, then the dynamics of halo formation and elliptical formation are rather similar (Zurek, Quinn & Salmon 1988) . It is then valuable to compare the shapes and kinematics of our halos to those observed for elliptical galaxies. Franx, Illingworth and de Zeeuw (1991, hereafter FIdZ) have pointed out that ellipticals have organized kinematics in the sense that the minor axis of their projected density distribution usually corresponds to the major axis of the mean motion of the galaxy. As FIdZ point out, there is no intrinsic dynamical reason why this should be the case and presumably we are seeing some organization imposed by the formation process. The correspondence between the kinematic and minor structural axes is one of the striking features of the N-body halos over a large range of initial conditions. The processes by which such organization comes about have been investigated by Zurek, Quinn & Salmon (1988) and more recently by Quinn, Zurek, Salmon & Warren (1990) . Quinn et al. point out that the mass and angular momentum deposited by dynamical friction during a merger{dominated formation can naturally led to a correlation between shape and kinematics. Furthermore, the mean motion (\rotation") curves of ellipticals should be related to the form of the circular orbit curves for the underlying potentials (see also Quinn & Zurek, 1990) . Therefore the generally organized nature of elliptical rotation may well be a direct result of a lumpy formation history.
FIdZ also present histograms of the projected shape distributions of elliptical galaxies from CCD surface photometry. It is clear from their work and the distribution of projected shapes for our N-body halos (see Figure 10a -b) that ellipticals are in general rounder than the halos. FIdZ further compare the triaxiality distribution of halos taken from the work of Dubinski and Carlberg (1991) , Frenk et al. (1988) , White and Ostriker (1990) and this work with the triaxialities they derive for their sample of elliptical galaxies. It seems clear that the halo and elliptical galaxies have di erent triaxialities.
If ellipticals form as a result of mergers between stellar systems that are themselves contained within a halo of dark matter, then the merger process involves the interaction of the bright and dark matter as well as the two systems of stars. As pointed out by Zurek, Quinn & Salmon (1988) and Barnes (1988) , dense stellar systems moving through the dark matter during a merger can shed large amounts of angular momentum. Dynamical friction will lead to a one{way transport of angular momentum and kinetic energy from the orbit of the dense stellar system to the less dense dark matter halo. Hence it would not be surprising to see a di erence between the shape distribution of ellipticals and halos even if they both formed through a series of mergers. In the models of halo formation we should associate the stellar components of the proto{elliptical with the dense centers of the proto{halo fragments and hence the central region of the newly formed halo although their initial density contrast to the background is not as great as a real core of stars and gas.
An observable e ect of dark matter halos on spiral galaxies are the production of warped disks (Binney 1991) . Current observations show that over half of all spiral galaxies are warped (S anchez -Saavedra, Battaner & Florido 1990; Bosma 1991) . A warp is an indication that the angular momentum of the outer disk is not aligned with that of the inner disk. It is reasonable to assume that the disk will form somewhat inclined to the orientation of the surrounding dark halo. Our nding that the angular momentum is well aligned through the halo implies that an inner disk that is misaligned with the halo angular momentum would feel a torque that would act to align the disk and halo. This results in a precession of the inner disk, giving rise to a warp. Further, the triaxial halo potential may act to align the warp with the principal axes.
Numerical e ects on halo shapes
FIdZ express a concern that the simulations have not yet reached su cient resolution to address the issue of shapes correctly. The results we have presented for = 5 kpc have su cient particles at radii less than 40 kpc to give shapes accurate to approximately 0.05 in either 1 or 2 . However, it is important to consider the in uence our numerical techniques have on the nal shape of the halo at all radii. In order to address these issues we conducted an experiment using one of our n = ?1 models with = 1 kpc. The time step in the integrator was shortened appropriately to insure good energy conservation over the simulation. The net e ect was a simulation that required more computer cycles than the previous ten combined. By using the 512 processor Touchstone Delta at Caltech, the simulation was completed in 14 hours. Figure 22 shows the projected shape distribution for the nal halos in the high resolution simulation. At radii less than 40 kpc the shapes are less prolate than the = 5 models but are similar to the shapes at larger radii. The alignment of angular momentum with shape parameters and the values of the = 1 halos are similar to those from the = 5 halos (see Figure 23a-c) . The change in the shape of the halos at small radii has three possible contributing causes.
1. For a smaller value, the potential wells of the halos are deeper and the maximum acceleration felt by particles is greater. Figure 21a -b shows a comparison of the circular velocity values derived from accelerations in the equivalent large halo from the n = ?1 simulations. The work of Miralda-Escud e & Schwarzschild (1989) has pointed out that isothermal potentials (which our halos resemble at radii less than of order 100 kpc) that are singular or have compact cores can destabilize the normal box orbit family into a number of \boxlet" orbital types. It is therefore possible that we are seeing a major change in the orbital families present at small radii (and hence the overall gure shape) due to an increased dynamical resolution. 2. As is decreased the accelerations experienced by a particle have an enhanced contribution from particle discreteness. This discreteness has a dynamic e ect by causing energy di usion (two-body relaxation) as the particle orbits in the potential. Secondly the discreteness has a static e ect in that the total acceleration vector does not point exactly at the center of mass. This results in tangential accelerations which leads to a di usion of angular momentum. If discreteness is modifying orbits on the timescales of the order of the halo lifetime then our shapes are not to be trusted. In order to address this issue we computed the torques on particles for halos in the = 5 kpc and = 1 kpc. The torques were then recomputed after all the particles in the halos were rotated through a random angle thus making the halos spherically symmetric and removing that component of the torque due to the shape of the halo. The torques after \scrambling" are less than 10% of the actual torques from small radii. Thus, particle discreteness has a much smaller instantaneous e ect than body torques for both = 5 kpc and = 1 kpc. It is not clear how bad the angular momentum di usion has to be in an non{axisymmetric potential before it overcomes the torques present from the shape. 3. Since a smaller value of will allow high density objects to exist at early times and presumably will increase the in uence of tidal forces on small lumps by large halos, it is possible that the evolutionary history of halos is somewhat di erent in the = 5 kpc and = 1 kpc simulations. It may be the case that rounder central regions are a natural consequence of a evolution with more extremes of tidal eld and density. While the gross features of the two simulations are very similar, a detailed comparison of the evolution history of individual halos is postponed to a later paper. In summary, we feel that new physical e ects present in the = 1 models may be the cause of the di erences in shapes at small radii. Clearly one now has to be very cautious in drawing conclusion about the core structure of halos or in drawing comparisons between the shapes of ellipticals and halos. Some improvements in software and a large investment in computer time will be necessary to provide de nitive answers.
CONCLUSIONS
We have used N-body experiments running on parallel supercomputers to study the formation of galactic dark matter halos for a variety of initial density perturbation spectra. Our main ndings on the halos formed in these models can be summarized as follows.
1. The halos have triaxial shapes which are more often prolate than oblate. 2. The halo shapes are supported by anisotropic velocity dispersion and are similarly oriented throughout the virialized portions of the halos. 3. The total angular momentum vector of the halos are most often aligned with the structural minor axis of the halo. This alignment of spin and structural axes is similar to that observed in elliptical galaxies. 4. For a numerical softening length of 5 kpc, the projected shape distribution of the halos has more attened objects than does the projected distribution of eccentricities for elliptical galaxies. However the nal shapes at radii less than 40 kpc are a ected by the numerical softening. Models with a softening of 1 kpc have shapes at small radii that are more similar to elliptical galaxies. Since it is possible that new physical e ects are present in models with smaller softening lengths, we have to exercise extreme caution in comparing shape distributions at small radii in our halos with ellipticals or other observational data on potential shapes at small radii.
We would like to thank the Caltech Concurrent Supercomputer Facility for providing time on the MarkIII hypercube, the Intel iPSC/860 and the Intel Touchstone Delta. We acknowledge Sandia National Laboratory for providing time on the nCUBE/2. We wish to acknowledge support from IGPP and AFOSR. J. S. wishes to acknowledge support from the NSF Division of Advanced Scienti c Computing and the Center for Research in Parallel Computing. We thank Michael Fall and Simon White for useful comments on a draft of this paper. The clari cations and modi cations suggested by the referee, Bernard Jones, are appreciated. in logarithmic bins which cover three orders of magnitude in halo mass (from 100 particles to about 100,000 particles). FIG. 4a-c.| The top three panels in each set show particles in a selected halo at three resolutions, a cube 50 kpc on a side, 100 kpc, and 200 kpc on a side. The upper right panel also contains the two{dimensional elliptical isodensity contours at mean radii of 10{60 kpc in 10 kpc steps. The lower panels show the best t to a three{dimensional ellipsoidal isodensity contour of the particle distribution. The ellipses in the upper part of the lower panels indicate the projected view from along the minor and major axis of the ellipsoid, with the axial ratios displayed above them. The number of particles contained within each ellipsoid is shown in the lower left corner of the frames. The arrows in the lower right panel indicate the direction of the angular momentum vector for particles in ten concentric spherical shells, with thickness 10 kpc. Note that the ellipsoids have the same general shape and orientation, and that the angular momentum vectors tend to point along the minor axis of the ellipsoid. FIG. 13.| The ratio of the velocity dispersion along the major and minor axes is plotted against the projected ellipticity. The diagonal components of the velocity dispersion tensor have been measured in coordinates aligned with the body axes. A correlation is evident between the shape and the velocity dispersion, in that the ratios of the primary components of the velocity dispersion tensor are larger for halos which have larger axial ratios.
FIG. 14.| A distribution of the alignment of angular momentum in 10 kpc shells at di erent radii. The plot shows that angular momentum throughout the halo is well aligned .  FIG. 15a-b .| An illustration of the alignment of the angular momentum vector with axis vectors. The distribution ofĴ ĉ (Ĵ =J=jJj,ĉ =c=jcj, etc.). would be uniform (with value one in this plot) if the vectors were uncorrelated. Figure 15a uses the orientation of the isodensity contours at 10 kpc, while 15b uses them at 40 kpc. The angular momentum is calculated using all the particles within the halo. The plot shows a strong connection between the orientation of the halo, and the direction of its angular momentum vector (J). The solid line shows thatJ prefers to lie in the direction of the minor axis of the density distribution. The long{dashed line shows that (J) does not generally lie along the major axis, although stable orbits are kinematically allowed to rotate about the major axis, while they are not stable around the intermediate axis. The e ects of the 5 kpc softening are evident at small radii in that the points derived from the force on the particle do not match the solid line, which is a rotation curve based on the internal mass. (b.) A similar plot taken for the corresponding halo in the simulation which used a 1 kpc softening. The e ects of softening on the forces at small radii are reduced.
The shape of the halo is less prolate than the previous Figure 
