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Abstract-The study of the combinatorial properties of strings of symbols from a finite alphabet, 
also referred to as words, is profoundly connected to numerous fields such as biology, computer 
science, mathematics, and physics. Partial words have long been known. They have been around 
in information and coding theory as well as molecular biology. While a word can be described by a 
total function, a partial word can be described by a partial function. More precisely, a partial word 
of length n over a finite alphabet A is a partial function from (0,. . , n - 1) into A. Elements of 
(0,. . . , n - 1) without an image are called holes. A word is just a partial word without holes. The 
notion of period of a word is central in combinatorics on words. In the case of partial words, there are 
two notions: one is that of period, and the other is that of local period. There are many fundamental 
results on periods of words. Among them is the well-known periodicity result of Fine and Wilf which 
intuitively determines how far two periodic events have to match in order to guarantee a common 
period. This result was extended to partial words with one hole by Beretel and Boaaeon. We can 
define the set PERo of all words of maximal length for which Fine and Wilf’s result does not apply. 
Similarly, we can define the set PERi of all partial words with one hole of maximal length for which 
Berate1 and Boasson’s result does not apply. It ie well known that PE& contains a unique word (up 
to a renaming) that is binary. In this note, we extend thii result to PERi. @ 2003 Elsevier Ltd. 
All rights reserved. 
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1. INTRODUCTION 
The study of the combinatorial properties of strings of symbols from a finite alphabet, also 
referred to as words, is profoundly connected to numerous fields such.ss biology, computer science, 
mathematics, and physics. 
Research in combinatorics on words goes back roughly a century [1,2]. There is a renewed 
interest in combinatorics on words as a result of emerging new apolication areas such as molecular 
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biology. Partial words have long been known. They have been around in information and coding 
theory [3-51 as well as molecular biology [6]. The notion of a partial word can be motivated by 
the comparison of two genes (or two proteins). Alignment of two such strings can be viewed as a 
construction of two partial words that are said to be compatible. While a word can be described 
by a total function, a partial word can be described by a partial function. More precisely, a 
partial word of length n over a finite alphabet A is a partial function from (0, . , n - 1) into A. 
Elements of (0,. , n - 1) without an image are called holes. A word is just a partial word 
without holes. 
The notion of period of a word is central in combinatorics on words. There are many funda- 
mental results on periods of words. Among them is the well-known periodicity result of Fine 
and Wilf [7] which intuitively determines how far two periodic events have to match in order to 
guarantee a common period. This result was extended to partial words with one hole by Berstel 
and Boasson [6]. 
We can define the set PERc of all words of maximal length for which Fine and Wilf’s result 
does not apply. Similarly, we define the set PER1 of all partial words with one hole of maximal 
length for which Berstel and Boasson’s result does not apply. In this note, we extend to PERi the 
well-known property of PEl& that states that PERc contains a unique word (up to a renaming) 
that is binary. 
Throughout the note, i mod p denotes the remainder when dividing i by p using ordinary 
integer division. We also write i s j mod p to mean that i and j have the same remainder 
when divided by p; in other words, p divides i - j. For instance, 12 = 7 mod 5. We have that 
2=7mod5but 12f7mod5. 
2. PRELIMINARIES 
This section is devoted to reviewing basic concepts on words and partial words. 
2.1. Words 
For a detailed presentation of the matters discussed here, we refer to [8-lo]. 
Let A be a nonempty finite set, or an alphabet. Elements of A are called letters and finite 
sequences of letters of A are called words over A. The unique sequence of length 0, denoted by 6, 
is called the empty word. The set of all words over A of finite length (greater than or equal to 0) 
is denoted by A*. It is a monoid under the associative operation of concatenation or product of 
words (E serves as identity) and is referred to as the free .monoid generated by A. Similarly, the 
set of all nonempty words over A is denoted by A +. It is a semigroup under the operation of 
concatenation of words and is referred to as the free semigroup generated by A. 
A word of length n over A can be defined by a total function u : (0,. , n - l} -+ A and is 
usually represented as u = aoal . . . a,-1 with ai E A. 
2.2. Partial Words 
For a detailed presentation of the matters discussed here, we refer to [6]. 
A partial word u of length n over A is a partial function u : (0,. . . , n - 1) --+ A. For 0 5 i < n, 
if u(i) is defined, then we say that i belongs to the domain of u (denoted by i E Domain(u)); 
otherwise we say that i belongs to the set of holes of u (denoted by i E Hole(u)). A word over A 
is a partial word over A with an empty set of holes. 
If u is a partial word of length n over A, then the companion of u (denoted by u,) is the total 
function u, : (0, . . . , n - 1) + A U {o} defined by 
t&(i) = 
u(i), if i E Domain(u), 
0, otherwise, 
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where o is a new symbol not in the alphabet A. The bijectivity of the map u H u, allows us 
to define, for partial words, concepts such as concatenation in a trivial way. The symbol o is 
viewed as a “do not know” symbol and not as a “do not care” symbol as in pattern matching. 
The word u, = abbobocbb is the companion of the partial word u of length 9 where Domain(u) = 
{0,1,2,4,6,7,8} and Hole(u) = {3,5}. 
A period of a partial word u over A is a positive integer p such that u(i) = u(j) whenever i, j E 
Domain(u) and i G j mod p. In such a case, we call u p-petiodic. Similarly, a local period of u 
is a positive integer p such that u(i) = u(i + p) whenever i, i + p E Domain(u). In such a case, 
we call u locally p-periodic. The partial word with companion abbobbcbb is locally three-periodic 
but is not three-periodic (here, u(0) # u(6), u(l) = u(4) = u(7), and u(2) = u(5) = u(s)). 
The latter shows a difference between partial words and words since every locally p-periodic 
word is p-periodic. Another difference worth noting is the fact that even if the length of a partial 
word u is a multiple of a local period of u, then u is not necessarily a power of a shorter partial 
word (as an example consider u, = abbobbcbb). 
The length of a partial word u over A is denoted by 1~1, and the set of all the distinct letters 
in u is denoted by a(u). The symbol Ilcy(u)II denotes the number of distinct letters in u. For 
example, if u, = abbcbobba, then 1~1 = 9, Q(U) = {a, b, c}, and Ila(u)II = 3. 
3. PERIODICITY RESULTS 
The fundamental periodicity result of Fine and Wilf can be stated as follows. 
THEOREM 1. (See [q.) If a word u is p-periodic and q-periodic and lul 2 p+ q - gcd(p, q), then u 
is gcd(p, q)-periodic. 
The bound p + q - gcd(p, q) turns out to be optimal, since, for example, abaababaaba has 
periods 5 and 8, has length 11 = 5 + 8 - gcd(5,8) - 1, but does not have period 1. 
Berstel and Boasson proved a variant of Theorem 1 for partial words with one hole. 
THEOREM 2. (See [6].) If a partial word u with one hole is locallyp-periodic and locally q-periodic 
and lul 2 p + q, then u is gcd(p, q)-periodic. 
The bound p + q turns out to be optimal since, for example, aaaabaaaaoaa has one hole, is 
locally five-periodic and locally eight-periodic, has length 12 = 5 + 8 - 1, but is not one-periodic. 
Theorem 2 does not hold for two holes since, for example, aboabaoba has two holes, is locally 
three-periodic and locally five-periodic, has length 2 3 + 5, but is not one-periodic. Note that if 
gcd(p, q) = 1, then Theorem 2 implies Theorem 1 by considering v, = uo or w0 = ou where u is 
a word satisfying Theorem l’s assumptions. 
In our recent paper [ll], we extend Theorem 2 to partial words with two or three holes. The 
strengthening to an arbitrary number of holes is done in our paper [12]. 
4. PE& AND PER1 
We now define the sets PEI& and PERI. 
DEFINITION 1. Let p and q be integers satisfying 1 < p < q and gcd(p, q) = 1, 
(1) Let WO,,, denote the set of all words of length p f q - 2 having periods p and q. We 
denote by PE& the set of all words of maximal length for which Theorem 1 does not 
apply, that is, 
PER,-, = U WO,P,V gcdb,d=l 
(2) Let Kprq denote the set of all partial words with one hole of length p + q - 1 having local 
periods p and q. We denote by PER1 the set of all partial words with one hole of maximal 
816 F. BLANCHET-SADRI 
length for which Theorem 2 does not apply, that is, 
PER1 = U WLW7. gcd(aw)=l 
The next theorem states a well-known property of PERe 
THEOREM 3. (See [8].) Let p and q be integers satisfying 1 < p < q and gcd(p,q) = 1. Then 
WO,~,~ contains a unique word u (up to a renaming) such that Ilcy(u)II = 2. 
For example, the word of length 11 in PERc having periods 5 and 8 is abaababaaba. It turns 
out that PER0 has several characterizations based on quite different concepts [U-16]. 
In order to extend Theorem 3 to PERr, we need the following definition. 
DEFINITION 2. Let p, q, and T be integers satisfying 1 < p < q, gcd(p, q) = 1, and 0 I T < p+q-1. 
For i # q - 1 and 0 < i < p + q - 1, we define the sequence of i relative to p, q, and T as 
=4,,,,,(i) = (i0, il, i2,. . ,in-l,in) where& = i and 
l if i = T, then i, = q - 1; 
l if i # T, then i, = T or i, = q - 1; 
0 for1 <j<n,ij ${i,r,q-1); 
l for 1 5 j 5 n, ij is defined as 
ij = 
1 
ij-1 + P, if ij-1 < q - 1, 
ij-1 - 4, if ij-1 > q - 1. 
We define seq,,,,,(q - 1) = (q - 1). 
The sequence seq,,q,,( ‘) 2 isawas nie t is ac wi I y fi t ( h f t 11 b e established in the proof of Theorem 4). 
The sequence seq,,,,,(i) g ives a way of visiting elements of (0, . . . ,p + q - 2) starting at i. You 
increase by p as long as possible, and then you decrease by q and you start the process again. If 
you start at q - 1 or hit q - 1, you cannot increase by p and you cannot decrease by q and so you 
stop. If you hit T, you stop. For example, if p = 4, q = 11, and T = 5, then 
seq4,11,5(0) = @4,8,12,1,5), 
seq4,11,5(1) = (1,5), 
seq4,11,5(2) = C&6, lo), 
seq4,11,5(3) = (3,7,&O, 4,8,12,1,5), 
seq4,11,5(4 = (4,8,12,1,5), 
=q4,11,&) = (5,9,13,2,6,10), 
w4,11,5(6) = (61% 
s-%,11,5(7) = (7,11,0,4,8,12,1,5), 
=q4,11,5(8) = (8,12,1,5), 
seq4,11,5(9) = (9,13,2,6, lo), 
seq4,11,5(10) = (lo), 
=q4,11,5(11) = (l&O, 4,8,12,1,5), 
seq4,11,5(12) = (12,L 5), 
seq4,11,5(13) = (13,2,6,10). 
Note that seqd,rr,s(3) is the longest sequence ending with 5 and seqd,rr,s(5) is the longest ending 
with 10. All the other sequences are suffixes of these two. 
THEOREM 4. Let p and q be integers satisfying 1 < p < q and gcd(p, q) = I. Given a singleton 
set H satis@ing H c (0,. . , p + q - 2) \ {p - 1, q - l}, WI,~,~ contains a unique partial word u 
(up to a renaming) such that llo(u)II = 2 and Hole(u) = H. If H = {p - 1) or H = {q - l}, then 
WI,+,, contains a unique partial word u such that Ila(u)II = 1 and Hole(u) = H. 
PROOF. Let u be a partial word with one hole of length p + q - 1 having local periods p and q. 
Putq=mp+rwhereO<T<pandp=nr+swhereO<s<r. Notethatifr#l,thens#O 
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(otherwise, gcd(p, q) # 1 since p 7 nr and q = mnr + r). Also, if s # 1, then s is not a factor 
of T. Moreover, gcd(r, s) = 1 when s # 0. Let ip + j, where 0 5 j < p, be the hole. Note that if 
r=l,theni<m,andifr#l,theni<m+l. 
First,ifr=landj=p-l,then 
seq,,,,i,+j(ip + j) = (ip + p - 1, (i + 1)~ + p - 1,. . . , 
(m-l)p+p-l,q+p-2,p-2,2p-2 ,..., 
Cm- l)p+p-2,q+p-3,p-3,2p-3 ,...) 
(m-l)p+p-3,q+p-4,..., 
2,p+2,..., (m - 1)~ + 2,4 + 1, 
l,p+l,...,(m-l)p+l,q, 
O,P, *. . , (m - 1)~~ 9 - 1) 
and 
seq,,,,i,+j(p-1) =(P-LP+P-L...,ip+j). 
All the letters of the first sequence (except ip+j) are, say, as, and the ones of the second sequence 
(except ip + j) are, say, bs. Now, if i = 0, we get that u is unary (in which case ip + j = p - 1). 
Otherwise, if IIo(u)]I # 1, then u must be binary. 
Second, if r = 1 and 0 5 j < p - 1, then 
seq,,,,i,+j(~p + j) = (ip + j, (i + 1)~ + j, . . . , 
(m-l)p+j,q+j-l,j-l,p+j-l,..., 
(m-l)p+j-l,q+j-2,..., 
l,p+l,..., (m - 1)~ + 1,4, 
O,P,. . . I (m - 1)~~ 4 - 1) 
and 
SeqP,,,ip+j(p-l)=(p-1,2p-1 ,..., (m-l)p+p-l,q+p-2,p-2,2p-2 ,..., 
Cm- l)p+p-2,q+p-3 ,..., j+l,p+j+l,..., 
(m-l)p+j+l,q+j,j,p+j ,..., ip+j). 
If i = m and j = 0, we get that u is unary (in which case ip+ j = q- 1). Otherwise, if Ilcr(u)II # 1, 
then u must be binary. 
Third, if T # 1 and j = p - 1, then 
seqp,,,i,+j(iP+j) = (iP+P- 1,(i+ l)p+p- l,.. .) 
Cm - l)p+p-l,qfp-l-r,p-l-r,2p-1-r ,..., 
(m-l)p+p-l-r,q+p-l-2r,..., 
p - 1 - (n - l)r, 2p - 1 - (72 - l)T, . . . ) 
(m-l)p+p-l-(n- l)T,q+p-1-nT,s-l,p+s-1)...) 
cm - l)p+s-l,q+s- l-T,q+p+S-l-r,p+S-l-r, 
2p+S-1-T,...,(m-l)p+S-l-T,q+S-1-2T, 
q+p+s-l-2T,..., 
p-t-s-l-(n-l)r,2p+s-l-(n-l)T,..., 
(m-l)p+s-l-(n-l)T,q+s-l-nT, 
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q+p+s-l-W, 
2s-l,..., 
(2s - 1) mod T, . . ,p+(2s-l)modr-r,..., 
(3s - 1) mod T,. ,p + ((r - 1)s - 1) mod T - T, , 
(TS - 1) mod r,p + r - 1,. . . , (m - 1)p + r - 1,q - 1) 
(note that (TS - 1) mod T = T - 1) and 
seq,,,,i,+j(p-1)=(p-l,p+~-1,...,~pt-j). 
Byrewritings%,,,ip+j(ip+j)as( . . . . p-1-r,p-1-2r ,..., (s-1)modr ,..., p+(s-l)modr- 
r,p+(s-1) mod r--27-, . . . , (2s-1) mod T, . . . ,p+(2s-1) mod r-r,p+(2s-1) mod T-2r,. . . , (3s- 
1) mod r, . . . ,P+((r-l)s-l) modr-r,p+((r-l)s-l)modr-2r ,..., (rs-1)modr ,... ),note 
that seq,,,,i,+j (ip + j) contains the numbers 0, . . . , p - 2. If i = 0, then u is unary. Otherwise, if 
Ilcx(u)II # 1, then u is binary. 
Fourth,ifr#landO<j<p-landj-r=-l,then 
seq,,,,i,+j(@ + j) = (ip + j, (i + lb + j, . . , (m - 1)~ + j, 4 - 1) 
and 
seq,,,,i,+j(p-1)=(p-1,2p-1,...,(m-l)p+p-1,q+p+j-2~, 
p+j-2r,2p+j-2r,..., 
mp+j-2r,q+p+j-3r ,..., p+j-nr,2p+j-nr ,..., 
mp+j-nr,q+s-l,s-l,p+s-l,..., 
(m-l)p+s-l,q+s-l-r,q+p+s-l-r, 
p + s - 1 - T, 2p + s - 1 - T, . . . , 
(m-l)p+s-1-T-,q+s-1-2r,q+p+s-1-2r,..., 
p+s-l-(n-1)r,2p+s-l-(n-l)?-,..., 
(m - 1)p + s - 1 - (n - l)r, q + s - 1 - nr, 
q+p+s-l-m-, 
2s-l,..., 
(2s - 1) mod T-, . . . ,p + (2s - 1) mod r - T, . . . , 
(3s - 1) mod T, . . . ,p + ((T - 1)s - 1) mod T - r, . . . , 
(r-s - 1) mod r, p + j, . . , ip + j) 
(note that (T-S - 1) mod T = T - 1 = j). If i = m, then u is unary (in which case ip + j = q - 1). 
Otherwise, if Ila(u)II # 1, then u is binary. 
Fifth,ifr#landOIj<p-landj-r>-l,thenputj=n’r+s’whereOIs’<r. Then 
seq~,p,ip+j(ip+j)=(ip+j,(i+l)p+j ,..., (m-l)p+j,q+j-r,j-r,p+j-r ,..., 
(m-l)p+j-r,q+j-2r ,..., j-n’r,p+s’,..., 
mp+s’,q+p+s’-r,p+s’-r,2p+s’-r,..., 
mp+s’-r,q+p+s’-2r,..., 
p + s’ - (n - l)~, 2p + s’ - (n - l)r, . . . , 
mp + s’ - (n - l)r, q + s + s’, s + s’, . . . , 
(s + s’) mod T, . . ,p + (s + s’) mod r - T-, . . . , 
(2s + s’) mod r, . . . ,p + ((IV - 1)s + s’) mod T - r, . . . , 
(Ns + s’) mod r,p + r - 1,. . . , (m - 1)p + T - 1, q - l), 
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where (Ns + s’) mod T = T - 1 for some 0 5 N < T. Also, 
seq,,,,~,+j (p - 1) = seqp,q,ip+j 0,+ (Ns + s’) mod T - T) 
= (p + (Ns + s’) mod T - T, . . . , 
((N + 1)s + s’) mod T,. . . ,p + ((N + 1)s + s’) mod T - T,. . . , 
((T - 2)s + s’) mod T,. . . ,p + ((T - 2)s + s’) mod T - T, . . . , 
((T - 1)s + s’) mod T,. . . , 
j + (n - n’)r,p + j + (72 - n’)r, . . . ) 
(m-l)p+j+(n-n’)r,q+j+(n-n’-l)r,j+(n-n’-l)T,..., 
j+r,p+j+r,..., (m-l)p+j+r,q+j,j,p+j I..‘, ip+j). 
We conclude that u is binary if 11o(~)11 # 1. 
Sixth, if T # 1 and 0 5 j < p - 1 and j - T < -1, then 
seqp,q,ip+j(@ + j) = (Q + j, (i + lb + j, . . . , (m - l)p + j, q + j - T, q + p + j - T,p + j - T, . . . , 
(m-l)p+j-T,q+j-2T,q+p+j-2T,..., 
p+j-(n-l)r,2p+j-(n-l)T,..., 
(m-l)p+j-(n-l)T,q+s+j-p,q+s+j, 
s+j,..‘., 
(s + j) mod T, . . .,p+(s+j)modT-T ,..., 
(2s+j)modT,... ,p+ ((N - 1)s + j) mod T -T, . . . , 
(Ns + j) mod T, p + T - 1, . . . , (m - 1)p + f - 1, q - l), 
where (Ns + j) mod T = T - 1 for some 0 5 N < T. Also, 
seqp,,,ip+& - 1) = ~eq,,,,i~+j(~ + (Ns + 8 mod T - T) 
==(p+(Ns+j)modT-T,..., 
((N+l)s+j)modT,...,p+((N+l)s+j)modT-T,..., 
((T - 2)s + j) mod T,. . . ,p + ((T - 2)s + j) mod T - T,. . , 
((T - 1)s + j) mod T,. . . , 
j+nr,p+j+nr,..., 
(77-L - 1)p + j + nT, q + j + (7% - l)T, j + (n - l)T, . . . ) 
j+T,p+j+T,..., 
(m-l)p+j+T,q+j,j,p+j ,..., ip+j). 
We conclude that u is binary if Ila(u)II # 1. I 
In this note, we have extended to PERi the well-known property of PER.,J that states that 
PEIQ, contains a unique word (up to a renaming) that is binary. 
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