ABSTRACT We investigate a distributed caching strategy based on multi-agent reinforcement learning (MARL) in a cache-aided network, where all wireless nodes have limited storage capacity and serve for certain coverage. The wireless nodes can collaboratively optimize distributed caching strategy to maximize the network performance measured by the average cache hit probability. Specifically, we firstly model the distributed caching strategy problem as a fully cooperative repeated game and then analyze how to improve the average cache hit probability under the MARL framework. We further propose the caching strategy based on the frequency maximum Q-value (FMQ) and the caching strategy based on the distributed Q-learning (DQ) to optimize the distributed caching strategy. The simulation results show that the proposed FMQ-based strategy significantly improves the average cache hit probability, while the proposed DQ-based strategy can converge to the optimal strategy with probability one. Moreover, the proposed FMQ-based and DQ-based strategies are not only superior to Q-learning based strategy but also superior to the probabilistic caching placement (PCP) and most popular content (MPC) strategies.
I. INTRODUCTION
In recent years, wireless data traffic has been increasing dramatically [1] - [3] , which causes the network infrastructure difficult to handle such huge data, especially during peak communications [4] - [6] . Wireless caching technology has been proposed to alleviate the traffic load [7] - [9] , where the basic idea is to pre-cache the most popular files into the wireless node during off-peak time [10] , [11] . In an example of cache-aided cellular network, if the requested file is stored in the small base station (SBS), the SBS can directly send the file to the user, thereby reducing the backhaul link load. This new concept comes from information center networks, which emphasizes the content itself. In a wireless cache network, how to determine which files should pre-cached is an important issue [12] . Regarding this issue, the conventional most popular content (MPC) strategy and largest content
The associate editor coordinating the review of this manuscript and approving it for publication was Guan Gui. diversity (LCD) strategy have been used to enhance the wireless communication performance. This is because that the MPC strategy can exploit the signal cooperation gain, while the LCD strategy can utilize the caching diversity gain. Based on the MPC and LCD strategies, a hybrid caching strategy is proposed to enhance the transmission security performance [13] . Moreover, the authors in [14] , [15] presented the probabilistic caching placement (PCP) strategy and demonstrated that PCP strategy was better than MPC strategy, especially in high-density cache-aided networks. Furthermore, the authors in [12] proposed the secure PCP strategy to enhance the transmission security.
Besides the above caching strategies, a distributed caching strategy is introduced in [16] from the perspective of game theory. As the game theory based distributed caching strategy cannot guarantee the convergence to the optimal caching strategy, the authors also provided simulated annealing algorithms to obtain the optimal caching strategy. Moreover, the authors in [17] analyzed and optimized the cache hit probability in a cache-aided wireless network and then proposed a novel distributed caching strategy based on Gibbs sampling to maximize the cache hit probability. In further, the authors in [18] proposed a resource allocation algorithm, which can effectively solve the spectrum resource allocation problem in a cache-aided wireless network. Furthermore, the authors in [19] presented the dimensional message-passing algorithm to jointly optimize energy efficiency and spectrum efficiency problem.
Recently, artificial intelligence technologies such as machine learning, deep learning, and reinforcement learning have attracted much attention in wireless networks. The authors in [20] proposed the dictionary learning algorithm to enhance the system performance, and the authors in [21] presented the iterative algorithm to improve the recovery performance. Moreover, deep learning algorithm is widely used in advanced wireless technologies such as the internet of things (IoT) [22] , [23] , multi-input multi-output (MIMO) [24] , compressive sensing (CS) [25] and nonorthogonal multiple access (NOMA) [22] , [26] to optimize network performance. In further, the authors in [27] - [29] utilized Q-learning algorithm based on single-agent reinforcement learning (SARL) to ensure that wireless nodes could intelligently learn caching strategies. The authors in [27] studied the Q-learning based distributed caching replacement strategy in a cache-aided wireless network. In [28] , the authors introduced a Q-learning algorithm to learn the space-time popularities of content. In [29] , the authors proposed a Q-learning based caching strategy to maximize the cache hit probability and meanwhile minimize the transmission delay.
Although Q-learning is effective in a multi-agent distributed system, it does not guarantee that the convergence is optimal [30] , [31] . We are interested in analyzing and optimizing multi-agent reinforcement learning (MARL) based distributed caching placement in a cache-aided wireless network. There are two main approaches to MARL: Joint action learners (JALs) and independent learners (ILs) [32] . The main difference between the two approaches is that JALs can observe the action of other agents while ILs cannot. In a cache-aided wireless network, when the wireless node is JAL, it can observe which files other wireless nodes will store and then learn to update its caching strategy accordingly. When the wireless node is IL, each node learns its caching strategy independently.
In this paper, we focus on studying the ILs which are more practical in the real scenario [33] , [34] . We consider that each wireless node is an IL and serves for a certain coverage. Each user can request the content from the wireless node covering him. The wireless nodes can collaboratively work to maximize network performance measured by the average cache hit probability, which is defined as the probability that the user finds the requested content among the wireless nodes covering him. Then, we analyze how to improve the average cache hit probability under the MARL framework. Specifically, based on the frequency maximum Q-value (FMQ) heuristic algorithm [33] , we propose the FMQ-based caching strategy to significantly enhance the network performance. Moreover, based on the distributed Q-learning (DQ) algorithm, we propose the DQ-based caching strategy to converge to the optimal caching strategy with probability one [34] .
The main contributions of this work are summarized as follows:
• We investigate a distributed caching strategy based on MARL in a cache-aided network and measure the network performance through the average cache hit probability.
• We model the distributed caching strategy as a fully cooperative repeated game and analyze how to improve the average cache hit probability under the MARL framework.
• To improve the average cache hit probability, we propose the FMQ-based and DQ-based caching strategies. Both distributed caching strategies significantly improve the average cache hit probability.
The rest of this work is structured as follows. Section II describes the cache-aided wireless network model. Section III analyzes the network performance measured by the average cache hit probability. The proposed FMQ-based and DQ-based caching strategies are provided in Section IV. The simulation results and conclusions are presented in Section V and Section VI, respectively.
II. SYSTEM MODEL A. DEPLOYMENT MODEL
In this part, we mainly describe a cache-aided wireless networks model. Fig. 1 shows the wireless cellular network with multiple small base stations and multiple users. The SBSs are distributed on the plane, and each SBS is equipped with a single antenna that can serve users within its coverage region [35] - [37] . We assume that all of the bases stations are trusted. When some of the base stations are malicious, the information leakage may occur [38] , and some physicallayer security transmission scheme should be used to guarantee the network security [39] , [40] . In this paper, the coverage region of the SBS is a circle of radius R. Moreover, the users are distributed in the coverage regions of all SBSs and request VOLUME 7, 2019 files from the SBSs covering them [41] , [42] . If the requested file is stored in the SBS, the SBS can directly send the file to the user, thereby reducing the load on the backhaul link. In a high-density cache-aided wireless network, users can be located at the intersection of coverage regions of multiple SBSs, and accordingly users can request files from multiple SBSs. Let M be the number of SBS and we define the set of SBSs as M = {1, 2, . . . , M }, where the coverage region of SBS m is Z m (1 m M ) . Then, the coverage region of all SBSs is denoted by Z all = M i=1 Z i . In addition, we define S as a power set of the set M, and the coverage region that is only covered by the SBS in the power set S is given by
where denotes the complement. As shown in Fig. 1 , for example, user A can only request the file from SBS 2, user B can request the file from SBS 1 and SBS 3, while user C can request the file from SBS 1, SBS 2 and SBS 3. The probability that the user is located in the set S is denoted by P S . Obviously, P S = Z S /Z all , and P S satisfies
where 2 M is the number of power sets in the set M.
B. CONTENT SETTING AND PLACEMENT
The content library is denoted by F = {1, 2, . . . , L}, where L is the content library size. We assume that each file has the same size, normalized to unity, and the popularity of the file follows Zipf distribution, which is widely used in the literature [14] . We denote the popularity distribution of files in the content library as {f i }, with the descending order of
where γ is the popularity parameter. The file popularity becomes more concentrated when the γ become large. Let C denote the cache capacity of each SBS. It is worth noting that a similar analysis can be extended to the case where the SBS storage capacity is different. Due to the limited storage capacity, the SBS can only store C files at most. We usto indicate whether the i-th file is cached in the SBS m or not. Specifically, if the i-th file is stored in the SBS m, d i,m = 1 is set; otherwise, d i,m = 0 is set. Hence, the cache placement of SBS m is denoted by the vector
Then, the overall cache placement of all the SBSs is the
. Similar to [28] , we assume that each SBS is equipped with a caching control unit (CCU) that intelligently caches C files. Each SBS is an IL and obtains an individual cache placement strategy.
III. PERFORMANCE ANALYSIS
In this section, we will study the average cache hit probability, which is used as the performance metric in this paper. Moreover, we will analyze how to maximize the average cache hit probability under the MARL framework.
A. AVERAGE CACHE HIT PROBABILITY
In this paper, we analyze the average cache hit probability P hit . The P hit can be treated as an important performance metric for measuring the network performance in the literature [14] , [16] and is defined as the probability that the user finds the requested content among the SBSs covering him. The average cache hit probability is equivalent to 1 − P miss , where P miss is the average cache loss probability, meaning that no SBS covers the user or each SBS covering the user does not store the requested file. Then, we have
where 1{·} is the indicator function. If none of the SBSs in the subset S stores the requested file, the function 1{ m∈S d i,m < 1} returns 1; otherwise returns 0. If the user does not find the requested file at the SBS covering him, the file needs to be transmitted to the user from the macro base station (MBS) through the backhaul link. This will impose some load on the backhaul link, and we should reduce the backhaul link load by maximizing the average cache hit probability. Our goal is to devise the distributed caching strategy to maximize the average cache hit probability as follows.
B. MARL-BASED DISTRIBUTED CACHING PLACEMENT
In this section, the distributed cache optimization problem is formulated as a fully cooperative repeated game. Each SBS equipped with a CCU independently learns its caching strategy. Then, the joint policy is obtained to improve the average cache hit probability. We briefly introduce SARL and MARL, and then analyze how to improve the average cache hit probability under the MARL framework.
1) SARL
The markov decision process (MDP) is the basic theoretical model of SARL, which is described by the following definition, Definition 1: The MDP is defined as the A, S, T , r, β , where
• A denotes the set of agent actions.
• S is the set of environment states.
• T : S × A × S → [0, 1] represents the transition probability function.
• r : S × A × S → R denotes the immediate reward function.
• β is the discount factor, which denotes the coefficient for calculating the cumulative reward. In SARL, agent perceives the environment state s, and selects an action a ∈ A. After the agent executes the action a, the environment gives the agent immediate reward r ∈ R and switches to a new environment state s , waiting for the agent to execute a new action. In the process of interaction with the environment, the goal of the agent is to find an optimal policy, so that it can obtain the maximum long-term cumulative reward.
A well-known SARL algorithm is Q-learning, which utilizes Q-function to find the optimal policy. The iterative update formula for Q-learning is given by
where Q(·) denotes the Q-value, and α ∈ [0, 1] is the learning rate, which affects the convergence of the Q-learning. If each (s, a) pair is executed infinitely, the Q (s, a) must converge to the optimal Q * (s, a) [34] .
2) MARL
Stochastic game (SG) is the generalization of MDP to multiagent case, which is described by the following definition, Definition 2: In MARL, the SG is defined as a tuple
• N is the number of agents.
• A i (1 i N ) denotes the action set of agent i, yielding the joint action space A = A 1 × . . . × A N .
• r i : S × A × S → R represents the immediate reward function of the i-th agent. When r 1 = . . . = r N , N agents have a common optimization goal, and then the SG is fully cooperative. In this paper, each SBS is an agent, and their common goal is to cooperate with each other to improve the the average cache hit probability P hit . As each SBS is equipped with a CCU that intelligently caches C files at each time, then the SG can be simplified to a special case of a single state, called a matrix game. Considering that each SBS repeatedly plays games with each other, the matrix game can be called a repeated game. Hence, we model the distributed caching strategy as a fully cooperative repeated game.
Definition 3: The fully cooperative repeated game is defined as the M , A 1 , . . . , A M , P hit (a) , where
• M is the number of SBSs, which is equivalent to the cardinality of set M.
• A m (1 m M ) is the finite set of actions available to SBS m, yielding the joint action space
Here, we define the action a m ∈ A m as the SBS m intelligently storing C files at each time, which is equivalent to the caching strategy d m . Intuitively, the joint action a is equivalent to the overall caching strategy D.
• P hit (a) : A → R is the average cache hit probability corresponding to the joint action a. In the above tuple m, A 1 , . . . , A m , P hit (a) , the value of P hit (a) is determined by the joint action a ∈ A. By learning the optimal joint action a * ∈ A, we can maximize the average cache hit probability. If there is a central controller, we can control the action of all SBSs. At this case, the SARL algorithm, such as Q-learning, can be directly applied to the fully cooperative repeated game. In the single state setting, the iterative update formula for Q-learning is given by
As the centralized algorithm imposes a huge burden on the central controller [34] , we turn to the distributed caching strategy, which is relatively flexible and practical [43] . is maximal for SBS m [32] . According to the definition of the best response, we get the definition of NE. NE is a strategy profile = π * 1 , . . . , π * m , . . . , π * M , and each individual policy π * m (1 m M ) is a best response to the others [30] . We illustrate the NE selection problem by the bi-matrix example in Table 1 . The notation a j m is defined as the j-th action of the m-th SBS. SBS 1 and SBS 2 have two actions a 1 1 , a 2 1 and a 1 2 , a 2 2 , respectively. Besides, x, 0.5, 0.5, and y represent the corresponding average cache hit probability when SBS 1 and SBS 2 perform different actions.
• In the case of x > 0.5 and y = 0.5, there is only one NE point (a 1 1 , a 1 2 ) in Table 1 . After repeated trials, SBS 1 and SBS 2 can easily find the NE point. At the NE point (a 1 1 , a 1 2 ), neither the SBS 1 nor the SBS 2 can find a better policy, and hence neither SBS will change its own policy.
• In the case of x > y > 0.5, there are multiple NE points. If SBS 1 and SBS 2 first find suboptimal NE point (a 2 1 , a 2 2 ), they may get stuck in suboptimal NE point. To ensure that SBS 1 and SBS 2 find the optimal NE point (a 1 1 , a 1 2 ) instead of the sub-optimal NE point (a 2 1 , a 2 2 ), SBS 1 and SBS 2 must simultaneously attempt to break out the sub-optimal NE point to reach the optimal NE point.
• In the case of x = y > 0.5, there are multiple optimal NE points. SBS 1 and SBS 2 must consciously select the same optimal NE point at the same time. For the MARL-based distributed caching strategy, the most difficult part is how to ensure the learning cooperation among independent SBSs to reach the optimal NE point. This problem is defined as the coordination problem which will be discussed in the following section.
IV. DISTRIBUTED CACHE OPTIMIZATION
In this section, we propose the FMQ-based and DQ-based caching strategies. The former handles the coordination problem by modifying the action selection strategy, while the latter handles the coordination problem by modifying the update rules of the Q-value.
A. FMQ-BASED DISTRIBUTED CACHE PLACEMENT
FMQ-based strategy mainly solves the coordination problem by modifying the action selection strategy. The proposed FMQ-based strategy is described in Algorithm 1. Unlike the Q-learning based caching strategy in [27] , [44] - [46] which uses the ε-greedy action strategy, FMQ-based strategy uses the softmax action selection strategy. The widely used softmax strategy can be the Boltzmann and the Gibbs ones.
1) TEMPERATURE SETTING
Here, we use the Boltzmann action selection strategy, which is given by
where P(a m ) is the probability of executing action a m , T is the temperature parameter for balanced exploration and exploitation, and EV (a m ) is the estimated value of the action a m . The detailed parameter settings of T and EV (a m ) are as follows. The temperature parameter T is set to balance exploration and exploitation. Exploring is to try different actions and then collect more information, which may produce the larger average cache hit probability in the long term. Exploitation is to perform the current best decision to improve the average cache hit probability on the one step. If the value of T is set too high, the SBS is always exploring and may eventually fail to converge. Conversely, if the value of T is set too
Set the temperature parameter T by using (10); 5: Select action according to (9); 6: Calculate P hit by using (5); 7: Update Q m (a m ) by using (8); 8: C(a m ) = C(a m ) + 1;
9:
if P hit (a) > P max_hit (a m ) then 10: P max_hit (a m ) = P hit (a);
11:
C P max_hit (a m ) = 1; 12:
else 13 :
end if 15: Update EV (a m ) by (11); 16: end for low, the SBS encourages exploitation and may get stuck in local optimum. To deal with these problems, we present the temperature parameter formula as follows:
where k is the number of iterations so far; δ is the exponential decay rate of the temperature parameter; T max is the initial maximum value of the temperature parameter; and T end is the temperature value at the end of the game.
2) ESTIMATED VALUE SETTING
The estimated value EV (a m ) affects the probability that the SBS select the action a m in the next iteration. Unlike EV (a m ) = Q m (a m ) in the conventional Q-learning, the EV (a m ) is given by
where w is the weighting factor; C P max_hit (a m ) is the number of times the maximum P hit has been received so far for executing action a m ; C(a m ) is the number of times to select the action a m ; and P max_hit (a m ) is the maximum P hit that the SBS has received so far for executing action a m . Intuitively, the FMQ-based strategy is based on the frequency C P max_hit (a m )/C(a m ) with which actions can get the maximum P hit in the history. In the case of the action where the SBS can obtain the P max_hit at a high frequency, the action selection of the other SBSs will also change accordingly.
Next, the temperature parameter T k of (10) decreases with the increase of the number of times, and the SBS continuously increases exploitation, thereby affecting all SBSs to select the optimal joint action. At the end, all SBSs learn cooperation to achieve the optimal NE point. In addition, in the case of the action that the SBS cannot receive the P max_hit at a high frequency, independent SBS cannot simultaneously attempt to break out the sub-optimal NE point, and may get stuck in the suboptimal NE point. To ensure that all SBSs consciously Random selection action a m ∈ A m ; 8: end if 9: Calculate P hit (a) by using (5); 10: if P hit (a) > P max_hit (a m ) then
11:
Q m (a m ) = P hit (a); 12: ∀a m ∈ A m Set P(a m ) = 0; end if 15: end for select the same optimal NE point at the same time, we provide the DQ-based strategy in the next subsection.
B. DQ-BASED DISTRIBUTED CACHE PLACEMENT
Unlike the FMQ-based strategy that handles the coordination problem by modifying the action selection policy, the DQbased strategy mainly modifies the update rule of the Qvalue. The update rule of the DQ-based strategy is different from that of the conventional Q-learning. DQ-based strategy adapts to the optimistic assumption and updates the Q-value only when the new Q-value is better than the current Qvalue. The optimistic assumption is that the SBS assumes that other SBSs will perform the optimal policy accordingly. The rule formula of the Q-value update based on the optimistic assumption is given by
For the action selection policy, we know that the uniform random action selection policy converges slowly. To increase the speed of convergence, we use the ε-greedy action strategy. The ε-greedy action strategy uses the probability of 1 − ε to greedily select the action of the current maximum Q-value and randomly selects all actions using the ε probability. If the number of exploration is sufficient, the SBS naturally has the opportunity to execute the optimal action. Then, the SBS can simultaneously attempt to break out the sub-optimal NE point to reach the optimal NE point. For the case of multiple optimal NE points, we adopt the additional coordination mechanisms, which records the action of obtaining the optimal caching strategy for the first time. If each action is executed infinitely, the SBS must converge to the optimal caching strategy with probability one [34] . The DQ-based strategy containing optimistic assumption and additional coordination mechanisms is described in Algorithm 2.
In addition, our analysis can be extended to a more general case where each SBS can only store n (1 n < C) files at each time. At this point, we cannot directly model the SG into if η ≤ 1 − ε then 6: Select action according to 7: arg max
8:
Random selection action a m ∈ A s m ; 10: end if 11: Calculate P hit (s, a) by (5); 12: Observe s m ;
13: end if 19: end for a fully cooperative repeated game with a single state. For the multi-state games, we model each state as a fully cooperative repeated game and apply the similar analysis above. Based on the formulas in (7) and (12), we obtain a new Q-value update formula:
where s m ∈ S m is the environment state that the SBS m can observe; s ∈ S is the joint environment status of SBSs; s m is the next environment state of s m ; a m ∈ A s m is the finite set of actions available to SBS m in the environment state s m and P hit (s, a) is the average cache hit probability corresponding to the joint state s and joint action a. According to Algorithm 2 and the formula in (13), the DQ-based caching strategy with multi-state is presented in Algorithm 3.
V. SIMULATION RESULTS AND DISCUSSION
In this section, simulation results are presented to verify the performance advantages of the proposed MARL-based distributed caching strategy. We mainly consider three SBSs on the plane, including SBS 1, SBS 2, SBS 3, and hence M is set to 3 in our work. The locations of the three SBSs in Figure 2 MPC strategies. Besides, Q-learning based caching strategy is also used to perform the performance comparison. Similar to [27] , [28] , the Q-learning based caching strategy adopts the ε-greedy action selection. To verify the proposed caching strategy, we further provide the optimal caching strategy obtained through traversal. Fig. 3 demonstrates the average cache hit probability of several caching strategies versus the number of interactions in Figure 2 (a) averaged over 1000 trials, where the length of the content library is set to L = 4, and the popularity parameter γ is set to 0.3. The other parameters are set as follows: α = 0.8, ε = 0.95, w = 15, n = 2 and T k = e −0.006k × 499 + 1. It can be seen that the FMQ-based strategy converge faster than other caching strategies. In addition, the DQ-based strategy converges to the optimal caching strategy and is superior to the other caching strategies. FMQ-based caching strategy is suboptimal, followed by PCP, Q-learning and MPC caching strategies. Initially, the DQ-based, FMQ-based, Q-learning strategies are all trying to ensure that SBSs cooperate with each other through trial and error, and the PCP strategy performs better than them regarding the value of P hit . This is because that the PCP strategy is the optimal caching strategy when there is no cooperation between SBSs. As the number of interactions increases, the average cache hit probability of the DQ-based and FMQ-based strategies is improved. The two caching strategies ensure that SBSs learn to cooperate with each other and eventually they can outperform the PCP strategy. The Q-learning based strategy is always inferior to the PCP strategy, mainly because that the Q-learning based strategy cannot balance the exploration and exploitation, leading to concurrent exploration. In addition, the MPC strategy performs the worst. This is because that each SBS stores the most popular files and MPC strategy does not utilize the caching diversity gain in the high-density cache-aided wireless networks, resulting in the worst performance. Fig. 4 depicts the average cache hit probability versus the number of interactions in Figure 2 × 499 + 1. In Fig. 4 , the performance comparison is similar to that in the Fig. 3 . In particular, the FMQ-based strategy of Fig. 3 increases faster than that in Fig. 4 . This is because that the value of w in Fig. 3 is set to 15, while that in Fig. 4 is set to 1. The w is a weighting factor used to control the action selection strategy in (11) , and also affects the convergence speed. If the value of w is too small, or the value is too large, it is often not possible to maximize the average cache hit probability.
Fig . 5 compares the P hit for several caching strategies in different overlapping coverage regions averaged over 1000 trials, where L = 4, γ = 0.3, α = 0.8, ε = 0.95, w ∈ {1, 15}, n = 2 and T k = e −0.006k × 499 + 1. As the overlapping coverage region increases, the P hit of FMQ-based, DQ-based and PCP strategies become better. For the FMQ-based and DQ-based caching strategies, as overlapping coverage region increases, they further exploit caching diversity gain to improve the value of P hit , while the PCP strategy can calculate the optimal caching strategy based on different overlapping coverage regions. As the overlapping coverage region increases, the P hit of the PCP strategy is also improved. In addition, since the MPC strategy fixedly stores the most popular content, the P hit of the MPC strategy is not improved as the overlapping coverage region increases. and n ∈ {1, 2}. We observed that the performance with n = 2 is significantly better than that with n = 1 regarding the convergence speed. This is because that the distributed caching strategy can be converted to a fully cooperative repeated game with a single state when n = 2. When n = 1, the distributed caching strategy can only be converted into a multi-state game, resulting in high computational complexity. To reduce the high computational complexity of the distributed caching strategy, the SBSs should store C files at each time. Fig. 7 depicts the average cache hit probability versus the number of files in Figure 2(a) , where L ∈ {4, 5, 6, 7, 8}, C ∈ {1, 2, 3}, γ ∈ {0.3, 1.2}, α = 0.8, ε = 0.95 and n = 2. Intuitively, as the number of content library files increases, the average cache miss probability naturally increases and the value of P hit gradually decreases. This is because that the caching diversity gain decreases with the L increasing. Moreover, as the number of files stored by the SBS gradually increases, the value of P hit increases accordingly. This is because that as the value of C increases, the caching diversity gain becomes larger. In addition, when the value of γ becomes large enough, the probability of requesting the popular content is more concentrated. Therefore, the performance with γ = 1.2 is better than that with γ = 0.3.
VI. CONCLUSIONS
In this paper, we investigate the MARL-based distributed caching strategy in a cache-aided wireless network. In order to optimize the system performance, we first modeled the distributed caching strategy as a fully cooperative repeated game and proposed the MARL-based distributed caching strategies. We then investigated the performance of distributed caching strategies by analyzing the average cache hit probability. To improve the average cache hit probability, we proposed the FMQ-based and DQ-based caching strategies. Simulation results were presented to verify that the proposed FMQ-based and DQ-based caching strategies were not only superior to the Q-learning based caching strategy, but also superior to PCP and MPC strategies. In the future works, we will study how to guarantee the physical-layer security [47] - [49] or use the UAV technique [50] , [51] for the considered system. In addition, the application of the considered caching technique in this paper into the IoT networks [52] He is currently a Professor with the School of Computer Science, Guangzhou University. He has published over 40 papers in the IEEE journal and the IEEE conferences. His main research interest includes the information security, wireless networks, and the artificial intelligence. His recent research interests include the application of artificial intelligence into the wireless networks. VOLUME 7, 2019 
