Abstract. We use Bernstein's technique to show that for any fixed t, strong solutions u(t, x) of the uniformly parabolic equation Lu := a ij (t)ux i x j −ut = 0 in Q are real analytic in Q(t) = {x : (t, x) ∈ Q}. Here, Q ⊂ R d+1 is a bounded domain and the coefficients a ij (t) are measurable. We also use Bernstein's technique to obtain interior estimates for pure second derivatives of solutions of the fully nonlinear, uniformly parabolic, concave equation F (D 2 u, t)−ut = 0 in Q, where F is measurable in t. . In the simple linear setting Lu := a ij (t)u xixj − u t = 0, the equation can differentiated any number of times in x and so any derivative (in x) of a solution is again a solution. Note that any difference quotient of any order (in x) of a solution is also a solution. We assume that the equation is uniformly parabolic; i.e., there exist constants 0 < λ ≤ Λ with λ|ξ| 2 ≤ a ij (t)ξ i ξ j ≤ Λ|ξ| 2 , ∀t and ∀ξ ∈ R d . We assume only that the a ij (t) are measurable functions of t. By applying Bernstein's technique, we show that any strong solution of Lu = 0 in Q is real analytic in x. This is a generalization of a result which appears in [M], namely if u(t, x) satisfies ∆u − u t = 0 in Q, then for any fixed t, the mapping x → u(t, x) is analytic. From our result and estimate (1.1) below, it follows that if u is a solution of Lu = 0 in Q, then for any fixed t, any second order derivative D 2 u(t, ·) is locally Lipschitz continuous in x (see Corollary 1.4).
Introduction
In [B] , Bernstein introduced a method for estimating the maxima of the moduli of derivatives of any order of solutions of linear parabolic equations, under the assumption that the solution and all known functions of the equation are sufficiently smooth. This technique is outlined in §3.11.4 of [La] , §4.17 of [LSU] , § §5.2-5.4 of [K1] , and §8.4 of [K2] . In the simple linear setting Lu := a ij (t)u xixj − u t = 0, the equation can differentiated any number of times in x and so any derivative (in x) of a solution is again a solution. Note that any difference quotient of any order (in x) of a solution is also a solution. We assume that the equation is uniformly parabolic; i.e., there exist constants 0 < λ ≤ Λ with λ|ξ| 2 ≤ a ij (t)ξ i ξ j ≤ Λ|ξ| 2 , ∀t and ∀ξ ∈ R d . We assume only that the a ij (t) are measurable functions of t. By applying Bernstein's technique, we show that any strong solution of Lu = 0 in Q is real analytic in x. This is a generalization of a result which appears in [M] , namely if u(t, x) satisfies ∆u − u t = 0 in Q, then for any fixed t, the mapping x → u(t, x) is analytic. From our result and estimate (1.1) below, it follows that if u is a solution of Lu = 0 in Q, then for any fixed t, any second order derivative D 2 u(t, ·) is locally Lipschitz continuous in x (see Corollary 1.4).
In [B] , Brandt uses only the maximum principle applied to finite difference quotients of solutions to prove that second derivatives of strong solutions of Lu := a ij (t)u xixj − u t = f , where f (t, x) is Hölder continuous in x (with exponent α ∈ (0, 1)) are themselves locally Hölder continuous in x. In [L] , Lieberman uses a Campanato space argument to show that second derivatives are actually locally Hölder continuous in both t and x. When f ≡ 0, the local Hölder continuity of D 2 u in (t, x) is an immediate consequence of applying the Hölder continuity of solutions (see [KS] and §4.2 of [K1] ) to solutions D 2 u. Again, these results imply that strong solutions of Lu = 0 in Q satisfy a C 2,α loc (Q) estimate, where α ∈ (0, 1), while our result implies strong solutions satisfy a C 2,1 loc (Q(t)) estimate, for any fixed t. The fully nonlinear equation
Under the assumption that F (M, t) is smooth and concave in M ∈ R 
, while for a function v, |v| 0;Q := sup Q |v|. We adopt the convention that repeated indices indicates summation from 1 to d, so that, for example,
1. Linear equations with time-measurable coefficients
where
, where the constant C will be determined later. By standard approximation techniques, we may assume a ij (t) ∈ C ∞ . Our estimate (1.1) is independent of this smoothness. Then in Q ρ (z 0 ), since u and each u xi are solutions
In the second to the last inequality we have used Cauchy's inequality and the fact that |a
Finally, choose C so large that 2λ −
we have Lw ≥ 0 in Q ρ (z 0 ). Hence by the maximum principle sup
w and so
which gives (1.1) for |α| = 1. So assume our claim is true for |α| = k. We verify it holds for |α| = k + 1. Fix z 0 ∈ Q and ρ > 0 such that
Proof. For our solution u, consider u , the mollifier (in x) of u. For any fixed t and any
and hence u is a C ∞ (in x) solution of Lu = 0 and hence by Theorem 1, for any α
That is, for any α, the sequence {D α u } is uniformly bounded and equicontinuous. By the Arzela-Ascoli theorem, it has a subsequence {D α u } (by relabelling if necessary) converging uniformly on compacta of Q to some continuous function v = v α . Hence ∀ξ ∈ C |α| 0 (Q(t)), where Q(t) = {x : (t, x) ∈ Q}, integration by parts gives
that is, D α u = v in the weak sense. But (1.2) and the fact that
Proof. By Lemma 1.2, we know u is C ∞ in x. Fix any point z 0 = (t 0 , x 0 ) ∈ Q. We will show that u can be represented as a power series (in x) in a neighborhood of 
where ξ = γx + (1 − γ)x 0 for some γ ∈ (0, 1). Since (t 0 , ξ) ∈ Q ρ (z 0 ), we have
Observe that the second sum on the right goes to
, since by a strong version of Stirling's formula,
, we have
in Q has locally Lipschitz second derivatives (in x). That is, for any fixed t, u(t, ·) ∈ C

2,1 loc (Q(t)) and for any (t, x), (t, y) ∈ Q and i, j = 1, . . . , d, we have
Proof. Fix (t, x), (t, y) ∈ Q. Denote these points z x , z y , respectively and set ρ = 
, where ξ = γx + (1 − γ)y and γ ∈ (0, 1). Hence Q ρ (z ξ ) ⊂ Q 2ρ (z x ) ⊂ Q and so by the mean-value theorem and Theorem 1.1, we get
2ρ 3 |u| 0;Q so in either case we get (1.3).
Simple fully nonlinear equations with time-measurable coefficients
In what follows we assume that the nonlinear operator F (M, t) is smooth and concave in M ∈ R d 2 and measurable in t. Since F is differentiable in M , our uniform parabolicity condition (0.1) now reads
F ij,kl (M, t) 2 u(t, x) , t) with respect to any vector |e| = 1 gives
Proof. Differentiating the equation u t (t, x) = F (D
Thus Lu e = 0 in Q, where a ij (t, x) satisfies (2.0). Differentiating the equation again with respect to e (omitting the obvious argument (D 2 u(t, x), t) ) and using the fact that F is concave gives
, which from the equation and
For fixed ρ > 0, we define Q ρ := {z 0 ∈ Q : Q ρ (z 0 ) ⊂ Q}. We now prove the interior estimates for pure second derivatives of solutions of F (D 2 u, t) − u t = 0 in Q, where F (0, ·) = 0. For a proof of this for fully nonlinear constant coefficient elliptic equations, see §9.1 of [CC] . In § §5. 2-5.4 
where N = N (d). As in Theorem 1.1, for a constant C to be determined later, consider, in Q ρ (z 0 ), the function 
Now choose ε st
. This gives
Finally, choose C so large that 2λ − v and so 
