This paper discusses the use of genetic algorithms (GAs) for automatic software test data generation. This research extends previous work on dynamic test data generation where the problem of test data generation is reduced to one of minimizing a function Spooner, 1976, Korel, 1990]. In our work, the function is minimized by using one of two genetic algorithms in place of the local minimization techniques used in earlier research. We describe the implementation of our GA-based system, and examine the e ectiveness of this approach on a number of programs, one of which is signi cantly larger than those for which results have previously been reported in the literature. We also examine the e ect of program complexity on the test data generation problem by executing our system on a number of synthetic programs that have varying complexities.
Introduction
An important aspect of software testing involves judging how well a series of test inputs tests a piece of code. Usually the goal is to uncover as many faults as possible with a potent set of tests, since a test series that has the potential to uncover many faults is obviously better than one that can only uncover a few. Unfortunately, it is almost impossible to predict how many faults will be uncovered by a given test set. This is not only because of the diversity of the faults themselves, but because the very concept of a fault is only vaguely de ned. Test adequacy criteria, meant to distinguish good test sets from bad ones, were developed to address this problem.
Once a test adequacy criterion has been selected, the question that arises next is how to go about creating a test set that is good with respect to that criterion. Since this can be di cult to do by hand, there is a need for automatic test data generation.
In this paper, we introduce GADGET (the Genetic Algorithm Data GEneration Tool), which uses a test data generation paradigm commonly known as dynamic test data generation. Dynamic test data generation was originally proposed by Miller and Spooner, 1976] and then investigated further by Korel, 1990] , Ferguson and Korel, 1996] and Gallagher and Narasimhan, 1997] . This paradigm treats parts of the program as functions that can be evaluated by executing the program, and whose value is minimal for those inputs that satisfy the adequacy criterion. In this way, the problem of generating test data reduces to the well-understood problem of function minimization.
The approach usually proposed for performing this minimization is gradient descent, but gradient-descent su ers from some well-understood weaknesses. Thus it is appealing to use more sophisticated techniques for function minimization, such as genetic search Holland, 1975] , simulated annealing Kirkpatrick et al., 1983] , or tabu search Glover, 1989] . In this paper, we investigate the use of genetic search to generate test cases by function minimization.
In the past, automatic test data generation schemes have usually been applied to simple programs (e.g., mathematical functions) using simple test adequacy criteria (e.g., branch coverage). Random test generation performs adequately on these problems. Nevertheless, it seems unlikely that a random approach could also perform well on realistic test-generation problems, which often require an intensive manual e ort. Indeed, our results suggest that random test generation performs poorly on realistic programs. The broader implication is that due to their simplicity, toy programs fail to expose the limitations of some test-data generation techniques. Therefore, such programs provide limited utility when comparing di erent test generation methods. Because GADGET was designed to work on large programs written in C and C++, it is possible for us to examine the a ects of program complexity on the di culty of test data generation.
By using larger programs, we also uncover a potentially important di erence between dynamic test data generation and other function minimization problems. On the larger programs we tested, coincidental discovery of test inputs satisfying new criteria was much more common than their deliberate detection. In fact, the ability of test data generators to satisfy coverage criteria coincidentally seems to play an important role in determining their e ectiveness.
Random test generation did not perform well in our experiments, although one might expect it to be good at discovering things by coincidence. The guided search performed by genetic algorithms appears to be good at setting up the coincidental discovery of tests satisfying new criteria. This is likely due to the fact that, depending on its tness function, genetic search can be made to concentrate its e ort on fruitful areas of the input space.
Test adequacy criteria and test data generation
Empirical results indicate that tests selected on the basis of test adequacy criteria are good at uncovering faults Horgan et al., 1994 ,Chilenski and Miller, 1994 ,DeMillo and Mathur, 1992 . Furthermore, test adequacy criteria are objective measures by which the quality of software tests can be judged. Neither of these bene ts can be realized unless adequate test data (i.e., test data that satisfy the adequacy criteria) can be found. Manual generation of such tests can be quite time-consuming, so it would be appealing to have algorithms that can examine a program's structure and generate adequate tests automatically.
Unfortunately, test data generation leads to an undecidable problem: it is not possible to take a test adequacy criterion and determine whether an input exists that satis es it. To circumvent this dilemma, { 1 { practical test data generation algorithms are usually given resource limitations (e.g., limitations on the amount of computation time the algorithm may expend). If no solution is found before the alloted resources are exhausted, then the algorithm is considered to have failed. In short, test generation algorithms do not always succeed in nding an adequate test input. Comparisons of di erent test data generation schemes are usually aimed at determining which method can provide the most bene t given xed resources.
Clearly, it is desirable to have test data generation algorithms that are more powerful in the sense of being more capable of nding adequate tests. Our research speci cally addresses this need.
Code coverage and test adequacy criteria
Most test adequacy criteria require certain features of a program's source code to be exercised. A simple example is a criterion that says, \Each statement in the program should be executed at least once when the program is tested." Test methodologies that use such criteria are usually called coverage analyses, because certain features of the source code are to be covered by the tests.
The example given above describes statement coverage. A slightly more re ned approach is branch coverage. This criterion requires every conditional branch in the program to be taken at least once. For example, to obtain branch coverage of the code fragment:
if (a >= b) { do one thing } else { do something else } requires one program input that causes the value of the variable a to be greater than or equal to the value of b, and another that causes the value of a to be less than that of b. One e ect of this requirement is to ensure that both the \do one thing" and \do something else" sections of the program are executed.
There is a hierarchy of increasingly complex coverage criteria having to do with the conditional statements in a program. We shall refer to this hierarchy as de ning levels of coverage. At the top of the hierarchy is multiple condition coverage, which requires the tester to ensure that every permutation of values for the Boolean variables in every condition occurs at least once. At the bottom of the hierarchy is function coverage which requires only that every function be called once during testing (saying nothing about the code inside each function). Somewhere between these extremes is condition-decision coverage, which is the criterion we use in our test-data generation experiments.
A condition is an expression that evaluates to true or false, but does not contain any other true/falsevalued expressions, while a decision is an expression that in uences the program's ow of control. To obtain condition-decision coverage, a test set must make each condition evaluate to true for at least one of the tests, and each condition evaluate to false for at least one of the tests. Furthermore, the true and false branches of each decision must be exercised. Put another way, condition-decision coverage requires that each branch in the code be taken and that every condition in the code be true at least once, and false at least once.
With any of these coverage criteria, we must ask what to do when a test set fails to meet the chosen criterion. In most cases, the next step is to try to nd a test set that does satisfy the criterion. Since it can be quite di cult to manually search for test inputs satisfying certain criteria, test data generation algorithms are used to automate this process.
Previous work in test data generation
There are many existing paradigms for automatic test data generation. Perhaps the most commonly encountered are random test data generation, symbolic (or path-oriented) test data generation, and dynamic test data generation. In the next three subsections, we will describe each of these techniques in turn. The GADGET system we describe in this paper is a dynamic test generator. In our experiments, we use random data generation as a baseline for comparison. { 2 {
Random test data generation
Random test data generation simply consists of generating inputs at random until a useful input is found. The problem with this approach is clear: with complex programs or complex adequacy criteria, an adequate test input may have to satisfy very speci c requirements. In such a case the number of adequate inputs may be very small compared to the total number of inputs, so the probability of selecting an adequate input by chance can be low.
This intuition is con rmed by empirical results (including those reported in Section 5). For example Korel, 1996] found that random test generation was outperformed by other methods even on small programs where the goal was to obtain statement coverage. More complex programs or more complex coverages are likely to present even greater problems for random test data generators. Nonetheless, random test data generation makes a good baseline for comparison, because it is easy to implement and commonly reported in the literature.
Symbolic test data generation
Many test data generation methods use symbolic execution to nd inputs that satisfy an adequacy criterion (e.g., Clarke, 1976 , Ramamoorty et al., 1976 , O utt, 1991 A number of problems are encountered in practice when symbolic execution is used. One such problem arises in inde nite loops, where the number of iterations depends on a non-constant expression. To obtain a complete picture of what the program does, it may be necessary to characterize what happens if the loop is never entered, if it iterates once, if it iterates twice, and so on ad in nitum. In other words, the symbolic execution of the program may require an in nite amount of time.
Test data generation algorithms solve this problem in a straightforward way: the program is only executed symbolically for one control path at a time. Paths may be selected by the user, by an algorithm, or they may be generated by a search procedure. If one path fails to result an an expression that yields an adequate test input, another path is tried.
Loops are not the only programming constructs that cannot easily be evaluated symbolically; there are other obstacles to a practical test data generation algorithm based on symbolic execution. Problems can arise when data is referenced indirectly, as in the statement:
Here, it is unknown which element of the array B is being referred to by B c+d], because the variables c and d are not bound to speci c values.
Pointer references also present a problem because of the potential for aliasing. Consider that the C code fragment: *a = 12; *b = 13; c = *a; results in c taking the value 12 unless the pointers a and b refer to the same location, in which case c is assigned the value 13. Since a and b are not bound to numeric values during symbolic execution, the nal value in c cannot be determined.
Technically, any computable function can be computed without the use of pointers or arrays, but it is not normal practice to avoid these constructs when writing a program. Thus, although array and pointer references are not a theoretical impediment to the use of symbolic execution, they complicate the problem of symbolically executing real programs. { 3 {
Dynamic test data generation
A third class of test data generation paradigms is dynamic test data generation, introduced in Miller and Spooner, 1976] and exempli ed by the TESTGEN system of Korel, 1990 ,Korel, 1996 as well as the ADTEST system of Gallagher and Narasimhan, 1997] . This paradigm is based on the idea that parts of a program can be treated as functions. One can execute the program until a certain location in the code is reached, record the values of one or more variables at that location, and treat those values as though they were the value of a function.
For Unfortunately, this is an oversimpli cation, because line 324 may not be reached for some inputs. There are, however, two common solutions to this problem. First, one can amend the de nition of F(x) so that it will have a very large value whenever the desired condition is not reached. Second, one can treat the problem of reaching the desired location as a subproblem that must be solved before the minimization of F(x) can commence.
In the TESTGEN system of Korel, 1990] , the minimization of F(x) begins by establishing an overall goal, which is simply the satisfaction of the test adequacy criterion. The program is executed on a seed input, and its behavior on this input is used as the basis of a search for a satisfactory input (that is, if the seed input is not satisfactory itself).
The subsequent action depends on whether the the execution reaches the section(s) of code where the adequacy criterion is supposed to hold (for example, whether it reaches line 324 in the example above). If it does, then function minimization methods can be used to nd an adequate input value.
If the code is not reached, a subgoal is created to bring about the conditions necessary for function minimization to work. The subgoal consists of redirecting the ow of control so that the desired section of code will be reached. The algorithm nds a branch that is responsible (wholly or in part) for directing the ow of control away from the desired location, and attempts to modify the seed input in a way that will force the control of execution in the desired direction.
The new subgoal can be treated in the same way as other test adequacy criteria. Thus the search for an input satisfying a subgoal proceeds in the same way as the search for an input satisfying the overall goal. Likewise, more subgoals may be created to satisfy the rst subgoal. This recursive creation of subgoals is called chaining in Korel, 1990] and Ferguson and Korel, 1996 ].
Korel's approach is advantageous when there is more than one path that reaches the desired location in the code. The test-data-generation algorithm is free to choose whichever path it wants (as long as it can force that path to be executed), and some paths may be better than others. For example, suppose we want to take the true branch of the condition if (b > 10) ... but suppose that b has a default value of 3. It may be that one execution path gives b a new value, while a di erent path simply leaves the value of b alone. As long as we only take the path that leaves b with its default value, we will never be able to make the condition true; no choice of inputs can make the default value of b be anything other than 3. Therefore, the test generation algorithm must know how to select the execution path that assigns a new value to b. In the TESTGEN system, heuristics are used to select the path that seems most likely to have an impact on the target condition.
{ 4 {
In the ADTEST system of Gallagher and Narasimhan, 1997] , an entire path is speci ed in advance, and the goal of test data generation is to nd an input that executes the desired path. Since it is known which branch must be taken for each condition on the path, all of these conditions can be combined in a single function whose minimization leads to an adequate test input. Unfortunately, this function cannot be evaluated until line 10 and line 13 are both reached. Therefore the ADTEST system begins by trying to satisfy the rst condition on the path, adding the second condition only after the rst condition has been satis ed. As more conditions are reached, they are incorporated in the function that the algorithm seeks to minimize.
Another test generation system relevant to our work is the QUEST/Ada system of Deason et al., 1991 , Chang et al., 1996 . This is a hybrid system combining random testing and dynamic testing for Ada code. This system requires instrumentation of the Ada program by hand. Once the code is instrumented and ranges and types of input variables have been provided, the system creates test data using rule-based heuristics. , 1996 ] is relevant to our research because it provides a strategy for dealing with the situation where a desired condition is not reached. Instead of picking a particular condition as TESTGEN does, or picking a particular path like ADTEST, this strategy is opportunistic and seeks to cover whatever conditions it can reach. Although this is ine cient when one only wants to exercise a certain feature of the code under test, it can save quite a bit of unnecessary work if one wants to obtain complete coverage according to some criterion.
We independently developed the coverage-table strategy, and use it in our test-generation system.
Contributions of this paper
The research described in this paper addresses two limitations commonly found in dynamic test-data generation systems. First, many systems make it di cult to generate tests for large programs, either because the { 5 { program must be instrumented by hand or because they only work on simpli ed programming languages. Second, many systems use gradient descent techniques to perform function minimization, and therefore they can stall when they encounter local minima (this problem is described below in greater detail). Limited program complexity is a drawback of the TESTGEN and QUEST/Ada systems. QUEST/Ada requires the program under test to be instrumented by hand. TESTGEN only allows programs written in a subset of the PASCAL language. The problem with such limitations is that they prevent one from studying how the complexity of a program a ects the di culty of generating test data. The unchallenging demands of simple programs can make na ve schemes like random test generation appear to work better than they actually do.
In this paper, we report on GADGET, a test generation system designed for programs written in C or C++. GADGET automatically generates test data for arbitrary C/C++ programs, with no limitations on the permissible language constructs and no requirement for hand-instrumentation. We report test results a program containing over 2000 lines of source code excluding comments. To our knowledge, this is the largest program for which results have been reported. (Although Gallagher and Narasimhan, 1997] reported that their system had been run on programs as large as 60,000 lines of source code, no results were presented.) The ability to generate tests for programs using all C/C++ constructs has the added bene t of allowing us to study the e ects of program complexity on the di culty of test data generation.
The GADGET system uses genetic algorithms to perform the function minimization needed during dynamic test data generation. In this respect it di ers from the TESTGEN and ADTEST systems, which use gradient descent. The advantage of using genetic algorithms is that they are less susceptible to local minima, which can cause a test-generation algorithm to halt without nding an adequate input.
Genetic algorithms were used in test generation previously by Schultz et al., 1993] , but the goal there was not to achieve a certain level of coverage. Instead, that system sought to induce behavior considered likely to make the software fail.
The most frequently cited advantage of genetic algorithms, when they are compared to gradient descent methods, is that genetic algorithms are less likely to stall in a local minimum | a portion of the input space where F(x) appears to be minimal but is not. There is also a second advantage when several paths to the desired node are available. Unlike gradient descent methods, which must concentrate on a single path, the implicit parallelism of genetic algorithms allows them to examine many paths at once. This presents a simple solution to the path-selection problem described in section 2.2.3.
Certain limitations are common to all dynamic test generation systems, including our own. Existing systems are limited to programs whose inputs are scalar types. Furthermore, we are not aware of any dynamic test-data generation system that can intelligently handle true/false-valued variables or enumerated types. Programs using such variables within conditional statements do not seem to have been used in past research. (The problem presented by such variables will be examined in section 5.4.)
In spite of these limitations, ours is the only dynamic test data generation system we know of that can be run on large programs, and that at the same time uses an optimization method more powerful than gradient descent. In this paper, we take advantage of this capability by examining the impact of program complexity on the problem of dynamic test data generation.
We examine a feature of the dynamic test generation problem that does not have an analog in most other function minimization problems. If we are trying to satisfy many adequacy criteria for the same software, we have to perform many function minimizations, but the functions being minimized (since they correlate with program semantics) are sometimes quite similar. That makes it possible to solve one problem by coincidence while trying to solve another. In other words, the test generator can nd inputs that satisfy one criterion even though it is searching for inputs to satisfy a di erent one.
Our results suggest that the serendipitous discovery of inputs satisfying new criteria may greatly in uence the complexion of dynamic test data generation. It seems that the ability to nd good tests by coincidence plays a crucial role in the success of a dynamic test-data generation technique. But when we examine this behavior in more detail (section 5.4.3), we will see that serendipity of the sort we observe is far from arbitrary. This explains the fact that random test generation, which ought to be good at nding inputs coincidentally, performs poorly in our experiments. The ability of genetic algorithms to concentrate on semantically-relevant parts of the input space through evolutionary pressures seems to give them an advantage when it comes to discovering new inputs accidentally. Similar emergent behavior of GAs has also been documented for other kinds of problems ?].
{ 6 { 3 Genetic algorithms for test data generation GADGET draws on past work in dynamic test data generation. It combines the function minimization approach of Spooner, 1976,Korel, 1990] (though using GAs to avoid the problem of local minima) and the use of a coverage table after Chang et al., 1996] . The marriage of the coverage-table strategy with genetic algorithms is particularly advantageous because the coverage table is a cheap alternative to Korel's path-selection strategy and the GA can examine many paths at once. The combined parallel-search strategy may therefore let us retain some of the advantages of explicit path selection with less computational cost.
Function minimization
The ability to numerically minimize a function value is the key to dynamic test data generation. Various numeric computation algorithms are intended for this purpose (Newton's method, etc.), but these require the function to be be relatively smooth. This may not be the case when the function is one computed by an arbitrary section of some program.
Therefore, more generic methods, making less stringent assumptions, are desirable. One of the simplest of these methods is gradient descent, which modi es the input values in such a way that the function's value always decreases. The process stops when no further decrease in the function value can be obtained by any of the modi cations that are tried.
The minimization method suggested in Korel, 1996 ] is a form of gradient descent. Small changes in one input value are made initially to determine a good direction for making larger moves. When an appropriate direction is found, increasingly large steps are taken in that direction until no further improvement is obtained (in which case the search begins anew with small input modi cations), or until the input no longer reaches the desired location (in which case the move is tried again with a smaller step size). When no further progress can be made, a di erent input value is modi ed, and the process terminates when no more progress can be made for any input value. Gradient descent can fail if a local minimum is encountered. A local minimum occurs when none of the { 7 { changes of input values that are being considered lead to a decrease in the function value, and yet the value is not globally minimized. The problem arises because it is only possible to consider a limited number of input values (i.e., a small section of the search space) due to resource limitations. The input values that are considered may suggest that any change of values will cause the function's value to increase, even when the current value is not truly minimal. This situation is illustrated in Figure 1 . The problem of local minima has led to the development of function minimization methods that do not blindly pursue the steepest gradient. Notable among these are simulated annealing Kirkpatrick et al., 1983] , tabu search Glover, 1989 , Skorin-Kapov, 1990 , and genetic algorithms Holland, 1975 , Goldberg, 1989 ,Mitchell, 1996 ). In this paper, we apply a genetic algorithm to the problem of test data generation.
Genetic algorithms
A genetic algorithm (GA) is a randomized parallel search method based on evolution. GAs have been applied to a variety of problems and are an important tool in machine learning and function optimization. Goldberg, 1989] and Mitchell, 1996] give thorough introductions to GAs and provide lists of possible application areas. The motivation behind genetic algorithms is to model the robustness and exibility of natural selection.
In a classical GA, each of a problem's parameters is represented as a binary string. Borrowing from biology, an encoded parameter can be thought of as a gene, where the parameter's values are the gene's alleles. The string produced by the concatenation of all the encoded parameters forms a genotype. Each genotype speci es an individual which is in turn a member of a population. The GA starts by creating an initial population of individuals, each represented by a randomly generated genotype. The tness of individuals is evaluated in some problem-dependent way (in our case individuals are more t if they seem closer to satisfying a new criterion), and the GA tries evolve highly t individuals from the initial population. The three basic genetic operators: selection, crossover, and mutation carry out the search.
The genetic search process is iterative: evaluating, selecting, and recombining strings in the population during each iteration (generation) until reaching some termination condition. The basic algorithm, where P(t) is the population of strings at generation t, is: initialize P (t) evaluate P (t) while (termination condition not satis ed) do select P (t + 1) from P (t) recombine P (t + 1) evaluate P (t + 1)
In rst step, evaluation, the tness of each individual is determined. Evaluation of each string (individual) is based on a tness function that is problem dependent. Determining tness corresponds to the environmental determination of survivability in natural selection, and in our case, it is determined by the tness function described in section 2.2.3. The next step, selection, is used to nd two individuals that will be mated to contribute to the next generation. Selection of a string depends on its tness relative to that of other strings in the population. Most often, the two individuals are selected at random, but each individual's probability of being chosen is proportional to its tness. This is known as roulette-wheel selection. Thus, selection is done on the basis of relative tness. It probabilistically culls from the population individuals having relatively low tness.
The third step is crossover (or recombination), which lls the role played by sexual reproduction in nature. One type of simple crossover is implemented by choosing a random point in a selected pair of strings (encoding a pair of solutions) and exchanging the substrings de ned by that point as shown in gure 3.2.
In addition to evaluation, selection, and recombination, genetic algorithms use mutation to guard against the permanent loss of alleles. Mutation simply results in the ipping of a bits with a genome, but this ipping of bits only occurs infrequently.
{ 8 { The individuals in the population act as a primitive memory for the GA. Genetic operators manipulate the population, usually leading the GA away from unpromising areas of the search space and towards promising ones, without the GA having to explicitly remember its trail through the search space Rawlins, 1991] .
It is easiest to understand GAs in terms of function optimization. In such cases, the mapping from genotype (string) to phenotype (point in search space) is usually trivial. For example, in order to optimize the function f(x) = x, individuals can be represented as binary numbers encoded in normal fashion. In this case, tness values would be assigned by decoding the binary numbers. As crossover and mutation manipulate the strings in the population thereby exploring the space, selection probabilistically lters out strings with low tness, exploiting the areas de ned by strings with high tness. Note that this search technique is not subject to the problems associated with local minima, which were described above.
GADGET: Genetic Algorithm Data GEneration Tool
In this section, we describe our approach to test data generation by genetic search. Recall from section 2.2.3 that our approach is based on the conversion of the test-data generation problem to a function minimization problem, which allows a genetic algorithm to be applied. The two details that must be addressed are the same as those described in section 2.2.3: we must nd a way to reach the code location where we want our test adequacy criterion to be satis ed, and we must convert that criterion into a function that can be minimized.
Reaching the target condition.
Recall that in dynamic test generation, function minimization cannot be performed unless the ow of control reaches a certain point in the code. For example, if we are seeking an input that exercises the true branch of a condition in line 954 of a program, we need inputs that reach line 954 before we can begin to do function minimization.
Our approach is slightly di erent from that of Korel, 1990] and Gallagher and Narasimhan, 1997] , which concentrate on nding a speci c path to the desired location. Our goal is (among other things) to cover all branches in a program. This means we can simply delay our attempts to satisfy a certain condition until we have found tests that reach that condition.
This can be illustrated using the following code fragment: In order to reach the if condition on line 3, a test case must cause the condition on line 1 to be false. The condition on line 5 can only be reached when the condition on line 1 and the condition on line 3 are both false.
If the goal of test generation is to exercise all branches in the code, then there must both be test cases that cause the rst condition to be true as well as some that cause it to be false. Therefore, when we have achieved branch coverage of line 1, we will already have at least one test case that reaches the condition on line 3. We are thus ready to begin looking for test cases that cover both branches of the decision on line 3.
Likewise, when we have covered the condition on line 3, we will have test cases that reach line 5, and therefore we will be ready to begin looking for test cases that exercise the branches of the condition on line 5.
This leads to a test generation approach similar to the one employed by Chang et al., 1996] . A table is generated to keep track of the conditional branches already covered by existing test cases. If neither branch of a condition has been taken, then that decision has not been reached, so we are not ready to apply function minimization to that condition. If both branches have been taken, then coverage is satis ed for that condition and we need not examine it further. However, if only one branch of a condition has been exercised, then the condition has been reached, and it is appropriate to apply function minimization in search of an input that will exercise the other branch.
For the code fragment shown above, the situation is illustrated by Table 2 . In the table, the condition on line 1 has been covered because both the true and false branches have been exercised. Since the false branch of that condition was exercised, the condition on line 3 has been reached as well, and one of the two branches of that decision has necessarily been exercised. Table 3 shows a situation where the condition on line 3 was also false, meaning that the condition on line 5 was reached and one of the branches of that condition has been exercised. Table 3: A similar table showing a situation where tests have taken a di erent combination of branches.
In Table 2 , we may begin looking for a test case that exercises the true branch of the condition on line 3, or one that exercises the true branch on line 5. Both conditions are reached and so both are candidates for function minimization. Table 3 shows a di erent situation where line 5 was not reached because only the true branch was taken on line 3. In that case, we cannot apply function minimization on line 5 because no test cases reach there. However, we can apply function minimization at line 3. If we do so successfully, we will nd a test that exercises the false branch of that condition, and that test will reach line 5. After we have obtained one or more such tests, the condition on line 5 will be reachable and we will be ready to begin function minimization at that point.
As we have already stated, GADGET performs function minimization using a genetic algorithm. We use the GA to perform a new function minimization for each condition we reach. For example, in the case illustrated by Table 3 we would use the GA to cover the false branch on line 3. With luck, we may nd several tests to cover this branch, and it may even be that these tests cover both branches of the condition on line 5. If this happens, we will be nished. On the other hand, if our test cases only cover one of the branches on line 5, we will have to run the GA again to cover the remaining branch.
The GA works by creating a population of individuals that correspond to individual test cases. For example, an input to the b737 autopilot component we used to test the GADGET system (see section 5.4) contains 186 input values, so an individual is a speci c list of 186 variables when the GA is generating tests for that problem. These individuals compete with each other according to natural selection rules. The best individuals are retained and bred together, while useless individuals are culled from the population. The { 10 { goodness or tness of an individual is computed as a function of the source code (as with all dynamic test data generation methods; see section 2.2.3). The GA stops in two situations: one in which it is successful, and another in which no forward progress has been made for a speci ed period of time. In the most useful situation, the GA stops when a valid test case meeting the minimization criteria has been discovered (e.g., the GA stops when a condition it is trying to hit false actually is). It may also stop if there has been no improvement in overall tness for a speci ed number of generations. In this case, the GA has failed and either a new run can be tried with a new random number seed, or else the goal can be changed.
When we run the genetic algorithm on a given condition, our initial population of test cases contains the tests reaching that condition. The initial population may also be contain some random test cases if the condition was not reached su ciently often.
Calculation of tness functions.
Recall from section 2.2.3 that dynamic test generation involves reducing the test generation problem to one of minimizing a tness function F. The rst step is to de ne F. Like most other dynamic test generation techniques, ours begins by instrumenting the code under test. The purpose of this instrumentation is to allow us to calculate the tness function by executing the instrumented code.
At each condition, we add instrumentation to report F(x) when execution reaches that condition. The table below shows how F(x) is calculated for some typical relational operators when we are seeking to take the true branch of a condition (the functions for the false branch are analogous). otherwise If the program's execution fails to reach the desired location (it terminates or times out without having executed the statement) then the tness function takes its worst possible value.
Since our system seeks to generate condition/decision adequate test sets, conjunctions and disjunctions can be handled by exploiting C/C++ short circuit evaluation. For example, the second clause of the condition
is not reached unless the rst clause evaluates to true, so the criterion that states the rst and second clause must both be true is replaced by a criterion stating that the second clause must be reached, and must evaluate to true. If both clauses are reached, and both clauses take on both the value true and the value false (as required by condition/decision coverage), then both branches of the conditional branch will necessarily have been taken.
Execution control
In the GADGET system, an execution controller is in charge of running the instrumented code, coordinating GA searches, and collecting coverage results and new test cases. It begins by executing all preliminary test cases. (These preliminary cases can be supplied by the user or generated randomly by the execution controller.) After running all initial test cases, the execution controller uses the coverage table to nd a condition that can be reached, but has not been covered yet (that is, no input has made the condition true, or else no input has made it false). The genetic algorithm is invoked to make this condition take on the value that was not already observed. The GA is seeded with test cases that can successfully reach the condition (though they did not give the condition the desired value, or else the condition would already have been covered).
{ 11 { When the GA terminates, either by nding a successful test case or by reaching a termination condition, the execution controller uses the coverage table to nd a new condition that has not been covered completely. The GA is called again with the task of nding an input that covers this condition. This process continues until all conditions that have had only one value (either true or false) have been subjected to GA search. The execution controller keeps track of all GA runs that cover new program code, regardless of whether or not they satisfy the criterion that the GA is currently working on. (In other words, GADGET takes advantage of all serendipitous coverages.) These test cases are stored for later use.
Function minimization modules
The GADGET system currently contains two GA implementations. The rst is a standard GA using onepoint crossover, a low mutation value, and a roulette-wheel selection operator. This kind of GA is described in Section 3.2. The second GA is a di erential GA Storn, 1996] , which is more speci cally tailored for numerical minimization problems than the standard GA.
In the standard GA, each input is represented as a bit string. For example, four 32-bit integers are represented as 4 32 = 128 bits. Reproduction proceeds according to the following algorithm:
1. Every individual x receives a tness value, obtained as in section 4.2 (since we want good inputs to have a high tness, we use 1=F(x) as the tness value, truncating it if it becomes too large). 2. Two individuals are chosen at random according to tness. Each individual's probability of being chosen is its the tness divided by the sum of all the individuals' tnesses. The same individual is not chosen two times. 3. A crossover point in the bit string is chosen uniformly at random. 4. Two new individuals are created using one-point crossover, starting with the two parents selected in step 2. 5. Mutation is applied: each bit in the new individuals has a small chance of being ipped. 6. The two most highly t of the four individuals (two parents and two children) are selected. 7. The two new individuals are added to the next generation unless they are identical. If they are identical, a randomly-generated individual is added as well. 8. Steps 2{7 are repeated until the new generation has same number of individuals as the previous generation. (This number is the population size, provided as a parameter to the genetic algorithm.) 9. Steps 1{9 are repeated until a termination condition is satis ed (the target location is hit true/false, or N generations have been produced with no improvement in tness.)
The second type of GA incorporated in GADGET is the di erential GA as reported in Storn, 1996] . Reproduction follows the algorithm: { 12 { 6. Repeat until a termination condition is satis ed (either the target location is hit true/false, or N generations have executed with no tness improvement.) In addition to the GAs, we also implemented a random test case generation module. The random test case generator plays fundamentally the same role as the GA, but it creates new input values entirely at random. These values are tested to see if they satisfy any of the adequacy criteria by simply using them as inputs to the program and recording the coverage obtained (with no tness calculation, of course). Successful guesses are stored if they increase coverage. This is repeated until all coverage criteria are met or the allocated resources are exhausted.
Experimental results
In this section, we report on four sets of test data generation experiments. The rst set of experiments involves programs that calculate simple numeric functions. The second experiment investigates how the GAs and random test generation perform on increasingly complex synthetic programs. The third experiment shows the impact that coverage level has on empirical results. Finally, we present results obtained by analyzing a real-world autopilot control program called b737.
Simple programs
We began our experimentation on a set of simple functions much like those reported in the literature DeMillo and O utt, 1993 ,Chang et al., 1996 ,Ferguson and Korel, 1996 . The programs analyzed were:
Binary search Bubble sort Number of days between two dates Euclidean greatest common denominator Insertion sort Computing the median Quadratic formula Warshall's algorithm Triangle classi cation These programs are roughly of the same complexity, averaging 30 lines of code and all having relatively simple decisions.
For these programs, random test data generation never outperforms genetic search, though sometimes both approaches have the same e ectiveness. These results resemble those reported in Chang et al., 1996] and Ferguson and Korel, 1996] ; in those papers, random test generation also performed nearly as well as more sophisticated techniques on simple programs.
Random test case generation has the upper hand in these experiments because it involves signi cantly less computation. However, in every case one of the GAs performs the best overall. // h else if ( (tri == 3) && (j+k > i) ) tri = 2; else tri = 4; return tri; } void main() { printf("enter 3 integers for sides of triangles\n"); int a,b,c; scanf("%d %d %d",&a, &b, &c); int t = triang(a,b,c); if (t == 1) printf("triangle is scalene\n"); // f else if (t == 2) printf("triangle is isosceles\n"); // h else if (t == 3) printf("triangle is equilateral\n"); else if ( t== 4) printf("this is not a triangle\n"); // abcdegi } Figure 3 shows how the three di erent systems | standard GA, di erential GA, and random test generation | perform on the triangle program shown above.
An interesting result of these experiments was that the GAs often satis ed one test criterion by coincidence when they were trying to satisfy a di erent criterion. In fact, the shorter execution time of the standard GA results largely from this phenomenon; less exertion was required of the GA because so many criteria were covered serendipitously. We nd this to be a recurring phenomenon in our experiments, and have more to { 14 { as the number of runs increases. Random test generation hits its peak early, but fails to improve after that. The di erential GA has a better performance and executes for a longer amount of time, but the standard GA has the best performance overall, covering about 93% of the code on average in about 8,000 runs. The curves represent the pointwise mean performance over ve runs for each system. Table 5 : A table of sample input cases generated by the standard GA for triangle. These data can be mapped to conditional expressions in the code shown above using the Key eld.
A sample of results obtained by the GA test data generation algorithm is shown in Table 5 . These data can be mapped to the source code shown above by using the letters shown in the comments.
Our results for random test case generation resemble those reported elsewhere for cases where the code being analyzed was relatively simple. In Chang et al., 1996] , random test data generation was reported to cover 93:4% of the conditions on average. Although its worst performance|on a program containing 11 decision points|was 45:5%, it outperformed most of the other test generation schemes that were tried. Only symbolic execution had better performance for these programs. Ferguson and Korel, 1996] reports on eleven programs averaging just over 100 lines of code. Overall, random test data generation was fairly successful, achieving 100% statement coverage for ve programs, and averaging 76% coverage on the other six.
It is also interesting to compare our results with those obtained by Korel, 1996] for three slightly larger programs. Again, simple branch coverage was the goal. Random test generation achieved 67%, 68%, and 79% coverage, respectively, on the three programs analyzed. Symbolic test generation achieved 63%, 60%, and 90% coverage, while dynamic test generation achieved 100%, 99%, and 100% coverage.
These results show a common trend: random test generation has at least an adequate performance on such programs, but for larger programs or more demanding coverage criteria, its performance deteriorates. The programs used in Korel, 1996] were larger than those used in Chang et al., 1996] , and random test generation had poorer performance on the larger programs.
The results reported in this section use small programs though our test-adequacy criterion is more stringent. In some cases (like the triangle program) random test generation is far less adequate even though resource limitations were not a telling factor: the nal 90% of the randomly-generated tests failed to satisfy any new coverage criteria. In our subsequent experiments on larger programs, we nd this to be a continuing trend: program size, program complexity, and coverage level all decrease the percentage of adequacy criteria that can be satis ed using random test generation.
Since the percentage of adequacy criteria satis ed by random test generation actually goes down when the programs become more complex, the suggestion is that something about large programs, other than the sheer number of conditions that must be covered, makes it di cult to generate test data for them. This is con rmed in our later experiments; after examining the e ects of program complexity in the next section, we investigate the role that coverage level plays in this result in Section 5.3. In section 5.4 we examine the performance of test-data generation techniques on a medium-sized real-world program.
The role of complexity
In our second set of experiments, we created synthetic programs with conditions and decisions whose characteristics we controlled. The two characteristics we were interested in controlling were: 1) how deeply conditional clauses were nested (we call this the nesting factor), and 2) the number of Boolean conditions in each decision (which we call condition factor). For example, a program with no nested conditional clauses would look like the beginning part of the triangle program, in that if statements are not nested inside other if statements. The nature of the conditional expressions in each conditional clause is controlled by the second parameter. The decision (( i<= 0) || (j <= 0) || (k <= 0)) from the triangle program ranks as a 3 on this scale because it contains three conditions. We can classify programs according to their complexity with a function compl(nest, cond) where nest is the nesting factor and cond is the condition factor. In our experiments, programs were generated with all complexities compl(nest, cond), nest 2 f0; 3; 5g; cond 2 f1; 2; 3g.
This experiment reports results of the di erential GA. Our results show that neither of the two conditions alone account for di erenced between random and GA-based test generation. In fact, all techniques performed similarly for the sets compl( ; 1) and compl(0; ). The most interesting behavior is observed by increasing the nesting complexity at the same time as the condition complexity (the complexities compl(0; 1), compl(3; 2), and compl(5; 3)).
Figures 4{6 show three graphs representing convergence behavior of the two types of systems. The GA shows remarkably better performance than random test data generation on the complex cases. The more complex the programs, the better the GA performs with respect to random test data generation.
The impact of coverage level
The a ect of coverage level | that is, the di culty of satisfying an adequacy criterion | on the di culty of automatically generating test data is demonstrated with the following experiment. Figure 7 shows how coverage levels a ect the success of di erent test data generation methods. The gure shows results for the b737 program (see section 5.4), but this behavior is observed in all experiments. In general, all test data generation techniques performed best on function coverage, which was our least demanding criterion. Performance deteriorated for all three techniques when more demanding coverage criteria were used. Additionally, experiments with more di cult coverage criteria were better able to discriminate between our three test generation techniques.
Note that the least amount of discrimination is shown in the function coverage condition, and the most in the condition decision coverage condition. Clearly, deeper levels of coverage analysis are harder to achieve. Convergence graph comparing performance of the GA and random test data generation using di erent test adequacy criteria. Higher coverage levels such as CDC increase discriminability between approaches and provide better analysis data.
{ 16 {

b737: real-world control software
In this study, we used the GADGET system on b737, a C program which is part of an autopilot system. This code has 69 decision points and 2046 source lines of code (excluding comments). It was generated by a CASE tool. We generated tests using the standard GA, the di erential GA, and random test data generation. Ten runs were made using each method. For the two genetic algorithms, we made some attempt to tune performance by adjusting the number of individuals in the population and the number of generations that had to elapse without any improvement before the GAs would give up. The goal of this ne-tuning was to maximize the percentage of conditions covered, while keeping the execution time low.
For the standard genetic algorithm, we used populations of 100 individuals each, and allowed 15 generations to elapse when no improvement in tness was seen. For the di erential GA we used populations of 25 individuals each, and allowed 20 generations to elapse when there was no improvement in tness (the smaller number of individuals allows more generations to be evaluated with a given number of program executions, and we found that the di erential GA typically needed more generations because it converges more slowly than the standard GA). As before, we attempted to generate test cases that satisfy conditiondecision coverage. Note that a conditional statement may contain several conditions, and condition-decision coverage requires each of these conditions to take on both possible values. This is a stronger criterion than branch-adequacy, which only requires that the true and false branches of the conditional statement be executed.
First, we tried to achieve condition-decision coverage with the GADGET. Next, we applied random test data generation to the same program. The program for which test data are being generated must be executed once each time the tness function is evaluated for some test case. In the case of random test generation, we permitted the same number of program executions as was used by the genetic search. This amounts to thousands of random tests, one for each time the tness function was evaluated during genetic search. Note, however, that random test generation stops making progress very quickly. Figure 8 shows the convergence graph comparing genetic and random test data generation. The graphs show the best, worst, and pointwise mean performance over ten separate runs of each system.
The best performance is seen on one of the ten standard GA runs. In this run, genetic search was able to { 18 { for each system. They represent the best performance, the pointwise mean over ten runs, and the worse performance. The GAs both show much better performance than random test data generation, with the standard GA generally outperforming the di erential GA.
achieve more than 93% CDC code coverage|signi cantly better than random test generation, which only achieved 55% coverage. Overall, the standard GA performs best, with a mean performance noticeably higher than that of the di erential GA, and far above that of random test generation. There was little variability in the performance of the standard GA and almost none in the performance of the random test generator, but the di erential GA exhibited surprising variability between runs. This may have been caused by the smaller population we used for the di erential GA. (With fewer individuals in the population, it is less likely that statistical uctuations in tness will cancel each other out.)
Detailed analysis of model runs
Here, as in our other experiments, most inputs were discovered serendipitously. (Note that when a test criterion is satis ed serendipitously, it often happens before the genetic algorithm makes a concerted attempt to satisfy that criterion. Therefore, the fact that many criteria were satis ed by chance does not imply that the GA would have failed to satisfy them otherwise.) The fact that most inputs were discovered by luck means that most criteria not satis ed by chance were not satis ed at all. In this respect, the b737 experiments shed some light on the true behavior of the two di erent GA implementations. A quick look at parts of the source code elucidates this behavior. We will rst explain a typical individual run of the standard GA and then discuss the di erential GA. The execution of the standard GA we examine as a model was selected because its coverage results are close to the mean value of all coverage results produced by the standard GA on b737. In its 11,409 executions of b737, this run sought to satisfy adequacy criteria on twelve di erent conditions in the code.
Of these twelve attempts, only one was successful. The remaining eleven attempts showed little forward progress during ten generations of evolution. While making these attempts, however, the GA coincidentally discovered fourteen tests that satis ed criteria other than the ones it was working on at the time. The high coverage level that was nally attained was mostly due to those fourteen inputs. Indeed, the most successful executions have the shortest run-times precisely because so many inputs were found serendipitously | many conditions had already been covered by chance before the GA was ready to begin working on them. (As we have stated already, this does not mean that the GAs would have failed to nd those inputs if a concerted attempt had been made. All but two of the criteria that were satis ed by chance were satis ed before the GA attempted them.)
Next, we consider a typical run of the di erential GA. During this model run of the di erential GA, the 15982 executions of b737 involve 25 di erent attempts to satisfy speci c criteria. The number of attempts depends on which criteria are satis ed and in what order. Therefore, it is not the same for all executions of the test data generator. Again, only one objective is obtained through evolution, though ten additional input cases, not necessarily prime objectives of the GA, are found.
Where the GAs failed
It is interesting to consider the conditions that the GAs never successfully covered. The standard GA failed to cover the following eight conditions:
The di erential GA failed to cover these conditions:
Most of the decisions not covered only contain a single Boolean variable, signifying a condition that can be either true or false. The technique we use to de ne our tness function seems inadequate when the condition contains Boolean variables or enumerated types. For example, if we are trying to exercise the true branch of the condition if (windy) ... we simply make F(x) equal to the absolute value of windy. This makes F(x) zero when the condition is false, and positive otherwise. But if windy only takes on two values (say 0 and 1), then the tness function can only have two values as well.
Any two-valued tness function does not allow the genetic algorithm to distinguish between di erent inputs that fail to satisfy the criterion. Genetic search relies on the ability to prefer some inputs over others, so two-valued variables cause problems when they appear within conditions. Our experimental results suggest that this problem is real. With an improved strategy for dealing with such conditionals, GA behavior should improve.
The GAs also failed to cover several conditions not containing Boolean variables, in spite of the fact that such conditions provide the GAs with useful tness functions. The conditions not covered by the GAs all occured within decisions containing more than one condition, and this may account for the the GAs di culties. However, it is also important to bear in mind that these conditions do not tell the whole story, since the variables appearing in the condition may be complicated functions of the input parameters.
Serendipitous coverage
The most interesting question raised by this experiment is the following: if the two GAs had so much success with inputs they happened on by chance, then why didn't random test generation, which ought to be good at nding things by chance, perform equally well?
We believe that the evolutionary pressures driving the GA to satisfy even one criterion are strong enough to force the system as a whole to delve deeper into the semantics of the code. This means though the GA is { 20 { not necessarily following the optimal algorithm of grinding through each conditional one after the other to meet its objectives in lock-step manner, it is in the end nding good input cases. To see why this is, consider the diagram in gure 9, which represents the ow of control in a hypothetical program. The nodes represent decisions. Suppose that we do not have an input that takes the true branch of the condition labeled c. Because of the coverage-table strategy, GADGET does not attempt to nd such an input until decision c can be reached (such an input must take the true branches of conditions a and b). When the GA starts trying to nd an input that takes the true branch of c, inputs that reach c are used as seeds. During reproduction, some newly generated inputs will reach c and some will not, but those that do not will have poor tness values, and they will not usually reproduce. Thus, during reproduction, the GA tends to generate inputs that reach c. Until the GA's goal is satis ed, all newly generated inputs will by de nition take the false branch at c, and therefore they will all reach condition d. Each time a new input is generated that reaches c, there is a possibility it will exercise a new branch of d.
By contrast, inputs generated completely at random may be unlikely to reach d, because many will take the false branches of conditions a and b. Therefore random inputs are less likely to exercise new branches of d.
In nal analysis, both GAs clearly outperform random test data generation for a real program of several thousands of lines. This is an encouraging result.
Open research issues
Our experimental results open a considerable number of research issues. These issues all have at their heart the question: how can our test data generation system be further improved? More speci cally: how can we make our system nd tests that satisfy an even larger proportion of the adequacy criteria? The handful of issues addressed in this section each have the potential to improve system behavior.
Improved handling of binary-valued variables. The tness function should deal intelligently with conditions that contain two-valued variables (see section 2.3.)
Improved handling of inputs that fail to reach the target condition. When genetic search generates an input that fails to reach the condition that we are currently trying to satisfy, that input is { 21 { simply given a low tness value. However, we already have at least one input that reaches the condition because of the way the algorithm is de ned. If we assign higher tnesses to inputs that are closer to reaching the condition, it might be possible to breed more inputs that actually reach it. Special purpose GAs. Much of the GA literature is concerned with investigating special purpose GAs whose parameters and mechanisms are tailored to speci c tasks Mitchell, 1996] . Results garnered from the di erential GA versus standard GA comparison that we made suggest that investigation into designer GAs would be pro table. This research would focus on GA failure, and investigate ways to avoid running out of convergence steam during test data generation. More work should also be done determining exactly why the di erential GA outperforms the generic GA.
Path selection. Path selection is the use of heuristics to choose an execution path that simpli es test-data generation (as used by TESTGEN; see section 2.3). Although path-selection is not vital in our test-generation approach, it may still be the case that some execution paths are better than others for satisfying a particular test adequacy criterion. If static or dynamic analysis can provide clues about which paths are best, it will not be di cult to bias a genetic search algorithm towards solutions using those paths. In fact, the work of Korel, 1996, Ferguson and Korel, 1996] suggests that such an approach can lead to a noticeable improvement in performance.
Higher levels of coverage. In this paper, we reported on the generation of condition/decision adequate test data. However, higher levels of coverage may discriminate further among di erent testgeneration techniques. It would be interesting to apply our technique to multiple-condition coverage as well as data ow and mutation-based coverage measures.
Further applications of test-data generators
In the long term, there are a number of interesting potential applications of test data generation that are not related to the satisfaction of test adequacy criteria. Often, we would like to know whether a program is capable of performing a certain action, whether or not it was meant to do so. For example, in safety-critical system we want to know whether the system can enter an unsafe state. When security is a concern, we would like to know if the program can be made to perform one or more undesirable actions that constitute security breaches. Even in standard software testing, one could conceivably perform a search for inputs that cause a program to fail, instead of simply trying to exercise all features of the program.
The genetic search techniques we are developing can be applied in all of these areas, although we expect that each area will present its own challenges and pitfalls. To our knowledge, the only test-data generation systems that can be used on real programs are our own and that of Gallagher and Narasimhan, 1997] ; since both are recent developments, it has not been possible to explore many of the less obvious applications of test data generators. Thus, the ability to automatically satisfy test criteria will open an enormous number of new avenues for investigation.
Conclusion
In this paper, we have reported on results from four sets of experiments using dynamic test data generation. Test data were generated for programs of various sizes, including some that were large compared to those usually subjected to test data generation. To our knowledge, we present results for the largest program yet reported in the test generation literature. The following are some salient conclusions of our study:
The performance of random test generation deteriorates for larger programs. In fact, it deteriorates faster than can be accounted for simply by the increased number of conditions that must be covered. This suggests that satisfying individual test criteria is harder in large programs than in small ones. Although the standard genetic algorithm performed best overall, there were programs for which the di erential GA performed better. For most of the programs, a fairly high degree of coverage was achieved by at least one of the techniques. From the standpoint of combinatorial optimization, it is hardly surprising that no single technique excels for all problems, but from the standpoint of test-data generation, it suggests that comparatively few test adequacy criteria are intrinsically hard to cover, { 22 { at least when condition/decision coverage is the goal. A criterion that is di cult to cover with one technique may often be easier with another. Serendipitous satisfaction of new test criteria can play an important role. In general, we found that the most successful attempts to generate test data did so by satisfying many criteria coincidentally. This coincidental discovery of solutions is facilitated by the fact that a test generator must solve a number of similar problems, and may lead to considerable di erences between dynamic test data generation and other optimization problems. Our results show that generating test data can be successfully accomplished by genetic algorithms. Though there are several remaining research avenues to explore before the technology is fully mature, our initial experiments with a working prototype are promising.
