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C H A P T E R 1 
INTRODUCTION TO THE REGULATION OF BREATHING 
1 . ] . " A i r v i t a l " 
Just over 200 years ago (1777) Antoine Laurent Lavoisier (1743-1794) dis-
covered that oxygen ("air vital") is of vital importance to life. He found 
that oxygen is used to "burn carbon and hydrogen" and devised methods to 
measure the amounts of carbondioxide ("air fixe") and H.O generated. In do-
ing so he made himself the first respiratory physiologist and started a new 
line in medical research. Before Lavoisiers discoveries, little was known 
about the respiratory process. Only three years earlier (1774) the existence 
of oxygen was discovered by Priestley. Before that, the very notions about 
gases were only very vague. 
The vital importance of oxygen may be demonstrated by the following: One 
can do without food and water for several days, but a few minutes without 
oxygen may already cause considerable damage to the brain. It thus seems 
obvious that the uptake of oxygen must be tightly controlled and adjusted to 
the bodies needs. 
In man and all other mammals, the oxygen is taken up by the oscillatory 
movement of the chest and the diffusion across the air/blood interface. 
In plants and some fish this oscillatory movement is absent. The more com-
plicated respiratory mechanics in mairanals may render a wider range of the 
control of oxygen uptake (rest •* exercise) because of the pumping action 
but will also make this control more complicated. 
Air is taken in through the upper part of the respiratory tract: the 
throat, mouth and the nose. The upper part of the respiratory tract is shared 
partly with the digestive tract and is used for speaking, eating, vomitting. 
These non-respiratory actions interfere with and temporarely overrule res-
piratory control. Respiratory control also is abandoned temporarily during 
REM-sleep, swimming, diving and voluntary breathholding. Normal control is 
regained, not by a lack of oxygen, but by the cumulation of C0_. 
So, we now have a conflicting situation: The uptake of "air vital" is very 
complicated, control is easily abandoned, and the most important control 
signal is not even oxygen. And yet, a few minutes without 
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1.2. The functioning of the respiratory system 
Energy is released by "burning carbon and hydrogen". This means that there 
must be a continuous and sufficient supply of oxygen to the tissues. Also CO» 
and HjO must be carried off. This is accomplished by a joint venture of the 
ventilation and the circulation. 
Because of the oscillatory movement of the chest, fresh outside air is in­
haled into the lungs (alveolar space), mixed with the alveolar gas, and the 
mixed alveolar gas is exhaled. 
In the alveoli 0 9 diffuses into the blood and C0 9 diffuses out of the blood 
into the alveolar space. The arterial blood carries the CL to the tissues 
where the 0., diffuses into them. Simultaneously C0„ and H.O enter the blood 
and is carried away by the now venous blood to the lungs. 
In the blood most of the 0_ is bound to hemoglobin. The transport capacity 
of the blood for 0« (C. ) is greatly enhanced by this mechanism (0.13 mmol/l 
versus 8.5 mmol/l at 100 nmHg = 13.3 kPa). Since the pressure gradients are 
the driving forces in diffusion transport, also the oxygen partial pressure 
(P_ ) in the blood is important. The 0. binding curve (Fig.1.1) relates the 
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0- contents of the blood to the ·?_ . 
The hemoglobin molecule can bind up to 4 molecules of oxygen. So the 'amount 
of oxygen in the blood has a maximum (saturation S = 100%). In the normal 
situation the oxygen saturation of the arterial blood is about 95% at Ρ
η
 = 
2 95 mmHg (12.6 kPa). The 0- binding curve is almost horizontal in this range. 
Fig. 
POi· nim Hg 
J_: Oxygen binding curve for whole blood 
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So deviations in alveolar P. will cause no significant change in the arterial 
oxygen contents. Therefore, breathing excessively (hyperventilating) will 
hardly increase the oxygen uptake. Also breathing pure oxygen does not de­
crease ventilation. The expired air contains 15% oxygen (P
n
 = 115 mmHg = 
15.3 kPa). This even is sufficient to resuscitate a person by mouth to mouth 
breathing. The oxygen saturation of the venous blood still is 75% (P = 40 
2 
mmHg = 5.3 kPa). So the blood contains a large reserve of oxygen at a high 
enough partial pressure to ensure an adequate oxygen delivery to the tissues, 
due to the shape of the 0» dissociation curve. The mitochondria where the 
actual metabolism takes place, still function at an oxygen pressure down to 
1 mmHg. This explains why a strict control of the oxygen uptake is not neces­
sary. 
Carbondioxide for the greater part is bound to water to form hydrogen ions 
and bicarbonate 
co 2 + Η,Ο * H
+
 + HCO ~ 
So the CO„ contents play a determinant role in establishing the pH in the 
blood and the tissues. Most biochemical reactions are strongly influenced by 
the pH. This is demonstrated in patients that suffer from a hyperventilation 
syndrome. These patients have too low a Ρ and hence too high a pH. This 
2 . . 
has severe effects on synaptic and neuromuscular transmission, cerebral and 
coronary blood flow and bronchoconstriction. This causes unpleasant symptoms 
like paresthesia, cold feet, dizzyness and tachycardia. These symptoms dis­
appear almost instantly when the pH is restored by adding CO. to the inspired 
air (Folgering and Colla, 1978). So control of the pH is of primary importance. 
The pH is controlled by regulating the amount of CO. that is excreted by the 
ventilation. In steady state conditions, the generation of CO. is directly 
related to the oxygen consumption. So a precise control of the CO. balance 
automatically controls the oxygen balance. During long lasting deviations 
from normal where the CO. and 0 exchange are out of tune (lung disease, high 
altitude, hyperventilation) compensatory non-respiratory mechanisms come into 
play (hematocrit, HCO- excretion/retention by the kidney). 
1.3. Respiration control 
In order to keep the pH constant there must be a controller that is able 
to sense the pH or a representative entity like P„. . The respiratory system 
2 
can be divided in a "controlled system" and a "controller". The controlled 
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Fig.1.2: The controller and the controlled 
system with their interconnections 
system comprises the lungs, thorax, circulation and tissues. The control­
ler is some neural network located in the brainstem. Much work in the res­
piratory research is aimed at describing the controller characteristics in a 
technical sense (gain, time constant, delay) and explaining it in a bio­
physical sense (neural network, diffusion, circulation). 
The controller output will be defined here by the tidal volume V (1) and 
-1 
the respiratory frequency f (min ). It may also be expressed by minute ven­
tilation V = V-.f (l.min ). In the latter case the oscillatory movement is 
neglected. The tidal volume can be measured by integrating the inspiratory 
airflow, mechanically (spirometer) or electronically. The tidal volume can 
also be assessed from the electrical activity in the phrenic nerve inner­
vating the diaphragm (Smolders et al., 1975). 
The controller has two inputs. One input arises from the peripheral chemo-
receptors located in the carotid bodies (bilateral). These chemoreceptors 
are sensitive to the arterial P
n
 , Ρ and pH. The arterial Ρ (Parr, ) 
is usually taken equivalent to end-tidal Ρ (Ρ™
 ηΓ
. ) that can be measured 
easily from the expired gas. Hence Pa or Ρ "is one input, the pe-
CU„ biT,LO» 
ripheral input, to the controller. The information from the carotid bodies 
is fed to the controller via the sinus nerves. The other input arises from 
the central chemoreceptors. These are located at the ventral surface of the 
medulla and are sensitive to the pH of the extracellular fluid (ECF) sur­
rounding the receptor cells. So the second input (central input) to the con­
troller is the pH at the ventral surface of the medulla. This pH is even-
So in an alternative definition the central 
tually determined by the Pa 
C0„ 
4 
input can also be Pa (Ρ™
 n
n ) but with response characteristics different 
from the peripheral input. 
In contrast to other tissues there is a special interface between the blood 
and the brain tissue: the blood-brain barrier. This barrier is made up by 
the tight packing of the endothelial cells of the capillary wall and the glial 
cells surrounding the capillaries. Ions like H cannot cross this barrier 
whereas CO» can easily cross this barrier. H can leave or enter the brain 
tissue by first combining with HCO.. to form CO. and H.O. So the ρ1ί,
ΓΚ
, is 
greatly determined by Pa . In an alternative approach not рІС,„_ but Pa,,. 
CO. hiLr CO. 
(?„ _. ) is taken as the central input. In this approach both the peripheral hT,CO. 
and central stimuli are Ρ . These stimuli, however, will evoke responses 
ET,CO. 
that differ in amplitude and time course because of the different routes to 
the chemoreceptors and different sensitivities. 
The mean pH in the brain tissue depends upon the ratio of metabolism 
(creation of CO.) and blood perfusion (drainage) and on Pa
r
,
n
 (Chapter 4) . 
Perfusion of the brain (cerebral blood flow: CBF) is independent of the arte­
rial blood pressure (auto-regulation) but increases with decreasing pH of 
the extracellular fluid surrounding the arterioles (Chapter 2). This mecha­
nism helps stabilizing the brain pH. 
The central chemoreceptors, blood-brain barrier and perfusion control make 
the brain chemically the best protected part of the body. Because of these 
differences between the brain tissue and other tissues, in respiratory re­
search these tissues should be treated as separate compartments. 
There may be other (non-chemical) inputs to the controller like temp­
erature (panting), stress (hyperventilation) and some as yet unidentified 
exercise signals. An important non-chemical input arises from the stretch 
receptors in the lungs. These receptors send feed back information about the 
lung volume to the controller via the vagal nerves. With this input the con­
troller is able to choose a respiratory frequency and tidal volume, such that 
minute-ventilation as demanded by the other inputs, is achieved at minimal 
energy expenditure. When the vagal nerves are cut, the frequency control is 
almost abandoned. Ventilation control is then achieved mainly by controlling 
the tidal volume (Chapter 6). 
1.4. Assessing the controller characteristics 
The tissue pH is controlled by adjusting the CO, balance by means of the 
ventilation. So a way to assess the characteristics of the respiratory con-
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troller is to disturb the CO» balance by loading or unloading CO. into/out 
of the respiratory system. This can be done for instance by: 
1. inspiratory loading = adding CO- to the inspired gas or 
changing the artificial ventilation; 
2. venous loading = adding CO- to the venous blood by an 
extracorporeal gas exchanger; 
3. increasing C0_ production by exercising. 
In particular inspiratory loading is a widely used technique. This technique, 
like any other, can be performed in two different ways: (1) in the open loop 
situation and (2) in the closed loop situation. 
The respiratory system is a closed loop control system (Fig. 1.2). How­
ever, it is preferable to do an experiment in the open loop situation. In 
that situation a respiratory response does not affect the Ρ which is 
the stimulus to the controller. In the open loop situation the experimenter 
is able to create a stimulus independent from any response. This situation 
may be obtained with a paralysed experimental animal that is artificially 
ventilated. The loop is opened by blocking the neuromuscular transmission, so 
no mechanical ventilatory response is developed. Yet a neural response is de­
veloped and can be used to assess the controller output (Smolders et al., 
1975). 
Another way of opening the loop is by end-tidal CO.-forcing. The experi­
mental animal or human subject is not paralysed and a ventilatory response 
is allowed to develop. The animal or subject breathes a gas mixture from an 
apparatus that is able to manipulate the inspiratory V
rn
 such that the ex-
2 piratory Ρ is kept at the desired level,no matter the ventilatory response 
(Smolders et al., 1977; Swanson, 1972). The end-tidal CO. forcing technique 
has been used in our laboratory to investigate the steady state response in 
human subjects (Folgering et al., 1973b) and in cats (Folgering et al.,1973a). 
If applied to investigate the dynamic response characteristics, end-tidal 
CO. forcing has certain drawbacks. The inspired CO. has to load the alveolar 
space and the blood before it reaches the peripheral chemoreceptors and gen­
erates a "peripheral response". Then the inspired CO. has to load the brain 
tissue and bind to H.O to form Η before it generates a "central response". 
So the stimulus to the peripheral chemoreceptors passes two intermediate 
stages and the stimulus to the central chemoreceptors passes three inter­
mediate stages, one of which is variable (CBF-control, chapter 2, 3 and 4). 
These intermediate stages exhibit dynamic characteristics affecting both the 
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Fig. 1.3: Schematic diagram of the respiratory system in the open loop 
situation. 
magnitude and time course of the stimulus. Furthermore, the central response 
and the peripheral response have to converge somehow. 
The usual approach is to treat every intermediate stage as a first order 
linear compartment with time constant τ and gain g (appendix A) intercon­
nected directly or via delays (compartmental analysis) (Fig. 1.3). As stated 
in section 1.3 Pa is usually taken equivalent to Ρ 
CO 
ment can be described by Pa 
. So this compart-
C0„ ET,CO., 
ET.CO. 
and hence has no dynamics. The con­
troller compartment has two inputs and is assigned two time constants: the 
central neural time constant τ„ and the peripheral time constant τ „. How-
ever, the current experimental techniques are not (yet) able to resolve all 
these compartments and delays. So a much simpler model of the respiratory 
system is used in the literature. 
In this model minute ventilation (or tidal volume) is directly related to 
Ρ
 T „„ by one "central compartment" (τ , g ) or "central pathway" with over­
all central time constant τ and one "peripheral' compartment" (τ , g ) or 
"peripheral pathway" with overall peripheral time constant τ . The peripheral 
and central responses are 
ET, CO, 
CIRCUL 
DELAY 1 
ι CIRCUL L 
"'DELAY 2 ι 
CENTRAL 
RESPONSE 
PERIPHERAL 
RESPONSE 
'VT.f = V 
Fig. 1.4: Simplified working model of the respiratory system. Some authors 
include a second circulatory delay. 
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simply added. The dynamics of the peripheral chemoreceptors are very fast. 
There is equilibrium well within one breath. Compared to the time scale of 
the overall behaviour of the ventilatory system, the peripheral chemorecep­
tors may be considered to react instantaneously. So forthwith we define 
τ .. = τ as the peripheral time constant τ . 
P.N ρ F ^ ρ 
Several experimental and analyzing techniques have been devised to deter­
mine the parameters τ , g , τ and g . The results and the accuracy of the 
с с ρ ρ 
results depend upon the investigated species (usually a human subject or a 
cat) and experimental and analyzing techniques respectively. 
With sinusoidal end-tidal forcing (frequency analysis), the experimental 
results (amplitude attenuation and phase shift) are plotted in Bode/Nyquist 
diagrams. Then the diagrams of the model response are fitted to these re­
sults. Using this technique in human volunteers, Stoll (1969) found a central 
time constant τ = 385 s and a peripheral time constant τ = 26.6 s. 
с .
 p 
Analysis of the tidal volume response yielded comparable results. In de­
cerebrated cats Daubenspeck (1973) found τ = 112.7 s and τ = 8.5 s for 
с ρ 
the tidal volume response. The total measuring time with this technique is 
rather long (several sinusoidal cycles at different frequencies). This demands 
a long term stability of the experiment. 
A multitude of frequencies are generated simultaneously with the step forc­
ing technique, needing a shorter measuring time. The response to a step in­
put can be analysed in different ways. The most simple analysis is to deter­
mine the response half-time. However, the response half-time is strongly in­
fluenced by the time course of the stimulus. Most experimental set-ups are 
not capable of creating a true step change in Ρ . So this way of analiz-
ing the response must be considered not correct. 
To circumvent this problem Borison and McCarthy (1973) introduced a re­
sponse half-time derived by the method of "dynamic correspondence". In de­
cerebrated cats they found a central response half-time of 53 s with vagi 
intact and of 29 s with both vagi cut for the tidal volume response. Also in 
this analysis, the response half-time depends upon the time course of the 
input. The values found will be too small because they underestimated the 
faster stimulus component in the response. 
A theoretically better analyzing technique uses "exponential peeling". 
With this technique Gelfand and Lambertsen (1973) could even find three com­
ponents in the tidal volume response in human subjects, following a downstep 
stimulus. These components were interpreted as two central time constants 
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and one peripheral time constant. The slower central time constants in three 
subjects were 89 s, 115 s and 120 s. The faster central time constant is re-
spectively 10 s, 8 s and 7 s. They explained this finding by assuming two 
groups of central chemoreceptors. One group deeply burried in the tissue 
causing the slower response. The slower response time was solely attributed 
to diffusion lag of CO- in the brain tissue. Intrinsic controller dynamics 
were not incorporated. The faster central response was thought to be elicited 
by a second group of chemoreceptors lying closely to the arterial side of the 
capillary bed in a region that is perfused at a rate 10 times higher than the 
average brain tissue. Millhorn and Reynolds (1976) also found two central 
time constants (mean values 107 s and 30 s). However, they concluded that 
this analyzing method is not suitable because it is too sensitive for noise 
and therefore will yield unreliable results. Exponential peeling was also 
criticized by Swanson and Bellville (1979). 
A better technique uses system identification methods. In this technique 
a priori a certain (compartmental) model of the respiratory system is con-
ceived. The experimental stimulus is also fed to the model and the model re-
sponse is fitted to the experimental response by adjusting the model para-
meters, untili some criterium of goodness of fit is met (least-squared error, 
maximum likelyhood) (Swanson and Bellville, 1975; Swanson, 1977; Grove et al., 
1980). Swanson and Bellville (1975) reported a central time constant of 75 s 
for on-transients and of 138 s for off-transients, as measured in one human 
subject. They explained the difference in on- and off- time constants by the 
different levels in brain perfusion. They did not find a difference in the 
on- and off-peripheral time constants (18 s). All time constants become smal-
ler in hypoxia and the difference in on- and off-transients is less pronounced. 
As stated before, the experimental techniques are not able to resolve more 
than two compartments. When the time constants of these two compartments dif-
fer by a factor of less than about 2, even these two compartments can no 
longer be resolved. In particular the processing of the central stimulus re-
mains unresolved. 
To obtain more detailed information about the respiratory system, other 
kinds of experiments are needed. One possible approach is to feed false in-
formation directly into the controller. This can be done by electrically stim-
ulating the carotid sinus nerves (Chapter 4; Eldridge, 1974; 1980) or the 
ventral surface of the medulla (Loeschcke et al., 1970). From these experi-
ments it became definitely clear that the controller does have dynamics of 
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its own. 
In particular it was found that the off-transient is much slower than the 
on-transient (afterdischarge). Another way to feed false information to the 
controller is by artificial perfusion of the ponto-medullary region (Berken-
bosch et al., 1979) or the carotid bodies (Dutton et al., 1967; 1968). It is 
thus possible to separately and independently stimulate the peripheral and 
central chemoreceptors. This method is very suitable to investigate the inter-
action between the peripheral and central responses. But also in these exper-
iments the actual stimulus to the central chemoreceptors (brain tissue pH) is 
not known. This is also true for the experiments in which the chemosensitive 
areas on the medullary surface are superfused with certain stimulating agents 
(Schlafke et al., 1970). 
1.5. On this thesis 
The objectives of the studies described in the chapters to come, are to 
obtain insight in the mechanisms that determine the dynamics of the ventila-
tory response to changes in Pa . From the previous paragraph it is clear 
that the dynamics of the ventilatory controller and of the CO. loading of the 
brain tissue is of crucial importance for the over-all central response. It 
was decided therefore to measure the response of the pH in the brain tissue 
to changes in Pa«. , together with the associated phrenic nerve activity 
(Chapter 3). This makes it possible to determine the true response of the 
neural network of the respiratory controller. To understand the pH-dynamics 
better we also measured the blood flow in one of the two vertebral arteries 
in cats that perfuses the medullary region (Chapter 2). A theoretical approach 
to the pH dynamics is presented in Chapter 4. 
To assess the dynamics of a peripherally elicited response, we did another 
series of experiments in which one sinus nerve was stimulated electrically 
(Chapter 5). In the experiments described in Chapter 2 and 3 we used end-
tidal CO- step forcing to generate a stimulus. System identification tech-
niques were used to analyse the data. 
Chapter 6 describes purely theoretical work on an oscillator consisting 
of four neuron pools. With certain interconnections between these four pools, 
this neural oscillator shows a remarkable resemblance with the respiratory 
controller. 
Eventually Chapter 7 will explore and discuss the results and findings 
reported in the previous chapters. 
10 
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C H A P T E R 2 
THE DYNAMIC EFFECT OF ?„_, „
n
 ON VERTEBRAL BLOOD FLOW IN CATS * 
A.Vis, H.Folgering 
Introduction 
Ventilation for a large part is driven by the H ions at the central chemo-
receptors situated on the ventral surface of the medulla. Molecular C0_ can 
easily cross the blood-brain barrier whereas HCO, and H cannot. So, in 
acute conditions the pH of the medullary interstitial fluid is predominantly 
controlled by arterial Ρ and the perfusion ratio in this area. Already in 
CU« 
1934 Gibbs et al. showed that cerebral blood flow (CBF) increases with in­
creasing chemical drive to ventilation. This CBF-control has a stabilizing 
effect on pH changes in the interstitial fluid thus altering the overall 
ventilatory controller characteristics. Models of the respiratory system that 
include CBF-control show this statilizing effect (Befares et al., 1960; Yama­
moto, 1978). The influence of the CBF-level on ventilation has been shown in 
experiments with artificial medullary perfusion by Berkenbosch et al. (1979). 
The importance of CBF-control can be stressed further by the linkage of 
(pathological) CBF-control to Cheyne-Stokes breathing (Longobardo et al., 
1966). 
Changes in Pa equilibrate with tissue Ρ at a certain rate. This rate 
is important to the dynamics of ventilation control. It depends upon the per­
fusion ratio in the medullary region. In models of the respiratory control­
ler, the medullary perfusion is considered behaving identically and synchro­
nously to total CBF. 
However, it is not obvious a priori that medullary perfusion behaves 
similar to total CBF. Two types of brain tissue are discerned: gray matter 
and white matter. Meyer (1978) determined the perfusion ratio in different 
parts of the brain. He found the brainstem gray matter perfusion ratio sig­
nificantly different from the hemispheric gray matter perfusion ratio. He 
also found that rCBFmay increase up to 20% during increased neuronal activity. 
* Published in Respiration Physiology (1980) 42: 131-143. 
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In dogs Britton et al. (1979) investigated the vascular reactivity to 
changes in CSF pH at different sites of the brain. The medullary region show­
ed the strongest respons, both in speed and magnitude. During intravenous 
infusions of noradrenaline in rats, Edvinsson et al. (1979) found a marked 
difference in vascular response between the medullary region and the hemi­
spheric region. The medullary region is perfused by branches from the basilar 
artery. The basilar artery supplies the medulla, pons, cerebellum, a few 
suprapoutine structures and a few muscles in the neck. In cats the extra­
cranial portion of the vertebral flow is small (Gillilan, 1976). The basilar 
artery is the unification of the left and right vertebral artery. Of the 
intracranial portion of the basilar flow about 50% is directed to the medulla 
and pons (Wellens et al., 1975). Also in cats the perfusion areas of the 
carotid arteries and basilar artery hardly overlap. About J% of the carotid 
flow reaches the medulla and pons (Wellens et al., 1974). The blood supply 
to the medulla and pons makes up about 5% of total CBF but about 50% of the 
basilar flow. The medullary region consists for about 50% of gray matter 
(Ogata and Feigin, 1973). When medullary gray matter perfusion increases 20% 
this causes a change in total CBF of less than 1%. With the current tech­
niques such a small change will not be detected. Since there are relatively 
large differences in rCBF, the dynamic behaviour of the medullary perfusion 
is not represented by, and hence cannot be deduced from total CBF. 
It was decided therefore, to measure the flow in one vertebral artery. 
Assuming left-right symmetry, the vertebral flow represents 50% of the ba­
silar flow. The measurements were done with electromagnetic flow probes en­
abling us to assess directly and continuously the dynamic aspects of the 
vertebral flow without opening the skull (Navari et al., 1978). Attention 
was focused on the dependence of the flow on arterial Ρ . The latter was 
approximated by end-tidal Ρ . The steady state relation between total CBF 
and Pa is well established. However, there still is controversy about 
the nature of the mechanism(s) of CBF-control by Pa
r n
 . Kontos et al. (1971) 
suggest that the mechanism is a local chemical regulation. Bicarbonate and 
Η cannot cross the blood brain barrier easily but molecular CO» can, chang­
ing the extravascular pH. This extravascular pH then influences the vasomotor 
tone by some direct chemical interaction. This view is supported by Severing-
haus (Severinghaus and Lassen, 1967). However, McCalden found a neurogenic 
component in the control mechanism in baboons, originating from the carotid 
body (McCalden and Rosendorff, 1977). In his model of CBF control by arterial 
14 
P-. Greenberg gets the best results in fitting his model to data in dogs, 
when he introduces a neurogenic control originating from the carotid body 
(Greenberg et al., 1978). A great deal of the controversy may be caused by 
species differences. Heistad has found sympathetic vasomotor control in dogs 
and monkeys but hardly any in cats (Heistad et al., 1978). 
Materials and methods 
Experiments were performed on 15 cats of either sex, weighing 2.2 kg to 
A.3 kg (3.0 +_ 0.75 kg, mean +^  SD). After premedication with ketamine (25 
mg/kg i.m.), the animals were anesthetized with chloralose-urethane (50/250 
mg/kg i.V.). The trachea was cannulated. Catheters were placed in the femoral 
artery and vein for measurement of systemic blood pressure and administration 
of drugs respectively. The animals were paralyzed by an infusion of pancuro-
niumbromide (8 yg/min). They were ventilated by a constant volume ventilator 
in a respiratory circuit in which end-tidal Ρ and Ρ can be controlled 
. 2 2 independently (Smolders et al., 1977). Arterial blood samples were taken 
every two hours for bloodgas analysis (IL 413). Changes in base excess were 
corrected with calculated amounts of either NaHCO., (0.5 M) or HCl (0.25 M) 
i.V. A thoracotomy was performed on the left side by cutting the first three 
ribs. The vertebral artery was approached directly behind the branching from 
the subclavian artery. An electromagnetic flow probe (Skalar 600, cuff type, 
Delft, Netherlands) of 0.75 or 1.0 mm in diameter was placed around the arte­
ry. A noose was placed downstream for measuring the zero-flow signal. The 
smallest flow probe available to us had a caliber of 0.75 mm. This often was 
too large to get a good vessel fit on the vertebral artery which is essential 
to obtain a stable flow signal. When the probe did not fit properly the ex­
perimental records were too noisy to be analysed. The sensitivities of the 
flow probe were calibrated in vivo at the end of the experiment. The probes 
were placed around the femoral artery which was cannulated downstream. All 
branches between flow probe and cannula were ligated. Blood was allowed to 
flow into a calibrated syringe. The integrated signal from the probe divided 
by the syringe volume yields the sensitivity of that probe. 
The phrenic nerve was dissected in the neck region for monitoring purposes. 
The following variables were recorded both on paper (Alleo) and magnetic tape 
(Philips Analog 7): respiratory airflow (Minato), phrenic nerve activity, 
respiratory Ρ and Ρ .systemic blood pressure (Statham P23D) and blood flow. 
0 2 L0 2 
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Four types of experiments were performed, (a) up-step in Ρ „ : this 
ET,CO. 
was achieved by injecting a mixture of 50% 0- and 50% CO. into the respira­
tory circuit. During this up-step the CO.-absorber was bypassed. The end-
tidal Ρ was raised with 1 to 4 kPa. The effects were studied for 5 to 10 
minutes; fb) down-step in Ρ : this was performed right after the up-
ET,LU. 
step by removing the inspiratory CO. and by simultaneously increasing ven­
tilation; (c) intravenous injection of HCl (3 ml, 0.1 N). These injections 
cause a transient increase in Ρ and blood acidity; (d) intravenous in-
ET,LO-
jections of NaHCO. (3 ml, 1 M ) : The injections cause a transient fall in 
blood acidity and a transient rise of Ρ • The latter two types of exper-
Er.CU. 
iments were also performed under isocapnic conditions. The animals were over-
ventilated and given additional inspiratory CO. to restore the initial Ρ . . 
¿. ET,CU. 
Inspiratory CO. was removed to counteract the rise in Ρ . This was done ¿ Er,C(J_ 
by manual control of the CO. absorber. All experiments of type a, c, d were 
performed by only manipulating the inspiratory gasmixture. The ventilation 
remained constant during these experiments. 
All experiments were done during normoxia. To check the hemodynamic ef-
fects of a bolus injection, injections were given with saline and blood: 
no effects were found. The response of blood flow through muscles to the 
stimuli was studied in three cats in the femoral artery. In three cats a full 
steady state CO. response curve was made by making a sequence of down-steps 
and also recording the intermediate steady state levels. 
Data analysis 
The pulsatile blood flow signal and blood pressure signal were averaged 
over every breath, and the flow was corrected for the zero-flow signal. Be-
cause the end-tidal Ρ is most readily accessable, the mean flow was fitted, 
breath by breath, to a dynamic model having Ρ as an input. The model is 
ΕΓ, LU. 
the most simple one: a linear first order differential equation. The relation­
ship between cerebral blood flow and Pa is not linear. So the model is 
. .2. 
only a first order approximation. To minimize errois caused by this approx­
imation, only deviations in Ρ from the starting level are considered 
ы,cu. . 
input: ΔΡ (t). Likewise, only changes in the flow are output: AQ(t). The 
starting levels of Ρ and the flow in each experimental run are the mean 
ET,CO. 
values of the Ρ and the flow signal during the first three breaths of 
ET,CO. 
that run. The model then is described by: 
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ñQ(t-T) + TQ ^- AQ(t-T) = g.AP(t) (2.1) 
A least-squares parameter estimation procedure was used to estimate the 
time constant τ and sensitivity g. The parameter space [τ, g] was searched 
for the best fit, using a damped Gaus-Newton search algorithm. The differ­
ential equation (2.1) was integrated nummerically using a predictor-corrector 
method with 9 iterations per step. 
The stimulus signal needs not be a perfect step input. The procedure out­
lined above, uses the actual input signal. This enabled us to analyse also 
the injection experiments. The time constant found by this procedure is the 
actual time constant of the model unlike the 50% rise time of the output 
signal (Shapiro et al., 1965). 
The time delay Τ could only vary with multiples of the respiratory period 
and was not included in the parameter estimation procedure. The procedure 
was repeated several times on the same experiment using different values for 
T. To check the influence of blood pressure variations,the computer also cal­
culated, breath by breath, the conductance of the vascular bed: mean flow di­
vided by mean blood pressure. When changes in the flow are caused by changes 
in the blood pressure, the conductance remains constant. It is thus possible 
to discriminate between flow changes caused by blood pressure changes or by 
other causes. The data analysis was done by a DEC PDP 11/34 computer. 
Results 
Figure 2.1 shows the flow signal in steady state. Its pulsatile character 
and dicrotic notch are clearly visible. Sometimes Mayer-waves were observed. 
When occluding both carotid arteries, the vertebral flow increased about 20 
ml/min. If the flow in the right vertebral artery also increased 20 ml/min 
this fully compensates for the loss of flow in the carotid arteries. In the 
control situation (4.0 kPa (30 mmHg) < P„„ „_, < 4.5 kPa (33.7 mmHg)) the 
— ьт,ии„ 
magnitude of the mean vertebral flow was 1.18 +_ 0.67 ml/min (mean +_ 1 SD in 
11 cats). Figure 2.2 shows a steady state CO, response curve. It is very 
similar to the first part of the sigmoid curve found by Reivich (1964) for 
total CBF. The results of all experiments grouped in the four types, are 
listed in tables 2.1 through 2.4. The mean time constant for the down-step 
experiments was 40.9 +_ 18.1 s (mean +_ 1 SD, N=21), the mean time constant 
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as measured in one cat. 
for up-step experiments was 339.2 +_ 145.1 s (mean +_ 1 SD, N=9). The original 
tracings of a down-step experiment are shown in Fig. 2.3a. The reduced data 
and computer simulation are presented in Fig. 2.3b. 
The time constant for changes in the mean vertebral blood flow after the 
bicarbonate injections was found to be 32.3 + 19.4 s, N=13, and acid injec-
18 
H C 0 2 8 ^ 
(кРа) 
4 - -
0± 
FLOW 
(ML/MIN) 
-ь»*-
2.5 
1 MIN 
J 
Fig. 2.3a: Original tracings of a C02~downstep experiment. Ρ 
ered by removing inspiratory Ρ 
ventilation. Upper tracing: respiratory Ρ 
vertebral blood flow. 
^002 a n ^ increasing 
C0„ 
ET,002 
lower tracing: 
was low-
5 . 8 
KPA 
лрсог 
ze 
HL/U 
Δ FLOW 
za 
AYC AL 
^ 
EXP:712.003 
— . 
TAUW; 
GAIN: 
18.9 
0.14 
-. 
ІМІЙ 
, 
Fig. 2.3b: Computer analysis of experiment shown in Fig.2.За. Tracing 1: 
change in end-tidal PQQJ· Tracing 2: change in mean vertebral 
blood flow. Tracing 3:linear first order model response to signal 
depicted in tracing 1. The time constant and gain of this model 
are assessed from the upper and middle tracings by a least squar­
ed error fitting procedure. 
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T a b l e 2 . 3 
HCl injection experiments 
Exp Initial P E T C O , τ g Τ 
(kPa) (s) (ml mm"1 кРа ') (s) 
708 
713 
τ = 79 9 
ff, = 35 6 
5 0 
5 0 
7 0 
1060 
39 4 
94 5 
Τ - 2 2 
ff,-03 
1 135 
0 236 
0 433 
2 6 
2 0 
2 0 
Ν - 3 
Exp 
703 
704 
705 
706 
708 
709 
711 
712 
713 
τ - : 
σ, -
(2 3 
194 
Initial PET C O, 
(kPa) 
4 0 
4 5 
4 0 
4 0 
4 5 
4 5 
5 0 
4 5 
4 5 
6 0 
5 5 
5 5 
4 0 
Table 2, .4 
NaHCOj injection experiments 
τ 
(s) 
49 6 
63 7 
52 6 
23 5 
13 3 
55 3 
19 7 
114 
26 9 
20 3 
53 5 
10 8 
18 7 
T - 2 7 
ff, = 0 6 
g 
(ml min"1 kPa" 
0 448 
0615 
I 964 
1436 
0 403 
0 891 
0 423 
0 354 
0 183 
0315 
0 395 
0464 
0 368 
Τ 
') (s) 
3 0 
3 0 
3 0 
2 0 
3 0 
3 0 
2 5 
2 0 
2 5 
2 5 
3 0 
4 2 
2 0 
Ν - 13 
tions 79.9 +_ 35.6 s. N-3. The original and reduced data of a bicarbonate 
injection experiment are shown in Figs. 2.4a and 2.4b. The flow did not re­
spond to isocapnic stimuli, so no parameters are calculated from these ex­
periments. The original tracings and reduced data of an isocapnic HCl injec­
tion experiment are presented in Figs. 2.5a and 2.5b. The flow measurements 
in the femoral artery showed a small and opposite effect of C0_ on the flow 
in up-step and down-step experiments (5%/kPa at Ρ „ „ = 1 0 kPa). There was 
ET,C0_ 
a transient flow increase during both bicarbonate and acid injections similar 
to the vertebral flow. 
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Discussion 
The model described by equation 1 is a first order linear description of 
the behaviour of the vertebral blood flow in respons to changes in Ρ . 
ET,CO-
However, the steady state relationship is concave. The up-step time constant 
then is overestimated and the down-step time constant is underestimated 
(appendix A). This explains the remarkable difference between the up-step 
time constant (339.2 s) and the down-step time constant (40.9 s). Still, the 
experiments can be adequately described by this model as can be seen from the 
computer simulations in the Figures 2.3b and 2.4b. The down-step time con­
stant does not depend on initial Ρ , so neither on initial flow. This 
Ы, cu« 
was also found by Greenberg for caliber changes in pial arteries in cats 
(Greenberg and Reivich, 1977). So the initial flow cannot explain the differ­
ence between the down-step time constant and the up-step time constant. It 
also cannot be a slow relaxation of the smooth muscle of the vasomotor system 
because for dilating pial vessels Greenberg and Reivich (1977) found a time 
constant as short as 10 seconds. The difference might be explained by active 
one-way transport of H and HCO, across the blood-brain barrier as suggested 
by Greenberg (Greenberg et al., 1978). Part of the up-step time constant is 
caused by the alveolar-to-arterial transfer function. When CO. is washed in 
the actual stimulus rises slower, and when CO. is washed out the actual stim­
ulus rises faster. This could explain why injection experiments (transient 
washing-out up-steps) yield smaller time constants than washing-in up-steps. 
The sensitivities of the injection experiments fall within the same range as 
the up-step and down-step experiments, indicating the same vasomotor mechanism 
is involved. The time constant for down-step experiments is double the value 
Severinghaus calculated from human CBF-data (Severinghaus and Lassen, 1967). 
The smallest time constant found, is 10.8 s for a bicarbonate injection. This 
figure equals the time constant for caliber changes in pial vessels (Greenberg 
and Reivich, 1977). 
Cerebral blood flow responds to changes in extravascular pH (Greenberg and 
Reivich, 1977; Kontos et al., 1971). Experiments in men showed that CBF does 
not respond to changes in arterial pH when Pa is kept constant (Lambertsen 
et al., 1961). Our isocapnic HCl and bicarbonate injections also show no 
response. Arterial pH did change in 
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these experiments since inspiratory Ρ had to be lowered to keep Ρ 
C0_ ETjCO^ 
constant. 
Because of the non-linear steady state relation between ?„„ „_ and verte-
1
 ET,CO. 
bral flow, the sensitivity g depends upon the mean Ρ during the exper-
ET,CO„ 
iment. Hence, no mean value is calculated. The individual g-values are in the 
range that can be calculated from data given by Reivich (1964). The g-values 
are used for the computer simulations of the experiments. 
The time delay cannot be determined more accurately than plus or minus 1 
second. The up-step and down-step delays are not significantly different (P= 
0.3). They are in the same range as the delays found in dogs (Lange et al., 
1966). 
In the injection experiments the mean time delays are shorter. This is 
caused by the method of administering the stimulus. When the intravenously 
applied injections reach the alveolar capillaries during inspiration, it takes 
some time before this is detected in the expiratory gas mixture. This time lag 
shortens the mean delay time of the injection experiments. 
In the down-step experiments the ventilation was increased to improve the 
time course of the stimulus. This may have affected the cardiac output and 
consequently the vertebral blood flow. However, the CBF autoregulation system 
is very capable of keeping CBF constant over a wide range of the blood pres­
sure (Kontos et al., 1978). In control experiments changing the ventilation 
had no effect on the vertebral blood flow. 
From our experiments it can be concluded that in response to CO.-loading 
the vertebral blood flow is showing the same behaviour as total CBF. Because 
of the concave steady state relationship the response is essentially non­
linear. This is reflected in the difference in speed of response of the up-
step and down-step experiments. The values of the time constants are in the 
same range as the time constants found for the ventilatory response to CO -
loading (Bellville et al., 1979; Daubenspeck, 1973). So in models of respira­
tory control, the medullary perfusion dynamics are not neglectable. 
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C H A P T E R 3 
Experimental assessment of the dynamics of the medullary pH and the central 
*) 
neural respiratory response by end-tidal Ρ -forcing 
A.Vis and L.J.Teppema 
Introduction 
Ventilation and pH of the brain extracellular fluid (pH ) form part of 
ECF 
a closed loop control system in which pH is the controlled variable sensed 
by the central chemoreceptors (Loeschcke, 1973; 1977). However, beside ad­
justment of Pa by alveolar ventilation, several other time dependent mech­
anisms may operate to serve a precise pH regulation. These mechanisms are: 
adjustment of cerebral blood flow (CBF), arterial [HCO_ ], blood-brain bar­
rier permeability and also buffering by brain (glial) cells, with or without 
changes in cell metabolism (Swanson and Rosengren, 1962; Mitchell et al., 
1965; Posner et al., 1965; Leusen, 1972; Hornbein and Pavlin, 1975; Pavlin 
and Hornbein, 1975a, 1975b, 1975c; Leusen and Weyne, 1976; Vogh and Maren, 
1975; Hasan and Kazemi, 1976; Kazemi et al., 1976; Ahmad et al., 1976; 1978; 
Davies, 1978; Loeschcke and Ahmad, 1980). 
Dynamic C0 9 inhalation studies, sometimes combined with analysis of dynamic 
pH or pH changes (cerebro spinal fluid), are used as a tool in elucidat-
ECF CSF 
ing the so-called functional location of the central chemoreceptors, i.e. 
their location relative to the arterial blood or to the CSF (Lambertsen, 1963; 
Lambertsen et al., 1965; Loeschcke, 1965; Loeschcke and Sugioka, 1969; 
Borison and McCarthy, 1973; Gelfand and Lambertsen, 1973; Cragg et al., 1977; 
Jammes et al., 1980). Also ventriculocisternal perfusion experiments have 
been carried out with this aim (Leusen, 1954a, 1954b; Pappenheimer et al., 
1967; Fencl et al., 1966; Berndt et al., 1972a, 1972b; Berkenbosch et al., 
1978). Two views dominate the literature: according to Loeschcke, Berndt, 
Mitchell and Berkenbosch, the central chemoreceptors are located in a relativ­
ely close position to the CSF, while Pappenheimer, Lambertsen, Gelfand and 
Gragg believe in a position relatively close to the arterial blood. However, 
This chapter will also be a part of the thesis of L.J.Teppema. 
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if one assumes that in normal conditions no diffusion limitations are exist-
ing in the brainstem (Ohta and Farhi, 1979; see further discussion), the 
above conception of the functional location of the central chemoreceptors 
should be irrelevant. This should mean that the dynamic pH behaviour is 
E Cr 
the same throughout the brainstem. A remaining problem then to be solved 
about the location of the central cheiroreceptors is their exact distance 
from the CSF. The main evidence (in cats) points to a location very near to 
the ventrolateral medullary surface, in three distinct zones, at depths vary-
ing from 0-450 pm (Mitchell et al., 1963a, 1963b; Schläfke and Loeschcke, 
1967; Loeschcke et al., 1970; Schläfke et al., 1970; Berndt et al., 1972a, 
1972b; Trouth et al., 1973a, 1973b; Dermietzel, 1976; Berkenbosch et al., 
1978). Clearly the question is complicated by the known irregular folded 
structure of the "glia spongiosa" (Dermietzel, 1976). 
If ventilatory dynamics are not determined by the functional location of 
the central chemoreceptors, one could ascribe a possible determinant role to 
the perfusion dynamics of the chemosensitive areas. However, the conception 
of Gelfand and Lambertsen (1973) that with Pa changes the perfusion rate 
of the chemoreceptors solely is responsible for the dynamic respiratory 
response, in our opinion needs re-investigation, because other factors may 
play a role. A persistent hyperpnea after sudden termination of chemical 
respiratory stimulation has been described in man as well as in animals 
(Dutton et al., 1967» Swanson et al., 1976). Also after active hyperventi-
lation or electrical sinus nerve stimulation this "afterdischarge" phenomenon 
is reported, both in cats and man (Eldridge, 1976; Swanson et al., 1976; 
Millhorn et al., 1980; Eldridge et al., 1981; Chapter 5). Borison and Mc-
Carthy (1973) and Borison et al. (1978) also concluded that the afferent 
input via the vagi and sinus nerves plays a modulating role in the dynamic 
ventilatory response after Pa and isocapnic pHa changes. Apparently, in 
the neuronal respiratory organization, a sudden change in input is not neces-
sarily followed by a prompt complete change in output (ventilation). Apart 
from perfusion and diffusion, the rate of a respiratory response could also 
be determined by a centrally mediated time constant, caused by inherent 
characteristics of the respiratory neuronal circuit. 
Summarizing, to be able to understand the central dynamic ventilatory 
response after changes in Pa , one needs clarification about at least three 
mechanisms: 
1. The perfusion dynamics of the chemosensitive areas (Chapter 2); 
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2. The dynamics of medullary pH changes after end-tidal C09-forcing; 
3. The existence of a neurally mediated central time constant. 
The present experiments were undertaken to investigate these two last aspects, 
as until now very few and sometimes conflicting data are available about them 
(see discussion). Using a similar technique as described and developed by 
Loeschcke and Sugioka (1969) and Ahmad et al. (1978), we measured pH 
ECF 
changes at the medullary surface and the associated phrenic nerve response 
in vagotomised and carotid-sinus nerve (CSN) denervated cats after end-tidal 
C09-forcing (Swanson and Bellville, 1975). 
It was found that the time constant of the pH (τ in diagram 1) was 
hiLr 1 
about 40 s, that a central neural time constant (τ»: mode 50 s) is important 
in determining the overall time constant, and that the overall time constant 
(of the tidal volume response) is about τ, = 112 s. 
Materials and methods 
^2iSäiE_ä2E iîî5t:EumÊni5 
22 cats of either sex, weight 2.0 - 4.3 kg (3.2 + 0.5, mean +_ S.D.), pre-
medicated with ketamine-HCl (25 mg, i.m.) were anaesthetized with chloralose-
urethane (50 mg/ml and 250 mg/ml respectively) with an initial (i.v.) dose 
of 1.5 ml. Further doses of 0.25 ml each were given during the course of the 
experiment, whenever needed (maximal 3 or 4 times). Immediately after in-
duction of anaesthesia, atropine (0.5 mg, s.с.) was given. 
After cannulation of the left femoral vein for i.v. drug administrations, 
an antibiotic agent (ampicilline, 250 mg in saline) was given. Furthermore, 
5 mg (i.v.) of dexamethason, a glucocorticosteroid, was given in order to 
prevent traumatic edema of the brain. A polyethylene catheter was inserted 
into the left femoral artery for systemic blood pressure monitoring (Statham 
P23D). At regular times, arterial blood samples were taken and analysed by 
a blood-gas analyzer (IL 413) to check the acid-base status of the animal. 
A tracheal cannula was inserted at the level below the larynx. The animal 
was placed in supine position on a stereotaxic apparatus, the head being 
fixed by ear pins. The animals rectal temperature was kept at 38 С by means 
of a heating pad. 
The right phrenic nerve was dissected and cut below the level of C5. The 
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central end, of which the sheath had been retracted, was placed on a bipolar 
platinum electrode which was immersed in a pool of warmed paraffin oil. The 
efferent electric phrenic nerve activity was processed in a manner described 
elsewhere (Smolders et al., 1975). The amplitude of the integrated phrenic 
nerve activity (IPNA) is a reliable neuronal equivalent of the tidal volume 
(V ). Both sinus nerves were identified and severed at its junctions with 
1, N 
the glossopharyngeal nerves, when necessary. After exposing the ventral medul­
lary surface the cats were artificially ventilated with room air by connect­
ing the tracheal cannula to a constant tidal volume ventilator in a closed 
respiratory circuit. With our experimental set-up it is possible to maintain 
end-tidal partial gas pressures, independently at any desired level (Smolders 
et al., 1977). Muscle paralysis was mediated by i.V. infusion of pancuronium-
bromide (8 mg/min). Both vagi were cut at midcervial level. 
The pH was measured on the ventral medullary surface with a fast respond­
ing (90% response time < I sec) combined glass electrode (Ingold LOT 403-30 
M5) with a flat pH-sensitive surface (0 5 mm). This was used in combination 
12 
with a pH meter (Knick 645) with a high input impedance (> 2.10 Ω) and with 
an isolated input. The latter feature prevents ground loops when at the same 
time also other recordings have to be made. Calibration of the electrode in 
vitro was carried out with standard phosphate buffers (buffer I: pH 6.840 at 
37 0C; buffer II: pH 7.384 at 37 0 C ) . The mV/pH slope in vivo always was 
equal to that in vitro: about 59 mV/pH . 
The relative position of the electrode on the pial surface remained con­
stant in all circumstances. The pH electrode was balanced in such a way that 
2 it applied only minimal pressure on the surface: 1 g on 20 mm . Thus the 
electrode could follow vertical movements of the brainstem and caused no 
visible disturbances of the local microcirculation. Sideward movement of the 
electrode was not possible. The electrode was placed on the caudal chemo-
sensitive area (area L, see Loeschcke et al., 1970). 
As soon as was made sure that no bleedings could pollute a pure extra­
cellular fluid measurement, the whole operation wound was filled with liquid 
agar (2%) in saline of 40 C. This is done in order to limit heat loss from 
the brain and to minimize C0 9 diffusion from CSF and ECF into the air. 
In preliminary experiments, temperature measurements at the medulla with 
a thermocouple, fixed at the electrode body, had demonstrated that under the 
given conditions the temperature at the pial surface varied between cats (35 
-37 C) but was constant within half a degree in each animal. In the pH-range 
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covered, the error caused by a small temperature change can be neglected 
(0.001 pH units/0C at 37 0 C ) . 
The following six signals were recorded on a polygraph (Alleo), stored in 
analog form on tape (Philips Analog 7) and fed, via an A/D convertor into a 
computer (DEC PDP 11/ЗА): tracheal air flow, respiratory Ρ , respiratory 
Ρ , integrated phrenic nerve activity, pH at the medulla and arterial blood 
U2 
pressure. 
Ex£erimental ЕЕ2£Ё^НІЁ 
All experiments were performed during normoxia. At the beginning of an ex­
periment the ventilator was adjusted to the apneic threshold and ventilation 
was then kept constant during the whole experiment. Phrenic nerve activity 
then was restored by adjusting the Ρ . 
hi,CU « 
A CO, up-step was effectuated by injecting a bolus of 50% C0 9 and 50% 0 9 
into the inspiratory side of the respiratory circuit, simultaneously adjust­
ing the capnostat. After about 10 minutes when a steady state was reached, a 
C0_ down-step was brought about by suddenly absorbing C0 9 from the respira­
tory circuit. The procedure was.repeated in every animal several times under 
different conditions (c.q. sinus nerves intact or severed). In some exper­
iments also double-steps were performed. 
Data analysis 
Processing of the data. 
The data analysis was performed on a breath by breath basis and consisted 
of three parts. In the first part the pH „ is related to the Ρ , cora-
h>Lr Ы , LU9 
ETCO, Ъ
 T1 
pH ECF T2 T2 
T3 T3 
'T.N 
Diagram I: Analysing diagram 
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paring two different dynamic models. In the second part the peak value of the 
integrated phrenic nerve activity (V ) in peripherally denervated cats is 
1, N 
related to the pH comparing three models. In the third part V_ ,. is re­ti Lr Τ, Ν 
lated to ?„,„ „„ , . 
ET,CO« using one model. 
1) Ventilatory cycle duration, end-tidal Ρ and mean (flow synchronous) 
2 pH in each breath were determined (data reduction). These latter two 
signals were fitted to models 1 and 2 (see below). All response delays as 
estimated by visual inspection, were accounted for during the fitting proce­
dure by shifting the pH-signal over a number of breaths such that the onset 
of the shifted pH-response coincided with the model response to within one 
breath. The inaccuracy of this method is one ventilatory cycle. 
2) The IPNA was smoothed using a 5 point floating mean. From this signal a 
reference level was derived interactively as close to the base line as 
possible. The burst amplitudes V and burst durations of the IPNA were cal-
i , N 
culated using this level. Again the mean (phrenic nerve synchronous) pH 
ECF 
in each burst was calculated. The burst amplitudes and the pH are fitted 
bLr 
to models 1, 2 and 3. The measured pH is considered the central input to the 
ventilatory controller. The neuronal delay is only a tew milliseconds. So 
in the analysis it was assumed that there is no delay between these two 
signals. 
3) When the experimental animals are paralysed and ventilated, the respiratory 
airflow and so Ρ „ and the phrenic nerve activity need not be syn-
ET,CO-
chronous. To be able to analyse the phrenic nerve response to changes in 
Ρ „ _
n
 , the latter signal should be synchronized with the phrenic nerve 
ET,CO« 
signal. This procedure is as follows: 
The Ρ signal is generated by the respiratory airflow. The highest Ρ 
ET,C02 ^"9 
value during the expiratory phase is assigned to the whole of the respiratory 
cycle to represent the respiratory stimulus during this period. In this way 
we get an airflow synchronous square-wave-like signal (Fig.3.1, 2nd trace). 
This flow synchronous signal can be transformed into a phrenic nerve syn­
chronous signal by projecting the phrenic nerve rhythm on the flow syn­
chronous ?„_ . The flow synchronous Ρ is chopped into phrenic nerve 
El,CO« Ы,CU« 
synchronous pieces. The phrenic nerve synchronous Ρ is the mean value 
El,CU« 
of the flow synchronous Ρ in that piece. The time integral of the 
Pp „„ signal is not changed by this transformation. 
ET,C02 
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INTEGRATED 
PHRENIC NERVE 
ACTIVITY 
Fig.3.1. Transformation of respiratory air flow syn­
chronous ?„_ „_ to phrenic nerve synchronous 
ET, CO 
ET,CO2· 
Fi 11ing_groc edure 
To minimize errors caused by the model approximations only deviations of 
the signals from the starting levels were considered stimulus and response 
(ΔΡ , ΔρΗ , Д „ „). The starting levels in each run were the mean 
ET,CO' ^ ECF' T,N 
values during the first three respiratory periods. 
The models used are (Y: response, X: input) (appendix A) 
Model 1: Y + τ ^ - = g.X dt I 
As a first order approximation of a dynamic system, this linear first order 
model is widely used. 
dY 2 
Model 2: Υ + τ J Y = g2X + gjX 
The steady state transfer function may not be linear (Folgering et al., 1974). 
Model 2 is a first order approximation of a first order system with a non­
linear steady state transfer function. 
dY „ dX 
Model 3: Υ
 +
 τ — = g4X + g 5 ^ 
The central chemoreceptors or the respiratory controller may have phasic 
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sensitivity. Model 3 has both tonic and phasic sensitivity. It is used to 
study the V -response to changes in pH . This equation was also used to 
1,N ECF 
describe the peripheral response (Chapter 5). The model equation can be re­
written to 
From this it can be seen that the response of this model has an instantaneous 
g4 
component (Y = — X) and a slower component determined by the time constant τ. 
The differential equations were integrated using a second order Runge-
Kutta scheme. A least-squared error criterion was used to determine the time 
constant τ and the sensitivities g.. The parameter space (τ, g) was searched 
by a damped Gaus-Newton search algorithm for the best fit (Eykhoff, 1974). 
It is not possible to estimate time constants larger than the measuring time 
(5-10 minutes). Hence, fits yielding a time constant of over 300 s were de­
leted. 
The time constants of the up-step and down-step experiments were analysed 
separately. For each cat a mean up-step time constant (τ+) and a mean down-
step time constant (τ-V) were calculated. The time constant distribution is 
not Gaussian. Therefore, the up-step and down-step time constants of all ex­
periments were compared by the Wilcoxon matched-pairs signed-ranks test. 
Models were compared by performing the Wilcoxon test on the total residual 
errors per degree of freedom of the fits. Moreover, a comparison was made of 
the distribution in time of the residual errors. This was done by dividing 
the model response by the measured response and visual inspection of the 
result (see Fig.3.3). 
The fitting procedure of the time constant is most sensitive during the 
initial part of the response. By dividing the model response and the actual 
response, fitting errors in this initial part stand out more clearly than 
when substracting the responses. 
In all statistical tests used, differences were considered significant 
at Ρ £ .05. 
Results 
With our technique, stable pH readings from the medullary surface could 
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Fig. 3.2a: Original tracings of à double СОт down-step (cat, artificially 
ventilated, both vagi and sinus nerves cut). CO2 was removed from 
the inspiratory air, keeping ventilation constant. The pH re­
sponse delay in this example is 6 s. 
be obtained. Gross disturbances (e.g. spontaneous local acidosis or increase 
in phrenic nerve activity) of the local microcirculation after critical ad­
justment of the electrode-weight, were not observed. In case of brain edema 
and contamination of the subarachnoidal and extracellular spaces with blood, 
the measurements were hampered and the results discarded. The in vitro and 
in vivo sensitivities of the electrode always were found to be in very good 
agreement (within 2 mV/pH ). In four cases shortly before the start of the 
measurements, anaerobic CSF samples for pH measurements were taken from the 
subarachnoidal space by puncturing the dura. The difference, during steady 
state, between the in vitro and in vivo pH never exceeded 0.005 pH units. 
pH at the medullary surface in most (all but 4) instances was slightly more 
acid than arterial blood pH: the difference (pH - pH ) depended on the 
a ECt 
prevailing Pa (see Table 1). The decreasing gradient with increasing Pa 
is most probably due to a combined effect of a decreased Ρ gradient be— 
tween ECF and the arterial blood as a consequence of increased CBF (Ponten 
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Table 3.1 
Arterial and ECF pH after step changes in Ρ . With up-steps the (pH -
CiT » (Ό,~ a 
pH ) gradient decreases; after down-steps an increase is found. Before and 
after each experimental run an arterial blood sample was taken and analysed. 
In most (all but 4) situations tested pH is higher than pH . The differ-
a ECF 
enee between initial Pa levels of on- and off-transients is significant 
(P = .003). 2 
cat 
nr 
822.001 
.004 
.OU 
818.001 
.003 
.009 
.014 
817.002 
.004 
819.006 
mean+SD 
822.002 
.007 
.013 
818.002 
.004 
.013 
.015 
817.003 
819.007 
816.009 
mean+SD 
UP STEPS 
BEFORE 
P a
c o 2
( k P a ) 
4.16 
4.21 
3.89 
4.45 
4.68 
4.77 
4. 15 
4.80 
4.24 
3.03 
4.24+0.52 
4.77 
4.88 
5.10 
5.32 
6.44 
5.85 
6.01 
6.31 
5.85 
6.24 
5.67+0.61 
PHa 
7.343 
7.403 
7.392 
7.346 
7.319 
7.328 
7.401 
7.401 
7.408 
7.511 
7.269 
7.302 
7.300 
7.250 
7.175 
7.309 
7.238 
7.253 
7.243 
7.215 
PHECF 
7.331 
7.334 
7.255 
7.292 
7.269 
7.243 
7.323 
7.292 
7.272 
7.471 
AFTER 
ДРа
С 0 2(кРа) 
+0.61 
+ 1 .56 
+ 1.47 
+0.85 
+ 1.78 
+ 1.14 
+ 1.86 
+ 1.51 
+ 1.97 
+2.82 
1+1.56+0.62 
DOWN 
7.258 
7.262 
7.213 
7.209 
7. 174 
7.258 
7.195 
7.160 
7.232 
6.825 
STEPS 
-1.44 
-0.92 
-1.27 
-0.64 
-1.64 
-1.71 
-2.33 
-2.07 
-1.93 
-3.06 
-1.70+0.70 
ДрН
а 
-0.074 
-0.142 
-0.110 
-0.096 
-0.144 
-0.095 
-0.163 
-0.148 
-0.176 
-0.268 
-0.142+0.06 
+0.140 
+0.071 
+0.092 
+0.069 
+0.105 
+0.092 
+0.205 
+0.155 
+0.167 
+0.251 
+0.138+0.06 
A P HECF 
-0.061 
-0.089 
-0.062 
-0.077 
-0.090 
-0.061 
-0.104 
-0.144 
-0.125 
-0.210 
-0.102+0.05 
+0.028 
+0.042 
+0.063 
+0.033 
+0.016 
+0.060 
+0.115 
+0.081 
+0.156 
+0.373 
+0.097+0.11 
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and Siesjö, 1966; Caronna et al., 1974) and an increased HCO gradient 
(Loeschcke, 1965; Ahmad et al., 1976). 
D2namic_resgonses 
Both single and double steps were used in the parameter estimation proce-
dure, both yielding the same mean time constants. The average prevailing 
Ρ„
τ Γ η
 at the on-set of the off-transients is higher than the average start­
ing level of on-transients. The difference in CSN denervated cats is less 
pronounced: to prevent apnea in these cats, the control Ρ in most cases 
ET,СО^ 
had to be readjusted to a higher level (approximately 0.7 kPa). 
The on- and off-transients were about equal in magnitude. 
An original tracing of the change in medullary pH and the concomit-
ECF 
tant change in integrated phrenic nerve activity after a C0 9 down-step is 
displayed in Fig.3.2a. Fig.3.2b is a computer-plot of the same experiment 
after data reduction and calibration. 
The response delays were determined as explained in Methods. The Ρ ^ 
ET,CO-
p HECF ( V ' PET,C0 * VT,N ( T 3 ) ^ p HECF " VT,N ( T 2 ) r e s P o n s e ае1аУ t i m e s 
are summarized in Table 3.2. The delays had small standard deviations. The 
19 cats mentioned in the upper part of the table, only have an overlap of 13 
cats with those mentioned in the lower part. Therefore, paired comparisons 
were made, using only these 13 cats: In these 13 cats, with intact sinus 
nerves T, „ was 6.57 + 1.45 s (mean + SD) and T, was 7.57 + 2.04 s 
1 off — — 1 on — 
(P = .041); after section of both sinus nerves T. ,_ was 7.02 + 1.46 s and 
1 OIL — 
T, 7.24 + 1.43 s (P = .141). From the results we conclude that the plL,,,, 
1 on — ECF 
response lag after end-tidal C0„ forcing is about 7 s and that the down-
step delays are shorter than the up-step delays. This is probably caused by 
the experimental circumstance of a higher prevailing Pa_ - and so a higher 
CBF - at the onset of down-steps. In CSN denervated cats Ehe difference be­
tween off- and on-step delays is less clear (p = .141), probably because the 
starting Pa levels are closer together, and hence less pronounced differ-
2 
enees in prevailing CBF-levels may exist. These results (together with data 
from literature, see discussion) indicate a circulatory origin of the DH 
ECr 
response delay. We could not demonstrate an effect of sinus nerve section 
on the delay. 
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Table 3.2 
Response delays of medullary pH (T ) and integrated phrenic nerve activity (T, and Τ ) after end-tidal CO. 
forcing in artificially ventilated vagotomised cats with intact (upper part) or cut (lower part) sinus nerves. 
The delays are determined as explained in Methods. The total number of Τ is greater than T 9 or Τ because in 
a number of cases it was impossible to determine T. and Τ (e.g. by apnea or noise in the V signal). 
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pH and phrenic nerve response delays 
T l : PET,C0 2 "*
 p HECF 
7.2+1.5 s (mean+SD) 
N=42 in 19 cats 
6.8+1.6 s 
N=42 in 19 cats 
7.6+1.6 s 
N=40 in 16 cats 
7.5+1.5 s 
N=42 in 16 cats 
V P HECF * VT,N 
-5-0 
N 
24 
27 
0 
N 
15 
16 
0 
N 
0 
0 
0-5 
N 
9 
14 
0-5 
N 
2 
3 
5-10 
N 
4 
2 
0-10 
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0 
0 
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2 
1 
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Fig. 3.2b: Computer plot of the same experiment as Fig.3.2a, after data re­
duction and calibration. PBLD = arterial blood pressure, PPCO2 = 
-CO2 synchroneous with the animal's own breathing. The fifth 
trace represents the envelope of the peak amplitude of integrated 
phrenic nerve activity and is used in the determination of the 
PH. 
ECF 
VT,N < V a n d PET,CO„ V (T.) response delays (see 
methods). In this example T. is between 0 and 5 s. 
Table 3.2 further shows that in 27 out of 56 cases in vagotomized cats 
with intact sinus nerves the P__ _„ •* V„ „ delays (T_) were demonstrably 
shorter than the P_„ __ -> pFL,™ response delays (T ) (see column T. < T.); 
Ы , C>ü„ ЬСг 1 J ï 
in 23 cases this could not be settled with absolute certainty (see column 
T. _< Τ ) . Only in 5 out of 56 cases, however, T. clearly was shorter than T,,. 
In CSN denervated cats, in 54 out of 64 cases it was impossible to distinguish 
a lag between the pH,,™ -> V,,, „ response delay (T„) and T.. In 10 cases there 
fciOr 1 ,N ¿ I 
40 
was a small difference between Τ and Τ. (Τ, > Τ ). Only in one case a V 
change was observed prior to a pH change. Moreover, it was a consistent 
ECF 
observation that at any moment during the transients pHFrl;, was closer to its 
new steady state than was IPNA. Taken these results together it seems that 
the observed pH,,-,, changes in CSN denervated cats are fast enough to act as 
stimulus for the observed ventilatory changes. It was found that in most cats 
the difference in the Ρ -+ V response delays before and after sinus 
nerve section was only 2-4 seconds (after section, most of the delays were 
between 5 and 10 s.see Table 3.2). Probably this was small enough to ascribe 
it to the difference in circulation time to the carotid bodies and to the 
central chemoreceptors (see discussion). 
Time constants 
Ο Ρ 
• pH ( τ ) , 
ET,C02
 μ
 ECF ν Г 
The results of the calculations of the pH time constants with model 1 and 
2 are summarized in Table 3.3a, which also contains the modal time constants 
(because τ is not normally distributed). The time constants, found by fitting 
to model 1 and 2 do not differ significantly (Table 3.3c). Fitting to model 
2, however, yields a consistently smaller residual error per degree of free­
dom (Table 3.3b), the difference with model 1 being too large to be due 
solely to the introduction of one extra parameter. Moreover, visual inspect­
ion of the fitting results by dividing the model response by the measured 
response (M/pH in Fig.3.3a), shows a more even distribution around the 
Table 3.3a 
Mean and modal time constants of model fit Ρ 
1 and 2. Data of 22 cats. 
ET,C02 *
 P HECF ( V U S Ì n g m o d e l 
τ + SD 
Ν 
Mode 
Time constants P ^ ^ - p H ^ (s) (τ,) 
Sinus nerves intact Sinus nerves cut 
DOWN STEPS 
Ml 
33+15 
(44) 
я.32 
M2 
35+21 
(43) 
я-30 
UP STEPS 
Ml M2 
45+22 
(44) 
^40 
45+22 
(44) 
4,40 
DOWN STEPS 
Ml 
38+22 
(40) 
V32 
M2 
38+21 
(37) 
4-32 
UP STEPS 
Ml 
42+17 
(46) 
4-40 
M2 
44+19 
(43) 
4-40 
41 
Table 3.3b 
Error analysis of model fit Ρ -+ pH„„„ (model 1 and 2) . R = total least 
squared error.DF = degree of freedom. N = number of paired comparisons. 
The magnitude of the total residual error per degree of freedom (r) is con­
sistently smaller when applying M2. 
To test the significance of this difference the Wilcoxon matched-pairs 
signed-ranks test was applied on the individual runs. Probabilities Ρ are 
one-tailed. 
τ = R/DF 
(xio-4) 
SD(xl0"4) 
N 
Ρ 
Intact sinus nerves 
Down steps 
Ml 
.44 
.89 
18 
M2 
.10 
.14 
18 
<.005 
Up steps 
Ml 
.34 
.60 
19 
M2 
.20 
.20 
19 
<.005 
Cut sinus nerves 
Down steps 
Ml 
.20 
.30 
19 
M2 
.10 
.10 
21 
<.005 
Up steps 
Ml 
.14 
.29 
21 
M2 
.07 
.10 
21 
<.005 
identity line in case of model 2. For these reasons model 2 was accepted as 
a better description of our results than model 1. In cats with intact sinus 
nerves the difference of the pH time constants between Ρ up- and down-
steps, appears to be significant (Table 3.3c). For down-steps we found a 
mean time constant of 35 s (mode about 30 s) and for up-steps a mean of 45 
s (mode about 40 s, see Table 3.3a). Again, as with the ρΗ„„ρ response de­
lays this difference is less pronounced or absent in CSN denervated cats, 
probably because initial Pa levels were closer together. However, the 
modal time constants are equal in CSN denervated cats and in cats with in­
tact sinus nerves (32 s vs 40 s and 30 s vs 40 s respectively). An effect 
of cutting the sinus nerve on τ could not be demonstrated. 
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Table 3.3c 
Paired comparison within cats of time constants of on- and off-transients in 
sinus nerve intact and cut condition using Ml or M2. The effect of cutting 
the sinus nerve was also investigated. In brackets number of comparisons be­
tween representative pairs of data from 16 cats (including those used in 
Table 3.3a). Indicated p's are two-tailed (Wilcoxon matched-pairs signed-
ranks test). 
Sinus 
nerve 
intact 
Sinus 
nerve 
cut 
Sinus 
intact 
to 
sinus 
cut 
Off transients 
M2 •* M2 
0.691(15) 
M2+ Ml 
0.272(14) 
0.733(15) 
On transients 
M2 ->- M2 
0.820(16) 
M2 -+ Ml 
0.733(15) 
0.820(15) 
Off to on 
Ml ->- Ml 
0.0168(16) 
0.180(14) 
M2 + M2 
0.0308(16) 
0.352(15) 
2) Central time constant (τ, and τ ) 
a
·
 τ2 
The results of the estimation of the time constants are listed in Table 3.4a. 
The upper two lines give the mean results for all experimental runs. A num­
ber of down-step (4 out of 14 in case of model 3) experiments yielded re­
latively large time constants (τ = 250 s). This greatly increased the mean 
values and deviations, but did not change the modes. The up-step and down-
step modes are equal. Also the Wilcoxon test could not show any significant 
difference between the up-step and down-step experiments (P > .05) for all 
models. 
Models 2 and 3 fit about equally well when comparing the magnitude of the 
residual error per degree of freedom. They both fit significantly better 
than model 1 (P < .01) exept model 2 for up-step experiments (Table 3.4b). 
To discriminate between model 2 and 3 we inspected the distribution in time 
of the residual error by dividing the model response by the measured response 
(М/Д in Fig. З.ЗЪ and 3.3c). It was found that for model 3 this signal 
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Table 3.4a 
Time constants, found by fitting neural tidal volume V to either pH or Ρ using models 1, 2 and 3 
or 2 respectively. Only runs yielding τ < 300 s were analysed. On-transients (xt) and off-transients (τ+) 
are analysed separately. The mean results and modes of all runs are listed in the upper part of the table. 
The mean on- and off-transient time constant for each cat and each model are compared by a Wilcoxon matched-
pairs signed-ranks test (lower part). 
TIME CONSTANT pH C S F + V ^ (τ2) 
\ 
с 
ев 
tu 
e 
ai 
•α 
-и 
π) 
о 
•α 
m 
и 
•и 
я 
о. 
τ < 300 
τΐ- + S.D. (Ν) 
τ+ + S.D. (Ν) 
mt 
m+ 
•ut < τ + 
Ρ 
Tt + S.D. (Ν) 
7+ + S.D. (Ν) 
model 1 
36 + 23 (20) 
65 + 45 (24) 
= 20 
= 30 
7 out 12 cats 
> 5% 
52 + 42 (12) 
71 + 45 (12) 
model 2 
25 + 17 (15) 
60 + 78 (14) 
= 20 
= 20 
6 out 7 cats 
> 5% 
2 2 + 9 (7) 
80 + 89 (7) 
model 3 
53 + 35 (20) 
89 + 74 (14) 
= 50 
= 50 
6 out 9 cats 
> 5% 
50 + 25 (9) 
90 + 65 (9) 
Ρ •+ V (τ ) ET,C02 Τ,Ν ^З' 
model 2 
101 + 42 (23) 
127+63 (16) 
= 80 
= 80 
6 out 11 cats 
> 5% 
EXP. 820.014 SX, VX 
Δ PE C02 : 
(kPi) 0 
ΔρΗ 
M 1 /ΔρΗ 
M 2/âpH 
Г =62.9 • 
Fig. 3.3a: Response of medullary pH to a (double) step decrease in Ρ 
(the same experiment as in Fig. 3.2). The model responses M. ' 2 
and M 9 are divided by the actual response for visual inspection 
of the model fit. 
was more evenly distributed around the identity line than for model 2. 
So it was decided to accept model 3 as the best description of our results. 
Since no significant difference between the up-step and down-step experi-
•nents were found, all results can be treated as one group. The mean time 
constant thus found with model 3 is 68 + 56 s and the mode is about 50 s. 
b. τ, 
When fitting the ventilatory response to P E T c o using model 2 (Fig. 3.3c) 
we also found no significant difference in the up-step and down-step exper­
iments (Table 3.4a). So the two groups can be put together yielding a mean 
time constant of 112 + 52 s and a mode of about 80 s. 
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Table 3.4b 
The goodness of fit (mean residual error per degree of freedom) of the fit 
of V to pHp.p using models I, 2 and 3 is shown in the upper part of the 
table for runs that have been analysed with all three models (triple). 
Models 2 and 3 fit equally well and fit better than model 1, both for up-
steps and down-steps. In the lower part of the table the models are compared 
one-to-one by the Wilcoxon matched-pairs signed-ranks test, permitting more 
runs to be used for the comparison. In this comparison model 3 performs 
better than model 2. 
\ 
0) 
t—1 
a. 
•a 
QJ 
U 
•H 
P. 
ERROR ANALYSIS MODEL FIT pH E C F 
τ < 300 
τ = R/D.F. 
S.D. 
Ν 
r2 < rl 
r3 < r 2 
r 3 < r i 
->· V 
Τ,Ν 
down steps 
MI 
7.6 
5.7 
M2 
6.8 
5.8 
8 
9 out 13 runs 
Ρ < 1% 
4 out 8 runs 
Ρ > 5% 
10 out 13 runs 
Ρ < 1% 
Μ3 
6.8 
5.8 
up steps 
Ml 
7.33 
5.07 
M2 
6.40 
4.66 
11 
7 out 12 runs 
Ρ > 5% 
8 out 11 runs 
Ρ > 5% 
14 out 17 runs 
Ρ < 1% 
M3 
6.37 
3.80 
Discussion 
EÍÍ_™52sureinent 
The technique of ventral medullary pH measurement using a pH electrode 
with a flat pH sensitive surface is based mainly on the existence of open 
connections between the interstitial space and the subarachnoidal space 
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EXP 820 014 SX.VX 
i pH 
«VT,N 
"l/»vT,N 
M2/âVT>N 
as. 
2 
"з/» т,м 
y ^ ^ v n ^ j ^ i ^ ^ -
RJ 
Г =25.2 ι 
7"=182.7 s 
Fig. 3.3b: Response of the integrated phrenic nerve activity ΔΥχ
 N to a 
change in pH at the medullary surface following a double down-
step in Ρ (the same experimental run as Fig. 3.3a). 
The model responses M ) , M2, and M3 are divided by the actual 
response ^ ц for visual inspection of the quality of the model 
fit. 
(Dermietzel, 1976): the pial membrane does not act as a diffusion barrier 
for the normal constituents of ECF and CSF. 
Our experience is that stable and reproducable readings are obtained by 
careful positioning and balancing the electrode. Because the pH meter we used 
had an isolated input, we did not have ground loop problems. Hence, we did 
not meet troubles with changes of the in vivo mV/pH slope, which was the 
A7 
EXP. 820.014 S X,VX 
ΔΡ. 
"coa 
. . О- •—f 1 1 » t i t 1 1-
("*) ^ 
- 1 1 — t 1 » 1 I 1 1 1 
UVT.N 
Ma 
Μ2/Δν
τ > Ν 
as
1 
Γ = 12β· 
fi J^bA/ î - v^yv^ 
Fig. 3.3c: ( Д Р
Е Т ) С 0 2 - AV T > N) 
Response of the integrated phrenic nerve activity AVj м (second 
tracing) to a double down-step in Ρ _ (same experiment as in 
Fig.3.3b). The model response M2 (third tracing) is divided by 
the actual response for visual inspection of the quality of the 
fit. 
same as the in vitro slope. 
The small differences between the in vitro (samples) and in vivo pH 
values can be explained by the small temperature deviations of the medullary 
surface (between 35-37 C; blood gas analyzer set at 38 C). 
Nature_of_fl.uid_investigated 
If the measured pH plays a significant role in respiratory regulation 
then at least it has to change fast enough to account for observed changes 
in ventilation. From the data in Table 3.2 we conclude that the observed 
pH-response delays meet this criterion. In fact, in CSN denervated cats, 
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the start of the observed changes in V was found to precede the start of 
pH change only in I out of 64 cases. In 10 runs, however, there was a small 
delay (between 2 and 5 seconds) between ΔρΗ and Д . In most cases (53 out 
Τ, N 
of 64) there was no demonstrable delay between the two responses. So clearly, 
there is a difference between our ECF measurements and those in CSF of 
Lambertsen et al. (1965), Loeschcke and Sugioka (1969) and Cragg et al.(1977). 
In many of their cases (depending on the site of the electrode) the pH re­
sponse delays after Pa changes have shown to be longer and even to exceed 
the ventilatory delays, fbambertsen et al., 1965; Loeschcke and Sugioka, 1969; 
Cragg et al., 1977). Also important with reference to the above criteria is 
our finding that during the transients, at any moment, pH is closer to its 
new steady state than is V . Therefore, the measured pH changes can act 
as input to the ventilatory controller. This does not apply to pH changes 
in the CSF in comparable conditions (Lambertsen et al., 1965). The fact 
per se that the observed pH time constants are small (about 40 s) is a clear 
indication that we measured in a fluid distinctly different from the bulk 
CSF: the time constant in CSF by several authors has shown to be much longer 
(several minutes) (Lambertsen et al., 1965; Loeschcke and Sugioka, 1969; 
Loeschcke and Ahmad, 1980). 
The above arguments are sufficient indications to us that the fluid in­
vestigated is ECF. So we assume to have measured pH changes that are re­
presentative for changes in the ventilatory stimulus (H ) in the fluid sur­
rounding the central chemoreceptors. 
Resgonse_dela2S 
A) pH-™ response delay. 
The pH response delay after end-tidal C0„-forcing was found to be be-
ECF λ 
tween 7-8 s in all but 10 cases, in which the delay exceeded 10 s (13 s was 
the maximum). In these cases, however, the analysis of the dynamic response 
revealed a large time constant (> 300 s) as well, and hence these runs were 
discarded. 
There are several arguments in favour of the circulatory origin of the 
response delay: 
I. A 7-8 s lung to jugular bulb circulation time agrees reasonably well with 
a measured lung to carotid artery delay of 6 s in cats, reported in the 
literature (Nims and Marshall, 1938; Purves, 1966). A difference of 1-2 s 
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between the circulation times to the carotid bodies and the central chemo-
receptors in cats is comparable with the known difference in humans of about 
4 s (Kuhn, 1962; Miller et al., 197A). 
2. The same or comparable delay times have been reported for another brain 
region (cortex) (Cragg et al., 1977; Ahmad and Loeschcke, 1978). 
3. In cats with intact sinus nerves, we could demonstrate a significant 
shorter delay when the average initial CBF-level was higher, just before a 
Pa down-step. The CBF-response to Pa changes is too slow to change the 
delays (Chapter 2). In CSN denervated cats, however, this 
difference did not become manifest in a shortening of the down-step delays. 
This was probably due to a less pronounced difference in initial CBF-levels. 
4. It should be born in mind that time lags caused by a so-called slow 
equilibration of the CO. dehydration reaction in the cerebral interstitial 
fluid, as suggested by Natsui et al. (1980), do not exist. There is ample 
evidence for the presence of carbonic anhydrase in glial cells, as well as 
in the choroid plexus (Giacobini, 1962; Maren, 1979), and for a fast bi-
carbonate chloride exchange between ECF and the intracellular fluid (Ahmad 
et al., 1978; Loeschcke and Ahmad, 1980). 
In conclusion, the time lag between a change in Pa and an associated 
change in pH^p-, in the brainstem, is determined solely by a circulatory 
delay. 
B) Phrenic nerve response delay. 
From Table 3.2 it is obvious that the phrenic nerve response delay in CS^ 
denervated cats is longer than in cats with intact sinus nerves. The differ-
ence in the delay within cats before and after peripheral deafferentation 
as found in the present experiments (about 2-3 s) is comparable with a delay 
difference of 4 s found in dogs (Berger et al., 1973) and is small enough to 
attribute it to a circulatory delay difference to the carotid body and to 
the brainstem (see above). The response lags of about 7-8 s in CSN denervated 
cats found by us, agree well with those found by Ahmad et al. (1976; 1978) 
and by De Goede and Berkenbosch (personal communication). The difference be-
tween the phrenic nerve response delays in our cats and those reported by 
Borison and McCarthy (1973) and by Natsui et al. (1980), could be due to a 
difference in methods used to estimate the response lag. 
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Time constants 
^
Р
Е Т , С 0 2 " Р
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The pH response pattern in the brainstem after changes in Ρ can bLr ETfLO-
be described by a non-linear first order differential equation. 
Because generation of an ideal Pa step in the brainstem is impossible 
2 
with our experimental set-up, the actual Ρ signal was used in the para­
ti, CO« 
meter estimation procedure (see Methods). Therefore, the calculated values 
of τ and g can be considered as accurate estimations of the model parameters. 
The time constants found by us cannot be compared with those in cisternal 
CSF measured by Lambertsen et al. (1965) and Loeschcke and Sugioka (1969). 
However, the latter authors also found fast pH responses in CSF at the sur­
face of the choroid plexus of the fourth ventricle, very close to the regions 
of central chemosensitivity. The modal time constants reported here, about 
30 s for CO. off-transients and 40 s for on-transients, are in good agree­
ment with those reported by Loeschcke and Ahmad (1980) and Ahmad et al. 
(1977), who used a comparable techniaue. Although they (Loeschcke and Ahmad, 
1980) reported a mean time constant of 42.9 s for on-transients and 39.6 s 
for off-transients (9 experiments in three spontaneously breathing cats), 
they did not interpret this as an asymmetric transient response. 
Analyzing the physical-chemical events behind the dynamic pH changes, in 
our opinion one should conclude that, again as with the pH response delays, 
diffusional limitations and lags caused by slow chemical equilibration are 
unimportant. This is supported by the following arguments: 
A) Owing to the fast HC0,/C1 shift across the glial membrane (Ahmad et al., 
1976; 1978; Loeschcke and Ahmad, 1980) and to the presence of intracellular 
(glial) carbonic anhydrase (Giacobini, 1962) a very fast chemical equilibrium 
in the ECF is established. 
B) The capillary density in the brain stem is very high: the mean distance 
between neighbouring capillaries has been estimated to be 40 ym (Lierse, 
1961). CO. diffusion equilibrium is established within a few seconds, where­
as we found a time constant as large as 40 s. This means that the pH dynam­
ics are perfusion limited and so are equal anywhere within the brain stem. 
This makes a non uniform dynamic pH response within the brainstem, as sug­
gested by Gelfand and Lambertsen (1973), highly unlikely. 
C) The view that cerebral gas exchange over a wide range of CBF is not dif­
fusion limited is also confirmed by experiments on dog brain of Ohta and 
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Farhi (1979) who showed equal wash-out rates for argon and methane. 
The difference in time constants between on- and off-transients was ob­
vious in cats with intact sinus nerves. This asymmetry is possibly related 
to the increased CBF levels at the onset of down-steps compared with up-
steps. The decreased difference in CBF in CSN denervated cats could then be 
responsible for the less evident difference in time constants of off- and 
on-transients. However, modal time constants are equal in either cases (Table 
3.3a). 
From our results it can not be stated that τ is only simply inversely re­
lated to the prevailing CBF at the start of the transients: τ should be ex­
pected also to depend on the buffer capacity (dC/dP) of the blood (Chapter 
4). The CBF response per se also cannot play a role in the determination of 
τ.: this response is not instantaneous and has a time constant varying from 
41 to 339 s (Chapter 2), too slow to influence the pH time constant. 
In conclusion, our experiments show a dynamic pH response with modal time 
constants of 30 s (down-steps) and 40 s (up-steps). We believe that the buf­
fering capacity against CO, of brain and blood and perfusional limitations 
are important in determining τ and that diffusional limitations play no 
role. Therefore, the existence of different anatomical categories of central 
chemoreceptors with very distinct features as to the dynamic changes in their 
chemical environment, as suggested by Gelfand and Lambertsen (1973), seems 
very unlikely to us. 
2. Central neural time contant: pH -»• V (т.). 
' CiL·" J. J IN ¿-
We measured the central chemical stimulus (pH ) and used it in the para-
meter estimation procedure. 
To our knowledge the quantitative description of a pure independent neuron-
al respiratory central time constant in CSN denervated cats, has not been 
made by others. 
Of the three models tested, the phrenic nerve response is described best 
by model 3 (see Methods), which yields a larger modal time constant than 
model 1 and model 2. But, owing to the phasic sensitivity of model 3, a fast 
response rate is possible: the response of model 3 contains an instantaneous 
component, independent of the time constant. The time course of this in-
stantaneous component can never be faster than the time course of the pH 
(τ = 40 s). So the dual response found by Gelfand and Lambertsen (1973) and 
Milhorn and Reynolds (1976) must be due to analyzing artifacts. 
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Model 3 also has been used by us in the description of the phrenic nerve 
response to electrical sinus nerve stimulation (Chapter 5). The fact that 
in both cases (central and peripheral stimulation) the response can be des-
cribed by the same model, could be due to a similar central processing of 
peripheral and central input. However, in the present experiments, we found 
no evidence of afterdischarge: the on- and off-transients are symmetrical, 
but the phasic sensitivity remained. This symmetrical behaviour possibly 
was caused by a too slow time course of the pH on- and off-transients. A 
similar phrenic nerve response, without asymmetry was also found by Schläfke 
and Loeschcke (1967) after blocking and unblocking of central chemoreceptor 
input by alternately (relatively slow) cooling and warming of area S. How-
ever, electrical stimulation of area M as shown by Loeschcke et al. (1970) 
resulted in a clear afterdischarge. Additionally it should be mentioned that 
our experiments are carried out in hypercapnia, in which condition the after-
discharge is less clearly discernable and even can disappear (Eldridge,1981 ; 
(Chapter 5). 
3. Overall central time constant: Ρ ->- V (τ·ι) 
To be able to compare our results with those of others, we also determined 
the overall central time constant (mean 112 s, mode ^ 80 s). As to the exper­
imental and analyzing techniques, our results are compared best with those 
of Daubenspeck (1973). Using a linear model he found a mean time constant of 
112 s. Borison and McCarthy (1973) found a mean overall central response half 
time of 28.6 s, but greatly underestimated their T|, due to an inproper 
analyzing technique (Swanson and Bellville, 1975). In humans, Gelfand and 
Lambertsen (1973) found an overall central time constant of about 107 s 
(mean). Swanson and Bellville (1975) found 75 s (on-transient) and 138 s 
(off-transient). More recently they found (Bellville et al., 1979), in 
chAuwicalZij carotid body resected subjects 390 s (on- and off-transients 
together). 
In most studies cited, the mean time constants are not distributed Gaus­
sian. The mean time constant therefore is not representative for the actual 
time constant. So, to facilitate comparison of different studies, it should 
be recommended also to report the modal time constants. 
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Final conclusions 
All previous efforts to link the dynamic ventilatory response implicitly 
to dynamic changes in Pa , Pv , CBF or pH___,___.. have not succeeded. 
CU« ^ 9 ECr ^ CSF) 
In our opinion this could be caused by neglecting the dynamic characteristics 
of the respiratory controller, namely the existence of a neurally mediated 
central time constant. 
In determining the dynamic ventilatory response after Pa changes we 
have shown this central time constant (= 50 s) to be about equally important 
as pH „ dynamics (τ 30-40 s). The topography of the central chemoreceptors, 
refered to as their functional location relative to blood or CSF, in our 
opinion is irrelevant in this situation, because the medullary pH dynamics 
are perfusion limited and hence are the same throughout the brainstem. So 
we agree with Cragg et al. (1977) that the central chemoreceptors could lie 
anywhere in the medulla. However, we have come to this view for just opposite 
reasons, namely the uniform pH response to Pa changes. However, on 
ECF ^^т 
account of the ample experimental evidence, the iupOA^-tCACii location of the 
central chemoreceptors is very likely (Mitchell et al., 1963b; Loeschcke et 
al., 1970; Schlafke et al., 1970). 
In addition, in our opinion it is not necessary to explain our results and 
those of others by assuming the participation of a putative second anatomical 
category of central chemoreceptors to the dynamic ventilatory response to 
Pa
c o
 changes. 
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C H A P T E R 4 
THEORETICAL ASSESSMENT OF THE pH DYNAMICS IN THE BRAIN TISSUE 
Introduction 
In the previous chapter the dynamics of the pfL.-« in the brainstem were 
investigated experimentally. In peripherally intact cats the mean time con­
stants of the on- and off-transients were found to be significantly different 
(45 s vs 35 s). This difference became less pronounced in peripherally de-
nervated cats (44 s vs 38 s). It was concluded in the previous chapter that 
the dynamics of the overall central response are greatly determined by the 
dynamics of the medullary plL, , which is the central input to the respi­
ratory controller. Since the brain tissue contains carbonic anhydrase (Gia­
cobini, 1962) the pIL,,™ dynamics and the tissue Ρ dynamics will be iden-
tical. 
The Ρ„- dynamics are determined by two processes: 1) the diffusion of 
2 
CO» within the tissue and 2) the supply (removal) of CO, by the blood (per­
fusion). If diffusion plays the more determinant role (the diffusion limited 
situation), there will be Ρ gradients in the tissue (non-homogenous Ρ ) 
and the Ρ„- dynamics at a certain point within the tissue (viz a chemo-
2 
receptor) may depend upon the location of that point (non-homogenous 
dynamics). If perfusion is the more determinant process (the perfusion limit­
ed situation), the Ρ in the tissue will be homogenous as will be the Ρ 
OU- CO-
dynamics. In the latter case the location of the chemoreceptors is of no 
importance. 
In this chapter the dynamics of the diffusion limited situation and the 
perfusion limited situation will be compared. It will be concluded that the 
results of chapter 3 cannot be explained by the diffusion limited situation 
but instead can very well be explained by the perfusion limited situation. 
The diffusion limited situation 
The mean capillary distance in the tissue of the brainstem is about 50 ym 
(Lierse, 1961). Now suppose the capillaries are lying parallel to one an­
other and are arranged in parallel planes 50 ym apart. Thus, the tissue is 
built up from identical slices 50 μιη thick and separated by the capillaries. 
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The dynamics of the diffusion process can now be estimated by studying only 
one slice, bounded by two parallel planes. Because of the boundery conditions 
one plane is impermeable to CO. and Η , the other plane is in contact with 
the blood. When there is an increase in Pa , CO diffuses into the slice. 
The dynamics of this process are determined by the characteristic time 
(estimate of the time constant). The characteristic time τ is determined 
by the diffusion coefficient D and the dimensions of the body (characteristic 
—5 2 length). The diffusion coefficient of CO. in brain tissue is D = 1.10 cm . 
-1 .. 
s (Siesjo and Thews, 1962). The characteristic length 1 is the thickness 
of the slice (mean capillary distance): 1 = 50 ym. The characteristic time 
for loading the brain tissue by diffusion then is (Hardt, 1981) 
,2 
2.5 s (1) 
This characteristic time is one order of magnitude smaller than the exper­
imentally found time constant (= 40 s). Hence diffusion can not play any 
significant role in determining the pH dynamics in the brainstem. 
The perfusion limited situation 
Now the Ρ dynamics will be determined for brain tissue in which there 
is instantaneous diffusion equilibration (τ = 0 ) . To this end first the 
arterio-venous difference in Ρ (ΔΡ) will be estimated. 
2 
When a blood flow Q perfusing a certain volume of tissue takes up an amount 
of U mmol.s of CO., then ΔΡ can be estimated by 
U = Q(Cv - Ca) = Q.AC = Q -~ ΔΡ 
ΔΡ dCa 
(2) 
(3) 
dP 
Q(Pa) 
Pa,Ca Pv,Cv 
Fig. 4.1: The loading of blood flow Q(Pa) with U mmol.s CO 
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Ac 
Ca is the total CO contents of the arterial blood, -j^ is the CO. buffering 
· dea . 
capacity of stagnant blood and Q.—Τρ is defined here as the dynamic CO. buf­
fering capacity of the flowing arterial blood. Since the CO.-binding curve 
C(P) is rather smooth, the above approximation is allowed (appendix B). 
In order to calculate ΔΡ, both Q(P) and C(P) must be known. Q(P) has been 
measured in the vertebral artery as reported in chapter 2. However, we did 
not investigate the dependence of the perfusion on Pa at extreme levels of 
2 
Pa . Therefore, the equation of Reivich (1964), modified to fit our measure-
2 
ments, will be used. This equation includes the saturation at high levels of 
P a
co · 
Q(P)= 20.9 + 1 .'47 χ 92.8 1.10570.exp(-5.251 log(P-15)) ml.min P>15 mmHg (4a) 
Q(P) = 20.9 ml.min P<15 mmHg (4b) 
The curve has been shifted to the right over 15 mmHg and the saturation level 
has been increased 1.47 times (Fig. 4.4). 
The CO.-binding curve can be described by (appendix B) 
P = - , . 7 4 C C 0 2 + . 2 2 8 C C 0 2 P>15 mmHg (5) 
At steady state the amount of CO, picked up by the blood (U) is equal to the 
amount of CO. generated by the tissue (metabolism M) that is being perfused 
by the flow Q; U=M. It is assumed that the metabolism does not depend on 
Pa in the range of Pa considered here. To circumvent calibration prob-
СОл 9 
lems ΔΡ is calculated as a percentage of ΔΡ at Pa = 40 mmHg (5.3 kPa) 
L U 2 
Fig. 4.2: The calculated relative arterio-venous difference in P
r
 (solid 
line) and the experimental results of Pontén and Siesjo 2 (1966) 
(asterisks). 
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(ΔΡ ) using Eq. (3), (4a), (4Ъ) and (5). The calculated ΔΡ closely fits 
the ΔΡ as measured by Pontén and Siesjö (1966), demonstrating the validity 
of the approximation. Usually the CO -binding curve is approximated by a 
straight line (-^  = constant). Since Q may change by a factor of 5, ΔΡ would 
also change by a factor of 5. This, however, is not the case. As demonstrated 
experimentally by Siesjö and Pontén, above Pa = 55 mmHg (7 kPa), ΔΡ re-
mains fairly constant at about 50% of the control value at Pa = 40 mmHg 
2 (5.3 kPa). This is also predicted by Eq. (3). The measurements of Pontén 
and Siesjö can be used to calibrate Eq. (3): ΔΡ = ΔΡ(40) = 11 mmHg. The 
initial rise in ΔΡ is caused by the decrease in CO« buffering capacity of the 
blood. This increase also is reported by Pelligrino and Dempsey (1977). 
Above Pa
r n
 - 20 mmHg (2.6 kPa) the loss of buffering capacity is compensated 
by the increase in perfusion. The approximation (3) will now be used to 
assess the dynamics of the perfusion limited situation. 
Consider a certain volume V of brain tissue with metabolism M. The tissue 
is considered homogenous with respect to Ρ (Pt) (instant mixing). 
.2 . . . 
CO« diffuses out of the tissue into the capillaries. The driving gradient is 
defined here as the tissue Ρ minus the mean capillary Ρ (Pc). The 
CU,- 9 
amount of C0_ diffusing into the blood is taken proportional to this gradient. 
U = K(Pt - Pc) 
and by using (5) we find 
Pa+Pv 
Pc Pa + J ΔΡ = Pa + ^  idCa 
"
i_dP 
(6) 
(7) 
V.M.Pt.Ct 
Q(Pa) 
U = K(Pt - Pc) 
Pa Pc Pa + ΔΡ 
Fig. 4.3: Schematic diagram of a volume V of tissue perfused by flow Q(Pa), 
The tissue is considered instantly mixed. 
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At steady state, with U=M, this yields 
Pt
 =
pa +
 » -¡m +1 -Pc + 1 ( 8 > 
Q
~dP 
M 
This equals the empencal equation of Ponten and Siesjo (1966) with — = 
M 1 mmHg. Thus, we can use this equivalence to calibrate K, and set — = 1 mmHg. 
К 
From (8) it can be infered that, without the CBF-control, the tissue Ρ 
2 
would increase considerably due to the increase in ΔΡ because of the loss of 
dCa buffering capacity -τη of the blood at increasing levels of Pa . However, 
since there is CBF-control, the tissue Ρ remains closely linked to the 
arterial P ^ . 
During transients we have the additional equation 
Combining (6), (7), and (9) yields 
„ ^ V dCt ,. . К . dPt M ., . К . „ .,.. 
Pt +
 K^P (1+ *¿dGa>-dF =K (I+ Ьщ! a (,0) 
Q
 dP Q dP 
This differential equation describes the time course of the tissue P.. fol-
2 
lowing changes in Pa . The (not so constant) time constant of this equation 
is 
τ
Β = ic-^p (1 + і ТШ> (lla) 
4
 dP 
Now a numerical value of τ will be calculated, first at steady state con­
ti 
ditions with Pa = 50 mmHg (6.7 kPa). Since the tissue volume V has some 
arbitrary value, Eq. (11a) will be rewritten in known ratios. 
n ( 5 0 ) — 
B
 Q(35) Q(50) K M M Q ^ f 
At Pa = 35 mmHg the perfusion per weight is 0.35 ml.min .g (Heistad et 
2 -1 
al., 1978). The specific gravity of brain tissue is 1.0 g.ml (Tornheim and 
McLaurin, 1978), so the perfusion per volume can be set at Q(35)/V = 0.35 
-1 ' 
min . Q(35)/Q(50) can be calculated from (4): Q(35)/Q(50) = .597. The tissue/ 
blood partition coefficient is λ = 0.7 (see appendix B). Because Pt is so 
6A 
400 
dCa 
dP 
300 
200 
Ю0 
1! 0 (mmHg) 
20 (кРа) 
Fig. 4.4: The perfusion Q (Eq. 4) and the CO buffering capacity ^ - as per­
centage of their value at Pa =40 mmHg. Q changes slowly and 
¿Ca , . _
 tl
 L U2 
—jrr· changes instantly. 
closely linked to Pa , with little error we can say 
CO 
Q(50) dCt _ Q(50) dCa
 = 0.7 
M ' dP ' M ' dP ΔΡ(50) (12) 
From Fig. 4.2 and Pontén and Siesjö (1966) we have ΔΡ(50) = 8.8 mmHg and ^ 
К 
= 1 mmHg. Together this yields a time constant of ι = 44 s. This is close to 
Б 
the measured values reported in chapter 3 (τ+ = 38 s, τ+ = 44 s, CSN-dener-
vated). 
dCa 
When Pa changes during a transient only the buffering capacity — ^ 
2 * dCt 
changes instantly while Q and —75· only change slowly in (11a). In case of 
a Pa up-step from 50 mmHg (6.7 кРа) to 60 mmHg (8.0 кРа) ^ i will de-
^U- dP 
crease 8% and in the first instance τ will increase from 44 s to 47 s (Fig. 
4.4). This increase in τ will be partly compensated when the perfusion Q 
slowly reaches its new steady state level. In the case of a down-step in 
Pa
c o
 from SO mmHg (6.7 кРа) to 40 mmHg (5.3 кРа), -j|· increases 11%. So 
in the first instance τ,, will decrease from 44 s to 40 s. The difference be-
tween the up-step time constant and the down-step time constant is approx-
d^Ca 
imately proportional to r·. So the difference becomes smaller at increased 
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levels of Pa , in accordance with the experimental findings. 
Conclusions 
It can be concluded that the response of the pH-™ in the brainstem to 
changes in Pa is very well described by a perfusion limited homogenous 
2 
tissue compartment, incorporating both CBF-control and the CO.-binding curve. 
The time constant does not depend strongly on the Pa . It does depend, 
2 however, on the direction of the change in Pa . This cannot be explained 
V 2 
by simpler models stating τ = — . The characteristic time of the diffusion 
. . . . . Q 
limited situation is one order of magnitude too small, 
The dynamics of the perfusion limited tissue compartment are largely 
• dea determined by the dynamic buffering capacity Q —jp- . The static buffering 
dCa . " 
capacity , can change instantly, whereas Q cannot (chapter 2). This ex­
plains the difference in the time constants of the on- and off-transients. 
The perfusion limited model also explains the results reported by Pontén 
and Siesjïï (1966), again making use of the dynamic buffering capacity Q —75·· 
Thus the brainstem may be considered homogenous with respect to the pH 
and the pH dynamics. Hence, the location of the chemoreceptors is of no 
importance. 
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C H A P T E R 5 
PHRENIC NERVE AFTERDISCHARGE AFTER ELECTRICAL STIMULATION OF THE CAROTID SINUS 
NERVE IN CATS * 
A.Vis, H.Folgering 
Introduction 
After abrupt cessation of continuously stimulating ventilation, ventila­
tion does not decrease instantly. After an initial drop, ventilation slowly 
decays to a new steady-state level. Eldridge and co-workers have explicitly 
investigated this phenomenon (afterdischarge) in cats (Eldridge, 1973; 1980; 
Eldridge and Gill-Kumar, 1980). In man, afterdischarge has been reported by 
Swanson et al. (1976). Patients suffering from hyperventilation show this 
phenomenon excessively. Many of these patients have a chronically lowered 
arterial Ρ . After 1 minute voluntary hyperventilation, return to initial 
ventilation takes much more time than in normal subjects. Apparently in these 
hypocapnic patients, the afterdischarge is prolonged substantially (Folgering 
and Colla, 1978). Hence the purpose of this study is to investigate the de­
pendence of the afterdischarge on arterial Ρ and Ρ by electrically stim-
2 2 
ulating the carotid sinus nerve (CSN). Furthermore, this study is of interest 
in a more general sense. In this experiment only one input of the multi-
input respiratory controller is excited with a perfect step-input. From an 
engineering point of view this is an ideal set-up. Because the tidal volume 
and its time course are most easily accessable during patient monitoring, the 
tidal volume instead of minute ventilation was analysed. The tidal volume was 
estimated from the integrated phrenic nerve activity (IPNA). 
As described by Eldridge (1973, 1980) the response of the amplitude of 
the IPNA during continuous stimulation of the CSN can be characterized by 
four features: 1. A rapid increase at the onset of stimulation; 2. A slow 
and small additional increase during stimulation; 3. A rapid fall (drop) at 
cessation of stimulation and; 4. A slowly decaying afterdischarge. 
The magnitude of the afterdischarge is defined here as the amount of ad-
Accepted for publication by Respiration Physiology (1981). 
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ditional IPNA above resting level. Only the down going response was studied 
in more detail. The dependence of the drop, magnitude and time course of the 
afterdischarge on blood gas values, duration of stimulation and vagotomy was 
investigated, repeating Eldridge's experiments. 
Our finding in hyperventilating, hypocapnic patients who have a severely 
prolonged "afterdischarge" seemed to contradict Eldridge's results in cats. 
In the hyperventilating patients the alertness is very high. So in addition 
we tried to assess the importance of this factor by changing the depth of 
anesthesia. 
Materials and methods 
Experiments were performed on 13 mongrel cats of either sex weighing 2.5-
4 kg. After premedication with ketamine 25 mg i.т., they were anaesthetized 
with chloralose-urethane 50 and 250 mg/kg i.v. and paralysed with pancuro-
niumbromide. They were put in a supine position on a heating pad controlled 
by a rectal thermostat set at 38 C. The trachea was cannulated and con­
nected to a respiratory system in which end-tidal Ρ and Ρ can be kept 
2 2 
constant (Smolders et al., 1977). The femoral artery was cannulated for mea­
suring the blood pressure and taking blood samples for blood gas analysis. 
Blood samples were analysed every 2 hours and base-excess corrected if nec­
essary with sodium bicarbonate. The femoral vein was cannulated for adminis­
tering drugs. The phrenic nerve was dissected in the neck, cut, desheathed 
and placed on bipolar platinum recording electrodes. The left CSN was dis­
sected near the carotid body and placed on bipolar platinum stimulating 
electrodes. Both the stimulating and recording electrodes were submerged in 
paraffin oil. Both vagi were exposed and prepared for cutting at some time 
during the experiment. 
5ïESEiîïËiïtai Procedure 
The CSN was stimulated with a train of square-wave pulses of 25 Hz, pulse 
width 2.5 ms, train duration 15 s or 60 s. The stimulating voltage was ad-
justed once at the beginning of the experiment to produce a clear response 
(1.5-3 V). The ventilator was set to produce an apnea in normoxia and ven-
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tilation was then kept constant throughout the experiment. Ρ was in-
creased step-wise by increasing inspiratory Ρ . When a steady state was 
reached, a 15 s and a 60 s stimulus was given. After this sequence Ρ 
ET,CO« 
was set at about 4 kPa (30 mmHg) and Ρ - was changed step-wise. In 9 
bl,U. 
cats this was done only with both vagi cut. In 4 cats this procedure was 
executed both with vagi intact and vagi cut. In 2 of these experiments only 
60 s stimuli were given. At the end of these 2 experiments the depths of the 
anaesthesia was increased by additional doses of 50 mg/kg chloralose and 250 
mg/kg urethane i.v. to investigate the influence of anaesthesia. The exper­
iments were grouped in four categories according to stimulus duration and 
status of the vagi; A: 15 s and vagotomy, B: 60 s and vagotomy, C: 60 s, 
intact, and D: 15s, intact. 
Data analysis 
The phrenic nerve signal was amplified, filtered (80-15000 Hz), rectified 
and integrated over 40 ms periods. The signal thus obtained (Integrated 
Phrenic Nerve Activity: IPNA) represents the respiratory activity (Smolders 
et al., 1975). The IPNA is sampl'ed by a computer for further analysis at a 
rate of 25 s . The IPNA is smoothed using a 5 point floating mean. From this 
signal a reference level is calculated interactively, as close to the base 
line as possible. The burst amplitudes F(i) (envelope of the IPNA signal) are 
determined using this reference level (Fig. 5.2). 
In a dynamic experiment it is common use to fit the data to a first order 
system as a first approximation. In case of an ideal step input such a system 
responds with a mono-exponential time course. Therefore, the magnitude of the 
afterdischarge F(i) - Р(ш) is fitted to a mono-exponential decay. Since the 
asymptote Fi«) depends upon the initial phrenic nerve activity and cannot be 
measured (t = <•>) , it is included as a parameter (D) to be estimated. 
F(i) - D - C e " t ( L ) / T (5.1) 
Below a certain level of Pa the oscillations come to a stop eventually. 
However, there still is tonic activity in the phrenic nerve that continues 
to decay, following the same pattern. So the asymptote D can be negative 
(subthreshold activity: Eldridge, 1980). The tonic decay was not included in 
the analysis. 
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Fig. 5.1: Experimental recording of a typical response of the phrenic nerve 
activity to electrical stimulation of the carotid sinus nerve 
(25 Hz, 1.5-3 Volt, square wave) in a ventilated and vagotomized 
cat. The response is characterized by a rapid rise followed by a 
slow increase during stimulation. When the stimulus is switched 
off there is a sudden drop in the phrenic nerve activity followed 
by a slow decay (afterdischarge). 
The parameters С (initial magnitude of afterdischarge), τ (time constant) 
and D (asymptote) were estimated using a least-squared error method. Times 
t(i) were taken at the mid-points of the phrenic nerve cycle. 
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STIM 
'CAL 
IPNA 
Fig. 5.2: The envelope F of the integrated phrenic nerve activity IPNA dur­
ing the afterdischarge is fitted to a mono-exponential decay. 
This is the same experiment as in Fig. 5.1. The bars on the time 
axis are 30 s apart. The time constant in this particular example 
is 30.15 s. Υ π is the mono-exponential decay as calculated from 
the estimated parameters. 
Results 
Two cats showed an abnormal respiratory pattern. No afterdischarge could 
be produced. Vagotomy had no influence on the respiratory pattern. These two 
experiments are not included in the analysis. 
ii._îÎSÊ_£2SS£§2£ 
The time constant could be measured only over a limited range of Ρ 
Below a certain level of Ρ 
ET,CO, 
ET,CO, 
there is no more rhythmic activity and no 
time constant is calculated. However, afterdischarge still is observed in 
the tonic IPNA, following the same decay pattern as the rhythmic activity. 
At elevated levels of Ρ (6-7 kPa, 45-52.5 mmHg) the amplitude of 
ET,Cu„ 
the afterdischarge [С in Eq. (1J] becomes too small to be detected. This is 
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Fig. 5.3a: The time constant of the afterdischarge versus end-tidal Ρ as 
measured in one cat during normoxia and with vagi intact. 2 
The standard deviation is shown on one side only.At elevated 
levels of Ρ the afterdischarge disappears. This is indicat­
ed by the poiAts2 just below the horizontal axis. At low levels 
of Ρ there is apnea and no time constant is determined. 
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f r - "T ш~Гі—Π 
PEXC02 < k P a> 
Fig . 5.3b: Same experiment as in Fig . 5.3a but with both vagi c u t . 
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Fig. 5.4: The time constant of the afterdischarge versus end-tidal PQ in 
the same experiment as in Fig. 5.3. 
At low levels of Ρ 
ET,CO, the afterdischarge disappears. 
Table 5.1 
The mean results τ and the standard deviation s grouped according to stimu­
lus duration and status of the vagi: Group A: stimulus duration 15 s, 
vagotomy; Group B: stimulus duration 60 s, vagotomy; Group C: stimulus 
duration 60 s, vagi intact; Group D: stimulus duration 15 s, vagi intact. 
Pg is the P-value of the unpaired Student's t-test between two groups. 
Pp is the P-value of the paired Student's t-test between corresponding 
elements in two groups. 
>-
Σ 
О 
§ 
I— 
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в 
N = 20 ^ 
ΐ = 39.3 
S = 17.1 
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S = 11.4 
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also true for low oxygen levels. There still is a small drop. The responses 
to the onset and cessation of stimulation are then symmetrical. In the graphs 
(5.3a,b and 5.4) this is indicated by points at the base line. In the range 
of blood gas values where the time constant can be accessed, the time con­
stant does not depend on Ρ
 n
 and Ρ . The mean results in normoxia 
are listed in Table 5.1. 
The mean results of the four groups are compared using a paired t-test. 
The results are also listed in Table 5.1. Unfortunately no corresponding data 
in groups A and D are available to perform such a test, so an unpaired t-
test is performed. There is no significant difference between the groups ex­
cept between A and D (unpaired t-test). This may be caused by the fact that 
no corresponding data are available. Also because group D comprises the re­
sults of 5 measurements in 2 cats, the intra-species differences may become 
important. 
After increasing the depth of anaesthesia during vagotomy, the amplitude 
of the IPNA decreases. However, the relative response pattern did not change 
significantly, neither did the time constant (τ = 45.3 +_ 23, N = 5 in 2 
cats). 
Ш EXP 734 
• EXP 737 
О EXP 73Θ 
VAGOTOMY 
НОЯМОХІА 
PET.COJ tW4 
Fig. 5.5: The relative magnitude of the afterdischarge R=C/C+D versus Ρ 
R goes to zero at elevated levels of end-tidal Ρ . Also in ' 2 
an absolute sense the magnitude goes to zero. 
This means that the afterdischarge disappears. 
C02 
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2. С and D 
To compare the results in different cats, the initial magnitude of the 
afterdischarge is expressed in a relative manner: R = C/(C+D). The relative 
magnitude diminishes with increasing Ρ (Fig.5.5). Also in an absolute 
sense, the magnitude diminishes. So, at elevated levels of Ρ (= 6 kPa 
LT,LU^ 
= 45 mmHg) the afterdischarge disappears. The afterdischarge also disappears 
at low oxygen levels (Fig. 5.5). 
3^_ϋΓΟ£ 
The relative drop in IPNA at the end of stimulation is defined here as the 
ratio of the amplitude of the first burst after cessation of stimulation and 
the last burst during stimulation (Fig. 5.6). Just as the amplitude of the 
afterdischarge, the drop diminishes with increasing Ρ 
and absolutely. 
ET, CO, , b o t h r e l a t i v e l y 
[ P H f , E N DROP=ñl=f2. 
-STIM (60S) Fi 
• EXP 733 
И EXP 734 
. EXP 737 
О EXP 738 
80-, 
DROP 
(%) 
60-
40-
20 
VAGUS INTACT 
NORMOXIA 
ι—Г 
~6 Í 8 
PET.C02 <kPa> 
Fig. 5.6: The initial drop of phrenic nerve activity at cessation of stim-
ulation versus P,,^  „„ . The drop becomes smaller at elevated levels 
of Ρ ET,CO, 
ET.CO. 
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Discussion 
In this study the neural tidal volume was analysed instead of neural 
minute ventilation. In three vagotomized cats the neural tidal volume was 
compared, breath by breath, with neural minute ventilation. No overall sig­
nificant difference in the relative time courses (percent of maximum change) 
of neural tidal volume and neural minute ventilation was found. However, 
small inconsistent differences were found in individual measurements. These 
differences were always found in the later part of the afterdischarge. The 
time constant is mainly determined by the first part of the afterdischarge. 
It is hardly effected by the differences in the later part. Because the time 
constants for neural tidal volume found in this study were not significantly 
different from the time constants for neural minute ventilation we think 
that this investigation is comparable to those of others. 
The values of the time constants found in these experiments are within 
the range as found by Eldridge and Gill-Kumar (1980). Their mean value (55 
s with CSN and vagi cut) is somewhat higher, and is calculated for minute 
ventilation. Swanson et al. (1976) found a mean time constant of 22.3 s in 
intact man. As explained above, the time constant could be measured only 
within a certain range of Ρ . The boundaries of this range are different 
ET,^U_ 
in each cat. Therefore, averaging over all experiments to establish any de­
pendence of the time constant on Ρ , will yield an incorrect relation. 
Ь1,cu„ 
This relation must be determined by analysing it separately in each cat. 
At higher Ρ and low Ρ the magnitude of the afterdischarge de­bí, LUA Г.! , U. 
creased. This causes the confidence interval for the estimate of τ to in­
crease. This results in a trumpet-shaped confidence area. The results in all 
experiments are not essentially different from the one shown in Figs. 5.3 
and 5.4. It is therefore concluded from these experiments that in accor­
dance with Eldridge, the time constant does not depend on Ρ
 n
 , Ρ , 
ET,U« ET,СО-
duration of stimulation and vagotomy. Also the time constant does not depend 
on the depth of anaesthesia. The initial drop and the magnitude of the after-
discharge decrease with increasing respiratory drive. Above a certain level 
of phrenic nerve activity the afterdischarge disappears. 
The response of the envelope of the IPNA to electrical stimulation of the 
CSN can be described functionally by a first order differential equation 
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with a restricted tonic and phasic input: 
F + τ dF . a S + dS 
dt dt (5.2) 
aS + β ^- > О dt — 
S is the activity in the CSN. 
This signal is thought to be preprocessed by some neural circuit with out-
1 ς 
put frequency aS + β -r—. Negative firing frequencies cannot exist. So there 
must be the restriction aS + β -г— >_ 0. This causes negative inputs to the 
controller to be clipped. A restriction of this kind has been demonstrated 
in the carotid chemoreceptors (Black et al., 197])· As has been demonstrated 
by Eldridge (1980) the clipping level may even be negative. Figure 5.7 shows 
the response of Eq.(5.2)to an on/off stimulus. The four characterizing fea­
tures stand out clearly, 1 : the rapid rise at the onset of stimulation caused 
by the positive phasic transient, followed by 2: a slow increase. When the 
stimulus is switched off, a negative going transient develops causing 3: 
the initial drop. Because of the restriction, the negative transient is clip­
ped and the output 4: continues to decay at a slower rate determined by the 
time constant of Eq.(5.2).Because of the restriction the on-transient is 
faster than the off-transient (Eldridge and Gill-Kumar, 1980). When at high 
output levels the model goes into saturation (not included in Eq. (5.2)) both 
the tonic and phasic sensitivity decrease. Clipping of the negative transient 
will be less or will not occur at all. The afterdischarge will disappear and 
the model behaves symmetrically in response to on- and off-switching of 
stimuli. The model response in Fig. 5.7 has been calculated by numerical in­
tegration. 
The consequence of afterdischarge (whatever the cause) is that the re­
sponse to a time varying stimulus (e.g. sinusoidal or square wave) is larger 
than to be expected from the mean value of that stimulus.. This has been dem­
onstrated experimentally by Dutton et al. (1968). Phasic sensitivity changes 
the dynamic behaviour of a system but not its steady state behaviour. From 
the ramp-forcing experiments in dogs by Dutton et al. (1967b, Fig. 5.5) it 
can be determined that a rate of rise in Pa of 5 mmHg/s is sufficient to 
2 dS 
produce a noticable phasic transient.(In Eq.(5.2) this means aS and β — 
are comparably large). 
When the respiratory oscillations in Pa are modelled as a sinusoidal func-
tion with amplitude 5 mmHg peak-peak (Band et al., 1969) and a respiratory 
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Fig. 5.7: The response of the model with restricted input as described by 
Eq. (2) but with a negative clipping level (-.5) to an unit step 
input (0 -»• 1 , upper panel) and a downstep (I -*• 0, lower panel). 
The response shows the same characterizing features as the 
phrenic nerve activity shown in Fig. 5.1. 
frequency of 20 min , then the maximum rate of rise is 5 mmHg/s. This is 
sufficient to produce an additional stimulus. During exercise the oscillations 
are even larger. Weil et al. (1972) have found an increase in chemosensitivity 
during exercise. This may very well be caused by this mechanism. The central 
phasic sensitivity may be enhanced by the phasic sensitivity of the carotid 
chemoreceptors (Black et al., 1971). Dutton et al. (1967a) in their carotid 
body perfusion experiments found an overshoot in the respiratory response at 
the onset of stimulation. Such an overshoot was never found in our exper-
iments where the CSN is stimulated directly instead of via the carotid chpmo-
receptors. 
In the model described by Eq.(5.2)the time course of the afterdischarge 
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represents the peripheral time constant of the respiratory controller. 
Belville et al. (1979) estimated both the peripheral and overall central 
time constants. The peripheral time constant of 14,8 s found by Belville 
et al. (1979) is smaller by a factor of about 2. This is possibly due to 
the phasic sensitivity. When this is neglected, the stimulus is underesti-
mated and hence the estimate of the time constant will be too small (appen-
dix A) . 
The underlying neuronal mechanisms are not yet clear. A possible model 
is proposed by Engeman and Swanson (1979) based on a neural oscillator de-
vised by Geman and Miller (1976) (Chapter 6). This model has a gated (phase 
dependent) peripheral input. The actual respiratory controller also has a 
gated peripheral input (Eldridge and Gill-Kumar, 1980). This phenomenon has 
also been observed in our laboratory. This means that the functional model 
proposed above is only true for stimuli lasting longer than one complete 
respiratory cycle or for time varying stimuli that are synchronous with the 
respiratory rhythm (arterial oscillations). 
In conclusion it can be stated that the mechanism causing the afterdis-
charge is very stable. Its time constant does not depend on arterial blood 
gas values, vagotomy or on the depth of anaesthesia. Only its magnitude is 
changed by these factors. For patients suffering from the hyperventilation 
syndrome, this means that the hypocapnia per sé probably is not the cause of 
their prolonged afterdischarge after voluntary hyperventilation. 
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C H A P T E R 6 
A MODEL OF THE VENTILATORY NEURAL OSCILLATOR 
A.Vis and J.A.H.Q.van Dooren 
Introduction 
In chapters 3 and 5 several characteristics of the ventilatory controller 
have been mentioned. Transfer functions (controller equations) for the peri­
pheral and central responses in vagotomised cats have been put forward. How­
ever, controller equations give no insight to the internal structure of the 
controller; it still remains a "black box" (chapters 3 and 5; Saunders, 
1980; Yamamoto and Hori, 1971; Gtodins et al., 1967). 
Recently, models of the ventilatory controller have been developed, using 
coupled neural relaxation oscillators, thus incorporating the oscillatory 
nature of ventilation. The models are based on neuro-physiological findings 
of e.g. Mitchel and Berger (1975)-and Smolders and Folgering (1977). A great 
deal of work already has been done on the behaviour of these neural oscil­
lators, both in general (Grasman and Jansen, 1979; Kawahara, 1980; Yamanishi, 
1980; Halvorsen and Wallte, 1980) as well as applied to ventilation control 
(Rubro, 1972; Geman and Miller, 1976; Engeman and Swanson, 1979). 
This chapter will elaborate on the model put forward by Geman and Miller 
(1976). It consists of 4 neuron pools interconnected so as to produce oscil­
lations in the membrane potentials and hence firing frequencies of the pools. 
The membrane potential of one pool is defined as the output of the model and 
can be likened to the phrenic nerve activity and consequently to the tidal 
volume (Smolders et al., 1975). Two parameters, W and T, appear in the model 
equations. Parameter W represents the central chemoreceptors and Τ represents 
the peripheral chemoreceptors. 
This model was modified by Engeman and Swanson (1979). They felt it nec­
essary to introduce a sigmoidal relation between the membrane potential of a 
neuron pool and its firing frequency to simulate the afterdischarge phenome­
non (chapter 5). 
In this chapter it will be demonstrated that 1 : the linkage of the para­
meters W and Τ to the central and peripheral chemoreceptors is not correct, 
and 2: the modification of Engeman and Swanson is not necessary to produce 
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the afterdischarge phenomenon. 
Besides "afterdischarge", the model has to meet additional demands to 
serve as a ventilatory controller. These demands are based on morphological 
and physiological data. 
1: The controller has two chemosensitive inputs: the peripheral and central 
input. Signals to these inputs are treated in about the same way (chapters 
3 and 5) and are additive as a first approximation. 
2: Measurements with micro-electrodes have identified neurons that are active 
only during inspiration and neurons that are active only during expiration. 
3: At a low level of Pa the rhythmic activity stops (apnea). 
4: Above the apneic threshold there is both frequency and amplitude (tidal 
volume) control. Frequency and amplitude are optimized by feedback from 
mechanoreceptors in the lung tissue (vagal feedback). Without this feed-
back, frequency control is almost abandoned (Trenchard, 1977). 
5: Vagal feedback is able to stop inspiration (expiratory reflex of Breuer 
and Hering) (Trenchard, 1977; Bishop, 1977; Younes et al., 1978). 
6: The expiratory time is approximately twice the inspiratory time in resting 
conditions. 
7: Electrical stimulation of the peripheral input results in a fast increase 
in tidal volume. Stopping this stimulation results first in an instanta-
neous decrease in tidal volume, followed by a second slow decay to the 
control level (afterdischarge) (chapter 5). 
As stated above, this chapter will elaborate on the model of Geman and 
Miller (1976). Both the model equations and the parameter values will be 
used. Vagal feedback, however, will be modeled differently. Simulations were 
carried out on a DEC PDP 11/34 with a program written in FORTRAN 4 . The 
differential equations were integrated numerically with a "variable step, 
variable order Adams predictor-corrector" method. 
The single neuron and the neuron pool 
The state of a neuron is described by the potential difference across its 
membrane (the membrane potential). In resting conditions this potential dif-
ference is about 70 mV. The neuron receives inputs from other neurons via 
synaptic couplings. The synaptic inputs change the state of the receiving 
neuron. Excitatory inputs decrease the potential difference and inhibitory 
inputs increase the potential difference. The membrane potential will decay 
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> Ρ 
Fig. 6.1: The firing frequency S(P) versus the membrane potential P. Broken 
line (s=l) according to Geman and Miller (1976). Solid line ac­
cording to Engeman and Swanson (1979). 
to its resting potential with a time constant 1/a when the inputs are with­
drawn. The neuron starts firing when, due to all inputs, the potential dif­
ference decreases below a certain threshold. 
The activity or output of a neuron is its firing frequency. This fre­
quency depends upon the membrane potential. The relation between the firing 
frequency S and the membrane potential Ρ in the model will be different from 
the physiological relation: 1) the resting potential and firing threshold 
are arbitrarely set at zero, 2) the frequency increases with increasing mem­
brane potential and 3) the maximum firing frequency is set at A. 
Using the notation of Engeman and Swanson (1979) the S(P) function is 
S(P) = s.SjiP) + (l-s).S2(P) 0<s<l (6.1) 
Ρ < 0 S (Ρ) = о 
О <_ Ρ <^  4 
Ρ > 4 
S,(Ρ) = Ρ 
Sj(P) = 4 
2 1+ exp(-1.75(P-2)) 
Parameter s is the index of curvature of the S(P) function. For s=l this 
function consists of 3 linear parts as used by Geman and Miller (1976). With 
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decreasing s, the S(P) function becomes more sigmoidal. 
Now consider a large collection of identical neurons: a neuron pool. 
The neurons are interconnected randomly in an excitatory way. Geman and 
Miller (1976) have shown that the behaviour of the membrane potential Ρ 
averaged over the neurons in the "excitatory pool" is described by 
« І Ш . . - i - P + ( t )
 + W
+ +
. S ( P + )
 +
T + (6.2) 
at + 
а 
Parameter Τ is the input to the pool from an external source. It has been 
interpreted by Geman and Miller (1976) and by Engeman and Swanson (1979) as 
the input from the peripheral chemoreceptors. Parameter W is the spatial 
average of the synaptic coupling strengths of the random interconnections 
within the pool. It has been considered by the above authors as the input 
from the central chemoreceptors. In this view the value of W depends upon 
the Ρ (or pH ) at the central chemoreceptors. 
CO« ECF 
If the random interconnections are inhibitory, the "pool potential" Ρ 
of the "inhibitory pool" is described by 
d p
J
( l : )
 = - — P"(t) - w"".s(p") + T~ (6.3) dt -
a 
The single neural oscillator 
A single neuron pool as described by (6.2) or (6.3) cannot produce stable 
oscillations in the pool potential (Amari, 1972; Glass and Pasternack, 1978). 
Oscillations can be obtained by combining one excitatory pool and one in­
hibitory pool as shown in Fig. 6.2. 
The excitatory pool excites the inhibitory pool and the inhibitory pool in­
hibits the excitatory pool. The states of the pools are described by 
d P
J
( t )
 = - i-P+(t) + W + +.S(P +) - W~*.S(.?~) + T + = G+(P+,P") (6.4a) 
at + 
а 
d P ( t )
 = - —P"(t) - W~.S(P~) + W+".S(P+) + T~ = G~(P+,P~) (6.4b) dt — 
а 
Stationary point Ρ , Ρ can be found by solving 
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w + -
w -+ 
Fig. 6.2: The single neural oscillator consists of one excitatory pool (P ) 
and one inhibitory pool (P ). 
G+(P+,P~) = 0 
G (Ρ ,Ρ ) = О 
(6.5а) 
(6.5b) 
The behaviour of the pool potentials around a stationary point can be ap­
proximated by first order perturbation calculations around that point. For 
the excitatory pool this will be 
fe ( po+ + 4 +> - G 4 + + 5 + ' V = δ + ¡ ; + G+(po+'po"> (6.6a) 
dt «*Î76<'.*-'."> (6.6b) 
Equation (6.6b) describes the time course of a small deviation, 6 , 
+ 
around the stationary point Pn ,Pn . When combined for both pools, 
procedure yields the Jacobian matrix J. 
of Ρ 
this 
_ i_
 + w
++
 ¿mj 
a+ dP+ 
-W 
,-+ dS(P ) 
dP_ 
+W 
,+- dS(P ) 
+ 
dP 
— - w 
a 
dS(P ) 
dP" 
(6.7) 
ρ
ο
+
·
ρ
ο" 
The time course of the deviation 6 is given by 
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6+(t) = A e A l t + Be A2 t (6.8) 
where λ and λ„ are the eigenvalues of the Jacobian matrix. Thus 
± ^ - D e t ' λ . , 2 = ? ± V ^ - - D e t (6.9) 
where Tr is the trace of the matrix and Det is the determinant of the matrix. 
Oscillations (limit cycles) in this two dimensional system are predicted by 
the Poincarré-Bendixon theorem. This theorem demands that the variables Ρ 
and Ρ are bounded and that at least one of the eigenvalues is positive (non­
stable stationary point). 
After a sudden change in W the oscillator goes from one limit cycle to 
another following a multi-turn spiral in the phase plane if the trace is 
close to zero. This slow transient resembles closely the afterdischarge 
phenomenon and does not depend upon the exact form of the frequency curve 
S(P), in contrast to the conclusion of Engeman and Swanson (1979). 
According to the second demand, there should be neurons that are active 
during inspiration and neurons that are active during expiration. However, 
the cyclic activity in both pools is almost synchronous (Fig. 6.A). It is 
not possible to assign one pool as the inspiratory pool and the other as the 
expiratory pool. To obtain alternate inspiratory and expiratory activity, 
two oscillators must be combined. 
The double neural oscillator 
Alternate inspiratory and expiratory activity is obtained by combining 
two single oscillators: the inspiratory oscillator (P ,P ) and the ex­
piratory oscillator (P ,P ). 
The coupling of the oscillators is mutually inhibiting. The coupling strengths 
(W ,W ) are taken as 1/10 the coupling strength of the pools within one 
El IE 
single oscillator. This is done to preserve, as much as possible, the char­
acteristics of the single oscillators. These characteristics are then a 
first-order approximation of the behaviour of the double oscillator. The 
frequency ratio of the single oscillators is taken as f : f = 2 in order 
1 E 
to meet demand 6. 
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Fig. 6.3: The double neural oscillator consists of one inspiratory single 
oscillator (INSP) and one expiratory single oscillator (EXP). 
The single oscillators are mutually inhibiting. The dashed lines 
VAG(l) and VAG(2) represent excitatory vagal reflex feedback to 
the expiratory oscillator. 
The model equations are: 
fe v o = - ^ p;(t)+w+I+I.s(p;)-w-+I.s(p-)-w¡+I.s(P¡)+T; 
a i 
(6.10a) 
^ p - ( t ) = - i r p- ( t ) + W + l - . s (p ; ) -w- - . s (p - ) -w~. s (p ¡ ) + T -
a i 
(6.10b) 
jflM- - v ; ( t ) + w;; . s (P¡ ) -w¡ ; . s (P¡ ) -w- ; . s (p - ) + T¡{ + va g ( i ) . s (p ; )} (6..oc) 
aE 
^ ¡ ( t ) = - ^ ¡ ( t ) + wÜ.S(P; ) -W~.S(P^-W~.S(P^) + y + Vag(2) .S(P; )} (6.10d) 
aE 
In Eq. (6.10c) and Eq. (6.1 Od) extensions for vagal feedback are added 
(portion in brackets; this will be discussed in the next section). 
The + pool of the inspiratory oscillator (PT) is defined as the output of 
the model. This signal can be likened to the integrated phrenic nerve activ-
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Fig. 6.4: The time course of the pool potentials of the expiratory oscil-
lator (upper panel) and the inspiratory oscillator (lower panel). 
The oscillators are coupled at the moment indicated by the arrow. 
EXP. 734 026 TIME 
TIME 
SIMULATION 
Fig. 6.5: Afterdischarge: experiment (upper panel) and simulation with the 
double oscillator (lower panel). 
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ity (Smolders, 1975). After coupling of the single oscillators (Fig. 6.4, 
arrow), a new stable oscillatory situation develops. The model now shows 
alternating activity in the single oscillators. After coupling, the amplitude 
is increased. This may be due to resonance because of the 1 : 2 frequency 
ratio of the single oscillators. However, changing this ratio by +/- 10% did 
not change the increase in amplitude. 
The model behaviour is approximated by the behaviour of the single oscil­
lators, due to the weak inter-oscillatory coupling. Afterdischarge is ob­
tained in the single oscillator when the trace of the Jacobian matrix is 
close to zero. If both the inspiratory oscillator and the expiratory oscil­
lator exhibit afterdischarge prior to coupling, the double oscillator also 
shows this phenomenon. 
In the simulation in Fig. 6.5 all couplings W are changed step-wise by 
the same factor, with Τ kept constant. Both the experiment (chapter 5) and 
the simulation show a sudden increase in amplitude at the onset of stimula­
tion or increase in W, respectively. When the stimulation is stopped or W 
decreased, the amplitude slowly decays, followed by apnea in both the exper­
iment and the simulation. 
In the simulation, a line is drawn at the level of activity indicated by 
the value of Τ. Τ determines the location of the stationary points, one of 
which is the apneic level. This behaviour can be predicted for a linear as 
well as a curved S(P) function. 
The behaviour of the double oscillator (a 4-dimensional problem) can be 
predicted with the Hopf-bifurcation theorem (Glass and Pasternack, 1972). 
The Poincarré-Bendixon theorem is a 2-dimensional version of the Hopf-
bifurcation theorem. 
The double oscillator with vagal feedback 
The frequency of the double oscillator is rather stable. This is also true 
for vagotomised animals that show little frequency control (chapter 5, 
Trenchard, 1977). Thus, it appears that vagal feedback is crucial to obtain 
frequency changes. 
Vagal feedback arises from stretch receptors in the lungs. The activity 
in the vagal nerve increases with increasing lungvolume, as does the activity 
in the phrenic nerve. Thus, in the double oscillator model of the ventilatory 
controller the vagal activity can be simulated by the output of the model Ρ . 
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Sufficient vagal feedback is able to stop inspiration (reflex of Breuer and 
Hering). This means that the vagal activity can be fed back either to the 
expiratory oscillator in an excitatory way or to the inspiratory oscillator 
in an inhibitory way with coupling strengths Vag(l) and Vag(2). The first 
possibility is shown in Fig. 6.3 by the dashed lines. The extensions to the 
model equations are given between brackets in Eq. (6.10c) and Eq. (6.1 Od). 
The present definition of the vagal activity differs from the definition 
of Geraan and Miller (1976). In their definition, the model output Ρ is 
filtered so as to produce an additional tonic component in the vagal activity. 
In the model presented here, vagal feedback is simulated by a direct coup­
ling of the output Ρ to the inspiratory or expiratory oscillator, thus 
neglecting the ventilatory mechanics (see Discussion). 
Figure 6.6 shows the model output Ρ in 4 different situations. In the 
upper panel there is excitatory vagal feedback to the expiratory oscillator 
(as in Fig. 6.3). In the lower panel there is inhibitory vagal feedback to 
the inspiratory oscillator. In this simulation, all couplings (w and Vag) 
are increased step-wise simultaneously by the same factor and Τ is kept con­
stant. A frequency increase is clearly visible in the upper panel whereas it 
is not in the lower panel. There is an amplitude increase in both models. 
In the left half of both panels the S(P) function is linear (s=I in Eq.(6.1)). 
In the right halves this relation is curved (s=0.5). In particular in the 
upper panel it can be observed that the amplitude is irregular with s=l. A 
curved S(P) function seems to stabilize the amplitude. 
Discussion 
This chapter has shown that a simple configuration of only 4 neuron pools 
is able to simulate many characteristics of the ventilatory controller. The 
real controller will of course be much more complex'. Phenomena like sighing, 
thermal panting, exercise hyperpnea etc have not been incorporated in the 
model. However, models like the one presented here are necessary to guide 
experimental research and to interpret the results. 
The model that best meets the demands listed in the introduction is the 
model with excitatory vagal feedback to the expiratory oscillator with a 
curved S(P) function (upper panel in Fig. 6.6). The latter feature is not 
really necessary to obtain the demanded characteristics. It only makes the 
output "look more beautiful". With a linear S(P) curve the amplitude of the 
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Fig. 6.6: Increasing model output with excitatory vagal feedback to the ex-
piratory oscillator (upper panel) and inhibitory vagal feedback 
to the inspiratory oscillator (lower panel). 
oscillation is not perfectly stable. On the other hand, this perfection may 
not be physiological at all. In discussing his model of the ventilatory con-
troller, Saunders (1980) talks about "a pleasingly irregular tidal volume 
trace". 
The model meets demands 2, 3 and 4. The Breuer and Hering reflex (demand 
5) was not tested. But since the model meets demand 4, probably demand 5 
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also will be met. Geman and Miller (1976) have concluded that inhibitory 
vagal feedback to the inspiratory oscillator gives the best results, in con­
trast to our findings. This is possibly due to the different definitions of 
vagal feedback. In their more realistic model, vagal feedback is derived 
from the model output Ρ and is inhibitorily coupled to the inspiratory 
oscillator via a (low pass) filter. Vagal feedback in our simpler model is 
simulated by a direct excitatory coupling of the model output Ρ to the ex­
piratory oscillator, neglecting the ventilatory mechanism. Both models, 
however, exhibit the same behaviour. Thus the same results can be obtained 
in different ways. This again demonstrates that the very incorporation of 
vagal feedback in the model is necessary to obtain frequency control. 
Demand б is built into the model. Very surprisingly, afterdischarge 
(demand 7) can also be simulated by the model. No demands whatever as to this 
phenomenon were imposed upon the model. The afterdischarge phenomenon seems 
to be an intrinsic feature of the single oscillator that is preserved in the 
double oscillator, so no separate afterdischarge mechanism is needed, as 
suggested by Eldridge and Gill-Kumar (1978). Afterdischarge can also be 
simulated with a linear S(P) curve, in contrast to the conclusion of Engeman 
and Swanson (1979). It is only necessary that the trace of the Jacobian 
matrix at a non-stable stationary point is close to zero. 
According to demand 1, the responses to the peripheral chemosensory input 
(T in the model) and the central chemosensory input (W in the model) should 
be about the same. This, however, is not the case in this model. The eigen­
values of the Jacobian matrix, and consequently the dynamics of the model, 
depend only on W and not on Τ (Eq. (6.7)). It is.clear thus, that the effect 
of changes in W on the model output is different from the effect of changes 
in T. In particular, Τ determines the location of the stationary points (the 
apneic level). So, the interpretation of Geman and Miller (1976) and Engeman 
and Swanson (1979) that W represents the central chemoreceptors and Τ the 
peripheral chemoreceptors, is not correct. 
Perhaps the symmetry between the peripheral and central input can be re­
stored in the model by means of presynaptic inhibition of W by T. Instead of 
coupling Τ directly to the pools, it should have a modulating effect on the 
synaptic strength W. In the model equations W then is replaced by (W-T). 
Apart from the polarity, W and Τ then affect the model output in the same way. 
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C H A P T E R 7 
SYNOPSIS 
The objectives of this study were to investigate the dynamics of the res­
piratory response to changes in Pa (approximated by Ρ ). This re-
C0„ ET,CO« 
sponse is a dual one elicited by two inputs to the controller: the Pa at 
the peripheral chemoreceptors and the Pa dependent pH at the central 
. 7 2 . . . . 
chemoreceptors. The responses to the individual stimuli have been investi­
gated separately. Possible interactions between the two stimuli or responses 
have not been investigated. 
The central neural response was investigated by end-tidal CO. forcing and 
measuring the pH at the ventral surface of the medulla simultaneously with 
the phrenic nerve activity in peripherally denervated cats (chapter 3). 
With the technique used, we believe to have measured the true pH stimulus 
to the central chemoreceptors. In other studies (Daubenspeck, 1973; Swanson 
and Bellville, 1975; Borison and McCarthy, 1973; Gelfand and Lambertsen, 
1973; Milhorn and Reynold, 1976; Stoll, 1969) the overall central response 
to changes in Ρ was compared to a first order linear model. The time 
hil, LU j 
constants thus found (overall central time constant) are approximately 2 
minutes. In this study we found a mean overall central time constant τ = 
с 
112 s (mode = 80 s) . 
The question now is what mechanisms determine this overall central time 
constant. Possible candidates are 1) transportation lag (perfusion limitation) 
or diffusion lag (diffusion limitation) in loading the brain tissue with CO , 
and 2) dynamics within the controller neural network. 
The modal time constant of the pH response to changes in ?„_ „. found in 
Ы ,LU« 
this study (τ ~ 40 s) is about half the overall central time constant pH 
(mode = 80 s). This means that the two mechanisms, the loading of the brain 
tissue and the neural dynamics contribute about equally to the overall cen­
tral time constant. The neural tidal volume V response to pH changes at 
1, N 
the central chemoreceptors can be described by 
A VT,N + TN IE n VT,N = gl ài>H + 82 h Л Р Н (- t h r e s h o l d ? ) i7·') 
The mean time constant of the neural network τ
κ
 is 68 + 56 s (mode = 50 s). 
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Since Д is in arbitrary units, no value for g and g can be specified. 
Afterdischarge in the phrenic nerve activity was not observed after stim­
ulating the central cheraoreceptors, though it was reported by Loeschcke et 
al. (1970) who applied an electrical stimulus. Afterdischarge becomes ob­
servable only when the on- and off-transients of the stimulus is fast enough. 
It will be difficult, if not impossible, to generate a fast enough pH tran­
sient with the end-tidal Ρ -forcing technique. The pH transients develop 
2 
rather slow: г = 40 s. This is approximately equal to the time constant 
of the afterdischarge as reported in chapter 5. Hence, a centrally mediated 
afterdischarge will not be observed in our experiments. 
Electrical stimulation of the sinus nerve demonstrated that ventilation 
can increase rapidly, but does not decrease rapidly (afterdischarge). The 
peripheral respiratory response can be described by 
A VT,N + T P IT
 A VT,N - h Л Р а С 0 2
 +
 4 h • A P aC0 2 1 ^reshold (7.2) 
This is the same description as for the centrally mediated response. The mean 
peripheral time constant found in this study is τ = 3 9 s. The central neural 
time constant (τ = 68 s) and the peripheral time constant are not signif­
icantly different. However, it has not been demonstrated by these experiments 
that the central and peripheral responses are generated in the same neural 
network, merely by a similar neural network. Whether the stimuli converge or 
the responses converge, cannot be determined from these experiments. 
When stimulating the sinus nerves only during the inspiratory phase of the 
respiratory cycle, the same response is observed as when stimulating contin­
uously. When stimulating during the expiratory phase only, a smaller and slow 
on-transient and an equally slow off-transient are observed (no phasic sen­
sitivity) (Eldridge and Gill-Kumar, 1980). Though not reported here, this bi-
modal character has also been observed in our laboratory. It indicates a 
garing mechanism and the importance of timing of the peripheral stimulus 
(Black et al., 1973): there is phasic sensitivity only during the inspiratory 
phase of the respiratory cycle. This mechanism could be used to derive an 
exercise signal from the rising limb of the ventilatory oscillation in Pa 
2 (Saunders, 1980; Yamamoto, 1980). 
Both the centrally and peripherally elicited responses can be described 
by a system with phasic sensitivity. The afterdischarge is thought to arise 
during down-going transients when the negative phasic component g, -=— ДРа 
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becomes too large and is clipped (Eq. 7.2). This functional description, 
however, cannot be infered from the neuronal oscillator described in chapter 
6. Nevertheless, as a functional description (controller equation) it can be 
very usefull in modelling the controller. 
The consequence of phasic sensitivity is that the response contains an 
instantaneous component, irrespective of the value of the time constant 
(appendix A ) . So the .respiratory controller is able to respond in part im­
mediately to both central and peripheral stimuli. 
As stated above, the medullary pH dynamics are very important in deter­
mining the overall central response. From the capillary density and the C0 9 
diffusion coefficient the time constant of the pH dynamics can be estimated 
to be about 2 s. However, we have found a time constant of about 40 s. So the 
brain tissue is not diffusion limited and hence must be perfusion limited. 
A theoretical description of a perfusion limited homogenous brain compart­
ment was developed in chapter 4. As an intermediate result an expression is 
introduced to approximate the arterio-venous difference in Ρ (UP). 
ΔΡ = -η£- (7.3) 
dCa 
^"dP 
This equation predicts the ΔΡ values as measured by Ponten and Siesjö (1966) 
showing its validity. The arterio-venous difference in Ρ remains fairly 
constant over a wide range of Pa . The CO buffering capacity of blood — 
decreases with increasing Pa . Tnis loss of buffering capacity is compensat-
2. 
ed by an increase in the perfusion Q such that the dynamic buffering capacity 
Q-rr- remains fairly constant. 
Using the approximation (7.3) the dynamic behaviour of the Ρ and hence 
the pH in the perfusion limited model of the brain compartment, is described 
by 
V dCt .. , К . dPt M ,, , К . ,_ ,-
Pt +
 к ^
( 1 + і
 W -dF-K ( І + 1 Ж > + P a ( 7 · 4 ) 
^"d? 4~dP 
In steady state this equation is identical to the emperical equation of 
M 
Pontén and Siesjo (1966). From this equivalence the ratio т^ can be calibrated. 
The time constant predicted by the above model is τ = 40 s for down-steps and 
τ = 47 s for up-steps at Pa = 50 mmHg (6.7 kPa). This is in good agreement 
with the experimentally found values (modes 32 s and 40 s resp.). The time 
constant and part of the forcing function (right hand side of Eq. 7.4) are 
changing during the transient. However, these changes are slow and relatively 
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small (20% for the time constant and 10% for the forcing function). So the 
non-linear first order model used to estimate the time constant will yield a 
value that is close to the actual time constant during the initial phase of 
the transient. 
The down-step time constant of the pH response is smaller than the up-
step time constant. This has been explained in the literature by differences 
in the initial perfusion levels. However, as has been shown in chapter A 
this is not the case. The time constant is determined for the greater part 
• "HP 
not by the perfusion Q but by the dynamic buffering capacity Q -r— that re­
mains fairly constant. When Ρ changes, the perfusion also changes, 
dr ' ^ η 
but slowly whilst -r=j- changes instantly and thus causing the difference in 
down-step and up-step time constants. 
The model of the perfusion limited brain compartment very well describes 
the experimental results. It is therefore concluded that the pH dynamics 
are perfusion limited. The characteristic time (τ = 40 s) is one order of 
pH 
magnitude larger than the diffusion limited model. This means that the pH 
dynamics are identical at every point within the brainstem superposed upon the 
(small) spatial gradients that still exist since there is an arterio-venous 
difference. So the (functional) location of the central chemoreceptors is 
irrelevant in respect to the ventilatory dynamics.The Ρ (pH) gradient field 
in the brainstem depends upon the arterio-venous difference in Ρ and hence 
LU« 
on Pa (chapter A). Because the geometry of the brainstem does not change 
2 
with Pa , one steady state gradient field differs from the other at an-
LUn 
other Pa level by only a multiplicative factor. So,also in steady state 
the location of the central chemoreceptors is irrelevant. The larger central 
time constant found by Gelfand and Lambertsen (1973) as well as others, is 
solely due to perfusion limitation and controller dynamics. 
The model of the perfusion limited brain tissue incorporated the perfusion 
dynamics and the CO- buffering capacity of the blood. Both have been determin­
ed by us (chapter 2 and appendix B). The perfusion does not change instantly 
with changes in Pa . The perfusion dynamics have been compared to the 
LU « 
dynamics of a linear first order model. This yielded a large difference 
between up-transients(T = 339 s) and down-transients (τ = Al s). This large 
difference in time constants is possibly caused by using a linear model in­
stead of a non-linear one. A non-linear model exhibits asymmetry (appendix A). 
In chapter 2 it was stated that the perfusion is controlled by the extra-
vascular pH. The extravascular pH is calculated from the Pa in chapter A. 
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Thus it may be possible to link the perfusion dynamics to the brain tissue 
pH (or Ρ ). By reversing the steady state result of chapter 4, we find 
ECF C^o 
^"dP 
From the steady state perfusion measurements we may derive some relation 
Q(Pa
c 0 2) = f(Pa C 0 2) (7.6) 
By simply i n s e r t i n g (7.5) into (7.6) we obta in 
Q(Pt) = f ( P t - | - i ^ ) (7.7) 
C!
~dP 
This is an instantaneous relation between the perfusion and the tissue Ρ . 
Ct 2 
This is an implicit equation for Q that needs to be solved with Ca = -¡r-γ- · 
The perfusion dynamics then are fully determined by the Pt (or pH ) 
dynamics. The plC,™ dynamics are asymmetrical. This asymmetry will be enhanced 
in the perfusion dynamics because of the non-linear relation (7.7). So a di­
rect coupling of the perfusion to the brain Pt- (or pH ) explains the 
LU» EjLr 
asymmetry in the perfusion dynamics and it explains why the perfusion time 
constants do not depend upon the initial Pa : the pH time constant hardly 
0
 2 
depends upon the Pa _ . 
L
 2 
Models of the respiratory system that do not incorporate the curved CO-
binding curve and the dependence of the perfusion on Pa , predict a con-
stant arterio-venous Ρ difference at all levels of Pa (Yamamoto,1971). 
CO- CO-
This is close to reality. These models will perform better than models that 
incorporate only the Pa dependent perfusion (Swanson, 1972; Yamamoto, 
LU — 
1978). However, this is just a lucky coincidence. The arterio-venous differ­
ence is rather constant indeed. This is because of the balance between the 
CO- buffering capacity of the blood and the perfusion control. These mech­
anisms have been incorporated in the model presented in this thesis. Also the 
asymmetry in the on- and off-transients is explained with this more realistic 
model that has been able to explain all our findings. 
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APPENDIX A 
FIRST ORDER SYSTEMS 
In this thesis the responses of the cerebral blood flow, plL,,-,_ and V 
bur T»N 
to changes in Ρ were compared to the responses of a first order system. 
ETу CO» 
The determination of the time constants of the first order systems was one of 
the main goals of this thesis. For those who are not familiar with first 
order systems an introduction is presented in this appendix. 
First order systems 
Consider some system having one input or stimulus X (e.g. Ρ ) and one 
ET,CO-
output or response Y (e.g. V „). The transfer function of that system is the 
Τ, N 
functional relationship between the input and the output: X •+ Y. Many inves­
tigations are aimed at establishing the transfer function of the system to 
be studied. 
In most cases a steady state relationship 
Y = f(X) (Al) 
is readily established. When the system is not instantaneous, a dynamic 
transfer function has to be found. A first approximation is to add a dynamic 
term to (Al): 
J V Гі-\ 
(A2a) 
Y(t) + τ dY(t) dt = f[X(t)] 
symbolically written: 
Υ + τΫ = f (Χ) (A2b) 
This can be understood as a linear first order system with unity gain and 
time constant τ preceeded by an "input shaper". 
Fig. Al : Linear first order system with time constant τ and unity gain, 
preceeded by an input shaper f(X). 
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The general solution to (A2) is: 
t t^O 
Y(t) = Y(o) + ƒ f[X(e)]e~ τ dB 
о 
t > о (A3) 
The input function (forcing function) can be expanded into a Taylor-series 
A. f[X(t)] = a
o
 + cij X(t) + a 2 X (t) + .. = Σ aJC^t) (A4) 
So (A3) can be rewritten: 
t-e 
Y(t) = Y(o) + Σ ƒ α.Χ ( )е τ de 
і=о о 
(A5) 
From the above equation it can be seen that the responses of the individual 
terms of (A4) can be studied separately. 
When only the first Taylor-term is considered we have a linear first 
order system: 
Y + τΥ = oijX (A6) 
When the input function is an ideal up-step X(t) = H(t) (Heavyside function), 
the system responds with a mono-exponential time course: 
Y(t) »аДІ - e"^1) (A7a) 
When the input returns to zero with an ideal down-step the system responds 
with the same mono-exponential time course: 
Y(t) = ae •t/i (A7b) 
The relative time courses (percent of maximum deiiection) of the up-step 
^nd the down-step are identical. This is true in a more general sense. 
Fig. A2: Response of linear first order system to ideal step input. 
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Suppose the input makes an excursion from say 0 to A following a certain 
time course XCt), then the output will follow a certain time course from І 
to α A. When the input goes back to zero following the same relative time 
course A-X(t), the output will also follow the same relative time course 
α A-Y(t). The system responds symmetrically. 
This is not true for the second Taylor-term. We then have a non-linear 
first order system 
r
2 
Υ + τΥ = α2Χ (A8) 
In general it can be stated that when f(X) is curved convexly the response 
to an instantaneous upward excursion of the input is slower than the equiv­
alent downward response. When f(X) is concavely curved, the upward response 
is faster than the downward response. When the input is an ideal step, the 
response follows the same mono-exponential time course as a linear system. 
2 
A combination of (A6) and (A8) (Υ + τΥ = α X + α.Χ ) is used to describe the 
overall central response and the plL,™ response to changes in P„„ . 
When the input shaper has a phasic sensitivity a first approximation of 
the system may be 
Y + τΥ = αΧ + βΧ (A9a) 
10 т 
Fig. A3: Response Y of equation (A8) to input X: X 
upper panel. X = ε~ί'τ-χ. in the lower panel (τ
χ
 = τ) 
1-е x in the 
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Rearranging terms yields 
Y + τΥ = |· [Χ + τΧ] + (α - |·)χ (A9b) 
The response can be separated in two components Y = Y + Y described by 
Y, + τΥ, = Ι [Χ + τΧ] (AlOa) 
and 
Y 2 + τΥ2 = (α - |)Χ (AlOb) 
The response of the first component is 
Yl • I х (AID 
This means that such a system has an instantaneous component in its response. 
The second component of the response is described by a linear first order 
system. Equation (A9) is used to describe the central neural response to 
changes in pH,,,™ and the peripheral response to changes in Pa . 
Two first order systems in series make a second order system with input X 
and output Z. 
й + TjZ + τ22 = g(X) (A12) 
Such a system can be transformed into two parallel first order systems. 
This can be shown most readily by using the Laplace presentation of the 
systems 
я _ ! _ _ ! _ τ ι / ( τ Γ τ 2 ) , - У С У ..... 
П
 " τ S+l ' τ 2 5+1 " τ ^ + Ι τ ^ + Ι ^
A
'
J ; 
So, physically two compartments may be in series (e.g. the central neural 
response is elicited by the pH-™ response to changes in Ρ ), Math­
ematically they can be treated as two parallel compartments. The time con­
stants of the compartments remain uneffected by this transformation. 
The gains are changed, however, one becoming negative. 
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Fig. A4: Two parallel first order systems, yielding a second order system. 
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APPENDIX В 
THE IN VITRO C02-BINDING CURVE OF CAT BLOOD 
Introduction 
In order to assess the Ρ dynamics in the brainstem, we needed the C0--
binding curve of whole cat blood C(P) and the tissue/blood partition coeffi­
cient λ. To our knowledge this information is not available in the literature, 
so we determined this curve ourselves. 
Methods 
Blood samples were taken from 3 normoxic and normocapnic cats, anaesthe­
tized with chlorolose/urethane (50 mg/kg and 250 mg/kg,respectively). The 
samples were equilibrated with a mixture of CO, in air. The Ρ of the gas 
9 
mixture was measured at 38 С with the Scholander method. The total CO. con­
tents of the samples were measured by the Natelson method (Natelson, 1951). 
The P. of the gas mixtures ranged from 100 mmHg (13 kPa) to 150 mmHg (20 
kPa). So the blood always was highly saturated (S > 95%). The results 
02 (P., C.) were fitted to a second order polynomial 
P C 0 2 •
 a l C C 0 2
 +
 °2 C 2C0 2
 ( B 1 ) 
The parameter values α , α» were estimated by the least-squared error cri­
terion 
— Ζ (P. - а,С - a.C. 2) 2 = 0 i=l,2 (B2) 
do^ - J 1 J 2 J 
Results 
The results are plotted in Fig.Bl. The parameter values are 
α • -1.736 mmHg.mmol .1 
α
2 = 0.2276 mmHg.mmol .1 
(P
c o
 >_ 15 mmHg (2 kPa), C
c o
 >. 13 mmol.l"1) 
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Fig. BI: СО.-binding curve of whole blood as measured in 3 cats. Solid line: 
second order polynomial fit. Broken line: in vivo CO.-binding curve 
of cat brain tissue. 
Discussion 
The second order polynomial has the advantage of having an analytical in­
verse relation. So, С can easily be calculated from the Ρ . However, 
cu. CO. 
this polynomial is not powerfull enough to describe the whole curve. The 
expansion given here is valid for Ρ >^  15 mmHg (2 кРа) or С > 13 
-1 . 2 C 0 2 _ 
mmol.l . Only the measurements in this range have been used to estimate 
the parameter values. 
The results show that the total CO. contents of cat blood is remarkably 
lower than the total CO. contents of human or dog blood. The in vivo CO.-
binding curve even will be somewhat lower than the in vitro curve given here. 
In particular the in vivo curve and the in vitro curve deviate at higher 
levels of Ρ (Brackett et al., 1965). 
CO. 
In Fig. Bl also the in vivo CO.-binding curve of brain tissue is plotted 
(broken line) (Granholm and Ponten, 1969). From the two curves in Fig. Bl 
the tissue/blood partition coefficient λ can be calculated. Because of the 
in vivo - in vitro differences at higher Ρ levels, the mean partition 
co2 
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coefficient is calculated for Ρ between 10 mmHg (2 kPa) and 60 mmHg 
2 (7.8 kPa). We thus found λ = 0.707 
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SUMMARY 
The goal of the ventilatory system is to provide CL to the tissues and to 
remove CO. from the tissue. In particular the control of the CO. concentra­
tion is of prime importance because the CO. concentration (or CO. partial 
pressure Ρ ) is directly related to the pH via the hydration reaction: 
CO. + H O ;=£ Η + HCO. . Functionally, the ventilatory system can be likened 
to a closed loop control system with a controlled (sub)system (lungs, tis­
sues, circulation) and a controller (neural network in the brainstem). The 
output of the controller is defined here as the ventilation. Ventilation is 
expressed by tidal volume V and respiratory frequency f, or by minute ven­
tilation V = V .f, ignoring the rhythmic nature of ventilation in the latter 
case. The tidal volume and ventilatory frequency can be measured either 
directly from the ventilatory airflow at the mouth, or indirectly from the 
electrical activity in the phrenic nerve innervating the diaphragm. 
There are two important input signals to the controller, one arriving 
from the peripheral chemoreceptors and one arriving from the central chemo-
receptors. Other input signals (stretch receptors, glomus aorticum, tempera­
ture, stress) are not considered. The most important peripheral chemorecep­
tors, located close to the carotid artery, sense the arterial CO. and 0. 
partial pressures (Pa , Pa ). The central chemoreceptors are located on 
the ventral surface of the meaulla and are sensitive to the pH of the extra­
cellular fluid (plL, ) surrounding them. The brain is separated from the 
blood by the blood-brain barrier. Ions like Η can hardly cross this barrier 
whereas CO. easily can. So the pH in the medulla is easily changed by 
changing the Pa
c o
 . 
The purpose of this study was to investigate the dynamic behaviour of the 
ventilatory system. The responses to stimulation of the peripheral and cen­
tral chemoreceptors (the peripheral response and the central response) have 
been studied separately. 
The peripheral response was elicited by electrically stimulating the sinus 
nerve in anaesthetized and artificially ventilated cats (chapter 5). The 
sinus nerves connect the peripheral chemoreceptors to the controller. The on-
transient is fully developed in about 3 breaths. When the stimulus is switch­
ed off there is a sudden partial decrease in tidal volume followed by a slow 
decay (afterdischarge). This decay has been fitted to a mono-exponential 
1 10 
medullary plL,™ were induced by abruptly changing the end-tidal P„„ (P™ „
n 
time course. The mean peripheral time constant thus found was τ = 39 s. 
The peripheral response can be described by a first order differential 
equation with phasic sensitivity and a threshold 
Д
 Т,Н
 + TP ΙΕ A VT,N • вз А Р аС0 2
 +
 h !г Л Р аС0 2 i threshold 
During a sufficiently large negative going transient in Pa , the input 
2 
function may undershoot the threshold and be clipped, thus causing the after-
discharge. 
The central chemoreceptors sense the pH^p_ of the medulla. Changes in the 
) 
•'2 ч ч ^ « 2 (end-tidal CO,-forcing). It is assumed that Ρ reflects Pa . The ¿ ET^CO, CO, 
change in Pa then induces a change in plL, . In this series of experiments 
CU, EiCr 
we measured Ρ , medullary pHp™ and the phrenic nerve activity simulta­
neously in peripherally denervated cats (chapter 3). This enabled us to study 
the transformation of Ρ (or Pa ) into the actual stimulus plL,,,.-, and 
CilyLU, LU, ECr 
the response of the controller to the central stimulus (central neural re­
sponse) . 
The central neural response of the controller was fitted to three different 
models. The data were best described by an equation similar to the peripheral 
one. 
The mean central neural time constant found was τ„ = 68 s (mode = 50 s). 
Ν 
Afterdischarge was not observed probably because the stimulus was too slow 
d 
to develop an appreciable phasic input -r— pH. 
To compare our results with others, we also fitted the respiratory re­
sponse to a first order non-linear model with Ρ for an input (overall 
ET,CO, 
central response) 
A VT,N + Tc IF A VT,N " g5 A PET
>
C0 2
 +
 В 6
Д Р
ЕТ.С0 2 
The mean overall central time constant thus found was τ = 112 s (mode = 80 
с 
s). This is in good agreement with the data in the literature, showing that 
the opening of the skull did not degrade our preparation. 
The experiments demonstrated clearly that the controller does have dynam­
ics. An important contribution to the dynamics of the overall central response 
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is made by the dynamics of the medullary pH—^-. The pH response to changes 
in Ρ was described by 
ET f CU-
Δ ρ Η
'
+ т
Р
н 5 Τ Δ Ρ Η * h А Р
Е
т,со 2
 +
 h àFìr,Co2 
The mean time constant found for down-steps (τ + = 35 s) was significantly 
different from the mean time constant for up-steps (τ + = 45 s) in peripher-
pH 
ally intact cats. In peripherally denervated cats the mean Ρ during the 
tt 1 ψ uu« 
experiments was higher. In these cats the difference between the mean down-
step time constant (38 s) and the mean up-step time constant (44 s) was no 
longer significant due to the higher mean level of Ρ . 
The pbL,__ responses to changes in Ρ can very well be explained by 
ECF ET ι CO-
a perfusion limited (un)loading of the brain tissue. A diffusion limited loading process would have a time constant of about 2 s. The dynamics of the 
brain tissue Ρ (Pt) of a perfusion limit CU-
as developed in this thesis, are described by 
ed model of the brain compartment, 
4 _dP 4 _dP 
According to this (chapter 4) model the difference in down-step and up-step 
time constants is not caused by different starting levels of the perfusion 
(Q) but by a instantaneous change in the working point on the CO» binding 
AC 
curve of the blood. The C0_ buffering capacity of the blood -7=· decreases with 
increasing Ρ . This decrease is compensated by an increase in perfusion Q, 
such that Q -7- and hence the time constant τ „ and the steady state arterio-
d P p H
 dC 
venous difference and Ρ , remains fairly constant. During a transient -j^ 
Си»
 ш
 dr 
changes instantly whereas Q changes slowly (chapter 2). At Pa = 50 mmHg 
this model predicts τ „+ = 40 s and τ
 T7+ = 47 s. r
 pH pH 
The time constant of a diffusion limited brain compartment is one order 
of magnitude smaller than the experimentally found time constant. This means 
that the brain compartment can be considered homogenous as to the dynamics 
of the plL, . In such a brain compartment the location of the central chemo-
receptors is irrelevant. 
The asymmetric behaviour of the medullar рН_
Г1;, is relfected in the asym­
metric behaviour of the perfusion response to changes in Ρ . In cats 
hl,CU-
the perfusion was measured in one vertebral artery, perfusing the medulla. 
1 12 
The mean flow in resting conditions was 1.2 ml.min , the mean down-step 
time constant was τ + = 41 s, and the mean up-step time constant was τ t 
= 339 s. These time constants were estimated with a first order linear 
model. This probably enhanced the difference in the time constants (chapter 
2). 
To complete the picture we also determined the CO -binding curve of cat 
blood. The results were fitted to a second order polynomial 
P„„ = -1.736 С„
л
 + 0.2276 c;L Ρ > 15 mmHg, С > 13 mmol.l"' 
CO co 2 CO - -
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SAMENVATTING 
Het doel van het ademhalingssysteem is de weefsels te voorzien van zuurstof 
(0_) en het afvoeren van kooldioxide (CO ) uit de weefsels. In het bijzonder 
is de regeling van de CO. concentratie (of de partiele CO. druk Ρ ) van 
groot belang. Deze is bepalend voor de zuurgraad (pH) van de lichaamsvloei­
stoffen via de hydratie-reaktie CO. + H O ^ H + HCO, . 
Funktioneel gezien, kan het ademhalingssysteem worden opgevat als een te­
ruggekoppeld regelsysteem met een geregeld subsysteem (longen, weefsels, cir­
culatie) en een regelaar (neuronen netwerk in de hersenstam). De uitgangs­
grootheid van de regelaar is hier gedefinieerd als de "ventilatie". De venti­
latie kan worden uitgedrukt in het teugvolume V en ademhalingsfrekwentie f 
of als het produkt: het ademminuutvolume V = VT.f. In het laatste geval wordt 
het ritmische karakter van de ademhaling genegeerd. Het teugvolume en de fre-
kwentie kunnen ofwel direkt worden gemeten aan de luchtstroom in/uit de mond­
holte (V ) ofwel indirekt aan de elektrische aktiviteit van de N.Phrenicus die 
het middenrif innerveert (VT M ) . Deze laatste methode is hier toegepast. 
Er gaan twee belangrijke ingangssignalen naar de regelaar. Eén is afkomstig 
van de perifere chemoreceptoren en de andere van de centrale chemoreceptoren. 
Andere ingangssignalen als rekreceptoren in de longen, temperatuur en stress, 
worden buiten beschouwing gelaten. De belangrijkste perifere chemoreceptoren 
liggen vlakbij de halsslagader en zijn gevoelig voor de partiele CO. en 0 
drukken en de pH in het arteriele bloed (Pa , Pa , pH ). De centrale chemo-
CU. U. a 
receptoren liggen op het ventrale oppervlak van de hersenstam en zijn gevoe-
lig voor de pH van de extracellulaire vloeistof (ptL ) die hen omringt. 
De hersenen worden van het bloed gescheiden door de zgn. bloed-hersen bar-
riere. Ionen zoals H kunnen deze barriere slechts moeilijk passeren in tegen-
stelling tot CO. dat zeer makkelijk deze barriere passeert. Het is daarom 
mogelijk de ρΗ_,„„ te veranderen door eenvoudigweg het CO, gehalte in het bloed 
te wijzigen. 
Het doel van deze studie was het onderzoeken van het dynamisch gedrag van 
het ademhalingssysteem t.g.v. verstoringen in de CO. balans. Hierbij zijn de 
responsen op het stimuleren van de centrale chemoreceptoren en de afferente 
zenuw van de perifere chemoreceptoren (centrale respons en perifere respons) 
afzonderlijk bestudeerd. 
De perifere respons werd opgewekt door het elektrisch stimuleren van de 
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sinuszenuw (hoofdstuk 5). Deze zenuw verbindt de perifere chemoreceptoren met 
de regelaar (zie omslagtekening). Na het aanschakelen van de stimulus is de 
respons (vergroting teugvolume) volledig ontwikkeld in ca. 3 teugen. Na het 
uitschakelen van de stimulus wordt het teugvolume voor een deel stapsgewijs 
kleiner. Het resterende deel wordt slechts langzaam kleiner (vliegwiel effekt) 
tot de uitgangswaarde is bereikt. Het tijdsverloop van deze staart is verge­
leken met een enkelvoudige e—macht e . De op deze wijze gevonden gemid­
delde perifere tijdconstante is τ = 39 s. De perifere respons kan beschreven 
worden m.b.v. een eerste orde differentiaalvergelijking met snelheidsgevoelig-
heid en een drempel. 
А
 Т ) М
 + Tp fe A VT,N - ё З № а С 0 2
 + g4 fe û P aC0 2 i d r e m p e l 
Bij een voldoend grote negatieve verandering in Pa kan de drempel over-
schreden worden. De ingangsfunktie (rechterlid bovenstaande vergelijking) 
wordt dan vastgezet op de drempelwaarde en dan ontstaat het vliegwieleffekt. 
De centrale chemoreceptoren zijn gevoelig voor de plL,™ van de hersenstam. 
Hierin werden veranderingen AplL, geïnduceerd door het (snel) veranderen van 
de eind-expiratoire Ρ (Ρ,™ „^ ) (end-tidal Ρ -forcing). Hierbij wordt 
LU„ hiT,LU„ Ί 
aangenomen dat Ρ = Pa . In deze serie experimenten is simultaan ge-
meten Ρ , pH en de phrenicus-aktiviteit in katten met intakte en 
doorsneden sinuszenuwen (hoofdstuk 3). Dit maakte het mogelijk de omzetting 
te bestuderen van Ρ (of Pa ) in de aktuele pH stimulus en de re-
spons van de regelaar op deze centrale stimulus (centrale neuronale respons). 
De centrale neuronale respons werd vergeleken met drie modellen. De resul­
taten werden het best beschreven door hetzelfde model met fasische gevoelig­
heid als de perifere respons. 
A V T , N + T N l t A V T , N " 8 l A p H + g 2 f e A p H 
De gemiddelde centrale neuronale tijdconstante was τ = 68 s (modus = 50 s). 
Het vliegwieleffekt werd hier niet waargenomen. Waarschijnlijk was de snel­
heidscomponent van de stimulus (-r— ΔρΗ) te klein. 
Om onze resultaten te kunnen vergelijken met die van anderen, is de respons 
ook vergeleken met een niet lineair eerste orde model met Ρ als in-
gangsgrootheid (overall central response). 
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> Ы
 + Т
с h Д Т(Ы
 = g5 ^ЕТ.СОз + е6 А РЕТ,С0 2 
De gevonden gemiddelde overall centrale tijdconstante is τ = 112 s (modus = 
с 
80 s). Dit komt goed overeen met de literatuur. Dit betekent dat de experi­
mentele procedure, waarbij de schedel geopend wordt en een pH-elektrode op 
het hersenoppervlak wordt geplaatst, geen invloed heeft gehad op het eind­
resultaat. 
De experimenten hebben duidelijk aangetoond, dat de regelaar dynamische 
eigenschappen bezit. Een belangrijke bijdrage tot de dynamica van de overall 
centrale respons wordt geleverd door de dynamica van de pH in de hersen-
ECF 
stam. De experimentele resultaten kunnen beschreven worden door 
A p HECF + V Έ APHECF = 87 Л РЕТ,С0 2
 + 68 Л РЕТ,С0 2 
De gemiddelde tijdconstante voor afstappen in Ρ (τ + = 35 s) was sig-
_ ΕΤ,ϋΟ« pH 
nificant verschillend van die bij opstappen (τ + = 55 s) in perifeer intakte 
pH 
katten. 
In experimenten waarin de sinuszenuwen waren doorsneden, was om technische 
redenen de gemiddelde Ρ hoger. In deze experimenten waren de gemid­
delde afstap tijdconstante (τ „+ = 38 s) en opstap tijdconstante (τ + = AA 
s) niet meer significant verschillend vanwege de verhoogde gemiddelde Ρ . 
ET,CO-
Het gedrag van de plL kan goed verklaard worden met een perfusie (door-
bloedings) gelimiteerd op(ont)laden van de hersenstam met C0 9 vanuit het 
bloed. Het gedrag van de Ρ , en dus de pH, in een perfusie gelimiteerd en 
homogeen model van de hersenstam wordt beschreven door 
V dCt .. , К . dPt M.. . К . 
P t +
 κ ΊΓ
 ( 1 + i
 ТШ> dT m I ( 1 + i TdcE) + P a 
x
 dP ч dP 
Volgens dit model (hoofdstuk 4) wordt het verschil tussen de opstap- en afstap 
tijdconstante niet veroorzaakt door verschil in perfusieniveau Q, maar door 
een instantane verschuiving van het werkpunt op de C0„ bindingscurve van het 
arteriele bloed. De C0 9 buffercapaciteit van het arteriele bloed dCa/dP wordt 
kleiner bij toenemende Pa . Deze vermindering wordt gecompenseerd door een 
(langzame) toename van de perfusie. Dit gebeurt zodanig dat in rust Q —-T=J· 
nagenoeg gelijk blijft en daarmee ook de tijdconstante τ en het arterio-
veneuze Ρ verschil. Bij Pa = 50 mmHg voorspelt dit model tijdconstanten 
CU_ LU-
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van: τ t = 47 s en τ + = 40 s. Dit ligt zeer dicht bij de experimenteel 
pH PH 
gevonden waarden. 
De tijdconstante van het diffusie gelimiteerd model van de hersenstam is 
ca. 2 s. Dit is een orde van grootte kleiner dan de experimenteel gevonden 
waarden. Dit betekent dat de hersenstam voor wat betreft de pH-dynamica homo­
geen beschouwd kan worden. De ligging in de hersenstam van de centrale chemo-
receptoren is dus niet van belang, omdat er geen pH-gradienten bestaan. 
Het asymmetrische gedrag van de ρΗ-,-,ρ in de hersenstam wordt teruggevonden 
in het asymmetrisch gedrag van de perfusieverandering bij veranderingen in 
P a (hoofdstuk 2). Bij katten is de bloedstroom gemeten in de linker nek-
2 
slagader. De hersenstam wordt geperfundeerd vanuit de nekslagaders. De ge­
middelde bloedstroomsterkte in rust was 1.2 ml.min , de gemiddelde afstap-
tijdconstante τ + =41 s en de gemiddelde opstap tijdconstante τ + = 339 s. 
Deze tijdconstanten zijn bepaald m.b.v. een lineair eerste orde model. Dit 
heeft waarschijnlijk het verschil tussen de tijdconstanten alleen maar ver­
groot. 
Voor de berekeningen t.b.v. het perfusie gelimiteerde hersenmodel is de 
C0 7 bindingscurve van kattenbloed bepaald. De resultaten zijn beschreven met 
een tweede orde polynoom 
PC0.= -1.736 C
rn
 + 0.2276 С Ρ >_ 15 mmHg, С > 13 mmol.l"1 
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