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A TABU SEARCH ALGORITHM FOR THE RESOURCE-CONSTRAINED 
PROJECT SCHEDULING PROBLEM 
This paper presents a new tabu search algorithm to solve the Resource-Constrained 
Project Scheduling problem with variable resource availability. It investigates the 
efficiency of a neighborhood structure based on activity sequences where the 
precedence constraints are maintained. Sequences are evaluated through a list-
scheduling algorithm to obtain the project duration of the corresponding schedules. 
The neighborhood structure is adopted in order to implement various strategies to 
reduce the computation time. Numerical experimentations show that the proposed 
algorithm provides competitive quality solutions compared to other heuristics 
proposed in the literature and it provides the best-known solutions to two well-
known benchmark problem sets. 
 
  Introduction 
Project scheduling is an important issue in project management. It is a process that refers to 
the allocation of resources over time to perform a set of planned activities in order to optimize 
some performance criteria. This paper deals with the classical resource-constrained project 
scheduling problem (RCPSP) where limited amounts of resources are allocated in a way to 
minimize the project duration. The RCPSP consists of a set A of J activities, a set P of finish-to-
start precedence constraints between the activities and K renewal resource types. Each activity j, 
j = 1, ..., J, has a duration of dj periods and may require zero, one or more renewal resources with 
amounts denoted by qjk, k = 1, ..., K. The amount of resources qjk needed is the same during the 
whole activity duration. Under the non-preemption assumption, activities, once started, cannot be 
interrupted. The set of immediate predecessors of an activity j is denoted by the set Pj, Pj ⊆ P. 
Any activity j can start only after all its immediate predecessors in the set Pj have been 
completed. The project planning horizon is a number of periods, denoted by T, large enough to 
complete all activities without violating the resource availability of each resource type, denoted 
by Qkt, k = 1, ..., K, t = 1, …, T. For the traditional RCPSP, the objective pursued is to minimize 
the project duration. 
Historically, this problem has been tackled by optimal and heuristic methods. Since, the 
RCPSP is a generalization of the Job Shop problem, it belongs to the class of NP-hard problems 
(cf. Blazewicz et al. 1983). Thus, it may be conceivable to use optimal methods only for projects 
of small size (e.g., up to 50 activities). For larger problems, one needs heuristics to get the best 
solution within a convenient response time (cf. Lee and Kim 1996, Tsai and Gemmill 1998). In   2
addition, as the availability of specialized resources often varies with time, heuristics remain the 
best way to solve these problems efficiently. In the heuristic category, we find mainly 
construction methods based on priority rules (cf. Boctor 1990, Kolisch 1996), then local search 
methods and at last truncated optimal methods. The construction methods are based on a 
scheduling scheme and an activity selection mechanism made by one or more priority rules or 
sampling techniques. Those based on priority rules are most often the core of commercial project 
scheduling software. They are considered as robust, comprehensive and they are used mostly 
within interactive software as they require a minimal computation effort. Recent papers by 
Herroelen et al. (1998) and by Kolisch et al. (2001) survey the RCPSP, its numerous variants, and 
the solution techniques. 
Many local search methods have been proposed to solve the RCPSP. These methods provide, 
in most cases, solutions better than construction methods as they proceed with a starting feasible 
schedule generated by one or many construction methods. As the local search methods are more 
effective than construction methods for large problems (cf. Glover and Laguna 1997), this paper 
introduces a new tabu search (TS) algorithm that uses the activity sequence encoding as a basis to 
search a neighborhood. This allows fast computation strategies in order to provide very good 
schedules in a real-time environment. 
The remainder of this paper is organized as follows. Section 2 recalls the definition of the 
RCPS gives a review of local search solution algorithms proposed. Section 3 describes the TS 
algorithm. Section 4 presents the performance results obtained with well-known benchmarks and 
compares the results with the best heuristics currently available in the literature. Conclusions 
follow in Section 5. 
  Previous Researches 
Local search methods mainly use genetic algorithm (GA) simulated annealing (SA), tabu 
search (TS) method and variable neighborhood search (VNS) (Fleszar et al. 2003). 
Genetic Algorithm 
The ideas involved in GA have been initially proposed by Holland (1975). This algorithm 
(see Goldberg 1989) applies search techniques based on concepts of natural selection and genetic. 
GA implementations have been successfully in many applications and particularly to solve the 
RCPSP. Leon and Ramamoorthy (1995) presents an earlier version of a GA. 
Lee and Kim (1996) compares the performance of a GA implementation with two other local 
search methods. The authors propose a solution coding by a priority list and they describe how 
the operators are applied to the list. The encoding scheme of the priority list is similar to the one 
described in Boctor (1996). Activity positions in the list represent the priorities of the 
corresponding activities. Feasible schedules can then be deduced from the obtained list by 
applying the simple scheduling method proposed by Kelley (1963). The project duration 
evaluation under this encoding requires a very short computation time.  
More recently, Hartmann (1998) evaluates the performance of three different solution 
representations within his GA. The initial population is obtained by using a regret biased random 
sampling heuristic using the Latest Finish Time (LFT) rule while a topological list of activities 
(i.e., activity priority list) is used to represent a solution. The author infers the effectiveness of list 
representation and the serial scheduling. Recently, Alcaraz and Maroto (2001) proposed a new 
and efficient GA that outperforms the previous ones.   3
Simulated Annealing 
SA is a kind of iterative improvement algorithm in which the current solution is modified and 
repeatedly improved by making changes until a stopping criterion is reached. A SA algorithm 
attempts to avoid local optima by accepting modifications that may deteriorate the value of the 
objective function. The algorithm performs well even for different objective functions. 
Boctor (1996) proposes a new adaptation of the SA for both the RCPS and the Multiple Mode 
RCPSPs without preemption. The SA adaptation performance is evaluated on the Patterson’s 
problem set for the single mode case. The results show the effectiveness of the proposed SA 
adaptation in comparison to previous Tabu Search algorithms evaluated by Pinson et al. (1994). 
The SA adaptation uses an activity list in which the position of the activity in the list corresponds 
to its scheduling priority. To generate a new solution, the algorithm chooses at random an activity 
in the list representing the current solution and changes its position. To assure this new solution is 
still feasible, the selected activity must be moved to a position in the resulting list that neither 
precedes any of its predecessors nor succeeds any of its successors. The SA adaptation produced 
109 optimal solutions among the 110 Patterson’s (1984) problems with an average percentage 
increase of 0,015 above the optimum. 
Within the same approach sketched to evaluate the three local search methods, Lee and Kim’s 
(1996) SA algorithm uses a priority list as the one described above for the GA. After adjusting the 
parameters guiding the search, the SA algorithm succeeds to solve optimally 91 of the 110 test 
problems assembled by Patterson (1984) with an average percentage increase of 0,57 above the 
optimum. 
To obtain more optimal solutions than Lee and Kim (1996) and Cho and Kim (1997) propose 
a new adaptation of the SA algorithm to solve the RCPSP. According to the latter authors, Lee 
and Kim’s algorithm failed to find some optimal solutions because the priority list scheduling 
generates only non-delay schedules. Contrary to the majority of priority-based scheduling 
methods proposed, their search method can delay some activities in order to enlarge the solution 
space to include more solutions of the active schedule set. The non-delay schedule set is only a 
subset of the active schedule set Therefore, solutions found can be improved by delaying the start 
time of some activities because the non-delay schedule set is not a dominant set and sometimes 
does not contain the optimal solution (cf. Sprecher et al. 1995). Therefore, delay schedules are 
left out from consideration and Lee and Kim’s algorithm (1996) fail to find optimal solutions of 
problems for which delay schedules are optimal. Cho and Kim’s SA algorithm (1997) succeeds to 
solve optimally 103 of the 110 test problems assembled by Patterson (1984). 
Gemmill and Tsai (1997) propose a SA algorithm for the RCPSP applicable to a wide range 
of problems with resource constraints. The proposed algorithm provides good solutions for the 
deterministic case and the stochastic case. According to the results reported in Tsai and Gemmill 
(1998), they obtained up to 84 optimal solutions of the 110 Patterson’s test problems in 10 trials. 
The corresponding average percentage deviation above the optimal project duration obtained is 
0,23. 
Lecocq et al. (2003) present the most recent and efficient SA algorithm on the base of 
experimentations conducted on the ProGen test instances. 
Tabu Search 
Initially proposed by Glover (1989, 1990), the basic TS method progressively transforms step 
by step a current solution x into a new and hopefully better solution. To this aim, it examines a 
given neighborhood of the current solution x and it tries to find a better solution belonging to this 
neighborhood. Each adaptation of the method requires the definition of neighborhood. Some TS 
adaptations may accept unfeasible solutions or even use an unfeasible solution as starting solution   4
of the search. For a review of the latest developments in this area, we refer the reader to Glover 
and Laguna (1997). 
One of the first TS adaptations for the RCPSP comes from Pinson et al. (1994). It is also 
based upon the Carlier's strict order algorithm where various solutions evaluated during the 
search are specified by a list of J activities and each activity position in the list respects the 
precedence constraints.  
Baar et al. (1997) introduces two TS algorithms for the RCPSP. The first TS algorithm relies 
on the elimination of critical arcs and the use of priority list scheduling techniques. The second 
TS algorithm is based on so-called schedule schemes. A schedule scheme consists of sets of four 
disjoint relations, which define a set of feasible schedules. These relations specify whether two 
activities are precedence related, may not be processed in parallel, must be processed in parallel 
or are not subject to any restrictions. Four types of operator are defined on a schedule scheme. 
The neighborhood is defined by changes of flexibility relations into parallelism relations and the 
inverse. Experimental results are reported on three problem sets generated with the problem 
generator ProGen (cf. Kolisch 1995). 
Tsai and Gemmill (1998) proposes an adaptation of the TS method based on the criticality of 
activities to solve the RCPSP. The proposed TS algorithm uses two Tabu lists, a randomized 
short-term memory and multiple starting schedules as a means of search diversification. Two 
heuristics with the minimum slack time first (MIN SLK) and the Composite Allocation Factor 
(CAF, cf. Badiru 1988) as priority rule are used to provide a feasible starting solution for the TS 
algorithm. Experimental results are compared with a previous experimentation conducted with a 
SA algorithm by Gemmill and Tsai (1997) on the Patterson’s 110 problem set. The performance 
of SA and TS algorithms are similar for the deterministic case. For the stochastic case, the quality 
of solutions is also similar but the computation time of the SA is twice that of the TS. Nonobe et 
al. (1999) proposes recently a TS algorithm for a generalization of the RCPSP and the Job Shop 
problem.  
Others local search methods proposed 
Schirmer (1998) presents an adaptive sampling procedure. Palpant (2001) presents a new 
algorithm based on constraint satisfaction that solves successively blocks of activities near 
optimality. Fleszar et al. (2003) presents a solution scheme based on variable neighborhood 
search (VNS). The solution is coded by using precedence-feasible activity sequences. The search 
of the solution space is carried out via generating valid sequences using two types of move 
strategy. Much of the power of the solution space is attributable to effective lower bounding and 
precedence augmentation, reducing the solution search space.  
   
  The proposed Tabu Search Algorithm 
The TS algorithm proposed here differs form other TS algorithms mainly by the definition of 
the neighborhood and the tabu list management. In the proposed algorithm, we introduce a 
sampling mechanism that generates small neighbor samples of variable size, a neighbor 
representing a schedule. 
Schedule representation 
A schedule x is associated with a sequence x represented by an activity list, i.e. a J-tuple 
(j(1),..., j(i), ..., j(J)) where j(i) indicates the activity at the position i in the sequence. A function p(x, 
j) provides the position of activity j in a sequence x. The schedule corresponding to a sequence x 
is generated by applying a priority list scheduling procedure where the priority of activity j   5
corresponds to its position in this sequence x. The proposed procedure is such that every sequence 
obtained by modifying activity positions results in a feasible sequence if the precedence relations 
are respected. So, following Boctor (1996), in order to generate a feasible sequence, an activity is 
selected and moved to a new position that neither precedes any of its predecessors nor succeeds 
any of its successors. For a given sequence x, this is achieved by verifying the maximal position 
of all predecessors of activity j, obtained by the function L(x, j), and the minimal position of all 
successors of j, obtained by the function H(x, j). 
Neighborhood sampling 
By evaluating the neighborhood of a current solution x, traditional TS methods systematically 
evaluate all the solutions belonging to N(x) (cf. Pinson et al. 1994). But, this approach requires a 
huge amount of computation time. For this reason, we restricts the search to neighbor samples, 
designated by N*(x), where N*(x) ⊂ N(x). Each sample must be large enough to get a better 
solution with a fair probability. Here, the size of N*(x) is set equal to the square root of number of 
activities J, as already suggested by Tsai and Gemmill (1998). To obtain a new sequence y from a 
sequence x, we select randomly an activity j in the sequence x and we move it from its actual 
position p(x, j) to a new position p(y, j) selected randomly in the interval (L(x, j), H(x, j)). If the 
position p(y, j) obtained is at the left or at the right of p(x, j), the activities between the positions 
p(x, j) and p(y, j) are shifted to the left or the right, respectively; the other activities keep their 
position. Moreover, every new sequence y obtained must necessarily be different from its seed 
sequence x i.e., p(x, j) ≠ p(y, j). We also eliminate the doubles from the sample. This results in 
neighbor samples of variable size reducing then the total number of non-improving sequences 
evaluated. Finally, one verifies if an activity j selected has the same starting time of adjacent 
activities located between the actual position p(x, j) and its new position p(y, j’). If so, then the 
activity j is not selected. 
Algorithm description 
Figure 1 gives the structure of the proposed TS algorithm. The notation is given in Table 1. 
Table 1 - TS algorithm notation 
x Current  solution 
y  Solution being evaluated 
x*  Best solution found so far 
{j}  Sample of activities used to generate the neighbors of a current solution x 
y*  Best solution in the neighborhood of the current solution x  
fx*  Project completion time of the best solution found x* 
fy  Project completion time of the solution y 
fy*  Project completion time of the best solution y* find in neighborhood of N*(x) 
j*  Activity selected to yield the new candidate solution y 
L  Circular list of the numbers of activity in the current solution x moved to generate a new solution y 
CP  Critical path length calculated by CP method without resource constraints 
n  Number of sequences evaluated 
nMax  Maximum number of sequences evaluated 
 
 
Line 2 obtains a starting solution and sets different parameter values among which the size of 
the sample {j} and the size of the circular list L. The core of the process begins at line 4 and it 
continues up to the line 19. The worst completion time of the best solution y* in the neighborhood 
of x is initially set to the maximum value at line 4 in order to trap the first neighbor evaluated as 
the best solution. A sample of activities to move is then generated at line 5. The evaluation   6
process of each neighbor y is performed at line 7. Line 8 verifies if the current neighbor solution y 
is better than the current best solution y*. If so, line 9 verifies if this solution is equal to the CP 
lower bound. If yes, the procedure returns the best solution y found. Else, y is kept at line 10 as 
the new best solution found. The iteration counter is incremented and the procedure returns the 
best solution when it reaches the maximal value allowed nMax. After the evaluation of the sample 
{j}, the activity number of the best solution y* is recorded in the circular list L at line 13. And, the 
new current solution x is updated at line 16. Line 17 verifies if a new best solution has been 
found. If yes, it is kept by replacing the actual best solution x* found so far. 
 
1.  generate a starting solution x and set the parameter values 
2. set  x* := x, L := ∅, n:= 0 
3. do 
4.        fy* := ∞ 
5.        generate {j}  j ∉ L and j, j’∈{j} ⇒ j ≠ j’ 
6.       for each y ∈ {j} do 
7.   Evaluate  fy 
8.   if fy < fy* then 
9. if  fy = CP then return the best solution y 
10.  y* := y, fy* := fy 
11.   end if 
12.   n = n+1 
13.   if  n = nMax then return the best solution (y* or x*) 
14.        next 
15.        insert j* in L 
16.        x := y*, fx := fy* 
17.        if fy* < fx* then x* := y*, fx* := fy* 
18.   loop       
Figure 1 – TS algorithm 
 
 
Management of moves performed 
We keep in a circular list the activity numbers of the last activities selected as the best moves. 
It is not allowed to select an activity as long as it remains in the circular list. The size of the list 
denotes the “time” an activity cannot be selected to generate a move. It is set equal to the square 
root of the number of activities J. 
The starting solution  
The literature suggests the use of construction methods in order to generate rapidly a good 
starting solution. Starting with a very good solution don’t let enough space to find a significant 
improvement. However, it may take a long computation time to improve a very bad starting 
solution. We decide between the construction methods according to the logic used to build up a 
schedule by the so-called serial and parallel schemes. Extensive researches have been conducted 
in order to determine which scheduling scheme and priority rule produce the best solutions (cf. 
Boctor 1990, Kolisch 1996). The parallel and serial schemes provide the basis to the parallel and 
serial construction methods, respectively. In this study, we consider four heuristics depending on 
the scheduling scheme and the priority rule used to generate the starting solution as defined in 
Table 2. The methods based on the parallel scheme produce schedules that belong to the non-
delay schedule set. As shown by Kolisch (1996), this set may not contain an optimal solution. So, 
we use the serial method S-MIN LFT to get the starting solution.   7
Table 2 – Scheduling scheme and priority rule used by the construction methods 
Scheduling 
scheme 
Priority rule  Heuristic 
name 
Value 
selected 
Priority 
Value 
Parallel (P)  Minimum SLacK (SLK) time  P-MIN SLK  MIN  LST(j)-t 
Parallel (P)  Latest Finish Time (LFT)  P-MIN LFT  MIN  LFT(j)-t 
        
Serial (S)  Latest Finish Time (LFT)  S-MIN LFT  MIN  LFT(j) 
Serial (S)  Latest Start Time (LST)  S-MIN LST  MIN  LST(j) 
 
Optimization strategies 
A simple strategy is to stop the search as soon as we know the optimality of the objective 
function. Most of the bounding techniques devised so far for the traditional RCPSP don't apply to 
the case of variable resource availability. However, the CP lower bound remains a computation 
time-feasible value and is used to stop the search process. 
Different strategies aim to minimize the total computation time by shortening the 
computation time required to evaluate the neighbors of the sample. At each iteration of the TS 
algorithm, a neighbor is considered as the current best neighbor y*. So, the evaluation of the next 
neighbors generated from the sample {j} proceeds only if the evaluation of the project completion 
time of sequence y being evaluated remains less than the project completion time of the best 
neighbor y* obtained so far. A first check is made when the finish time of an activity becomes 
greater than the latest finish time of this activity in the best neighbor y*. This is achieved by 
adding the ACTIM (Activity Control Time) value to the finish time of each activity j of the 
solution y being evaluated and by comparing the duration obtained to the best finish time fy* 
obtained so far. This verification is efficient since most of computation time is used checking the 
resource availability at every period. 
As the TS algorithm works on the activity sequence, a strategy allows reducing substantially 
the computation time required to verify the resource availability. Thus, the starting time of those 
activities preceding the position where an activity is inserted neither don’t need to be calculated 
nor the resource availability needs to be re-verified. 
Another strategy is the way the resource requirements of a given activity are verified. The 
resource availability check proceeds backward from the projected activity finish time. If the 
required resources are unavailable at a given period, then the position and length where required 
resources are available are preserved. The availability check is restarted at the new projected 
activity finish time and it proceeds again backward up to the preserved position. However, at any 
moment during this check, the sequence evaluation is aborted as soon as an activity finish time 
becomes greater than the latest finish time of that activity in the best neighbor y*. 
At last, a special care has also been given to reduce the core memory space requirement as 
larger projects have more than thousand activities. At any time, the algorithm needs to store only 
four solutions in memory: the best solution find so far x*, the current solution x, the solution y 
being evaluated and the best neighbor y* found so far in the neighborhood of x. 
Stopping criteria 
Besides the verification of CP lower bound, two stopping criteria are considered: the 
maximal number of sequences evaluated, noted nMax, and the number of iterations performed 
without improvement of the best solution x*, noted kMax. As the computation time increases with 
the problem size, the first criterion nMax gives an idea of the maximal computation time required   8
before the procedure stops. The second criterion lets a chance to find a better solution but the 
required computation time is somewhat unpredictable. To overcome this uncertainty, a 
combination of the two criteria can be used to stop the search when one of the two criteria 
becomes true. 
   
  Computational Experimentation 
ProGen test problems 
In order to evaluate the performance of the proposed TS algorithm, we use the three standard 
sets presented in Kolisch and Sprecher (1996) referred as J30, J60 and J120. These instances are 
available in the project scheduling library PSPLIB along with their optimum and the best-known 
values. The first two sets J30, J60 and consist of 480 instances each with four renewable resource 
types as well as n = 30 and n = 60 activities, respectively. The three parameters, network 
complexity (NC), resource factor (RF) and resource strength (RS) are combined together to define 
a full factorial experimental design. The NC defines the average number of precedence relations 
per activity. The RF factor gives the average percent of different resource type demand by 
activities. The RS measures the scarcity of resources. A zero value of the RS factor corresponds to 
the minimum needs of each resource type to realize all activities while a RS value of one 
corresponds to the required amount of each resource type obtained from the early start time 
schedule. The parameter values used to built up these problem instances are: NC ∈ {1.5, 1.8, 
2.1},  RF  ∈ {0.25, 0.5, 0.75, 1} and RS  ∈ {0.1, 0.2, 0.4, 0.5}. The third set J120 has 600 
instances, each with four renewable resource types and n = 120 activities. Again, a full factorial 
design with the three problem parameters is set. The parameter values used are the same except 
for RS ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. 
Performance criteria 
The performance of the proposed TS algorithm is measured by the average percentage 
deviation over the optimal project duration for ProGen’s J30 problem set. For the two other 
problem sets J60 and J120, we give the average percentage deviation from the CP length. We 
give the number of times the TS algorithm finds the optimal solution for the set J30 and the 
number of times the solution obtained equals the CP length for the problem sets J60 and J120. 
The standard-deviation and the maximum deviation are also provided. We also report the average 
number of sequences evaluated and the average CPU time. One must note that average CPU time 
reported corresponds to a response time because Windows
 is a multi-task operating system. The 
algorithm was coded using Microsoft Visual Basic 6.0
© and executed on a Toshiba Tecra 8100 
with an Intel Pentium 500 MHz processor and Windows 2000
. The search is stopped when the 
number of sequences evaluated reaches a given maximal value nMax. All numerical experiments 
are also conducted with a unique parameter setting for all problem sets. 
Results and analysis 
First, Table 3 presents the performance obtained with each construction method and priority 
rule for the three problem sets J30, J60 and J120, respectively. As one notes, the parallel 
construction method P-MIN LFT has the best average on the first and third problem set. On the 
other hand, the serial construction method S-MIN LST offers the greater number of optimal 
solutions found. On this basis, we report, in the next three tables, the computational results 
obtained by the TS algorithm on the three problem sets according to the construction method and 
the priority rule used to generate the starting solution.   9
Table 4 to Table 6 present the TS algorithm results in solving the sets J30, J60 and J120 using 
up to 1000 and 5000 sequences as stopping criteria. The results are divided according to the 
different starting solutions provided by the construction methods. For the J30 set, the TS 
algorithm starting with a solution provided by a serial construction method dominates the parallel 
one. However, as one can observe, the results obtained by the TS algorithm with a parallel 
construction method dominate the serial construction method for the J60 and J120 sets but 
provide less optimal solutions and require also a lesser average number of sequences evaluated. 
Comparison with other heuristics 
It is customary to compare the heuristic efficiency by restricting to the same number of 
schedules evaluated. Table 7 compares therefore the TS algorithm performance with previous 
results of an experimental evaluation of competitive heuristics as reported in Hartmann and 
Kolisch (2000) for the three problem sets, namely the J30, J60 and J120 sets. The scrutiny of 
these results clearly shows the good performance of our TS algorithm, which is constantly ranked 
among the best performing algorithms. 
Table 3 - Performance of construction methods on the ProGen problem sets 
Construction 
method with the 
priority rule used 
Average 
deviation 
(%) 
Standard 
deviation 
(%) 
Maximum 
deviation 
(%) 
Number of 
solutions 
equal to CP  
Average 
CPU time 
(s) 
J30 
P-MIN LFT  4,3931  5,2963  24,1379  206  0,00173 
P-MIN SLK  4,5283  5,9535  32,8125  213  0,00126 
S-MIN LFT  5,5818  7,4614  33,8983  240  0,00086 
S-MIN LST  4,9213  6,8288  33,3333  246  0,00097 
J60 
P-MIN LFT  17,461  28,792  133,766  178  0,00204 
P-MIN SLK  17,121  28,655  136,364  186  0,00353 
S-MIN LFT  18,131  32,536  145,455  253  0,00102 
S-MIN LST  17,454  31,686  144,156  265  0,00157 
J120 
P-MIN LFT  43,8638  50,6021  243,4343  18  0,01336 
P-MIN SLK  44,0395  50,9426  229,7000  20  0,01354 
S-MIN LFT  48,1092  56,1976  253,5300  95  0,00317 
S-MIN LST  46,7403  55,3639  255,5556  101  0,00248 
 
Based on the number of schedules evaluated, the heuristics that perform best for solving the 
RCPSP are the GA of Alcaraz and Maroto (2001) and Hartmann (1998), the SA of Bouleimen 
and Lecocq (2003), and the proposed TS algorithm. The GA of Alcaraz and Maroto (2001) is the 
most robust on every problem set. The TS algorithm is second on the J30 problem set followed by 
Bouleimen and Lecocq’s SA. Hartmann’s GA is second on the J60 and J120 problem sets. On the 
larger J120 problem set, it is followed by the actual TS algorithm and then the Bouleimen and 
Lecocq’s SA. 
Hartmann and Kolisch (2000) observed the influence of the scheduling scheme and problem 
characteristics such as project size and resource scarceness on the algorithm performance. Here, 
we observe a strong influence of the serial scheme with the MIN LFT priority rule on the J30 set   10
but a lead of the parallel scheme with the MIN SLK priority rule on the J60 and J120 sets. In 
addition, the algorithms based on an activity list representation such as Boctor (1996), Hartmann 
(1998), Bouleimen and Lecocq (2003) and our TS algorithm give consistently very good results 
for limited numbers of sequences evaluated. For larger project sizes, the influence of a unique 
priority rule used by the construction method is less marked. However, by using the best solution 
of a multi-pass construction method using the four usual priority rules (cf. Table 2) the TS 
algorithm obtains an average deviation from the CP lower bound below 37,00 for the J120 set. 
As bring up by Valls et al. (2003), comparing the algorithm performance with other 
algorithms is difficult because the results published by the authors refer to different computers, 
use different stopping rules and the quality of solutions obtained are expressed in different ways. 
In any case, it is a moot point whether raising the ceiling on the number of schedules that a 
particular heuristic is allowed to produce would help it discovering better solutions (cf. Fleszar et 
al. 2003). Finally, many algorithms use bounding techniques based on the constraint of constant 
resource availability but require a huge amount of CPU time. It is worth noting our TS algorithm 
evaluates partial schedules most of the time, an advantage resulting from the search strategy 
adopted. 
Table 4 - Computational results with problem set J30 
Construction 
method with the 
priority rule used 
Number 
of 
sequences
Average 
deviation 
(%) 
Average 
CPU time 
(s) 
Number of 
optimal 
solutions 
Average 
number of 
sequences 
evaluated 
P-MIN LFT  1000  0,60  0,02188  378  566 
P-MIN LFT  5000  0,27  0,10602  421  2 791 
          
P-MIN SLK  1000  0,62  0,02186  379  563 
P-MIN SLK  5000  0,25  0,10644  424  2 786 
          
S-MIN LFT  1000  0,62  0,02179  375  562 
S-MIN LFT  5000  0,19  0,10649  435  2 762 
          
S-MIN LST  1000  0,61  0,02166  382  559 
S-MIN LST  5000  0,19  0,10489  433  2 761 
Table 5 - Computational results with problem set J60 
Construction 
method with the 
priority rule used 
Number 
of 
sequences
Average 
deviation 
(%) 
Average 
CPU time 
(s) 
Number of 
solutions 
equal to CP 
length 
Average 
number of 
sequences 
evaluated 
P-MIN LFT  1000  12,99  0,03096  274  471 
P-MIN LFT  5000  12,15  0,14007  285  2117 
          
P-MIN SLK  1000  13,04  0,02999  276  452 
P-MIN SLK  5000  12,11  0,13913  288  2086 
          
S-MIN LFT  1000  13,22  0,02847  285  419 
S-MIN LFT  5000  12,27  0,13486  289  2014 
          
S-MIN LST  1000  13,03  0,02745  290  401 
S-MIN LST  5000  12,23  0,13278  289  1996   11
Table 6 - Computational results with problem set J120 
Construction 
method with the 
priority rule used 
Number 
of 
sequences
Average 
deviation 
(%) 
Average 
CPU time 
(s) 
Number of 
solutions 
equal to CP 
length 
Average 
number of 
sequences 
evaluated 
P-MIN LFT  1000  39,39  0,12188  71  916 
P-MIN LFT  5000  37,34  0,56270  112  4233 
          
P-MIN SLK  1000  39,53  0,12214  80  903 
P-MIN SLK  5000  37,34  0,55927  122  4196 
          
S-MIN LFT  1000  39,83  0,11511  134  795 
S-MIN LFT  5000  37,78  0,54940  139  3896 
          
S-MIN LST  1000  39,26  0,11262  134  784 
S-MIN LST  5000  37,55  0,54115  143  3857 
Table 7 - Average deviation from optimal solutions for problem set J30 
Authors Algorithm  1  000 
sequences 
5 000 
sequences 
Average deviation from optimal solutions for problem set J30 
Alcaraz and Maroto (2001)  Genetic Algorithm  0,33  0,12 
Gagnon et al.   Tabu Search  0,61  0,19 
Bouleimen and Lecocq (2003)  Simulated Annealing  0,38  0,23 
Hartmann (1998)  Genetic Algorithm  0,54  0,25 
Baar et al. (1997)  Tabu Search   0,86  0,44 
Kolish and Drexl (1996)  Sampling-Adaptive  0,74  0,52 
Schirmer (1998)  Sampling-Adaptive 0,71  0,59 
Leon and Ramamoorthy (1995)  Genetic Algorithm  2,08  1,59 
Average deviation from the CP lower bound for problem set J60 
Alcaraz and Maroto (2001)  Genetic Algorithm  12,57  11,86 
Hartmann (1998)  Genetic Algorithm  12,68  11,89 
Bouleimen and Lecocq  (2003)  Simulated Annealing  12,75  11,90 
Gagnon et al.   Tabu Search  13,04  12,11 
Schirmer (1998)  Sampling- Adaptive  12,94  12,59 
Kolish and Drexl (1996)  Sampling- Adaptive  13,51  13,05 
Baar et al. (1997)  Tabu Search  13,80  13,48 
Leon and Ramamoorthy (1995)  Genetic Algorithm  14,33  13,49 
Average deviation from the CP lower bound for problem set J120 
Alcaraz and Maroto (2001)  Genetic Algorithm  39,36  36,57 
Hartmann (1998)  Genetic Algorithm  39,37  36,74 
Gagnon et al.   Tabu Search  39,53  37,34 
Bouleimen and Lecocq  (2003)  Simulated Annealing  42,81  37,68 
Schirmer (1998)  Sampling- Adaptive  39,85  38,70   12
Authors Algorithm  1  000 
sequences 
5 000 
sequences 
Kolish and Drexl  Sampling- Adaptive  40,08  39,08 
Leon and Ramamoorthy (1995)  Genetic Algorithm  42,91  40,69 
Kolisch (1996)  Sampling LFT s  42,84  41,84 
 
We report in Table 8 the results of the most efficient methods presented in the literature. It 
gives a good idea where our algorithm stands based on the average CPU time required to get the 
average deviation from the CP. The Nonobe and Ibaraki algorithm is coded in C++ and the 
average CPU time refers to second on a Sun Ultra 2 workstation, 300 MHz, 1 Gbyte memory. 
The Flezar and Hindi algorithm has been coded in Borland Delphi Pascal on a Pentium III 1 GHz 
running under Window 2000. Valls et al. algorithm CARA has been coded in C and the 
experiments have been performed on a personal computer AMD at 400 MHz. The results of 
Nonobe et al. (1999) and Hartmann (1998) come from Valls et al. (2003) for comparison 
purposes. The average deviation computed from the best solution is computed on the basis of the 
PSBLIB as of June 1, 2000 for Valls et al. (2003). New upper bounds have been found since by 
Flezar and Hindi among others. Our algorithm is coded in Visual Basic 5.0, which is much more 
slower then the C language. We can conclude that our algorithm is faster than the other 
algorithms reported in the literature and it gives the best results on the basis of same computation 
times. The results reported for the TS algorithm on the J30 set correspond to an average deviation 
over the optimal solutions of 0.0051 percent with 478 optimal solutions found. They are obtained 
with a maximal number of schedules evaluated fixed to 330,000. If we apply the TS algorithm 
within a multi-start procedure, i.e. using different seed numbers, we found all the optimal 
solutions. On the other hand, we found a new upper bound for the J120 set. 
Table 8 - Computational results of methods presented in the literature 
Authors 
 
Average 
deviation 
from CP
(%) 
Average 
deviation 
from best 
solution
(%) 
Optimal 
/ best 
solutions 
found 
Average 
CPU time
(s) 
 
Average 
number of 
schedules 
evaluated 
Average 
number of 
schedules 
evaluated 
J30 
Flezar and Hindi  ---- 0.01  476  0.64     
Gagnon et al.  13.388  0.0051 478 5.94    330,000 
Hartmann 13.5127  0.0908   3.95     
Nonobe and Ibaraki  13.46  0.0578 463  9.07     
Palpant ----  0.0187 474  22.23     
Valls et al.  13.4597  0.0560 463  3.95     
J60 
Flezar and Hindi  10.9400    426 8.89  152,503 1,653,641
Gagnon et al.  10.9034     13.69     
Hartmann 11.4270  0.4965   8.06     
Nonobe and Ibaraki  11.55  0.5587 370  26.49     
Palpant 10.9325    426  58.03     
Valls et al.  11.4317  0.04805 375  7.74     
J120   13
Flezar and Hindi  33.1000    309  219.86 1,874,641 10,778,083
Gagnon et al.  33.006     65.68  590,681  800,000 
Hartmann 35.5498  2.6509 ----  48.86     
Nonobe and Ibaraki  34.99  2.2858 217  645.33     
Palpant 33.1640    244  318.32     
Valls et al.  34.55  1.9246 199  48.50     
   
  Conclusion 
In this paper we propose a TS algorithm to solve the RCPSP with variable resource 
availability over the project horizon and with the project duration as objective function. As this 
TS algorithm is used in an interactive real-time environment together with commercial software, 
design choices are made and special attention is given to reduce the memory and computation 
time required. To this hand, we develop a move function to generate only a sample of neighbors 
of the current solution. The schedule evaluation function takes advantage of the activity list 
representation as several strategies are used in order to reduce the computation time. To some 
extend, only partial schedules are evaluated in most cases. 
The results of the computational experiments suggest that the proposed TS algorithm is a 
very competitive heuristic and yields better results than several heuristics presented in the 
literature. Several strategies implemented in the TS algorithm explain the performance obtained. 
The results confirm again the advantages of a list scheduling representation. By sampling the 
neighborhood at each algorithm step and by limiting the number of concurrent solutions in 
memory, the proposed TS algorithm reduces the memory space and the computation time to their 
minimum. More importantly, the proposed TS algorithm reaches close-to-optimal solutions 
consistently in every experiment with a unique parameter setting. At last, the algorithm is easily 
adaptable to optimize other objective functions based on the project duration. 
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