We study the asymptotics of solutions of logistic type equations with fractional Laplacian as time goes to infinity and as the exponent in nonlinear part goes to infinity. We prove strong convergence of solutions in the energy space and uniform convergence to the solution of an obstacle problem. As a by-product, we also prove the cut-off property for eigenvalues of the Dirichlet fractional Laplace operator perturbed by exploding potentials.
Introduction
Let D ⊂ R d (d ≥ 2) be a bounded Lipschitz domain, ϕ, b be bounded positive Borel measurable functions on D and a > 0. In the present paper, we investigate asymptotics, as p → ∞ and t → ∞, of solutions to the following Cauchy-Dirichlet problem (1.1) behave like solutions of certain steady-state predator-pray models. This common behaviour was described by a certain free boundary problem. In the present paper, motivated by the results of Dancer and Du, we are interested in the asymptotic behaviour of solutions to (1.1). We consider the following two cases:
(I) We pass to the limit in (1.1) with p → +∞ and then with t → +∞.
(II) We pass to the limit in (1.1) with t → +∞ and then with p → +∞.
The most interesting part is the convergence as p → +∞ because by the known results for the usual Laplace operator (see [4, 5, 8, 11, 37] ) it is reasonable to expect that the limit function is a solution of some free boundary problem (or, equivalently, the obstacle problem). This phenomenon was studied for the first time by Boccardo and Murat [4] in the case of equations with Leray-Lions type operator and with a = 0, b = 1. Asymptotics of solutions of equations of type (1.1) with classical Laplacian and general a, b was investigated in [11, 37] . To our knowledge, there are no asymptotics results for (1.1) with α ∈ (0, 2) when p → ∞.
In the paper, we combine the methods used in the case of local operators with some new methods based on the probabilistic potential theory and stochastic analysis, which in particular allow us to weaken the assumptions adopted in [11, 37] . In the paper, we focus on the nonlocal case (α ∈ (0, 2)), but our proofs apply after obvious changes to the local case (α = 2). In particular, we strengthen the results proved in [11, 37] for the classical Laplace operator.
In the whole paper, we assume that the following hypotheses are satisfied. 
Note that in the paper [37] devoted to evolution equations the authors assume additionally that ϕ ∈ H 1 0 (D) and D, D 0 are smooth domains, and in [11] devoted to elliptic equations the authors assume additionally that D, D 0 are smooth, b is continuous and D 0 ⊂ D.
As for problem (I), we prove that if v is a unique weak solution of the parabolic obstacle problem As a matter of fact, in the present paper we only show the existence of u. The uniqueness problem for (1.4) is a separate difficult issue. It is solved in [28] (see also [12] for the case of the classical Laplacian).
As for problem (II), we show that there exists a solution u p of the problem −(∆ α/2 ) |D u p = au p − bu 1 ), and that for a satisfying this condition,
We next show that for every a ∈ (λ D 1 , λ 8) where u is a solution to (1.4) . Note that the convergence in (1.8) in the uniform norm has been considered in the literature only in the case when b ≥ c for some constant c > 0. In the paper, we are able to obtain stronger result thanks to the new methods based on the probabilistic potential theory and stochastic analysis. In particular, to prove pointwise convergence and pointwise estimates, in the paper we frequently exploit the Feynman-Kac formula for solutions to the problems (1.1)-(1.6). In the proof of the asymptotics as t → ∞, we combine an analytic methods introduced in [38] with the probabilistic one based on the Feynman-Kac representation and stochastic analysis introduced in [23] . Note here that under additional regularity conditions on b, D, D 0 , ϕ the large time behaviour of solutions to (1.1) and (1.2) with classical Laplace operator was studied in [16, 17, 18, 37] . Probabilistic methods also allow us to generalize to the case of fractional Laplace operator the result of [18] , which in our framework says that
Here λ 1 (−(∆ α/2 ) |D + q k ) is the first eigenvalue of the operator −(∆ α/2 ) |D + q k and {q k } is an increasing sequence of bounded nonnegative measurable functions on D such that
Thanks to the Feynman-Kac representation for eigenfunctions, we provide a short proof of this fact for general class of domains D, D 0 (in particular, for Lipschitz domains). We thus strengthen the result of [18] even in case α = 2. Property (1.9) plays a pivotal role in our proofs of the energy estimates for solutions to (1.1)-(1.6) and existence results for (1.4), (1.6). The uniform convergence in (1.3) and (1.8) is proved by using the analytic methods of [4, 37] combined with the Feynman-Kac representation and some probabilistic methods of stochastic analysis and probabilistic potential theory. It is worth mentioning that there is a wide set of papers (see [1, 7] and the references therein) devoted to the nonlocal logistic equations of the form (1.1) but with (∆ α/2 ) |D replaced by a nonlocal operator A of the form
with some strictly positive symmetric kernel J ∈ C(D × D). It is well known that for
for some positive c and strictly positive symmetric K, such that K(x, y) ∼ |x − y| −d−α on compact subsets of D. Therefore the class of fractional Laplace operators and operators of the form (1.10) are disjoint.
Preliminary results
In what follows, 
Dirichlet fractional Laplace operator
We consider the Dirichlet form (E,
Let Cap be the capacity naturally associated with the form E (see [19, Section 2.1] ). We say that a property holds E-q.e. if it holds outside a set of capacity Cap zero. We say that a function u on R d is E-quasi-continuous if for every ε > 0 there exists a closed set F ε such that Cap(R d \ F ε ) ≤ ε and u |Fε is continuous. It is well known (see [19, Theorem 2.1.3] ) that each u ∈ D(E) has an E-quasi-continuous m-version, which in the sequel will be denoted byũ.
By {T t , t ≥ 0} (resp. {J α , α ∈ ρ(A)}), we denote the semigroup (resp. resolvent) generated by ∆ α/2 .
Let [19] for details). By the definition, for any f ∈ L 2 (D; m), 
and
Probabilistic potential theory
We denote by X = ({(X t ) t≥0 , (P x ) x∈R d , (F t ) t≥0 ) a rotation invariant α-stable Lévy process associated with (E, D(E)) in the sense that for every Borel function f ∈ L 2 (E; m),
where E x denotes the expectation with respect to the measure P x . It is well know that such a process is doubly Feller, i.e. it is strongly Feller: 
It is well known that for any f ∈ B + (D).
We say that a Borel measure µ on D is E D -smooth if |µ| ≪ Cap D (i.e. µ charges no set of capacity Cap D zero) and there exists an increasing sequence {F n } of closed subsets of D such that |µ|(F n ) < ∞, n ≥ 1, and Cap D (K \ F n ) → 0 as n → ∞ for every compact set K ⊂ D. 
In what follows, if there is no ambiguity, in the notation we drop the prefix E D .
for q.e. x ∈ D if and only if there exists a process M with M 0 = 0 such that M is a uniformly integrable martingale on [0, τ D ] under the measure P x for q.e. x ∈ R d , and for q.e. x ∈ D,
Proof. See [28] .
Regular domains
We say that a bounded domain D ⊂ R d is Dirichlet regular if for every x ∈ E \ D, 
where
Hence, for every η ∈ D(E Dn ),
and weakly convergent with respect to E. Let u be the limit of {u n }. Then, for every 
Dn (x), x ∈ D n . Letting n → ∞ and using (2.6) we get [22, Lemma 20] , 
By uniqueness, u(x) = E x τ D . On the other hand, by the very definition of τ Dn and τ D ,
Eigenfunctions and intrinsic ultracontractivity
In what follows, we denote by λ 1 (B) the first eigenvalue of a given operator B. To simplify notation, we also set λ 
By [13, Lemma 2.1.2], c t ց 0, t → ∞. It is also well known that
From the above inequality it follows in particular that there exists q > 1 such that for every T > 0,
Eigenfunctions and eigenvalues
From now on, unless it is stated otherwise, we assume that (H1), (H2) are satisfied and D is a Lipschitz domain.
and there exists a subsequence {k n } such that
. By the definition of the eigenvalue,
By a standard property of eigenvalues,
By this and (3.1), sup
and the embedding is compact. Therefore there exists a subsequence
From this and (3.2) we deduce that, up to a subsequence, {ψ c kn } is convergent q.e. (see the reasoning following [19, (5 
Observe that by the assumptions on {q k },
with the convention that 0 · ∞ = 0. Hence
From this, (3.2) and q.e. convergence of ψ c kn we deduce that for q.e.
From the above formula we get in particular thatψ is strictly positive and quasicontinuous on D 0 . Sinceψ = ψ m-a.e.,ψ ∈ D(E D ). Hence, by [19, Theorem 6.1.1], ψ is a strictly positive solution to −A D 0 u + cu = λu. Thereforeψ = ψ c q.e. and λ = λ 1 (−A D 0 + c).
Proof. Let ψ 1 , ψ 2 be the first eigenfunctions for λ 1 (−A D + q 1 ) and
Hence (q 2 − q 1 , ψ 1 ψ 2 ) = 0, which contradicts the fact that m({q 1 < q 2 }) > 0. 
Existence result for semilinear elliptic equations
We recall that we assume that (H1), (H2) are satisfied and D is a Lipschitz domain.
Let f : D × R → R be a continuous function which is bounded on bounded subsets of D × R. We consider the following problem: 
Definition 4.3. We say that a bounded function u on D is a supersolution (resp. subsolution) to (4.1) if there exists a positive (resp. nonpositive) meaure µ ∈ M 0 (D) such that for q.e.
Proposition 4.4. Let u (resp. u) be a subsolution (resp. supersolution) to (4.1) and u ≤ u. Then there exists a solution u to (4.1) such that u ≤ u ≤ u.
Proof.
Step 1. Definê
We will show that ifû is a solution to the problem 
By Lemma 2.1, there exist martingalesM ,M such that for q.e. x ∈ D,
By the Tanaka-Meyer formula (see, e.g., [36, IV.Theorem 70]),
By the definition off and positivity of µ we get (û − u) + = 0. A similar argument shows that (u −û) + = 0. Thus u ≤û ≤ u as claimed.
Step 2. Define Φ by
Sincef is bounded, the operator Φ is well defined. From continuity of f it follows that Φ is continuous. Let {u n } ⊂ L 2 (D; m). By [15, Lemma 94, page 306], there exists a subsequence {n k } such that R Df (·, u n k ) is convergent m-a.e. Applying the dominated convergence theorem shows the convergence of
Proposition 4.5. Assume that a > 0. Then there exists at most one strictly positive solution to (1.6).
Proof. Let u 1 , u 2 be strictly positive solutions to (1.6). It is an elementary check that u 1 + u 2 is a supersolution to (1.6). It is also well known (see [28] ) that u 1 ∨ u 2 is a subsolution to (1.6) . This when combined with Proposition 4.4 shows that without loss of generality we may assume that u 1 ≤ u 2 . Striving for a contradiction, suppose that m({u 1 < u 2 }) > 0. By the Feynman-Kac formula, for every x ∈ D,
From this we conclude that u 1 (x) < u 2 (x), x ∈ D. In particular, since b is nontrivial and positive, m({b(
which is a contradiction. Proof. Assume that there exists a solution u to (1.6). Then, by Lemma 3.2,
Moreover, by Lemma 3.3 and (H1),
1 . By Theorem 3.1 and the fact that a < λ
Therefore cψ is a supersolution to (1.6). It is clear that for a sufficiently small ε > 0, εϕ D 1 is a subsolution to (1.6). Moreover, by the Feynman-Kac formula and ultracontracivity of p D , for every x ∈ D we have
Hence, for a sufficiently small ε > 0, εϕ D 1 ≤ cψ. Therefore, by Proposition 4.4, there exists a solution to (1.6).
Obstacle problem and asymptotics as p → ∞ for elliptic equations
In this section, we provide four equivalent formulations of the obstacle problem (1.4).
Next we prove asymptotics of steady-state logistic equations with respect to the increasing power of the absorption term. As a by-product, we get the existence result for the obstacle problem (1.4). As in Sections 3 and 4, we assume that (H1), (H2) are satisfied and D is a Lipschitz domain. 
Obstacle problem
Assume that u is a quasi-continuous bounded strictly positive function on D such that u ≤ I D\D 0 m-a.e. Then the following statements are equivalent:
(i) u is a solution to (1.4).
(ii) There exists a positive µ ∈ S 0 (D) such that (a) M is a uniformly integrable martingale under the measure P x for q.e. x ∈ D, and for q.e. x ∈ D,
for q.e. x ∈ D.
(iv) For every quasi-continuous function η on D such that u ≤ η ≤ I D\D 0 m-a.e., for q.e x ∈ D we have
where the infimum is taken over (F t ) t≥0 -stopping times τ .
Proof. 
Since u is bounded, u ∈ D(E D ). From the above equation and the properties of {ν k } it follows that for every bounded η ∈ D(E D ),
From this we conclude that µ ∈ S 0 (D) and condition (ii)(a) is satisfied. By (2.
By (5.1), I(ξ) ≥ 0 for ξ ≥ 0. Therefore, by Riesz's theorem, there exists a positive Radon measure ν on D such that Proof. Follows from [28] .
Existence and asymptotics
Let us recall an equivalent definition of a solution to (1.6) (see Remark 4.2).
Definition 5.4. We say that a strictly positive function
1 ) there exists a unique bounded solution u to (1.4).
(ii) Let u p , p > 1, be a solution to (1.6). Then
By the fact that a < λ
and Theorem 3.1, there exists k 0 such that
Hence, since q k 0 is bounded, there exists c k 0 (independent of p ≥ 2) such that
Therefore c k 0 ψ k 0 is a supersolution to (1.6). Since λ D 1 < a, we easily conclude that εϕ 
By the definition of a weak solution to (1.6),
where ν p = bu p p · m. Taking η = u p as a test function and using (5.6), we get Putting η = u p − u in (5.7) we get 
Let η ∈ D(E D ) be such that η ≤ I D\D 0 m-a.e., and let α ∈ (0, 1). By (H1),
As a consequence, by the proved convergence of {u p } and (5.7), we get that for every η ∈ D(E D ) such that η ≤ I D\D 0 m-a.e.,
By this and (5.9), u is a weak solution to (1.4). Moreover, by Proposition 5.3, u is continuous. By the uniqueness result for (1.4) (see [28] ),
As for the uniform convergence in (ii), by Proposition 5.2(iii) and Itô's formula,
with c depending only on D, α and d. By ultracontractivity of p D , for h > 0 we have
It is clear that µ ∈ S 0 (D). Therefore
By Proposition 5.2(iii), for every
By the above inequalities and the already proved convergences, we get u p − u ∞ → 0 as p → ∞.
Parabolic equations: existence and probabilistic interpretation
) and its dual space. Set
and define a bilinear form B D by 
where υ(t) is the uniform motion to the right, i.e. υ(t) = υ(0) + t and υ(0) = s P s,x -a.s. Moreover, X D is a càdlàg process such that that for any Borel subset B of D,
It follows that for fixed s ≥ 0 and x ∈ D, under the measure P s,x the process t → X D s+t is the process X killed upon exiting the set D.
As in [35, Section 6.2], we define a Choquet naturally associated with the form B D . We will denote it bym Cap 1 . Then, as in the case of the form E D , we define quasinotions associated with Cap 1 (Cap 1 -q.e., B D -quasi-continuity, B D -smooth measures). We denote by M 0,b (R × D) the set of B D -smooth bounded measures on R × D, and for fixed T > 0, we denote by
In the sequel, for a function v on D T , we set
and for a given measure µ ∈ M 0,b (D T ), we denote by µ (T ) the measure on D T given by
Probabilistic interpretation of solutions to linear equations
(i) v is a solution to the Cauchy-Dirichlet problem
(ii) Letṽ (T ) (s, x) be equal to the right-hand side of (6.1) if it is finite andṽ (T ) (s, x) = 0 otherwise. Then there exists a càdlàg process M with M 0 = 0 such that M is an {(F t ) t≥0 -martingale under the measure P s,x and
Proof. Follows from [25, Theorem 3.7, Theorem 5.8].
Existence for parabolic logistic equations
Remark 6.3. It is clear that (6.2) is equivalent to the following statement: for a.e. t ∈ (0, T ) and every η ∈ D(E D ),
A standard argument shows that there exists a version of
We will always consider such a version of v p . With this convention, in fact (6.3) holds for every t ∈ (0, T ). 
Obstacle problem and asymptotics as p → ∞ for parabolic equations
Let W T (0, T ) = {u ∈ W(0, T ) : u(T ) = 0}. In this section, we prove asymptotics results for parabolic logistic equations with respect to the increasing power in the absorption term. To this end, as in the elliptic case, we begin with formulating some equivalent formulations of the parabolic obstacle problem (1.2). We will also show some regularity results for solutions to (1.2).
Recall that we assume that (H1), (H2) are satisfied and D is a Lipschitz domain.
Obstacle problem
(ii) For every η ∈ W(0, T ) such that η ≤ I D\D 0 m 1 -a.e. we have (ii) There exists a positive 
Therefore, by [26, Theorem 5.4], v satisfies (iii).
In the following proposition, we use the notion of perfect PCAFs of X D (see [3, Section IV] for the definition). It is clear thatv is bounded, so v is bounded, too. Set 
By Proposition 7.2(iii) and Revuz duality, for q.e. (s, x) ∈ D T we havẽ
is lower continuous (as p D is lower semi-continuous), the above inequality holds for every (s, x) ∈ D T . Hence, by [3, Theorem IV.3.13, Theorem V.2.1], there exists a perfect PCAFÃ ν (T ) such that
Applying now a standard argument (see [25, Theorem 5.8] ) shows that condition (iii) of Proposition 7.2 holds for every (s,
Since h ≤ĥ ≤ I D\D 0 , v is a solution to (1.2) with I D\D 0 replaced byĥ. Observe that (ii) Let v p , p > 0, be a solution to (1.1). Then for every δ ∈ (0, T ],
Existence and asymptotics
, and if ϕ ∈ C 0 (D), then (7.1) holds with δ = 0. 
Therefore, by (7.2) and [15, Lemma 94, page 306], there exists a subsequence (still denoted by {v p }) such that {v p } is convergent m 1 -a.e. By this and (7.2), for all q ≥ 1 and
Hence, up to a subsequence,
3)
The rest of the proof we divide into two steps.
Step 1. We assume additionally that ϕ ∈ D(E D ). Then, by (7.2) and (7.3),
From this we conclude that ∂v ∂t ∈ L 2 (0, T ; L 2 (D; m)) and, up to a subsequence,
Since v ≤ I D\D 0 m 1 -a.e., we have
which converges to zero as p → ∞. By what has already been proved,
as p → ∞. From this and a parabolic counterpart to the argument given in (5.11) we conclude that v is a solution to (1.2). Applying now a uniqueness argument shows the convergence of the whole sequence {v p }.
To prove the uniform convergence of {v p } in (7.1), we first assume additionally that ϕ ∈ C 0 (D). Then, since (P D t ) t≥0 is Fellerian, a fixed point argument shows that v p ∈ C(0, T ; C 0 (D)). By using Proposition 6.1 and Proposition 7.3, we can now show, by the same method as in the proof of Theorem 5.5 (see the reasoning following (5.12)), that for every (s,
By ultracontractivity of p D , for h > 0 we have
y)|ν(dr dy).
Taking η = |v p −v| as a test function in Proposition 7.2(ii) and using the already proved convergences of {v p } shows that the right-hand side of the above inequality tends to zero as p → ∞. Next, by (7.2) and Proposition 7.3,
Observe that
Since we know that v p → v in L q (D T ), from (7.4) and the estimates following it we deduce that v p − v ∞ → 0 as p → ∞.
Step 2. The general case. Let ϕ ε ∈ D(E D ) ∩ C 0 (D) be a positive bounded function such that ϕ ε − ϕ L 2 (D;m) ≤ ε and ϕ ε ≤ I D\D 0 m 1 -a.e. Let v be a solution to (1.2), v ε p be a solution to (1.1) with ϕ replaced by ϕ ε , and v ε be a solution to (1.2) with ϕ replaced by ϕ ε . By a standard argument,
On the other hand, by Proposition 7.3, [27, Theorem 3.3] and (2.8), for every s
From this and Step 1 we get the desired result.
Asymptotics as t → ∞
As in Sections 3-7, we assume that the hypotheses (H1), (H2) are satisfied and D is a Lipschitz domain.
Cauchy-Dirichlet problem
Lemma 8.1. Let v p be a solution to (1.1). Assume that there exists c > 0 such that
the last inequality being a consequence of the fact that ay − cy p ≤ 0, y ≥ M p . 
and cϕ
and ψ k be the first eigenfunction for −A Dε + q k . As in the proof of Theorem 5.5 we show that for fixed δ > 0 there exist k 0 ∈ N and c k 0 > 0 such that λ k ≥ a, k ≥ k 0 , cψ k 0 ≥ ϕ Dε 1 and cψ k 0 is a supersolution to (1.6) on D ε for c ≥ c k 0 , p ≥ 1 + δ. More precisely, there exists a positive bounded function h on D ε such that
(see the reasoning following (5.5)). Of course, since ψ k 0 is independent of t, we have
Let c be chosen so that cψ k 0 ≥ 1 on D. By the Tanaka-Meyer formula, for every
Applying Gronwall's lemma gives
The last equality follows from the fact that cψ k 0 ≥ 1 on D. Consequently,
Taking t = 0, we get (8.1). Now, let w p be a solution to the Cauchy problem is bounded by a constant independent of p. Observe that
Hence, by [25, Corollary 5.9] , w p ≥w p , wherew p is a solution to the problem
By the Feynman-Kac formula,
By the ultracontractivity of p D (t, ·, ·), there exists c 1 ,
with some c t 0 > 0. Now observe that for every c > 0,
, the term in braces is less than or equal to zero. Therefore, by [25, Corollary 5.9 ], for such c > 0 we havew(t) ≥ cϕ D 1 , t ≥ t 0 .
Proposition 8.4. Let v p be a solution to (1.1) and u p be a solution to (1.6). Then
Multiplying the above equation by ∂vp ∂t and integrating over D we get (t) , v p (t)) < ∞ for every t 0 > 0, Therefore there exists a sequence {t n } ⊂ R + such that t n → ∞ and {v p (t n )} is convergent as n → ∞ to some w p ∈ D(E D ) weakly in D(E D ) and strongly in L q (D; m) for every q ≥ 1. Since v p is a solution to (1.1), we have . By Lemma 8.3, w p is strictly positive, so by [28] , w p = u p . Hence, by a uniqueness argument, the convergence of {v p (t n )} can be strengthened to the convergence of v p (t) as t → ∞. Subtracting now (6.3) from (5.4), and then taking η = v p (t) − u p as a test function and using the already proved convergences of {v p (t)} as t → ∞, we show that v p (t) → u p in D(E D ) as t → ∞.
To prove the uniform convergence in (8.3), we first observe that Proof. We divide the proof into three steps.
Step 1. We assume additionally that ϕ ∈ D(E D ). By (7.3) .7) again, ess sup t≥0 E D (v(t), v(t)) < ∞. Therefore there exists a sequence {t n } such that t n → ∞, ∂v ∂t (t n ) → 0 in L 2 (D; m), v(t n ) → u weakly in D(E D ) and for every q ≥ 1, v(t n ) → u in L q (D; m) for some u ∈ D(E D ). We may assume that {t n } is chosen so that
for every η ∈ D(E D ) such that η ≤ I D\D 0 . Letting n → ∞ in the above inequality and using (8.2) shows that u is a solution to (1.4). By [28] and the fact that v ∈ W(0, T ) ⊂ C(0, T, L 2 (D; m)), T ≥ 0, we have v(t) → u as t → ∞ strongly in L 2 (D; m). By (6.3),
By (8.8) and Theorem 7.4, for all s, t ≥ t 0 ,
. From this and already proved properties of v(t) we conclude that v(t) → u in D(E D ) as t → ∞.
Step 2. We assume that ϕ satisfies the assumptions of the theorem. By Theorem 7.4, v(t) ∈ D(E D ) for a.e. t ≥ 0. Let t 0 ≥ 0 be such that v(t 0 ) ∈ D(E D ). Then v 0 (t) := v(t + t 0 ) is a solution to (1.2) with ϕ replaced by v(t 0 ). By Step 1, v 0 (t) → u as t → ∞, which implies v(t) → u in D(E D ).
Step 3. The uniform convergence in (8. for x ∈ D, from which one can deduce that v(T ) − u ∞ → 0 as T → ∞.
