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Abstract: The purpose of the work is creation of a new technology for recognition of transport infrastructure 
facilities, including simplifications of algorithm for operation of technical facilities from video fixing under 
changing environmental factors. In this work, we used methods for determining the volume of three-dimensional 
facilities from the data of photo and video recording of the surrounding situation. The novelty of the research is 
building of decision algorithms based on devices and sensors that recognize changing road conditions, namely, 
defects in coverage. We obtained the algorithm of technical vision, which is supposed to implement as a 
program on a mobile device for recognition of transport infrastructure facilities and their defects by means of 
stereometry. One could use the data obtained in the planning of road repairs, in the analysis of traffic accidents 
by road police, for processing road users’ complaints, etc. 
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Automation of diagnostics of road surface condition represents an urgent challenge, as economic losses 
caused by late detection of cracks and potholes are becoming increasingly significant. The rapid growth in the 
number of automotive vehicles in Russia and the world is many times ahead of the pace of road construction. As 
a result, the road network operates in stressed conditions. The condition of highways, the quality of the road bed 
surface, the visibility, the width of the roadway, the arrangement of the relevant signs have a significant impact 
on road safety and define the concept of “road conditions” in their totality. The trajectory and speed of the 
automobile depends on the “road conditions”. In investigation of road traffic accidents, as experts believe, the 
impact of road conditions on occurrence of road accidents is from 60 to 80% of cases [1]. The procedure for 
fixing and registration of accidents currently provides three options: 1) the European Protocol, the participants in 
the incident themselves draw up and record all the circumstances, with the obligatory use of photo and video 
equipment; 2) the emergency commissioner draws up and records all the circumstances of the incident, with the 
obligatory use of photo and video equipment; 3) the traffic police inspector draws up and records all the 
circumstances of the incident, the use of photo and video equipment is not mandatory. Quite often, there are 
controversial situations, the investigation and examination of which we carry out on the available materials, 
including photographs and video filming. In most cases, the participants of the incident use the mobile devices 
when fixing and registering the situation (figure 1). In figure 1, a, the driver of the motorcycle recorded the 
overall traffic situation. In figure 1, b in order to understand the scale and size of the potholes, the driver used 
the glove as a scale marker. In this situation, the owner of the motorcycle will have to prove that the road surface 




a)                                                                           b) 
Figure 1. Photos of potholes in the road surface 
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 The key component in implementation of fully mobile devices capable of performing tasks of collecting road 
data is the technical vision system [2-3]. Development of automatic diagnostic systems for evaluation of defects 
and detection of destructions of the road surface is possible with the use of video cameras and image processing 
algorithms. However, the problem of the operation of systems based on pure video is their inability to filter out 
such shadings in pictures as road marking elements, smudges from oil and lubricant spills, brake traces, shadows 
of passing cars, and fresh patches [4]. One of the classical methods of extracting information about the depth of 
a three-dimensional (3D) object is the method of photogrammetric processing of stereoscopic images of 
a 3D object obtained from different angles [5-6]. The drawback of traditional digital photogrammetry is the 
significant involvement of the human operator, as well as the need to pre-scan analog images using high-
precision scanners. The mobile laser scanning-based systems have become a breakthrough in road condition 
diagnostics [7] (figure 2). However, high cost of this technology has made things more complicated. The use of 
modern inexpensive photogrammetric methods [8-10] to determine damages and unevenness of the road surface 
and structural elements of the road gives a new impetus to the development of digital technologies for the design 




Figure 2. Laser scanning points includes reflections from people, machinery, vegetation, etc. 
 
The presented report exams the problem of automating the diagnosis of the current state of roads. Using the 
availability and prevalence of mobile devices, we proposed to use mobile measurements on a series of 
consecutive frames of video shooting. This is because with the development of modern methods of analysis and 
recognition of objects from their images, the accuracy of calculating the characteristics of these objects, namely, 
area and volume, increases. Additionally, this will reduce the likelihood of overstatement of road works when 
planning repairs. As parts of this report there will be: 1) the task of automating the recognition of damage to the 
road surface; 2) description of the methods of linear perspective and the construction of the projective matrix; 
3) the possibility of applying a linear perspective to solve the problem; 4) description of the methods of 
“external calibration” of a video camera and the results of numerical experiments. In addition, we will try to 
present the advisability of reducing the number of measured points for referencing stereo images using 
preliminary calibration of the internal parameters of the camera; and also the possibility of pre-binarization of 
the image using a variety of algorithms. We describe numerical experiment on the use of the detector of 
characteristic points of the image and we make appropriate conclusions. 
 
2. Research methods  
 
The solution of the problem is reduced to the formation of geometric transformations according to the graphic 
labels of the elements of the matrix and the restoration of the three-dimensional coordinates of the points of the 
























    (1)  
can be used to model the photographing process itself. If x*, y*, x, y, z are known, then (1) represent two 
equations with 12 unknown elements T, b. Applying these equations to n >= 6 non-coplanar points in object 
space and to their images on a perspective projection, we obtain a homogeneous system of 2n equations with 
12 unknowns. To solve the resulting system, we transfer the terms containing the normalization coefficient b3 to 
the right and set the value b3 = 1. Thus, to find the solution T, b, we obtain an overdetermined system of 
equations, the matrix of which we cannot invert, since it is not square. As is known from the theory of the 
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 method of least squares, we can calculate the best-averaged solution by multiplying both sides of the matrix 
equation by the transposed matrix of the system. Then we get a system of 11 linear equations for 11 unknowns 
with a symmetric square matrix, for solving which we can apply the well-known square root method. Thus, by 
known coordinates, there is determined a transformation that gave rise to a given perspective projection, for 
example, a photograph.   
 
 
Figure 3. Perspective projection of the point 
 
In the photogrammetry method, we use a stereo pair as the image of object, i.e. two projections of the same 
three-dimensional object, recorded in different angles [12]. In this case T, b, x*, y* are assumed known in 
equations (1). Then two equations are obtained from three unknown spatial coordinates x, y, z. This is 
an underdetermined system of equations, so it is impossible to solve it. However, if we know two perspective 
projections, say two photographs taken from different angles, then we can write these equations for both 
projections      
     
     
     
1 1 *1 1 1 *1 1 1 *1 *1 1
11 31 12 32 13 33 1
1 1 *1 1 1 *1 1 1 *1 *1 1
21 31 22 32 23 33 1
2 2 *2 2 2 *2 2 2 *2 *2 1
11 31 12 32 13 33 1
2 2 *2 2 2 *2 2 2 *2 *2 1





T T x x T T x y T T x z x b
T T y x T T y y T T y z y b
T T x x T T x y T T x z x b
T T y x T T y y T T y z y b
      
      
      
      
 
As a result, we obtain four equations from three unknown spatial coordinates x, y, z, where superscripts 1 and 
2 denote the first and second perspective projections. Thus, an overdetermined system of equations is again 
obtained, and the least squares and square root methods can be used to find the coordinates of the point x, y, z.  
With the next movement of the camera, we obtain 11 new parameters; however, not all of them are 
independent. Namely, five parameters are responsible for the so-called internal parameters of the camera (focal 
lengths, the coordinates of the main point and the distortion parameter), which do not change when it is moved. 
To define them, we reduce the matrix of the projective transformation T to the upper triangular form, so that the 








      
 1 1, .R A T t A b          (2)  
In fact, three Euler angles of rotation are in the matrix R. It is important that it is orthogonal. The application 
of the conditions of orthogonality makes the problem of determining the parameters R, t of the perspective 
transformation (external calibration) solvable, although nonlinear. Thus, it becomes possible to use n >= 3 
calibration points of the object in space to construct the next calibration at perspective transformation. Recall 
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 that it is these points on each image that the roadman is supposed to find to solve the problem of 
photogrammetry successfully. 
In conditions when the internal parameters of the camera do not change, we have formulated a new "one-
point" method of external calibration of the smartphone's camera. If we know the projective transform matrix T 
for the calibrated frame, we can fix the orientation angles of the smartphone's camera in the moment of internal 
calibration and the orientation angles for each stereopair frame: α, β, γ. After that we can get the rotation matrix 
of the second frame relative to the calibrated frame 
cos( )cos( ) cos( )sin( ) sin( )sin( )cos( ) cos( )cos( )sin( ) sin( )sin( )
sin( )cos( ) cos( )cos( ) sin( )sin( )sin( ) sin( )cos( )sin( ) cos( )sin( ) ,
sin( ) sin( )cos( ) cos( )cos( )
P
           
           
    
         
 
where the resultant Euler angles α, β, γ of the rotation matrix are equal to the differences of the obtained angles. 
Then we calculate the projective transformation matrix T2 for the second frame by the formula T2 = T1 · P and 
we find the coordinates of the normalized capture point vector for the second frame are from the equations:  
 
2 *2 2 2 *2 2 2 *2 2 2 *2
1 11 31 12 32 13 33
2 *2 2 2 *2 2 2 *2 2 2 *2
2 21 31 22 32 23 33
( ) ( ) ,
( ) ( ) .
b x T T x x T T x y T T x z
b y T T y x T T y y T T y z
      
        
Thus, the nonlinearity associated with the Euler angles disappears and the received solution allows 
performing 3D measurements on the smartphone at one single marker point. As in the previous example, one 
can use additional marker points – for later averaging. 
The process of building a three-dimensional model for a set of pairs of corresponding points in a general case 
consists of five stages. 1. Calculation of the design matrix from measurements in the laboratory. 2. Calculation 
of the internal parameters of the camera according to the design matrix. 3. Video measurements on the object. 
4. Calculation of external parameters. 5. The solution of the inverse problem for each pair of conjugate points. 
Moreover, knowing real points in space, you can calculate the parameters necessary for the certification of the 
defect of the road surface (area and volume).  
 
2.1 Numerical experiment 
For illustrating the method, we consider a real stereo pair, corresponding to two photographs of a typical road 
cone against the background of a hole in a road pavement (see figure 4). We measured the coordinates of the 
seven vertices of a 3D object with a ruler. In addition, we recorded the coordinates of the corresponding points 
on the images in a graphical editor using the mouse. Given the coordinates of the road surface point on the left 
and right images, one can estimate the accuracy of the presented technical vision algorithm. In our case, the 
distance from the tip of the cone to the asphalt coating calculated by the Pythagorean Theorem was 31.975 cm, 




Figure 4. Stereo pair: road cone against the background of damage to the road surface 
 
The use of the “three-point” method, i.e. if we determined the internal parameters of the camera by all seven 
points, gave a value of 21.174 cm, which ensures a relative measurement error of 33.8%. However, the addition 
in this context of only one (i.e. fourth) point gave a value of 30.756 cm, which provides a quite acceptable 
relative measurement error of 3.8%. The performed numerical experiments allow us to recommend using such 
a device as a folding emergency stop sign, which has exactly four easily recognizable reference points, for video 
measurements on the object. A more responsible task of calibrating the internal parameters of the camera you 
can successfully perform in the laboratory on a much larger number of marker points, for example, in the Tsai 
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 method [10] there are at least 25 of them. We emphasize that this requires the special care when performing 
measurement work. For example, for the previous example, the internal parameters of the camera on the left and 
right images do not match:  
 
Table 1. Internal parameters of the camera in figure 4 
Photo  α  β  u0  v0  γ  
Left  795.578 642.85 794.579 841.311 15.669 
Right  401.112 296.649 824.506 667.454 13.096 
 
In the next series of experiments, there are 10 calibration points; including four corners of a label with a bar 
code (see figure 5). The internal parameters of the camera on the left and right images are equal, respectively:  
 
Table 2. Internal parameters of the camera in figure 5 
Photo  α  β  u0  v0  γ  
Left  3599 3707 1340 2028 133.898 
Right  3050 3233 981.91 2623 38.878 
 
Then, for the 3D coordinates of the vertices of the dark tile next to the shaded area on the flooring, we get 




Figure 5. Stereo pair of a packing box 
 
2.2 On binarization of images at the pavement defects recognition 
Further work consists in automating the process of searching for graphic markers and reference points on 
photographs. Allocation of object borders is the one of the most important tasks at pavement damages 
recognition. They contain exhaustive information on its form, for the subsequent analysis. The method of 
binarization of the initial image copes with this task. Nevertheless, in this process existence of a large number of 
distortions: washing out, gaps and loss of objects integrity, emergence of noise in homogeneous areas is 
characteristic. Demand of the mistakes elimination has led to emergence of a plenty of binarization methods. 
Binarization process is transformation of the initial image to the image which elements can accept only two 
values. This process is need to the analysis of photos of pavement damages. Because it allows revealing objects, 
which contain the interesting information and it can execute their compact description. Creation of the 
automated systems of images recognition is a difficult theoretical and technical task. Development of new 
images binarization algorithms promotes finding the solution of the problems existing in the field of images 
recognition and in digital processing of images. The various approaches to images binarization exist. We can 
divide them onto two groups: the threshold methods and methods based on a brightness equality condition. In 
threshold methods, we seek for some characteristic (threshold) allowing dividing image elements on the two 
classes. The threshold can be constant or adaptive. The histogram of brightness values or entropy can be the 
basis of its choice. The Niblack's algorithm is the most known of nearby methods [13]. However, it badly copes 
with non-accurate structures in the field of a background. It was the reason of emergence of ideologically similar 
algorithms eliminating this defect. The Otsu method is one of the most effective threshold methods of 
binarization of grayscale images on quality and speed [14]. This method minimizes interclass dispersion. 
Among the methods based on a condition of brightness equality, we can note Bayer’s method [15]. This 
method uses ready binary templates with a different brightness. In addition, we can note the mistakes diffusion 
algorithm by Floyd-Steinberg [16], based on dithering (addition the noise before quantization). Its restrictive 
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 feature is consistent implementation, because the result of processing of each following pixel depends on 
processing of previous. 
In addition, we consider the new short-time binarization algorithm [17] in this report. This algorithm refers to 
methods, based on a condition of brightness equality. The main difference of this algorithm is enhancing 
contrast and allocating faint contrast details in grayscale images. The discrete shearlet transform (DST) [18] is 
one more method of the images binarization applying to the task. We use the “ShearLab” library by MATHLAB 
for building the DST [19].  
The report shows a possibility of application of shearlet functions to the images binarization in the problem 
of pavement damages recognition. The figure 6 gives the example of the initial image containing pavement 




Figure 6. Image of the pavement damage 
 
   
a)                                                         b) 
Figure 7. Image of the pavement damage: a) 10% of significant coefficients,  b) 1% of significant coefficients  
 
Table 3. Estimation of image binarization quality (figures 6-7) 
MAD (p=1) RMSE (p=2) PSNR (10%) PSNR (1%) 
0.3102 0.3909 19.44 18.08 
 
In this article, we use the most common mathematical criteria for estimation of the image quality. The 
distance between two images ( , )f f x y  and ( , )g g x y  with dimensions m n  is defined by Hölder's norm, 














         
If  p = 1 then we have the average difference (MAD). If p = 2 then we have the root by the standard deviation 
(RMSE).  
Based on the distance we have the peak signal/noise relation (PSNR) between two images. It is determined 
2




    
We use the criteria of a minimum RMSE and a maximum PSNR to estimation of quality of the image 
processing. 
Binarization allows reproducing details and borders of objects on images more precisely. Therefore, the 
accuracy of calculation of damage parameters increases. It is useful for data processing later on. As a 
preliminary conclusion, we note that on images of objects of artificial origin, for example, a pyramid or a cube, 
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 at the vertices of which are graphic markers, the presence of angles formed by intersections of guidelines 
(curves or straight lines) are characteristic. Therefore, to analyze such images, it is advisable to use the so-called 
"corner" filters (Sobel, Laplacian, and Canny) [21-22]. For objects of natural origin, such as pits and potholes in 
the asphalt-concrete pavement, local inhomogeneities are characteristic; therefore, blob detectors are more 
suitable, based on the Laplace method [23]. Figures 8, 9 show the use of Harris detector for detecting conjugate 








Figure 9. Stereopair of two photographs of the real pavement  
 
3. The future works and discussion 
 
We suppose to carry out the implementation of the obtained algorithms on a smartphone running the 
Android OS. Due to the peculiarities of the image of the defects of the roadway (lack of clear boundaries, the 
presence of outsiders objects, the insignificance of some defects), it should be possible to “manually” mark 
the characteristic points on the images. The algorithm for creating such an interface that allows selecting the 
characteristic points by the movement of the graphical cursor is the following. In succession, the left and then 
the right snapshot of the stereo pair are reset to the smartphone screen (figure 10, a). An image of a wire model 
of a 3D object superimposes the whole image. On the model, the characteristic points of the object flash, and the 
user by the movement of the graphic cursor selects the corresponding point in the photo. After processing both 
images of the stereo pair, the algorithm forms linear perspective transformation matrices in the smartphone’s 
memory (a so-called calibration). Then by a command sent the user selects an arbitrary point in each snapshot of 
the stereo pair. It is proposed to choose from the appropriate menu the test mode (if it is a characteristic point 
belonging to the object), or the test mode for the probing of the Pythagorean Theorem (if it is a point on the road 
base), or to continue to work. Next, by a command sent the user selects the second point in each snapshot of the 
stereo pair; and the algorithm calculates the distance between selected points (another test). Next, the user 
selects the third and so on points in each picture of the stereo pair when prompted. As the array of characteristic 
points filled, it becomes possible using the triangulation technology to construct a three-dimensional 
mathematical model of a road surface defect. Then, based on the obtained model, the area and volume of the 
geometric figure that characterizes this particular damage to the road surface are calculated. A further task is to 
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prepare an order for the repair work to eliminate this road defect. The full cycle of works on the recognition of 
road surface damage is shown in figure 10, b.  
 
 
a)                                                                                                  b) 
Figure 10. a) Imitation of work with the image on the smartphone screen. b) The structure of the software-
algorithmic complex recognition of road surface damage 
 
The practical application of the algorithm stated in the report is quite wide, including when fixing and 
determining the actual dimensions of damage to vehicle based on the measured values of body surface points on 
the left and right images (figure 11). Examination of the nature and the list of damages to the vehicle provides for 
a detailed fixation of the damages to determine the possibility of their formation and involvement in the event 
under investigation. The corresponding act records the results of the visual inspection of the damaged vehicle and 
photographing. Photographs and inspection report for damaged car are a mandatory annex to the expert opinion 
or report on the assessment of the cost of repairing the car. Of course, the photogrammetric method is a weighty 
argument in solving controversial situations, and the determination of the actual size of damage to the elements of 
the car from photographs and video footage is an urgent task. In conclusion, we should say that the remote 
collection of data on road surface defects could be much more efficient using the methods described in this report. 
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Searching for local features of the each frame 
Pre-processing of images by shearlet denoising 
Getting a stereo pair consisting of two photographs of road surface 
damage from different angles 
Algorithm for selecting a damage 
contour by one of the known 
methods (Sobel, Laplace, Kani) 
Algorithm for determining the 
damage area by blob detectors 
based on the Laplace method 
Uniting results 
"Manual intervention" (selection of characteristic points of 
damage) by specialist, if necessary 
Construction of a dimensional mathematical model of the road 
damage object 
Calculation of the area and volume of the road damage 
Preparation of an order for repair work on the elimination of a road 
defect 
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