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Abstract
By a famous result of Doyen, Hubaut and Vandensavel [6], the 2-rank of
a Steiner triple system on 2n − 1 points is at least 2n − 1 − n, and equal-
ity holds only for the classical point-line design in the projective geometry
PG(n − 1, 2). It follows from results of Assmus [1] that, given any integer
t with 1 ≤ t ≤ n − 1, there is a code Cn,t containing representatives of all
isomorphism classes of STS(2n − 1) with 2-rank at most 2n − 1 − n + t.
Using a mixture of coding theoretic, geometric, design theoretic and com-
binatorial arguments, we prove a general formula for the number of distinct
STS(2n− 1) with 2-rank at most 2n− 1−n+ t contained in this code. This
generalizes the only previously known cases, t = 1, proved by Tonchev [13]
in 2001, t = 2, proved by V. Zinoviev and D. Zinoviev [16] in 2012, and
t = 3 (V. Zinoviev and D. Zinoviev [17], [18] (2013), D. Zinoviev [15]
(2016)), while also unifying and simplifying the proofs.
This enumeration result allows us to prove lower and upper bounds for
the number of isomorphism classes of STS(2n − 1) with 2-rank exactly
(or at most) 2n − 1 − n + t. Finally, using our recent systematic study of
the ternary block codes of Steiner triple systems [10], we obtain analogous
results for the ternary case, that is, for STS(3n) with 3-rank at most (or
exactly) 3n − 1− n+ t.
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We note that this work provides the first two infinite families of 2-designs
for which one has non-trivial lower and upper bounds for the number of non-
isomorphic examples with a prescribed p-rank in almost the entire range of
possible ranks.
MSC 2010 codes: 05B05, 51E10, 94B27
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1 Introduction
We assume familiarity with basic facts and notation concerning combinatorial de-
signs [4] and codes [2], [7]. Throughout this paper, an incidence matrix of a
design will have its rows indexed by the blocks, while the columns are indexed by
the points of the corresponding design.
It was shown by Doyen, Hubaut and Vandensavel [6] that only the binary and
ternary codes of Steiner triple systems can be interesting: for primes p 6= 2, 3,
the GF(p)-code of any STS(v) has full rank v. The classical examples of STS are
provided by the point-line designs in binary projective and ternary affine spaces.
By a famous result of Doyen, Hubaut and Vandensavel, the 2-rank of a Steiner
triple system on 2n−1 points is at least 2n−1−n, and equality holds only for the
classical point-line design in the projective geometry PG(n−1, 2). An analogous
result also holds for the ternary case, that is, for STS(3n).
In [1], Assmus proved that the incidence matrices of all Steiner triple systems
on v points which have the same 2-rank generate equivalent binary codes, and
gave an explicit description of a generator matrix for such a code. In our recent
systematic study of the binary and ternary block codes of Steiner triple systems
[10], we also obtained a corresponding result for the ternary case. In all these
cases, we give an explicit parity check matrix for the code in question.
Using these results, we will deal with the enumeration problem for STS on
2n − 1 or 3n points with a prescribed 2-rank or 3-rank, respectively. In Sec-
tion 2, we will use a mixture of coding theoretic, geometric, design theoretic and
combinatorial arguments to prove a general formula for the number of distinct
STS(2n − 1) with 2-rank at most 2n − 1 − n + t contained in the relevant code.
Our approach differs from the one used by the second author in [13] to find an
explicit formula for the STS(2n − 1) of 2-rank 2n − n, and is somewhat remi-
niscent of the constructions of STS(2n − 1) with small 2-rank given by Zinoviev
and Zinoviev [16, 17], who also briefly mention a possible extension to higher
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ranks in [17]. However, our treatment will rely essentially on design theoretic and
geometric methods, whereas [13], [16, 17] use almost exclusively the language of
coding theory. This allows us to give a unified, considerably shorter and, in our
opinion, more transparent presentation.
The ternary case has not been studied before, except for our recent (mainly
computational) work on STS(27) with 3-rank 24 [8]. In Section 3 – which is
completely parallel to Section 2 – we provide general enumeration results also for
the ternary case. Namely, we derive a formula for the exact number of distinct
STS(3n) having 3-rank at most 3n − n − 1 + t that are contained in a ternary
[3n, 3n−n− 1+ t] code having a parity check matrix obtained by deleting t rows
from the generator matrix of the first order Reed-Muller code of length 3n.
Finally, in Section 4, we use our enumeration of the distinct examples in the
relevant code to obtain both lower and upper bounds for the number of isomor-
phism classes of STS(2n−1) having 2-rank exactly (or at most) 2n−1−n+ t, as
well as lower and upper bounds for the number of isomorphism classes of STS(3n)
having 3-rank exactly (or at most) 3n − 1− n+ t.
The lower bounds appear to be quite strong and show the expected combina-
torial explosion even for STS with small rank. As examples, we show that the
number of isomorphism classes of STS(31) with 2-rank at most 29 is larger than
1024; similarly, the number of isomorphism classes of STS(27) with 3-rank at
most 25 is larger than 1019.
To the best of our knowledge, the results of this paper not only generalize the
previously known special cases in the binary case (t = 1: Tonchev [13], t = 2:
V. Zinoviev and D. Zinoviev [16], t = 3: D. Zinoviev [15]), and develop an
analogous general theory for the ternary case, but also provide the first two infinite
families of 2-designs for which one has non-trivial lower and upper bounds for the
number of non-isomorphic examples with a prescribed p-rank in almost the entire
range of possible ranks. (The only cases where our bounds do not apply are for
designs having full 2-rank v, or 3-rank v − 1.)
2 The binary case
The following result was recently proved in [10, Theorem 4.1]. It generalizes a
property of STS(2n − 1) having 2-rank at most 2n − n+ 2 proved in [17].
Theorem 2.1. Let D be a Steiner triple system on v points, and assume that D
has 2-rank v −m, wherem ≥ 1.
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(i) The binary linear code C of length v and dimension v − m spanned by the
incidence matrix A of D has an m × v parity check matrix H whose column set
consists of w copies of the column set of them× (2m−1) parity check matrixHm
of the binary Hamming code of length 2m− 1, and w− 1 all-0 columns (for some
w ≥ 1). In particular, v has the form v = w · 2m − 1.
(ii) The dual code C⊥ is an equidistant code for which all nonzero codewords
have weight d = (v + 1)/2.
An immediate consequence is the following result first proved by Assmus [1,
Theorem 4.2]:
Corollary 2.2. The binary linear code spanned by the incidence vectors of the
blocks of a Steiner triple system on v points with 2-rank v − m contains repre-
sentatives of all isomorphism classes of Steiner triple systems on v points having
2-rank v −m.
The classical examples of STS with a non-trivial binary code are the point-
line designs in binary projective spaces. Here one has the following result [10,
Theorem 4.5] originally established by Doyen, Hubaut and Vandensavel [6] (via
a geometric approach), but without the statement on the parity check matrix:
Theorem 2.3. Let C be the binary linear code spanned by the incidence matrix
A of a Steiner triple systemD on 2n − 1 points. Then
dimC = rank2A ≥ 2
n − 1− n. (1)
Equality holds in (1) if and only if the n × (2n − 1) parity check matrix of C is a
parity check matrix of the Hamming code of length 2n − 1 (equivalently, a gener-
ator matrix for the simplex code of this length), in which case D is isomorphic to
the design PG1(n− 1, 2) of points and lines in PG(n− 1, 2).
We will also need the following strengthening of Corollary 2.2 [10, Theorem
4.6]:
Theorem 2.4. The binary linear code C spanned by the incidence vectors of the
blocks of a Steiner triple system on v = 2n − 1 points with 2-rank 2n − 1 − k,
where k ≤ n, contains representatives of all isomorphism classes of Steiner triple
systems on 2n − 1 points having 2-rank at most 2n − 1− k.
In particular, the binary code of the classical systemPG1(n−1, 2) is a subcode
of the code of every other STS on 2n − 1 points.
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We now fix some notation in order to study the Steiner triple systems on 2n−1
points with prescribed 2-rank 2n − 1− n+ t, where 1 ≤ t ≤ n− 1. By Theorem
2.3, the binary [2n − 1, 2n − n − 1] code spanned by the incidence matrix of the
classical STS(2n−1) has a parity check matrixHn whose column set consists of
all distinct non-zero vectors in GF (2)n.
Moreover, for 1 ≤ t ≤ n− 1, the (n− t)× (2n − 1) matrixHn,t obtained by
deleting (arbitrarily chosen) t rows of Hn is the parity check matrix of a binary
[2n, 2n−1−n+ t] code which contains representatives of all isomorphism classes
of STS(2n−1) having 2-rank at most 2n−1−n+ t. We note that the column set
of Hn,t consists of all vectors of GF (2)
n−t, where each non-zero vector appears
exactly 2t times, whereas the all-zero vector 0 appears exactly 2t−1 times. These
facts are easy consequences of the results of [10] stated above. A similar result
for the special case t = 3 is given in [15, 17].
Note that the matricesHn,t are all unique up to a permutation of their columns.
To fix the notation completely, we will henceforth assume that the columns are
ordered lexicographically. Now fix n and t, and let C = Cn,t be the binary code
with parity check matrixH = Hn,t. In what follows, we will use the abbreviations
N = 2n − 1, T = 2t − 1, andM = 2n−t − 1.
For later use, we first describe the automorphism group of C, a result due to
Assmus [1, Corollary 3.7]:
Theorem 2.5. The code C is invariant under a group G of order
T ! ·
(
(T + 1)!
)M
· |PGL(n− t, 2)|.
The group G is a wreath product of two groups G1 and G2. Here G1 is the direct
product of the symmetric group ST with M copies of the symmetric group ST+1,
where ST acts on the set of all-zero columns of the parity check matrix H and
where each copy of ST+1 acts on a set of identical non-zero columns ofH , andG2
is the collineation group PGL(n− t, 2) of the (n− 1− t)-dimensional projective
geometry Π := PG(n− 1− t, 2).
Proof. Note that the non-zero columns ofH are vectors representing the points of
PG(n − 1 − t, 2), with each point repeated T times. Then the statements of the
theorem follow directly from the structure of the column set of the parity check
matrixH , as described above.
Since the block set of any STS(N) having 2-rank at most N − n+ t consists
(up to isomorphism) of the supports of a suitable set of words of weight 3 in C, we
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begin by studying the triple systemD on the point set V = {1, . . . , N} of column
indices which has the supports of all words of weight 3 in C as blocks. Whenever
convenient, we will identify the points ofD with the columns ofH . Similarly, we
will usually not distinguish between a block of D and the corresponding word of
weight 3 in C.
We split V according to the structure of H as follows, taking into account the
lexicographical ordering of the columns:
• Let V0 = {1, . . . , T} be the set of all-zero columns of H .
• The remaining points are split into groups G1, . . . , GM of T + 1 identical
columns each. Thus Gi = {T + (i− 1)(T + 1) + 1, . . . , T + i(T + 1)}.
Note that the groups correspond to the M points of the (n − 1 − t)-dimensional
projective geometry Π = PG(n− 1− t, 2).
A group divisible design GDD(m,n, k, λ1, λ2) (or GDD for short), is an in-
cidence structure with mn points and blocks of size k, such that the points are
partitioned intom groups of size n, and every two points that belong to the same
group appear together in λ1 blocks, while every two points from different groups
appear together in λ2 blocks.
Lemma 2.6. Let x and y be two distinct points ofD, and let B = {x, y, z} be any
block containing these two points. Then one of the following cases occurs:
(i) If x, y ∈ V0, then also z ∈ V0.
(ii) If one of the two points, say x, belongs to V0 and the other point y belongs
to some group Gi, then also z ∈ Gi.
(iii) If x and y belong to different groups Gi and Gj , then z belongs to a group
Gk with k 6= i, j. Moreover, if x¯ and y¯ are the (distinct) points of Π corre-
sponding to x and y, then z¯ is the third point x¯+ y¯ on the line of Π through
x¯ and y¯. In other words, Gk is the group defined by the point x¯+ y¯ of Π.
In particular, any blockB ofD joining two points in distinct groups induces a line
of Π.
Proof. First assume x, y ∈ V0 and note that any column z /∈ V0 contains an entry
1 in some row ofH . SinceB has to be orthogonal to all rows ofH , the assumption
z /∈ V0 would lead to a contradiction, which proves (i).
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Next, let x ∈ V0 and y /∈ V0, so that also z /∈ V0. Suppose that the columns
y and z are distinct vectors in GF (2)n−t. Then there is at least one row of H
where one of these two columns has entry 0 and the other has entry 1. Such a
row would not be orthogonal to B, and hence y and z have to be identical vectors,
establishing (ii).
A similar argument as for case (i) shows that the case x, y ∈ Gi and z /∈ V0
cannot occur. Thus we are left with the case where x and y belong to different
groups Gi and Gj . Let x¯ and y¯ be the (distinct) points of Π corresponding to x
and y, and denote the group determined by the point x¯+ y¯ of Π by Gk. It is clear
that B′ = {x, y, w} is a block, whenever w ∈ Gk.
Now suppose z ∈ Gh, where h 6= k. Then the sum of the code words B
and B′ is a word c of weight 2 in C, and the two non-zero entries of c belong
to the columns w and z in the distinct groups Gk and Gh. Consider the matrix
obtained by using just one of the T + 1 columns in each group, that is, the parity
check matrixH ′ := Hn−t for the code C
′ determined by the lines in the projective
geometry Π = PG(n− 1 − t, 2). As c is orthogonal to all rows of H , the vector
c′ of length 2n−t − 1 and weight 2 with entries 1 in positions k and h has to
be orthogonal to all rows of H ′. This contradicts the well-known fact that the
minimum weight vectors of C ′ have weight 3 (they are the incidence vectors of
the lines of Π). This shows z ∈ Gh and proves (iii).
The following theorem is a simple consequence of Lemma 2.6:
Theorem 2.7. The set of blocks of D splits as follows:
• The blocks contained in V0 form a complete 2-(T, 3, T − 2) design.
• The blocks disjoint from V0 give a GDD with theM groups G1, . . . , GM of
size T + 1 each, where two points in the same group are not joined at all,
whereas two points in different groups are joined by T + 1 blocks.
• All other blocks contain two points in the same group and intersect V0 in a
unique point. Any two points in the same group are in exactly T blocks of
this type.
Proof. This follows easily from Lemma 2.6: it suffices to observe that any choice
of three points x, y, z satisfying the conditions in one of the three cases of the
lemma gives a block.
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As a further consequence of Lemma 2.6, we can also describe the structure
of any STS(N) contained in C (that is, of any subset of N(N − 1)/6 blocks of
D forming an STS). While this description bears some resemblance to Theorem
4.1 of Assmus [1], the use of the GDD D allows a considerably more transparent
result, which is suitable for counting purposes.
Theorem 2.8. Let S be an arbitrary Steiner triple system STS(N) contained inD.
Then the block set B of S splits as follows:
• a set B0 of T (T−1)/6 blocks contained in V0, such that (V0,B0) is a Steiner
triple system S0 on the T points in V0;
• for all i = 1, . . . ,M , a set Bi of T (T + 1)/2 blocks joining a point x of
V0 to two points y, y
′ in the group Gi. For each choice of x, there are
(T + 1)/2 = 2t−1 such blocks, and the sets {y, y′} occurring in these 2t−1
blocks yield a 1-factor F
(i)
x of the complete graph on Gi; moreover, the
1-factors F
(i)
x (x ∈ V0) form a 1-factorization F
(i) of this complete graph.
• for each line ℓ of the projective geometry Π = PG(n − 1 − t, 2), a set Bℓ
of (T + 1)2 = 22t blocks forming a transversal design TD[3;T + 1] on the
three groups determined by the points of ℓ.
Proof. By part (i) of Lemma 2.6, we necessarily obtain a sub-STS(T ) of S on the
point set V0. (In the terminology of Assmus [1], S0 is the trivializing subsystem
of S.)
Part (ii) of Lemma 2.6 shows that a point x ∈ V0 has to be joined to a point
y ∈ Gi by a block of the form {x, y, y
′} with y′ ∈ Gi. Since every point y ∈ Gi
is joined to x by exactly one block in B, the sets {y, y′} occurring in such a block
have to form a 1-factor F
(i)
x of the complete graph on Gi. As any two points in
Gi also determine a unique block in B, no pair {y, y
′} can occur in two of these
1-factors, so that the T 1-factors F
(i)
x indeed give a 1-factorization.
By part (iii) of Lemma 2.6, the remaining blocks of S have to consist of points
in three distinct groups which induce a line of Π. Now let ℓ = {x¯, y¯, z¯} be such
a line, and let the three groups determined by the points of ℓ be Gi, Gj and Gk.
As any two points in different groups have to be on a unique block in B, the set
of blocks of S inducing the line ℓ obviously has to form a TD on these three
groups.
The preceding results lead to a generic formula for the number of distinct
Steiner triple systems contained in D. For this, we shall denote
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• the number of distinct Steiner triple systems on a v-set by N1(v);
• the number of distinct 1-factorizations of the complete graph on 2k vertices
by N2(2k);
• and the number of distinct transversal designs TD[3; g] on three specified
groups of size g by N3(g).
The desired formula will be obtained as a consequence of the splitting of the
block set of D given in Theorem 2.7 and the structure of any STS contained in D
described in Theorem 2.8:
Theorem 2.9. The number s(n, t) of distinct Steiner triple systems (with 2-rank
at most N − n + t) contained in the triple system D formed by the supports of
the words of weight 3 in the binary code C with parity check matrix Hn,t, where
1 ≤ t ≤ n− 1, is given by
s(n, t) = N1(T ) ·
(
N2(T + 1) · T !
)M
·N3(T + 1)
M(M−1)/6, (2)
where N = 2n − 1, T = 2t − 1, andM = 2n−t − 1.
Proof. First, we have to select an STS(T ) on V0 contained in D; as the blocks of
D contained in V0 form the complete design on V0, we can do this inN1(T ) ways.
Then we need to join the points in any given group Gi to the points in V0 by
using a 1-factorization F (i) of the complete graph onGi, as described in Theorem
2.8. As noted in the proof of Theorem 2.7, all triples of the required form {x, y, y′}
are indeed blocks of D, so that we can choose F (i) arbitrarily from the N2(T +1)
possible 1-factorizations. In addition, we have to decide how the T points in V0
are matched to the 1-factors inF (i), which can be done in T !ways, for each choice
of F (i). This process has to be done for all M groups, which leads to the second
factor in the formula (2).
Finally, given any line ℓ of Π, we have to select a transversal design on the
three groups determined by ℓ. Again, all triples consisting of one point in each of
these groups are blocks ofD, so that the required TD can be chosen inN3(T +1)
ways. This has to be done for allM(M −1)/6 lines of Π, which results in the last
factor in formula (2).
It was pointed out to us by an anonymous reviewer that our arguments, state-
ments and expressions in Lemma 2.6 and Theorems 2.7 and 2.8 are similar to
those of Lemma 8 and Theorem 3 from [17]. However, our Lemma 2.6, and our
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Theorems 2.7, 2.8 and 2.9 apply to arbitrary 2-rank k ≤ 2n − 1 while Lemma 8
and Theorem 3 from [17] consider only 2-rank k ≤ 2n − n+ 2. Thus, our results
generalize the results from [17].
We now apply Theorem 2.9 to give (unified and considerably shorter) proofs
for the cases which have been studied before, namely t ∈ {1, 2, 3}. Here the
required data are either easy to check directly (for very small parameters) or at
least known (by computer searches).
For this, we note that N3(g) agrees with the number of Latin squares (or
labeled quasigroups) of order g, which is the special case k = 3 of the well-
known correspondence between transversal designs TD[k; g], orthogonal arrays
OA(k, g) and sets of k − 2 mutually orthogonal Latin squares of order g; see, for
instance, [4, Lemma VIII.4.6].
The special case t = 1 is particularly simple and gives the following result due
to Tonchev [13]:
Corollary 2.10. The number of distinct Steiner triple systems contained in the
binary code with parity check matrixHn,1 is given by
s(n, 1) = 2(2
n−1−1)(2n−2−1)/3 (3)
Proof. Here T = 1 and M = 2n−1 − 1. Trivially, N1(1) = N2(2) = 1. Finally,
one easily checks N3(2) = 2.
Similarly, the cases t = 2 and t = 3 yield the following results first established
by Zinoviev and Zinoviev [16, 17]:
Corollary 2.11. The number of distinct Steiner triple systems contained in the
binary code with parity check matrixHn,2 is given by
s(n, 2) = 62
n−2−1 · 576(2
n−2−1)(2n−3−1)/3 (4)
Proof. Here T = 3 and M = 2n−2 − 1. Trivially, N1(3) = N2(4) = 1. Finally,
one can show N3(4) = 24
2 = 576; this could still be checked directly, but is, of
course, known: see [11, A002860].
Corollary 2.12. The number of distinct Steiner triple systems contained in the
binary code with parity check matrixHn,3 is given by
s(n, 3) = 30 · 314496002
n−3−1 · 108776032459082956800(2
n−3−1)(2n−4−1)/3 (5)
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Proof. Here T = 7 and M = 2n−3 − 1. It is easy to see that N1(7) = 30: up to
isomorphism, the projective plane Π0 = PG(2, 2) is the only STS(7). Also, the
automorphism group of Π0 is the group PGL(3, 2) of order 168, so that indeed
N1(7) = 7!/168 = 30.
The values for N2(8) and N3(8) can be found in the On-Line Encyclopedia
of Integer Sequences: one has N2(8) = 6240, see [11, A000438]; and N3(8) =
108776032459082956800, see [11, A002860].
The next case, t = 4, cannot be evaluated explicitly at present. While it
would still be possible to computeN1(15) (as the STS(15) and their automorphism
groups are classified), the valuesN2(16) andN3(16) are not known. According to
[11, A000438],N2(16) is approximately 1.48·10
44. Clearly, an explicit evaluation
for this case would not lead to a particularly illuminating formula, anyway.
Nevertheless, we feel that the generic formula (2) together with the three
smallest examples just discussed provides a lot of insight into this particular enu-
meration problem. Certainly, it illustrates the combinatorial explosion of the num-
ber of distinct STS(2n − 1) even when we prescribe a small 2-rank.
Consequences for the number of isomorphism classes of such STS will be
discussed in Section 4.
3 The ternary case
We now turn our attention to the ternary case. Using the results of [10] for the
ternary situation, this can be done with the same approach as in Section 2; every-
thing works in complete analogy. Actually, the ternary case is somewhat simpler,
which is due to the fact that there are no all-zero columns in the parity check
matrix. This means that we will have only two cases in the ternary analogue of
Lemma 2.6, and that we will not encounter any special substructure comparable
to the trivializing subsystem on the set V0 in Theorem 2.8.
We first recall the necessary material for the ternary situation from our recent
paper [10]. In particular, we need the following result [10, Theorem 5.1]:
Theorem 3.1. Let D be a Steiner triple system on v points, and assume that D
has 3-rank v − m, where m ≥ 2. Then v is of the form v = 3m−1 · w, where
w ≡ 1 or 3 mod 6, and the ternary linear code C of length v and dimension
v −m spanned by the incidence matrix A of D has anm× v parity check matrix
H with first row the all-1 vector j, while the remaining positions in the columns of
H contain each vector in GF(3)m−1 exactly w times.
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Moreover, the dual code C⊥ consists of the scalar multiples of the all-1 vector
j and codewords of constant weight 2v/3, with half of the non-zero entries equal
to 1 and the other half equal to 2.
Corollary 3.2. The ternary linear code C spanned by the incidence vectors of the
blocks of a Steiner triple system on v points with 3-rank v − m, where m ≥ 2,
contains representatives of all isomorphism classes of Steiner triple systems on v
points having 3-rank v −m.
The classical examples of STS with a non-trivial ternary code are the point-
line designs in ternary affine spaces. As in the binary case, one has a result [10,
Theorem 5.6] originally established by Doyen, Hubaut and Vandensavel [6] (via
a geometric approach), but without the statement on the parity check matrix:
Theorem 3.3. Let C be the ternary linear code spanned by the incidence matrix
A of a Steiner triple systemD on 3n points. Then
dimC = rank3A ≥ 3
n − 1− n.
Equality holds if and only the (n+1)×3n parity check matrix of C is a generator
matrix for the ternary first order Reed-Muller code of length 3n, in which case D
is isomorphic to the design AG1(n, 3) of points and lines in AG(n, 3).
We also require the following strengthening of Corollary 3.2 [10, Theorem
5.8]:
Theorem 3.4. The ternary linear code C spanned by the incidence vectors of the
blocks of a Steiner triple system on v = 3n points with 3-rank 3n−k, where k ≤ n,
contains representatives of all isomorphism classes of Steiner triple systems on 3n
points having 3-rank smaller than or equal to 3n − k.
In particular, the ternary code of the classical system AG1(n, 3) is a subcode
of the code of every other STS on 3n points.
We can now set up the notation needed to study the Steiner triple systems on
3n points with prescribed 3-rank 3n−n−1+t, where 1 ≤ t ≤ n−1. By Theorems
3.1 and 3.3, the ternary [3n, 3n − n − 1] code spanned by the incidence matrix of
the classical STS(3n) has a parity check matrixHn of the following form:
Hn =
(
1 . . . 1
Bn
)
, (6)
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where Bn is an n × 3
n matrix whose column set consists of all distinct vectors
in GF (3)n. (Note that Hn is the usual generator matrix for the ternary first order
Reed-Muller code of length 3n.) Furthermore, if 1 ≤ t ≤ n − 1, and Bn,t is an
(n− t)× 3n matrix obtained by deleting t rows of Bn, then the (n+ 1− t)× 3
n
matrixHn,t given by
Hn,t =
(
1 . . . 1
Bn,t
)
(7)
is the parity check matrix of a ternary [3n, 3n − n − 1 + t] code which contains
representatives of all isomorphism classes of STS(3n) having 3-rank at most 3n−
n−1+t. We note that the column set of the (n−t)×3n matrixBn,t in Equation (7)
consists of all vectors ofGF (3)n−t, where each vector appears exactly 3t times as
a column of Bn,t. These facts are easy consequences of the results of [10] stated
above.
Note that the matrices Bn,t andHn,t are all unique up to a permutation of their
columns. To fix the notation completely, we will again assume that the columns
are ordered lexicographically. Now fix n and t, and let C = Cn,t be the ternary
code with parity check matrix H = Hn,t. In what follows, we will use the abbre-
viations T = 3t andM = 3n−t.
As in the binary case, we first describe the automorphism group of C.
Theorem 3.5. The code C is invariant under a group G of order
(
T !
)M
· |AGL(n− t, 3)|.
The group G is a wreath product of two groups G1 and G2. Here G1 is the direct
product of M copies of the symmetric group ST , where each copy acts on a set
of identical columns of H , and G2 is the collineation group AGL(n− t, 3) of the
(n− t)-dimensional affine geometry AG(n− t, 3).
Proof. Note that the columns of the (n−t)×3n sub-matrixBn,t of the parity check
matrixH has as columns the vectors representing the points ofAG(n− t, 3), each
point repeated T times. Then the statements of the theorem follow directly from
the structure of H described above.
Similar to the binary case, the block set of any STS(3n) having 3-rank at most
3n − n − 1 + t consists (up to isomorphism) of the supports of a suitable set of
words of weight 3 in C. Let x = (x1, . . . , xn) be a codeword of weight 3 with
nonzero components xi, xj , xk. Since x is orthogonal to the all-one vector (the
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first row of Hn,t), we have xi = xj = xk. Without loss of generality, we may
assume xi = xj = xk = 1.
We now study the triple systemD on the point set V = {1, . . . , N} of column
indices which has the supports of all words of weight 3 inC (with non-zero entries
1) as blocks. Whenever convenient, we will again identify the points of D with
the columns of H . Similarly, we will usually not distinguish between a block of
D and the corresponding word of weight 3 with non-zero entries 1 in C.
We split V according to the structure of H (taking into account the lexico-
graphical ordering of the columns) into groupsG1, . . . , GM of T identical columns
each. Thus
Gi = {(i− 1)T + 1, . . . , iT} for i = 1, . . . ,M.
In other words, theM groups correspond to theM points of the (n−t)-dimensional
affine geometry Σ = AG(n− t, 3).
We can now prove the following ternary analogue of Lemma 2.6:
Lemma 3.6. Let x and y be two distinct points ofD, and let B = {x, y, z} be any
block containing these two points. Then one of the following two cases occurs:
(i) If x and y belong to the same group, say Gi, then z also belongs to Gi.
(ii) If x and y belong to different groups Gi and Gj , and if x¯ and y¯ denote the
(distinct) points of Σ corresponding to x and y, then z¯ is the third point
on the line of Σ through x¯ and y¯. In other words, z belongs to the group
Gk 6= Gi, Gj determined by the third point of the line x¯y¯ of Σ.
In particular, any blockB ofD joining two points in distinct groups induces a line
of Σ.
Proof. Note first that it suffices to verify the statement in case (ii). Thus let B be a
block containing two points x and y which belong to different groups Gi and Gj ,
respectively. ThenGi andGj determine two distinct points x¯ and y¯ of Σ. Let w¯ be
the third point on the line of Σ through x¯ and y¯, and denote the group determined
by this point by Gk (so that Gk 6= Gi, Gj).
Let z be the third point in B and suppose z /∈ Gk, say z ∈ Gh with h 6= k
(h = i or h = j is still permissible at this point). Clearly, B′ = {x, y, w} is a
block, for every choice of a point w ∈ Gk. Then the difference B−B
′ of the code
words B and B′ is a word c of weight 2 in C, and the two non-zero entries of c
belong to the columns w and z of H , which are in the distinct groups Gk and Gh.
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Consider the matrix obtained by using just one of the T columns in each group,
that is, the parity check matrix H ′ := Hn−t for the ternary code C
′ determined
by the lines in the affine geometry Σ = AG(n − t, 3). As c is orthogonal to all
rows of H , the row vector c′ of length 3n−t and weight 2 with entry 1 in position
h and entry 2 in position k is orthogonal to all rows of H ′. This contradicts the
well-known fact that the minimum weight vectors of C ′ have weight 3 (they are
the incidence vectors of the lines of Σ). Hence z ∈ Gk, as claimed.
We note that a weaker version of the special case t = 1 of Lemma 3.6 (without
the specific description of the third group Gk in case (ii)) was already obtained in
[8, Theorem 2.2], where also the special case t = 1 of the following ternary
analogue of Theorem 3.7 was given.
Theorem 3.7. The triple system D is a group divisible design with theM groups
G1, . . . , GM of size T each, where two points in the same group are joined by
T − 2 blocks and two points in different groups are joined by T blocks.
Proof. This follows easily from Lemma 3.6: it suffices to observe that any choice
of three points x, y, z satisfying the conditions given in the lemma indeed yields a
block.
As in the binary case, we can also use Lemma 3.6 to describe the structure of
any STS(N) contained in D:
Theorem 3.8. Let S be an arbitrary Steiner triple system STS(N) contained inD.
Then the block set B of S splits as follows:
• for all i = 1, . . . ,M , a set Bi of T (T − 1)/6 blocks such that (Gi,Bi) is a
Steiner triple system Si on the T points in Gi;
• for each line ℓ of the affine geometry Σ = AG(n− t, 3), a set Bℓ of T
2 = 32t
blocks forming a transversal design TD[3;T ] on the three groups deter-
mined by the points of ℓ.
Proof. By case (i) in Lemma 3.6, we necessarily obtain a sub-STS(T ) of S on
each group. Then case (ii) implies that the remaining blocks of S have to consist
of points in three distinct groups which induce a line of Σ. Now let ℓ = {x¯, y¯, z¯}
be such a line, and let the three groups determined by the points of ℓ be Gi, Gj
and Gk. As any two points in different groups have to be on a unique block in
B, the set of blocks of S inducing the line ℓ obviously has to form a TD on these
three groups.
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As in the binary case, we can now establish a generic formula for the number
of distinct Steiner triple systems contained in D. In this formula, the functions
N1(v) and N3(g) have the same meaning as in Section 2 (N2(2k) is not needed in
the ternary case).
Theorem 3.9. The number s′(n, t) of distinct Steiner triple systems (with 3-rank
at most 3n−n− 1+ t) contained in the triple system D formed by the supports of
the words of weight 3 (with non-zero entries 1) in the ternary code C with parity
check matrixHn,t, where 1 ≤ t ≤ n− 1, is given by
s′(n, t) = N1(T )
M ·N3(T )
M(M−1)/6, (8)
where T = 3t andM = 3n−t.
Proof. By Theorem 3.8, we have to select an STS(T ) on Gi contained in D, for
all i = 1, . . . ,M . As the blocks of D contained in Gi form the complete design
on Gi, we can always do this in N1(T ) ways, which gives the first factor in the
formula (8).
Also, given any line ℓ of Σ, we have to select a transversal design on the three
groups determined by ℓ. Again, all triples consisting of one point in each of these
groups are blocks of D, so that the required TD can be chosen in N3(T ) ways.
This has to be done for all M(M − 1)/6 lines of Σ, which results in the second
factor in formula (8).
The only case of Theorem 3.9 established previously is the recent evaluation
s′(3, 1) = 8, 916, 100, 448, 256
given in [8]. In this paper, we had not yet found a theoretical argument and had to
rely on a computer evaluation, which was a rather non-trivial task.
We now give explicit formulas for the cases t = 1 and t = 2. In particular, we
obtain the special case just discussed in a theoretical way (and with a nicer form
of the resulting number).
Corollary 3.10. The number of distinct Steiner triple systems contained in the
ternary code with parity check matrixHn,1 is given by
s′(n, 1) = 123
n−2(3n−1−1)/2 (9)
Proof. Here T = 3 andM = 3n−1. Trivially,N1(3) = 1. Also, it is easy to check
N3(3) = 12 directly (or see [11, A002860]).
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Corollary 3.11. The number of distinct Steiner triple systems contained in the
code with parity check matrixHn,2 is given by
s(n, 2) = 8403
n−2
· 55247514961568928425312256003
n−3(3n−2−1)/2 (10)
Proof. Here T = 9 and M = 3n−2. It is easy to see that N1(9) = 840, since the
affine plane AG(3, 2) is, up to isomorphism, the only STS(9). The automorphism
group of this plane is the group AGL(2, 3) of order 432, so that indeed N1(9) =
9!/432 = 840. The value N3(9) = 5524751496156892842531225600 is taken
from [11, A002860].
The next case, t = 3, cannot be evaluated explicitly, as neither of the values
N1(27) and N3(27) is known.
Consequences for the number of isomorphism classes of STS(3n)with a given
3-rank will be discussed in Section 4.
4 The number of isomorphism classes of STS with
classical parameters and small rank
In this section, we use the preceding enumeration results for the number of dis-
tinct Steiner triple systems with classical parameters and prescribed rank to obtain
estimates for the number of isomorphism classes of such triple systems. This ap-
proach relies, as usual, on “mass formulas” derived via the automorphism group
of the ambient code C containing representatives of all STS in question; for our
context, it was first used in [13] to obtain a lower bound on the number of isomor-
phism classes of STS(2n − 1) with 2-rank 2n − n.
The generic approach is as follows. Let C be a code (for us, a binary or
ternary code) and suppose that the code words of a given weight w (for us, w = 3)
contain representatives for each isomorphism class of a type of design with block
size w (for us, STS(2n − 1) or STS(3n) with restrictions on the 2-rank or 3-
rank, respectively), and assume that the number s of distinct designs of this type
contained in C is known.
Now let x denote the number of isomorphism classes of designs of the type
in question supported by weight w words in C – which we wish to determine or
estimate – and let S1, . . . ,Sx be a set of representatives (contained in C) for these
isomorphism classes. Clearly, we have the equation (mass formula)
s =
x∑
i=1
|AutC|
|AutSi ∩ AutC|
, (11)
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where AutC and AutSi denote the automorphism groups of C and Si, respec-
tively.
Assume in addition that we know a common lower bound u and a common
upper bound U for all the orders |AutSi ∩ AutC|, i = 1, . . . , x. Then Equation
(11) implies the following estimate for the desired number x:
u ·
s
|AutC|
≤ x ≤ U ·
s
|AutC|
. (12)
We now apply these observations to our situation, beginning with the ternary
case (where the resulting formulas are a little simpler). As the vast majority of
Steiner triple systems are known to be rigid (that is, they admit no non-trivial
automorphisms), by a result of Babai [3], we have to use the trivial lower bound
u = 1. While we could also use the trivial upper bound U = |AutC| and still
get (asymptotically) interesting results, we can apply a simple argument to give a
much stronger upper bound:
Lemma 4.1. Let S be any Steiner triple system (with 3-rank at most N − n + t)
contained in the triple system D formed by the supports of the words of weight 3
(with non-zero entries 1) in the ternary code C with parity check matrix Hn,t as
in (7). Then
|AutS| ≤ (T !)n−t+1 · |AGL(n− t, 3)|, (13)
where T = 3t.
Proof. In view of the structure of G = AutC = AutD and of S as described
in Theorems 3.5 and 3.8, any automorphism of S has to induce a collineation
of the affine geometry Σ = AG(n − t, 3) induced by the groups of the GDD
D (see also Lemma 3.6). Clearly, this action of G on Σ can at most give all of
AutΣ = AGL(n− t, 3), and it only remains to estimate the size of the kernel of
the action.
Thus we have to consider those automorphisms α of S which fix every group
ofD. Note that α also has to induce an automorphism of each of theM(M−1)/6
(where againM = 3n−t) transversal designs TD[3;T ] associated with the lines ℓ
of Σ. Given the action of α on two groups of such a TD, the action on the third
group is obviously uniquely determined. Now select n − t + 1 points of Σ in
general position. It is clear that the subspace generated by such a set of points (via
forming the closure under line taking) is all of Σ, so that α is uniquely determined
by its action on the corresponding n − t + 1 groups of D. Trivially, we can have
at most T ! different actions of automorphisms of this type on any given group,
which results in the estimate in (13).
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The preceding argument still gives a rather crude estimate, as we have not
made any attempt to take the size of the automorphism groups of transversal de-
signs TD[3;T ] into account. Nevertheless, in view of Theorem 3.5, already the
bound (13) beats the trivial upper bound by a huge factor, namely (T !)M−n−t+1,
whereM = 3n−t.
We now plug the values obtained in Theorem 3.5, Theorem 3.9 and Lemma
4.1 into the bound (12) and obtain the following general estimate for the ternary
case:
Theorem 4.2. The number nr′(n, t) of isomorphism classes of Steiner triple sys-
tems on 3n points with 3-rank at most 3n − n − 1 + t, where 1 ≤ t ≤ n − 1,
satisfies
N1(T )
M ·N3(T )
M(M−1)/6(
T !
)M
· |AGL(n− t, 3)|
≤ nr′(n, t) ≤
N1(T )
M ·N3(T )
M(M−1)/6(
T !
)M−n+t−1 , (14)
where T = 3t andM = 3n−t.
Proof. By Theorem 3.4, every Steiner triple system with 3-rank at most 3n −
n − 1 + t is contained (up to isomorphism) in the triple system D formed by the
supports of the words of weight 3 (with non-zero entries 1) in the ternary code C
with parity check matrixHn,t as in (7).
Let us state the special case t = 1 of the preceding estimate explicitly, see
Corollary 3.10:
Corollary 4.3. The number of isomorphism classes of Steiner triple systems on
3n points with 3-rank at most 3n − n satisfies
123
n−2(3n−1−1)/2
63n−1 · |AGL(n− 1, 3)|
≤ nr′(n, 1) ≤
123
n−2(3n−1−1)/2
63n−1−n
.
We leave it to the reader to write down the corresponding result for t = 2,
using the data given in (the proof of) Corollary 3.11.
It is perhaps even more interesting to ask for a lower bound on the number
of isomorphism classes of Steiner triple systems on 3n points with 3-rank exactly
3n − n− 1 + t. Here we obtain the following general result:
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Theorem 4.4. The number nr′=(n, t) of isomorphism classes of Steiner triple sys-
tems on 3n points with 3-rank exactly 3n − n − 1 + t, where 2 ≤ t ≤ n − 1,
satisfies
nr′=(n, t) ≥
N1(T )
M ·N3(T )
M(M−1)/6(
T !
)M
· |AGL(n− t, 3)|
−
N1(T
′)M
′
·N3(T
′)M
′(M ′−1)/6(
(T ′)!
)M ′−n+t−2 ,
where T = 3t, T ′ = 3t−1,M = 3n−t andM ′ = 3n−t+1.
Proof. In view of Theorem 3.4, we obtain the desired lower bound by subtracting
the upper bound for the case of 3-rank at most 3n − n − t − 2 in Theorem 4.10
from the lower bound for the case of 3-rank at most 3n−n−t−1 given there.
Note that the case t = 1 has to be treated separately, since Theorem 4.10 does
not apply to STS of minimal rank 3n − n − 1. Recalling that AG1(n, 3) is, up
to isomorphism, the unique STS(3n) with 3-rank 3n − n − 1 (see Theorem 3.3),
Corollary 4.3 immediately gives the following bound.
Theorem 4.5. The number of isomorphism classes of Steiner triple systems on 3n
points with 3-rank exactly 3n − n satisfies
nr′=(n, 1) ≥
123
n−2(3n−1−1)/2
63n−1 · |AGL(n− 1, 3)|
− 1. (15)
These estimates can be marginally improved provided one knows the number
of distinct STS with an exact given smaller 3-rank. We will illustrate this idea for
the case t = 1, that is, 3-rank 3n− n. Here we obtain the following results, which
are of some interest in their own right:
Lemma 4.6. The number of distinct Steiner triple systems with 3-rank exactly
3n − n − 1 (and hence isomorphic to AG1(n, 3)) contained in the ternary code
with parity check matrixHn,1 is given by
cl′(n, 1) =
63
n−1
2 · 3n
. (16)
Proof. We obtain a parity check matrix for the code C ′ of a classical STS on 3n
points from the code C with parity check matrix H = Hn,1 by adding a further
row toH so that, for each of the 3n−1 groups of C, all three possible entries 0, 1, 2
appear. Any specific choice gives a code C ′ containing a unique copy ΣC′ of
20
AG1(n, 3), supported by the vectors of weight 3 (with entries 1) in C
′. Clearly,
there are 63
n−1
choices for the extra row, corresponding to the subgroup of G =
AutC isomorphic to the direct product of 3n−1 copies of S3; see Theorem 3.5.
Hence any two classical STS contained in C are equivalent under AutC.
Now we have to determine how many distinct codes C ′ we obtain in this way.
In view of the preceding observations, this number is simply the size of the orbit
of a specific choice for ΣC′ under G. Thus we need to determine the (size of) the
stabilizer of ΣC′ in G, that is, the subgroup S of AutΣC′ fixing C. Obviously, S
is just the group of collineations of ΣC′ fixing a specified parallel class of lines.
(Note that the 3n−1 groups of C indeed give a parallel class of lines in the affine
geometry ΣC′ .) Thus
|S| =
2 · |AGL(n, 3)|
3n − 1
= 2 · 3n(n+1)/2(3n−1 − 1)(3n−2 − 1) · · · (3− 1).
It follows that the number of classical STS contained in C is
cl′(n, 1) =
|G|
|S|
=
63
n−1
· |AGL(n− 1, 3)|
|S|
=
63
n−1
· 3n(n−1)/2(3n−1 − 1)(3n−2 − 1) · · · (3− 1)
2 · 3n(n+1)/2(3n−1 − 1)(3n−2 − 1) · · · (3− 1)
=
63
n−1
2 · 3n
,
as claimed.
Subtracting the number in Equation (17) from that in (9), we get the following
result:
Theorem 4.7. The number of distinct Steiner triple systems of 3-rank exactly 3n−
n contained in the ternary code with parity check matrixHn,1 is given by
s′=(n, 1) = 12
3n−2(3n−1−1)/2 −
63
n−1
2 · 3n
(17)
We can now apply the general bound (12) by taking s as the number given in
(17) and plugging in the value for |AutC|, since C obviously acts on the set of
all Steiner triple systems of 3-rank exactly 3n − n contained in C. Unfortunately,
this does not lead to a significant improvement of the bound in Theorem 4.5, since
we only get the minor strengthening
nr′=(n, 1) ≥
123
n−2(3n−1−1)/2
63n−1 · |AGL(n− 1, 3)|
−
1
2 · 3n · |AGL(n− 1, 3)|
. (18)
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As nr′=(n, 1) is an integer, this raises the lower bound provided by (15) at most
by 1.
Therefore, we feel that determining the precise number of distinct STS in the
codes with parity check matrixH = Hn,t, t ≥ 2, with an exact given 3-rank is not
all that important if one wants to estimate the number of isomorphism classes of
STS(3n) with a prescribed 3-rank: the relatively easy Theorem 4.4 will do.
Nevertheless, we mention that it should be possible to count the numbers of
distinct Steiner triple systems of 3-ranks exactly 3n−n−1, 3n−n, and 3n−n+1
contained in the ternary code with parity check matrix H = Hn,2. For this, one
would need to analyze what happens if one adds one or two rows to H (similar
to the approach in the proof of Lemma 4.6), to go down with the rank by 1 or
2, respectively. As this looks rather involved, we do not think that it is worth
pursuing now.
Let us illustrate the results we have obtained for the ternary case by consider-
ing what they imply for the smallest interesting special case, that is, for STS(27),
which we have already investigated in [8].
Example 4.8. Putting n = 3 in Corollary 3.10 shows that the number of distinct
STS(27) in the ternary code with parity check matrixH3,1 is
1212 = 8, 916, 100, 448, 256
and that exactly
69
2 · 33
= 28 · 36 = 186, 624
of these STS are classical, by Lemma 4.6, whereas 8, 916, 100, 261, 632 have 3-
rank 24; this agrees with the values found in [8] via computer work. Now Corol-
lary 4.3 gives
2048 =
1212
69 · 432
≤ nr′(3, 1) ≤
1212
66
= 191, 102, 976, (19)
so that the number of isomorphism classes of STS(27) with 3-rank 24 is at least
2047, by Theorem 4.5. The more elaborate bound (18) improves the latter estimate
by 1, giving at least 2048 isomorphism types of STS(27) with 3-rank 24, as already
computed in [8] using the same approach.
After submitting the first version of the present paper, we managed to complete
the classification of the STS(27) with 3-rank 24, using the general structural re-
sults obtained in Section 3: there are precisely 2624 isomorphism types, of which
just one admits a point-transitive group; see [9].
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We now substitute the values provided in Corollary 3.11 into the general esti-
mate given in Theorem 4.10 to obtain the following lower bound for the number
of isomorphism classes of STS(27) with 3-rank at most 25:
nr′(3, 2) ≥
s(3, 2)
(9!)3 · |AGL(1, 3)|
=
8403 · 5524751496156892842531225600
(9!)3 · 6
=
102790449873603788800
9
> 1.14 · 1019.
In view of the upper bound in (19), we see that there are certainly more than
1019 isomorphism classes of STS(27) with 3-rank 25. We also note that the upper
bound provided by Theorem 4.10 exceeds the lower bound by a factor of
6 · (9!)2 = 790091366400,
and hence there are less than 1031 isomorphism classes of such STS.
Note that our bound nr′(3, 2) > 1.14 · 1019 for the number of STS(27) with
3-rank at most 25 is considerably larger than the bound 1011 given in the CRC
handbook [5] for the total number of non-isomorphic STS(27) (without restriction
on their 3-rank).
As is to be expected, we have completely analogous results for the binary case.
Therefore, we will merely state these results and leave all details to the reader.
The approach used in the proof of Lemma 4.1 carries over to give the following
binary analogue:
Lemma 4.9. Let S be any Steiner triple system (with 2-rank at most N − n + t)
contained in the triple system D formed by the supports of the words of weight 3
in the binary code C with parity check matrixHn,t (as in Section 2). Then
|AutS| ≤ T ! ·
(
(T + 1)!
)n−t+1
· |PGL(n− t, 2)|, (20)
where T = 2t − 1.
Plugging the values obtained in Theorem 2.5, Theorem 2.9 and Lemma 4.9
into the generic bound (12) then yields the following general estimate for the
binary case:
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Theorem 4.10. The number nr(n, t) of isomorphism classes of Steiner triple sys-
tems on 2n − 1 points with 2-rank at most 2n − n− 1 + t, where 1 ≤ t ≤ n − 1,
satisfies
N1(T ) ·
(
N2(T + 1) · T !
)M
·N3(T + 1)
M(M−1)/6
T ! ·
(
(T + 1)!
)M
· |PGL(n− t, 2)|
≤ nr(n, t) ≤
N1(T ) ·
(
N2(T + 1) · T !
)M
·N3(T + 1)
M(M−1)/6
(
(T + 1)!
)M−n+t−1 ,
where T = 2t − 1 andM = 2n−t − 1.
Again, we state the special case t = 1 of the preceding estimate explicitly, see
Corollary 2.10:
Corollary 4.11. The number of isomorphism classes of Steiner triple systems on
2n − 1 points with 2-rank at most 2n − n satisfies
2(2
n−1−1)(2n−2−1)/3
22n−1−1 · |PGL(n− 1, 2)|
≤ nr(n, 1) ≤
2(2
n−1−1)(2n−2−1)/3
22n−1−n
.
We leave it to the reader to write down the corresponding results for t = 2 and
t = 3, using the data given in (the proof of) Corollaries 2.11 and 2.12. For exact
2-ranks, we have the following analogue of Theorem 4.4:
Theorem 4.12. The number nr=(n, t) of isomorphism classes of Steiner triple
systems on 2n−1 points with 2-rank exactly 2n−n−1+ t, where 2 ≤ t ≤ n−1,
satisfies
nr=(n, t) ≥
N1(T ) ·
(
N2(T + 1) · T !
)M
·N3(T + 1)
M(M−1)/6
T ! ·
(
(T + 1)!
)M
· |PGL(n− t, 2)|
−
N1(T
′) ·
(
N2(T
′ + 1) · (T ′)!
)M ′
·N3(T
′ + 1)M
′(M ′−1)/6
(
(T ′ + 1)!
)M ′−n+t−2 ,
where T = 2t − 1, T ′ = 2t−1 − 1,M = 2n−t − 1 andM ′ = 2n−t+1 − 1.
For t = 1, we recall that PG1(n − 1, 2) is, up to isomorphism, the unique
STS(2n − 1) with 2-rank 2n − n− 1, by Theorem 2.3. This gives
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Theorem 4.13. The number of isomorphism classes of Steiner triple systems on
2n − 1 points with 2-rank exactly 2n − n satisfies
nr=(n, 1) ≥
2(2
n−1−1)(2n−2−1)/3
22n−1−1 · |PGL(n− 1, 2)|
− 1. (21)
We also note the following binary analogue of Lemma 4.6 which was already
established by Tonchev [13]:
Lemma 4.14. The number of distinct Steiner triple systems with 2-rank exactly
2n−n−1 (and hence isomorphic to PG1(n−1, 2)) contained in the binary code
with parity check matrixHn,1 is given by
cl(n, 1) = 22
n−1−n. (22)
Tonchev then stated a binary analogue of Theorem 4.7, which we will not
repeat here. Using this result, the lower bound stated in Theorem 4.13 can be
improved by at most 1, as in the ternary case.
We also mention that the numbers of distinct Steiner triple systems of 2-ranks
exactly 2n − n − 1, 2n − n, and 2n − n + 1 contained in the ternary code with
parity check matrix H = Hn,2 was computed by Zinoviev and Zinoviev [16, 18],
and a corresponding result for the case t = 3 was given by Zinoviev [15]. All
these papers are quite involved.
We conclude also the binary case with an example:
Example 4.15. Let us consider the first interesting case n = 5. (Note that the
STS(15) and their codes have been classified, see [14].) For t = 1, Theorem 4.13
shows
nr(5, 1) ≥
25·7
215 · (15 · 14 · 12 · 8)
− 1 =
214
315
− 1 > 51.01,
so that there are at least 52 isomorphism classes of STS(31) with 2-rank 27. We
remark in passing that the more elaborate bound based on Lemma 4.14 does not
give an improvement here (due to the necessary rounding to the next higher inte-
ger). Also, Corollary 4.11 gives an upper bound of 225 for the case of 2-rank at
most 27, so that our general estimates suffice to show
52 ≤ nr=(5, 1) ≤ 33, 554, 431.
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Actually, the precise value of nr=(5, 1) is known: the relevant mass formula has
been used by Osuna [12] to enumerate all STS(31) with 2-rank 27. This enumer-
ation gave exactly 1239 isomorphism classes.
Next, we apply Theorem 4.12 with t = 2. Together with the data given in
Corollary 2.11, Theorem 4.10 gives us the following lower bound for the number
of isomorphism classes of STS(31) with 2-rank at most 28:
67 · 5767
6 · (4!)7 · 168
=
8, 916, 100, 448, 256
7
,
which implies nr(5, 2) ≥ 1, 273, 728, 635, 466. Subtracting our upper bound for
the number of examples with 2-rank 26 or 27 (that is, 225), we get
nr=(5, 2) ≥ 1, 273, 695, 081, 034 ≈ 1.27 · 10
12.
If we use Osuna’s precise evaluation of nr=(5, 1) instead of our upper bound, we
obtain only a minor improvement, namely
nr=(5, 2) ≥ 1, 273, 728, 634, 227.
We note that Theorem 4.10 gives an upper bound of
2, 958, 148, 142, 320, 582, 656≈ 2.96 · 1018
for the number of isomorphism classes with rank at most 28. Using Theorem 4.10
together with the data in Corollary 2.12, we get the following lower bound for
3-rank at most 29:
nr(5, 2) ≥
30 · 314496003 · 108776032459082956800
7! · (8!)3 · 168
= 1, 828, 935, 790, 657, 693, 286, 400, 000≈ 1.82 · 1024,
which results in an (only somewhat smaller) lower bound for the number of iso-
morphism classes of STS(31) with 3-rank exactly 29:
nr=(5, 3) ≥ 1, 828, 932, 832, 509, 550, 965, 817, 344.
As in the ternary case discussed in Example 4.8, these estimates are considerably
larger than the bound 6 · 1016 given in the CRC handbook [5] for the total number
of non-isomorphic STS(31).
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We finally note that it is also possible to obtain formulas for the total num-
ber of distinct STS(2n − 1) and STS(3n) with a prescribed (exact) 2- or 3-rank,
respectively (not just those contained in the relevant code C), provided that one
knows the precise number s of examples contained in C. This has been done in
the binary case for t ≤ 3 in the papers [13, 15, 16, 18] cited above. As our main
interest was in obtaining bounds on the number of non-isomorphic designs with
a given rank and as finding the required exact numbers s is rather involved, we
decided not to pursue this problem in the present paper.
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