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Resumo O cancro da mama e´ actualmente uma das principais causas de morte
entre as mulheres.
Os sistemas de diagno´stico auxiliado por computador permitem o apoio
aos radiologistas, com o objectivo de melhorar a precisa˜o do diagno´stico,
fornecendo uma “segunda opinia˜o”.
Este trabalho apresenta uma metodologia para classificac¸a˜o de no´dulos
mama´rios com base em te´cnicas de processamento de imagens digitais
para a extracc¸a˜o de caracter´ısticas de textura e forma.
As imagens mamogra´ficas digitais utilizadas foram obtidas a partir da base
de dados de dom´ınio pu´blico miniMIAS (do ingleˆs, Mammographic Image
Analysis Society).
Esta base de dados e´ const´ıtuida por um total de 322 mamogramas, de
onde foram recortados 67 regio˜es de interesse que continham massas.
O contorno das massas foram interactivamente delineados, com o suporte
do algoritmo live-wire.
Assim, foram extra´ıdas cinco caracter´ısticas de forma baseadas no contorno
e oito caracter´ısticas de textura baseadas na matriz de co-ocorreˆncia entre
n´ıveis de cinza, com o objectivo de caracterizar as imagens.
E´ proposta a aplicac¸a˜o e estudo de redes neuronais artificiais, de modo a
classificar as massas em benignas e malignas.
Assim sendo, foram testadas va´rias redes neuronais, variando os conjuntos
de entrada e as topologias das redes de modo a obter a melhor classificac¸a˜o.
Os resultados foram comparados em termos da a´rea Az sob a curva ROC.

Abstract Breast cancer is currently one of the leading causes of death among women.
Systems designed for computer-aided diagnosis provide support to radiolo-
gists, with the aim of improving the accuracy of diagnosis by providing a
“second opinion”.
This thesis presents a methodology for classification of breast nodules,
based on techniques for processing digital images developed for the
extraction of texture and shape features.
The digital mammographic images were obtained from a public domain
database, “miniMIAS”.
This database as a total of 322 mammograms, from where 67 interest
zones that contained masses were selected.
The contours of these masses were interactively outlined with support from
a “live-wire”algorithm.
Then five shape features were computed as well as eight texture features
based on the co-occurrence matrix.
We assessed the application of artificial neural networks, in order to classify
the masses in benign or malignant.
Several neural networks topologies and learning algorithms were evaluated
in order to obtain the best classify performance.
The results were then submitted to a comparison in terms of the Az area
and under the ROC curve.
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Cap´ıtulo 1
Introduc¸a˜o
Actualmente, o cancro da mama e´ uma das principais causas de morte entre as mulheres.
De facto, segundo a Organizac¸a˜o Mundial de Sau´de (OMS), anualmente e a` escala mundial,
cerca de um milha˜o de mulheres descobre que tem cancro da mama. [3, 4, 5]
A n´ıvel nacional sabe-se que, com algumas diferenc¸as regionais, o nu´mero de novos casos os-
cila entre 70 e 80 por cada 100000 mulheres por ano, nu´mero que tendera´ a aumentar, sendo
a principal causa de morte por neoplasia no sexo feminino. [3, 4, 5]
De salientar o facto, de que o cancro da mama, apesar de ser uma doenc¸a tipicamente femi-
nina, atinge cerca de 1% da populac¸a˜o masculina mundial[6, 7].
O diagno´stico precoce por meio do rastreio mamogra´fico e´ assim fundamental, pois aumenta
as hipo´teses de cura, evitando que o cancro se espalhe para outras partes do corpo, favore-
cendo o progno´stico, a recuperac¸a˜o e a reabilitac¸a˜o.
A mamografia e´ um dos me´todos actuais de inquestiona´vel importaˆncia no diagno´stico precoce
pois e´ considerado o me´todo mais eficaz para a detecc¸a˜o do cancro da mama ainda impalpa´vel
devido a` sua alta sensibilidade.
Embora a mamografia seja considerada o principal me´todo de aux´ılio ao diagno´stico do cancro
da mama, a ana´lise deste tipo de imagem e´ uma tarefa bastante dif´ıcil.
Ale´m da dificuldade na interpretac¸a˜o destas leso˜es, devido sobretudo a` grande variedade
dos formatos das leso˜es, va´rios factores podem ainda influenciar a qualidade das imagens
mamogra´ficas, tais como a composic¸a˜o do pareˆnquima mama´rio (por exemplo, as mulheres
mais jovens apresentam um maior tecido glandular) ou ainda os efeitos dos va´rios tipos de
ru´ıdo, nomeadamente o ru´ıdo radiolo´gico e o ru´ıdo anato´mico.
Distorc¸o˜es na ana´lise e posterior erro na avaliac¸a˜o radiolo´gica podem ter efeitos directos sobre
a sau´de do paciente ale´m de que financeiramente acarretam custos elevados[8].
Veja-se por exemplo, que muitos falsos-positivos podem levar a um acre´scimo de bio´psias
desnecessa´rias, exame que ale´m de invasivo pode ser trauma´tico para a paciente.
As ferramentas Computer-Aided Diagnosis (CAD) permitem o apoio aos radiologistas pois
melhoraram a precisa˜o do diagno´stico, ajudando na identificac¸a˜o de leso˜es, alertando o radi-
ologista para que examine mais detalhadamente, padro˜es suspeitos detectados pelo sistema.
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Estas permitem o processamento de imagens para melhorar a sua qualidade, por exemplo,
aumentando o contraste, permitem segmentar, parametrizar (obter caracter´ısticas), classificar
e analisar.
Este trabalho contempla a aplicac¸a˜o e estudo do respectivo desempenho de 3 redes neuronais
no processo de classificac¸a˜o das mamografias em benignas ou malignas.
Neste trabalho vamos recorrer a va´rios ı´ndices de me´rito com destaque para a ana´lise da curva
caracter´ıstica de resposta do observador (curva Receiver Operating Characteristic (ROC)).
O principal paraˆmetro para se proceder a` comparac¸a˜o de desempenho entre duas curvas ROC
e´ a sua a´rea. Esta a´rea pode ser vista como a capacidade do sistema ser, simultaneamente
sens´ıvel e espec´ıfico, sendo que, quanto maior for, melhor sera´ a precisa˜o diagno´stica da
metodologia em ana´lise.
1.1 Objectivos
As redes neuronais artificiais sa˜o frequentemente utilizados como classificadores nos esquemas
CAD e o seu desempenho depende dos processos anteriores a` classificac¸a˜o, como a aquisic¸a˜o
do padra˜o mamogra´fico, pre´-processamento e a extracc¸a˜o e selecc¸a˜o das features[9, 10].
Este trabalho tem como objectivo o estudo de te´cnicas CAD em mamografia e a imple-
mentac¸a˜o em Matlab[11] de um classificador baseado nas redes neuronais a partir de uma
base de dados de refereˆncia bem como a respectiva validac¸a˜o atrave´s do desenvolvimento de
estudos ROC.
1.2 Estrutura do Trabalho
O presente trabalho esta´ estruturado em 6 cap´ıtulos.
• No cap´ıtulo 1, sa˜o apresentadas algumas considerac¸o˜es iniciais sobre o trabalho, expondo
igualmente os objectivos pretendidos.
• No cap´ıtulo 2, sa˜o apresentadas aspectos principais relativos ao cancro da mama e a`
imagem mamogra´fica, abrangendo conceitos sobre a anatomia, histologia e patologias
das mamas.
• O cap´ıtulo 3, expo˜e os me´todos teo´ricos para descrever textura e forma dos no´dulos,
assim como uma abordagem teo´rica a`s redes neuronais artificiais.
• O cap´ıtulo 4, aborda os materiais e me´todos utilizados assim como as va´rias etapas
implementadas ate´ a` classificac¸a˜o dos achados mamogra´ficos.
• No cap´ıtulo 5, sa˜o expostos os resultados alcanc¸ados para diversos conjuntos de treino
e teste, utilizando 3 redes neuronais de diferentes topologias.
• No cap´ıtulo 6, expo˜em-se as concluso˜es do trabalho e discutem-se trabalhos futuros.
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Cap´ıtulo 2
Enquadramento
2.1 O Cancro da Mama
Actualmente, o cancro da mama e´ uma das principais causas de morte entre as mulheres. De
facto, segundo a Organizac¸a˜o Mundial de Sau´de, anualmente e a` escala mundial, cerca de um
milha˜o de mulheres descobre que tem cancro da mama. [3, 4, 5]
A n´ıvel nacional sabe-se que, com algumas diferenc¸as regionais, o nu´mero de novos casos os-
cila entre 70 e 80 por cada 100000 mulheres por ano, nu´mero que tendera´ a aumentar, sendo
a principal causa de morte por neoplasia no sexo feminino. [3, 4, 5]
De salientar o facto, de que o cancro da mama, apesar de ser uma doenc¸a tipicamente femi-
nina, atinge cerca de 1% da populac¸a˜o masculina mundial[6, 7].
O entendimento desta realidade conduz a` compreensa˜o do quanto importante e decisivo pode
ser a detecc¸a˜o precoce desta doenc¸a, tanto mais por ser invia´vel predizer a sua ocorreˆncia.
O cancro da mama tem origem quando um no´dulo, constitu´ıdo por diversas ce´lulas da mama,
deixa de ter a capacidade de limitar e controlar o seu crescimento, dividindo-se de uma forma
anormal, descontrolada e a grande velocidade, desencadeando o aparecimento de massas celu-
lares, denominadas neoplasias malignas.
Estas ce´lulas na˜o guardam semelhanc¸as com as que lhe deram origem e teˆm capacidade para
se alastrar para outras partes do corpo.
O diagno´stico precoce por meio do rastreio mamogra´fico e´ assim fundamental, pois aumenta
as hipo´teses de cura, evitando que o cancro se espalhe para as outras partes do corpo, favore-
cendo o progno´stico, a recuperac¸a˜o e a reabilitac¸a˜o.
Assim sendo, destaca-se para o rastreio do carcinoma da mama, como medida de detecc¸a˜o
precoce, o auto-exame, o exame cl´ınico e as te´cnicas de obtenc¸a˜o de imagem da estrutura
interna do peito.
O auto-exame e´ o exame das mamas efectuado pela pro´pria mulher. Este na˜o substitui o
exame f´ısico realizado por um profissional de sau´de.
O exame cl´ınico e´ um exame realizado por um profissional me´dico, sendo um procedimento
perio´dico a que as mulheres se devem submeter, periodicidade essa que depende, principal-
mente, da idade.
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Com o objectivo de melhorar as hipo´teses de detecc¸a˜o do poss´ıvel tumor, principalmente num
estado ainda impalpa´vel, usam-se te´cnicas de obtenc¸a˜o da imagem do peito, colaborando assim
para um diagno´stico mais preciso e eficaz, sendo de destacar principalmente a mamografia,
ressonaˆncia magne´tica e a ultra-sonografia.
Ultra-Sonografia (figura 2.1)
Na˜o e´ o me´todo indicado no rastreio do cancro da mama, porque apresenta alta taxa de falsos-
negativos devido a ser bastante limitado na detecc¸a˜o de microcalcificac¸o˜es na˜o associadas a
no´dulos. A taxa de falsos-positivos tambe´m e´ elevada.
Figura 2.1: Equipamento utilizado na Ultra-Sonografia
Apresenta ainda limitac¸o˜es na avaliac¸a˜o das calcificac¸o˜es devido a` elevada dependeˆncia do
operador e do equipamento, na˜o permitindo a melhor avaliac¸a˜o da quantidade e sua morfolo-
gia.
Ressonaˆncia Magne´tica (figura 2.2)
A imagem por ressonaˆncia magne´tica mostra-se muito u´til na avaliac¸a˜o de va´rias doenc¸as
mama´rias, pore´m, o seu uso como me´todo de rastreio na˜o e´, no entanto, aconselhado porque
possui um custo elevado e uma baixa especificidade.
Actualmente, a mamografia e´ considerada o me´todo mais eficaz na detecc¸a˜o e consequente-
mente sera´ abordado com mais detalhe.
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Figura 2.2: Equipamento utilizado na Ressonaˆncia Magne´tica
2.2 Morfologia do Peito
As mamas sa˜o constitu´ıdas por treˆs tipos de tecido (adiposo, glandular e fibroso) que foram
adaptados para secretar leite apo´s o parto da mulher.
As glaˆndulas que produzem leite sa˜o chamadas lo´bulos e os tubos que interligam estes aos
mamilos sa˜o designados por ductos.
Os homens tambe´m possuem lo´bulos e mamilo, mas na˜o ha´ produc¸a˜o de leite devido a` falta
da hormona feminina estroge´nio.
A figura 2.3 apresenta um esboc¸o dos principais aspectos da anatomia da mama.
2.3 Factores de Risco
Infelizmente, na˜o sa˜o totalmente conhecidos os factores que podem aumentar as hipo´teses de
contrair o cancro da mama.
Os factores que podem aumentar a probabilidade de desenvolver esta doenc¸a incluem:
• Idade, uma vez que a possibilidade de ter cancro da mama aumenta com o aumento da
idade.
• Historial familiar, principalmente em parentes de 1ograu. Estima-se que entre 5% a
10% dos casos de cancro da mama sa˜o heredita´rios[5].
• A combinac¸a˜o de mutac¸o˜es gene´ticas, o estilo e ha´bitos de vida e ate´ a influeˆncia ambi-
ental podem levar a` mudanc¸a dos genes nas ce´lulas mama´rias.
• A rac¸a, uma vez que o cancro da mama ocorre com maior frequeˆncia em mulheres
caucasianas (brancas), em comparac¸a˜o com as mulheres latinas, asia´ticas ou afro-
americanas.
• Primeira menstruac¸a˜o precoce (antes dos 12 anos de idade)
• Entrada na menopausa tardiamente (apo´s os 55 anos)
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Figura 2.3: Estrutura Interna do Peito
• Primeira gravidez ser depois dos 30 anos
• As mulheres que chegam a` meia idade sem terem filhos
2.4 Mamografia
A mamografia e´ um dos me´todos actuais na˜o invasivos de inquestiona´vel importaˆncia no di-
agno´stico precoce pois e´ considerado o me´todo mais eficaz para a detecc¸a˜o do cancro da mama
ainda impalpa´vel devido a` sua alta sensibilidade.
Assume-se pois, como determinante no rastreio de mulheres assintoma´ticas, com o objectivo
de detectar o cancro em esta´gios mais precoces antes que a pro´pria mulher ou o me´dico pos-
sam detectar no auto-exame ou no exame cl´ınico.
Assim sendo, a mamografia provou ser capaz de reduzir as mortes por cancro da mama,
reduc¸a˜o essa associada ao estado precoce da lesa˜o aquando o diagno´stico.
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E´ de consenso geral, o rastreio anual a mulheres a partir dos 50 anos.
Com base no conhecimento da anatomia, os equipamentos mamogra´ficos actuais utilizam
principalmente duas projecc¸o˜es de cada peito.
• A craˆnio caudal (CC), onde o feixe de raios-X incide na direcc¸a˜o do eixo da coluna
vertebral e no sentido do craˆnio para os pe´s.
• A me´dio lateral obl´ıqua (MLO), onde os raios-X incidem na direcc¸a˜o perpendicular ou
obl´ıqua a` projecc¸a˜o craˆnio-caudal.
Ale´m destas incideˆncias e´ poss´ıvel girar o mamo´grafo de modo a obter incideˆncias de qualquer
direcc¸a˜o (ver figura 2.4).
Figura 2.4: Incideˆncias obtidas girando o Mamo´grafo
O principal problema na detecc¸a˜o precoce sa˜o as mamas radiograficamente densas, onde em
geral, o cancro e´ encontrado num estado mais avanc¸ado.
Assim, um aspecto importante a destacar refere-se a` composic¸a˜o do tecido mama´rio que
exerce influeˆncia na nitidez da imagem mamogra´fica (por exemplo, as mulheres mais jovens
apresentam um maior tecido glandular).
2.4.1 O Sistema Mamogra´fico
A mamografia constitui uma forma particular de radiografia, que trabalha com n´ıveis de
tenso˜es e correntes em intervalos espec´ıficos e destina-se a produzir imagens detalhadas das
estruturas internas do peito a fim de diagnosticar a presenc¸a ou auseˆncia de estruturas que
possam indicar tumores.
O equipamento mamogra´fico possui, ao n´ıvel do tubo de raio-X e do campo da radiac¸a˜o,
caracter´ısticas peculiares em relac¸a˜o a outros sistemas de raios-X convencionais.
Enquanto nos outros sistemas e´ utilizado um tubo de tungste´nio, o mamo´grafo usa um tubo
de molibde´nio, pois este tem um espectro que o aproxima de um feixe monoenerge´tico, essen-
cial no caso da mamografia devido a` constituic¸a˜o dos tecidos da mama.
Quanto ao campo da radiac¸a˜o, no mamo´grafo, e´ um pouco maior que a metade do campo da
radiac¸a˜o dos sistemas convencionais, uma vez que se utilizam colimadores de feixes e restri-
tores, direccionando os feixes de raio-X, impedindo que a radiac¸a˜o se alastre.
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Ajudam ainda a diminuir a dose de radiac¸a˜o ionizante em outras partes do corpo do paciente.
O mamo´grafo (figura 2.5) deve ser operado com poteˆncia constante ou trifa´sica, cujo feixe de
raios-X tem maior poder de penetrac¸a˜o. Geralmente a tensa˜o usada para mamografia varia
de 25 a 50 kVp, valor que depende normalmente da espessura do peito (que frequentemente,
depois de comprimida, fica entre treˆs e oito cm).
Figura 2.5: Esquema de um Mamo´grafo
Ale´m dos dispositivos comuns aos aparelhos de radiografia, o mamo´grafo possui ainda um
compartimento de compressa˜o que tem como func¸a˜o uniformizar e comprimir a espessura
do peito por uma placa de material radiotransparente ate´ que se consiga a menor espessura
poss´ıvel de modo a torna´-la mais acess´ıvel a` penetrac¸a˜o do feixe de raios-X, melhorando a
nitidez e a resoluc¸a˜o.
A reduc¸a˜o da espessura do peito resulta numa menor dose de radiac¸a˜o dispersa, ale´m de
evitar que o paciente se movimente e prejudique a qualidade do exame.
O ponto focal e´ outro factor de grande importaˆncia no sistema mamogra´fico, pois este e´ de-
terminante na capacidade de resoluc¸a˜o espacial.
Este deve possuir dimenso˜es reduzidas, para que estruturas de 0,3 mm de diaˆmetro, como as
microcalcificac¸o˜es, possam ser poss´ıveis de visualizar.
Outros dispositivos do mamo´grafo sa˜o o chassi mamogra´fico e o colimador que tem a func¸a˜o
de evitar a radiac¸a˜o ionizante noutras partes do corpo da paciente.
2.4.2 Mamografia Digital vs Mamografia Tradicional
A mamografia dita convencional e´ aquela cuja apresentac¸a˜o, visualizac¸a˜o e arquivo e´ feita sob
a forma de pel´ıculas (tambe´m conhecida como “chapas de raio X”).
Com a crescente informatizac¸a˜o dos hospitais e a necessidade de obtenc¸a˜o de melhores exames,
8
de forma mais eficiente e ra´pida, surgiu uma nova tecnologia que tambe´m tem como princ´ıpio
a emissa˜o de raios-X, mas que produz uma imagem mamogra´fica digitalizada (informac¸a˜o na
forma bina´ria), em vez da revelac¸a˜o numa pel´ıcula de filme.
O Cole´gio Americano de Radiologia (ACR) (do ingleˆs, American College of Radiology), num
estudo realizado no per´ıodo de 2003 a 2005[12], compararam a efica´cia do diagno´stico da
mamografia digital com a mamografia tradicional, observando uma superioridade da mamo-
grafia digital na ana´lise de mamas densas, representando assim, benef´ıcios principalmente nos
exames de rastreio nas mulheres jovens, ja´ que estas apresentam maior densidade mama´ria.
A mamografia digital apresenta vantagens devido a` possibilidade de utilizar adicionalmente
aplicac¸o˜es da cieˆncia da computac¸a˜o no campo da medicina.
As principais vantagens sa˜o :
1. Permite o armazenamento dos exames mamogra´ficos em bancos de dados informatiza-
dos, evitando a perda dos mesmos;
2. Tem uma maior gama dinaˆmica e como tal, permite em toda a latitude de exposic¸a˜o
obter boas imagens;
3. O processo de aquisic¸a˜o da imagem na˜o fica sujeito a agentes qu´ımicos, proporcionando
imagens mais esta´veis;
4. Permite a transmissa˜o das imagens mamogra´ficas para, por exemplo, um centro de
especialistas;
5. Pode-se tirar partido de uma se´rie de me´todos computacionais que permitem optimizar
digitalmente e em qualquer altura, por exemplo, o contraste da imagem;
6. Reduz o tempo geral na obtenc¸a˜o dos resultados, logo menos tempo de espera;
7. Reduz os custos com os filmes, pel´ıculas e agentes qu´ımicos;
8. Em relac¸a˜o a` exposic¸a˜o permite uma menor dose de radiac¸a˜o ao cliente, assim como
aumenta a vida u´til do tubo de raios-X.
2.4.3 Leso˜es Detectadas na Mamografia
Os tipos de leso˜es que aparecem com grande frequeˆncia nas mamografias sa˜o as microcalci-
ficac¸o˜es e as massas.
De notar, que este trabalho foca essencialmente nos achados mamogra´ficos correspondentes
a`s massas.
Massas
Massas sa˜o leso˜es tridimensionais que podem representar o sinal de presenc¸a de cancro da
mama.
Estes sa˜o descritos pela sua localizac¸a˜o, tamanho, forma, caracter´ısticas de margem, atenuac¸a˜o
de raios-X, efeitos sobre o tecido circundante, bem como outros achados associados, tais como,
distorc¸o˜es arquitecturiais, alterac¸o˜es cutaˆneas, anormalidades na are´ola e mamilo, etc.
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Figura 2.6: Caracter´ısticas de a)Forma e b)Margem em que se dividem os va´rios tipos de
massas. Adaptado de [1]
O grau de malignidade aumenta em func¸a˜o da ordem representada na figura 2.6.
Dependendo dos crite´rios morfolo´gicos da massa, a probabilidade de malignidade pode ser
estabelecida.
A localizac¸a˜o da massa pode ser estabelecida pelo exame f´ısico, caso a massa seja palpa´vel.
Caso contra´rio, a sua localizac¸a˜o pode ser determinada pelas diferentes vistas mamogra´ficas
apresentadas na figura 2.4.
E´ importante realc¸ar que as massas numa mamografia podem na˜o corresponder a um no´dulo
palpa´vel.
A localizac¸a˜o pode levantar suspeitas de malignidade, pois o cancro da mama, tende a
desenvolver-se nas zonas perife´ricas da mama.
O tamanho por si so´, na˜o pode predizer malignidade, contudo, o tamanho de uma massa
maligna e´ indicativo da sua progressa˜o.
Os no´dulos podem apresentar cinco tipos de caracter´ısticas de forma, sendo elas: redonda,
oval, lobulada, irregular e distorc¸a˜o arquitecturial[1].
As descric¸o˜es de cada uma destas formas sa˜o automaticamente identificadas pela figura 2.6
a).
A distorc¸a˜o arquitecturial na˜o e´ tecnicamente uma massa, ja´ que na˜o ha´ qualquer massa
v´ısivel. Esta pode ser identificada pela distorc¸a˜o na arquitectura normal da massa.
A margem e´ a fronteira de uma massa, sendo considerado um dos mais importantes crite´rios
para determinar se a massa e´ suscept´ıvel de ser benigna ou maligna.
Existem cinco tipos de margens[1], tal como definido pelo Breast Imaging Reporting and Data
System (BI-RADS): circunscrita, obscurecida, microlobulada, mal definida e espiculada (ver
figura 2.6 b)).
As margens circunscritas sa˜o bem definidas, existindo uma transic¸a˜o n´ıtida entre a lesa˜o e os
tecidos circundantes.
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A margem obscurecida ocorre quando o tecido circundante esconde a borda verdadeira da
lesa˜o.
As margens lobuladas possuem pequenos c´ırculos ondulantes ao longo da borda da massa.
As margens mal definidas, tal como o pro´prio nome indica, possuem margens mal definidas e
dispersas. A probabilidade de neoplasia maligna e´ neste caso elevada.
As margens espiculadas sa˜o marcadas por linhas finas radiantes, que correspondem a`s pro-
jecc¸o˜es fibrosas que se estendem a partir do no´dulo.
A atenuac¸a˜o de raios-X e´ uma descric¸a˜o da densidade da massa.
De um modo geral, o cancro da mama apresenta frequentemente uma densidade elevada.
Calcificac¸o˜es
Calcificac¸o˜es sa˜o achados comuns e importantes numa mamografia.
Estas podem aparecer com ou sem uma lesa˜o associada e as suas morfologias e distribuic¸o˜es
formam ind´ıcios quanto a` sua etiologia, bem como se esta˜o associadas a benignidade ou ma-
lignidade.
De um modo geral e atendendo ao tamanho, as microcalcificac¸o˜es sa˜o associadas a malig-
nidade e as macrocalcificac¸o˜es a processos benignos.
O problema com esta regra geral, e´ que na˜o existe uma barreira que permita a distinc¸a˜o entre
micro e macro.
A maioria dos radiologistas adopta que calcificac¸o˜es com 0.5mm ou menos possuem alta prob-
ablidade de ter associado cancro e calcificac¸o˜es de 2mm ou maiores sa˜o t´ıpicas de benignidade.
O nu´mero de calcificac¸o˜es e´ igualmente indicador de tumores benignos e malignos.
Um nu´mero menor que quatro calcificac¸o˜es por si so´, raramente vai levar a` detecc¸a˜o de cancro
da mama.
Contudo, como todos os crite´rios na ana´lise mamogra´fica na˜o sa˜o discriminato´rios, um nu´mero
de duas ou treˆs calcificac¸o˜es podera˜o merecer uma desconfianc¸a maior se apresentarem mor-
fologias preocupantes.
Em relac¸a˜o a` ana´lise das calcificac¸o˜es quanto a` sua morfologia, esta pode ser dividida em:
1. Calcificac¸o˜es tipicamente benignas que correspondem a` maioria dos achados:
Calcificac¸o˜es cutaˆneas: pequenas, de paredes finas, com centro radioluscente.
Calcificac¸o˜es vasculares: em linhas paralelas, associadas a estruturas tubulares.
Calcificac¸o˜es grosseiras ou “em pipoca”: grandes (2-3 mm de diaˆmetro), lobulares,
t´ıpicas dos fibroadenomas.
Calcificac¸o˜es grandes: geralmente maiores que 1 mm de diaˆmetro, seguindo uma dis-
tribuic¸a˜o ductal, convergindo para o mamilo.
Calcificac¸o˜es redondas: podem ser mu´ltiplas e variar em tamanho, geralmente formadas
em a´cinos ou lo´bulos.
Calcificac¸o˜es puntiformes: redondas ou ovais, com menos de 0,5 mm de diaˆmetro e mar-
gens bem definidas.
Calcificac¸o˜es com centro radioluscente: redondas ou ovais, com centro radioluscente e
paredes mais espessas do que as calcificac¸o˜es em “casca de ovo”.
Calcificac¸o˜es em “casca de ovo”: arredondadas com paredes finas.
Calcificac¸o˜es em “leite de ca´lcio”: sa˜o arredondadas na incideˆncia craˆnio-caudal e ficam
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lentiformes na incideˆncia em perfil absoluto.
Calcificac¸o˜es em fios de sutura: lineares ou tubulares, com no´s, frequentemente aparentes.
Calcificac¸o˜es distro´ficas: forma irregular, geralmente aparecem em mamas que sofreram
trauma.
2. Calcificac¸o˜es de cara´cter intermedia´rio de suspeita:
Amorfas: sa˜o ta˜o te´nues e diminutas que na˜o e´ poss´ıvel determinar a sua morfologia.
Calcificac¸o˜es heteroge´neas grosseiras: geralmente sa˜o bilaterais e apresentam-se em
mu´ltiplos focos.
3. Calcificac¸o˜es com alta probabilidade de malignidade:
Calcificac¸o˜es finas e pleomo´rficas: alta capacidade de variac¸a˜o em tamanho e forma,
geralmente sa˜o menores que 0,5mm em diaˆmetro (quanto maior a variac¸a˜o, maior o
risco de malignidade).
Calcificac¸o˜es finas e lineares: sa˜o finas, lineares ou curvil´ıneas, descont´ınuas e teˆm menos
que 0,5mm de espessura.
Quanto a` sua distribuic¸a˜o, sa˜o classificadas em:
1. Agrupadas: quando cinco ou mais calcificac¸o˜es ocupam um volume menor que 1cm3.
2. Lineares: arranjadas em linha nas duas incideˆncias.
3. Segmentares: sugere acompanhar o ducto e seus lo´bulos.
4. Regionais: distribu´ıdas em grande volume de tecido, na˜o respeitando a distribuic¸a˜o
ductal.
5. Difusas: distribu´ıdas randomicamente nas mamas.
2.5 Classificac¸a˜o BI-RADS
Com o intuito de uniformizar a avaliac¸a˜o em relac¸a˜o a`s calcificac¸o˜es baseando-se principal-
mente na sua morfologia e distribuic¸a˜o (caracter´ısticas baseadas nos estudos de Getty e de
Swets de 1988 e 1991)[13, 14] e propor condutas adequadas de acordo com categorizac¸a˜o dos
achados, em 1992, o Cole´gio Americano de Radiologia (ACR)[12] publicou a 1a edic¸a˜o do
BI-RADS (do ingleˆs, Breast Imaging Reporting and Data System).
Desde 1992, com a colaborac¸a˜o de outras entidades tais como, o Instituto Nacional de Can-
cro(National Cancer Institute), o Centro para Prevenc¸a˜o e Controle de Doenc¸as (Centers for
Disease Control and Prevention), da FDA (Food and Drug Administration), do Cole´gio Amer-
icano de Cirurgio˜es (American College os Surgeons) e do Cole´gio Americano de Patologistas
(College os American Pathologists), teˆm vindo a aperfeic¸oar os crite´rios na classificac¸a˜o das
calcificac¸o˜es mama´rias nas diversas categorias de avaliac¸a˜o final.
As principais modificac¸o˜es da u´ltima edic¸a˜o foram a subdivisa˜o da categoria 4 em A, B e C,
de acordo com o grau de suspeita, e a inserc¸a˜o da categoria 6, que inclui os casos nos quais
ja´ foi feita bio´psia com resultado maligno, mas a lesa˜o na˜o foi totalmente retirada ou tratada
por quimioterapia, radioterapia ou hormonoterapia.
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E´ agora pedido aos radiologistas que usem as categorias fixas de avaliac¸a˜o do BI-RADS na
sua interpretac¸a˜o dos mamogramas.
Investigadores da Universidade Duke(1995)[15, 16, 17, 18] usaram descritores do BI-RADS
como entrada nas redes neuronais artificiais distinguindo leso˜es malignas de benignas. Os
resultados mostraram o potencial de usar as caracter´ısticas do BI-RADS no CAD.
O lau´do mamogra´fico descreve inicialmente a densidade radiolo´gica das mamas, ressalvando
que a maior densidade do pareˆnquima mama´rio reduz a sensibilidade do me´todo, contudo na˜o
altera a categoria BI-RADS.
Apo´s a descric¸a˜o da densidade, descrevem-se no´dulos ( detalhando forma, margens e densi-
dade), calcificac¸o˜es e outros achados.
Finalmente, conclui-se o diagno´stico expressando a categoria final e propondo a conduta ad-
equada a essa mesma categoria:
• Categoria 0 : inconclusivo, necessitando de exame adicional ( ultra-sonografia, mag-
nificac¸a˜o ou compressa˜o localizada)
• Categoria 1 : mamografia normal, benigna
• Categoria 2 : mamografia com achados radiolo´gicos benignos
Nestas duas u´ltimas categorias recomenda-se o controlo anual a partir dos 40 anos.
• Categoria 3 : mamografia com achados provavelmente benignos com seguimento mamogra´fico
em 6 meses
• Categoria 4(A,B,C) : mamografia com achados radiolo´gicos suspeitos de malignidade
• Categoria 5 : mamografia com achados radiolo´gicos altamente suspeitos de malignidade
Nestas duas categorias indica-se uma investigac¸a˜o cito-histolo´gica (bio´psia).
• Categoria 6 : lesa˜o ja´ biopsiada e diagnosticada como maligna, mas na˜o retirada ou
tratada
A` medida que a padronizac¸a˜o do BI-RADS seja aceite mais geralmente pelos radiologistas,
a variabilidade das classificac¸o˜es diminui e assim os diagno´sticos auxiliados por computador
baseados no BI-RADS ficara˜o mais robustos.
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Cap´ıtulo 3
Diagno´stico Auxiliado por
Computador
A ana´lise de imagens mamogra´ficas e´ um problema para os radiologistas devido principalmente
ao baixo contraste das mamografias, a` possibilidade de algumas estruturas suspeitas ficarem
sobrepostas e a` fadiga visual por parte do radiologista[19].
Diagnosticar torna-se assim num trabalho muito complexo e dependente de va´rios factores
que muitas vezes levam a cometer erros aquando o diagno´stico, tendo como consequeˆncia
a submissa˜o do paciente a novos exames desnecessa´rios, que ale´m de invasivos podem ser
trauma´ticos e, financeiramente acarretam custos elevados.
3.1 Casos de Estudo
Com o objectivo de auxiliar na dif´ıcil tarefa de avaliar e analisar estruturas de interesse em im-
agem mamogra´ficas digitais para posterior diagno´stico, diversos trabalhos utilizando te´cnicas
de processamento de imagens, reconhecimento de padro˜es, inteligeˆncia artificial veˆm sendo
desenvolvidos como parte de esquemas CAD.
Mudigonda e Rangayyan em 2000[8], estudaram a classificac¸a˜o de massas benignas e malignas
de mamogramas, calculando caracter´ısticas baseadas no gradiente e textura.
Os autores propuseram calcular o gradiente e textura baseadas em matrizes de co-ocorreˆncia
entre n´ıveis de cinza, de modo a avaliar a informac¸a˜o de textura por regio˜es do centro da
massa comparada com as informac¸o˜es de textura presentes nas margens da massa.
Para o ca´lculo das medidas baseadas no gradiente foi necessa´rio extrair a intensidade dos
pixe´is de dentro do limite da massa para o exterior ao longo da direcc¸a˜o perpendicular em
todos os pontos do contorno.
Foram utilizadas um total de 54 imagens das quais 39 pertencentes a` base de dados Mammo-
graphic Image Analysis Society (MIAS), sendo as restantes de uma base de dados local.
A melhor classificac¸a˜o foi de 82,1% de acerto total com uma a´rea Az = 0.85 sob a curva ROC.
O me´todo usado para a classificac¸a˜o e´ baseado em probabilidades a partir da distaˆncia de
Mahalanois.
A precisa˜o usando classificac¸a˜o Jack-Knife obteve 74,4% de acerto total com um Az de 0.67.
Caracter´ısticas baseadas no gradiente obtiveram um Az = 0.6 com a base de dados MIAS e
um Az=0.76 para a base de dados combinada, utilizando o primeiro me´todo de classificac¸a˜o.
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Os correspondentes valores obtidos usando a classificac¸a˜o Jack-Knife, observou um Az=0.52 e
um Az= 0.73, respectivamente, para a base de dados MIAS e para a base de dados combinada.
Tu´lio Andre´ e Rangaraj Rangayyan em 2003[20] propuseram uma aproximac¸a˜o que usa redes
neuronais artificiais com o objectivo de classificar massas em mamogramas.
O contorno de 108 massas foram manualmente delimitadas e representadas por modelos polig-
onais para ana´lise da forma.
Foram calculadas treˆs medidas do factor de forma baseada no contorno e 14 caracter´ısticas
de textura baseadas na matriz de co-ocorreˆncia de n´ıveis de cinza.
As caracter´ısticas de textura foram calculadas usando as margens da massa definidas como
tiras que cercam a massa da Regia˜o de Interesse (ROI) e na˜o a regia˜o inteira.
Esta aproximac¸a˜o segue o trabalho de Mudigonda[8], no qual usaram as margens das massas
para melhorar a discriminac¸a˜o entre massas benignas e malignas quando comparadas com as
massas medidas obtidas usando toda a regia˜o.
Foram utilizadas va´rias combinac¸o˜es de caracter´ısticas e va´rias topologias para a classificac¸a˜o
com o perceptron.
Os resultados obtidos foram comparados em termos da a´rea Az, sob a curva ROC. Valores
de Az=0.75 ate´ 0.99 foram obtidos com as caracter´ısticas de forma e de 0.48 ate´ 0.63 para
caracter´ısticas de textura.
Ribeiro (2006)[21] apresentou uma metodologia para classificac¸a˜o de no´dulos mama´rios por
contorno.
Atrave´s das imagens mamogra´ficas digitalizadas foram recortadas regio˜es de interesse de onde
foram extra´ıdas caracter´ısticas de textura, intensidade e geome´tricos com o objectivo de car-
acterizar os padro˜es de contorno dos no´dulos.
As caracter´ısticas serviram de entrada para duas redes neuronais, uma Multi-Layer Percep-
tron (MLP) e Mapas Auto-Organiza´veis (SOM), obtendo a melhor classificac¸a˜o para a rede
neuronal MLP, com 20 neuro´nios de entrada (caracter´ısticas seleccionadas atrave´s da rede
SOM e gaussianas), 40 neuro´nios na primeira camada interme´dia, 20 na segunda e 5 neuro´nios
na camada de sa´ıda, com taxa de aprendizagem igual a 0.9 e erro menor que 0.01.
O acerto total obtido utilizando 135 ROIs e pesos fixos foi de 89% e Az igual a 0.98, falso-
negativo igual a 5% e falso-positivo igual a 7%.
A importaˆncia destes esquemas e´ realc¸ado por Chan[22], que em programas de rastreio
mostrou que com o uso de esquemas CAD melhoraram o desempenho dos radiologistas.
Assim, estes esquemas computacionais visam melhorar a visualizac¸a˜o de imagens radiolo´gicas,
indicando e realc¸ando a existeˆncia de estruturas que possam estar associadas a` presenc¸a de
tumores, auxiliando o radiologista, na interpretac¸a˜o da imagem e na elaborac¸a˜o de um di-
agno´stico mais preciso, fornecendo uma “segunda opinia˜o”[23].
De realc¸ar que estes esquemas, dada a sua importaˆncia em diversas aplicac¸o˜es radiolo´gicas,
com especial relevo na mamografia, ja´ foi aprovado pelo Food and Drug Administration (FDA)
como recurso ao diagno´stico do cancro da mama.
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3.2 Imagem Digital
Uma imagem digital e´ definida como sendo uma func¸a˜o de duas varia´veis f(x, y) de valores
discretos, onde x e y sa˜o as coordenadas espaciais (planas).
O ponto (x, y) e´ conhecido como Pixel (Picture Element) e a amplitude de f e´ a intensidade
do n´ıvel de cinza (Graylevel) nesse par de coordenas (x, y).
A escala de cinza e´ o intervalo de variac¸a˜o definido pela equac¸a˜o 3.1:
0 ≤ f(x, y) ≤ G (3.1)
G e´ o ma´ximo valor da escala de cinza.
Se G = 255, significa que cada pixel tem resoluc¸a˜o de 256 n´ıveis de cinza, ou seja, 8 bits/pixel.
Figura 3.1: Convenc¸a˜o utilizada para os eixos em Processamento de Imagens
De salientar, que em processamento de imagens (figura 3.1) num arranjo matricial de M linhas
por N colunas temos a seguinte convenc¸a˜o:
(0, 0) ≤ (x, y) ≤ (M − 1, N − 1) (3.2)
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ao contra´rio, ja´ a toolbox de processamento de imagens do Matlab[11] apresenta a seguinte:
(1, 1) ≤ (r, c) ≤ (M,N) (3.3)
3.3 Extracc¸a˜o de Caracter´ısticas
O processamento das imagens visa desenvolver procedimentos para extrair informac¸o˜es de
uma imagem.
Para se poder classificar automaticamente estruturas numa imagem, e´ obrigato´rio extrair
va´rias medidas de um dado padra˜o e armazenar essas medida num vector que servira´ de en-
trada para os classificadores automa´ticos.
De referir, que todo este processo de extracc¸a˜o e selecc¸a˜o das caracter´ısticas que melhor
permitem distinguir as diversas classes tem grande importaˆncia no desempenho dos classifi-
cadores.
Note-se, por exemplo, que os va´rios tipos de caracter´ısticas seleccionadas devem ser rela-
cionadas directamente com o problema.
Por isso, a selecc¸a˜o antecipada das melhores caracter´ısticas que permitem caracterizar o prob-
lema, ate´ de modo a evitar informac¸o˜es redundantes, sa˜o importantes para se obter uma
classificac¸a˜o eficiente.
As caracter´ısticas seleccionadas de modo a extrair informac¸o˜es das classes (benigno e maligno)
em que se dividem as massas, pertencem aos grupos de textura e de forma.
3.3.1 Caracter´ısticas de Forma
O formato, tamanho e distribuic¸a˜o sa˜o factores importantes na ana´lise e caracterizac¸a˜o da
massa. Diversos conjuntos de caracter´ısticas morfolo´gicas foram avaliadas e testadas[21,
24], sendo seleccionadas um conjunto de cinco caracter´ısticas relacionadas com a forma e
o tamanho: per´ımetro, a´rea, rugosidade, brilho e irregularidade.
Per´ımetro (P )
E´ dado pelo nu´mero total de pixe´is que pertencem ao contorno da massa.
A´rea (A)
E´ dado pelo nu´mero total de pixe´is no interior da lesa˜o.
A maneira mais simples de calcular a a´rea de um objecto e´ contar o nu´mero de pixe´is do
objecto.
Rugosidade (R)
E´ uma medida derivada do per´ımetro e a´rea de um objecto, conforme equac¸a˜o 3.4:
R =
P 2
4.pi.A
(3.4)
Brilho (B)
Corresponde a` me´dia da intensidade dos n´ıveis de cinza presentes na lesa˜o patolo´gica selec-
cionada.
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Irregularidade (I)
Tal como a rugosidade, trata-se de uma medida derivada do per´ımetro e a´rea de um objecto,
conforme equac¸a˜o 3.5:
I =
A
P 2
(3.5)
3.3.2 Caracter´ısticas de Textura
Textura e´ um termo muito usado na visa˜o computacional, sendo uma das principais carac-
ter´ısticas usadas para identificar objectos numa imagem.
Todos somos capazes de reconhecer a textura, mas e´ muito dif´ıcil definir textura com precisa˜o.
De facto, na pro´pria literatura na˜o existe um consenso geral capaz de a definir, encontrando-
se va´rias definic¸o˜es. Pode-se referencia´-la como um conjunto de padro˜es existentes nas su-
perf´ıcies, percept´ıveis ao olho humano e que possuem uma grande quantidade de informac¸o˜es
sobre a sua natureza (ex: rugosidade, suavidade,...).
As treˆs abordagens normalmente utilizadas para descrever textura em imagens sa˜o: abor-
dagem estrutural, espectral e estat´ıstica[25].
Abordagem Estrutural
Esta abordagem considera as primitivas que formam padro˜es repetitivos e descreve estes,
obedecendo a`s regras que os originam.
Abordagem Espectral
Esta abordagem e´ baseada no espectro de Fourier, sendo utilizada para detectar padro˜es
perio´dicos de semi-perio´dicos de uma imagem, atrave´s da identificac¸a˜o de picos de alta
frequeˆncia no espectro.
Abordagem Estat´ıstica
Esta abordagem propicia uma descric¸a˜o da textura atrave´s de regras estat´ısticas que coorde-
nam a distribuic¸a˜o e a relac¸a˜o entre os n´ıveis de cinza.
As estat´ısticas de 1a ordem, sa˜o calculadas a partir da probabilidade de observar um deter-
minado valor de um pixel escolhido aleatoriamente na imagem.
Estas dependem somente do valor dos pixe´is e na˜o na interacc¸a˜o com os valores dos pixe´is
vizinhos. A me´dia da intensidade de cinza da imagem e´ um exemplo de uma estat´ıstica de
primeira ordem.
As estat´ısticas de 2a ordem sa˜o calculadas a partir da probabilidade de observar os valores de
um par de pixe´is da imagem.
Estat´ıstica 1oordem
As estat´ısticas de 1a ordem sa˜o muito simples, sendo calculadas a partir da func¸a˜o de proba-
bilidade de n´ıveis de cinza numa imagem. Esta func¸a˜o e´ tambe´m conhecida como histograma.
Em imagens de escala de cinza o histograma e´ definido por:
H(g) =
ng
N
com g = 0, ..., G (3.6)
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Onde N e´ o nu´mero total de pixe´is na imagem, ng e´ o nu´mero de pixe´is com o valor g de
intensidade na imagem.
A partir da func¸a˜o de probabilidade H do valor dos pixe´is e´ poss´ıvel caracteriza´-los com um
conjunto de paraˆmetros estat´ısticos (chamados de 1a ordem).
Abaixo, fica a lista de alguns paraˆmetros, onde Pn representa o paraˆmetro nu´mero n.
Me´dia
P1 =
G∑
g=0
g.H(g) (3.7)
Desvio padra˜o
Mede a func¸a˜o de dispersa˜o sobre a me´dia.
P2 =
√√√√ G∑
g=0
(g − P1)2.H(g) (3.8)
“Skewness”
P3 =
∑G
g=0(g − P1)3.H(g)
(P2)3
(3.9)
Energia
P4 =
G∑
g=0
H(g)2 (3.10)
Entropia
P5 = −
G∑
g=0
H(g)log2(H(g)) (3.11)
1o Momento Central
E´ o mesmo paraˆmetro que a me´dia.
2o Momento Central
P7 =
G∑
g=0
(g − P1)2.H(g) (3.12)
3o Momento Central
P8 =
G∑
g=0
(g − P1)3.H(g) (3.13)
4o Momento Central
P9 =
G∑
g=0
(g − P1)4.H(g) (3.14)
De referir contudo, que o ca´lculo de medidas de textura, a partir exclusivamente do histograma
sofrem a limitac¸a˜o de possuir somente informac¸o˜es sobre a distribuic¸a˜o da intensidade, na˜o
possuindo informac¸o˜es sobre as posic¸o˜es dos pixe´is.
Assim sendo, sera´ dada uma maior importaˆncia a`s estat´ısticas de 2a ordem.
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Estat´ıstica 2a ordem
A matriz de co-ocorreˆncia entre n´ıveis de cinza (Grey Level Co-ocurrence Matrix (GLCM)) e´
o me´todo mais utilizado sendo por isso dada uma maior eˆnfase.
Este me´todo e´ tambe´m conhecido como me´todo da dependeˆncia espacial de n´ıveis de cinza
(Spatial Grey Level Dependence (SGLD)).
A matriz SGLD calcula a probabilidade de ocorrer uma transic¸a˜o de n´ıvel de cinza entre dois
pixe´is com uma relac¸a˜o espacial definida numa imagem.
O relacionamento espacial e´ definido em termos da distaˆncia d e do aˆngulo θ.
Em outras palavras, P (i, j) indica a frequeˆncia de ocorreˆncia entre pares de n´ıveis de cinza,
separados por uma distaˆncia d e com uma orientac¸a˜o θ (que pode ser 0o, 45o, 90o e 135o),
conforme ilustrado na figura 3.2.
Figura 3.2: Variac¸o˜es angulares utilizadas na obtenc¸a˜o da matriz SGLD para uma distaˆncia
d=1
Na figura 3.3 esta´ representado um exemplo de obtenc¸a˜o de uma matriz de co-ocorreˆncia
extra´ıdo de Haralick [26].
A partir de cada uma das matrizes SGLD, uma variedade de medidas estat´ısticas podem ser
extra´ıdas.
Haralick et al.[26, 27] definiram um conjunto de 14 caracter´ısticas a serem extra´ıdas a partir
da nomenclatura a seguir apresentada:
p(i, j) =
P (i, j)
r
(3.15)
Entrada (i, j) da matriz SGLD normalizada.
px(i) =
Ng∑
j=1
p(i, j) (3.16)
corresponde a` entrada i do vector de probabilidade marginal obtida pelo somato´rio das linhas
de p(i, j).
Ng corresponde ao nu´mero total de n´ıveis de cinza presentes na imagem.
py(j) =
Ng∑
i=1
p(i, j) (3.17)
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Figura 3.3: Ca´lculo matriz SGLD onde a)Imagem 4x4 pixel com 4 valores de n´ıvel de cinza,
b)Construc¸a˜o da matriz SGLD, onde (i, j) indica os pares de n´ıveis de cinza poss´ıveis da
imagem em questa˜o e c)Ca´lculo das 4 matrizes SGLD quando d=1
corresponde a` entrada j do vector de probabilidade marginal obtida atrave´s do somato´rio das
colunas de p(i, j).
px+y(k) =
Ng∑
i=1
Ng∑
j=1︸ ︷︷ ︸
i+j=k
p(i, j) com k = 2, ..., 2Ng (3.18)
O resultado da adic¸a˜o das entradas i e j calculadas a partir da matriz de probabilidade
marginal.
px−y(k) =
Ng∑
i=1
Ng∑
j=1︸ ︷︷ ︸
|i−j|=k
p(i, j) com k = 0, ..., Ng − 1 (3.19)
O resultado da subtracc¸a˜o das entradas i e j calculadas atrave´s da matriz de probabilidade
marginal.
As 14 caracter´ısticas sa˜o a seguir apresentadas.
Segundo momento Angular (SMA)
F1 =
Ng∑
i=1
Ng∑
j=1
p(i, j)2 (3.20)
Esta e´ uma medida da uniformidade ou suavidade.
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Texturas homoge´neas tera˜o um alto valor de energia em comparac¸a˜o com texturas na˜o ho-
moge´neas, devido a`s texturas suaves possu´ırem densidades mais concentradas que as texturas
rugosas.
Contraste
F2 =
Ng−1∑
n=0
n2︸ ︷︷ ︸
|i−j|=n
(
Ng∑
i=1
Ng∑
j=1
p(i, j)) (3.21)
Esta caracter´ıstica reflecte a quantidade de variac¸o˜es locais de n´ıveis de cinza presentes numa
imagem.
Correlac¸a˜o
F3 =
∑Ng
i=1
∑Ng
j=1(ij)p(i, j)− µxµy
σxσy
(3.22)
onde µx, µy, correspondem a`s me´dias nas direcc¸o˜es x e y, enquanto que σx, σy, representam
os desvios padra˜o.
Correlac¸a˜o mede a dependeˆncia linear dos n´ıveis de cinza dentro da imagem, ou seja, mede o
grau em que as linhas e colunas da matriz SGLD se assemelham mutuamente.
Valores elevados de correlac¸a˜o sa˜o obtidos quando os elementos da matriz sa˜o uniformemente
iguais, ao passo que, valores baixos sa˜o obtidos quando os valores dos elementos na matriz
possuem grandes diferenc¸as.
Variaˆncia
F4 =
Ng∑
i=1
Ng∑
j=1
(i− µx)2p(i, j) (3.23)
A variaˆncia diz respeito a` heterogeneidade da matriz de co-ocorreˆncia, ou seja, trata-se de
um indicador da variac¸a˜o de tonalidade de fundo da imagem.
Momento da diferenc¸a inversa (MDI) ou homogeneidade
F5 =
Ng∑
i=1
Ng∑
j=1
1
1 + (i− j)2 .p(i, j) (3.24)
Este denota a homogeneidade da matriz de co-ocorreˆncia, sendo maior quanto menor for o
valor do contraste.
Entropia
F6 = −
Ng∑
i=1
Ng∑
j=1
p(i, j).log2(p(i, j)) (3.25)
A entropia da imagem e´ uma medida da aleatoriedade do valor do n´ıvel de cinza de uma
imagem.
Valores elevados de entropia indicam grande aleatoriedade na imagem.
Me´dia da soma
F7 =
2Ng∑
i=2
ipx+y(i) (3.26)
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Variaˆncia da soma
F8 =
2Ng∑
i=2
(i− F7)2px+y(i) (3.27)
Entropia da soma
F9 = −
2Ng∑
i=2
px+y(i).log2(px+y(i)) (3.28)
Variaˆncia da diferenc¸a
F10 = variancia de px−y (3.29)
Entropia da diferenc¸a
F11 = −
Ng−1∑
i=0
px−y(i).log2(px−y(i)) (3.30)
Medida de informac¸a˜o de correlac¸a˜o 1
F12 =
HXY −HXY 1
max(HX,HY )
(3.31)
onde,
HX = −
Ng∑
j=1
px(j).log2(px(j)) (3.32)
que corresponde a` entropia vertical, e
HY = −
Ng∑
i=1
py(i).log2(py(i)) (3.33)
que corresponde a` entropia horizontal.
HXY = −
Ng∑
i=1
Ng∑
j=1
p(i, j).log2(p(i, j)) (3.34)
HXY 1 = −
Ng∑
i=1
Ng∑
j=1
p(i, j).log2(px(i).py(j)) (3.35)
HXY 2 = −
Ng∑
i=1
Ng∑
j=1
px(i).py(j).log2(px(i).py(j)) (3.36)
Medida de informac¸a˜o de correlac¸a˜o 2
F13 =
√
1− exp[−2.0(HXY 2−HXY )] (3.37)
Ma´ximo coeficiente de correlac¸a˜o
F14 =
√
(segundo maior valor proprio de Q) (3.38)
onde,
Q(i, j) =
∑
k
p(i, k).p(j, k)
px(i).py(k)
(3.39)
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3.4 Redes Neuronais Artificiais
As RNAs sa˜o te´cnicas computacionais que apresentam um modelo inspirado no funcionamento
do ce´rebro e foram propostas com o intuito de resolver problemas em que os seres humanos
possuem boa performance, pore´m de dif´ıcil tratamento pelos computadores tradicionais.
3.4.1 Breve Cronologia
A histo´ria das redes neuronais (citado em [9, 28]), remonta ao in´ıcio dos anos 40, mais pre-
cisamente no ano 1943, quando um dos primeiros modelos lo´gico-matema´tico de um neuro´nio
artificial foi proposto pelo neurofisiologista Warren McCulloch e pelo matema´tico Walter
Pitts, apresentado na figura 3.4.
Figura 3.4: Neuro´nio proposto por McCulloch e Pitts
O estudo baseava-se no facto, de num dado instante de tempo, o neuro´nio, ou esta´ a disparar
pulsos ele´ctricos ou esta´ parado, correspondendo assim ao “verdadeiro e falso”do ca´lculo
lo´gico, ou ao “zero e um”da a´lgebra linear.
No entanto, o primeiro neuro-computador a obter sucesso, o perceptron, foi criado somente
em 1958, por Frank Rosenblatt.
Apo´s Rosenblatt, Widrow and Hoff, em 1963, desenvolveu um novo tipo de elemento de pro-
cessamento chamado Adaline, equipado com uma poderosa lei de aprendizagem.
Em 1969, Minsky e Papert, no seu livro Perceptrons apontaram as limitac¸o˜es teo´ricas dos
modelos de redes neuronais com uma camada. Devido a esta visa˜o pessimista que desacred-
itou a a´rea, a investigac¸a˜o sobre as redes neuronais ficou parada durante praticamente duas
de´cadas.
No in´ıcio dos anos 80, Hopfield (1982) introduziu o conceito de minimizac¸a˜o de energia da
f´ısica nas redes neuronais o que deu origem ao termo momentum, resgatando o interesse nas
redes neuronais.
Em 1986, David Rumelhart, com a publicac¸a˜o do livro “Parallel Distributed Processing” (Pro-
cessamento Distribu´ıdo Paralelo), apresentou uma soluc¸a˜o poderosa para o treino de uma rede
de va´rias camadas que destronou os perceptro˜es e que ficou conhecida como o algoritmo de
aprendizagem Backpropagation, cujas bases teo´ricas para um me´todo de ca´lculo de derivadas
parciais ordenadas ja´ havia sido desenvolvido por Werbos em 1974.
Desde 1987, muitas universidades anunciaram a formac¸a˜o de institutos de pesquisa para a
neuro computac¸a˜o.
3.4.2 Estrutura do Neuro´nio Biolo´gico
O co´rtex cerebral e´ formado por um conjunto extremamente complexo de ce´lulas, os neuro´nios.
Estes teˆm um papel essencial na determinac¸a˜o do funcionamento e comportamento do corpo
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humano e do racioc´ınio.
Um neuro´nio biolo´gico e´ formado pelo corpo celular (ou soma), que conte´m o nu´cleo da ce´lula,
pelos dendritos, que recebem os impulsos ele´ctricos e pelo axo´nio, atrave´s do qual os impulsos
sa˜o enviados.
A figura 3.5 mostra a estrutura de uma ce´lula neuronal.
Figura 3.5: Constituic¸a˜o da Ce´lula Neuronal
Os neuro´nios interligam-se atrave´s das ligac¸o˜es sina´pticas ou sinapses. A comunicac¸a˜o e´
realizada unidirecionalmente por sinais nervosos ele´ctricos e qu´ımicos (nas regio˜es terminais
das ligac¸o˜es sina´pticas) de uma forma descont´ınua, isto e´, por impulsos. Estes u´ltimos sa˜o
desencadeados em cada neuro´nio sempre que um certo potencial de activac¸a˜o e´ ultrapassado,
em resultado da recepc¸a˜o de um ou mais sinais nervosos nas sinapses.
A propagac¸a˜o de um impulso ele´ctrico ao longo de um dentrito ou de um axo´nio da´-se atrave´s
da alterac¸a˜o da concentrac¸a˜o dos io˜es K− e Na+ em ambos os lados da membrana.
3.4.3 Funcionamento do Neuro´nio Artificial
O neuro´nio artificial, cuja estrutura esta´ representada na figura 3.4, tenta modelizar algumas
das caracter´ısticas biolo´gicas. Neste modelo geral, o neuro´nio e´ composto por uma ou mais
entradas (x1, x2, ..., xn) onde, para cada entrada esta´ associado um peso (w1, w2, ..., wn).
E´ enta˜o calculada a soma ponderada entre os sinais de entrada e os pesos das conexo˜es, peso
esse indicativo do grau de importaˆncia que determinada entrada possui em relac¸a˜o a esse
mesmo neuro´nio.
O resultado final (s) e´ aplicado a` func¸a˜o de activac¸a˜o, tambe´m designada de func¸a˜o de trans-
fereˆncia.
Esta func¸a˜o transmite o sinal para a sa´ıda, de modo a produzir um estado de activac¸a˜o do
neuro´nio que corresponde a` frequeˆncia de descarga do neuro´nio biolo´gico.
Considerando a func¸a˜o de activac¸a˜o do Perceptron (func¸a˜o degrau), o modelo matema´tico
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apresentado tera´ as seguintes equac¸o˜es:
s =
n∑
i=1
xiwi (3.40)
f(s) =
{
1 if s ≥ L
−1 if s < L (3.41)
onde,
• n = nu´mero de entradas
• wi = peso associado a` entrada xi
• L = valor do limiar do neuro´nio
O bias e´ uma entrada adicional que pode ser acrescentada e que possui o valor de entrada
fixo de +1.
O seu peso de conexa˜o (w0) e´ ajusta´vel durante o processo de aprendizagem como qualquer
outro peso de conexa˜o.
O resultado final da soma ponderada (s) sera´ agora dado pela equac¸a˜o 3.42.
s =
n∑
i=1
xiwi + w0 (3.42)
As func¸o˜es de activac¸a˜o mais conhecidas na construc¸a˜o das redes neuronais artificiais, teˆm
sido, entre outras a func¸a˜o degrau, que possui deciso˜es r´ıspidas, principalmente para valores
extremos, ou seja, ultrapassando um limite determinado, a func¸a˜o dispara o valor 0 ou 1(ou
-1), a func¸a˜o semi-linear e a func¸a˜o sigmoidal.
A func¸a˜o de activac¸a˜o utilizada na construc¸a˜o da rede neuronal multicamada foi contudo, a
func¸a˜o tangente hiperbo´lica, que e´ descrita matematicamente, pela equac¸a˜o 3.43.
f(x) = fmaxtanh(sx) = fmax
senh(sx)
cosh(sx)
= fmax
e2sx − 1
e2sx + 1
(3.43)
3.4.4 Caracterizac¸a˜o das RNAs
Uma vez definido o princ´ıpio de funcionamento do neuro´nio artificial e´ poss´ıvel estudar as
propriedades das redes de neuro´nios interconectados, de forma a que as sa´ıdas de uns esta˜o
ligadas a`s entradas de outros.
As Redes Neuronais Artificiais (RNA) possuem assim processamento altamente paralelo ap-
resentando as seguintes propriedades neurobiolo´gicas:
• O conhecimento e´ adquirido pela rede, a partir do seu ambiente, atrave´s de um processo
de aprendizagem.
• Forc¸as de conexa˜o entre neuro´nios, conhecidos como pesos sina´pticos, sa˜o utilizadas
para armazenar o conhecimento adquirido.
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• Os pesos sina´pticos sa˜o ajustados (durante o treino) atrave´s de algoritmos, para que
possam representar o conhecimento adquirido e com isso melhorar o seu desempenho.
Estas alterac¸o˜es caracterizam o processo de aprendizagem de uma rede neuronal.
• As aplicac¸o˜es das redes neuronais artificiais esta˜o relacionadas com a sua arquitectura,
processo de aprendizagem e comportamento dinaˆmico.
Classificac¸a˜o quanto a` Arquitectura
A arquitectura da RNA define a forma como os neuro´nios esta˜o organizados, diferenciando-se
umas das outras em func¸a˜o do nu´mero de camadas e dos arranjos das conexo˜es.
Conforme pode ser visualizado na figura 3.6, geralmente as RNA possuem:
• Camada de entrada, que e´ utilizada para captar est´ımulos externos e repassa´-los para a
camada escondida;
• Camadas escondidas, cujas sa´ıdas dos neuro´nios na˜o sa˜o acessadas por procedimentos
externos a` RNA;
• Camada de sa´ıda, que retrata o resultado produzido pela RNA em resposta a uma dada
entrada.
Figura 3.6: Camadas de uma RNA gene´rica
Em relac¸a˜o ao tipo de conexo˜es, as RNAs podem ser classificadas em feedforward e feedback.
As Feedforwards, sa˜o redes de fluxo directo, onde todos os pontos de conexa˜o seguem numa
direcc¸a˜o, propagando-se para a frente.
A rede Feedback ou c´ıclica (realimentac¸a˜o), e´ aquela em que o sinal de sa´ıda de um neuro´nio
serve como entrada para a mesma camada, uma camada anterior, entre camadas alternadas
ou para partes espec´ıficas de uma camada qualquer.
Classificac¸a˜o quanto ao Processo de Aprendizagem
A caracter´ıstica mais importante das RNAs e´ a sua capacidade para adquirir conhecimento e
melhorar o seu desempenho ao longo do tempo.
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O processo de treino da rede sucede-se basicamente de duas formas: supervisionado ou na˜o
supervisionado.
A aprendizagem supervisionada exige a disponibilidade de um conjunto de treino formado
por pares de vectores de entrada e de sa´ıda, ou seja, os pares de entrada sa˜o apresentados a`
rede para ser verificado se a sa´ıda obtida foi a desejada.
Caso esta seja diferente, a rede ira´ calcular um erro, representativo da distaˆncia a` resposta
desejada.
Com isso, a rede ajusta os pesos ate´ que o erro seja mı´nimo.
Na aprendizagem na˜o supervisionada, o conjunto de treino e´ composto somente por vectores
de entrada.
3.4.5 O algoritmo Backpropagation
O conceito de retropropagac¸a˜o (do ingleˆs, backpropagation) do erro introduzido por Rumel-
hart(1986) possibilitou a implementac¸a˜o de redes multicamada, sendo o principal e mais
conhecido algoritmo de treino para redes MLP.
Este tem como objectivo o ca´lculo do erro para a camada de sa´ıda e propagar este no sentido
sa´ıda-entrada, ajustando os pesos de todas as camadas, atrave´s da retropropagac¸a˜o do erro.
Este algoritmo de aprendizagem supervisionada (tambe´m conhecido por regra delta general-
izada), e´ derivado do me´todo da regra delta desenvolvida por Widrow and Hoff e consiste
numa optimizac¸a˜o na˜o linear baseada na te´cnica de gradiente descente sobre uma superf´ıcie
de erro formada pelo quadrado da diferenc¸a entre a sa´ıda desejada e a sa´ıda gerada pela rede.
Durante o treino com o algoritmo backpropagation, a rede opera numa sequeˆncia de duas
etapas, como demonstra a figura 3.7.
Figura 3.7: Esquema de funcionamento do algoritmo backpropagation
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Na etapa forward, sa˜o apresentados os vectores de entrada a` rede e calculada a resposta pro-
duzida pela camada de sa´ıda.
Na etapa backward, a sa´ıda obtida e´ comparada com a sa´ıda desejada.
Se estas na˜o forem iguais e´ calculado o erro, sendo este retropropagado desde a camada de
sa´ıda ate´ a` camada de entrada, para o ca´lculo da actualizac¸a˜o dos pesos.
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Cap´ıtulo 4
Material e Me´todos
Os esquemas CAD tal como descrito no cap´ıtulo anterior visam auxiliar os radiologistas na
tarefa de analisar achados radiolo´gicos suspeitos e posteriormente contribuir no diagno´stico
dando uma “segunda opinia˜o”, cabendo sempre a decisa˜o final ao radiologista.
De modo a estruturar o problema para mais fa´cil interpretac¸a˜o dos passos necessa´rios elaborou-
se um diagrama de blocos apresentado na figura 4.1.
Figura 4.1: Diagrama de blocos da estrutura do esquema CAD implementado
4.1 Base de dados Mamogra´fica
As imagens mamogra´ficas digitais utilizadas foram obtidas da base de dados de domı´nio
pu´blico, miniMIAS (do ingleˆs, Mammographic Image Analysis Society)[29].
Esta base de dados e´ constitu´ıda por um total de 322 mamogramas (de 161 pacientes), com
uma resoluc¸a˜o de 200µm por pixel (de 8 bits), tendo assim cada imagem, um tamanho de
1024x1024 pixe´is.
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Destes 322 mamogramas foram seleccionadas 73 imagens que continham massas de diversas
classes de leso˜es patolo´gicas, tal como referenciado na tabela 4.1.
Classes Tipo Total
Fatty Fatty-
Glandular
Dense-
Glandular
Circumscribed B: 11 B: 6 B: 3 B: 20 24
Masses M: 2 M: 2 M: 0 M: 4
Spiculated B: 2 B: 4 B: 5 B: 11 19
Masses M: 3 M: 3 M: 2 M: 8
Miscellaneous B: 4 B: 2 B: 1 B: 7 15
(Ill-defined Masses) M: 5 M: 2 M: 1 M: 8
Asymmetry B: 1 B: 2 B: 3 B: 6 15
Masses M: 3 M: 2 M: 4 M: 9
Total 31 23 19 73
Tabela 4.1: Composic¸a˜o da base de dados (B: Benigno, M: Maligno).
4.2 Selecc¸a˜o de ROI
Esta e´ uma etapa fundamental, uma vez que a regia˜o seleccionada representa a parte da
imagem mamogra´fica que se pretende analisar, onde se encontra o lau´do mamogra´fico.
Assim sendo, neste processo selecciona-se somente as regio˜es que contenham leso˜es patolo´gicas
suspeitas.
A extracc¸a˜o da lesa˜o que se pretende classificar foi obtida com o recurso a` listagem fornecida
pelo MIAS.
Nesta lista e´ fornecida as coordenadas (x, y) do centro da anormalidade bem como, o raio
aproximado (em pixe´is) da circunfereˆncia que engloba a anormalidade.
Note-se que, quando na lista que incorpora a informac¸a˜o de todas as imagens, nos informa
das coordenadas (x, y) e do raio aproximado da lesa˜o, temos de ter em conta a convenc¸a˜o dos
eixos para estas coordenadas. Assim sendo, na matriz o valor de x corresponde ao nu´mero
da coluna e o valor de 1024− y corresponde ao nu´mero da linha.
Na imagem apresentada como exemplo na figura 4.2, o MIAS informa que as coordenadas
do centro da lesa˜o e´ (595, 864), logo na matriz de intensidade de cinza dessa mesma imagem
corresponde ao pixel com linha igual a 160 (1024-864) e coluna igual a 595.
4.3 Extracc¸a˜o de Caracter´ısticas
O processo de extracc¸a˜o e selecc¸a˜o das caracter´ısticas que melhor permite distinguir diversas
classes tem uma grande importaˆncia no desempenho dos classificadores.
As caracter´ısticas seleccionadas pertencem ao grupo de textura e de forma, tal como repre-
sentado no diagrama da figura 4.3.
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Figura 4.2: Mamograma original e extracc¸a˜o da ROI de uma massa benigna circunscrita
Figura 4.3: Diagrama de blocos da Extracc¸a˜o de Caracter´ısticas
4.3.1 Caracter´ısticas de Forma
Para a extracc¸a˜o destas caracter´ısticas foi utilizada uma te´cnica interactiva[30, 31] que per-
mitiu com o mı´nimo de interacc¸a˜o do usua´rio trac¸ar o contorno da regia˜o suspeita nas ROIs
seleccionadas(ver figura 4.4a))).
A te´cnica utilizada e´ comummente conhecida como Live-wire (ou intelligent scissors) e per-
mite a segmentac¸a˜o da lesa˜o patolo´gica de uma forma ra´pida e precisa.
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Esta te´cnica tem duas componentes fundamentais:
Uma func¸a˜o de custo local que permite um menor custo para obter o contorno e um pro-
cesso de expansa˜o de forma optimizada de modo a obter um contorno o´ptimo do objecto de
interesse, com base na func¸a˜o de custo e dos pontos fornecidos pelo usua´rio.
Figura 4.4: a) Segmentac¸a˜o de uma ROI com a te´cnica Live-wire b) Aplicac¸a˜o da func¸a˜o
poly2mask
Esta func¸a˜o devolve um vector com as coordenadas (x,y) de todos os pixe´is pertencentes a`
fronteira.
Com esta informac¸a˜o, e´ poss´ıvel calcular o per´ımetro, tal como esta´ descrito no cap´ıtulo 3.3.1.
Para o ca´lculo da a´rea recorreu-se primeiramente a` func¸a˜o poly2mask, de modo a converter
a ROI numa imagem bina´ria, em que na parte interior da massa segmentada com a te´cnica
Live-wire fica a um e da parte de fora fica a zero (ver figura 4.4b))), sendo assim poss´ıvel
obter a a´rea do modo descrito no cap´ıtulo 3.3.1.
O brilho foi obtido recorrendo a` func¸a˜o Mean do Matlab, que calcula a me´dia da intensidade
de n´ıveis de cinza presentes no objecto segmentado, antes de ter utilizado a func¸a˜o poly2mask.
A rugosidade (R) e a irregularidade (I) sa˜o medidas derivadas do per´ımetro (P ) e da a´rea
(A) do objecto, sendo respectivamente calculadas de acordo com as fo´rmulas 3.4 e 3.5.
4.3.2 Caracter´ısticas de Textura
Tal como representado no diagrama de blocos da figura 4.3, numa primeira fase sa˜o calculadas
as matrizes sime´tricas de co-ocorreˆncia entre pares de n´ıveis de cinza (matriz SGLD) para
cada regia˜o de interesse.
Estas matrizes foram obtidas com recurso a` func¸a˜o graycomatrix da Toolbox de Processa-
mento de Imagens do Matlab.
Foram assim obtidas quatro matrizes de co-ocorreˆncia para uma distaˆncia d=1 e as variac¸o˜es
angulares mostradas na figura 3.2, para cada ROI.
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Com base nas matrizes de SGLD, Haralick et al.[26, 27] determinaram 14 medidas, previ-
amente apresentadas no capitulo 3.3.2. Entretanto, Ohanian e Dubes[32] mostraram que
apenas um pequeno grupo de caracter´ısticas e´ suficiente para caracterizar a textura.
Assim, foram extra´ıdas oito caracter´ısticas para cada uma das 4 matrizes de co-ocorreˆncia,
sendo elas: Segundo Momento Angular, Contraste, Correlac¸a˜o, Variaˆncia, Momento da Diferenc¸a
Inversa, Me´dia da Soma, Entropia da Soma e Entropia.
De realc¸ar, que esta func¸a˜o antes do ca´lculo das caracter´ısticas, normaliza as matrizes SGLD
de acordo com a equac¸a˜o 3.15, de maneira que a soma de todos os seus elementos (de cada
matriz) seja um.
Haralick [26, 27] demonstra que os valores obtidos para estas quatro matrizes, devem ser
combinados atrave´s da me´dia entre eles, de modo a formar o vector final de probabilidade de
co-ocorreˆncia.
Foi assim implementada a func¸a˜o ObterTextura que recebe como paraˆmetro de entrada a ROI
de uma dada imagem, devolvendo 5 vectores de 8 linhas por uma coluna, onde os valores
representam cada uma das caracter´ısticas pela ordem acima apresentada.
Assim sendo, o primeiro vector corresponde a`s caracter´ısticas obtidas atrave´s da matriz SGLD
para uma orientac¸a˜o de 0o(e 180o) e assim sucessivamente, sendo que o u´ltimo vector e que foi
utilizado na parte experimental deste trabalho corresponde ao vector final de probabilidade
de co-ocorreˆncia.
4.4 Ana´lise e Tratamento dos dados
Antes de se proceder a` configurac¸a˜o da arquitectura da rede neuronal procedeu-se a` ana´lise e
tratamento dos dados obtidos.
Esta ana´lise consistiu no tratamento dos chamados outliers, na normalizac¸a˜o e na separac¸a˜o
dos conjuntos de treino e teste, tal como e´ evidenciado no diagrama da figura 4.5.
Figura 4.5: Diagrama de blocos dos procedimentos a efectuar no vector de caracter´ısticas
antes da entrada nas RNAs
4.4.1 Tratamento dos Outliers
Os outliers sa˜o considerados os pontos fora da curva, ou seja, os dados que possuem valores
que na˜o esta˜o coerentes com os restantes.
Torna-se assim necessa´rio tratar os outliers, ajustando-os ou eliminando-os (nem sempre e´
poss´ıvel), pois estes dificultam a convergeˆncia da rede, podendo ate´ impedir a aprendizagem.
Neste processo foram eliminadas seis ROI’s que apresentavam valores d´ıspares dos restantes.
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Uma ROI pertencente a` classe “Circumscribed Masses”, treˆs pertencentes a` “Miscellaneous
(ill-defined masses)” e duas pertencentes a` classe “Asymmetry Masses”.
4.4.2 Normalizac¸a˜o
A normalizac¸a˜o dos dados consiste em colocar os valores numa mesma faixa, de modo a evitar
que uma dimensa˜o se sobreponha a`s outras e que o aprendizado fique estagnado.
Existem va´rios me´todos de normalizac¸a˜o, sendo utilizado o da equac¸a˜o 4.1, que permite que
os dados sejam normalizados em torno da sua me´dia e do seu desvio padra˜o.
Xnew =
x− x¯
σx
(4.1)
A func¸a˜o implementada denominada normalizar tem como paraˆmetro de entrada o vector
contendo os dados que se pretende normalizar e retorna na sa´ıda o vector normalizado.
dataNorm.X = normalizar(data.X)
Os dados ficam assim normalizados com me´dia igual a zero e variaˆncia igual a um.
4.4.3 Separac¸a˜o dos conjuntos de treino e teste
O me´todo utilizado e´ comummente conhecido como “Leave-one-out” (por vezes chamado de
“round-robin” ou “jack-knife”), uma vez que a quantidade de dados dispon´ıvel era reduzida
(67 ROIs consideradas).
Nesta abordagem, um conjunto de dados de tamanho N e´ dividido em N maneiras diferentes
num conjunto de treino de tamanho N-1 e num conjunto de teste de tamanho 1.
Para cada uma das N diviso˜es, o treino e´ executado com N-1 dados e em seguida, o teste e´
feito com o dado que ficou de fora.
A performance e´ depois estimada com a me´dia dos N testes.
Para uma mais fa´cil interpretac¸a˜o, a figura 4.6 retrata o funcionamento deste me´todo.
4.5 Redes Neuronais Artificiais
Depois de ter os vectores dos dados para treino e teste devidamente separados e normalizados
procede-se numa primeira fase ao treino do classificador, seguindo uma fase de classificac¸a˜o
dos dados de teste e por fim avalia-se o erro.
Para o treino foram utilizados 3 tipos de RNAs, o Perceptron, o Pocket e uma MLP com
algoritmo de aprendizagem backpropragation.
4.5.1 Estrutura Linear
As primeiras 2 RNAs referenciadas (Perceptron e Pocket)[33] utilizam a aprendizagem per-
ceptron para encontrar um hiperplano de separac¸a˜o para os dados de treino passados como
paraˆmetros de entrada juntamente com a classe a que pertencem.
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Figura 4.6: Me´todo Leave-One-Out. Adaptado de [2]
O treino de um classificador linear bina´rio para um erro nulo e´ equivalente a encontrar o
hiperplano:
H = {x. < w.x > +b = 0} (4.2)
que separa os vectores de treino para a classe y = 1 da classe y = 2.
O problema e´ formalmente definido resolvendo o seguinte conjunto de inequac¸o˜es lineares:
< w.xi > +b ≥ 0, yi = 1 (4.3)
< w.xi > +b < 0, yi = 2 (4.4)
Onde xi representa os dados de treino passados nos paraˆmetros de entrada com a correspon-
dente classe yi.
Se estas inequac¸o˜es tiverem soluc¸a˜o enta˜o o conjunto de dados e´ linearmente separa´vel.
Pode ser passado um paraˆmetro opcional que especifica uma condic¸a˜o de paragem, sendo
neste caso, o nu´mero ma´ximo de iterac¸o˜es (options.tmax).
E´ poss´ıvel ainda especificar o modelo inicial que inclu´ı o vector normal (model.w), o bias do
hiperplano (model.b) e o nu´mero da iterac¸a˜o (model.t).
Caso estes na˜o sejam especificados, sera˜o inicializados a zero e o nu´mero de iterac¸o˜es ma´ximo
e´ colocado a infinito, sendo que, o algoritmo so´ termina quando o perceptron convergir.
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Os paraˆmetros de sa´ıda sa˜o o model que ira´ ser utilizado na fase de classificac¸a˜o dos dados
de teste. Trata-se de uma estrutura que conte´m os paraˆmetros do classificador linear, sendo
de destacar o vector normal (.w) e o bias (.b) do hiperplano.
A diferenc¸a entre estes dois classificadores prende-se com o modo como e´ feita a actualizac¸a˜o
dos pesos ao longo das iterac¸o˜es.
Enquanto que no perceptron, em cada iterac¸a˜o, os pesos sa˜o actualizados, no Pocket os pesos
so´ sa˜o actualizados se necessa´rio. Em cada iterac¸a˜o e´ executada uma rotina do algoritmo
perceptron, escolhendo aleatoriamente um padra˜o de entrada do conjunto de treino.
Se o neuro´nio corrente na˜o proporcionar a sa´ıda desejada, enta˜o o vector peso e´ actualizado.
Desta forma, o vector peso que satisfac¸a um nu´mero o´ptimo de padro˜es de entrada tem uma
maior probabilidade de se manter inaltera´vel durante as iterac¸o˜es.
Assim, durante a execuc¸a˜o, o algoritmo Pocket mante´m o vector peso que na˜o tenha sido
modificado durante o maior nu´mero de iterac¸o˜es.
Na segunda fase e´ utilizada a func¸a˜o linclass de modo a classificar o vector dos dados de teste
usando para isso uma func¸a˜o discriminante linear.
Neste caso particular bina´rio um que y = {1, 2}, o classificador linear, dado o paraˆmetro
w ∈ Rn e o bias b ∈ R, e´ representado por uma u´nica func¸a˜o discriminante.
f(x) =< w.x > +b (4.5)
O vector de entrada x ∈ Rn e´ atribu´ıdo a` classe y ∈ {1, 2} da seguinte forma:
q(x) =
{
1 if f(x) ≥ 0
2 if f(x) < 0
(4.6)
Esta func¸a˜o tem como paraˆmetros de entrada, o vector contendo os dados de teste e a estru-
tura model obtida no processo de treino com os paraˆmetros do classificador linear (.w e .b).
Esta func¸a˜o devolve dois vectores, um contendo a classificac¸a˜o dos dados de teste e outro com
os valores da func¸a˜o discriminante.
Na terceira fase e´ utilizada a func¸a˜o cerror, em que se passa a classificac¸a˜o obtida para os
dados de teste e a classificac¸a˜o real para esses mesmos dados, com o objectivo de avaliar o
erro obtido na classificac¸a˜o.
4.5.2 Estrutura Multicamada
Na segunda fase do processo de classificac¸a˜o foi utilizado uma Multi-Layer Perceptron (MLP)
com algoritmo de treino backpropragation[9].
Trata-se portanto de um algoritmo de treino supervisionado, que implementa o me´todo do
gradiente descente na soma dos quadrados dos erros.
A topologia da rede MLP e´ constitu´ıda por uma camada de entrada (input layer), uma ca-
mada escondida (hidden layer) e uma camada de sa´ıda (output layer).
A func¸a˜o BackpropagationCGD apresenta um conjunto de paraˆmetros a serem informados,
tais como: o nu´mero de neuro´nios a serem utilizados na camada escondida, um crite´rio de
paragem com erro menor que um valor estipulado, ale´m dos padro˜es de entrada para treino
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(datatreino.X ), com a classe associada (datatreino.y).
Nesta func¸a˜o e´ ainda passado o dado que havia ficado de fora aquando do uso da te´cnica Leave-
one-out para teste (datateste.X ). Somente depois da informac¸a˜o de todos esses paraˆmetros,
o treino pode ser iniciado.
A sa´ıda desta func¸a˜o devolve a classe do dado passado para teste, bem como os pesos para a
camada escondida e de sa´ıda e ainda o erro associado ao treino.
Um dos problemas encontrados no treino da rede neuronal do tipo MLP diz respeito ao
nu´mero de neuro´nios na camada escondida.
Infelizmente na˜o existe qualquer me´todo ou procedimento sistema´tico e determin´ıstico para
o projecto de arquitectura da rede a implementar, assim como para a especificac¸a˜o dos
paraˆmetros envolvidos.
De facto, na˜o ha´ nenhuma concordaˆncia entre os diversos trabalhos que veˆm sendo desenvolvi-
dos com o objectivo de obter a arquitectura que permite a obtenc¸a˜o da melhor classificac¸a˜o.
Para determinar o nu´mero de neuro´nios na camada escondida Freisleben[34] relata que o
nu´mero de neuro´nios nessa camada deve ser mu´ltiplo do nu´mero de padro˜es de entrada menos
um.
Por outro lado, Baum e Haussler [35] sugerem que o nu´mero de neuro´nios para a camada
escondida deve ser calculado atrave´s da equac¸a˜o 4.7.
j =
m.e
n+ z
(4.7)
Onde,
• j = nu´mero de neuro´nios na camada escondida
• m = nu´mero de dados do conjunto de treino
• e = erro
• n = nu´mero de entradas
• z = nu´mero de sa´ıdas
No entanto, este me´todo e´ muito dependente da taxa de erro e.
Clarence Tan e Gerhard Wittig [36] consideram este me´todo demasiado restritivo e demon-
stram que o nu´mero de neuro´nios na camada escondida deve ser superior a um, mas inferior
ao nu´mero de entradas, formando assim uma estrutura piramidal.
4.6 Medidas de Desempenho
As me´tricas de erro apropriadas para os problemas de classificac¸a˜o envolvem a frequeˆncia
relativa das deciso˜es correctas e incorrectas.
Adicionalmente, as me´tricas de n´ıvel superior sa˜o obtidas a partir do desempenho destas
me´tricas mais simples.
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4.6.1 Verdadeiro e Falso, Positivos ou Negativos
No contexto de detectar a presenc¸a ou auseˆncia de uma anormalidade numa imagem, os ter-
mos verdadeiro-positivo, falso-positivo, verdadeiro-negativo e falso-negativo sa˜o comummente
utilizados.
Nestes termos, o positivo ou negativo refere-se a` decisa˜o tomada pelo algoritmo de classi-
ficac¸a˜o.
O verdadeiro ou falso relaciona-se de como a decisa˜o do algoritmo esta´ de acordo com o estado
cl´ınico actual.
Assim, o verdadeiro-positivo (TP, do ingleˆs true-positive) indica que o algoritmo decidiu cor-
rectamente e que a anormalidade existe.
O falso-positivo (FP, ingleˆs false-positive) indica que o algoritmo decidiu erradamente e que
a anormalidade na˜o existe.
O verdadeiro-negativo (TN, do ingleˆs true-negative) indica que o algoritmo decidiu correcta-
mente e que a anormalidade na˜o existe.
O falso-negativo (FN, do ingleˆs false-negative) indica que o algoritmo decidiu erradamente e
que a anormalidade existe.
Estas definic¸o˜es sa˜o de fa´cil interpretac¸a˜o atrave´s de figura 4.7.
Figura 4.7: Definic¸a˜o de verdadeiro e falso positivos e negativos. Adaptado de [2]
4.6.2 Sensibilidade, Especificidade e Precisa˜o
A sensibilidade (S) e´ obtida pelo nu´mero de deciso˜es TP a dividir pelo nu´mero de casos
realmente positivos, tal como demonstra a equac¸a˜o 4.8.
S =
TPs
TPs+ FNs
(4.8)
A sensibilidade varia assim, entre 0 que indica que nenhuma anormalidade foi detectada e 1
(ou 100%), indicativo de que todas as anormalidades foram classificadas correctamente.
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A fracc¸a˜o verdadeiro positivo (TPF) corresponde precisamente a` sensibilidade, ou seja, a`
fracc¸a˜o das anomalias existentes que sa˜o correctamente classificadas como tal.
A especificidade de um algoritmo de classificac¸a˜o corresponde ao nu´mero de deciso˜es TN a
dividir pelo nu´mero de casos realmente negativos.
Tal como a sensibilidade, a especificidade varia entre 0 e 1 (ou entre 0 e 100, em termos de
percentagem).
A especificidade (E) e´ dada pela equac¸a˜o 4.9.
E =
TNs
TNs+ FPs
(4.9)
A fracc¸a˜o falso positivo (FPF) corresponde a 1−Especificidade, ou seja, a fracc¸a˜o dos casos
normais que sa˜o falsamente classificados como anormais.
Mencionar qualquer um destes dois termos isoladamente e´ geralmente insignificante.
Uma sensibilidade de 1 e´ facilmente alcanc¸ada para um algoritmo que decide que a anormal-
idade existe.
Uma especificidade de 1 e´ facilmente alcanc¸ada para um algoritmo que decide que a anormal-
idade na˜o existe.
Numa situac¸a˜o de ter grande sensibilidade, passa pela aceitac¸a˜o de uma menor especificidade
e vice-versa.
A precisa˜o do diagno´stico representa a percentagem de resultados correctamente classificados,
podendo ser descrita pela equac¸a˜o 4.10.
P =
TPs+ TNs
TPs+ TNs+ FPs+ FNs
(4.10)
4.6.3 Curvas ROC
Neste trabalho vamos focar na ana´lise da curva caracter´ıstica de resposta do observador (curva
ROC).
A curva ROC e´ tipicamente, um me´todo de avaliac¸a˜o directo e a sua maior vantagem e´ que
se apresenta de forma gra´fica, com o TPF (ou sensibilidade) sobre o eixo y e com o FPF (ou
1− especificidade) sobre o eixo x.
Neste gra´fico, o ponto ideal de funcionamento e´ o canto superior esquerdo, com a fracc¸a˜o
TP=1 e a fracc¸a˜o FP=0.
Um gra´fico ROC t´ıpico e´ representado na figura 4.8.
A diagonal sobre o gra´fico, a partir de (TPF, FPF) =(0,0) a (TPF, FPF) =(1,1), representa
o n´ıvel de desempenho em que a classificac¸a˜o e´ feita aleatoriamente.
Uma curva ROC trata-se enta˜o de uma demonstrac¸a˜o bidimensional da performance de um
classificador. Para comparar curvas ROC e´ preciso reduzir estas curvas a um valor escalar.
Um me´todo comum para se proceder a` comparac¸a˜o de desempenho entre duas curvas ROC e´
a a´rea sob a curva ROC (Az).
Esta a´rea pode ser vista como a capacidade do sistema ser, simultaneamente sens´ıvel e es-
pec´ıfico, sendo que quanto maior for, melhor sera´ a precisa˜o diagno´stica da metodologia em
ana´lise.
Como a Az e´ uma porc¸a˜o da a´rea do quadrado unita´rio (do espac¸o ROC), o seu valor varia
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Figura 4.8: Curva ROC (Receiver Operating Characteristics Curve)
entre 0.0 e 1.0.
Recorreu-se ao simulador acess´ıvel na pa´gina web http://www.rad.jhmi.edu/jeng/javarad/
roc/JROCFITi.html, que de um modo simples e ra´pido, gera a curva ROC e calcula o valor
da a´rea Az. Este simulador aceita va´rios formatos de entrada, sendo escolhido o formato 3
para duas classes, que visa a passagem dos valores obtidos de TP, TN, FP, FN.
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Cap´ıtulo 5
Resultados e discussa˜o
Neste cap´ıtulo sa˜o apresentados os resultados da aplicac¸a˜o dos classificadores estudados, pas-
sando como paraˆmetros de entrada as diferentes caracter´ısticas previamente apresentadas.
Os resultados apresentados correspondem aos testes feitos em duas fases distintas, com o
objectivo de classificac¸a˜o de no´dulos mama´rios.
Numa primeira abordagem sa˜o realizados testes com os classificadores lineares Perceptron e
Pocket, sendo que, para a segunda abordagem de testes fica reservado o uso do classificador
multicamada com algoritmo de aprendizagem Backpropagation.
5.1 Descric¸a˜o dos Dados de Entrada
A partir das imagens e posterior selecc¸a˜o das ROIs, foram extra´ıdas as diferentes carac-
ter´ısticas seguindo a metodologia apresentada no cap´ıtulo 4.
Assim sendo, foram formados treˆs conjuntos de caracter´ısticas para o processo de treino dos
classificadores:
• Conjunto de caracter´ısticas F1: cinco caracter´ısticas de forma extra´ıdas de 67 ROIs
• Conjunto de caracter´ısticas F2: oito caracter´ısticas de textura extra´ıdas de 67 ROIs
• Conjunto de caracter´ısticas F3: cinco caracter´ısticas de forma mais oito caracter´ısticas
de textura extra´ıdas de 67 ROIs
5.2 Classificadores Lineares
Para a comparac¸a˜o dos algoritmos lineares, Perceptron e Pocket, e´ importante tentar perceber
se a actualizac¸a˜o dos pesos no Pocket permite uma melhor generalizac¸a˜o e consequentemente
uma melhor classificac¸a˜o do que a tradicional actualizac¸a˜o dos pesos no Perceptron.
Teoricamente para os classificadores lineares na˜o existe nenhum crite´rio de paragem. Para um
nu´mero infinito de iterac¸o˜es e se os dados forem linearmente separa´veis, o algoritmo converge,
quando todos os elementos do conjunto de treino forem correctamente classificados.
Assim como crite´rio de paragem, procede-se a` variac¸a˜o do paraˆmetro que define o nu´mero
ma´ximo de iterac¸o˜es, com o intuito de visualizar o nu´mero de padro˜es correctamente apren-
didos ao longo das iterac¸o˜es.
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A tabela 5.1 mostra os resultados alcanc¸ados com o algoritmo Perceptron, variando os conjun-
tos de treino e o nu´mero de iterac¸o˜es ma´ximo, ao passo que a tabela 5.2 mostra os resultados
com o algoritmo Pocket.
Perceptra˜o
Conjunto Topologia iterac¸a˜o Classificac¸a˜o no conjunto de treino
TN TP FN FP S (%) E (%) P (%)
100 34 6 18 9 25.0 79.1 59.7
500 38 4 20 5 16.7 88.4 62.7
F1 5/1 1000 38 2 22 5 8.3 88.4 59.7
2000 38 2 22 5 8.3 88.4 59.7
50000 38 4 20 5 16.7 88.4 62.7
100 32 4 20 11 16.7 74.4 53.7
500 32 9 15 11 37.5 74.4 61.2
F2 8/1 1000 34 11 13 9 45.8 79.1 67.2
2000 36 9 15 7 37.5 83.7 67.2
50000 29 13 11 14 54.2 67.4 62.7
100 35 5 19 8 20.8 81.4 59.7
500 38 4 20 5 16.7 88.4 62.7
F3 13/1 1000 38 7 17 5 29.2 88.4 67.2
2000 37 7 17 6 29.2 86.0 65.7
50000 30 12 12 13 50.0 69.8 62.7
Tabela 5.1: Treinos realizados com o algoritmo Perceptron
Nesta primeira fase foi poss´ıvel verificar que os dados na˜o sa˜o linearmente separa´veis, ou seja,
na˜o e´ poss´ıvel encontrar um hiperplano de separac¸a˜o entre as duas classes, uma vez que, para
todas as experieˆncias efectuadas, quer com o Perceptron, quer com o Pocket, o algoritmo na˜o
converge, cumprindo o crite´rio de paragem do nu´mero de iterac¸o˜es ma´ximo.
Relativamente a`s classificac¸o˜es e´ noto´ria uma diminuic¸a˜o de falsos-negativos (algoritmo decide
que a anormalidade na˜o existe quando na realidade ela existe) com o algoritmo Pocket, pore´m
um aumento de falsos-positivos (algoritmo decide que a anormalidade existe quando na reali-
dade ela na˜o existe). Assim sendo e´ poss´ıvel afirmar que apesar da precisa˜o do diagno´stico ser
equivalente nos dois casos, o algoritmo Pocket possui geralmente uma sensibilidade superior
ao algoritmo Perceptron, perdendo para este na especificidade.
5.3 Classificadores Na˜o Lineares
Para o processo de treino e teste dos classificadores na˜o lineares, utilizaram-se os mesmos
treˆs conjuntos de treino apresentados no cap´ıtulo 5.1, com o objectivo de avaliar o processo
de classificac¸a˜o de uma rede neuronal artificial multicamada, com algoritmo de aprendizagem
backpropagation.
Estes conjuntos de caracter´ısticas serviram de entrada para a rede MLP, onde se procedeu a
va´rios treinos mudando a topologia da rede e o crite´rio de paragem, conforme tabela 5.3.
Os treinos foram validados atrave´s da te´cnica leave-one-out apresentado no capitulo 4.4.3.
Foram retiradas as percentagens de verdadeiro-positivo (TP), falso-negativo (FN), falso-
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Pocket
Conjunto Topologia iterac¸a˜o Classificac¸a˜o no conjunto de treino
TN TP FN FP S (%) E (%) P (%)
100 24 16 8 19 66.7 55.8 59.7
500 30 11 13 13 45.8 69.8 61.2
F1 5/1 1000 26 14 10 17 58.3 60.5 59.7
2000 25 13 11 18 54.2 58.1 56.7
50000 26 15 9 17 62.5 60.5 61.2
100 25 14 10 18 58.3 58.1 58.2
500 36 5 19 7 20.8 83.7 61.2
F2 8/1 1000 31 11 13 12 45.8 72.1 62.7
2000 31 10 14 12 41.7 72.1 61.2
50000 25 15 9 18 62.5 58.1 59.7
100 31 11 13 12 45.8 72.1 62.7
500 26 13 11 17 54.2 60.5 58.2
F3 13/1 1000 26 17 7 17 70.8 60.5 64.2
2000 37 11 13 6 45.8 86.0 71.6
50000 34 15 9 9 62.5 79.1 73.1
Tabela 5.2: Treinos realizados com o algoritmo Pocket
MLP com algoritmo de aprendizagem Backpropagation
Camada de Camada Camada de Crite´rio de Paragem
Entrada Escondida Sa´ıda Erro <
0.1
0.01
1 0.005
0.001
0.1
2 0.01
5 8 13 1 0.005
0.1
3 0.01
0.005
0.1
5 0.01
0.005
10 0.01
Tabela 5.3: Topologias utilizadas para a rede neuronal MLP
positivo (FP), verdadeiro-negativo (TN) e, com base nestes valores, calculada a precisa˜o
do diagno´stico, bem como a sensibilidade e especificidade, de acordo com as fo´rmulas apre-
sentadas no cap´ıtulo 4.6.
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Procedeu-se ainda ao ca´lculo da a´rea sob a curva ROC (Az). E´ importante recordar que
quanto maior for o valor da a´rea (mais pro´xima da unidade), melhor sera´ o comportamento
do sistema em ana´lise.
De todos os treinos realizados, foram seleccionados para cada conjunto de dados o melhor
resultado conforme tabela 5.4 e geradas as respectivas curvas ROC conforme figura 5.1.
MLP com algoritmo de aprendizagem Backpropagation
Conjunto Topologia Erro < Classificac¸a˜o
TN TP FN FP S (%) E (%) P (%) Az
F1 5/2/1 0.05 41 3 21 2 12.5 95.3 65.7 0.539
F2 8/3/1 0.01 34 9 15 9 37.5 79.1 64.2 0.583
F3 13/3/1 0.05 36 6 18 7 25.0 83.7 62.7 0.544
Tabela 5.4: Resultados obtidos para cada conjunto de dados com a rede MLP
(a) (b)
(c)
Figura 5.1: Curvas ROC dos resultados obtidos com a rede MLP para a topologia a) 5/2/1,
b) 8/3/1 e c) 13/3/1
Foram obtidos valores de Az=0.583, com uma precisa˜o diagno´stica de 64.2% para o conjunto
de caracter´ısticas de textura e valores de Az=0.539 com uma precisa˜o de 65.7% para o con-
junto de caracter´ısticas de forma.
Se para o conjunto de textura os valores obtidos esta˜o de acordo com a diversa literatura, o
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mesmo na˜o se verifica para as caracter´ısticas de forma.
Este facto pode ser em parte explicado por uma importante limitac¸a˜o da metodologia pro-
posta para o contorno dos no´dulos e sobretudo pelo processo de validac¸a˜o dos mesmos, na˜o
ter sido realizado por um especialista.
De realc¸ar que o tamanho dos dados (67 massas, sendo 43 benignas e 24 malignas) e a sua
desproporc¸a˜o (maior nu´mero de massas benignas) podem prejudicar uma ana´lise mais precisa
dos me´todos em estudo.
Assim sendo, efectuou-se uma ana´lise com um conjunto de dados mais equilibrado (igual
nu´mero de massas benignas e malignas), o que foi conseguido com uma adaptac¸a˜o da te´cnica
leave-one-out. Esta adaptac¸a˜o consistiu em manter o mesmo princ´ıpio de funcionamento da
te´cnica leave-one-out apresentada no cap´ıtulo 4.4.3, mas com uma ligeira alterac¸a˜o. Assim
para cada iterac¸a˜o, sa˜o seleccionados aleatoriamente 23 dados dos 43 classificados como be-
nignos e 23 dos classificados como malignos, deixando em cada iterac¸a˜o um dado maligno de
fora.
Nesta situac¸a˜o a te´cnica leave-one-out e´ executada somente sobre os dados malignos, sendo
realizadas para cada conjunto de treino 24 iterac¸o˜es.
A tabela 5.5 mostra os resultados obtidos, sendo de notar, a auseˆncia de casos TN e FP, uma
vez que o dado passado para teste e´ sempre maligno.
MLP com algoritmo de aprendizagem Backpropagation
Conjunto Topologia Erro < Classificac¸a˜o
TP FN P (%)
F1 5/2/1 0.05 14 10 58.3
F2 8/2/1 0.05 15 9 62.5
F3 13/3/1 0.05 14 10 58.3
Tabela 5.5: Resultados obtidos com a te´cnica Leave-One-Out modificada
Os resultados alcanc¸ados com esta te´cnica permitiram obter uma precisa˜o semelhante aquando
do uso da te´cnica leave-one-out tradicional, na˜o trazendo por isso grandes vantagens.
De facto, se por um lado a te´cnica leave-one-out adaptada permitiu um maior equil´ıbrio nos
dados (igual nu´mero de massas benignas e malignas), por outro lado, foi necessa´ria uma
reduc¸a˜o do nu´mero de dados (46 massas, sendo 23 benignas e 23 malignas, contra as 67) para
o treino do classificador.
5.4 Avaliac¸a˜o das Caracter´ısticas de Forma
Os resultados verificados com o conjunto de dados F2, que correspondem a`s caracter´ısticas
de textura, esta˜o de acordo com a literatura estudada[8, 20, 21] e previamente apresentada
no cap´ıtulo 3.1. Relativamente aos dados do conjunto F1 que correspondem a`s caracter´ısticas
de forma o mesmo na˜o se verifica.
De facto, em Tu´lio Andre´ e Rangaraj Rangayyan[20] os valores de Az esta˜o compreendidos
entre 0.48 e 0.63 para as caracter´ısticas de textura e valores de 0.75 ate´ 0.99 para as carac-
ter´ısticas de forma.
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Assim sendo, efectuou-se um estudo para avaliar estas u´ltimas caracter´ısticas.
Na figura 5.2 sa˜o apresentados os valores da a´rea, per´ımetro e brilho que foram previamente
normalizados tal como foi referido no cap´ıtulo 4.4.2 para as 67 ROIs estudadas.
A rugosidade e a irregularidade na˜o foram tidas em conta uma vez que, dependem exclusiva-
mente do per´ımetro e da a´rea.
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Figura 5.2: Avaliac¸a˜o das caracter´ısticas
A ana´lise conjunta de cada par de caracter´ısticas mostra que os valores para ambas as classes se
encontram misturados, na˜o sendo poss´ıvel identificar regio˜es onde uma das classes predomine.
A utilizac¸a˜o da segmentac¸a˜o semi-automa´tica faz com que a extracc¸a˜o do contorno do no´dulo
seja demorada e que seja necessa´ria uma boa precisa˜o visual.
Este u´ltimo factor contribui com informac¸a˜o errada, uma vez que a validac¸a˜o do contorno da
massa na˜o foi realizada por um especialista. Mesmo quando realizada por um especialista,
muitas das vezes este tem dificuldade em contornar correctamente a massa devido sobretudo,
a` sobreposic¸a˜o e composic¸a˜o dos tecidos mama´rios.
Se para alguns no´dulos o contorno e´ bastante percept´ıvel (no caso da base de dados MIAS, os
no´dulos da classe Circumscribed Masses), para outros torna-se extremamente dif´ıcil distinguir
e delimitar correctamente.
48
Cap´ıtulo 6
Concluso˜es
Neste trabalho foram propostos dois grupos distintos de caracter´ısticas, sendo que um abor-
dou as texturas dos no´dulos e o outro a sua forma.
Para o processo de classificac¸a˜o dos no´dulos mama´rios foram estudadas treˆs te´cnicas de clas-
sificac¸a˜o baseadas em redes neuronais artificiais de modo a determinar a sua benignidade ou
malignidade.
Duas te´cnicas foram baseadas em redes neuronais artificiais lineares e a terceira baseada em
redes multicamada com algoritmo de aprendizagem Backpropagation.
A utilizac¸a˜o das duas te´cnicas lineares permitiram concluir que na˜o e´ poss´ıvel trac¸ar um
hiperplano de separac¸a˜o entre as classes, logo os dados na˜o sa˜o linearmente separa´veis.
E´ de realc¸ar contudo, que o processo de aprendizagem com o algoritmo Pocket, em que a actu-
alizac¸a˜o dos pesos ao longo das iterac¸o˜es difere do algoritmo utilizado no Perceptron, permitiu
obter uma sensibilidade superior a este, apesar da precisa˜o de diagno´stico ser semelhante em
ambos os algoritmos. Assim, o algoritmo Pocket revelou ser mais equilibrado no processo de
classificac¸a˜o.
Para o processo de classificac¸a˜o utilizando a rede neuronal multicamada com algoritmo de
aprendizagem backpropagation, os valores obtidos de Az para o conjunto de treino de textura
encontram-se de acordo com a diversa literatura, na˜o sendo contudo caracter´ısticas suficien-
temente discriminato´rias de benignidade ou malignidade.
Em relac¸a˜o ao conjunto de caracter´ısticas de forma, da qual se esperava (ate´ pela diversa
literatura apresentada) melhores resultados, estes contudo, na˜o se verificaram.
Este facto, comprovado pelos valores obtidos de Az = 0.539 com uma precisa˜o de diagno´stico
de somente 65,7% e´ explicado sobretudo pela validac¸a˜o do contorno da massa na˜o ter sido
realizado por um especialista.
A ana´lise conjunta de cada par de caracter´ısticas de forma permitiu concluir que na˜o e´ poss´ıvel
identificar regio˜es onde uma das classes predomine.
O conjunto de caracter´ısticas F3 que adve´m da junc¸a˜o dos outros dois conjuntos obteve valores
de Az interme´dios destes, na˜o trazendo vantagens no processo de classificac¸a˜o dos no´dulos
mama´rios.
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6.1 Trabalhos Futuros
Com a experieˆncia adquirida neste trabalho, sa˜o a seguir apresentadas algumas sugesto˜es
tidas como primordiais no sentido de melhorar o processo de classificac¸a˜o:
• E´ imprescind´ıvel a obtenc¸a˜o de um maior conjunto de imagens que tenham dispon´ıveis
a classificac¸a˜o das leso˜es atrave´s de bio´psia;
• Este trabalho restringiu-se apenas a classificar massas, sendo interessante incluir as
microcalcificac¸o˜es;
• Como o processo de contorno da massa e´ extremamente dif´ıcil e sujeito a erros e´ impor-
tante que este seja validado por um especialista, diminuindo assim os erros de precisa˜o;
• Incluir paraˆmetros cl´ınicos dos pacientes, como por exemplo a idade, como entrada para
os classificadores;
• Aplicar outras te´cnicas de classificac¸a˜o, como por exemplo, o Radial Basis Function
(RBF).
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Apeˆndice A
Programas
A1. Algoritmo para o ca´lculo das caracter´ısticas de Forma
f unc t i on [ ValForma ] = ObterForma (ROI)
%Calcula 5 c a r a c t e r i s t i c a s de forma
%In i c i a lmen t e a t rav e´ s da func¸ a˜o lwcontour e´ gerado o contorno da massa ,
%sendo retornado os pontos pe r t encent e s ao contorno segmentado .
%Bota˜o esquerdo do rato para c r i a r o ponto i n i c i a l e t r a c¸ a r o contorno .
%Para terminar o programa e devo lver as coordenadas , p r e s s i ona r qualquer
%t e c l a .
%Em seguida e´ ca l cu l ada cada uma das 5 c a r a c t e r ı´ s t i c a s :
%Forma 1 : Perimetro
%Forma 2 : Area
%Forma 3 : Br i lho
%Forma 4 : Rugosidade
%Forma 5 : I r r e gu l a r i d ad e
%
%Inputs :
%ROI − Regia˜o de i n t e r e s s e .
%
%Outputs :
%ValForma − Valores r e l a t i v o s a`s c a r a c t e r ı´ s t i c a s apresentadas , pe la ordem
%acima r e f e r i d a s .
c = lwcontour (ROI , 1 ) ;
C=poly2mask ( c ( 1 , : ) , c ( 2 , : ) , l ength (ROI) , l ength (ROI ) ) ;
C=C’ ;
d=f i nd (C==0);
ROI(d )= [ ] ;
%Ca´ lcu lo das c a r a c t e r ı´ s t i c a s :
ValForma (1 : 5 , 1 )=0 ;
%Perimetro
ValForma(1 ,1)= length ( c ) ;
%Area
ValForma(2 ,1)=sum(C( : ) ) ;
%Br i lho
ValForma(3 ,1)=mean(ROI ) ;
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%Rugosidade
ValForma (4 ,1)=(ValForma (1 , 1 )ˆ2 )/ (4∗ pi ∗ValForma ( 2 , 1 ) ) ;
%I r r e gu l a r i d ad e
ValForma(5 ,1)=ValForma (2 , 1 ) / ( ValForma ( 1 , 1 ) ˆ 2 ) ;
A2. Algoritmo para o ca´lculo das caracter´ısticas de Textura
f unc t i on [ Par0 , Par45 , Par90 , Par135 , ParMedio]=ObterTextura (ROI ) ;
% Calcula 8 paraˆmetros de Hara l i ck .
% In i c i a lmen t e a funcao c a l c u l a a t rav e´ s da func¸ a˜o graycomatr ix do Matlab
% as matr i ze s de co−oco r r en c i a para as 4 o r i e n t a c o e s e normaliza−as .
% Em seguida c a l c u l a para cada uma de l a s as s e gu i n t e s c a r a c t e r ı´ s t i c a s :
%
% Hara l i ck 1 : Segundo Momento Angular
% Hara l i ck 2 : Contraste
% Hara l i ck 3 : Corre la c¸ a˜ o
% Hara l i ck 4 : Soma dos Quadrados − Var i aˆnc ia
% Hara l i ck 5 : Momento da Di f e ren c¸a Inver sa
% Hara l i ck 6 : Entropia
% Hara l i ck 7 : Me´dia da Soma
% Hara l i ck 8 : Entropia da Soma
%
% Inputs :
% ROI = reg i a˜ o de i n t e r e s s e com 256 n i v e i s de c inza
%
% outputs :
% Par0 − va l o r e s r e l a t i v o s a matr iz com or i en tacao de 0 graus
% Par45 − va l o r e s r e l a t i v o s a matr iz com or i en tacao de 45 graus
% Par90 − va l o r e s r e l a t i v o s a matr iz com or i en tacao de 90 graus
% Par135 − va l o r e s r e l a t i v o s a matr iz com or i en tacao de 135 graus
% ParMedio − Me´dia dos va l o r e s a n t e r i o r e s
%Ca´ lcu lo das 4 Matr izes de Co−oco r r eˆ n c i a
o f f s e t s = [ 0 1;−1 1;−1 0;−1 −1];
GLCM=graycomatr ix (ROI , ’ o f f s e t ’ , o f f s e t s , ’ NumLevels ’ , 2 56 , ’ Symmetric ’ , t rue ) ;
% Ca´ lcu lo das 4 Matr izes de probab i l i dade de co−oco r r eˆ n c i a ent re n ı´ v e i s de
% c inza
f o r i =1:4
Matr iz CoOcorrencia Pro ( : , : , i )=GLCM( : , : , i )/sum(sum(GLCM( : , : , i ) ) ) ;
end
%Ca´ lcu lo das c a r a c t e r ı´ s t i c a s na d i r e c c¸ a˜ o 0 o
Par0 = CalcValTextura ( Matr iz CoOcorrencia Pro ( : , : , 1 ) ) ;
%Ca´ lcu lo das c a r a c t e r ı´ s t i c a s na d i r e c c¸ a˜ o 45 o
Par45 = CalcValTextura ( Matr iz CoOcorrencia Pro ( : , : , 2 ) ) ;
%Ca´ lcu lo das c a r a c t e r ı´ s t i c a s na d i r e c c¸ a˜ o 90 o
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Par90 = CalcValTextura ( Matr iz CoOcorrencia Pro ( : , : , 3 ) ) ;
%Ca´ lcu lo das c a r a c t e r ı´ s t i c a s na d i r e c c¸ a˜ o 135 o
Par135 = CalcValTextura ( Matr iz CoOcorrencia Pro ( : , : , 4 ) ) ;
ParMedio = (Par0 + Par45 + Par90 + Par135 ) / 4 ;
% Ca´ lcu lo das 8 c a r a c t e r ı´ s t i c a s de Hara l i ck
func t i on Par=CalcValTextura ( glcm )
Par ( 1 : 8 , 1 ) = 0 ;
% Matr izes Aux i l i a r e s
i s =0:255;
i s=i s ( ones ( 1 , 2 5 6 ) , : ) ;
j s=i s ’ ;
% Calcula Hara l i ck 1 : Segundo Momento Angular
energy = glcm . ˆ 2 ;
Par (1 , 1 ) = sum( energy ( : ) ) ;
% Calcula Hara l i ck 2 : Contraste
s = s i z e ( glcm ) ;
[ c , r ] = meshgrid ( 1 : s ( 1 ) , 1 : s ( 2 ) ) ;
r = r ( : ) ;
c = c ( : ) ;
term1 = abs ( r − c ) . ˆ 2 ;
term2 = glcm . ˆ 1 ;
Par (2 ,1)=sum( term1 .∗ term2 ( : ) ) ;
% Calcula Hara l i ck 3 : Corre la c¸ a˜ o
mr = sum( r .∗ glcm ( : ) ) ;
Sr = sq r t (sum( ( r − mr) . ˆ 2 .∗ glcm ( : ) ) ) ;
mc = sum( c .∗ glcm ( : ) ) ;
Sc = sq r t (sum( ( c − mc) . ˆ 2 .∗ glcm ( : ) ) ) ;
term1 = sum( ( r − mr) .∗ ( c − mc) .∗ glcm ( : ) ) ;
Par (3 , 1 ) = term1 / ( Sr ∗ Sc ) ;
% Calcula Hara l i ck 4 : Soma dos Quadrados − Var i aˆnc ia
Par (4 ,1)= sum(sum ( ( ( r − mr ) . ˆ 2 ) . ∗ glcm ( : ) ) ) ;
% Calcula Hara l i ck 5 : Momento da Di f e ren c¸a Inver sa
term1 = (1 + abs ( r − c ) . ˆ 2 ) ;
Par (5 , 1 ) = sum( glcm ( : ) . / term1 ) ;
% Calcula Hara l i ck 6 : Entropia
glcm1=glcm ;
glcm1 ( glcm1==0) = [ ] ;
Par (6 ,1)= −1∗sum( glcm1 ( : ) . ∗ l og2 ( glcm1 ( : ) ) ) ;
% Calcula Hara l i ck 7 : Me´dia da Soma
f o r n=0:512
Mask=abs ( i s+j s )==n ;
Pxmaisy=sum(sum(Mask .∗ glcm ) ) ;
Pxmaisy2 (n+1,1)=Pxmaisy ;
i f ( Pxmaisy ˜= 0)
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Par (8 ,1)=Par (8 ,1)+Pxmaisy∗ l og2 (Pxmaisy ) ;
end ;
end
Par (7 ,1)=sum(Pxmaisy2 . ∗ ( [ 0 : 5 1 2 ] ’ ) ) ;
% Calcula Hara l i ck 8 : Entropia da Soma
Par (8 , 1 ) = −1 ∗ Par ( 8 , 1 ) ;
A3. Algoritmo para a Normalizac¸a˜o
f unc t i on ValXNorm = normal i zar (ValX)
%Esta func¸ a˜o normal iza os dados passados como paraˆmetros de entrada em
%torno da sua me´dia e do seu desv io padra˜o .
%
%Inputs :
%ValX − Valores que se pretende normal i zar
%
%Outputs :
%ValXNorm − Valores normal izados
%
[ x , y]= s i z e (ValX ) ;
f o r i =1:x
Media ( i )=mean(ValX( i , : ) ) ;
Desvio ( i )=std (ValX( i , : ) ) ;
end
f o r i =1:x
f o r j =1:y
ValXNorm( i , j )=(ValX( i , j )−Media ( i ) )/ Desvio ( i ) ;
end
end
A4. Te´cnica Leave-one-out
f unc t i on [ datat re ino , da ta t e s t e ]= LeaveOneOut ( data , i )
%Esta func¸ a˜o ap l i c a a t e´ c n i c a Leave−One−Out , de modo a separar o conjunto
%de dados passado como paraˆmetro de entrada , num conjunto para t r e i n o e
%outro para t e s t e .
%
%Inputs :
%data − conjunto de dados normal izados
%i − nu´mero da i t e r a c¸ a˜ o
%
%Outputs :
%data t r e ino − conjunto de dados para t r e i n o
%data t e s t e − elemento deixado de f o r a para t e s t e
%
[ l inhas , co lunas ]= s i z e ( data .X) ;
i f ( i==1)
da ta t r e ino . y=data . y ( : , 2 : co lunas ) ;
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data t r e ino .X=data .X( : , 2 : co lunas ) ;
da ta t e s t e . y=data . y ( : , i ) ;
da ta t e s t e .X=data .X( : , i ) ;
e l s e i f ( i ==67)
da ta t r e ino . y=data . y ( : , 1 : colunas −1);
da ta t r e ino .X=data .X( : , 1 : colunas −1);
da ta t e s t e . y=data . y ( : , i ) ;
da ta t e s t e .X=data .X( : , i ) ;
e l s e
da ta t r e ino . y=[data . y ( : , 1 : i −1) , data . y ( : , i +1: co lunas ) ] ;
da ta t r e ino .X=[data .X( : , 1 : i −1) , data .X( : , i +1: co lunas ) ] ;
da ta t e s t e . y=data . y ( : , i ) ;
da ta t e s t e .X=data .X( : , i ) ;
end
A5. Algoritmo para treino e teste do classificador Perceptron
f unc t i on [TN,TP,FN,FP]= CorrerPerceptron ( data , tmax)
%Esta func¸ a˜o s e rve para an a l i s a r o c l a s s i f i c a d o r l i n e a r Perceptron quanto a`
%sua converg eˆnc ia .
%
%Inputs :
%data − conjunto de dados normal izados
%tmax − condi c¸ a˜o de paragem : nu´mero de i t e r a c¸ o˜ e s ma´ximo
%
%Outputs :
%TN − verdade i ros−negat ivo s
%TP − verdade i ros−po s i t i v o s
%FN − f a l s o s−negat ivo s
%FP − f a l s o s−po s i t i v o s
%
opt ions . tmax=tmax ;
model=perceptron ( data , opt ions ) ;
[ ypred , d f c e ]= l i n c l a s s ( data .X, model ) ;
TN=0;
TP=0;
FN=0;
FP=0;
f o r i =1: l ength ( data .X)
i f ypred ( i )==data . y ( i )
i f ypred ( i )==1
TN=TN+1;
e l s e
TP=TP+1;
end
e l s e
i f ypred ( i )==1
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FN=FN+1;
e l s e
FP=FP+1;
end
end
end
A6. Algoritmo para treino e teste do classificador Pocket
f unc t i on [TN,TP,FN,FP]= CorrerPocket ( data , tmax)
%Esta func¸ a˜o s e rve para an a l i s a r o c l a s s i f i c a d o r l i n e a r Pocket quanto a`
%sua converg eˆnc ia .
%
%Inputs :
%data − conjunto de dados normal izados
%tmax − condi c¸ a˜o de paragem : nu´mero de i t e r a c¸ o˜ e s ma´ximo
%
%Outputs :
%TN − verdade i ros−negat ivo s
%TP − verdade i ros−po s i t i v o s
%FN − f a l s o s−negat ivo s
%FP − f a l s o s−po s i t i v o s
%
opt ions . tmax=tmax ;
model=pocket ( data , opt ions ) ;
[ ypred , d f c e ]= l i n c l a s s ( data .X, model ) ;
TN=0;
TP=0;
FN=0;
FP=0;
f o r i =1: l ength ( data .X)
i f ypred ( i )==data . y ( i )
i f ypred ( i )==1
TN=TN+1;
e l s e
TP=TP+1;
end
e l s e
i f ypred ( i )==1
FN=FN+1;
e l s e
FP=FP+1;
end
end
end
A7. Algoritmo para treino e teste do classificador MLP
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f unc t i on [TN,TP,FN,FP]= CorrerBackpropagation ( data , Nunit , e r r o r )
%Esta func¸ a˜o u t i l i z a a t e´ c n i c a Leave−One−Out , para t r e i n a r e t e s t a r o
%c l a s s i f i c a d o r multicamada , com algor i tmo de aprendizagem Backpropagation .
%Retorna os va l o r e s de TN,TP,FN e FP de modo a av a l i a r o desempenho do
%c l a s s i f i c a d o r .
%
%Inputs :
%data − conjunto de dados normal izados
%Nunit − nu´mero de neur o´n ios para a camada escondida
%e r r o r − condi c¸ a˜o de paragem : e r ro menor que va l o r d e f i n i d o
%
%Outputs :
%TN − verdade i ros−negat ivo s
%TP − verdade i ros−po s i t i v o s
%FN − f a l s o s−negat ivo s
%FP − f a l s o s−po s i t i v o s
%
TN=0;
TP=0;
FN=0;
FP=0;
i =0;
ans=f i nd ( data . y==2);
data . y ( ans )=0;
[ l i nhas , co lunas ]= s i z e ( data .X) ;
f o r i =1: co lunas
[ datat re ino , da ta t e s t e ]= LeaveOneOut ( data , i ) ;
[ ypred , Wh, Wo, e r r o r s ] = BackpropagationCGD . . .
( da ta t r e ino .X, da ta t r e ino . y , da ta t e s t e .X, [ Nunit , e r r o r ] ) ;
i f ypred==data t e s t e . y
i f ypred==1
TN=TN+1;
e l s e
TP=TP+1;
end
e l s e
i f ypred==1
FN=FN+1;
e l s e
FP=FP+1;
end
end
end
A8. Algoritmo para treino e teste do classificador MLP utilizando conjunto de
treino com igual nu´mero de casos benignos e malignos
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f unc t i on [TN,TP,FN,FP]= CorrerBackpropagationAdaptado ( data , Nunit , e r r o r )
%Esta func¸ a˜o u t i l i z a uma var i an t e da t e´ c n i c a Leave−One−Out , de modo a
%e qu i l i b r a r o conjunto de dados passados como paraˆmetros de entrada para o
%proce s so de t r e i n o do c l a s s i f i c a d o r ( i g u a l nu´mero de massas benignas e
%malignas ) .
%Retorna os va l o r e s de TN,TP,FN e FP de modo a av a l i a r o desempenho do
%c l a s s i f i c a d o r .
%De notar , que e s ta func¸ a˜o s o´ deve s e r u t i l i z a d a quando o nu´mero de massas
%malignas e´ i n f e r i o r ao nu´mero de massas benignas .
%
%Inputs :
%data − conjunto de dados normal izados
%Nunit − nu´mero de neur o´n ios para a camada escondida
%e r r o r − condi c¸ a˜o de paragem : e r ro menor que va l o r d e f i n i d o
%outputs :
%TN − verdade i ros−negat ivo s
%TP − verdade i ros−po s i t i v o s
%FN − f a l s o s−negat ivo s
%FP − f a l s o s−po s i t i v o s
TN=0;
TP=0;
FN=0;
FP=0;
i =0;
ans=f i nd ( data . y==2);
data . y ( ans )=0;
n=length ( ans ) ;
f o r i =1:n
h=f i nd ( data . y==1);
number=randsample (h , n−1);
da ta t r e ino .X=data .X( : , number ) ;
da ta t r e ino . y=data . y ( : , number ) ;
j=f i nd ( data . y==0);
da ta t e s t e . y=data . y ( j ( i ) ) ;
da ta t e s t e .X=data .X( : , j ( i ) ) ;
i f ( i==1)
da ta t r e ino .X=[ da ta t r e ino .X, data .X( : , j ( 2 : n ) ) ] ;
da ta t r e ino . y=[ da ta t r e ino . y , data . y ( : , j ( 2 : n ) ) ] ;
e l s e i f ( i ==24)
da ta t r e ino .X=[ da ta t r e ino .X, data .X( : , j ( 1 : n−1 ) ) ] ;
da ta t r e ino . y=[ da ta t r e ino . y , data . y ( : , j ( 1 : n−1 ) ) ] ;
e l s e
da ta t r e ino .X=[ da ta t r e ino .X, data .X( : , j ( 1 : i −1)) , data .X( : , j ( i +1:n ) ) ] ;
da ta t r e ino . y=[ da ta t r e ino . y , data . y ( : , j ( 1 : i −1)) , data . y ( : , j ( i +1:n ) ) ] ;
end
[ ypred , Wh, Wo, e r r o r s ] = BackpropagationCGD . . .
( da ta t r e ino .X, da ta t r e ino . y , da ta t e s t e .X, [ Nunit , e r r o r ] ) ;
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i f ypred==data t e s t e . y
i f ypred==1
TN=TN+1;
e l s e
TP=TP+1;
end
e l s e
i f ypred==1
FN=FN+1;
e l s e
FP=FP+1;
end
end
end
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