The number and range of the candidate vehicle license plate (VLP) region affects the result of the VLP extraction symmetrically. Therefore, in order to improve the VLP extraction rate, many candidate VLP regions are selected. However, there is a problem that the processing time increases symmetrically. In this paper, we propose a method that allows detecting a vehicle license plate in the real-time mode. To do this, the proposed method makes use of the region-based convolutional neural network (R-CNN) method and morphological operations. The R-CNN method is a deep learning method that selects a large number of candidate regions from an input image and compares them to determine whether objects of interest are included. However, this method has limitations when used in real-time processing. Therefore, to address this limitation in the proposed method, while selecting a candidate vehicle region, the selection range is reduced based on the size and position of the vehicle in the input image; hence, processing can be performed quickly. A vehicle license plate is detected by performing a morphological operation based on the edge pixel distribution of the detected vehicle region. Experimental results show that the detection rate of vehicles is approximately 92% in real road environments, and the detection rate of vehicle license plates is approximately 83%.
Introduction
Recently, it technology is applied symmetrically for autonomous vehicle safety. The application of many safety technologies to autonomous vehicles has a symmetrical meaning that the safety of the driver can be guaranteed. Autonomous vehicles have recently grown in number, due to rapid technology development and investment in autonomous vehicles. Autonomous driving technology is divided into four levels (0-4) [1, 2] . Level 0 is performing 100% of the driving operation. Level 1 serves to support the development function in automobile operation of the blind zone alarm, land keeping assistance, automatic adaptive cruise, and the emergency braking assistance system [3] [4] [5] [6] . Level 2 means that semiautonomous driving is possible by combining functions. For example, combining safe driving support features results in the advanced driver assistance system (ADAS) support, highway driving assistance, and advanced smart cruise control [7] . Level 3 is a self-driving stage with the exception of emergency situations. Finally, level 4 is a vehicle that is 100% autonomous, fully automated, and responsible for safe operation. Consequently, the ADAS function, driving assistance function, and vehicle distance maintenance function are included in this option [8] . However, most of these functions are currently only possible by combining hardware sensors and vision sensors. Hardware sensors include laser sensors, ultrasonic sensors, infrared sensors, and Lidar sensors. Improved environmental perception is possible by attaching these sensors to the vehicle. However, these sensors increase the price of vehicles, and they frequently fail or need to be replaced due to slight accidents
Related Works
Various computer vision algorithms have been used to detect vehicle license plates. W. Nie et al. [14] used a taxi license plate detection method based on the Adaboost algorithm. In complex urban environments, the license plate area is detected through the adaptive thresholding and Adaboost method and the use of the morphological operation to detect the taxi's license plate area. C. M. Wang and J. H. Liu [15] used a neural network to detect the candidate region of the license plate and perform the detection process through pixel color changes and the binarization process. N. Wang et al. [16] used a back propagation neural network to divide the license plate and limit the character recognition method. In the proposed method, edges are detected through the edge detection process in the input image. Then, a morphological operation is applied to the detected edge pixels and license plate candidate areas are selected. Then, the license plate is detected using the Back-Propagation Neural Network (BPNN) to determine whether the license plate is included in the detected candidate region. C. T. Nguyen et al. [17] filtered horizontal and vertical edge pixels through an edge detector and selected a license plate candidate area according to the distribution of filtered edge pixels. They proposed a method to detect license plates effectively, even when they were rotated at various angles, by acquiring images using a pan tilt camera. Y. Luo et al. [18] proposed a single-shot multibox detector (SSD) on the input image to detect the vehicle license plate region. The SSD creates a learning device that allows the VGG learning model to select license plates using a multistage detector for detection. Various research has been carried out to detect license plates, such as vertical edge [19] , block-based processing [20] , wavelet transform [21] , local Haar-like feature, AdaBoost [22] , and texture and color features [23, 24] . In these methods, the process of detecting whether a license plate is directly detected without detecting the vehicle in the input image is performed. Whether or not the vehicle license plate is included can be more accurately determined if the license plate area is detected after confirming whether the vehicle is included in the image. In addition, as the license plate is acquired from various environments depending on the characteristics of the input image, it is necessary to generate a detector that is robust to the external environment.
Proposed Methods
To detect vehicles in the input image, a rectangular area which includes the vehicle is detected using the R-CNN classifier and Support Vector Machines (SVM). We create a vehicle detection model through the R-CNN-based learning process in advance for vehicle learning. For the learning of R-CNN, we use learning images that manually select the position of the vehicle in road images that contain the vehicle in advance. This method creates rectangular candidate regions through the selective search of regions where the vehicle is likely to be included in the input image. Then, the candidate squares are adjusted to the same size and classified into whether the vehicle is included in the corresponding rectangular area through the R-CNN object classifier. Finally, SVM is used to detect the final rectangle area containing the vehicle and combine the rectangles classified as vehicles into one. It carries out a tracking process for each of the detected vehicle regions through a pixel matching process. Each traced vehicle rectangular area extracts the license plate area through the distribution of edge pixels and performs the morphological operation to extract the license plate area. Generally, the vehicle license plate is composed of a color clearly distinguishable from the background to improve the readability and visibility of the characters, and the area of the license plate is extracted using these characteristics. Figure 1 is a flow chart of the proposed method. The proposed method consists of a vehicle detection step, a detected vehicle tracking step, and a license plate detection step. In addition, R-CNN learning is used in advance to generate a vehicle detector and apply it to the vehicle detection process. 
Vehicle Detection
To detect the vehicle in the input image, the vehicle detector is generated from the learning images containing the vehicle in advance. The position of the vehicle in the learning images is specified in advance using the ground-truth method. The vehicle detector detects the vehicle area using the vehicle detector generated through the R-CNN learning machine. The R-CNN learning machine extracts region proposals from the input image using a selective search method and computes the characteristics of each region proposal with CNN. Each proposal region calculates the classification result and bounding box regression of CNN. The selection of the final rectangular area containing the vehicle is determined using SVM.
In the vehicle detection step, preprocessing is performed to reduce the size of the input image, remove noise, and improve image quality. In the proposed method, the input image is acquired from the black-box device installed in the vehicle. Generally, an HD-quality image is recorded to read the object in the image acquired by the black box accurately. Therefore, a disadvantage is that it takes a long time to apply the vehicle detection step to the size of the input image, which is 1920 × 1080 pixels. In this step, it is required to detect the vehicle area quickly (with relative accuracy) by detecting the area where the vehicle is located in the input image. To do this, we reduce the size of the image to 900 × 500 pixels using the bilinear interpolation method and perform noise reduction by applying a [3 × 3] pixel median filter for noise reduction. Figure 2 shows the result of preprocessing in the vehicle detection step. 
In the vehicle detection step, preprocessing is performed to reduce the size of the input image, remove noise, and improve image quality. In the proposed method, the input image is acquired from the black-box device installed in the vehicle. Generally, an HD-quality image is recorded to read the object in the image acquired by the black box accurately. Therefore, a disadvantage is that it takes a long time to apply the vehicle detection step to the size of the input image, which is 1920 × 1080 pixels. In this step, it is required to detect the vehicle area quickly (with relative accuracy) by detecting the area where the vehicle is located in the input image. To do this, we reduce the size of the image to 900 × 500 pixels using the bilinear interpolation method and perform noise reduction by applying a [3 × 3] pixel median filter for noise reduction. Figure 2 shows the result of preprocessing in the vehicle detection step. It is a time-consuming task to search the entire image to select the area containing the vehicle in the resulting image after preprocessing. That is, it takes a long time to analyze the entire image input from the R-CNN to select the candidate region in the proposed method. In order to detect vehicles using the R-CNN, the detection processing time increases symmetrically according to the search range of the input image. Even if the search range for the vehicle detection is reduced to a minimum, it is required to propose a method of increasing the vehicle detection success rate asymmetrically. Therefore, it is required to reduce the calculation time by predefining the area that includes the vehicle in the input. In the vehicle candidate region, when the input image is horizontally divided into five halves, there is no vehicle in the top and bottom portions. In addition, even if the input image is divided into five vertically, it is assumed that only the middle portion of the input image is regarded as the candidate region including the vehicle, and the detection process is performed on the assumption that the vehicle is not included in the left and right portions. Figure 3 shows the result of specifying the candidate region for calculating whether the vehicle is detected. It is necessary to select only the vehicle located in front of the black-box camera in order to detect the vehicle license plate. As a result of the experiment, it was very difficult to detect the vehicle license plates on the left or right side of the input frame. The reason is that the region size of the vehicle license plate is too small or distorted to detect the license plate. Therefore, in the proposed method, we only limit the case where the license plate is located at the center of the input frame. Also, the vehicle region is detected only when it exists in more than four subwindows, and the vehicle license plate extraction process is performed only when the minimum detected region of the vehicle is 120 x 120 pixels. Thus, in order to detect the vehicle in the input frame, it is divided into 5 x 5 windows to detect only the vehicle located in the middle of the input frame. It is a time-consuming task to search the entire image to select the area containing the vehicle in the resulting image after preprocessing. That is, it takes a long time to analyze the entire image input from the R-CNN to select the candidate region in the proposed method. In order to detect vehicles using the R-CNN, the detection processing time increases symmetrically according to the search range of the input image. Even if the search range for the vehicle detection is reduced to a minimum, it is required to propose a method of increasing the vehicle detection success rate asymmetrically. Therefore, it is required to reduce the calculation time by predefining the area that includes the vehicle in the input. In the vehicle candidate region, when the input image is horizontally divided into five halves, there is no vehicle in the top and bottom portions. In addition, even if the input image is divided into five vertically, it is assumed that only the middle portion of the input image is regarded as the candidate region including the vehicle, and the detection process is performed on the assumption that the vehicle is not included in the left and right portions. Figure 3 shows the result of specifying the candidate region for calculating whether the vehicle is detected. It is necessary to select only the vehicle located in front of the black-box camera in order to detect the vehicle license plate. As a result of the experiment, it was very difficult to detect the vehicle license plates on the left or right side of the input frame. The reason is that the region size of the vehicle license plate is too small or distorted to detect the license plate. Therefore, in the proposed method, we only limit the case where the license plate is located at the center of the input frame. Also, the vehicle region is detected only when it exists in more than four subwindows, and the vehicle license plate extraction process is performed only when the minimum detected region of the vehicle is 120 x 120 pixels. Thus, in order to detect the vehicle in the input frame, it is divided into 5 x 5 windows to detect only the vehicle located in the middle of the input frame. It is a time-consuming task to search the entire image to select the area containing the vehicle in the resulting image after preprocessing. That is, it takes a long time to analyze the entire image input from the R-CNN to select the candidate region in the proposed method. In order to detect vehicles using the R-CNN, the detection processing time increases symmetrically according to the search range of the input image. Even if the search range for the vehicle detection is reduced to a minimum, it is required to propose a method of increasing the vehicle detection success rate asymmetrically. Therefore, it is required to reduce the calculation time by predefining the area that includes the vehicle in the input. In the vehicle candidate region, when the input image is horizontally divided into five halves, there is no vehicle in the top and bottom portions. In addition, even if the input image is divided into five vertically, it is assumed that only the middle portion of the input image is regarded as the candidate region including the vehicle, and the detection process is performed on the assumption that the vehicle is not included in the left and right portions. Figure 3 shows the result of specifying the candidate region for calculating whether the vehicle is detected. It is necessary to select only the vehicle located in front of the black-box camera in order to detect the vehicle license plate. As a result of the experiment, it was very difficult to detect the vehicle license plates on the left or right side of the input frame. The reason is that the region size of the vehicle license plate is too small or distorted to detect the license plate. Therefore, in the proposed method, we only limit the case where the license plate is located at the center of the input frame. Also, the vehicle region is detected only when it exists in more than four subwindows, and the vehicle license plate extraction process is performed only when the minimum detected region of the vehicle is 120 x 120 pixels. Thus, in order to detect the vehicle in the input frame, it is divided into 5 x 5 windows to detect only the vehicle located in the middle of the input frame. The vehicle area is detected using the R-CNN vehicle detector in the candidate area of the vehicle. For vehicle detection, the learning specifies a rectangular area containing the vehicle in a ground-truth method on a road image containing 2340 vehicles. The R-CNN detector generated through the learning process uses the edge boxes algorithm [11] to generate potential regions of region proposals that are likely to contain vehicles. Each region is then extracted and resized to the same size. CNN categorizes each area into vehicle areas and nonvehicle areas. Finally, the region proposal bounding boxes are refined by the SVM that is trained using CNN features. Figure 4 shows the R-CNN-based vehicle detection process. Figure 5 shows the R-CNN structure and result of positioning the vehicle area manually in the input image. The vehicle area is detected using the R-CNN vehicle detector in the candidate area of the vehicle. For vehicle detection, the learning specifies a rectangular area containing the vehicle in a ground-truth method on a road image containing 2,340 vehicles. The R-CNN detector generated through the learning process uses the edge boxes algorithm [11] to generate potential regions of region proposals that are likely to contain vehicles. Each region is then extracted and resized to the same size. CNN categorizes each area into vehicle areas and nonvehicle areas. Finally, the region proposal bounding boxes are refined by the SVM that is trained using CNN features. Figure 4 shows the R-CNN-based vehicle detection process. Figure 5 shows the R-CNN structure and result of positioning the vehicle area manually in the input image. For learning, the size of the input image is reduced by 50% for the experiment in the 900 × 505 pixels image. The input of the deep learning system designed for learning the vehicle detector is [32 × 32], the filter size of the convolution layer is [5 × 5] , the number of filters is 32, the size of the step the filter moves is 2, and the size of the padding is set to 2. The pool size of the maximum pooling layer is set to [3 × 3] , the size of the step to which the pool moves is set to 2, and 15 layers of the learning machine are designed as shown in Figure 5b . The training options of the deep learning neural network are applied with the stochastic gradient descent method using momentum. The learning rate is reduced by 0.2 times every epoch, the maximum epoch is set to 20, the minibatch size for performing the network weight update of the stochastic gradient descent algorithm is 32, and the initial learning rate is set to 0.00001. Figure 6 shows the output of the first convolutional layer filter weights after learning through the R-CNN learning machine. Further, Figure 6b shows the results of applying the filter weights of the first convolutional layer. Each tile of the activation grid is the output value of each channel of the first convolutional layer. White pixels show a strong positive activation, while black pixels show strong negative activation. The channel in gray does not show strong The vehicle area is detected using the R-CNN vehicle detector in the candidate area of the vehicle. For vehicle detection, the learning specifies a rectangular area containing the vehicle in a ground-truth method on a road image containing 2,340 vehicles. The R-CNN detector generated through the learning process uses the edge boxes algorithm [11] to generate potential regions of region proposals that are likely to contain vehicles. Each region is then extracted and resized to the same size. CNN categorizes each area into vehicle areas and nonvehicle areas. Finally, the region proposal bounding boxes are refined by the SVM that is trained using CNN features. Figure 4 shows the R-CNN-based vehicle detection process. Figure 5 shows the R-CNN structure and result of positioning the vehicle area manually in the input image. For learning, the size of the input image is reduced by 50% for the experiment in the 900 × 505 pixels image. The input of the deep learning system designed for learning the vehicle detector is [32 × 32], the filter size of the convolution layer is [5 × 5] , the number of filters is 32, the size of the step the filter moves is 2, and the size of the padding is set to 2. The pool size of the maximum pooling layer is set to [3 × 3] , the size of the step to which the pool moves is set to 2, and 15 layers of the learning machine are designed as shown in Figure 5b . The training options of the deep learning neural network are applied with the stochastic gradient descent method using momentum. The learning rate is reduced by 0.2 times every epoch, the maximum epoch is set to 20, the minibatch size for performing the network weight update of the stochastic gradient descent algorithm is 32, and the initial learning rate is set to 0.00001. Figure 6 shows the output of the first convolutional layer filter weights after learning through the R-CNN learning machine. Further, Figure 6b shows the results of applying the filter weights of the first convolutional layer. Each tile of the activation grid is the output value of each channel of the first convolutional layer. White pixels show a strong positive activation, while black pixels show strong negative activation. The channel in gray does not show strong For learning, the size of the input image is reduced by 50% for the experiment in the 900 × 505 pixels image. The input of the deep learning system designed for learning the vehicle detector is [32 × 32], the filter size of the convolution layer is [5 × 5] , the number of filters is 32, the size of the step the filter moves is 2, and the size of the padding is set to 2. The pool size of the maximum pooling layer is set to [3 × 3] , the size of the step to which the pool moves is set to 2, and 15 layers of the learning machine are designed as shown in Figure 5b . The training options of the deep learning neural network are applied with the stochastic gradient descent method using momentum. The learning rate is reduced by 0.2 times every epoch, the maximum epoch is set to 20, the minibatch size for performing the network weight update of the stochastic gradient descent algorithm is 32, and the initial learning rate is set to 0.00001. Figure 6 shows the output of the first convolutional layer filter weights after learning through the R-CNN learning machine. Further, Figure 6b shows the results of applying the filter weights of the first convolutional layer. Each tile of the activation grid is the output value of each channel of the first convolutional layer. White pixels show a strong positive activation, while black pixels show strong negative activation. The channel in gray does not show strong activation reaction to the input image. The position of the activated pixels in the channel corresponds to the same position in the original image. If there is a white pixel in a position in one channel, that position in the channel is strongly activated. Figure 7 shows the results of channel 5, 16, and 28 activation of the first convolution layer. It is seen that the lighter white pixel in the 5th channel corresponds to the red region in the original image, so that this channel is activated in the red pixel, the 16th channel corresponds to the vertical edge pixel, and the 28th channel corresponds to the edge with the same texture pixel. Verification is performed by comparing with the template image accumulated in average in the vehicle areas extracted from the vehicle learning process through the R-CNN detection. To extract the vehicle's license plate, it is necessary to detect the vehicle area, and to minimize the error in the R-CNN process, the verification of the detected vehicle area is performed. Figure 8 displays the average image of the vehicle area performed for vehicle area learning. A similarity value of 0.4 or more is derived from the comparison with the template region of the vehicle to detect the final vehicle area. Figure 9 shows the results of R-CNN-based vehicle detection. In the input image, the vehicle is located on the right side, but it is outside of the candidate region defined in the predefined area. To extract the license plate of the detected vehicle, the license plate must be located in the area that can be clearly distinguished. Therefore, the detection process is performed on the vehicle located at the center of the input image. Figure 7 shows the results of channel 5, 16, and 28 activation of the first convolution layer. It is seen that the lighter white pixel in the 5th channel corresponds to the red region in the original image, so that this channel is activated in the red pixel, the 16th channel corresponds to the vertical edge pixel, and the 28th channel corresponds to the edge with the same texture pixel. Verification is performed by comparing with the template image accumulated in average in the vehicle areas extracted from the vehicle learning process through the R-CNN detection. To extract the vehicle's license plate, it is necessary to detect the vehicle area, and to minimize the error in the R-CNN process, the verification of the detected vehicle area is performed. Figure 8 displays the average image of the vehicle area performed for vehicle area learning. A similarity value of 0.4 or more is derived from the comparison with the template region of the vehicle to detect the final vehicle area. Figure 9 shows the results of R-CNN-based vehicle detection. In the input image, the vehicle is located on the right side, but it is outside of the candidate region defined in the predefined area. To extract the license plate of the detected vehicle, the license plate must be located in the area that can be clearly distinguished. Therefore, the detection process is performed on the vehicle located at the center of the input image. Figure 7 shows the results of channel 5, 16, and 28 activation of the first convolution layer. It is seen that the lighter white pixel in the 5th channel corresponds to the red region in the original image, so that this channel is activated in the red pixel, the 16th channel corresponds to the vertical edge pixel, and the 28th channel corresponds to the edge with the same texture pixel. Verification is performed by comparing with the template image accumulated in average in the vehicle areas extracted from the vehicle learning process through the R-CNN detection. To extract the vehicle's license plate, it is necessary to detect the vehicle area, and to minimize the error in the R-CNN process, the verification of the detected vehicle area is performed. Figure 8 displays the average image of the vehicle area performed for vehicle area learning. A similarity value of 0.4 or more is derived from the comparison with the template region of the vehicle to detect the final vehicle area. Figure 9 shows the results of R-CNN-based vehicle detection. In the input image, the vehicle is located on the right side, but it is outside of the candidate region defined in the predefined area. To extract the license plate of the detected vehicle, the license plate must be located in the area that can be clearly distinguished. Therefore, the detection process is performed on the vehicle located at the center of the input image. 
Vehicle Tracking
Vehicle tracking is performed through the feature information matching process applied for the previously detected vehicle areas identified during the vehicle detection step. The identified vehicle detects an area having characteristics similar to ones of the vehicle detected in a previously defined vehicle detection candidate area such as to determine a position belonging to the next frame. Generally, the vehicle areas detected in adjacent frames are located around the detection area. Therefore, the vehicle tracking process can also provide a better performance result in terms of speed because the characteristic information comparison process needs to be executed only around the detected area. To track the vehicle, it is important to recognize the descriptor of the vehicle in real time. In general, the scale invariant feature transform (SIFT) method has been widely used to detect descriptor objects, but its computational complexity is a considerable disadvantage. To solve this problem, the proposed method makes use of the speeded-up robust features (SURF) detector to determine descriptor and track vehicles [25] . The SURF expresses the object of interest using the integral image and uses fast Hessian detection. Consequently, the Laplacian code that computes the Hessian matrices can be used to match objects easily. If the vehicle detection process is repeatedly executed for successive frames, it will result in a waste of computation time. Therefore, if the vehicle is present in the image frame, by tracking the detected vehicle, if it is in the vehicle area detected in the last frame, the area is processed so as not to perform additional vehicle detection processes. Figure  10 shows the extracted SURF feature information of the detected vehicle, and SURF feature information to track the area of the vehicle detected in the next frame. 
Vehicle tracking is performed through the feature information matching process applied for the previously detected vehicle areas identified during the vehicle detection step. The identified vehicle detects an area having characteristics similar to ones of the vehicle detected in a previously defined vehicle detection candidate area such as to determine a position belonging to the next frame. Generally, the vehicle areas detected in adjacent frames are located around the detection area. Therefore, the vehicle tracking process can also provide a better performance result in terms of speed because the characteristic information comparison process needs to be executed only around the detected area. To track the vehicle, it is important to recognize the descriptor of the vehicle in real time. In general, the scale invariant feature transform (SIFT) method has been widely used to detect descriptor objects, but its computational complexity is a considerable disadvantage. To solve this problem, the proposed method makes use of the speeded-up robust features (SURF) detector to determine descriptor and track vehicles [25] . The SURF expresses the object of interest using the integral image and uses fast Hessian detection. Consequently, the Laplacian code that computes the Hessian matrices can be used to match objects easily. If the vehicle detection process is repeatedly executed for successive frames, it will result in a waste of computation time. Therefore, if the vehicle is present in the image frame, by tracking the detected vehicle, if it is in the vehicle area detected in the last frame, the area is processed so as not to perform additional vehicle detection processes. Figure 10 shows the extracted SURF feature information of the detected vehicle, and SURF feature information to track the area of the vehicle detected in the next frame. 
License Plate Extraction
The distribution of the edge pixels and the position information of the license plate attached to the rear of the vehicle are used to extract license plates from detected vehicle areas. Typically, in the vehicle area, license plates are located at the bottom of the vehicle's rear. Only the lower end region corresponding to 1/2 of the detected image of the rear side of the vehicle is selected. Then, edge pixels of the vertical component are extracted using an image filter with a Sobel edge mast of [-1 0 1, -2 0 2, -1 0 1] size, and are subjected to a normalization process. Then, pixel binarization is performed by applying an adaptive threshold scheme. The histogram distribution of the binary horizontal pixels is then calculated, and only the region where the edge pixel concentration constitutes more than 70% among the regions where the binary pixels are located is extracted. Extension and reduction processes are repeated for the morphological operation to remove unnecessary regions, and the region of the final license plate is detected by extracting the pixel region having the maximum size. Table 1 shows the process for extracting the license plate. The license plate extraction results are shown in Figure 11 through the processing steps shown in Table 1 . [4, 80] rectangle mask 9. Extract overlapped region from the morphological operation results. 10. Fill holes using dilation with [4, 10] rectangle mask and erosion with [20] line mask. 11. Extract the biggest binary region. 12. Extend the region by 5 pixels. 
The distribution of the edge pixels and the position information of the license plate attached to the rear of the vehicle are used to extract license plates from detected vehicle areas. Typically, in the vehicle area, license plates are located at the bottom of the vehicle's rear. Only the lower end region corresponding to 1/2 of the detected image of the rear side of the vehicle is selected. Then, edge pixels of the vertical component are extracted using an image filter with a Sobel edge mast of [−1 0 1, −2 0 2, −1 0 1] size, and are subjected to a normalization process. Then, pixel binarization is performed by applying an adaptive threshold scheme. The histogram distribution of the binary horizontal pixels is then calculated, and only the region where the edge pixel concentration constitutes more than 70% among the regions where the binary pixels are located is extracted. Extension and reduction processes are repeated for the morphological operation to remove unnecessary regions, and the region of the final license plate is detected by extracting the pixel region having the maximum size. Table 1 shows the process for extracting the license plate. The license plate extraction results are shown in Figure 11 through the processing steps shown in Table 1 . 
Experimental Results
The proposed method used Windows OS PC (3.2GHz, 32G RAM, GPU 8GB) and the Matlab tool for the experiment. The experiment learned from 2,340 images including vehicles. The learning images used in the experiments were reduced to 900 × 505 pixels size to reduce learning time and detection processing time with 1920 × 1080 HD black-box images. Experimental results show that it takes about 0.52 seconds to detect an actual vehicle and 0.21 seconds to detect a license plate. However, to recognize a license plate in the future, it is necessary to maintain a resolution of a certain 
The proposed method used Windows OS PC (3.2GHz, 32G RAM, GPU 8GB) and the Matlab tool for the experiment. The experiment learned from 2,340 images including vehicles. The learning images used in the experiments were reduced to 900 × 505 pixels size to reduce learning time and detection processing time with 1920 × 1080 HD black-box images. Experimental results show that it takes about 0.52 s to detect an actual vehicle and 0.21 s to detect a license plate. However, to recognize a license plate in the future, it is necessary to maintain a resolution of a certain size or more so that license plate recognition can be performed. Therefore, the size of the input image is limited. It is possible to reduce the size of the input image to obtain fast vehicle detection results, but it is necessary to maintain a readable resolution for license plate character recognition. Therefore, to detect the position of the license plate area, it is necessary to examine a method to acquire a high-resolution image for character recognition by reducing the resolution of the input image, and mapping the detected license plate loci to the original image. Experimental results of the proposed method are shown in Table 2 . The performance of the vehicle was evaluated as successful if the area defined by the ground-truth method and the degree of overlap were 50% or more, and if the overlap information of the license plate area was 70% or more, it was determined to be successful. Experiments were conducted on highway and city road sections. The detection of the license plate area was performed by extracting the license plate area of a vehicle with high readability on the preacquired stationary image. There were two main reasons for the failure of vehicle detection: misdetection when two or more vehicles overlapped, and the detection of large vehicles such as trucks or buses. The license plate was detected using the edge region where the diffuse reflection was high due to the sunlight on the vehicles acquired during the daytime. In addition, advertisement stickers or LED brakes attached to the rear part of the vehicle were classified into high edge pixels, and the plate area was erroneously detected. Table 3 shows the results of comparing the extraction performance with various measures to evaluate the performance of the license plate extraction method. The first method is the extraction using only the morphological operations without the vehicle detection process [26] . The second is a vehicle license detection method using the maximally stable extremal regions (MSERs) and SVM [27] . As a result of applying the morphology operations to the license plate detection, the detection accuracy was lowered by about 9.4% than the proposed method. In addition, their method had a disadvantage of very high misdetection rate in license plate detection. These problems were caused by trying to detect based on the edge distribution in the whole image. In addition, the extraction of the vehicle license plate using the MSER and SVM showed relatively high accuracy. However, it can be seen that the execution time for license plate detection was consumed by about 19.6% or more compared with the proposed method. Figure 12 shows the result of detection of the vehicle and extraction of license plate area using the proposed method. Experiments on the proposed black-box image obtained from the real road show that it is possible to detect vehicles and extract the license plate area. However, while it is possible to detect the vehicle as the distance of the vehicle in the forward direction increases, an error in the detection of the license plate area is somewhat generated. The emblems, stickers, and LED brakes located in the rear part of the vehicle have an especially large brightness value, which resulted in errors during detection. Therefore, in future research, we intend to estimate the license plate area by using a deep learning machine for robust license plate area detection. filtering, (f) normalization of (e), (g) binarization of (f), (h) thresholding of (g), (i) vertical morphology, (j) horizontal morphology, (k) common region with (i) and (j), (l) dilation of (k), (m) erosion of (l), and (n) LP region.
Conclusions
In this paper, we proposed the method, which implies using black-box images from vehicles to detect other vehicles in their vicinity and extract the license plate areas of these vehicles. In our method, vehicles are detected using the R-CNN deep learning method and the license plate area is extracted based on the distribution of edge pixels. The proposed method is intended for use as a method for detecting and recognizing license plates of vehicles for the exchange of reliable road 
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In this paper, we proposed the method, which implies using black-box images from vehicles to detect other vehicles in their vicinity and extract the license plate areas of these vehicles. In our method, vehicles are detected using the R-CNN deep learning method and the license plate area is extracted based on the distribution of edge pixels. The proposed method is intended for use as a method for detecting and recognizing license plates of vehicles for the exchange of reliable road environment recognition information between autonomous vehicles. The proposed method can be applied to resolve such tasks as vehicle tracking, surveillance, and violation vehicle detection. In particular, it has been described that the proposed method can be utilized in the field of Vehicle to Infrastructure (V2I) [28] . For the purposes of further research, we will study vehicles such as buses and trucks, and it is planned to consider robust sparse detectors through edge comparison and color comparison to detect the plate area in our future work.
