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We say that the product of a rowvector and a columnvector is intrin-
sic if there is at most one non-zero product of corresponding coordi-
nates. Analogously we speak about intrinsic product of two or more
matrices, as well as about intrinsic factorizations of matrices. Since
all entries of the intrinsic product are products of entries of themul-
tiplied matrices, there is no addition. The class of complementary
basic matrices (CB-matrices) was recently introduced as matrices, if
of order n, A = Gi1Gi2 · · · Gin−1 , where (i1, i2, . . . , in−1) is a permu-
tation of (1, 2, . . . , n − 1), and the matrices Gk , k = 1, . . . , n − 1
have the form
Gk =
⎡
⎢⎢⎢⎣
Ik−1
Ck
In−k−1
⎤
⎥⎥⎥⎦
for some 2 × 2 matrices Ck . It was observed that (1) independently
of the permutation, all such matrices with given Ci ’s have the same
spectrum (though they do not form a similarity class), (2) the clas-
sical companion matrix belongs to the class of CB-matrices, (3) the
multiplication of the Gi ’s is intrinsic. Connections between the 2×2
matrices Ck and the resulting CB-matrixGk have been explored, in
particular, thepropertieswhichare inherited fromtheCk to the
∏
Gk .
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Two situations were considered, for the ordinary real CB-matrices
and for the corresponding sign pattern matrices. In this paper, we
consider generalized complementary basic matrices, where the Ck
matrices are replaced by square matrices of arbitrary sizes. Some
interesting facts and results about the permanents and permanental
polynomials of such matrices are obtained.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Following [8], we say that the product of a row vector and a column vector is intrinsic if there is at
most one non-zero product of the corresponding coordinates. Analogously we speak about intrinsic
product of two or more matrices, as well as about intrinsic factorizations of matrices.
Trivially the product of two matrices, at least one of which is diagonal or a permutation matrix, is
intrinsic. A less trivial example is the following:
⎡
⎢⎢⎣
a b 0
c d 0
0 0 1
⎤
⎥⎥⎦
⎡
⎢⎢⎣
1 0 0
0 u v
0 w t
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
a bu bv
c du dv
0 w t
⎤
⎥⎥⎦ . (1)
The entries of the intrinsic product are products of (some) entries of the multiplied matrices. Thus
there is no addition; we could also call intrinsic multiplication sum-free multiplication. It thus would
have sense even in the case that the entries of the factors were elements of a multiplicative group.
Let us mention that an important instance of intrinsic products occurs in max algebra, for nonneg-
ative matrices in particular; see for example [4,10] for references on max algebra.
Observation 1.1. Intrinsic multiplication is (in general) not associative.
Indeed, if a = (a1, a2, a3)T , b = (b1, b2, b3)T are “full” vectors, then for the identity matrix I3 the
products aT I3 and I3b are intrinsic but a
T I3b is not intrinsic.
Observation 1.2. Let A, B, C be matrices such that the product ABC is intrinsic in the sense that in every
entry (ABC)i (of the form
∑
j,k aijbjkck) there is at most one non-zero term. If A has no zero column and
C no zero row, then both products AB and BC are intrinsic.
Remark 1.3. In such a case, we say that the product ABC is completely intrinsic, and this will be used
even for more than three factors.
We can now recall Theorem A from [8] in these terms as follows:
Theorem 1.4. Let C1, C2, . . . , Cn−1 be 2 × 2matrices. For k = 1, . . . , n − 1, define n × n matrices Gk
by
Gk =
⎡
⎢⎢⎣
Ik−1
Ck
In−k−1
⎤
⎥⎥⎦ . (2)
Then for any permutation (i1, . . . , in−1) of (1, . . . , n − 1), the product
Gi1Gi2 · · · Gin−1 (3)
is completely intrinsic.
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In [7], products of this form were called complementary basic matrices, CB-matrices for short. CB-
matrices and the associated “complementary zig-zag shapes” were investigated in detail in [8].
In [11] connections between the 2×2matrices Ck and the resulting CB-matrix∏ Gk were explored.
In particular, properties that are inherited from the Ck to the
∏
Gk were enumerated. Two situations
were considered. The first is for the ordinary real CB-matrices and the second is for the corresponding
sign pattern matrices.
Inamorerecentpaper [12], anextendedversionof (2)and(3)wasgivenas follows. LetA1, A2, . . . , As
bematrices of respective orders k1, k2, . . . , ks, ki  2 for all i. Denote n = ∑si=1 ki − s+ 1, and form
the block diagonal matrices G1, G2, . . ., Gs as follows:
G1 =
⎡
⎢⎣
A1 0
0 In−k1
⎤
⎥⎦ , G2 =
⎡
⎢⎢⎢⎢⎣
Ik1−1 0 0
0 A2 0
0 0 In−k1−k2+1
⎤
⎥⎥⎥⎥⎦
, . . . ,
Gs−1 =
⎡
⎢⎢⎢⎢⎣
In−ks−1−ks+1 0 0
0 As−1 0
0 0 Iks−1
⎤
⎥⎥⎥⎥⎦
, Gs =
⎡
⎢⎣
In−ks 0
0 As
⎤
⎥⎦ .
Then, for any permutation (i1, i2, . . . , is) of (1, 2, . . . , s), we can consider the product
Gi1Gi2 · · · Gis (4)
We call products of this form generalized complementary basic matrices, GCB-matrices for short. We
will continue to use the notation
∏
Gk for these more general products. The purpose of this present
paper is to obtain some interesting results about the permanents of such products. Let us remark that
strictly speaking, every squarematrix can be considered as a (trivial) GCB-matrixwith s = 1.We close
this section with some fundamental facts.
Theorem 1.5. Independent of the ordering of the factors, the products
∏
Gk in (4) are completely intrinsic,
have the same sequence of diagonal entries, and have the same characteristic polynomial.
Proof. The completely intrinsic propertywas alreadymentioned in [12]. The diagonal entries property
follows by induction as in the proof of Theorem 2.12 in [12]. The characteristic polynomial property
follows in the same way as in the proof of Lemma 2.2 in [9], where in that case, each Ck is a 2 × 2
matrix. The key point is that the matrices Gi and Gk commute if |i− k| > 1. (In fact, an alternative and
maybe simpler proof can be obtained by the procedure in the proof of Theorem 3.4 of this paper.) 
2. Permanents
Let A be an n × n real matrix. Then the permanent of A is defined by
per(A) = ∑ a1i1a2i2 · · · anin
where the summation extends over all the n-permutations (i1, i2, . . . , in) of the integers 1, 2, . . . , n.
So, per(A) is the same as the determinant function apart from a factor of ±1 preceding each of the
products in the summation. As pointed out in [3], certain determinantal laws have direct analogues
for permanents. In particular, the Laplace expansion for determinants has a simple counterpart for
permanents. But the basic law of determinants
det(AB) = det(A) det(B) (5)
is flagrantly false for permanents. The latter fact is the case even for intrinsic products. To see this, note
that for n × n (0, 1)-matrices A and B, AB is intrinsic if and only if AB is a (0, 1)-matrix.
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Example 2.1. Let
A =
⎡
⎢⎢⎢⎣
1 1 0
1 1 0
0 1 1
⎤
⎥⎥⎥⎦ , B =
⎡
⎢⎢⎢⎣
1 0 1
0 1 0
0 0 1
⎤
⎥⎥⎥⎦ .
Then AB is intrinsic since
AB =
⎡
⎢⎢⎢⎣
1 1 1
1 1 1
0 1 1
⎤
⎥⎥⎥⎦ .
However, per(A) = 2, per(B) = 1, per(AB) = 4.
The above example of course reflects a well-known result of Brualdi [2] that for n× n nonnegative
matrices,
per(AB)  per(A)per(B).
We shall now however see that
per(AB) = per(A)per(B)
holds for products which are GCB-matrices.
Theorem 2.2. Suppose the integers n, k satisfy n > k > 1. Let A0 be a matrix of order k, B0 be a matrix
of order n − k + 1 (the sum of the orders of A0 and B0 thus exceeds n by one). Then, for the n × n matrix
AB, where
A =
⎡
⎣ A0 0
0 In−k
⎤
⎦ and B =
⎡
⎣ Ik−1 0
0 B0
⎤
⎦ ,
we have that
per(AB) = per(A)per(B). (6)
Proof. Let
A0 =
⎡
⎢⎢⎢⎣
a11 · · · a1k
· · ·
ak1 · · · akk
⎤
⎥⎥⎥⎦ and B0 =
⎡
⎢⎢⎢⎣
bkk · · · bkn
· · ·
bnk · · · bnn
⎤
⎥⎥⎥⎦ .
Then
AB =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a11 · · · a1,k−1 a1kbkk · · · a1kbkn
a21 · · · a2,k−1 a2kbkk · · · a2kbkn
· · · · · ·
ak1 · · · ak,k−1 akkbkk · · · akkbkn
bk+1,k · · · bk+1,n
· · ·
bn,k · · · bn,n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (7)
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Weuse the Laplace expansion of the permanent of AB in the form (7)with respect to the first k rows.
Since there is a block (n− k) × (k − 1) of zeros in the lower left corner, only those k × k submatrices
from the first k rows have non-zero permanental complement which have the first k− 1 columns and
one of the last n − k columns. If such a submatrix has the jth column, its permanent is (perA)bkj and
the permanent of the complement is the permanent of the submatrix Bkj of B complementary to the
entry bkj. It follows that
perAB = perA(bkkperBkk + bk,k+1perBk,k+1 + · · · + bknperBkn).
Since the expression in the parentheses is perB, we obtain (6). 
Corollary 2.3. Independent of the ordering of the factors, for the generalized complementary basic matrix∏
Gk in (4), we have that
per
(∏
Gk
)
= ∏ per(Gk).
Proof. We use induction with respect to s. If s = 2, the result follows from Theorem 2.2. Suppose that
s > 2 and that the result holds for s − 1 matrices. Observe that the matrices Gi and Gk commute if|i − k| > 1. This means that if 1 is before 2 in the permutation (i1, i2, . . . , is), we can move G1 into
the first position without changing the product. The product of the remaining s− 1matrices Gk has
the form
⎡
⎣ Ik1−1 0
0 B0
⎤
⎦ ,
where B0 is say Hj2 · · ·Hjs . By the induction hypothesis,
per() = per(B0) =
∏
per(Hk) = per(Gj2) · · · per(Gjs).
Then by Theorem 2.2,
per
(∏
Gk
)
= per(G1) = per(G1)per() =
∏
per(Gk).
If 1 is behind 2 in the permutation, we can move G1 into the last position. The previous proof then
applies to the transpose of the product. Since the permanent of amatrix and its transpose are the same,
the proof is complete. 
By Corollary 2.3, to compute the permanent of a GCB-matrix, we only need to compute the perma-
nents of matrices of smaller sizes.
Any (0, 1)-matrix A can be regarded as the incidence matrix for a configuration of subsets of some
set X . The number of distinct systems of distinct representatives for this configuration is per(A), see
Theorem 1.2.3 in [3]. From the above corollary we obtain the following.
Corollary 2.4. For the generalized complementary basic matrix
∏
Gk in (4) where each Ak matrix is a
(0, 1)-matrix, we have that the number of distinct systems of distinct representatives for the configurations
is multiplicative.
We now consider the case where each Ak, k = 1, . . . , s, is an all 1’s matrix.
Corollary 2.5. Independent of the ordering of the factors, for the generalized complementary basic matrix∏
Gk in (4) where each Ak matrix is an all 1’s matrix, we have that
per
(∏
Gk
)
= (k1!)(k2!) · · · (ks!).
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Let us call, for amoment, a square (0, 1)matrix of order at least 2 lower zig-zag shaped, zz-shaped for
short, if it is irreducible and does not contain any submatrix [1 0] and
⎡
⎣ 0
1
⎤
⎦ . It is easily seen that such
a matrix has all entries in the upper-triangular part equal to one and also, by irreducibility, all entries
in the first subdiagonal equal to one. We then call it simple if also all entries in the second subdiagonal
are equal to one.
Example 2.6. The matrix
M0 =
⎡
⎢⎢⎢⎢⎢⎣
1 1 1 1
1 1 1 1
1 1 1 1
0 1 1 1
⎤
⎥⎥⎥⎥⎥⎦
is a simple zz-shaped matrix whereas the matrix
M1 =
⎡
⎢⎢⎢⎢⎢⎣
1 1 1 1
1 1 1 1
0 1 1 1
0 1 1 1
⎤
⎥⎥⎥⎥⎥⎦
is a zz-shaped matrix which is not simple.
Theorem2.7. Every zz-shaped (0, 1)matrix A = [aik] can bewritten as a product G1G2 . . . Gs of the form
(4), where s − 1 is the number of zero entries aik satisfying i − k = 2 and the matrices Aj, j = 1, . . . , s,
are simple zz-shaped matrices obtained as corresponding principal submatrices of A. In addition,
perA = perA1perA2 . . . perAs.
Proof. If A has no zero entry aik with i− k  2, then it is a simple zz-shapedmatrix itself. Otherwise,
let ai0,k0 = 0 be such an entry satisfying i0 − k0  2, with the smallest i0. Then i0 − k0 = 2 and the
(i0 − 1) × (i0 − 1) upper-left corner submatrix A1 of A is a simple zz-shaped matrix. Analogously as
in (7), A is then the product of the matrix (for k = i0 − 1)⎡
⎣ A1 0
0 In−k
⎤
⎦
and the matrix
B =
⎡
⎣ Ik−1 0
0 B0
⎤
⎦
where B0 is again a zz-shaped (0, 1) matrix. Continuing this procedure, we get the result. 
Remark 2.8. This theorem can simplify the computation of the permanent of a zz-shaped (0, 1)
matrix. The matrix M1 in Example 2.6 is the product G1G2 since s = 2; here, A1 =
⎡
⎣ 1 1
1 1
⎤
⎦ and
A2 =
⎡
⎢⎢⎣
1 1 1
1 1 1
1 1 1
⎤
⎥⎥⎦ . Thus perM1 = 2!3!, i.e., 12.
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We also make an observation about Hadamard products.
Remark 2.9. Let A = ∏ Gk = Gi1Gi2 · · · Gis and B =
∏
Hk = Hi1Hi2 · · ·His be n × n generalized
complementary basic matrices, each associated with submatrices of the same sizes ki1 , ki2 , . . . , kis .
Then
A ◦ B = ∏(Gk ◦ Hk),
which is also a GCB-matrix. Hence,
per(A ◦ B) = ∏ per(Gk ◦ Hk).
3. The plus-permanental polynomial
In the sequel, we shall call the polynomial per(A+λIn) the plus-permanental polynomial of an n×n
matrix A. Theword plus-permanental is used for simplicity, the results hold for the usual permanental
polynomial as well.
Lemma 3.1. Suppose the integers n, k satisfy n > k > 1. Let A0 be a matrix of order k, B0 be a matrix of
order n − k + 1. Then the plus-permanental polynomial of the n × n matrix AB, where
A =
⎡
⎣ A0 0
0 In−k
⎤
⎦ and B =
⎡
⎣ Ik−1 0
0 B0
⎤
⎦ ,
can be written as
per(AB + λIn) = per(A0 + λP)per(B0 + λQ) + λper(Aˆ0 + λIk−1)per(Bˆ0 + λIn−k), (8)
where Aˆ0 is the (k−1)× (k−1) upper left corner submatrix of A0, Bˆ0 is the (n− k)× (n− k) lower-right
corner submatrix of B0, P =
⎡
⎣ Ik−1 0
0 0
⎤
⎦, and Q =
⎡
⎣ 0 0
0 In−k
⎤
⎦ .
Proof. The (k, k)-entry of the matrix AB+ λIn is akkbkk + λ. Let us write per(AB+ λIn) as the sum of
permanentsof twomatriceswhichdiffer in thekth columnonly. Thefirsthas all theoriginal offdiagonal
entries and the (k, k)-entry akkbkk, the second just λ as the kth entry and zeros elsewhere in the kth
column. By Theorem 2.2, the first permanent coincides with the first term on the right-hand side of
(8). The second permanent coincides, by the formula for the permanent of a reducible matrix, with
the second term in (8). 
Theorem 3.2. In the notation of Lemma 3.1, we have
per(AB + λIn) = per(BA + λIn). (9)
Proof. Observe that the plus-permanental of a matrix and its transpose are the same. Applying that
to the matrix BA, we obtain by (8),
per(BA + λIn) = per((BA)T + λIn)
= per(ATBT + λIn)
= per(AT0 + λP)per(BT0 + λQ) + λper(AˆT0 + λIk−1)per(BˆT0 + λIn−k)
= per(A0 + λP)per(B0 + λQ) + λper(Aˆ0 + λIk−1)per(Bˆ0 + λIn−k)
= per(AB + λIn). 
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Remark 3.3. The equality (9) does not hold in general for n  2.
We are now able to prove the result analogous to that for the characteristic polynomials of GCB
matrices in Theorem 1.5.
Theorem 3.4. Independent of the ordering of the factors, the products
∏
Gk in (4) have the same plus-
permanental polynomial.
Proof. We prove that
per
((∏
Gk
)
+ λIn
)
= per((G1 . . . Gs) + λIn) (10)
independent of the order of the factors. We use the fact that the matrices Gi and Gk commute if|i− k| > 1. Thus we canmove Gs in (∏ Gk) to the left as far as possible without changing the product,
i.e., either to the first position, or until it meets Gs−1. In the latter case, move the pair Gs−1Gs as far
to the left as possible, and continue until such product is in front. Then take the largest remaining
index andmove the corresponding G to the left, etc. In this way, we arrive at the left normal form of the
product (
∏
Gk):
∏
Gk = (Gt1Gt1+1 · · · Gs)(Gt2Gt2+1 · · · Gt1−1) · · · (G1G2 · · · Gtr−1).
Weshall now reduce the number of terms (expressions in the parentheses), until it reaches one. If there
is only one term,
∏
Gk has already the form on the right-hand side of (10). Otherwise, denote the first
term (Gt1Gt1+1 · · · Gs) as B and the expression (Gt2Gt2+1 · · · Gt1−1) · · · (G1G2 · · · Gtr−1) as A. The ma-
trices A and B have then exactly the form in Theorem 3.2. Therefore, by this theorem, per(BA+λIn) =
per(AB + λIn). The matrix AB has then the form (Gt2Gt2+1 · · · Gt1−1) · · · (G1G2 · · · Gtr−1)(Gt1Gt1+1· · · Gs). Ifwetransformthismatrix to the leftnormal formwearriveat thematrix (Gt2Gt2+1 · · · Gt1−1Gt1
Gt1+1 · · · Gs) · · · (G1G2 · · · Gtr−1)with the number of terms smaller by one. Repeating this procedure,
we finally arrive at only one term, i.e., (10). 
4. Concluding remarks
There are a number of interesting related papers, including [1,5,6]. Specifically, for compound
matrices, the authors in [1] show that for nonnegative matrices
Pk(AB)  Pk(A)Pk(B), (11)
where Pk denotes the k-th permanent-compound matrix. Hence, for nonnegative matrices, we have for
all k = 1, . . . , n that
per((AB)(i, i))  per(A(i, i))per(B(i, i)), (12)
where i denotes a set of k rows/columns, and (A(i, i)) is the submatrix of A at the intersection of those
rows and columns. The inequality (12) was also shown in [5].
It is straightforward to show that for matrices A and B as in Theorem 2.2, and for k = 1, 2, and n,
we in fact have equality in (12). The result for k = n actually follows from Theorem 2.2. One question
is then the following. For GCB-matrices, to what extent can we prove equality in (11) and (12) for the
other values of k, namely k = 3, . . . , n − 1? This is a topic for further research.
We remark that in a follow-up paper we will investigate the irreducibility and other properties of
GCB-matrices.
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