Bounding node-to-sink latency is an important issue of wireless sensor networks (WSNs) with a quality of service requirement. This paper proposes to deploy multiple sinks to control the worst case node-to-sink data latency in WSNs. The end-to-end latency in multihop wireless networks is known to be proportional to the hop length of the routing path that the message moves over. Therefore, we formulate the question of what is the minimum number of sinks and their locations to bound the latency as the minimum d-hop sink placement problem. We also consider its capacitated version. We show problems are NP-hard in unit disk graph (UDG) and unit ball graph, and propose constant factor approximations of the problems in both graph models. We further extend our algorithms so that they can work well in more realistic quasi UDG model. A simulation study is also conducted to see the average performance of our algorithms.
Introduction
The recent advances in microelectronic technologies have enabled a whole new kind of network, namely Wireless Sensor Network (WSN). WSN has a broad range of important applications and thus attracted lots of attentions recently (Akyildiz et al., 2002) . A mechanism for predictable node-to-sink latency is an important building block of WSNs with a Quality of Service (QoS) requirement. Owing to the reason, many efforts have been made to bound the node-to-sink data latency in WSNs (Sohrabi et al., 2000; Caccamo et al., 2002; Lu et al., 2002; Akkaya and Younis, 2003; He et al., 2003; Felemban et al., 2005) . In most cases, it has been implicitly assumed that there exists a node-tosink routing path satisfying an application's worst case node-to-sink latency requirement if certain conditions are met (e.g. lower congestion level, proper routing path), and such path was secured using various mechanisms such as congestion control, proper routing path selection and packet admission control.
It is well known that, in multi-hop routing, end-to-end latency increases proportional to the number of hops in the routing path due to queuing and processing delay at each intermediate node, which is significantly greater than the propagation delay in radio communication (Youssef and Younis, 2007; . Therefore, if the hop distance from a node to a sink is very large, it will be very difficult to support a very tight node-to-sink data latency requirement of some WSNs. To deal with this issue, we propose to deploy multiple sinks (e.g. miniature helicopters, vehicles, robots) in proper locations which can relay the messages they collected from the nodes to the users directly. Intuitively, this approach will help to reduce the worst case data collection latency of a WSN. In addition, our approach can be harmoniously used with the other existing latency control mechanisms. Despite the fact that adopting multiple sinks may increase the cost of building a WSN, this could be still a promising approach for many node-to-sink delay sensitive applications such as intrusion detection and earthquake monitoring over a vast area in which we cannot design a WSN satisfying a rigorous node-to-sink delay requirement only using a single sink.
To the best of our knowledge, the idea of exploiting multiple sinks (or relay nodes) to bound the node-to-sink latency in WSNs is rarely discussed in the literatures (Kim et al., 2011) . In fact, most existing researches about multiple sink (or relay node) deployment problems were focused on how to utilise the sinks (or relay nodes) to meet a certain connectivity requirement (Zhang et al., 2007; or to maximise network lifetime (Lloyd and Xue, 2007) . Therefore, the existing researches on sink (or relay node) placement problems do not apply to our case, and new algorithms have to be investigated. This paper considers a popular heterogeneous WSN model (Akyildiz and Kasimoglu, 2004; Rezgui and Eltoweissy, 2007; Cheng et al., 2008; Wang et al., 2009a; Wang et al., 2009b; Kim et al., 2010) , which consists of (a) several sinks (or relay nodes) with a huge battery and a long range communication device (e.g. satellite transceiver) to forward the messages to users directly and (b) numerous cheap static sensor nodes. This model is a nice abstraction of several important WSNs such as battlefield surveillance where a set of cheap lightweight sensor nodes are deployed from aeroplane and a set of properly equipped vehicles or miniature flying machines (e.g. helicopters) act as sinks. Given that multiple sinks are available, it is apparent that the worst case node-to-sink latency in such system can be better controlled by carefully locating the available sinks. It is also important to notice that such sinks are generally expensive to purchase and operate. This observation arises the following interesting question: given a user's maximum tolerable node-to-sink latency bound, what is the minimum number of sinks needed and their locations? In the rest of this paper, we strive to answer this question. The major contributions of this paper are as follows.
1 It is known that in wireless networks, the worst case end-to-end data latency is proportional to the hop distance between them (Youssef and Younis, 2007; . Inspired by this fact, we introduce a new approach to bound the worst case maximum data collection latency in WSNs using minimum number of sinks. We define the problem of deploying the minimum number of sinks to meet a given worst case node-to-sink latency requirement as the Minimum d-Hop Sink Placement (MdHSP) problem. Note that this multiple sink placement strategy can be used together with the other existing ones to efficiently bound the worst case data collection latency of a WSN.
2 In a WSN, a sink becomes a bottleneck of the network if there are too many nodes which desire to send messages to the sink. Apparently, as the WSN becomes busier, this situation will be aggravated and it will be very difficult to control the worst case data collection latency. In other word, if we limit the number of nodes forwarding messages to the same sink, the worst case node-to-sink latency can be controlled more effectively. (Kuhn et al., 2003) , and propose new heuristic algorithms for them. While we only consider δ-qUDG, this algorithm also works in 3-D counterpart, namely δ-qUBG. We also describe how CMdHSP can be solved in δ-qUDG and δ-qUBG.
The rest of this paper is organised as follows. Section 2 introduces several notations, definitions and assumptions. Our main results including the constant factor approximations for MdHSP and CMdHSP are presented in Section 3. The extensions of our algorithms for MdHSP and CMdHSP in δ-qUDG are presented in Section 4. The simulation results and their analysis are given in Section 5. Section 6 introduces related work. Finally, Section 7 concludes this paper and presents some future works. The NP-hardness proofs of MdHSP and CMdHSP are presented in Appendix.
Notations, definitions and assumptions
Notations and definitions: in this paper, G = (V, E) is a graph with a vertex set V = V(G) and an edge set E = E(G). Depending on the context, G can be either UDG, UBG or δ-qUDG. Hopdist (u,v) means the number of edges on the shortest path between two nodes u and v.
( , ) Eucdist u v is the Euclidean distance between two nodes u and v. N[v] is the set of nodes neighbouring to v. 
In δ-qUDG, there will always be a communication link between two nodes if they are close enough (i.e. at most δ apart from each other). On the other hand, there will be no link if they are far enough from each other (i.e. greater than 1). For moderate distance (i.e. < ( , ) 1 Eucdist u v δ ≤ ), the existence of a communication link will be dependent on the runtime environmental factors such as ambient noise and interference level. It is known that δ-qUDG models realworld wireless networks much better than UDG (Kuhn et al., 2003) . In the rest of the paper, we will assume that there will be a link between two nodes u, v such that < ( , ) 1 Eucdist u v δ ≤ with some known probability 0 < p < 1.
Note that if δ = 1, then a δ-qUDG is equivalent to an UDG.
is not an IS.
Note that an MIS of G is a DS of G. Also, finding a minimum DS in UDG is a NP-hard problem (Johnson, 1974) , and thus is NP-hard in UBG.
Definition 9 (Maximal d-hop independent set -MdIS): Assumptions: Now, we enumerate the major assumptions of this paper. First, this paper assumes that WSNs consist of a set of homogenous (i.e. the same hardware) sensor nodes with a set of powerful sinks. Second, we assume that the sinks can be located at any place. This can be possible if the sinks are flying machines such as miniature helicopters or the space on which the sensor nodes are deployed has no obstacles. Third, we assume the input graph is randomly generated and is connected.
is a MdIS of G if 1) I d is a d-IS and 2) for any
If an input graph is disconnected, our algorithms will treat each of connected components as an independent graph. In fact, this assumption will not degrade the performance of our algorithms arbitrarily bad. That is, if an input graph consists of a set of connected components such that the distance between any two connected components is greater than two, then this assumption does not degrade the performance of the algorithms. If there are two components whose distance is no greater than two, the approximation factor of our algorithms under such assumption increases no greater than five times in UDG and 12 times in UBG. This is because in UDG, a node has at most five independent neighbourhoods (Lemma 7), and in UBG, a node has at most 12 independent neighbourhoods (Lemma 1).
Constant factor approximations of MdHSP and
CMdHSP in UDG and UBG
In Section 3.1, we show a simple colouring algorithm (Algorithm 1) is a constant factor approximation algorithm for MdHSP in both UDG and UBG models. In Section 3.2, we use this result to propose a constant factor approximation algorithm (Algorithm 2) for CMdHSP in both UDG and UBG models. Note that in both UBG and UDG, an MdIS is a d-hop Dominating Set (d-DS), which is a feasible solution of MdHSP. Therefore, we will focus on the worst case performance analysis of this strategy. In Section 3.1.1, we assume G is UBG and proceed our analysis. In Section 3.1.2, we modify this proof to analyse the performance ratio of Algorithm 1 for MdHSP in UDG.
Approximation Ratio of Algorithm 1 in UBG
In this section, we assume G is UBG. 
Lemma 1 (Butenko et al., 2010) 
. However, this contradicts to our assumption that u a and u b are two different elements of U, and therefore more than d-hop far from each other. As a result, if d is even, k ≤ 1 must be true.
• By combining our analysis on Case 1 and Case 2 above, we can conclude that k ≤ 12 is true for any d ≥ 1 and thus this lemma holds true. Now, we find the upper bound of | |
• P u be the set of nodes in the shortest path from u to v which includes u and v,
• B w be a unit ball whose centre is w and radius 1/2 for each w ∈ Q u , and
Now, we show some property of A u .
Proof: Suppose for some , 
Lemma 5: Suppose OPT d-DS is an optimal d-DS of G and S is an output of Algorithm 1 (i.e. an MdIS of G). Then
Proof: For every 
By combining this with Lemma 2, we can conclude that = , , , , ,
member of MIS(N(c i )). In the second case, v is d-hop dominated by w, a member of MIS(N(c i )). In either case, v is d-hop dominated by at least one member of MIS(N(c i ))
, and thus this claim is true. From this claim, we can conclude
OPT c c c does.
From Lemma 1, each c i can have at most 12 independent neighbours in UBG, and therefore, | ( ( ))| 12
Since it is possible ( ) ( )
and the lemma is true. 
Approximation ratio of Algorithm 1 in UDG
In this section, we assume G is UDG. The outline of our performance analysis is similar to the one in the previous section. We reuse the definitions of OPT MdHSP Q u , and A u . However, we define B w be a unit disk (instead of a unit ball) whose centre is w and radius 1/2. Lemma 7 (Wan et al., 2002) : A unit disk of radius one can contain at most five independent points.
Lemma 8: Suppose I d is an MdIS of G = (V, E). Then, for
each v ∈ V, there are at most five nodes in I d , which are
Proof: The proof of this lemma is very similar to that of Lemma 2. Only difference is that since we assume G is UDG, we need to use Lemma 7 instead of Lemma 1. In detail, by applying Lemma 7 to the Case 2 analysis of Lemma 2, it is trivial to show that | | 5
Clearly, Lemma 3 is still true in UDG since its proof does not rely on the fact that G is UBG. However, Lemma 4 has to be modified properly.
Lemma 9: The area of A u is at least (d -3)π/16 in G.
Proof: The basic structure of this proof is equivalent to the proof of Lemma 4. However, since each B w is a unit disk whose radius is 0.5, and its centre is w, the area of A u is at least 
K ′ can be bounded using the area of the big disk whose radius is d + 0.5 and the lower bound of the area of each A u , which is given in Lemma 9. In detail
By combining this with Lemma 8, we can conclude that
Proof: In order to show this lemma is true, we can reuse most of our argument for the proof of Lemma 6. We just need to replace Lemma 1 with Lemma 7. In particular, equation (1) Construct a shortest path tree T of M rooted at s i .
For each node w ∈ T, let T w be the subtree of T, rooted at w.
6:
Let u be the root of T.
7:
while u has a child v with
end while 10:
Let v 1 , v 2 ,…, v h be all children of u in the ordering 1 Executes Algorithm 1 to assign a set S of sinks to the given set V of sensor nodes without considering the additional constraint of the CMdHSP problem that each sink can serve at most k sensor nodes.
2 Suppose each node is a member of its nearest sink (a tie can be broken arbitrarily). For each sink s i ∈ S and the set M(s i ) of the members of s i , additional sinks are placed if necessary so that no sink would d-hop dominate more than k nodes in M(s i ).
The first step is well discussed in Section 3.1. Therefore, we will focus our discussion on the second step. The outline of this step is as follow. For each
Otherwise, a shortest path tree T of ( ) { } 
. Clearly, such i should exist due to the property of T u . Note that
has to be true since otherwise T T from the tree T u . We repeat this until the remaining part of T u is smaller than or equal to k. At last, if the size of remaining part is exactly k, we can employ one more sink at u and assign all the remaining nodes as the member of u.
Once one or more sinks are assigned, we remove the nodes which are members of the new sinks from M(s i ) and repeat the procedure above (find another u and assign additional sinks). In this way, M(s i ) will be broken into several (zero to many) smaller subsets of nodes, each of whose size is at least k/2 [see equation (2)]. Also there can be at most one exceptional subset of nodes whose size is less than k/2. Algorithm 2 is the formal description of CMdSPA.
Note that after CMdSPA is executed, we may want to reorganise each M(s i ) such that the average distance between (s i ) and its member can be reduced. While such optimisation technique can reduce average delay further down, it does not improve the performance of CMdSPA algorithmically. Proof: Clearly, Line 1 of Algorithm 2, which is a simple colouring algorithm, takes O(n 2 ) time. In Line 5, the algorithm constructs a shortest path tree rooted at s i and this takes ( ) O n time where =| ( ) | . i n M s Note that at the same time, each node can remember the number of ancestors. This makes the running time of Lines 7-9 to be O(n). For Line 10, we need to use a sorting algorithm and this takes totally ( log ) O n n time since each node involves sorting at most once. For the last while-loop (Lines 11-15), the total running time is 2 ( ) O n because when S is updated, M(v), the set of descendants of every ancestor v of u will be updated. Therefore, Lines 2-20 takes 2 ( ) O n time. As a result, the total running time of Algorithm 2 is O(n 2 ).
Approximation ratio of CMdHSP in UBG
Now, we analyse the performance ratio of Algorithm 2 for CMdHSP in UBG. Let us define the CMdHSP-R problem whose goal is equivalent to that of CMdHSP except that we are allowed to put each sink only on an existing node in V. Clearly, Algorithm 2 produces a feasible solution of CMdHSP-R since the algorithm picks a subset D of the nodes V and place a sink very near to each of the nodes. Let OPT CMdHSP-R and OPT CMdHSP be an optimal solution of CMdHSP-R and an optimal solution of CMdHSP, respectively. Then, we first show that
, and use result to show that
Lemma 12: In UBG, the approximation ratio of Algorithm 2 for CMdHSP-R is O(d 2 ).
Proof: Let 1 = { , , } l S s s be the set of the sinks deployed by Line 1 of Algorithm 2. For each sink s i ∈ S, let M(s i ) be a subset of the members of (s i ). Now, we will bound the maximum number of subsets generated from M(s i ) after Lines 2-20 of Algorithm 2 is applied. For this purpose, we will count the number p of the subsets whose size are less than k/2 first and the number q of subsets whose size are at least k/2 later. 1 After Algorithm 2 is applied, we will obtain at most one subset with size less than k/2 from M(s i ). That is, if we have more than two of those, they have to be merged into one by the algorithm.
2 After Algorithm 2 is applied, the number q of subsets with size at least k/2 from M(s i ) cannot exceed 2n/k since otherwise, the total number of nodes in M(s i ) must exceed n.
By Lemma 5, we have (N(c i ) ) as we showed in the proof of Lemma 6. We would like to emphasise that it is always possible for each node in M(c i ) to be a member of a node in MIS (N(c i ) ) such that the number of members assigned to a particular node in MIS (N(c i )) and this theorem holds.
Then, M(c i ) is d-hop dominated by MIS

Algorithm 3
MdHSPA-qUDG (G = (V,E), d, P, p)
⎦ . /* maximum number of unreliable links permitted in a routing path */ 2: From the δ-qUDG G, we induce G as follows: (a) copy 6: while there is a white node u ∈ V ( G ) do
7:
Colour u black and set S ← S ∪ {u}.
8: Colour each white node
9: end while 10: Place a sink s on (or nearby) each node u in S.
Approximation Ratio of CMdHSP in UDG
Now, we analyse the performance ratio of Algorithm 2 for CMdHSP in UDG. . This can be directly obtained from the proof of Theorem 4 if we employ Lemma 11 instead of Lemma 6. As a result this theorem is true.
Extensions to δ-quasi unit disk graph
In the previous section, we studied MdHSP and CMdHSP in UDG and UBG. However, due to the salient features of wireless communication such as signal collision and interference, UDG and UBG may not be accurate enough for some applications. To overcome this limitation, we study the MdHSP and CMdHSP in δ-qUDG and δ-qUBG, which are known to be more precise and realistic than UDG and UBG, and propose new heuristic algorithms for them based on our results in the previous section.
A heuristic for MdHSP in δ-qUDG
Let us first introduce a heuristic algorithm for MdHSP in δ-qUDG, namely MdHSPA-qUDG (Algorithm 4). Roughly speaking, this algorithm consists of two phases. The first phase (Lines 1-3) consists of several pre-processing steps for the second phase (Lines 4-10). Algorithm 4 uses a popular variation of δ-qUDG as a network abstraction, in which a routing path from a node to a sink can include both reliable links (whose length is at most δ) and unreliable links (whose length is between δ and 1, and each of which will be available with a probability p). Clearly, if the routing path includes more number of unreliable links, it is less likely that a message can be successfully delivered over the path.
In such environment, we claim that a wireless sensor network can sufficiently support a user's worst case node-tosink latency requirement if there is a path from each node to a sink whose hop length is no greater than d and the probability that the communication over the path is successful is at least some probability P given by the user. Note that under the second condition, the number of unreliable links in a routing path should not exceed = log p w P ⎣ ⎦.
Now, we describe the detail of Algorithm 4. In Line 1, the algorithm computes w. In Line 2, a new graph G is copied from given a δ-qUDG G such that ( )
. In a δ-qUDG G, there is no link between two nodes u, v whose Euclidean distance is < ( , ) 1
However, in G , we add an edge between every such pair of nodes. We will call ( ) ( ) E G E G ∩ as reliable links and ( ) ( ) E G E G as unreliable links. In Line 3, for each pair of nodes, we check the length of shortest path with at most w unreliable links between every pair of nodes. We call the path between two nodes by a satisfying path if (a) the hop length of the path is at most d and (b) the path does not include not more than w unreliable links. In the following subsection, we will discuss about the detail of our algorithm (Algorithm 4) to compute the length of a shortest satisfying path between each pair of nodes in G .
Lines 4-9 is a colouring algorithm similar to Algorithm 1. The major difference is that while in Algorithm 1, when a node u is coloured black, all white nodes v's such that there is a shortest hop path from u to v with length at most d becomes grey, Algorithm 3 colour a white node v grey if there is a path from u to v whose length is at most d and which does not include no more than w unreliable links. Finally, in Line 10, by putting a sink on each black node, we have a feasible solution of MdHSP in δ-qUDG.
SatisfiabilityTest: testing the existence of satisfiable path between nodes
Algorithm 4 that we introduced in the previous section relies on an algorithm to compute the length of the shortest path between two nodes with at most w unreliable paths. In this section, we implement this algorithm as a dynamic programming (Algorithm 4).
The detail of this algorithm is as follows. In this algorithm, 
Remark on δ-qUBG extensions
The extensions of MdHSPA and CMdHSPA for δ-qUDG do not use any dimensional property. That is, MdHSPA is based on a greedy colouring strategy. CMdHSPA is an extension of MdHSPA with a tree partitioning strategy Therefore, those extensions still work in the 3-D counterpart of δ-qUDG, namely δ-qUBG.
Simulation results and discussions
In this section, we study the average behaviour characteristics of our strategy via simulation. In particular, we will perform this study using Algorithm 1 in the physical interference model. We use the parameters for the physical model from Shi et al.'s (2011) study. Note that for the ease of exposition, we also normalised all units for bandwidth, distance, rate and power with appropriate dimensions as was done in the work of Shi et al. (2011) . We set the path-loss exponent, α, to 4 and the SINR threshold, β, to 3. We also ignore the ambient noise, which is very tiny value. We assume each node can transmit a signal at most 20 unit distances. Then, the maximum transmission power of each node is P max = α (20 4 ). We also assume that each node is using its maximum transmission power for communication.
Under the parameter setting, we prepare a 60 × 60× 60 3-dimensional space and randomly generate N nodes, which varies to 30, 40, …, 100. Once N nodes are deployed, we check whether a graph induced by the nodes is connected with the maximum transmission power of each node if each communication link is not affected by any interference. If the graph is disconnected, we discard the graph and produce a new graph so that we can have a connected network. We set the maximum hop distance D from a sink to its members to 1, 2 and 3. Per each parameter setting, we produce 100 graphs and average the results.
In this simulation, we introduce the following strategy to optimise the performance of MdHSPA and use it. That is, once MdHSPA is applied and a graph is partitioned such that each partition has a single sink, we relocate the sink very near to another node in the partition such that the average hop distance from a node in the partition to the sink is minimised while the maximum hop distance from a node in the partition to the sink does not exceed D. Figure 1 is the result of our simulation. Note that in this figure, N represents the number of nodes. The methodology of this simulation is as follows. Given a graph instance, we apply MdHSPA and install a set of sinks. Next, each sink is relocated as described above for optimisation. Then, we set the probability of each node to generate a node to 0.5%. For each unit time slot, which last for 100 unit time, following series of events will happen. First, each node generates a message using the probability (0.5%), and the node forwards it to the next hop in the shortest hop path to its sink. If the node also has a message to forward since it received the message from another node, the messages can be merged and transmitted altogether. Apparently, there can be more than one node which tries to transmit within one time slot, and therefore there can be some interfere among the concurrent transmissions. In such case, we simply drop all of those interfered messages. In reality, such problem can be solved by using appropriate scheduling algorithm, but will cause some extra delay. However, for our purpose, it is sufficient to count the number of such lost messages to see the severity of signal interference in our problem model since the actual worse case delay will increase proportional to drop ratio.
Before the discussion of our result, let us explain how dense the networks that we are working on by using following simple argument. In this simulation, we prepare a 60 × 60× 60 and deploy N wireless sensor nodes whose maximum communication radius is 20. Therefore, theoretically, we can place at most (c) The average packet drop rate.
From Figure 1a , we can learn that (a) as the number of nodes, N, increases, the algorithm places more sinks, and (b) as the maximum allowable hop distance from a node to its nearest sink, represented by D, increases, the algorithm places less sinks. Figure1b shows the average number of nodes dominated by a sink by our algorithm against the upper bound, which is the average of the largest number of nodes which d-hop dominates a single node in the graphs tested per each parameter setting. As we can see from Figure1b, the size of each cluster increases as either N increases (since as network density increases, one sink can dominate more number of nodes) and D increases (since with a larger D, a sink can dominate more nodes). Beside from the fact that our bound is not tight, the simulation results show there are still a room to obtain a better result by making an extra effort, which is reserved as our future work. In general, the drop ratio increases as the size of each cluster increases. For example, the average cluster size with D = 2, N = 60 is 5.203 while that with D = 3, N = 30 is 5.825. In each case, the drop ratios are 5.8124% and 4.8070%, respectively. This means that D has a significant impact on the delay if the interference is considered. This also implies that CMdHSPA will work more efficiently than MdHSPA in busy network since it can suppress the drop ratio by limiting the number of nodes which can potentially send a message to the sink. Overall, our simulation result shows that hop distance is a good metric to represent the worst case latency of WSN if the network density (which is proportional to N) is low and the probability that each node produces a message in each unit time slot is low. However, if we want to deploy our algorithm in a large scale dense WSN with large D value, we have to further investigate a good scheduling strategy for our problem. We believe this is quite difficult to be done and thus reserve it as a part of our future work.
Related work
Related work in network community
Recently, several efforts are made to bound the node-to-sink data latency in WSNs (Sohrabi et al., 2000; Caccamo et al., 2002; Lu et al., 2002; Akkaya and Younis, 2003; He et al., 2003; Felemban et al., 2005) . One of the earliest efforts to provide a bounded node-to-sink data latency guarantee for WSN was made by Sohrabi et al. (2000) who proposed the Sequential Assignment Routing (SAR) algorithm. This algorithm assigns the same priority to all the packets in the same flow. Each intermediate router forwards packets based on their priority. To find a routing path which can support a given worst case node-to-sink data latency requirement for a specific flow, multiple paths from the originator of the flow to its receiver are calculated and the one satisfying the requirement is used. Akkaya and Younis (2003) proposed a QoS protocol in which low priority is given to best-effort packets and high priority is given to real-time packets. Each intermediate router uses a scheduler and spends most of its resources for the real-time traffic, but also makes sure of assigning some resources for the best-effort traffic. As a result, packets with lower priority are not starved. He et al. (2003) proposed the Stateless Protocol for Real-Time Communication (SPEED) algorithm for WSN. This algorithm also uses a per-flow based priority assignment strategy like SAR. However, instead of looking for a path satisfying a given worst case node-to-sink data latency requirement among multiple paths between a sender and a receiver, it uses a geographic forwarding strategy, which does not require to find a routing path before sending packets. One interesting feature of this algorithm is that the algorithm does not admit a packet whose required maximum tolerable latency is smaller than what the system can possibly support. Felemban et al. (2005) introduced the multi-path multi-SPEED (MMSPEED) routing protocol, which considers not only the maximum node-to-sink delay guarantee issue, but also the reliable transfer in WSN. The first feature for guaranteed maximum node-to-sink delay is similar to that of SPEED, in the sense that it is using a geographic forwarding. However, in MMSPEED, each packet may have a different priority, which can be changed at any intermediate router based on its deadline and remaining geographical distance between the router and the receiver of the packet like the real-time communication architecture for large-scale wireless sensor networks (RAP) by Lu et al. (2002) . For the second feature for reliable transfer, multiple nodes and edge disjoint paths which can satisfy a worst case node-to-sink data latency are selected and the multiple copies of the packet are forwarded through the multiple disjoint paths.
The implicit Earliest Deadline First (EDF) packet scheduling algorithm by Caccamo et al. (2002) is a decentralised variation of the traditional EDF scheduling algorithm. If most traffic is periodic and all periods are known in advance, the implicit EDF can find the schedule which meets the real-time constraint of each packet as long as it does exist.
Related work in algorithm community
To the best of our knowledge, there are only few works which used multiple sinks to provide a worst case node-tosink data latency in WSN. In the work of Kim et al. (2011) , we studied the k-Sink Placement Problem (k-SPP), whose goal is to place k-sinks such that the maximum hop distance between a node and its nearest sink is minimum. That is, the goal of k-SPP is to best-utilise limited number of sinks so that the worst case node-to-sink delay is minimised. In opposition, in MdHSP studied in this paper, we have a maximum tolerable node-to-sink delay requirement, which cannot be negotiated unlike k-SPP, and we would like to minimise the number of sinks to meet the requirement so that our solution is the most cost-efficient. Algorithmically, they are completely different problems, since k-SPP is proven to be APX-complete and does not allow any approximation better than 2 (Kim et al., 2011) , and MdHSP exhibits a structure to admit a PTAS and allow (1 + ε)-approximation for a small constant ε (Wang et al., 2009a) .
MdHSP resembles the minimum d-hop dominating set (d-DS) problem in a sense that both of them are looking for a subset S of nodes which d-hop dominate a given graph G = (V, E). However, there is a big difference between them: in the minimum d-DS problem, the S V ⊆ , but in MdHSP, the nodes in S can be located in any locations. In the work of Kim et al. (2011) , we showed that we can compute a set of positions S′ with size
includes an optimal solution of MdHSP. Even with this technique, those problems are still algorithmically different. As we will in this paper, an approximation for the d-hop dominating set problem is a feasible solution for MdHSP since (a) in UDG, this approach will require at least five times larger S than an optimal solution by Lemma 7 and in UBG, it is 12 times larger than an optimal solution by Lemma 1, and (b) the worst case performance analysis of this approach is not trivial. ) in UBG. Moreover, we extended those algorithms so that they can work in δ-qUDG. We believe that our approach can help to reduce the worst case data collection latency of a WSN in conjunction with the other existing latency control mechanisms harmoniously. As a future work, we plan to study a variation of our MdHSP and CMdHSP in which sinks cannot be located on arbitrary place, but on the subset of designated places. We are also interested in studying the problems in more realistic abstraction of WSN such as physical interference model (i.e. Signal-to-Inference and Noise Ratio (SINR) model). Proof: It follows immediately from the fact that UDG is a special case of δ-qUDG.
The decision version of MdHSP with d = 1 is the same as UDCP, which is proved to be NP-complete (Johnson, 1974) . However, this does not necessarily mean the decision version of MdHSP is NP-complete. For instance, it was necessary to show the minimum connected d-hop dominating set problem is NP-hard even though the minimum (1-hop) dominating set problem is a well-known NP-hard problem (Nguyen and Huynh, 2006) . In the rest of section, MdHSP means the decision version of MdHSP. It is easy to see that MdHSP is in the class-NP. In this section, we assume d ≥ 2 and prove that MdHSP is still NP-complete. Formally, given a Boolean expression
, the 3-SATisfiability (3-SAT) problem is to determine if there is a set
To show the NP-completeness of our problem, we reduce from the PLANAR 3-SAT problem, which is strongly NP-complete (Lichtenstein, 1982) . In an instance of PLANAR 3-SAT, we are given a planar bipartite graph whose nodes on one class of the bipartition represent the variables u 1 , …, u n , and whose nodes on the other class represent the clauses, C 1 , C 2 ,…,C m , and edges connect each clauses to the three variables it contains. Moreover, there are edges like 1 2 . Later we will show that from any PLANAR 3-SAT instance, we can make an equivalent formula such that each variable appears at most three times.
Here is the general idea of our reduction. , we construct an UDG G c on a grid space such that a satisfiable assignment for C implies an optimal solution T of MdHSP on G c and vice versa. In MdHSP, each sink can be placed at any point on the plane. We will construct G c carefully so that there is an optimal solution T such that ( ) C T V G ⊆ . Precisely, in our construction, the maximum degree of G c is at most four. By Valiant (1981) , a Planar graph with maximum degree four always can be embedded in a grid. Therefore, cases as shown in Figure A2 (a)-A2(c) will never happen. Figure  A3 (d)-A3(g) illustrate that a sink can move to the location of one of the nodes of the graph while it is d-hop dominating the same set of nodes of G c . In our construction of G c , a sink normally 1-hop dominates at most three nodes. Only exception is the case (g) in Figure A3 , where a sink is placed on one of existing sensor node in G c . In this way, we can show the NP-completeness of our problem by showing that finding an optimal d-DS on G c is NP-complete. In the following sections, we give some details of our constructions. We always assume that all edges in the UDG have unit length, which is one. 
