abstract: In this paper, we study some regularity results of solutions of the Poisson equation △u = f, in Musielak-Orlicz spaces.
Introduction
Let Ω be an open subset of R N with N ≥ 2 and let f be a distribution on Ω. We consider the Poisson equation △u = f in Ω.
(1.1)
The regularity of solution u of the equation(1.1), in relation to the regularity of the second member f is one of the classical questions concerning this equation (cf . [6] [7] [8] [9] ). In particular, it's well known that if u is a solution de (1.1) then: (R 1 ) If f is a distribution of order 1 (resp. 0), then the solution u ∈ L (resp. r > N ), then u is continuous (resp. continuously differentiable) on Ω.
∂xi∂xj ∈ L p (Ω) for all 1 < p < ∞. In the case where p = 1 (resp. p = ∞) the second derivatives of u are in general not integrable (resp. bounded) in Ω. These results are been generalized by E.Azroul,A.Benkirane and M.Tienari in the setting of Orlicz-spaces( [3] )L M (Ω), where the exponent function t p is replaced by an N-function M convex even and nondecreasing . In this work, we propose to generalize the previous results ( [3] ) to the case of the spaces of Musielak-Orlicz L ϕ (Ω),where ϕ(x, t) is an N-function with respect to t and measurable function with respect to x. The main difficulty in our generalization lies in the fact that the function of Musielak-Orliczϕ depends also on the space variable, which makes impossible the use of classical operators of translation and convolution. Our results allow us, in particular, to obtain results of regularity in the case of Lebesgue spaces with variable exponents, see corollaries (3.1) and (3.2) .
This work is organized as follows: In Section 2 we recall some will-know preliminaries ,and results of Orlicz-spaces, Musielak -Orlicz Sobolev Spaces. In Section 3 we prove the analogous regularity result of (R1) and (R2) in the general setting of Musielak-Orlicz spaces. Final section is devoted to obtain in the radial case some regularity results on the second derivatives u, 2. Preliminary 2.1-Let M : R + → R + be an N-function (i.e. M is continuous, strictly increasing, convex with M (t) > 0 for t > 0,
M(t) t
→ 0 (resp. +∞) as t → 0 + (resp. t → +∞). Equivalently, M admits the representation M (t) = t 0 a(s)ds where the function a : R + → R + is nondecreasing, right continuous, with a(0) = 0, a(t) > 0 for t > 0 and a(t) → +∞ as t → +∞. The Orlicz-space L M (Ω) is the set of (equivalence classes of) real valued measurable functions u such that
2.2-
2.3-Musielak-Orlicz function Let Ω be an open set in R N and let ϕ be a real-valued function defined on Ω × R + and satisfying the following conditions a) ϕ(x, .) is an N-function for all x ∈ Ω. b) ϕ(., t) is a measurable function for all t ≥ 0.
A function ϕ which satisfies the conditions a) and b) is called Musielak-Orlicz function.
In this section we define Lebesgue spaces with variable exponents, L p(.) . They differ classical L p spaces in that the exponent p is not constant but a function from Ω to [1, +∞] We define P(Ω) to be the set of all measurable function p : Ω → (1, +∞) p ∈ P(Ω) are called variable exponents on Ω. We define p − = ess inf x∈Ω p(x) and p + = ess sup x∈Ω p(x).Ifp + < +∞,then we can p a bounded variable exponent .
For a Musielak-Orlicz function ϕ we put ϕ x (t) = ϕ(x, t) and we associate its nonnegative reciprocal function ϕ −1
x , with respect to t that is
The Musielak-Orlicz function ϕ is said to satisfy the ∆ 2 -condition if for some k > 0 and a non negative function h integrable in Ω, we have
When (2.1) holds only for t ≥ t 0 > 0, then ϕ is said to satisfy ∆ 2 near infinity. Let ϕ and γ be two Musielak-Orlicz functions, we say that ϕ dominate γ, and we write γ ≺ ϕ, near infinity (resp. globally) if there exist two positive constants c and t 0 such that for almost all x ∈ Ω γ(x, t) ≤ ϕ(x, ct) for all t ≥ t 0 , ( resp. for all t ≥ 0 i.e. t 0 = 0).
We say that γ grows essentially less rapidly than ϕ at 0 (resp. near infinity), and we write γ ≺≺ ϕ, if for every positive constant c we have
2.4-Musielak-Orlicz spaces We define the functional
where u : Ω −→ R is a Lebesgue measurable function.
The set
is called the generalized Orlicz class. The Musielak-Orlicz space (or the generalized Orlicz spaces) L ϕ (Ω) is the vector space generated by K ϕ (Ω), that is, L ϕ (Ω) is the smallest linear space containing
If p ∈ P(Ω) ,the spaces L p(.) fit into the framework of Musielak-Olicz spaces ,then we have:
The Musielak-Orlicz function complementary to ϕ in the sense of Young with respect to the variable t, is defined by
We define in the space L ϕ (Ω) the following norm
Let E ϕ (Ω) denote the closure in L ϕ (Ω) of the space of function u, which are bounded on Ω and have bounded support in Ω, it is a separable space and (E ϕ * (Ω)) * = L ϕ (Ω).(see [15] ) We say that a sequence of functions u n ∈ L ϕ (Ω) is modular convergent to u ∈ L ϕ (Ω) if there exists a constant λ > 0 such that
For any fixed nonnegative integer m we define
where α = (α 1 , ..., α n ) with nonnegative integers there exist a constant c > 0 such that inf
The space W m L ϕ (Ω) will always be identified to a subspace of the product |α|≤m L ϕ (Ω) = ΠL ϕ , this subspace is σ(ΠL ϕ , ΠE ϕ * ) closed. We denote by D(Ω) the space of infinitely smooth functions with compact support in Ω and by
the space of functions u such that u and its distribution derivatives up to order m lie to E ϕ (Ω), and
The following spaces of distributions will also be used :
We say that a sequence of functions
For a Musielak-Orlicz function ϕ, the following inequality is called the Young inequality:
Let us define:
The set E ϕ is a closed subset of L ϕ . Ω ϕ(x, tχ E )dx < +∞, for all t ≥ 0 and all measurable set E ⊂ Ω with mes(E) < +∞.
Theorem 2.4. [7] Let ϕ be a Musielak-Orlicz function locally integrable and let S be the set of simple functions then
If Ω is of finite measure and ϕ a Musielak-Orlicz function locally integrable then
Indeed: let f be a bounded function with compact support in Ω then:
We put: C 0 (Ω)={the continuous function with compact support contained in Ω} Corollary 2.6. If Ω is of finite measure and ϕ is a Musielak-Orlicz function satisfies the condition:
Indeed: Firsty by (2.5) ,we get: Let t ≥ 0,for allK measurable set,with mes(K) < +∞,
Since mes(Ω) < +∞, then mes(Supp s) < +∞, we may also assume that s(x) = 0, for all x ∈ Ω c . Applying Lusin's Theorem, we obtain a function φ ∈ C 0 (Ω) such that :
In the papier we assume that ϕ * satisfies the condition:
A function v locally integrable on Ω with mes(Ω) < +∞, belong to L ϕ iff there exists c > 0 such that
where 
[6] Let f be a distribution on R N with compact support. The distribution P.N (f ) = P N * f is called the Newtonian potential of f .
In particular, P N is the Newtonian potential of δ and each distribution u with compact support is the Newtonian potential of its Laplacian. 
also, there exists a constant λ 2 > 0 such that
which implies that there exists a subsequence (u n k ) such that
a.e in Ω for some h 1 (x) ∈ L 1 (Ω). On the other hand, using the convexity of ϕ we get
By virtue of Lebesgue theorem we get
Finally, we conclude the result for the original sequence (u n ) by a standard contradiction argument. In fact: If we assume that u n · f does not converge to u · f in L 1 (Ω) (i.e) there exists δ > 0 such that for all m, there exists n m > m such that u nm · f − u · f 1 > δ, then we can extract a subsequence (u n ) such that
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on the other hand, we have
Similarly, we can extract a subsequence of u nm (still denoted by u nm ) such that
Let ϕ be a Musielak-Orlicz function defined on Ω × R + , we say that ϕ satisfies the locally constant condition if for almost every x ∈ Ω, ∃ϑ x ( Neighborhood of x) such that ϕ(z, t) = ϕ(x, t), ∀z ∈ ϑ x and ∀t ≥ 0. Definition 3.3. Let ϕ be a Musielak-Orlicz function defined on Ω × R + . We say that ϕ satisfies the conditions ( * ) (resp ( * * )) if there is a function ϕ 1 defined on
N with compact support, ϕ satisfies the condition ( * * ) and g is radiale, decreasing with respect to x , then the convolution g * f is a function which lies in
with compact support and ϕ satisfying the locally constant condition then g * f is continuous.
Proof. 1)-Let r 0 > 0 such that suppf ⊂ B(0, r 0 ). We denote by µ the variation of f, using the Lebesgue decomposition theorem or theorem of Rdon-Nikodym we can write f = ε · µ, where ε is a Borel function taking the values +1 or −1. Let r > 0, we have
Taking ξ a continuous function on R N with a support in B(0, r), we have and
Hence by using (2.7), we deduce that g * f ∈ L loc ϕ (R N ). 2)-We will study the continuity of g * f at x 1 , let r 0 > 0 such that suppf ⊂ B(0, r 0 ) For R = r 0 + |x 1 | + 1, we have
( a.e x 2 ∈ B(x 1 , 1))
In order to facilitate the proof, we can assume that ϕ is locally constant all over on B(0, R) (otherwise we take B(0, R) \ A, with mes(A) = 0). So, ∀y ∈ B(0, R), ∃ r y > 0, such that ϕ(z, t) = ϕ(y, t), ∀z ∈ B(y, r y ) and ∀ t ≥ 0, then we have B(0, R) ⊂ y∈B(0,R) B(y, r y ). Since B(0, R) is compact then there exists y 1 ,y 2 ,...,y n and r 1 ,r 2 ,...r n such that:
(we denote r i instead of r yi ). We put: M i (t) = ϕ(y i , t) (it is an N-function), then ∀i ∈ {1, ...., n}, ∃λ i > 0 such that
Taking λ * = max i∈{1,..,n} λ i we have
, ∀i ∈ {1, ...., n} and
Hence by Lemma 2.1 we have
, then by Lemma 3.1, we get
i=1 Ω i such that Ω i are disjoint opens and let M i be an N-function ∀i ∈ {1, 2, .., n}. Then the Musielak-Orlicz function defined by ϕ(x, t) = n i=1 M i (t)χ Ωi (x) is locally constant. Definition 3.6. Let ϕ be a Musielak-Orlicz function defined on Ω×R + by ϕ(x, t) = ϕ 1 ( x , t) such that ϕ 1 defined on R + × R+. We say that ϕ satisfies the property (P 1 ) (resp (P 2 )) if
Indeed: we put r = (
On the other hand, since ϕ 1 is nondecreasing for the second variable then 1)-Assume that ϕ satisfies the condition ( * * ).
2)-Assume that ϕ satisfies the locally constant condition ((i.e) a.e x ∈ Ω ∃ϑ x (Neighborhood of x) such that ϕ(z, t) = ϕ(
Proof. Given an open Ω 1 such that Ω 1 ⊂ Ω and ̺ ∈ D(Ω) such that ̺ ≡ 1 on Ω 1 . Consider the functions F 0 = ̺f and F 1 = ∆(̺u) − F 0 . Let u 0 and u 1 be the Newtonian potential of F 0 and F 1 respectively. We have u 0 = P N * F 0 and
Moreover u 1 is harmonic on Ω 1 (because F 1 = 0 on Ω 1 ), and so u 0 and u have similar regularity (locally), then we can assume that: Ω = R N and f is a distribution with compact support and u = P · N (f ).
Indeed, for all real R > 0, we have
We have
We put: r =
where B(1, R) = x ∈ R N /1 ≤ x ≤ R then we find,
by using Lemma 3.4, we are getting
Indeed, for all real R > 0 we have
If R > 1, we get
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On the other hand:
b)-Assume that: ord(f ) = 1 and ϕ satisfies (P 2 ) we have
. 2)-We assume that ϕ is locally constant all over on B(0, R) (otherise,we take B(0, R) \ Asuch that mes(A) = 0). Since B(0, R) is compact then ∃ y 1 ,y 2 ,...,y m ∈ B(0, R) and r 1 > 0,r 2 > 0,....,r m > 0 such that:
all real R > 0 we have:
then by using Lemma 3.4, we have ∂u ∂xi is continuous, ∀i ∈ {1.2, ..N }, On the other hand:
dt < +∞ then by Lemma 3.4 u = P N * f is continuous consequently u is continuously differentiable. ✷ Corollary 3.9. Let Ω be an open subest of R N (N ≥ 3),f be a distribution on Ω and u the solution of the equation (1.1). Let p ∈ P(Ω) is radial decreasing with resp to x (i.e): There is a function v :
dt < +∞ Example 3.10. We consider the Musielak-Orlicz functions defined on (R + ) * ×R + :
the functions ϕ 1 (resp. φ 1 ) satisfies the property (P 1 ) (resp. (P 2 ) ). We put ϕ(x, t) = ϕ 1 ( x , t) and φ(x, t) = φ 1 ( x , t) defined on Ω × R + then : ϕ * and φ * are locally integrable. Indeed:
, for all x ∈ Ω and for all t ≥ 0. Then, ϕ * (x, t) ≤ N * (t), for all x ∈ Ω and t ≥ 0. We have for all t ≥ 0 and all measurable E ⊂ Ω such that mes(E) < +∞,
Similarly, φ * is locally integrable.
Theorem 3.11. Let Ω be an open subset of R 2 and ϕ be a Musielak-Orlicz function. We assume that ϕ satisfies the condition( * )and:
∃λ > 0 such that
If f is a measure on Ω then, every solution u of the equation
Proof. As in the proof of theorem 3.1, we can assume that Ω = R 2 , supp(f ) is compact and u = P.N (f ). First, we have P 2 ∈ L loc ϕ (R 2 ). Indeed: for all real R > 0, we have
We distinguish two cases.
where
Second case: R > 1 we have
Put: 1) ϕ(x, 1)dx
We get
dt < +∞.
So we conclude by the Lemma 3.4. ✷ Corollary 3.12.
let Ω be open subset of R 2 and p ∈ P(Ω) is radial decreasing with resp to x (i.e): There is a function ω : R + −→ (1, +∞) such that p(x) = ω( x ) we assume that p satisfies the conditions: 
If in addition ϕ(x, |f (x)|) log |x| is integrable then
The proof uses the following Lemma.
Lemma 4.2.
[6] Let f be a radial and integrable function on R N with compact support. The Newtonian potential P.N (f ) is continuously differentiable on R N −{0} and
The second derivatives of P.N (f ) are locally integrable on R N − {0} and
Proof. Let B 1 be an open ball such that B 1 ⊂ B(0, R 0 )) and let ̺ be a radial smooth function with compact support in B(0, R 0 ) such that ̺ ≡ 1 on B 1 . We consider the function f 0 = ̺f, f 1 = △(̺u) − f 0 . We have
Since P.N (f 1 ) is harmonic on B 1 , then P.N (f 0 ) and u have the same regularity on B 1 , so we can assume that f is radial with compact support and u = P.N (f ). Let 0 < R < R 0 and ε > 0, we shall show that We assume that ϕ is locally constant all over on B(0, R 0 ) (otherwise, we take B(0, R 0 ) \ A such that mes(A) = 0), then: ∀x ∈ B(0, R 0 ), ∃r x > 0 such that ϕ(z, t) = ϕ(x, t), ∀z ∈ B(x, r x ). Since B(0, R) is compact then ∃ y 1 ,y 2 ,....,y n ∈ B(0, R) and r 1 ,r 2 ,...,r n such that 
