We present a fully quantum mechanical methodology for calculating complex-time correlation functions by evaluating the discretized path integral expression iteratively on a grid selected by a Monte Carlo procedure. Both the grid points and the summations performed in each iteration utilize importance sampling, leading to favorable scaling with the number of particles, while the stepwise evaluation of the integrals circumvents the exponential growth of statistical error with time. © 2008 American Institute of Physics. ͓DOI: 10.1063/1.3000393͔ Unlike equilibrium properties, simulating the dynamics of a many-body quantum system generally remains computationally prohibitive. In basis set or conventional quadrature-based methods, the required storage and matrix manipulations scale exponentially with the number of degrees of freedom. Path integral 1 methods make calculations feasible at thermal equilibrium, as the Boltzmann factor guarantees localization of the integrand, allowing efficient application of Monte Carlo sampling.
Unlike equilibrium properties, simulating the dynamics of a many-body quantum system generally remains computationally prohibitive. In basis set or conventional quadrature-based methods, the required storage and matrix manipulations scale exponentially with the number of degrees of freedom. Path integral 1 methods make calculations feasible at thermal equilibrium, as the Boltzmann factor guarantees localization of the integrand, allowing efficient application of Monte Carlo sampling.
2 Unfortunately, the oscillatory character of the quantum mechanical time evolution operator makes the Monte Carlo evaluation of the path integral extremely demanding, as sampled quantities tend to be dominated by statistical error. [3] [4] [5] In view of this situation, calculations of time-dependent properties in condensed phase systems have been possible at short times, in simplified models, or via approximate treatments. 6 In this Communication we introduce a fully quantum mechanical methodology for calculating dynamical properties that do not suffer as severely from the above drawbacks and thus show promise for long-time propagation of manybody systems. Our approach combines the advantages of Metropolis Monte Carlo methods with those of iterative quadrature-based propagation. 7 To illustrate the idea, consider the standard discretized path integral expression 1 for the propagation of a wave function in a system described by the d-dimensional coordinate vector x,
and suppose the short-time propagators are available. Equation ͑1͒ dictates the evaluation of an Nd-dimensional integral. Monte Carlo methods 2 provide the only viable approach for integrals of large dimension, but the presence of a highly oscillatory integrand in the case of Eq. ͑1͒ leads to exponentially slow convergence, 4, 8 which is usually referred to as the sign problem for the Monte Carlo path integral in real time. Alternatively, Eq. ͑1͒ can be evaluated iteratively, performing the integrals one at a time from right to left using quadrature methods. 7 Clearly, the required storage scales exponentially with d, but phase cancellation does not cause a problem in this approach. If M grid points are employed in this iterative calculation, the result obtained after N iterations is equivalent to having summed the amplitudes along M N paths. Grid and basis set reduction techniques can often improve the storage problem, but the prognosis for application to condensed phase systems remains poor. To exploit the advantages of both ideas but avoid their drawbacks, we propose using Monte Carlo to sample important points, thus generating a grid, on which the quantity of interest is propagated iteratively. Below we describe the iterative Monte Carlo ͑IMC͒ methodology for evaluating a complex-time autocorrelation function of a Hermitian operator Â ,
where t c = t − iប␤ / 2 with ␤ =1/ k B T. For clarity of presentation we use a one-dimensional notation. Equation ͑2͒ is expressed in the form
where
is a half-time forward-backward propagator. The partition function can also be obtained from Eq. ͑3͒ by eliminating the operator Â ,
Below we focus on the evaluation of the complex-time forward-backward propagator, Eq. ͑4͒. 
͑If Â is a function of position or momentum alone, the integrals over x 0 + , x 0 − collapse into a single integral and the procedure described below is adjusted accordingly.͒ We assume that the complex time step ⌬t c is sufficiently small for a Trotter-like splitting 9 to be valid, and write
where V is the actual potential in the Hamiltonian, or an effective potential associated with an improved short-time propagator. Using this factorization, the half-time forwardbackward propagator becomes
where p͑x k
are probabilities associated with potential and kinetic energy terms, respectively,
is the total phase in the complex short-time propagator, and combines the various multiplicative constants. In IMC, weights in Eq. ͑8͒ are to be included via a two-stage Metropolis Monte Carlo-based selection of appropriate grid points, while the phase will be included at each step in an iterative process. The procedure is described below. First, we perform a Metropolis random walk to select forward-backward paths
as the sampling function. The points selected during this process are stored in the form of two-dimensional grids for the variable pairs x 0 Ϯ , x 1 Ϯ , ... ,x N Ϯ . These grid points are assigned multiplicities associated with rejected moves. ͑If an attempted move is rejected, the multiplicity of the originating point is increased by 1.͒ Next, we generate statistically significant connections of each selected grid point x k Ϯ to the points x k−1 Ϯ on the previous grid. For this purpose we store pairs ͑x k Ϯ , x k−1 Ϯ ͒ with relative weights proportional to the kinetic energy weight k ͑x k−1
Because these weights are
Gaussian functions, only points x k−1 Ϯ within a circle from x k Ϯ will form pairs. The stored points and pairs are used to evaluate the path integral expression by iteration.
To initialize the iterative process, we set up an array R 0 ͑x 0 Ϯ ͒ = ͗x 0 + ͉Â ͉x 0 − ͘ on the stored x 0 Ϯ grid. Starting at each point x 1 Ϯ on the x 1 Ϯ grid, we sum the phase of the short-time propagator over all connected points x 0 Ϯ , including kinetic energy weights. The result is stored in the array
͑13͒
For a given x 1 Ϯ , the grid selection procedure ensures that each point x 0 Ϯ is included in the above sum with probability p͑x 0 Ϯ ͒ 1/2 . As a consequence, Eq. ͑13͒ constitutes the ͑un-normalized͒ Monte Carlo estimate to the central piece of the path integral expression, i.e.,
Subsequent iterations are performed in a similar fashion. Specifically, we generate
Again, we have
͑16͒
It is easy to see that the function obtained through N such iterations includes all the factors in Eq. ͑8͒ except for the end point potential weights p͑x N Ϯ ͒ 1/2 ; thus it differs from the halftime forward-backward propagator only by the end point contributions and an overall normalization
Finally, the Monte Carlo estimate of the last integral involved in the numerator of the correlation function is 
As argued above, this evaluates ͑within an overall multiplicative factor͒ the integral
which by virtue of Eqs. ͑3͒ and ͑17͒ gives a result that differs from the desired correlation function by the partition function and a scaling factor. Repeating the iterative procedure on the same grid, with Â replaced with the identity operator, produces a result proportional to the canonical partition function. Because the scaling factors in these two results are identical, they cancel upon division, giving the value of the complex-time correlation function. The iterative evaluation of the path integral expression avoids direct integration of an oscillatory function in 2͑N +1͒-dimensional space, thus circumventing the exponential growth of statistical error with time that characterizes the real-time path integral. If an average of M grid points is selected for each two-dimensional grid, the result obtained through Eq. ͑19͒ is equivalent to a summation over M 2͑N+1͒ integrand points. At the same time, the use of importance sampling to generate the grid and connections implies the storage requirements and the number of operations of the present method will be dramatically smaller than in standard basis set or grid-based methods. For t = 0, the grid size required is the typical number of paths required to converge the Monte Carlo evaluation of the path integral; thus this grid scales slowly with the number of degrees of freedom. For 0 Ͻ t Շប␤ / 2, the propagator is somewhat oscillatory. If the number of particles is not very large, such a propagator can still be represented adequately on a grid of realistic size.
However, the conventional multistep Monte Carlo path integral will typically be out of reach in that case, as phase cancellation becomes dominant at an exponential rate when the number of time steps is increased. On the other hand, the iterative evaluation of the path integral on the Monte Carlo grid will still allow propagation for many time steps. Of course, as the real time is increased further for a fixed temperature, and/or the number of particles becomes large, the propagator will become excessively oscillatory, such that even the single-step integrals performed in the IMC method will become too costly. In summary, to the extent that the single-step complex-time propagator for a given system is amenable to Monte Carlo sampling, the IMC methodology will allow evaluation of the real-time path integral for many time steps.
To illustrate these features, we present in Figs. 1 and 2 calculations of the complex-time position autocorrelation function for a one-dimensional harmonic oscillator of unit mass and frequency, and a strongly anharmonic oscillator described by the potential V͑x͒ = Figure 3 shows the results of similar calculations on a d-dimensional harmonic oscillator for ␤ =4, t = 4 with N =4 ͑eight path integral beads͒. It is seen again that the IMC produces stable and accurate results, while evaluation using the conventional path integral Monte Carlo method leads to exponential growth of statistical error, giving rise to estimates that differ from the correct value by an order of magnitude and that often have the wrong sign.
In conclusion, the IMC methodology we have introduced in this Communication enjoys the favorable scaling of Monte Carlo methods with spatial dimension, while avoiding the exponential growth of statistical error as the real time is increased. These features should allow application of this methodology to the quantum dynamics of many-particle quantum systems, such as clusters and perhaps fluids. Applications are in progress in our group.
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