Abstract We consider Gaussian Laplace eigenfunctions on the two-dimensional flat torus (arithmetic random waves), and provide explicit Berry-Esseen bounds in the 1-Wasserstein distance for the normal and non-normal high-energy approximation of the associated Leray measures and total nodal lengths, respectively. Our results provide substantial extensions (as well as alternative proofs) of findings by Oravecz, Rudnick and Wigman (2007), Krishnapur, Kurlberg and Wigman (2013) , and Marinucci, Peccati, Rossi and Wigman (2016). Our techniques involve Wiener-Itô chaos expansions, integration by parts, as well as some novel estimates on residual terms arising in the chaotic decomposition of geometric quantities that can implicitly be expressed in terms of the coarea formula.
Introduction
The high-energy analysis of local geometric quantities associated with the nodal set of random Laplace eigenfunctions on compact manifolds has gained enormous momentum in recent years, in particular for its connections with challenging open problems in differential geometry (such as Yau's conjecture [19] ), and with the striking cancellation phenomena detected by Berry in [2] -see the survey [18] for an overview of this domain of research up to the year 2012, and the Introduction of [13] for a review of recent literature. The aim of this paper is to prove quantitative limit theorems, in the high-energy limit, for nodal lengths and Leray measures (analogous to occupation densities at zero) of Gaussian Laplace eigenfunctions on the two-dimensional flat torus. These random fields, first introduced by Rudnick and Wigman in [16] , are called arithmetic random waves and are the main object discussed in the paper. The term 'arithmetic' emphasises the fact that, in the two dimensional case, the definition of toral eigenfunctions is inextricable from the problem of enumerating lattice points lying on circles with integer square radius.
Our results will allow us, in particular, to recover by an alternative (and mostly self-contained) approach the variance estimates from [11] , as well as the non-central limit theorems proved in [13] . The core of our approach relies on the use of the Malliavin calculus techniques described in the monograph [14] , as well as on some novel combinatorial estimates for residual terms arising in variance estimates obtained by chaotic expansions.
Although the analysis developed in the present paper focusses on a specific geometric model, we reckon that our techniques might be suitably modified in order to deal with more general geometric objects, whose definitions involve some variation of the area/coarea formulae; for instance, we believe that one could follow a route similar to the one traced below in order to deduce quantitative versions of the noncentral limit theorems for phase singularities proved in [5] , as well as to recover the estimates on the nodal variance of toral eigenfunctions and random spherical harmonics, respectively deduced in [16] and [17] .
From now on, every random object is supposed to be defined on a common probability space (Ω , F , P), with E denoting expectation with respect to P.
Setup
As anticipated, in this paper we are interested in proving quantitative limit theorems for geometric quantities associated with Gaussian eigenfunctions of the Laplace operator ∆ := ∂ 2 /∂ x 2 1 + ∂ 2 /∂ x 2 2 on the flat torus T := R 2 /Z 2 . In order to introduce our setup, we start by defining S := n ∈ Z : n = a 2 + b 2 , for some a, b ∈ Z to be the set of all numbers that can be written as a sum of two integer squares. It is a standard fact that the eigenvalues of −∆ are of the form 4π 2 n =: E n , where n ∈ S. The dimension N n of the eigenspace E n corresponding to the eigenvalue E n coincides with the number r 2 (n) of ways in which n can be expressed as the sum of two integer squares (taking into account the order of summation). The quantity N n = r 2 (n) is a classical object in arithmetics, and is subject to large and erratic fluctuations: for instance, it grows on average as √ log n but could be as small as 8 for an infinite sequence of prime numbers p n ≡ 1 (4), or as large as a power of log n -see [10, Section 16.9 and Section 16.10] for a classical discussion, as well as [12] for recent advances. We also set Λ n := λ = (λ 1 , λ 2 ) ∈ Z 2 : |λ | 2 := λ 2 1 + λ 2 2 = n to be the class of all lattice points on the circle of radius √ n (its cardinality |Λ n | equals N n ). Note that Λ n is invariant w.r.t. rotations around the origin by k · π/2, where k is any integer. An orthonormal basis {e λ } λ ∈Λ n for the eigenspace E n is given by the complex exponentials
We now consider a collection (indexed by the set of frequencies λ ∈ Λ n ) of identically distributed standard complex Gaussian random variables {a λ } λ ∈Λ n , that we assume to be independent except for the relations a λ = a −λ . We recall that, by definition, every a λ has the form a λ = b λ + ic λ , where b λ , c λ are i.i.d. real Gaussian random variables with mean zero and variance 1/2. We define the arithmetic random wave [11, 13, 15] of order n ∈ S to be the real-valued centered Gaussian function
from (1) it is easily checked that the covariance of T n is given by, for x, y ∈ T,
Note that r n (0) = 1, i.e. T n (x) has unit variance for every x ∈ T. Moreover, as emphasised in the right-hand side (r.h.s.) of (2), the field T n is stationary, in the sense that its covariance (2) depends only on the difference x − y. From now on, without loss of generality, we assume that T n is stochastically independent of T m for n = m.
For n ∈ S, we will focus on the zero set T −1 n (0) = {x ∈ T : T n (x) = 0} ; recall that, according e.g. to [4] , with probability one T −1 n (0) consists of the union of a finite number of rectifiable (random) curves, called nodal lines, containing a finite set of isolated singular points. In this manuscript, we are more specifically interested in the following two local functionals associated with the nodal set T 
where 'meas' stands for the Lebesgue measure on T, and the limit is in the sense of convergence in probability; 2. the (total) nodal length L n , given by (see [11] )
for technical reasons, we will sometimes need to consider restricted nodal lengths, that are defined as follows: for every measurable Q ⊂ T,
We observe that, in the jargon of stochastic calculus, the quantity Z n corresponds to the occupation density at zero of T n -see [9] for a classical reference on the subject. As already discussed, our aim is to establish quantitative limit theorems for both Z n and L n in the high-energy limit, that is, when N n → +∞.
Notation. Given two positive sequences {a n } n∈S , {b n } n∈S we will write: 1. a n ≪ b n , if there exists a finite constant C > 0 such that a n ≤ Cb n , ∀n ∈ S. Similarly, a n ≪ α b n (resp. a n ≪ α,β b n ) will mean that C depends on α (resp. α, β ); 2. "a n ≪b n , as N n → +∞" (or equivalently "a n = O(b n ), as N n → +∞" ) if, for every subequence {n} ⊂ S such that N n → ∞, the ratio a n /b n is asymptotically bounded. Similarly, "a n ≪ α b n , as N n → +∞", (resp. "a n ≪ α,β b n , as N n → +∞") will mean that the bounding constant depends on α (resp. α, β ); 3. a n ≍ b n (resp. a n ≍ b n , N n → +∞) if both a n ≪b n and b n ≪a n (resp. a n ≪b n and b n ≪a n , as N n → +∞) hold; 4. a n = o(b n ) if a n /b n → 0 as n → +∞ (and analogously for subsequences); 5. a n ∼ b n if a n /b n → 1 as n → +∞ (and analogously for subsequences).
Previous work

Leray measure
The Leray measure in (3) was investigated by Oravecz, Rudnick and Wigman [15] . They found that [15, Theorem 4.1], for every n ∈ S,
i.e. the expected Leray measure is constant, and moreover [15, Theorem 1.1],
In particular, the asymptotic behaviour of the variance, as N n → +∞, is independent of the distribution of lattice points lying on the circle of radius √ n.
Nodal length
The expected nodal length was computed in [16] to be, for n ∈ S,
Computing the nodal variance is a subtler issue, and its asymptotic behaviour (in the high-energy limit) was fully characterized in [11] as follows. We start by observing that the set Λ n induces a probability measure µ n on the unit circle S 1 , given by µ n :=
n , where δ θ denotes the Dirac mass at θ ∈ S 1 . One crucial fact is that, although there exists a density-1 subsequence {n j } ⊂ S such that µ n j ⇒ dθ /2π, as j → +∞ 1 , there is an infinity of other weak- * adherent points for the sequence {µ n } n∈S -see [12] for a partial classification. In particular, for every η ∈ [−1, 1], there exists a subsequence {n j } ⊂ S (see [11, 12] ) such that
where, for a probability measure µ on the unit circle, the symbol µ(4) stands for the fourth Fourier coefficient µ(4) := S 1 θ −4 dµ(θ ). Krishnapur, Kurlberg and Wigman in [11] found that, as N n → +∞,
where c n := (1 + µ n (4) 2 )/512. Such a result is in stark contrast with (7): indeed, it shows that the asymptotic variance of the nodal length multiplicatively depends on the distribution of lattice points lying on the circle of radius √ n, via the fluctuations of the squared Fourier coefficient µ n (4) 2 ; this also entails that the order of magnitude of the variance is E n /N 2 n , since the sequence {| µ n (4)|} n is bounded by 1. Plainly, in order to obtain an asymptotic behaviour in (10) that has no multiplicative corrections, one needs to extract a subsequence {n j } ⊂ S such that The second order behavior of the nodal length was investigated in [13] . Let us define, for η ∈ [0, 1], the random variable
where X 1 , X 2 are i.i.d. standard Gaussians. Note that M η is invariant in law under the transformation η → −η, so that if η ∈ [−1, 0) we define M η := M −η . Theorem 1.1 in [13] states that for {n j } ⊂ S such that N n j → +∞ and | µ n j (4)| → η, as j → +∞, one has that
where d → denotes convergence in distribution and, for n ∈ S,
is the normalized nodal length. Note that (12) is a non-universal and non central limit theorem: indeed, for η = η ′ the (non Gaussian) laws of the random variables M η and M η ′ in (11) have different supports.
Main results
The main purpose of this paper is to prove quantitative limit theorems for local functionals of nodal sets of arithmetic random waves, such as the Leray measure in (3) and the nodal length in (4 
where the infimum runs over all pairs of random variables (A, B) with marginal laws µ X and µ Y , respectively. We will mainly use the dual representation
where H denotes the class of Lipschitz functions h : R → R whose Lipschitz constant is less or equal than 1.
→ X (the converse implication is false in general). Our first result is a uniform bound for the Wasserstein distance between the normalized Leray measure
and a standard Gaussian random variable.
Theorem 1. We have that, on S,
where Z n is defined in (15) , and Z ∼ N (0, 1) is a standard Gaussian random vari-
The following theorem deals with nodal lengths, providing a quantitative counterpart to the convergence result stated in (12).
where L n and M η are defined, respectively, in (12) and (11) .
Note that (17) entails the limit theorem (12) : it is important to observe that, while the arguments exploited in [13] directly used the variance estimates in [11] , the proof of (12) provided in the present paper is basically self-contained, except for the use of a highly non-trivial combinatorial estimate by Bombieri and Bourgain [3] , appearing in our proof of Lemma 2 below -see Section 5. We also notice that the bound (16) for the Leray measure is uniform on S, whereas the bound (17) for the nodal length holds asymptotically, and depends on the angular distribution of lattice points lying on the circle of radius √ n. By combining the arguments used in the proofs of Theorem 1 and Theorem 2 with the content of [13, Section 4.2], one can also deduce the following multidimensional limit theorem, yielding in particular a form of asymptotic dependence between Leray measures and nodal lenghts.
where 2 Outline of our approach
About the proofs of the main results
In order to prove Theorem 1 and Theorem 2, we pervasively use chaotic expansion techniques (see §3). Since both Z n in (3) and L n in (4) are finite-variance functionals of a Gaussian field, they can be written as a series, converging in L 2 (P), whose terms can be explicitly found:
For each q ≥ 0, the random variable
is the orthogonal projection of Z n (resp. L n ) onto the so-called Wiener chaos of order 2q, that will be denoted by C 2q . Since
; moreover, chaoses of different orders are orthogonal in L 2 (P).
On the proof of Theorem 1
We first need the following result, that will be proved in §4.
Moreover, for every K ≥ 2,
Proposition 1 gives an alternative proof of (7) via chaotic expansions and entails also that, as N n → +∞,
where o P (1) denotes a sequence converging to 0 in probability. In particular, the Leray measure and its second chaotic component have the same asymptotic behavior, since different order Wiener chaoses are orthogonal. Let us now introduce some more notation. If √ n is an integer, we define
Lemma 1, proven in §4 below, states that the second chaotic component is (proportional to) a sum of independent random variables. To conclude the proof of Theorem 1, note that we can write
where [2] ). The first term on the right-hand side of (22) may be bounded by (21), whereas for the second term standard results apply, thanks to Lemma 1.
On the proof of Theorem 2
The proof of Theorem 2 is similar to that one of Theorem 1. In [13] it has been shown that L n [2] = 0 for every n ∈ S, and moreover that, as N n → +∞,
by proving that the asymptotic variance of L n [4] equals the r.h.s. of (10) . The result stated in (23) and the orthogonality properties of Wiener chaoses entail that the fourth chaotic component and the total length have the same asymptotic behavior i.e., as N n → +∞,
where o P (1) denotes a sequence converging to 0 in probability. Finally, in [13] it was shown that L n [4] can be written as a polynomial transform of an asymptotically Gaussian random vector, so that the same convergence as in (12) holds when replacing the total nodal length with its fourth chaotic component. Now let h : R → R be a 1-Lipschitz function and {n j } j ⊂ S be such that N n j → +∞ and | µ n j (4)| → η, as j → +∞. Bearing in mind (14) and (24), we write, by virtue of the triangle inequality, [4] ). Let us deal with the first term on the r.h.s. of (25).
Proposition 2. Let h : R → R be a 1-Lipschitz function and {n} ⊂ S such that
In order to prove Proposition 2 in §5, we need to control the behavior of the variance tail
The proof of Lemma 2 is considerably more delicate than that of (20), see §5, and together with a precise investigation of the fourth chaotic component gives also an alternative proof of (10) via chaotic expansions. For the second term on the r.h.s. of (25), recall from above that in [13] it was shown that L n [4] can be written as a polynomial transform p of a random vector, say W (n), which is asymptotically Gaussian. Let us denote by Z this limiting vector. Then, we can reformulate our problem as the estimation of the distributional distance between p(W (n j )) and p(Z), the latter distributed as M η in (11) . To prove the following in §6 we can take advantage of some results in [6, 7] .
Proposition 2 and Proposition 3 allow one to prove Theorem 2 in §6, bearing in mind (14) and (25). We now state and prove a technical result, which is a key tool for the proofs of Theorems 1 and 2.
A technical result
Some of the main bounds in our paper will follow from technical estimates involving pairs of cubes contained in the Cartesian product T × T, that will be implicitly classified (for every fixed n ∈ S) according to the behaviour of the mapping
Notation. For every integer M ≥ 1, we denote by Q(M) the partition of T obtained by translating in the directions k/M (k ∈ Z 2 ) the square
Now we fix, for the rest of the paper, a small number ε ∈ (0, 
with the following properties: 
where ∂ i r n := ∂ /∂ x i r n and ∂ i, j := ∂ /∂ x i x j r n . 4. for every fixed K ≥ 2, one has that
adopting the notation (5), one has that
6. for every fixed q ≥ 2, one has that 
Finally, arguing as in [15, §6.5], we infer that r n (x) 2 ≤ 1 − E n x − x 0 2 , where x 0 = (0, 0) and the estimate holds for every x ∈Q 0 , yielding in turn the relations
, and therefore the desired conclusion.
⊓ ⊔
Local functionals and Wiener chaos
As mentioned in §2.1, for the proof of our main results we need the notion of Wiener-Itô chaotic expansions for non-linear functionals of Gaussian fields. In what follows, we will present it in a simplified form adapted to our situation; we refer the reader to [14, §2.2] for a complete discussion.
Wiener Chaos
Let φ denote the standard Gaussian density on R and L 2 (R, B(R), φ (t)dt) =: L 2 (φ ) the space of square integrable functions on the real line w.r.t. the Gaussian measure φ (t)dt. The sequence of normalized Hermite polynomials
Recall now the definition of the arithmetic random waves (1), and observe that it involves a family of complex-valued Gaussian random variables {a λ : λ ∈ Z 2 } with the following properties: (i) a λ = b λ + ic λ , where b λ and c λ are two independent real-valued centered Gaussian random variables with variance 1/2; (ii) a λ and a λ ′ are independent whenever λ ′ / ∈ {λ , −λ }, and (iii) a λ = a −λ . Consider now the space of all real finite linear combinations of random variables ξ of the form ξ = z a λ + za −λ , where λ ∈ Z 2 and z ∈ C. Let us denote by A its closure in L 2 (P); it turns out that A is a real centered Gaussian Hilbert subspace of L 2 (P). Definition 1. Let q be a nonnegative integer; the q-th Wiener chaos associated with A, denoted by C q , is the closure in L 2 (P) of all real finite linear combinations of random variables of the form
for k ≥ 1, where the integers p 1 , ..., p k ≥ 0 satisfy p 1 + · · · + p k = q, and (ξ 1 , ..., ξ k ) is a standard real Gaussian vector extracted from A (note that, in particular, C 0 = R).
It is well-known (see [14, §2.2] ) that C q and C m are orthogonal in L 2 (P) whenever q = m, and moreover L 2 (Ω , σ (A), P) = q≥0 C q ; equivalently, every real-valued functional F of A can be (uniquely) represented in the form
where F[q] is the orthogonal projection of F onto C q , and the series converges in
Chaotic expansion of Z n
We can rewrite (3) as
and hence formally represent the Leray measure as
where δ 0 denotes the Dirac mass at 0 ∈ R. Let us now consider the sequence of coefficients {β 2q } q≥0 defined as
where H 2q denotes the 2q-th Hermite polynomial, as before. It can be seen as the sequence of coefficients corresponding to the (formal) chaotic expansion of the Dirac mass.
The following result concerns the chaotic expansion of the Leray measure in (36) and will be proved in the Appendix.
Lemma 3. For n ∈ S, one has that Z n ∈ L 2 (P), and the chaotic expansion of Z n is
where β 2q is given in (37), and the convergence of the above series holds in L 2 (P).
Chaotic expansion of L n
We recall now from [13] the chaotic expansion (34) for the nodal length. First, L n in (4) admits the following integral representation
where δ 0 still denotes the Dirac mass at 0 ∈ R and ∇T n the gradient of T n ; more precisely, ∇T n = (∂ 1 T n , ∂ 2 T n ) with ∂ i := ∂ /∂ x i for i = 1, 2. The integral in (39) has to be interpreted in the sense that, for any sequence of bounded probability densities {g k } such that the associated probabilities weakly converge to δ 0 , one has
A straightforward differentiation of the definition (1) of T n yields, for j = 1, 2
Hence the random fields T n , ∂ 1 T n , ∂ 2 T n viewed as collections of Gaussian random variables indexed by x ∈ T are all lying in A, i.e. for every x ∈ T we have
It has been proved in [11] that the random variables T n (x), ∂ 1 T n (x), ∂ 2 T n (x) are independent for fixed x ∈ T, and for i = 1, 2
We can write from (39), keeping in mind (41),
with ∇T n := ( ∂ 1 T n , ∂ 2 T n ) and for i = 1, 2, ∂ i := ∂ i / E n /2. Note that ∂ i T n (x) has unit variance for every x ∈ T. Equation (39), or equivalently (42), explicitly represents the nodal length as a (finite-variance) non-linear functional of a Gaussian field. To recall its chaotic expansion, we need (37) and moreover have to introduce the collection of coefficients {α 2n,2m : n, m ≥ 1}, that is related to the Hermite expansion of the norm | · | in R 2 :
where for N = 0, 1, 2, . . . and 
The Wiener-Itô chaotic expansion of L n is hence
with convergence in L 2 (P).
Fourth chaotic components
In this part we investigate the fourth chaotic component L n [4] (from (44) with q = 2), recalling also some facts from [13] . Consider, for n ∈ S, the four-dimensional random vector W = W (n) given by
whose covariance matrix is
see [13, Lemma 4.1] . Note that for every n ∈ S
The following will be proved in the Appendix and is a finer version of [13, Lemma 4.2].
Lemma 4. For every n ∈ S,
and moreover,
It is worth noticing that Lemma 2 and (48) immediately give an alternative proof of (10) via chaotic expansion.
We recall here from [13, Lemma 4.3] that, for {n j } ⊆ S such that N n j → +∞ and µ n j (4) → η ∈ [−1, 1], as j → ∞, the following CLT holds:
where Z(η) is a centered Gaussian vector with covariance 
The eigenvalues of Σ are 0,
4 and hence, in particular, Σ is singular. Moreover,
where M |η| is defined as in (11) 
Proof of Theorem 1
Note first that, from (37) and (38) for q = 0
cf. (6) . Let us now focus on the second chaotic component of the Leray measure in (38), by proving Lemma 1.
Proof (Lemma 1)
. By (37) and (38) for q = 1, recalling that H 2 (t) = t 2 − 1,
Finally, (1) allows us to conclude the proof.
⊓ ⊔
We can now prove Proposition 1.
Proof (Proposition 1)
. From Lemma 1, straightforward computations based on independence yield that
that is (19) . We can rewrite (20) as
(note that the first equality in (51) is a direct consequence of (38), [14, Proposition 1.4.2] and stationarity of T n ). Our proof of the second equality in (51), which is (20), uses the content of Proposition 4. We can rewrite the middle term in (51), by stationarity of T n , as
Using Point 3 in Proposition 4 one infers that
It is easy to check that, since ε ∈ (0, 1), then
Let us now focus on B(n). For every pair (Q, Q ′ ) ∈ G 1 (n) and every q ≥ 1, we can use Cauchy-Schwartz inequality and then exploit the stationarity of T n to write
where the constant involved in the last estimate is independent of q. Using (31) and (33), one therefore deduces that
Since the series appearing in the above expression are both convergent, substituting (53) and (55) in (52), bearing in mind (51), we immediately have (20). To prove (21), it suffices to recall (from (2)) that for every integer K ≥ 1
where
For K = 2, from [11] we have
so that substituting (58) into (20) for K = 2, bearing in mind (56), we obtain (21).
⊓ ⊔
This section ends with the proof of Theorem 1.
Proof (Theorem 1). We write for (22)
Bearing in mind (14) , the first term on the r.h.s. of (59) can be dealt with as follows
where the last estimate comes from (21), and the trivial lower bound for the total variance Var(Z n ) ≥ Var(Z n [2] ). For the second term on the r.h.s. of (59) we have
where we used (19) and (21). Thanks to Lemma 1, we can now deal with the last term in (59) by using the standard Berry-Esseen theorem (see e.g. [14, Section 3.7] ). ⊓ ⊔
Proof of Proposition 2
In this section we will prove Proposition 2. Let us first give the proof of Lemma 2.
Proof (Lemma 2)
. Fix K ≥ 3, and recall the notation (5). In order to simplify the discussion, for every n ∈ S and given Q ∈ Q(M(n)), we shall denote by L n (Q ; ≥ 2K), the projection of the random variable L n (Q) onto the direct sum of chaoses q≥K C 2q . For the l.h.s. of (27) we write
where the sum runs over the cartesian product Q(M(n)) × Q(M(n)). We now write
, and study separately the two terms. By virtue of Cauchy-Schwarz and stationarity of T n , one has that
where we have used (31) and (32), together with the fact that, by orthogonality,
). The rest of the proof follows closely the arguments rehearsed in [5, §6.2.2] . For all Q ∈ Q(M(n)), we write
where the sum runs over all even integers i 1 , i 2 , i 3 ≥ 0. We have
For n ∈ S, we now introduce the notation
Applying the Leonov-Shyraev formulae for cumulants, in a form analogous to [5, Proposition 2.2], we infer that
where each summand U = U(i 1 , i 2 , i 3 ; a 1 , a 2 , a 3 ) is the sum of at most (2q)! terms of the type
with k u , l u ∈ {0, 1, 2} and, for l, k = 0, 1, 2 and x, y ∈ T, and we set
where the last equality (with obvious notation) emphasises the fact that R l,k (x, y) only depends on the difference x − y. We will also exploit the following relation, valid for every even integer p:
also, for x, y ∈ T, one has |R l,k (x − y)| ≤ 1, and, for (x, y) ∈ Q × Q ′ ,
Using the properties of G 0 (n) put forward in Proposition 4, as well as the fact that the sum defining Z in (64) involves indices q ≥ 2K, one infers that, for u as in (65),
where R n (2K) = T r n (x) 2K dx, and we have applied a generalised Hölder inequality together with (66) in order to obtain the last estimate. This relation yields that each of the terms U contributing to Z can be bounded as follows:
This yields that
The fact that S < ∞ now follows from standard estimates, such as the ones appearing in [5, end of §6.2.2] . This concludes the proof of (27). To prove (28), it suffices to recall (56) for K = 3, and use an estimate by Bombieri-Bourgain (see [ 
We are now ready to prove Proposition 2.
Proof (Proposition 2)
. By the triangle inequality, for the l.h.s. of (26) we write
For the first term on the r.h.s. of (68), since h is Lipschitz, from (18) and CauchySchwartz
where the last upper bound follows from (10) and Lemma 2. For the second term on the r.h.s. of (68), we have again by the Lipschitz property and some standard steps
where the last bound comes from (48) and Lemma 2. ⊓ ⊔
Proofs of Proposition 3 and Theorem 2
Recall (46), then we can rewrite (47) as
and p is the polynomial
The following statement is a key step in order to prove Proposition 3. 
where the constant involving in the previous estimation is independent of η and h, p is the second degree polynomial defined in (72) and
Proof. We will apply an approximation argument from Ch. Döbler's dissertation [6] . Indeed, according to [6 ρ denoting the mth derivative of h ρ ), and (iii) for every integrable random variable X, one has that |E[h(X) − h ρ (X)]| ≤ ρ −1 . From Point (iii) it follows in particular that
with 
from which we deduce
We have therefore proved the existence of an absolute constant C such that
with γ n := (2N 1/2 n ) −1 | µ n (4) − η| ≤ 1. Since the right-hand side of the previous inequality is maximised at the point ρ = γ −1/2 n , we immediately obtain the desired conclusion.
Let us now prove Proposition 3.
Proof (Proposition 3).
We can rewrite the l.h.s. of (29) 
where the last equality is (85). Let us now deal with J n j . By the Lipschitz property, Plugging the latter bound, (77) and (78) into (76) we conclude the proof of Proposition 3. ⊓ ⊔
Proof of Theorem 2
Proof (Theorem 2). For every j ≥ 1, reasoning as in (25), 
From (83) and (84) Recalling that ( √ 2|a λ |) 2 is distributed as a chi-square random variable with two degrees of freedom,
and moreover
Cov W This concludes the proof of Lemma 4. ⊓ ⊔
