Contribución a la detección y análisis de microcalcificaciones en mamografías mediante tratamiento digital de imagen by Mossi García, José Manuel
Correccionespag. 43, lnea 1: pone P (X = x > 0) y debe poner P (X = x) > 0pag. 44, lnea 1: pone c y debe poner cpag. 51, lnea 12, pag. 52, lneas 2,12,15,28: pone anneling y debe poner annealingpag. 51, lnea 22: pone x+x y debe poner xk +xpag. 54, expresion 3.27: pone p xij ;XSnij y debe poner p xij = l;XSnijpag. 55, expresiones 3.28 a 3.30: pone p xij j XSnij y debe poner p xij = l j XSnijpag. 67, lnea 12: pone ...temperatura es T = 1. y debe poner ...temperatura es T = 1. Seconsideran solo potenciales de cliques formados por dos pixels.pag. 77, lnea 12: pone ...as pues la funcion umbral: y debe poner ...as pues la funcion umbralse puede denir tambien como:pag. 80, expresion 4.8: pone R2(T ... y debe poner en R2 (T ...pag. 94, gura 4.14 b: pone 1 (fM ; f) y debe poner 1 (fM ; f)pag. 101, lnea 27: pone ...menor de las mismas. y debe poner ...menor de las mismas (ver gura4.20).pag. 129, lnea 10: pone ...donde se plantea un modelo Auto-model (ver seccion 3.3) en el quelos coecientes ijmn no dependen de... y debe poner ...donde se plantea un modelo en el quelos potenciales de cliques de dos pixels no dependen de...pag. 135, lnea 4: pone ...de entrada, evitando... y debe poner ...de entrada, procurando...pag. 151, lnea penultima: pone ...respecto a estos valores. Son... y debe poner ...respecto a estosvalores; se ha tomado como operador morfologico el residuo del fondobra con reconstruccion.Son...pag. 152, tabla 6.1: pone bc be ce y debe poner bc be cepag. 163, lnea 3: pone ...como resultado el nalizar... y debe poner ...como resultado al nali-zar...pag. 235, lnea 1: pone anneling y debe poner annealing
1
Universidad Politecnica de ValenciaEscuela Tecnica Superior de Ingenieros deTelecomunicacion
Tesis Doctoral
Contribucion a la deteccion y analisisde microcalcicaciones en mamografasmediante tratamiento digital de imagen
Presentada por:Jose Manuel Mossi GarcaDirigida por:Dr. Antonio Albiol Colomer
Valencia, 1998.
A Maria Dolors i Claudia
\... l'esperanca es mentidasi no hi ha cada dia un esforc pel nou dema"Llus Llach
AgradecimientosQuiero mostrar mi agradecimiento a mi director, por toda la conanza queha depositado en mi y por toda la ayuda que me ha prestado. Gracias, Antonio.A Maria Dolors, mi mujer, por su apoyo durante todo este tiempo.A Pepa, mi hermana, por su fe en mi y su disposicion a ayudarme.Quiero mostrar mi agradecimiento tambien, a todas aquellas personas del De-partamento de Comunicaciones con las que he compartido estos a~nos de trabajoy que de manera directa o indirecta me han prestado su ayuda, entre ellos, JuanMorales, Ramon Miralles, Esther Hidalgo, Inma Mora, Alberto, Pablo, Joaquny especialmente mi compa~nera de asignatura, Valery.A Ferran Marques y Luis Torres por su cordial visita a Valencia y la invitacional curso que impartan, que nos abrio las puertas a la Morfologa Matematica.Finalmente a Lus Vergara, Director del Departamento de Comunicaciones, yal Doctor Jose Mara Perez Clavijo, jefe del Servicio de Radiologa del Hospitalde Sagunto, quienes hicieron posible que comenzara a trabajar en mamografa.
Indice1 Introduccion 52 Revision de la literatura 152.1 Etapa previa al FIWDM . . . . . . . . . . . . . . . . . . . . . . . 162.1.1 Deteccion de microcalcicaciones . . . . . . . . . . . . . . 162.1.2 Deteccion de masas . . . . . . . . . . . . . . . . . . . . . . 182.1.3 Otros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182.2 FIWDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202.2.1 Deteccion de microcalcicaciones . . . . . . . . . . . . . . 202.2.2 Deteccion de masas . . . . . . . . . . . . . . . . . . . . . . 222.2.3 Otros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 232.3 TIWDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242.4 Perodo posterior al TIWDM . . . . . . . . . . . . . . . . . . . . 353 Campos Aleatorios de Markov 393.1 Introduccion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393.2 Teora de los Campos Aleatorios de Markov . . . . . . . . . . . . 403.2.1 Denicion de un campo aleatorio de Markov . . . . . . . . 413.2.2 Denicion de un campo aleatorio de Gibbs . . . . . . . . . 433.2.3 Equivalencia entre campo aleatorio de Markov y de Gibbs 453.3 Ejemplos de campos aleatorios de Markov . . . . . . . . . . . . . 453.3.1 Auto-Modelos . . . . . . . . . . . . . . . . . . . . . . . . . 463.3.2 Modelo Multilevel Logistic . . . . . . . . . . . . . . . . . . 483.4 Campos Aleatorios de Markov Compuestos . . . . . . . . . . . . . 493.5 Algoritmos de segmentacion . . . . . . . . . . . . . . . . . . . . . 503.5.1 Introduccion . . . . . . . . . . . . . . . . . . . . . . . . . . 503.5.2 Iterated Conditional Modes . . . . . . . . . . . . . . . . . 523.5.3 Highest Condence First . . . . . . . . . . . . . . . . . . . 573.5.4 Block Highest Condence First . . . . . . . . . . . . . . . 60
2 INDICE3.5.5 Estudio Comparativo . . . . . . . . . . . . . . . . . . . . . 624 Morfologa Matematica 754.1 Introduccion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 754.1.1 Celosa y Vecindario . . . . . . . . . . . . . . . . . . . . . 774.2 Transformaciones morfologicas basicas . . . . . . . . . . . . . . . 804.2.1 Erosion y Dilatacion . . . . . . . . . . . . . . . . . . . . . 834.2.2 Apertura y Cierre . . . . . . . . . . . . . . . . . . . . . . . 854.2.3 Filtros morfologicos . . . . . . . . . . . . . . . . . . . . . . 874.2.4 Residuos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 904.3 Transformaciones geodesicas y reconstruccion . . . . . . . . . . . 914.3.1 Dilatacion y erosion geodesicas . . . . . . . . . . . . . . . 914.3.2 La reconstruccion . . . . . . . . . . . . . . . . . . . . . . . 924.4 Filtros Conexos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 944.4.1 Extremos de una imagen . . . . . . . . . . . . . . . . . . . 954.4.2 Operadores morfologicos conexos . . . . . . . . . . . . . . 994.4.3 Apertura Supercial . . . . . . . . . . . . . . . . . . . . . 1025 Algoritmo 1215.1 Introduccion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1215.2 Eleccion del campo aleatorio de Markov . . . . . . . . . . . . . . 1285.3 Entrada al campo aleatorio de Markov . . . . . . . . . . . . . . . 1315.4 Operaciones morfologicas . . . . . . . . . . . . . . . . . . . . . . . 1355.4.1 Top-Hat . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1355.4.2 Residuo del fondobra . . . . . . . . . . . . . . . . . . . . 1405.4.3 Residuo del fondobra con reconstruccion . . . . . . . . . 1436 Resultados 1476.1 Tama~no del Elemento Estructurante . . . . . . . . . . . . . . . . 1496.2 Parametros del campo aleatorio de Markov . . . . . . . . . . . . . 1516.2.1 Inuencia de los parametros alfa . . . . . . . . . . . . . . . 1526.2.2 Inuencia de los parametros beta . . . . . . . . . . . . . . 1566.2.3 Inuencia de los parametros del vecindario ampliado . . . 164




En Enero de este a~no se ha publicado en la revista Radiology de la RadiologicalSociety of North America, una de las mas importantes a nivel internacional, elartculo Breast Cancer Screening: First Round in the Population-based Programin Valencia, Spain [128] en el que se detallan los resultados del primer Programade Prevencion de Cancer de Mama de la Comunidad Valenciana y ademas sedan las siguientes cifras: el cancer de mama provoca en esta comunidad el 3.7%de todas las muertes en mujeres y es la primera causa de muerte en mujerescon edades comprendidas entre 35 y 54 a~nos. Ademas la tendencia es crecienteporque en 1987 el ratio de muertes por este motivo fue de 23.76 por cada 100 000y en 1994 fue de 30.57 por cada 100 000.Afortunadamente si la deteccion es precoz la probabilidad de curacion esmuy alta. En muchas ocasiones la fase temprana de la enfermedad no tienesntomas perceptibles por la propia mujer y la radiografa de la mama, llamadaabreviadamente Rx-mamografa o mamografa, es el metodo que hoy por hoy semuestra mas ecaz en la deteccion precoz. De ah que las autoridades sanitariashayan puesto en marcha programas de screening consistentes en la realizacionde mamografas a todas las mujeres comprendidas en un cierto margen de edad.En pases que han comenzado con anterioridad experiencias en programas descreening [68] se ha llegado a la conclusion de que los programas de screeningredundan en una reduccion de la mortandad por cancer de mama de al menosun 30%. La American Cancer Society ha recomendado que las mujeres conedades comprendidas entre 40 y 49 a~nos se hagan una exploracion mamogracacada dos a~nos y las que tienen mas de 50 a~nos lo hagan anualmente. Estamisma organizacion advierte de la importancia que el cancer de mama tiene enlas sociedades occidentales basandose en los informes de la misma en la que seestablece que en Estados Unidos una de cada nueve mujeres padecera cancer demama en algun momento de su vida. 5
6 CAPITULO 1. INTRODUCCI ONEn el programa de la Comunidad Valenciana cada exploracion consta de dosmamografas por mama, una con proyeccion craneo-caudal (proyeccion vertical)y la otra con proyeccion medio lateral oblicua. Cada mamografa es interpretadapor dos miembros del grupo de colaboradores en el programa, en total 8 imagenesanalizadas por mujer. En la primera fase fueron invitadas 112 139 mujeres delas que participaron 78 224 (70%). En total la poblacion de mujeres entre 45y 65 a~nos asciende a 450 000 lo que supone en regimen permanente con unaexploracion cada a~no o cada dos a~nos entre 1 800 000 y 3 600 000 mamografasanalizadas, a las que habra que sumar las de las mujeres mayores de 65 a~nos amedida que se ample el programa.El diagnostico se establecio en cinco posibilidades, mama normal, lesion be-nigna, lesion probablemente benigna, lesion probablemente maligna y lesion ma-ligna, siendo considerados casos negativos los normales y benignos, y considera-dos positivos o anormales los diagnosticos probablemente benigno, probablemen-te maligno y maligno. De las 78 224 mujeres que participaron en esta primeraronda 12 151 fueron fsicamente examinadas bien porque tenan sntomas o porhallazgos en la mamografa, lo cual supone que 66 073 mujeres tuvieron undiagnostico negativo (84.47%).La mamografa es una radiografa de difcil lectura debido a que la estructurainterna de la mama es compleja (ver gura 1.1 y Anexo B) y los diversos tejidosque la forman tienen una absorcion a los rayos x parecida. Por ejemplo en elcaso de diagnostico de fracturas de hueso la tarea en la mayor parte de los casoses mas facil porque la absorcion a los rayos x del tejido oseo es mucho mayorque la del resto de tejidos circundantes. En una situacion general en la que seilumina un objeto y se capta la radiacion reejada o que atraviesa dicho objetoel contraste depende de la cantidad de radiacion incidente de manera que si seprecisa mayor contraste se puede obtener con una mayor cantidad de radiacion.En mamografa ocurre lo mismo pero es importante mantener las dosis de radia-cion en niveles bajos porque la misma radiacion puede provocar cancer tal comolo demuestran los estudios sobre incidencia de cancer de mama en las mujeresde Hiroshima/Nagasaki y en otras que han seguido tratamientos terapeuticos abase de radiaciones en el torax. En estos casos las radiaciones eran al menos deun orden de magnitud mayor que las necesarias en mamografa [68],pero mejores prevenir manteniendo dosis bajas.En el Anexo B se puede observar el aspecto de una mamografa. La mamo-grafa real es una placa translucida que necesita de una fuente de luz apropiadapara ser observada. Para facilitar la observacion del lector se han reproducidosobre papel que no necesita de fuentes de luz especcas, a costa de una menorcalidad de imagen. No obstante las reproducciones permiten apreciar que la ima-gen mamograca es muy texturada, que los patrones geometricos de las regionesde la imagen son muy diversos y sobre todo que el contraste es muy bajo.
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Figura 1.1: Representacion esquematica de la anatoma basica de la mama. Seaprecia el patron ramicado de las glandulas a partir del pezon. Entremezcladocon el estan el resto de tejidos. Adaptado de [68]Los diferentes hallazgos que se pueden encontrar en la mamografa [68] son: las calcicaciones y microcalcicaciones las masas circunscritas de bordes bien denidos las masas mal denidas las masas lobuladas lesiones espiculares densidad asimetrica tejido mamario asimetrico distorsion arquitectural densidades multiples lesiones radiolucentes engrosamiento de la trabeculacion y de la pielLas microcalcicaciones son uno de los mas importantes en la deteccion precozporque casi la mitad (43% - 49%) [72] de los canceres clnicamente ocultos son de-tectados gracias a la presencia de microcalcicaciones, de las cuales el 21% tienen
8 CAPITULO 1. INTRODUCCI ONun tama~no menor de 0.25 mm. Las microcalcicaciones son peque~nos acumulosde calcio en el tejido mamario cuyo origen puede ser diverso, procesos inamato-rios, degenerativos, metabolismo toxico, reacciones a intervenciones quirurgicas,etc. Las sustancias que las forman presentan una absorcion a los rayos x mayorque otros tejidos, por lo que en la mamografa aparecen como regiones mas cla-ras que sus proximidades. Las calcicaciones que tienen signicacion clnica sonlas microcalcicaciones que estan agrupadas, es lo que normalmente se llamanclusters. El criterio que determina cuantas microcalcicaciones deben haber co-mo mnimo y en que espacio para que se consideren un cluster diere segun losautores, pero en termino medio se puede considerar que el mnimo esta entre 2y 5, y el espacio mnimo entre 0.5 y 1 cm.El objetivo de la presente tesis es implementar un detector de clusters demicrocalcicaciones mediante tecnicas de tratamiento digital de imagen.No todas las calcicaciones van asociadas a procesos malignos. Algunos ejem-plos que no sugieren malignidad son las calcicaciones secretorias cuyo aspectoradiologico es que aparecen aisladas y con un tama~no de varios milmetros omayor, forma esferica con bordes bien denidos y centro radiolucente (color masoscuro en el centro), cuando la secrecion se produce en conductos toman formascilndricas macizas (ver gura 1.2). Las calcicaciones cutaneas tambien concentro lucente son redondas o poligonales y se encuentran cerca de la periferiade la mama. Para determinar la ubicacion a veces es necesario recurrir a dosproyecciones ortogonales de la mama. Las calcicaciones vasculares provienende la calcicacion de las paredes de las arterias, aparecen como tractos paralelosy suele verse el vaso asociado. No suelen confundirse con otras de mayor sig-nicacion aunque en estadios precoces cuando todava solo se ha calcicado unlado de la pared del vaso s que pueden confundir el diagnostico. Existen variosejemplos mas de benignidad.Basicamente el cancer aparece en el tejido glandular [21] por lo que la ubi-cacion de las microcalcicaciones mas importantes en el diagnostico del cancerpuede ser en los lobulos o en los conductos (normalmente llamados ductos).Cuando se presentan en los lobulos tienen aspecto de acumulo circular originadopor la forma del tejido que las acoge. En la gura 1.3 son de naturaleza malignamientras que en la gura 1.4 se presenta el aspecto cuando son benignas. Cuan-do el cancer es ductal y tiene microcalcicaciones asociadas estas tienen formaslineales con bordes irregulares y algunas estan ramicadas en forma de y griega.La gura 1.5 muestra un diagrama de la situacion. Las diferencias en muchoscasos son muy sutiles, por ejemplo se pueden confundir este tipo de microcal-cicaciones que se acaban de mencionar con microcalcicaciones vasculares enestadios tempranos; en otros casos las microcalcicaciones ductales todava sontan peque~nas que no han tomado la forma lineal.
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a) estructura b) microcalcicacionesFigura 1.2: Microcalcicaciones secretorias ductales. Su aspecto es cilndricomacizo. Benignas. Adaptado de [68]Para valorar la capacidad de diagnostico de existencia de cancer de una deter-minada tecnica, como por ejemplo la mamografa, se utiliza el valor de prediccionpositiva. Es el cociente entre canceres realmente existentes dividido por numerode pacientes en los que se ha diagnosticado que la mamografa tiene algun signoindicativo de cancer. En [128] el valor de prediccion positiva obtenido a partirde la lectura de la mamografa por dos radiologos es del 8.57%, cifra que reejala dicultad de precisar sobre la benignidad o malignidad en el diagnostico. Enotros trabajos [72] la cifra es similar.Si recordamos que cada mujer implica 8 mamografas inspeccionadas se jus-tica la conveniencia de estudiar la viabilidad de desarrollar un sistema com-puterizado que analice automaticamente las mamografas. El caso ideal es queel sistema de directamente el diagnostico, pero mientras eso llega, un objetivomas cercano es intentar reducir la cantidad de mamografas que el radiologo debeinspeccionar realizando un sistema que descarte aquellas que no tienen ningun in-dicio de anomala. La casustica que se puede presentar en mamografa es ampliay puede ser complicado diagnosticar con exactitud la benignidad o malignidadde ciertos hallazgos, pero s que es un objetivo abordable la deteccion automaticade anormalidades con niveles de deteccion altos. Esta preseleccion automaticade mamografas anormales, o mas exactamente, potencialmente anormales esimportante porque una proporcion mayoritaria de mamografas normales (pro-porcion constatada por las cifras de la Comunidad Valenciana) tiende a provocarque pasen mas desapercibidos para el radiologo los casos anormales. Dada ladiversidad de anomalas, las publicaciones que se producen sobre deteccion enmamografa son especcas para cada tipo y el objetivo mas frecuente es obtener
10 CAPITULO 1. INTRODUCCI ON
a) estructura b) microcalcicacionesFigura 1.3: Microcalcicaciones lobulares malignas. Son irregulares en forma ytama~no. Adaptado de [68]
a) estructura b) microcalcicacionesFigura 1.4: Microcalcicaciones lobulares benignas. Su aspecto es redondeadoy su ubicacion dispersa, en ocasiones aparecen varios grupos proximos entre s.Adaptado de [68]
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a) estructura b) microcalcicacionesFigura 1.5: Microcalcicaciones ductales malignas. Su aspecto es lineal conbordes irregulares y algunas presentan ramicaciones. Adaptado de [68]como resultado la determinacion de las zonas de la mamografa donde puedeestar la anomala para que el radiologo centre su atencion en dichas zonas y notenga que invertir tiempo y capacidad de concentracion en la totalidad de la ma-mografa. Si la precision del sistema lo permite este mismo proceso servira paradescartar automaticamente aquellas mamografas en las que no se ha detectadoninguna zona que deba ser analizada por el radiologo.Como se ha dicho anteriormente en los programas de screening se recomiendadoble lectura, es decir, que la mamografa sea analizada por dos radiologos o bienque el mismo radiologo la analice dos veces en dos momentos distintos dado quemuchos estudios reejan inconsistencias en el diagnostico dada la dicultad delmismo [135]. Otro planteamiento de aplicacion del sistema computerizado seraque tanto el radiologo como el sistema analizaran todas las mamografas sirviendoeste ultimo como segunda lectura.Adquisicion de la imagen. La adquisicion de la imagen, es decir, la ob-tencion de la matriz rectangular de numeros que sera tratada por el sistemacomputerizado, puede ser de dos formas, digitalizando una placa de radiografaconvencional o bien con un sistema de mamografa digital directa en el que laradiacion que atraviesa la mama incide sobre un sensor que directamente per-mite dar la informacion de la imagen en forma numerica sin revelado fotogracointermedio.Ambos casos comparten el modo de realizacion de la exposicion de la mamaa los rayos x. Desde una distancia de varias decenas de centmetros se emite la
12 CAPITULO 1. INTRODUCCI ONradiacion con un foco que idealmente debe ser puntual y que en la practica tieneun tama~no inferior al milmetro. La mama se comprime con fuerza para evitaruna sobreexposicion de los tejidos anteriores de menor espesor y una infraexpo-sicion de la base. Los tejidos no deben ser da~nados y se debe tener en cuenta eldolor provocado a la paciente pero cuanto mayor es la compresion, mejor es lamamografa. Con la compresion tambien se asegura la ausencia de movimientodurante la exposicion a la radiacion reduciendo el efecto de emborronamiento pormovimiento, y ademas tambien se reduce la radiacion dispersa. En la gura 1.6se muestra la disposicion del equipo mamograco.
Figura 1.6: Realizacion de una mamografa. Proyeccion craneo-caudal. Adapta-do de [68]Respecto a la digitalizacion de mamografa convencional, hay que realizar elproceso mediante un escaner. Las tecnologas utilizadas son basicamente dos,laser y CCD. Ambas miden la densidad optica de cada punto o pixel de la ima-gen. Es frecuente asumir que el pixel es una region cuadrada. El tama~no delpixel viene determinado por el tama~no del laser o por el tama~no de las celulas delCCD. La resolucion de la imagen esta determinada por dicho tama~no de pixel ynormalmente se da en numero de puntos por unidad de longitud o bien directa-mente la longitud del lado del pixel. El resultado de la medida de la densidad delpixel es un numero unidimensional o nivel de gris cuyo numero de bits dependede las capacidades del sistema.La gura 1.7a muestra la disposicion de los elementos es una adquisicion conlaser. Se ilumina un solo punto con una cantidad de luz conocida y la radiacionque consigue atravesar la placa radiograca incide sobre un sensor. A continua-cion se desplaza el haz laser para que incida en el siguiente punto a adquirir y de



















a) escaner laser b) escaner CCDFigura 1.7: Diagrama de digitalizacion de la imagen mamograca. a) dispositivobasado en laser. La resolucion esta determinada por el tama~no del haz laser; b)dispositivo basado en CCD lineal. La resolucion esta determinada por el tama~node los sensores individuales dentro del array lineal.En ambos casos la luz al atravesar un determinado punto de la mamografasufre una atenuacion que es medida a traves de la transmitancia T :T = I2I1 (1.1)donde I1 es la luz incidente, que debe ser conocida, e I2 es la luz que atraviesa lamamografa y es medida por el sensor. Como el margen dinamico es muy grandese utiliza la densidad optica D denida como:D =   logT (1.2)El numero o nivel de gris que nalmente se adjudica a cada pixel es proporcional ala densidad optica, y el valor concreto depende del margen de densidades opticasque el dispositivo sea capaz de manejar.Cabe citar aqu que existen otros metodos para el diagnostico de cancer comolos basados en ultrasonidos, tomografa, etc. que complementan el diagnostico delcancer de mama, pero la mamografa es hoy por hoy el metodo que ha demostradoser mejor en la deteccion precoz mediante procesos de screening.Estructura de la tesis. La tesis presenta dos areas del tratamiento digitalde imagenes, los campos aleatorios de Markov y la Morfologa Matematica. Con
14 CAPITULO 1. INTRODUCCI ONellas se desarrollan varios procedimientos y se evaluan sus prestaciones en la ta-rea de deteccion de las microcalcicaciones. La combinacion de ambas permitemejorar los resultados que se hubieran alcanzado con una sola de ellas. Dentrode los campos aleatorios se estudian los algoritmos de deteccion existentes y seproponen alternativas para disminuir los aspectos en que disminuyen sus presta-ciones. En el area de Morfologa Matematica se proponen operadores especcospuesto que las microcalcicaciones en mamografa no se corresponden con losproblemas de segmentacion generica de imagenes.El texto esta estructurado en captulos. En el siguiente se hace una revisionde la literatura publicada respecto al tratamiento de mamografa y en particu-lar sobre la deteccion de microcalcicaciones. En el captulo 3 se presentan loscampos aleatorios de Markov y se implementan varios algoritmos de segmenta-cion, mostrandose con ejemplos sus capacidades y limitaciones en la tarea desegmentacion general de imagenes. En el captulo 4 se revisan los fundamen-tos de las herramientas de Morfologa Matematica que se utilizan en la presentetesis. El captulo 5 presenta diferentes algoritmos para la deteccion de las mi-crocalcicaciones basados en las tecnicas expuestas en los captulos precedentesy en el captulo de resultados que le sigue se evaluan todos ellos con una base deimagenes mamograca (ver Anexo A) utilizada internacionalmente para podercomparar las capacidades de nuestra propuesta con otras ya publicadas. Lasconclusiones nales y futuras lneas de trabajo se exponen en el captulo 7.
Captulo 2
Revision de la literatura
El trabajo que esta realizando la comunidad cientca internacional alrededordel tratamiento computerizado de mamografa digital esta dirigido fundamental-mente hacia la ayuda en los programas de screening masivo. Como se ha dichoen la introduccion estos programas representan un metodo ecaz en la deteccionprecoz y consecuentemente un aumento muy importante de las probabilidadesde curacion. Las consecuencias del resultado que el sistema computerizado dic-tamine tras el analisis de una mamografa son tan importantes para la vida decada mujer, que el tratamiento de todas las mamografas del programa masivode screening no se puede dejar exclusivamente en manos de la maquina a menosque este exhaustivamente comprobado que el numero de fallos es muy bajo, y enestos momentos eso todava no es una realidad. As las cosas el objetivo realistaque en la literatura se establece es que la maquina realice en vez del screening unprescreening conducente a reducir el numero de mamografas que los radiologostienen que estudiar.La literatura acerca de tratamiento computerizado de mamografa se puedeclasicar atendiendo al tipo de patologa o anormalidad que pretende detectar oanalizar. Segun este criterio, los dos grupos mas numerosos de artculos tratanacerca de las microcalcicaciones y de las masas. El resto, menos numeroso,versan acerca de asimetras, clasicacion de estructuras del parenquima mamario,deteccion de estructuras brosas, localizacion del pezon [21], etc.Si la clasicacion se hace atendiendo a un criterio cronologico la estructura-cion podra hacerse de diversas formas, una posible consiste en establecer unaprimera etapa previa a la celebracion del First International Workshop on DigitalMammography, FIWDM y las siguientes etapas coincidentes con cada edicion.En el primer congreso, celebrado en San Jose, California, en 1993, se sientan lasbases para la celebracion periodica del mismo en el futuro. Fruto de esta idea fueel segundo congreso, celebrado en York, Reino Unido, en 1994, y el tercero, ce-15
16 CAPITULO 2. REVISI ON DE LA LITERATURAlebrado en Chicago, Illinois, USA, en 1996. El proximo congreso se celebrara en1998 en Nijmegen, Holanda. Los resultados del presente trabajo se presentaranen esta edicion [91]. Junto a este congreso tambien hay muchas aportaciones enlos congresos de tratamiento de imagen organizados por instituciones como elIEEE, IEE, IASTED, SPIE, etc., pero la mayor concentracion se produce en elmencionado anteriormente. Dado que el tratamiento computerizado de mamo-grafa es la conuencia de dos ciencias fundamentales, a saber, el tratamientode se~nal y la medicina, tambien desde las organizaciones medicas se celebranreuniones y congresos sobre este tema.Aunque para establecer un marco de referencia dentro del area de la mamo-grafa [135] mencionaremos algunas publicaciones no especcas de microcalci-caciones, la revision que haremos se centrara fundamentalmente en estas.2.1 Etapa previa al FIWDM2.1.1 Deteccion de microcalcicacionesDe los trabajos previos al FIWDM, muchos de ellos tratan de microcalcica-ciones o deteccion precoz de cancer [20][129][45] [116][19][43] [94][29][60] [7][79].Los de deteccion precoz de cancer lo hacen a traves de la deteccion de micro-calcicaciones, as que implcitamente tambien son de microcalcicaciones. Lostres trabajos mejor conocidos y mas referenciados son los publicados por Chan yDoi [20], Davies y Dance [29] y Karssemeijer [60]. Chan y Doi utilizando extrac-cion de caractersticas y umbrales consiguen unos resultados de 82% en ratio declusters verdaderos positivos (RVP) detectados con 1 cluster falso positivo porimagen en promedio. Las imagenes utilizadas son 20 mamografas todas ellasconteniendo clusters de microcalcicaciones. Mayor es el ratio de verdaderospositivos presentado por Davies y Dance que alcanza un 96% con un promediode falsos positivos de 0.18 por imagen. Son resultados muy superiores no solopor ser 96% frente a 82% sino porque ademas reduce a mas de la quinta partelos falsos positivos detectados. El conjunto de mamografas utilizado consiste en50 imagenes de las cuales la mitad tienen clusters y la otra mitad no. Se utili-zan 25 para entrenar el algoritmo. Tambien el tipo de procedimiento utilizadoconsiste en detectar regiones, basicamente a traves de ltrado paso alto, calcularcaractersticas de estas regiones y aplicar umbrales. A diferencia Karssemeijerutiliza un modelo estocastico para la mamografa y aplica clasicacion bayesia-na. Nuestro trabajo deriva de este. En la gura 2.1 se presenta un esquemade la version ampliada [61] en el que se reeja que el proceso se divide en dospartes, una primera en la que a partir de la imagen de niveles gris se obtienentres imagenes tambien de niveles de gris, que son el contraste local, el contraste






1ª parte 2ª parteFigura 2.1: Diagrama del detector [61]. Sigue un planteamiento frecuente en laliteratura referente a la deteccion de las microcalcicaciones al dividir el procesoen dos partes. En particular, en [61] la primera parte genera tres imagenes y apartir de ellas la etapa de segmentacion genera el resultado.resultados que obtiene son muy similares a los de Chan y Doi (82% con 1 falsopositivo por imagen) pero el algoritmo permite ajustar la sensibilidad y por tantoobtener diferentes niveles de deteccion con las correspondientes falsas alarmas,dando un 100% de verdaderos positivos detectados con 2 falsos positivos porimagen. Utiliza 25 mamografas para entrenar y otras 40, distintas a las 25 deentrenamiento para la evaluacion del proceso. La novedad importante es quelas 40 mamografas de test las ha puesto a disposicion publica para que puedancontrastarse los resultados con otras investigaciones. Del resto de trabajos refe-renciados al principio del parrafo la tecnica mas empleada son umbrales sobrecaractersticas de regiones potencialmente calcicaciones [20, 19, 43, 29, 7]. Otrotipo de tecnicas empleadas estan dentro del campo de la clasicacion como sonlos k-vecinos mas proximos [45] y los arboles de decision binarios [116].Aunque Davies y Dance obtienen resultados bastante buenos, para que elprocedimiento tenga una implantacion en la rutina clnica es necesario vericarque el tipo de imagenes utilizado contempla tanto imagenes con clusters facilesde detectar como difciles. Las 40 imagenes de Karssemeijer aparte de haberlashecho publicas, lo cual le da una mayor importancia a su trabajo por la po-
18 CAPITULO 2. REVISI ON DE LA LITERATURAsibilidad de poder vericar la validez de los resultados obtenidos en el mismo,contienen entre ellas imagenes realmente complicadas en la labor de deteccion.Ya otros investigadores han puesto de maniesto que los resultados alcanzadospor Karssemeijer sobre esas imagenes no son nada sencillos de obtener [135, 119].2.1.2 Deteccion de masasRespecto a los trabajos previos al FIWDM dirigidos hacia la deteccion y analisisde masas o tumores [2, 108, 69, 13, 73, 137, 62], el promedio alcanzado en ladeteccion es del 90%, pero al igual que en microcalcicaciones todava es nece-sario reducir el numero de falsos positivos y contrastar los resultados con basesde datos mucho mas extensas de las utilizadas en las publicaciones. En las ma-sas presentes en mamografa la taxonoma que se puede realizar consiste en dosclases, las bien denidas [13, 69] y las mal denidas [62]. El adjetivo denida sereere a la frontera entre la masa y el tejido mamario en el que esta inmersa.Por bien denida se entiende una masa con una frontera estrecha que delimitaun cambio brusco de densidad dentro de la masa respecto de la densidad en eltejido circundante a la masa y que la forma de dicha frontera sea basicamentecircular sin cambios bruscos en la curvatura. Por mal denida se entiende cual-quier posibilidad no incluida en bien denida, por ejemplo una frontera ancha,en el sentido de que la densidad de la masa va decreciendo de forma progresivay no brusca hacia la densidad del tejido circundante. Un caso de especial interesson las estrelladas [62]1 dado que implican una alta probabilidad de ramicaciondel tumor y propagacion al resto de tejidos (metastasis).En cuanto a la posibilidad de establecer comparaciones de resultados conotros procedimientos utilizados por el resto de investigadores no hay posibilidadpues las bases de datos son diferentes e incluso la forma de evaluar los resultadosson distintas, por ejemplo en cuanto a criterios de cuando una masa ha sidodetectada o no. En algunos casos se considera detectada cuando el centro delarea detectada por el algoritmo esta dentro de la zona marcada por el radiologo,otros cuando el area detectada superpone en un cierto porcentaje la zona marcadapor el radiologo, etc.2.1.3 OtrosEn esta seccion se citan otros frentes importantes en los que se trabaja actual-mente y de los que ya se publicaron artculos en esta etapa como por ejemplo larelacion del patron del parenquima mamario con el riesgo de cancer, las distor-1del ingles stellate
2.1. ETAPA PREVIA AL FIWDM 19siones en la arquitectura de la mama, o el realzado de imagen para mejorar lainspeccion por parte del radiologo.Algunos investigadores han estudiado que los parenquimas mamarios de lasmujeres son distintos y han intentado realizar una clasicacion en base a dife-rentes caractersticas, entre ellas la arquitectura y la densidad. Quizas el masfamoso sea la clasicacion de Wolfe [131] en la que agrupa un conjunto de ca-sos clnicos en cuatro patrones [68] y establece que unos tienen mayor riesgode cancer que otros; tambien en [105, 112, 75, 16] se realizan trabajos en estalnea, pero el debate no se ha cerrado todava con una opinion unanime de lacomunidad cientca sobre si existe una relacion directa o no.Respecto al realzado Dhawan [39, 37], Gordon [48], Woods [133] y Taho-ces [121] basan sus aportaciones en ltrado y umbrales adaptativos sobre el ve-cindario de cada pixel, Morrow [89] en cambio utiliza crecimiento de regiones yaporta en su trabajo la denicion de una medida cuantitativa de la mejora delcontraste conseguida por el proceso que propone (basada en el histograma).
20 CAPITULO 2. REVISI ON DE LA LITERATURA2.2 FIWDMDado que este ha sido el primer congreso exclusivamente dedicado a la mamo-grafa digital es interesante hacer un sumario [135] para establecer el estado delos trabajos en este punto de partida.2.2.1 Deteccion de microcalcicacionesAutores Contenido Numero deimagenes Resultados ComentarioBarman yGrandlun [8] deteccion decalcicacio-nes 2 imagenes, 1en alta resolu-cion ninguno trabajopreliminarutilizandowaveletsQian etal [98] clusters decalcicacio-nes 15 imagenes 100% RVP,0.2 FP/img wavelets, re-sultados eva-luados subje-tivamenteZhao [139] caractersticasde calcica-ciones 3 imagenes ninguno No detalla elprocesowoods etal [134] deteccion decalcicacio-nes 9 imagenesde entrena-miento y 15de test todascon calcs. 85% RVP con20% RVP so-bre calcs indi-viduales extraccionde regionespotenciales yclasicacionde esas regio-nes. CurvasROC
2.2. FIWDM 21Autores Contenido Numero deimagenes Resultados ComentarioBankman etal [6] clusters decalcs. 3 imagenesde entrena-miento y 9 detest 100% RVPcon 0.22FP/img No se tienendetalles delprocesoKarssemeijer[61] cluster decalcs. 40 imagenestodas conclusters 100% RVPcon 2 FP/img modelo es-tocastico.Curvas ROCShenet etal [114] deteccion decalcs. y cla-sicacion be-nigna/ malig-na 4 imagenes 87% RVP con0 FP benigna.89% RVP con29 FP malig-na. Clasicacionbenig/maligcorrecta: 94%benig. 87%malig.Dhawan etal [38] clasicacionde clustersbenigno/maligno 10 imagenesde entre-namiento(5 benig, 5malig.) 85imagenesde test (52benig. 33malig.)
74% clasica-cion correctaa nivel decalcs indivi-duales. 66%a nivel degrupo
segmentacionmanual de lascalcs. Clasi-cacion conred neuronal
Parker etal [96] clasicacionde clustersbenigno/maligno 4 imagenes deentrenamien-to (2 benig.,2 malig.) 100% cla-sicacioncorrecta enlos casos\tpicos",algunosatpicos malclasicados
segmentacionmanual delas calcsindividuales
22 CAPITULO 2. REVISI ON DE LA LITERATURA2.2.2 Deteccion de masasAutores Contenido Numero deimagenes Resultados ComentarioNishikawa etal [93] calcicacionesy masas 154 pares deimagenes, 90de ellos conmasas y 78img con 36grupos decalc.
85%RVP enambos casos,3.0 FP/imgen masas, 1.5FP/img encalc.
clasicadorANN parareducir FP.leave-one-outentrena/testBrzakovic etal [12] calcicacionesy masas 17 imagenescon calcs. y12 con masas 76% RVP, 0FP/img encalcs, 67%RVP en ma-sas, no dadatos de FP
proceso mul-tiresolucion,algunos testsson sobresimulacionesMazur etal [82] deteccionde masasincipientes 1 imagen CTcon masas si-muladas centros de lasmasas Da unmetodo deevaluar masascrecientesBurdett etal [15] clasicacionde lesio-nes benig-na/maligna 8 imagenescon 4 lesionesmalignas y 6benignas ninguno segmentacionmanual
2.2. FIWDM 232.2.3 OtrosAutores Contenido Numero deimagenes Resultados ComentarioMiller y As-tley [87] Asimetra delas mamas 30 pares deimagenescon 12 paresanomalos 91.7% RVPcon 16.7% deRFP clasicadorcon 6 carac-tersticas.Mismasimagenespara entre. ypara testHajnal etal [51] clasicacionde mamo-grafas pordensidad 20 pares deimagenespara entrena-miento 103pares paratest
72% RVP con21% RFP curvas ROC.8 imagenes noclasicadasRichardson[99] compresion 1 imagen ninguno waveletsAstley etal [4] marcado dezonas paramejorar laprecision 30 imagenescon 15 zonas la precisiondel radiologomejora sumario decomo percibeel radiologolas anomalas2.2.4 ConclusionComo conclusion comun, independientemente de las diferentes tecnicas de tra-tamiento de imagen empleadas, se observa la dicultad de comparar las pres-taciones entre las diferentes alternativas debido a que todos los trabajos estanevaluados con sus propias imagenes. Ademas no hay ninguna indicacion sobre lacomplejidad de las imagenes utilizadas, por lo que los trabajos que aportan ratiosde deteccion elevados con pocos falsos positivos [98, 6] deben ser contrastados.Otra conclusion es que en algunos trabajos el numero de imagenes es unicamentede varias unidades [82, 8, 99, 139, 6, 114, 96, 15] lo cual no permite elevar lasconclusiones a denitivas.
24 CAPITULO 2. REVISI ON DE LA LITERATURA2.3 TIWDMLa ultima edicion celebrada del International Workshop on Digital Mammogra-phy ha sido la tercera. En esta el numero de contribuciones ha sido mucho mayorque la primera y mencionar todos los trabajos sera demasiado extenso por loque vamos a centrar la revision en los referentes a microcalcicaciones.Carman y Eliot [17] basa su trabajo de deteccion en procesado lineal. Diceque las calcicaciones se pueden modelar como grupos peque~nos y localizados depixels mas brillantes que su vecindario por lo que utiliza la aproximacion discre-ta de la Laplaciana de una Gaussiana (LG) [44] ya que la version continua deMarr [78] muestra ser suboptima [44]. Carman, ademas aproxima el operador(LG) por el ltro Diferencia de Gaussianas (DG) tal como propone Dengler etal. [32]. La novedad de Carman respecto al trabajo de Dengler et al. [32] es quecomo los ltros necesitan uno o mas parametros que dependen del tama~no de losobjetos a detectar (conocidos como escala) se propone un metodo adaptativo.Sobre el resultado se aplica un umbral obteniendose una imagen binaria a la quese aplica el algoritmo de identicar componentes conexas y obtener las regionesresultantes que son las posibles microcalcicaciones. Sobre las regiones calculacuatro caractersticas que son el area, contraste, circularidad y valor medio delgradiente en el borde y con ellas las clasica como pertenecientes a microcalci-cacion o no. Este enfoque del problema en el que hay un proceso de ltrado,una binarizacion y una clasicacion sobre las caractersticas de las regiones re-sultantes es bastante frecuente [135, 32]. Prueba dos clasicadores, el primeroparaleleppedo, es decir, umbralizar en cada caracterstica, y el segundo vecinomas proximo. Obtiene mejores resultados con el primero, y son una deteccion del70% de clusters malignos con aproximadamente 2 falsos positivos por imagen.Es una lastima que de los resultados de esta manera porque la mayora de lostrabajos dan sus cifras de deteccion sobre clusters totales y como no especicalos cluster benignos que tiene su base de mamografas no se pueden compararlos resultados directamente con otros.Una armacion suya que contrasta con las realizadas por otros [135] es que elmetodo de segmentacion no inuye sobre los resultados del clasicador.Hara et al [52] tambien utiliza como primer paso ltrado lineal. Su modelo demicrocalcicacion es aproximadamente conico y el aspecto que fundamentalmen-te utiliza del cono es que la proyeccion del gradiente sobre un plano son crculosconcentricos el los que la direccion del gradiente es excentrica. Los crculosconcentricos que utiliza tienen diametro 3, 5 y 7 pixels, de ah que le llame alltrado Triple-Ring Filter. El modulo y la direccion del gradiente lo calcula conlas mascaras de Sobel. En cierto sentido aplica una tecnica jerarquica porquecon el resultado anterior determina que pixels son candidatos a pertenecer a mi-crocalcicaciones y sobre ellos repite el proceso anterior pero esta vez variando
2.3. TIWDM 25el diametro de crculo basado en el resultado del crecimiento de regiones aplica-do a partir del punto con mayor valor en el modulo del gradiente. Sobre estesegundo ltrado se umbraliza y a continuacion calcula el area y la circularidad.Sobre estas caractersticas se umbraliza de nuevo y el resultado es la deteccionnal. Como se puede observar la parte nal del proceso es similar a la empleadaen [17] cuando utiliza la clasicacion en paraleleppedo. Finalmente agrupa lasmicrocalcicaciones en clusters y los clasica entre benignos, indenido y ma-ligno en base al tama~no y forma de las microcalcicaciones individuales, y ladistancia media entre ellas. Nosotros, y de acuerdo con [72], pensamos que noson caractersticas sucientes para hacer un diagnostico preciso puesto que nose tienen en cuenta aspectos muy determinantes sobre la benignidad/malignidadtales como la forma del cluster y el tipo de tejido sobre el que se encuentra.Netsch [92] enlaza el uso de ltrado lineal con analisis multiescala. En algu-nos aspectos este trabajo y el de Carman [17] comparten las mismas ideas, yaque ambos utilizan la Laplaciana de una Gaussiana (LG) como ltro detector depuntos y ademas tienen en cuenta diferentes escalas debido a que el tama~no delas microcalcicaciones va desde varios pixels a decenas de pixels. Un maximolocal en el resultado de la LG corresponde a una estructura brillante mas o menoscircular en una escala apropiada. Como la LG se puede interpretar como un ltropasobanda hay muchas estructuras en la mamografa que dan una salida elevaday por tanto se necesita una mayor selectividad. Introduce entonces como modelopara la microcalcicacion un cilindro y determina la forma de la respuesta enuna representacion escala-espacio. Segun el tama~no y el contraste del cilindro losparametros de la representacion escala-espacio tendran un cierto valor. Para ladeteccion de las microcalcicaciones a partir de la representacion escala-espaciose estima el contraste de la misma y si este supera un cierto umbral lo consi-dera microcalcicacion, sino no. La variacion del umbral le permite ajustar lasensibilidad del proceso de deteccion. Sobre el resultado agrupa las microcalci-caciones en clusters y evalua el ratio de verdaderos positivos y el numero defalsos positivos por imagen resultandole un valor elevado debido sobre todo a lasmicrocalcicaciones de tama~no peque~no, por lo que realiza un pre-clustering enla escala de tama~no peque~no exigiendo un numero mnimo de 4 para ser consi-derada como grupo frente a las dos exigidas en el resto.Consideramos los resultados de este trabajo especialmente interesantes porquese evalua el algoritmo sobre la misma base de mamografas que nosotros utiliza-mos y porque se dan en forma de curva ROC (Receiver Operating Characteris-tic) [18, 84, 120, 136] que es la forma mas valorada por la comunidad cientcallegando a unos resultados similares a los nuestros. Indica que los tiempos decalculo de la representacion escala-espacio son altos pero no da cifras concretas.Yoshida et al [138], como otros que se citan mas adelante, tiene como temaprincipal de su trabajo para la deteccion de las microcalcicaciones las wave-









Area bajo curva ROC
Figura 2.2: Area bajo ROC.Nosotros como intento de traducir de forma aproximada resultados basadosen ROIs a resultados basados en mamografa completa proponemos lo siguiente.El ratio de verdaderos positivos es el mismo. Respecto de los falsos positivos ysuponiendo que las ROIs que no contienen verdaderos positivos incluidas en elconjunto de test son representativas de la mamografa en general es necesariotraducir el ratio de falsos positivos a falsos positivos por imagen. Esto se puedehacer tomando dicho ratio y multiplicarlo por la cantidad de ROIs que puedehaber en una mamografa. As por ejemplo y suponiendo un tama~no de pixel enla digitalizacion de 0.1 mm, una mamografa puede tener 2048x2048 pixels lo quesupone (2048=128)x(2048=128) = 256 ROIs de 128x128 pixels. Si el trabajo conROIs no incluye entre sus muestras ejemplares del fondo de la mamografa queno pertenece a la mama, entonces habra que compararlo con los trabajos que serealizan sobre mamografa completa y la procesan previamente para descartar lazona que no pertenece a la mama lo cual supone en termino medio procesar soloun tercio de la supercie y consecuentemente de las 256 posibles ROIs realmentehay que considerar la tercera parte resultando como factor multiplicativo parala comparacion 85.McLeod et al [83] tambien utilizan wavelets. Lo hace basicamente como l-tro pasobanda reemplazando el ltro adaptado que utilizaban en sus trabajosanteriores. Utiliza las wavelets de Daubechies y sobre la se~nal de salida del l-tro aplica un umbral que calcula a partir de la estadstica de la imagen pero noespecica como. Sobre la imagen binaria resultante utiliza morfologa para elimi-nar los pixels aislados. Este proceso tambien se encuentra en otros autores [28].Aunque en varios trabajos se eliminan los pixels aislados, a efectos comparati-vos en importante tener en cuenta el tama~no de pixel en la digitalizacion o laadquisicion. Este artculo trabaja sobre radiografa computerizada digitaliza-da directamente y no como digitalizacion de la pelcula fotograca expuesta ala radiacion y posteriormente revelada. Desafortunadamente el autor da comoinformacion de la adquisicion el numero de pixels de las imagenes (2370x1770)pero no a que supercie corresponde. Los resultados que reporta son 84% de
28 CAPITULO 2. REVISI ON DE LA LITERATURAverdaderos positivos con 1.9 falsos positivos por imagen.Aghdasi [3] tambien hace referencia a Daubechies para las wavelets pero plan-tea que en el caso de las microcalcicaciones estas pueden ser mas visibles entransformaciones wavelets con escalas que no sean las tradicionales octavas taly como aparece en [119]. Aghdasi propone que la escala, as como el desplaza-miento, sea determinada mediante una red neuronal para optimizar la deteccionde las microcalcicaciones. Como resultado da un 3% de mal clasicados. En lamisma lnea esta el trabajo de Chitre y Dhawan [23] en el que tambien se utilizanwavelets y se optimizan para la deteccion de las microcalcicaciones pero en estecaso la metodologa de optimizacion no esta basada en redes neuronales sino enel algoritmo genetico GENESIS desarrollado por J. Grefenstette. La deteccion serealiza sobre regiones de interes extradas manualmente de la mamografa. No daresultados en terminos de ratio de verdaderos positivos detectados acompa~nadosdel ratio de falsos positivos correspondiente.Otro grupo de autores [28, 102, 106, 117, 130] tienen como herramienta cen-tral de sus propuestas las redes neuronales. Meersman [28] plantea la utilizacionde dichas redes para detectar las microcalcicaciones mediante la clasicacion anivel de pixel. En este sentido es similar al trabajo de la presente tesis. En otrostrabajos el planteamiento es distinto porque se clasica a nivel de regiones. Lasredes que utiliza son de tres capas feedforward con distintos tama~nos y el entre-namiento se hace con el algoritmo de backpropagation. Para el entrenamientodene el error como uno o menos uno si se ha clasicado incorrectamente y ceroen caso de clasicacion correcta y sobre el calcula el error cuadratico medio quese va minimizando a medida que avanza el entrenamiento. Las entradas de lasredes son directamente el nivel de gris del pixel que se pretende clasicar y losde su vecindario. Considera dos tipos de vecindario 9x9 y 15x15. La evaluacionla realiza con un conjunto de 150 regiones de interes de 128x128 pixels, la mitadcon microcalcicaciones la otra mitad sin ellas elegido al azar. Da los resultadoscon curvas ROC. Como muestra decir que para ratio de verdaderos positivos del83% tiene un ratio de falsos positivos del 2%. Segun lo que hemos escrito masarriba sobre la comparacion de resultados de ratio de falsos positivos cuando setrabaja sobre ROIs a falsos positivos por imagen cuando se trabaja sobre mamo-grafa completa esto supone aproximadamente 0:02 85 = 1:7 falsos positivos porimagen. Hemos utilizado 85 y no 256 como factor de conversion porque dice quelos ejemplares sin microcalcicaciones los toma de tejido sano lo que nos hacepensar que no incluye fondo que no corresponda a la mama.Rosen et al [102] tambien trabaja directamente con clasicacion a nivel depixel tomando como informacion de entrada a la red neuronal el nivel de grisdel pixels a clasicar y los niveles de gris de sus vecinos en una ventana de 7x7.Las diferencias de su aportacion residen en que elige una nueva funcion de ajustey algoritmo de aprendizaje especialmente indicados para problemas de clasica-
2.3. TIWDM 29cion binaria [104]. La red neuronal que utiliza tiene las 7x7 entradas, una capaoculta de 9 elementos y la salida de un elemento. El entrenamiento lo realizaseleccionando 1000 regiones que incluyen microcalcicaciones y aproximadamen-te 10 000 regiones que no incluyen microcalcicaciones, seleccionadas al azar delresto de las mamografas. Una peculiaridad es que el entrenamiento lo realizaen dos fases, primero entrena una subred formada por los 7x7 elementos de en-trada y un elemento de salida y luego construye la red incluyendo en la subredla capa oculta de 9 elementos, tomando como coecientes iniciales de la capa deentrada para la nueva fase de entrenamiento los obtenidos anteriormente. Parael entrenamiento utiliza el 80% de las imagenes de la base de mamografas deNijmegen y para el test el 20% restante. Los resultados que reporta son en formade graca ROC y como ejemplo para el valor de 1 falso positivo por imagen tieneun ratio de verdaderos positivos de 94%, lo cual es un buen resultado. El 20%de imagenes de la base de Nijmegen suponen 8 imagenes y nosotros pensamosque para que estos resultados puedan elevarse a denitivos deberan procesarsecon una mayor cantidad de imagenes, y dado que en el conjunto de imagenes hayalgunas con bastante mas dicultad que otras en la tarea de deteccion no estarade mas especicar las 8 imagenes utilizadas para el test.Sajda et al [106] exploran las ventajas de la multiresolucion para la deteccionutilizando una HPNN (hierarchical pyramid neural network). Entrena primerolas redes a baja resolucion para detectar las microcalcicaciones, aunque, debidoal diezmado de la imagen estas no estan presentes por lo que la red aprende esinformacion de contexto donde es probable que las microcalcicaciones esten ascomo las estructuras de la imagen que no suelen tenerlas. Las redes que trabajana mayor resolucion tienen como entrada la imagen a mayor resolucion y en lascapas ocultas incorporan ademas entradas que reciben los resultados generadospor las redes de baja resolucion. Para entrenar utiliza ROIs. Para cada ROIse genera un resultado entre 0 y 1 que indica la probabilidad de que esa ROItenga un cluster de microcalcicaciones. Posteriormente con un umbral binarizala decision de si la ROI es positiva o negativa, de forma que con el valor delumbral puede establecer diferentes sensibilidades. Da resultados para diferentessituaciones segun que criterio se considere para la denicion de cluster (numerode microcalcicaciones, distancia entre ellas, etc.) y como ejemplo reproducimosaqu que considerando clusters como 2 microcalcicaciones o mas alcanza un100% de ratio de verdaderos positivos con un ratio de falsos positivos de 24%. Un24% puede parecer alto si se le aplica el factor de traduccion multiplicativo de 85pero esto es en el supuesto de que las ROIs verdaderas negativas se hayan elegidoal azar y en el artculo da a entender que son ROIs negativas pero facilmenteinterpretables como positivas lo cual nos lleva a pensar que no representan lanormalidad del tejido mamario sino que son un conjunto escogido de regionespara representar situaciones mas complicadas.
30 CAPITULO 2. REVISI ON DE LA LITERATURAOtro enfoque multiresolucion con redes neuronales es el presentado por Strausset al [117] pero en este caso el proposito no es la deteccion propia de clusters demicrocalcicaciones sino hacer una preseleccion y evitar que la deteccion con otroalgoritmo [122] (mucho mas costoso en tiempo) resulte demasiado larga. Es inte-resante la estructura que plantea en tres redes neuronales en cascada basandoseprimero en seleccionar aquellas regiones de interes que tengan niveles de gris he-terogeneos, de estas seleccionar aquellas que tengan puntos blancos y nalmentede estas seleccionas aquellas que sean candidatas a tener clusters de microcalci-caciones. De esta manera la cantidad de regiones que llegan a la tercera etapason muchas menos que a la entrada. El resultado es que de una mamografade entrada con 4000x4000 pixels, el proceso da como termino medio 40 regionesde interes de 128x128 que son candidatas a tener clusters, entre las cuales estantodos los verdaderos positivos.Wei et al [130] presenta tambien un trabajo basado en redes neuronales enel que, al igual que Sajda et al [106], un umbral a la salida permite ajustar lasensibilidad del detector. Estudia la relacion existente entre las prestaciones dela clasicacion con la red neuronal respecto a la relacion entre los niveles degris de la entrada y la parte lineal de la sigmoide. Plantea que la clasicacion deproblemas binarios con la sigmoide funciona bien pero cuando la se~nal de entradaes de niveles de gris es importante remapear para conseguir una deteccion alta.Hojjatoleslami y Kittler [54] plantean el problema desde el punto de vistade clasicacion de regiones. Determinan regiones potenciales, extraen carac-tersticas y con ellas clasican mediante K vecinos mas proximos (K-NN) o conclasicador Gaussiano. La determinacion de las regiones potenciales se realizacon un Top-Hat y se binarizan con umbral adaptativo basado en la medianadel vecindario proximo y por ultimo realiza crecimiento de regiones teniendo encuenta el contraste y el gradiente, determinando no solo la region en s misma,llamemosle nucleo, sino ademas una segunda region constituida por los pixels querodean a la primera, que podemos llamar periferia. Las caractersticas de cadaregion tienen en cuenta el nucleo y la periferia, as como la forma del contornode ambas partes. Se calculan en total treinta y cinco caractersticas diferentes.Sobre el clasicador K-NN hace un estudio comparativo sobre la utilizacion parael calculo de la distancia entre la muestra y los elementos de entrenamiento dela distancia Eucldea o la metrica propuesta por Short y Fukunaga [115] y modi-cada por la propuesta de Devijver [36]. Dicha metrica minimiza localmente elerror cuadratico medio de la probabilidad de clasicacion erronea entre clasica-cion entrenada con gran numero de muestras y clasicacion con pocas muestras.Para el entrenamiento y test utiliza la base de mamografas publica MIAS quetiene el doble de resolucion espacial que la mayora de las imagenes de resto detrabajos. Toma 300 microcalcicaciones de 3 imagenes para la clase microcalci-cacion y selecciona al azar 900 regiones de tejido normal para la clase normal.
2.3. TIWDM 31Los resultados nales que reporta son una deteccion del 100% y 83% para losclusters malignos y benignos respectivamente con una quinta parte de imagenescon falsos positivos.Neto et al [31] implementan su trabajo con Morfologa Matematica, concre-tamente con la herramienta lnea divisoria de aguas2. Justica su eleccion enque es una herramienta potente de segmentacion que no necesita de ajustes oparametros heursticos. No obstante debido al ruido de la imagen la lnea diviso-ria de aguas tiende a segmentar la imagen en mas regiones de las que realmentehay. Para evitarlo se modica el algoritmo y se introducen los marcadores [127]de manera que por cada marcador se crea una region y el algoritmo determinaque pixels pertenecen a cada una de ellas. Neto hace uso de esto para intro-duciendo manualmente un marcador por cada microcalcicacion determinar laregion que abarca cada una de ellas y posteriormente calcular su forma. Con dosparametros clasicos de forma, la compacticidad3 y los momentos invariantes deprimer orden como entradas a un clasicador de vecino mas proximo clasica lasmicrocalcicaciones entre benignas y malignas. Los resultados que obtiene sonuna clasicacion correcta del 90.48% en las benignas y un 98.11% en las malignasrepresentando un total de clasicaciones correctas del 95.95%. El trabajo lo re-aliza sobre 74 microcalcicaciones de la Radiology Teaching Library of FoothillsHospital, Calgary, Canada, de las cuales 21 son benignas y 53 malignas proce-dentes de dos secciones comprobadas con biopsia. Nuestra opinion es que estosresultados hay que tomarlos de forma relativa ya que 74 microcalcicaciones sonpocas para que los resultados se puedan elevar a concluyentes, teniendo ademasen cuenta que las 21 microcalcicaciones benignas proceden de dos tumores ylas 53 malignas proceden del mismo tumor y por tanto no contempla la extensacasustica que puede presentarse en la realidad. Asimismo el ttulo no expresademasiado bien el contenido del artculo porque es \Deteccion de calcicacio-nes en mamografa mediante Morfologa Matematica" y la deteccion de si hayo no microcalcicacion la realiza manualmente. El objetivo de este artculo esel mismo que el de Dengler et al [32] en el sentido de que a partir de la formade la microcalcicacion se quiere clasicar entre benigna y maligna. Una de lasconclusiones de Dengler et al es que dado que se clasica a partir de la forma, olo que es lo mismo, a partir del contorno, las prestaciones del clasicador estancondicionadas a la precision con que son extrados los contornos. Dengler etal utilizan crecimiento de regiones a partir de semillas tambien manuales quecrecen la region hasta lmites determinados heursticamente. Nuestra opiniones coincidente con la de Neto et al en que la utilizacion de la lnea divisoriade aguas es un algoritmo apropiado para la determinacion del contorno de lasmicrocalcicaciones. Nosotros a~nadimos que probablemente mejore la precisionde los contornos extrados por Dengler et al y sera interesante aplicar ambos2traduccion de ligne de partage des eaux o watershed3traduccion de compactness
32 CAPITULO 2. REVISI ON DE LA LITERATURAprocedimientos sobre una misma base de datos extensa para llegar a conclusio-nes denitivas. No obstante hay que tener presente que pensamos, al igual queLanyi [72], que exclusivamente el contorno de las microcalcicaciones individual-mente no es un criterio suciente en el diagnostico de la benignidad/malignidadsino que es necesario tener en cuenta caractersticas referentes al cluster e inclusoa la ubicacion del mismo dentro de la mama.A continuacion se presenta un cuadro que tabula algunos aspectos interesan-tes de los trabajos citados en esta seccion. Se facilita de esta manera compararaspectos como el criterio de cluster, que imagenes se utilizan y en que cantidad,resolucion de las mismas, etc.
2.3. TIWDM 33Autores Contenido Criterio deCluster Imagenes Imagen com-pleta / ROIs ResultadosCarman yEliot [17] Filtros linea-les, clasica-cion de regio-nes mas de 2mcalcs enun crculode 15 mmdiametro Base pro-pia, 397imagenes, 0.1mm, 12 bits Imagen com-pleta 70% RVP,2 FP/imgHara etal [52] Gradiente deSobel, mode-lo geometricode las mcalsconico, cla-sicacion deregiones
mas de tresen 50mm2 Base propia,131 normalesy 62 con clus-ters, 0.1 mm,12 bits Imagen com-pleta 86% RVP,0.55 FP/imgNetsch [92] Analisismultiescalabasado enLaplacianade Gaussiana 4 o maspara calcspeque~nas 2o mas en elresto Base deNijmegen 40imagenes 0.1mm 12 bits Imagen com-pleta CurvasROC,90% RVP,1 FP/imgYoshidaet al [138] Wavelets mas de 2en la mismaROI Base pro-pia, 164imagenes, 82con clustersy 82 sinclusters, 10bits, 0.1 mm,
ROIs de128x128 CurvasROC,83% RVP,RFP 20%McLeodet al [83] Wavelets,umbral, eli-mina pixelsaislados umbral ajus-table sobredesviacionstandard enventana de30x30 pixels
Base propia,adquisiciondigital di-recta, 36imagenes2370x1770pixels, 10bits
Imagen com-pleta 84% RVP,1.9 FP/img
Aghdasi [3] Waveletsy redesneuronales no especica Base propia68 imagenes,0.1 mm no especica 3% de malclasicadasChitre yDhawan[23] Wavelets yalgoritmogenetico no especica Base pro-pia 191imagenes,0.16 mm ROIs No especi-ca nivel dedeteccion
34 CAPITULO 2. REVISI ON DE LA LITERATURAAutores Contenido Criterio deCluster Imagenes Imagen com-pleta/ROIs ResultadosMeersman[28] Redes neuro-nales aplica-das a nivel depixel, elimi-na pixels ais-lados
2 o mas 150 ROIsseleccionadasde la base deNijmegen, 75con clustersy 75 sinclusters
ROIs de128x128pixels, 0.1mm, 12 bits Curva ROC,80% RVP,2% RFPRosen etal [102] Redes neuro-nales aplica-das a nivel depixel 2 o mas porcm2 Base de Nij-megen, 32imagenes pa-ra entrenar 8para test Imagen com-pleta Curvas ROC,91% RVP,0.13 FP/imgSajda etal [106] Redes neuro-nales y multi-resolucion varios crite-rios 137 ROIs 50con clusters y87 sin clus-ters, 10 bits,0.1 mm ROIs de99x99 pixels
Area ba-jo ROC,100% RVP,FPF 21%Strauss etal [117] Redes neu-ronales paraseleccio-nar ROIssospechosas no especi-ca 50 Imagenes,0.05 mm, 12bits Imagen com-pleta Reduce losdatos a ana-lizar al 4%del inicialWei etal [130] Redes neuro-nales y pos-terior analisisde textura 2 o masmcalcs enuna ROI 39 Imagenesde 49x49 y 50de 145x145pixels, 10bits, 0.1 mm ROIs sensibilidad100%, es-pecicidad79%Hojjatol.y Kit-tler [54] Top-Hat,crecimientode regiones yclasicacionK-NN yGaussiana
mas de 4 en1cm2 Base MIAS,8 bits, 0.05mm Imagen com-pleta 100% RVP,0.2 FP/imgNeto etal [31] Clasicacionbenigna/maligna,MorfologaMatematica,marcadoresmanuales,clasicadorK-NN
no procede Base propia,3 imagenescon 74mcalcs. mcalcs indi-viduales 95% de cla-sicacion co-rrecta
2.4. PERIODO POSTERIOR AL TIWDM 352.4 Perodo posterior al TIWDMDhawan et al presentan en [40] un trabajo que tiene en comun algunos aspectoscontemplados en el artculo que junto con Chitre [23] presentaron en el TIWDM.En [23] hace uso de wavelets y algoritmo genetico para minimizar el error y se-leccionar la wavelet optima mientras que en [40] el planteamiento es el siguiente:clasicar el cluster como benigno/maligno con varios clasicadores, la seleccionde las caractersticas se realiza con algoritmo genetico y las caractersticas de lasregiones de interes que se calculan son de dos tipos, el primero son caractersticasde textura global obtenidas a partir de estadsticos del histograma de segundoorden (entropa, momentos, media, correlacion, etc.), el segundo tipo son carac-tersticas de textura local extradas a partir de la transformada wavelet. Juntocon esto se utilizan tambien caractersticas de las microcalcicaciones que for-man el cluster, para ello segmenta las microcalcicaciones que hay en la regionde interes con el siguiente procedimiento: calcula el contraste local en cada pixelde la imagen y utiliza la desviacion local de los niveles de gris como umbral paradecidir si un pixel pertenece o no a la clase microcalcicacion [107]. El contrastelocal se calcula restando el nivel de gris del pixel y la media de los niveles de grisde los pixels en una ventana de 15x15. A la imagen binaria resultante le aplica uncierre morfologico y tras calcular las componentes conexas que resultan descartatodas aquellas que tienen un area menor que cinco pixels. Las caractersticas decluster que considera son:numero de microcalcicaciones, media y desviacion del area de las microcalci-caciones, media y desviacion de los niveles de gris de las microcalcicaciones,media y desviacion de la distancia que las separa, media y desviacion de la dis-tancia entre el centro de masa y cada una de ellas, y nalmente, energa potencialdel sistema utilizando el producto de la media del nivel de gris y el area comoindicador de la masa. Los resultados de la clasicacion son evaluados mediantecurvas ROC y de ellas se da el area bajo curva ROC, con unos valores que vande 0:6 a 0:81.En nuestra opinion es interesante notar que el algoritmo de segmentacion delas microcalcicaciones es bastante simple y presumiblemente sea un factor queincide negativamente en los resultados nales de clasicacion. Ademas se des-cartan todas aquellas microcalcicaciones con menos de cinco pixels, que con laresolucion de 0.16 mm empleada corresponde aproximadamente a microcalcica-ciones de 9 pixels en imagenes digitalizadas con 0.1 mm. Si este procedimientofuera empleado en la base de mamografas que nosotros utilizamos seran descar-tadas muchas microcalcicaciones importantes. A ttulo ilustrativo en algunasde las imagenes que se emplean en los proximos captulos, por ejemplo en laimagen 12c, mas de la mitad de su centenar de microcalcicaciones son menoresque 9 pixels. Respecto a la lista de caractersticas de cluster contempladas con-sideramos que sera interesante a~nadir algunas que tengan en cuenta la forma de
36 CAPITULO 2. REVISI ON DE LA LITERATURAlas microcalcicaciones individualmente [32] as como del cluster [72].En el trabajo de Zheng et al [140], a diferencia del trabajo al que alude elparrafo anterior, el objetivo fundamental es la deteccion. Las claves del con-tenido son el uso de redes neuronales, el entrenamiento basado en propagacionhacia atras con ltro de Kalman y el umbral nal a la salida de la red neuronalse determina dinamicamente en funcion de la entropa espectral. Realiza unacomparacion entre las prestaciones de deteccion alcanzadas cuando la entrada alproceso son los niveles de gris de la mamografa directamente y cuando la entradaes la mamografa preprocesada con el algoritmo basado en wavelets presentadoen [57]. Como caractersticas de clasicacion toma de dos tipos: en el dominioespacial y en el dominio espectral. Del primer tipo son la varianza de los nivelesde gris y la varianza de la energa (denida como el nivel de gris al cuadrado);del segundo tipo son la energa de la componente alterna y la entropa espectral,ambas calculadas a traves de la transformada discreta del coseno por motivosde eciencia en el tiempo de calculo. El calculo de las caractersticas se realizasobre un bloque centrado en el pixel en cuestion y los valores resultantes de lascaractersticas son las entradas a la red neuronal. Para detectar las microcalci-caciones se repite este proceso para todos los pixels de la imagen y nalmentesi hay tres o mas microcalcicaciones por cm2 se considera que se ha detectadoun cluster.La base de imagenes mamogracas que utiliza consiste en 30 casos, 20 conclusters de microcalcicaciones (21 clusters en total) y 10 correspondientes acasos normales. La digitalizacion de la pelcula radiograca se ha hecho con untama~no de pixel de 0.11 mm y con una profundidad en la escala de niveles degris de 12 bits. Aporta resultados para diferentes cantidades de neuronas en lacapa oculta y en el mejor de los casos el ratio de verdaderos positivos es del 91%con 0.71 clusters falsos positivos por imagen.Gurcan et al [50] proponen para la deteccion de las microcalcicaciones uti-lizar estadsticos de orden superior. Filtra la imagen en pasobajo, pasobanda ypasoalto y asume que la distribucion de los niveles de gris en rectangulos corres-pondientes a regiones de fondo en la imagen pasobanda tienen una distribuciongaussiana mientras que en regiones que contienen microcalcicaciones la distri-bucion diere porque la cola positiva contiene mayor energa que la negativa alser estas regiones contrastadas brillantes. Para distinguir estas dos situacionescalcula el grado de simetra de la funcion de densidad de probabilidad y el gradode planicidad de la funcion respecto a la distribucion gaussiana, parametros co-nocidos normalmente por skewness y kurtosis respectivamente. La clasicacionla realiza con umbrales jos para cada una de las caractersticas calculadas sobreregiones rectangulares de 30x30 solapadas 15 pixels. Evalua el procedimientosobre la base de Nijmegen y obtiene para deteccion 100% 3.3 falsos positivos porimagen.
2.4. PERIODO POSTERIOR AL TIWDM 37Heine et al [53] tiene en algunos aspectos un enfoque similar a [50] porquetambien se descompone la imagen en bandas (en [53] se hace con wavelets) y seintenta modelar cada tipo de tejido con funciones de distribucion de probabilidadsobre las cuales se calcula algun parametro, concretamente los modelos utilizadosson la distribucion de Laplace y la exponencial. En particular en este trabajolas microcalcicaciones son un objetivo indirecto en el sentido de que se pre-tenden detectar las regiones correspondientes a tejido normal cuyos parametrosestadsticos estimados aproximan a los obtenidos en la fase previa de modeliza-cion. Todas aquellas regiones que diverjan del modelo normal se resaltan paraque sean estudiadas por el radiologo. Los resultados alcanzados son que reconocecorrectamente el 46% de las imagenes normales.En [90] y [91] se presentan de forma abreviada los resultados de la presentetesis. En el primero se exponen los resultados preliminares alcanzados con loscontenido presentados incluyendo la seccion 6.4 y en el segundo los resultadosnales.En [64] la deteccion se basa en la estadstica de la textura de la region cir-cundante. Alrededor de cada pixel dene 3 ventanas de tama~nos 3, 5 y 7 sobrela que calcula 4 parametros de textura basados en los histogramas de segundoorden en cuya denicion interviene un umbral que permite ajustar la sensibili-dad y consecuentemente la inuencia del ruido y por tanto el numero de falsospositivos. Con las cuatro caractersticas realiza una clasicacion en dos clases(hay microcalcicaciones o no) con una red neuronal de tres capas. Trabaja conRegiones de Interes de 128x128 pixels con 12 bits/pixel y 0:1mm de tama~no depixel. En total utiliza 172 imagenes del tama~no mencionado extradas de unabase de mamografas propia de las cuales 72 tienen clusters y 100 correspondena tejido normal. Los resultados los da en forma de curva ROC y obtiene un areabajo ROC de 0.92; como ejemplo para 89% de ratio de verdaderos positivos tieneun 20% de ratio de falsos positivos.A fecha de hoy el numero de publicaciones acerca de tratamiento digital demamografa es elevado. Aun as el objetivo de tener un sistema able y ecaz deprescreening al alcance de todas las unidades de deteccion precoz de cancer demama esta todava en fase de desarrollo.
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Captulo 3
Campos Aleatorios de Markov
3.1 IntroduccionDe entre los diferentes enfoques para modelar imagenes, en la presente tesis se haelegido un modelo estocastico; por modelo entendemos un proceso matematicoque construye o describe una imagen. Un modelo debe cumplir dos propiedades.Primero caracterizar las propiedades de interes de la imagen de modo adecuadoy segundo que el tratamiento matematico necesario sea abordable. Los modelosse han utilizado en sntesis de imagenes, realzado, restauracion, segmentacion,codicacion y compresion, analisis de texturas, analisis de forma, representaciony reconocimiento [5] [103]. Nosotros estamos interesados en imagenes digitalesbidimensionales (2-D). Una imagen digital 2-D se puede representar como unamatriz de dimension MxN (M, N nitos) o una celosa (lattice) donde sus elemen-tos (llamados pixels) pueden tomar valores enteros entre 0 y G 1 representandola escala de brillos, niveles de gris posibles, o el conjunto de colores [103].Concretamente si denotamos una imagen por x y la celosa por S, entoncesx = fx(i; j); (i; j) 2 Sg ; S = fi; j; 0  i < M; 0  j < Ng (3.1)Una propiedad que debe caracterizar el modelo matematico es que el nivel degris de un pixel depende en gran medida del nivel de gris de los pixels vecinos yes practicamente independiente de los pixels lejanos.Entre los modelos estocasticos mas importantes estan el modelo gaussiano in-dependiente y el campo aleatorio de Markov1. El modelo estocastico para imagen1en las referencias inglesas Markov Random Field39
40 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVes un campo aleatorio. El campo aleatorio es una familia de variables aleatoriasdenida sobre la celosa S. En esta tesis usaremos letras mayusculas para camposaleatorios y variables aleatorias, y letras minusculas para las realizaciones de loscampos y las variables. Dado que las imagenes estan denidas sobre una celosadiscreta y nita S (eq 3.1) y que la variable aleatoria asociada a cada punto dela celosa solo puede tomar valores discretos en el margen (0, G-1), los campostratados son solo los campos aleatorios de ndice discreto sobre celosas discretasy nitas.El campo aleatorio mas simple en terminos de la estructura de su funcionde densidad de probabilidad (fdp), es el campo aleatorio independiente, cuyasvariables aleatorias son independientes y la fdp conjunta es el producto de lasfdp's de todos los pixels individuales. Al ser independientes las fdp's este modeloimplica que no hay interaccion espacial entre pixels.Si la fdp de cada pixel es una Gaussiana, entonces tenemos un campo aleatorioGaussiano2 [95]. El campo aleatorio queda denido por la media y la varianzade la variable aleatoria asociada a cada pixel (m;n), 2(m;n)p (X(m;n) = x(m;n)) = 1p2(m;n) exp " (x(m;n)  (m;n))222(m;n) # (3.2)Si suponemos, como normalmente se hace, (m;n) y 2(m;n) constantes parauna determinada region de la imagen ya no dependen del pixel pasando a ser y 2, y la fdp del campo aleatorio en dicha region es:p(X = x) = Ym;n 1p2 exp " (x(m;n)  )222 # (3.3)La mayor limitacion del modelo Gaussiano independiente es la suposicion mismade independencia porque en imagenes del mundo real es frecuente que el valor deun pixel dependa de otros, sobre todo de los vecinos mas proximos. Si queremosconsiderar un modelo que tenga en cuenta esta dependencia hay que recurrir amodelos Markovianos.3.2 Teora de los Campos Aleatorios de MarkovLos campos aleatorios de Markov se estan utilizando ampliamente para modelarimagenes en distintas aplicaciones [9][27][47][25][10][22][63][74]En este apartado se presentan las deniciones y la teora que sirve de basepara los algoritmos que se utilizaran posteriormente.2en las referencias inglesas Gauss Random Field, GRF)
3.2. TEORIA DE LOS CAMPOS ALEATORIOS DE MARKOV 413.2.1 Denicion de un campo aleatorio de MarkovEl concepto de Markovianidad en una dimension es intuitivamente sencillo: laprobabilidad de que ocurra algo en un instante, dado todo lo que ha ocurridoen el pasado, depende solo de lo que ha ocurrido recientemente. Este conceptoha encontrado aplicacion en muchas areas, tanto en su version unidimensional(cadenas de Markov) como en su version bidimensional (campos aleatorios deMarkov [35] o tambien aplicado a grafos [88]. Respecto a los campos aleatoriosde Markov ha habido un incremento importante del interes sobre ellos desde elartculo de Besag \On spatial Interaction and the statistical analysis of latticesystems" [9].Un proceso de Markov se puede clasicar como discreto, si esta denido sobreun conjunto contable (por ejemplo un conjunto de numeros enteros), o continuosi esta denido sobre un conjunto incontable (por ejemplo un intervalo de losnumeros reales). En lo que respecta a imagenes interesa modelarlas con unproceso discreto de Markov.En el caso unidimensional: Sea x = fx0; x1; : : : ; xNg una secuencia de Markoventonces, p (xk j xk 1; : : : ; x0) = p (xk j xk 1; : : : ; xk M) (3.4)siendo M el orden del proceso de Markov.La dependencia exclusivamente de la vencindad modela bastante bien lo queocurre en muchos procesos reales tal como las imagenes, esto hace del proceso deMarkov un marco teorico muy util para modelarlos. Otra ventaja importante esque la fdp conjunta se puede poner como producto de las fdp condicionales (porsencillez se toma M=1)p(x) = p (xN j xN 1) p (xN 1 j xN 2)    p (x1 j x0) p (x0) (3.5)Mientras que en el caso unidimensional, el concepto de pasado reciente estaclaro, en un celosa bidimensional no cabe hablar de pasado reciente sino devecinos proximos. A continuacion se presentan las deniciones necesarias paraestablecer un campo aleatorio de Markov discreto sobre una celosa bidimensio-nal, discreta y nita SDenicion 1 (Distancia entre dos pixels) La distancia D entre dos pixels(i; j) y (m;n) en una celosa rectangular es la distancia eucldea:D = q(i m)2 + (j   n)2 (3.6)
42 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVDado que la celosa es rectangular las distancias entre pixels solo puedentomar un conjunto de valores discretos n1;p2; 2;p5;p8; 3; : : :o.Denicion 2 (Vecindario de un pixel) El vecindario (i; j) de un pixel (i,j)esta formado por un conjunto de pixels (i; j) = f(m;n)g que cumplen las si-guientes condiciones: a) (i; j) =2 (i; j) b) si (m;n) 2 (i; j), entonces (i; j) 2 (m;n) c) la distancia que separa los pixels (i; j) y (m;n) es menor o igual que unvalor dadoSe pueden considerar distintos tipos de vecindarios segun se considere o nocausalidad. La causalidad es algo natural en secuencias unidimensionales, perono en imagenes, aunque algunos autores han utilizado modelos causales [55, 35]para imagenes. La denicion dada anteriormente implica no causalidad. Paraque la denicion de vecindario incluya causalidad hay que incluir ademas lassiguientes condiciones m > i y n > j.Denicion 3 (Sistema de vecindario) Un sistema de vecindario en una ce-losa S se dene como: = f(i; j); (i; j) 2 S; (i; j)  Sg (3.7)El sistema de vecindario sera de orden 1, 1, si la distancia maxima entre unpixel y sus vecinos es 1, de orden 2, 2, si la distancia maxima es p2, y assucesivamente. Dado que el sistema de vecindario de orden 2 incluye al de orden1, el de orden 3 incluye al de orden 2 y 1, y as sucesivamente estamos ante unasituacion jerarquica. La gura 3.1 muestra los vecindarios de orden 1, 2, 3, 4 y5, con el pixel central marcado en negro.Denicion 4 (Campo aleatorio de Markov) Sea  un sistema de vecinda-rio sobre una celosa bidimensional S. Un campo aleatorioX = fX(i; j); (i; j) 2 Sg (3.8)es un campo aleatorio de Markov respecto a  si y solo si se cumplen estas doscondiciones
3.2. TEORIA DE LOS CAMPOS ALEATORIOS DE MARKOV 43
a) orden 1 b) orden 2 c) orden 3 d) orden 4 e) orden 5Figura 3.1: Vecindarios de un pixel segun el orden. a) positividad P (X = x) > 0, para todo x b) markovianidadP (X(i; j) = x(i; j) j X(m;n) = x(m;n); (m;n) 2 S; (m;n) 6= (i; j)) == P (X(i; j) = x(i; j) j X(m;n) = x(m;n); (m;n) 2 (i; j))donde P () y P ( j ) son las distribuciones de probabilidad conjunta y condicio-nal, respectivamente, del campo aleatorio.La positividad implica que todas las realizaciones del campo deben ser posi-bles y la markovianidad limita la dependencia de un pixel a sus vecinos y no atodos los pixels de la imagen.La dependencia unicamente del vecindario, hace que un campo aleatorio deMarkov describa al campo a traves de sus caractersticas locales, es decir a travesde la probabilidad condicionada de un pixel a sus vecinos. Las caractersticasglobales de la imagen, es decir la descripcion de la imagen a traves de la proba-bilidad conjunta de todas los pixels de la imagen, se modelan mejor a traves delos campos aleatorios de Gibbs3 [41].3.2.2 Denicion de un campo aleatorio de GibbsPara poder denir un campo aleatorio de Gibbs hay que denir primero lo quese ha llamado en ingles un \clique", palabra que utilizaremos sin traducir en estatesis.Denicion 5 (Clique) Dado el par (S; ) formado por la celosa S y el sistemade vecindario , un clique c sobre la celosa S es un subconjunto de S, tal que:3en las referencias inglesas Gibbs Random Field
44 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOV a) c contiene al menos un punto de S b) si (m;n) 2 c; (i; j) 2 c y (i; j) 6= (m;n), entonces (i; j) 2 (m;n)el conjunto de todos los cliques del par (S; ) se denota por C(S; ), abreviada-mente C.Intuitivamente un clique es un grupo de pixels que son vecinos. La gura 3.2muestra los diferentes tipos de cliques que se dan en el vecindario de orden 1 y2. En el vecindario de orden 2 son posibles los del vecindario de orden 1 mas losque aparecen debajo del vecindario de orden 2.
Figura 3.2: Cliques posibles en los vecindarios de orden 1 y orden 2.Ahora podemos denir un campo aleatorio de Gibbs comoDenicion 6 (Campo aleatorio de Gibbs) Un campo aleatorioX = fX(i; j); (i; j) 2 Sges un campo de Gibbs respecto a un sistema de vecindario  dado, si y solo si sufuncion de distribucion de probabilidad conjunta tiene la siguiente forma:P (X = x) = e U(x)Z (3.9)donde U(x) = Xc2C Vc(x) (3.10)y Z =X8x e U(x) (3.11)
3.3. EJEMPLOS DE CAMPOS ALEATORIOS DE MARKOV 45U(x) se llama funcion de energa; Vc(x) se llama funcion de clique o potencialy depende solo de los puntos que forman el clique c; Z se llama la funcion departicion y es una constante de normalizacion para que P sea una distribucionde probabilidad valida. Tambien se expresa de la siguiente formaP (X = x) = e  1T U(x)Z (3.12)donde T es una constante y se llama temperatura. Esta terminologa se debea que la primera vez que se utilizaron estas distribuciones fue para modelar elcomportamiento magnetico de materiales ferromagneticos (trabajo desarrolladopor Ising, discpulo de Lenz [66]) donde la temperatura del material es un factorimportante y se expresa explcitamente en la funcion de energa. Mientras queel campo aleatorio de Gibbs esta denido en terminos de su distribucion deprobabilidad conjunta y caracteriza completamente en terminos estadsticos elcampo aleatorio, el campo aleatorio de Markov da poca informacion acerca de ladistribucion de probabilidad conjunta.3.2.3 Equivalencia entre campo aleatorio de Markov y deGibbsPara que la descripcion del campo aleatorio en base a las probabilidades condicio-nales (markovianidad) sean validas, estas deben ser consistentes con funcionesde distribucion conjuntas que existan. El teorema de Hammersly-Cliord [9]establece la correspondencia entre un campo aleatorio de Markov y un campoaleatorio de Gibbs, cuyo enunciado se reproduce a continuacion.Teorema 1 Un campo aleatorioX = fX(i; j); (i; j) 2 Sgdenido sobre una celosa S es un campo aleatorio de Markov respecto a unsistema de vecindario  si y solo si es un campo de Gibbs respecto al mismo Demostracion: ver [9]3.3 Ejemplos de campos aleatorios de MarkovDesde que Ising [66] utilizo los campos aleatorios de Markov ya en la decadade los 20, se han utilizado diferentes tipos de dichos campos. Una publicacion
46 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVinteresante que recoge muchos de ellos es [35]. En los modelos utilizados nor-malmente para imagenes se considera como unicos cliques, los formados por unpixel unico y por pares de pixels.3.3.1 Auto-ModelosFue propuesto por Besag [9] [35]. La funcion de energa tiene la siguiente forma:U(x) =Xi;j xijGij(xij) +Xi;j Xm;nijmnxijxmn (3.13)donde (i; j) y (m; n) son elementos de la celosa S, fGij()g es un conjunto de funciones arbitrarias que determinan la inuen-cia individual de cada pixel, y fijmng es un conjunto de constantes que modelan la interaccion entre loselementos (i; j) y (m;n) con la restriccion de que ijmn = 0 excepto si (i; j)y (m;n) son vecinos.A la vista de la ecuacion 3.13 se deduce que la energa esta determinada por dossumandos, uno que depende de los pixels individualmente y otro que dependede pares de pixels por lo que los cliques distintos de cero son aquellos formadospor un elemento unico o un par de elementos, independientemente del orden delvecindario.Poniendo restricciones a esta forma general de los automodelos se llega a trestipos importantes de modelos que se han utilizado en procesado de imagenes yque son: modelo auto-logstico modelo auto-binomial, y modelo autonormalModelo autologsticoEn este modelo [9] [26] las variables aleatorias que forman el campo descrito porla expresion 3.13 pueden tomar solo dos valores (por ejemplo +1, -1 o bien 0,1).La funcion de energa toma entonces la forma
3.3. EJEMPLOS DE CAMPOS ALEATORIOS DE MARKOV 47U(x) =Xi;j ijxij +Xi;j Xm;nijmnxijxmn (3.14)Este modelo restringido a un vecindario de orden 1 corresponde con el mo-delo utilizado por Ising [66] para describir el comportamiento de los materialesferromagneticos.Modelo autobinomialEl modelo se especica a traves de sus caractersticas locales mas que a travesde los potenciales de clique y asume [9] que las variables aleatorias tienen unaprobabilidad condicional binomial con parametro  y numero de intentos o re-peticiones G   1, cada variable aleatoria del campo puede tomar valores en elconjunto (0; 1; 2; : : : ; G  1), donde G es el numero de niveles de gris.P Xij = l j Xij =  G  1l ! l (1  )G 1 l (3.15)donde  = eT1 + eTcon T una funcion del vecindario xij y de un conjunto de parametros cuyonumero depende del orden sistema de vecindario.Para orden 1 T=T1, conT1 = + 1 (xi;j 1 + xi;j+1) + 2 (xi 1;j + xi+1;j)y para orden 2 T=T2T2 = T1 + 3 (xi 1;j 1 + xi+1;j+1) + 4 (xi 1;j+1 + xi+1;j 1)para ordenes mayores T se dene de forma similar.El modelo autobinomial ha sido utilizado por Cross and Jain [27] para mo-delar texturas y posteriormente por Chen y Huang [22] para clasicacion de lasmismas.Modelo auto-normalTambien llamado campo aleatorio de Markov Gaussiano (Gaussian Markov Ran-dom Field GMRF) [41].
48 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVEn muchas aplicaciones practicas es razonable asumir que la funcion de distri-bucion conjunta es una distribucion normal multidimensional. Si la correlaciones distinta de cero, el campo ademas de ser gaussiano es markoviano porque laprobabilidad de unos pixels depende de los otros. Si la dependencia esta limitadaa los pixels del vecindario en la matriz de correlacion solo hay terminos no nulosen los elementos correspondientes a los vecinos. En concreto la expresion que dala probabilidad condicional [9] es:
P Xij = xij j Xij = 1p22 exp 264 nxij   ij  Pm;n ijmn (xmn   mn)o222 375(3.16)donde ij es la media en cada elemento de la celosa S y (m;n) 2 ijEste modelo ha sido utilizado por varios autores con nombres ligeramentedistintos [132] [9] [113] al utilizado por [35].3.3.2 Modelo Multilevel LogisticEste modelo es una generalizacion del modelo utilizado por Ising al caso multi-nivel. Ising denio los potenciales en funcion de si los elementos del clique eraniguales o no. En este caso multinivel los potenciales se denen de igual formasin tener en cuenta cuan diferentes sean entre ellos. Supongamos que hay dosparametros a y  0a asociados a cada tipo de clique de mas de un elemento ca,entonces el potencial de clique para todos los cliques de tipo a se dene comoVc(x) = ( a si todos xij de c son iguales  0a en caso contrario (3.17)Los potenciales de clique, para los cliques de elemento unico se denen as:Vc(x) = l si xij = l para c = (i; j) (3.18)A diferencia del modelo de Ising que estaba denido para un sistema vecinda-rio de orden 1, este puede denirse para cualquier orden. Este modelo tambienrecibe el nombre de proceso de Strauss [101] [118].
3.4. CAMPOS ALEATORIOS DE MARKOV COMPUESTOS 493.4 Campos Aleatorios de Markov CompuestosLos campos aleatorios presentados permiten modelar una region en la que tengavalidez un tipo de campo con unos parametros concretos. Pero las imagenes quenormalmente se procesan no estan formadas por una unica region, por ejemplouno de los casos mas simples donde la imagen contiene un objeto sobre un fondoya tiene dos regiones. Salvo en el caso ideal el objeto no tiene todos sus pixelsal mismo nivel de gris y lo mismo ocurre con el fondo. As pues se necesitaraun campo aleatorio para modelar el objeto y otro campo aleatorio, del mismotipo o no, para modelar el fondo. En el caso mas general, la imagen estaracompuesta por un numero de clases y/o regiones y cada clase y/o region tendraun campo aleatorio que se ajuste a ella (pueden ser campos de diferentes tiposo del mismo tipo con diferentes parametros). Una de las aplicaciones de estoes la segmentacion de la imagen. En ella se pretende dividir la imagen en lasdiferentes regiones en las que esta formada.Para abordar este problema se utiliza el planteamiento de campo aleatoriocompuesto, dividiendo el problema en dos niveles jerarquicos [47] [56] [77]. Uncampo aleatorio de bajo nivel que modela la distribucion de las diferentes re-giones en la imagen y, en el nivel superior, un conjunto de campos aleatoriosindependientes donde cada uno de ellos corresponde a cada clase de region.





3campo de nivel inferior
campo aleatorio compuestoFigura 3.3: Ejemplo de campo aleatorio compuesto
50 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVAlgunos autores [33] [41] utilizan los terminos bajo y alto nivel intercambia-dos.Denicion 7 (Campo aleatorio compuesto) Un campo aleatorio compuesto(X;Y) = fXij; Yijgdenido sobre una celosa S esta formado por un nivel inferior X y un nivelsuperior Y. X es un campo aleatorio discreto donde cada elemento del campoXij puede tomar una etiqueta del conjunto f1; : : : ; Kg. Y es un campo aleato-rio donde cada Yij puede tomar valores de un conjunto de K campos aleatoriosindependientes nYlo con l 2 f1; : : : ; Kg siendoYij() = Y lij() si Xij() = l, con l = 1; : : : ; K3.5 Algoritmos de segmentacion de imagenesmodeladas con campos aleatorios de Mar-kov3.5.1 IntroduccionUna vez tenemos modelada la imagen con un campo aleatorio compuesto hayque segmentar la imagen. En la literatura sobre campos aleatorios de Markov sehan presentado varios algoritmos de segmentacion. El primero basado en pro-gramacion dinamica [34, 42] (dynamic programming algorithm) y los siguientesbasados en procedimientos iterativos de relajacion y que se pueden clasicar endos tipos: relajacion estocastica relajacion determinista.La segmentacion se lleva a cabo usualmente mediante la estimacion maxima aposteriori (MAP). Se supone que la imagen es una realizacion del campo de nivelalto (Y = y), llamada observacion, y se pretende determinar el campo de nivelbajo (X = x) que ha dado lugar a y, utilizando la regla de BayesP (X = x j Y = y) = P (Y = y j X = x)P (X = x)P (Y = y) (3.19)
3.5. ALGORITMOS DE SEGMENTACI ON 51dado que la imagen y es la misma durante el proceso de busqueda deX, P (Y = y)no afecta durante la maximizacion.El algoritmo de [34, 42] segmenta la imagen en dos regiones, buscando unasolucion suboptima, porque la optima tiene una carga computacional muy alta,mediante un procesado por bandas de pixels estrechas. El resultado es buenocuando se trata de dos tipos o clases de region, pero la carga computacionalcrece si se pretende segmentar la imagen en mas de dos regiones, en cuyo casohabra que aplicar K-1 veces el algoritmo para dos clases, siendo K el numero declases. De los mismos autores se pueden encontrar mas aplicaciones del algoritmoen [33].La relajacion estocastica se presenta en el trabajo [47]. El algoritmo recuerdaal proceso de enfriamiento de materiales, de ah que se llame \simulated annea-ling" [1]. El trabajo [47] trata de la restauracion de imagenes, modelando laimagen restaurada como una segmentacion de la imagen deteriorada. Para lasegmentacion maximiza la expresion 3.19 mediante el siguiente procedimientode optimizacion, iterativo y estocastico que permite encontrar el mnimo de unafuncion y que se puede resumir en los siguientes pasos:Sea F (x) la funcion a minimizar y x el conjunto de variables, entonces1. Inicializacion. Seleccionar una \temperatura" inicial To, y aleatoriamenteelegir un valor inicial xo para x.2. Comienzan las iteraciones.En el paso k, perturbar xk con x̂k+1 = xk +x y calcularF = F (x̂k+1)  F (xk)3.  Si F < 0, aceptar el cambio, es decir xk+1 = xk +x Si F > 0, aceptar el cambio con probabilidadp = e FTk4. Si ha habido un decremento suciente de la funcion o se han llevado a cabosucientes iteraciones, bajar la temperatura: Tk+1 < Tk5. Si el valor de F se estabiliza y la temperatura es sucientemente baja se hallegado al nal, en caso contrario volver al punto 2.En el caso de la segmentacion F (x) sera la funcion de energa y x el conjuntode pixels que componen la imagen.
52 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVLa forma en la que hay que bajar la temperatura es un parametro importantede control en simulated annealing, y se llama plan de enfriamiento. Parar un buenresultado, la temperatura debe bajarse lentamente y el optimo que garantiza laconvergencia [47] es: Tk = Clog (1 + k)donde Tk es la temperatura en el paso k, y C es una constante positiva.No obstante, esta expresion produce un enfriamiento demasiado lento pa-ra que sea aplicable en tratamiento de imagen [47]. Un plan de enfriamientoalternativo se presenta en [46] y que da resultados bastante buenos:Tk = kTo; 0 <  < 1El trabajo de Geman and Geman no solo presenta el algoritmo simalatedannealing sino que junto a [9] establece las bases teoricas de muchos trabajos enla materia de campos aleatorios, as como un algoritmo para generar realizacionesde un campo aleatorio de Markov, llamado Gibbs Sampler. El inconveniente delsimulated annealing es su tiempo /carga computacional. En [47] se establececomo numero aproximado de iteraciones unas 300, que pueden llegar incluso a1000 para que la segmentacion sea de calidad suciente. Si el plan de enfriamientoes mas rapido (menor numero de iteraciones) la solucion nal depende mas de lasegmentacion inicial.El elevado numero de iteraciones necesario es la razon por la que varios tra-bajos [10, 24, 77], entre los que se encuentra el presente, se hayan realizadocon tecnicas que no garantizan alcanzar el mnimo global, pero el numero deiteraciones necesario es mucho menor.3.5.2 Iterated Conditional ModesEl algoritmo \Iterated Conditional Modes", abreviado ICM, fue presentado porBesag [10]. Es un algoritmo de relajacion determinista, que converge a unmaximo local de la distribucion de probabilidad a posteriori a partir de unaestimacion inicial. El ICM tiene la ventaja de precisar un numero de iteracionesmucho menor para llegar a la convergencia que el simulated annealing pero porcontra no garantiza que la convergencia este situada en el maximo (o mnimo)global sino que puede quedar atrapado en un maximo local. Este maximo localdepende de la estimacion inicial que se le ha proporcionado para comenzar lasiteraciones.
3.5. ALGORITMOS DE SEGMENTACI ON 53El ICM consiste en: dada la imagen observadaY, supongamos una estimacioninicial X̂ de la segmentacion verdaderaX que ha dado lugar aY, y que deseamosactualizar la etiqueta actual x̂ij del pixel (i; j) de forma optima utilizando todala informacion disponible en el instante actual. Besag propone elegir la etiquetaque maximice la probabilidad condicional, dada la imagen observada Y y lasegmentacion (o etiquetado) actual de toda la imagen, excepto el pixel i,j XSnijx0ij = maxl hp xij = l j Y;XSniji (3.20)Si se va aplicando la expresion 3.20 consecutivamente a cada pixel de la segmen-tacion para actualizarla queda denido un proceso iterativo para la estimacionde XSe busca la etiqueta que maximiza 3.20, que se puede escribir comop xij = l j Y;XSnij == p xij = l;Y;XSnijp Y;XSnij == p Y j xij = l;XSnij p xij = l;XSnijp Y;XSnij == p Y j xij = l;XSnij p xij = l j XSnijp Y j XSnij == p (Y j X) p xij = l j XSnijp Y j XSnij =Como se supone un campo markoviano, entonces= p (Y j X) p xij = l j xijp Y j XSnij (3.21)siendo xij el etiquetado del vecindario del pixel (i; j).
54 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVSi suponemos que en el valor de cada pixel de la imagen observada yij solodepende de la etiqueta xij: p (yij j X) = p (yij j xij) (3.22)y que ademas son independientes entre s, entonces 3.21 se puede poner comop xij = l j Y;XSnij = Y8m;n p (ymn j xmn) p xij = l j xijp Y j XSnij (3.23)que se puede dividir en un producto de dos partes, donde la primera depende delvalor de l que asignemos a xij y la segunda permanece constante para cualquiervalor l asignado a xijp xij = l j Y;XSnij = p (yij j xij) p xij = l j xij Y8m;n2Snij p (ymn j xmn)p Y j XSnij (3.24)por tanto se puede poner que:p xij = l j Y;XSnij / p (yij j xij) p xij = l j xij (3.25)Si queremos poner la expresion 3.25 en funcion de la energa U o de lospotenciales Vc, tenemos lo siguiente:Por la regla de Bayes podemos ponerp xij = l j XSnij = p xij = l;XSnijPKm=1 p xij = m;XSnij (3.26)donde el ndicem recorre todo el conjunto de lasK etiquetas posibles. Segun 3.9,3.10 y 3.11, y separando en 3.10 el conjunto C en dos partes, la primera formadapor los cliques que contienen al pixel (i; j) y la segunda el restoC = nCij; CSnijoentonces el numerador de 3.26 quedap xij = l;XSnij = 1Z exp 24  1T 0@ Xc2CSnij Vc + Xc2Cij Vc(xij = l)1A35 (3.27)
3.5. ALGORITMOS DE SEGMENTACI ON 55donde se pone de forma explcita que la etiqueta del pixel (i; j) es l. De formasimilar se puede proceder con el denominador, cancelandose en la expresion 3.26la constante Z, que aparecera si sustituyeramos en ella la expresion 3.27:
p xij = l j XSnij = exp h  1T Pc2CSnij Vc +Pc2Cij Vc(xij = l)iPKm=1 exp h  1T Pc2CSnij Vc +Pc2Cij Vc(xij = m)i (3.28)donde el primer sumatorio del exponente del denominador no depende del ndicem y por tanto se puede sacar de dicho sumatorio, y se cancela con el mismotermino que hay en el numeradorp xij = l j XSnij = exp h  1T Pc2Cij Vc(xij = l)iPKm=1 exp h  1T Pc2Cij Vc(xij = m)i (3.29)Puesto que el denominador siempre abarca todo el conjunto de etiquetas, esindependiente del valor de l y se puede ponerp xij = l j XSnij / exp 24  1T Xc2Cij Vc(xij = l)35 (3.30)se observa que 3.30 depende solo del vecindario del pixel (i; j), por tantop xij = l j XSnij = p (xij = l j ij) / exp 24  1T Xc2Cij Vc(xij = l)35 (3.31)Llevando 3.31 a la expresion 3.25p xij = l j Y;XSnij / p (yij j xij = l) exp 24  1T Xc2Cij Vc(xij = l)35 (3.32)o bien,p xij = l j Y;XSnij / exp 24  1T 8<: Xc2Cij Vc(xij = l)  T ln p (yij j xij = l)9=;35(3.33)
56 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVEl objetivo de maximizar 3.25 es equivalente pues, a minimizar la expresionentre llaves del exponente de la expresion 3.33 que segun la nomenclatura utiliza-da en 3.10 es una energa, en este caso a posteriori, porque incluye la observacionyij y las etiquetas que tenga el vecindario ij del pixel (i; j), y se expresa:Eij(l) = Xc2Cij Vc(xij = l)  T ln p (yij j xij = l) (3.34)La convergencia a un maximo local esta garantizada porque la probabilidadp(X j Y) crece monotonamente con cada paso de la iteracion, y queda demos-trado con p (X j Y) = p xij = l;XSnij j Y =p xij = l j Y;XSnij p XSnij j Y (3.35)dado que p xij = l j Y;XSnij crece cada vez que se asigna un nueva etiqueta axij, mientras que p XSnij j Y permanece inalterado.Orden de procesamientoBesag [10] propone dos alternativas al orden en el que los pixels se van procesandoen funcion del tipo de maquina o lenguaje en el que se va a implementar elalgoritmo ICM, a las que podemos llamar recursiva (secuencial) y no recursiva(paralela).La no recursiva consiste en procesar todos los pixels a la vez, y es adecuadapara maquinas multiprocesador, o lenguajes matriciales. En este caso la velo-cidad de procesado es mayor, pero no esta garantizada la convergencia [10] ypueden ocurrir peque~nas oscilaciones. Es adecuado en este caso jar un numeromaximo de iteraciones para asegurar que el proceso termina. En maquinas se-cuenciales el resultado de cada pixel no se tiene en cuenta para los calculos delo siguientes pixels hasta que no se ha nalizado cada iteracion completa de laimagen.La alternativa recursiva o secuencial, procesa un pixel tras otro en un deter-minado orden. La convergencia s esta asegurada porque para cada pixel actualse toma en cuenta el resultado del procesado de los pixels vecinos que le prece-den en el orden de procesamiento. No obstante, esta manera de proceder tiene elinconveniente de que el maximo alcanzado depende del orden de procesamiento.Es conveniente pues, variar este orden en cada iteracion para minimizar estadependencia [10, 77].
3.5. ALGORITMOS DE SEGMENTACI ON 57Como punto de compromiso se puede utilizar como orden de procesamientolos \coding sets", orden propuesto por el mismo Besag [9]. Uno de los ordenesde procesamiento normalmente utilizado es el de television: exploracion a basede lneas horizontales de izquierda a derecha, y de arriba a abajo. Otros autoreshan profundizado sobre el orden de procesamiento. Por ejemplo [24] propone notomar un orden preestablecido sino que el orden sea determinado en funcion delcontenido de la imagen, procesando primero los pixels cuyo etiquetado ofrezcauna mayor seguridad de ser cierto, dejando los pixels mas dudosos para el nal.Este modo de proceder lo llamaron Highest Condence First y se trata en laseccion siguiente.3.5.3 Highest Condence FirstEste algoritmo [24], abreviado HCF, esta basado en el mismo proceso de ma-ximizacion que el ICM, pero establece un determinado orden de procesamientode los pixels segun el contenido de la imagen, procesando primero los pixels quemas clara tienen la pertenencia a una etiqueta (o region) y por ultimo los masdudosos. Con esto se evita que el etiquetado previo de un pixel dudoso inuyasobre el etiquetado posterior de sus vecinos, tal como puede ocurrir en el ICM,que precisa de un etiquetado inicial de todos los pixels para comenzar las itera-ciones. As pues la primera diferencia entre el HCF y el ICM es que el HCF noutiliza un etiquetado inicial en el mismo sentido que el ICM, sino que amplia elconjunto de etiquetas posibles L = fl1; : : : ; lKgcon una mas , llamada sin-asignar o tambien etiqueta nula. El etiquetado departida consiste en todos los pixels con la etiqueta: sin-asignar. Siguiendo [24]denimos:Sea L = L[fl0g, el conjunto de etiquetas ampliado, donde l0 es una etiquetanula correspondiente al estado de \sin asignacion de etiqueta".Sea: 
 = fx = (x11; : : : ; xMN) j xij 2 L; (i; j) 2 Sgel espacio de conguraciones de etiquetas posibles para el conjunto de la imagen,y 
 = nx = (x11; : : : ; xMN) j xij 2 L; (i; j) 2 Soel espacio de conguraciones similar al anterior pero aumentado a la posibilidadde que los pixels puedan tener asignada la etiqueta l0.La idea basica del HCF es partir de la conguracion inicialx0 = (l0; : : : ; l0)
58 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVdonde todos los pixels tienen la etiqueta nula, y construir una secuencia deconguraciones x1;x2; : : : ;xf de 
, donde xf corresponde a un mnimo de U(x)respecto a 
. Al decir respecto a 
 y no respecto a 
, signica que ningun pixelpuede tener en la conguracion nal la etiqueta nula l0. U(x) corresponde a laexpresion 3.10.Durante la construccion de la secuencia de conguraciones se impone la reglade que una vez se ha asignado a un pixel una etiqueta no nula, a este no se lepuede asignar la etiqueta nula, pero puede cambiar su etiqueta a cualquiera delconjunto L. La razon de esto es que la etiqueta nula es una etiqueta de \espera",Pero una vez han sido etiquetados con alguna etiqueta del conjunto L ya nopueden quedar de nuevo a la \espera".En HCF tambien se utiliza la expresion 3.34 pero ampliada aqu a una con-guracion x0 2 
, es decir donde algunos pixels pueden tener la etiqueta nula,quedando Eij(l) = Xc2Cij V 0c (x0ij = l)  T ln p (yij j xij) (3.36)donde x0 es una conguracion que coincide con x en todos los pixels exceptoen x0ij = l y V 0c es 0 si algun pixel del clique tiene la etiqueta nula, en casocontrario V 0c = Vc. Es decir, si un pixel esta en espera este no contribuye en eletiquetado de sus vecinos. Eij(l) cuantica la bondad de la etiqueta l respectode la conguracion actual, logicamente, como se trata de un campo aleatorio deMarkov solo participan los pixels de la conguracion x0 que son vecinos del (i; j).Para establecer el orden de asignacion de etiquetas, que es la clave del HCF,hay que evaluar y ordenar los pixels de manera que los primeros sean los quemas clara tengan su pertenencia a una etiqueta en el estado actual, utilizandola nomenclatura del HCF, primero los mas ables. Se busca que la etiqueta quese va a asignar minimice la energa. Habra una etiqueta k que corresponda almnimo, y una etiqueta q que sea la que corresponde a una energa mayor quek pero menor que el resto. Si la diferencia entre Eij(k) y Eij(q) es grande laasignacion de la etiqueta k es able, es decir tiene clara su etiquetado con k,pero si la diferencia es peque~na la abilidad es menor, es decir su etiquetado conk es mas dudoso y es mejor dejar estos pixels para el nal.Se dene entonces la estabilidad Gij(x) del pixel (i; j) respecto de una con-guracion x, como: Gij(x) = mink2L; k 6=xij Eij(k; xij) si xij 2 L (3.37)
3.5. ALGORITMOS DE SEGMENTACI ON 59Gij(x) =   mink2L; k 6=qEij(k; q) si xij = l0 (3.38)donde q en 3.38 cumple : q 2 L tal que Eij(q)mink2LEij(k) y Eij(q; k) =Eij(q)  Eij(k) respecto a xEn cada paso de la construccion se asigna etiqueta solo al pixel menos estable.Un valor negativo de G signica que hay una etiqueta que disminuye el valor dela energa con la etiqueta actual y por tanto es conveniente cambiar. Por tantola estabilidad, o conguracion nal, se alcanza cuando todos los valores de Gijsean no negativos. La expresion 3.38 garantiza que todos los pixels con etiquetanula tienen estabilidad negativa y que por tanto se les asignara una etiqueta delconjunto L en algun momento. Cuando se asigna una etiqueta, la energa de losvecinos puede cambiar y por tanto su estabilidad, sin embargo mientras un pixeltenga la etiqueta nula no afecta en la energa de sus vecinos.La implementacion en una maquina secuencial se puede realizar a traves deuna cola ordenada, de menor estabilidad (primero) a mayor estabilidad (ultimode los pixels). En cada paso se cambia la etiqueta del pixel menos estable. Comoeste cambio afecta a la energa del pixel y a la de sus vecinos se recalcula laestabilidad de ellos y se recolocan en la cola. El pixel que menos estabilidadtenga tras la recolocacion es el proximo en cambiar su etiqueta; el algoritmonaliza cuando el primer pixel de la cola tiene estabilidad positiva, indicandoque ya no hay ninguna etiqueta que disminuya la energa de la actual. Esteprocedimiento se puede sintetizar con el siguiente pseudo-codigox = x0; x0 = (l0; : : : ; l0)crear cola(x)while (Gprimero < 0)fij = primero;cambiar etiqueta(xij);actualizar G(Gij);ordenar cola(ij);Para cada (m;n) 2 ij factualizar G(Gmn);ordenar cola(m,n);ggreturn(x)El signicado de las funciones es el siguiente: Cambiar etiqueta(xij) cambiala etiqueta actual xij del pixel (i; j) por la etiqueta l 2 L que minimiza la energa.Como se ha dicho antes, este cambio repercute en un cambio de la estabilidad del
60 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVpixel y de sus vecinos, lo que hace necesario recalcular la estabilidad y reordenar,proceso que realizan respectivamente actualizar G(Gij) y ordenar cola(i,j) parael pixel (i; j) y sus vecinos. Afortunadamente para el mantenimiento de la colasolo hay que reordenar un numero de pixels mucho menor ( 9 en el caso deun vecindario de orden 2) que para construir la cola durante la inicializacion(por ejemplo 65 536 en una imagen de 256x256): Este hecho junto con queaproximadamente el 99 % de los pixels solo se asigna etiqueta la primera vez yya no vuelven a cambiar de etiqueta hace que el algoritmo tenga unos tiempos decalculo aceptables. Algunos autores descartan este algoritmo argumentando quela necesidad de actualizar la cola en cada iteracion tiene un coste computacionalaltsimo, pero hay que tener en cuenta que solo hay que recolocar 9 pixels y elresto mantienen su ordenacion. Con una estrategia adecuada la recolocacion tieneun coste computacional muchsimo menor que construir la cola por entero en cadapaso. Ademas hay que tener en cuenta que el ICM visita todos los pixels unas8 a 10 veces en total (ya que se suele alcanzar la convergencia con este numerode iteraciones), mientras que el HCF en promedio esta un poco por encima deuna vez. Desde nuestro punto de vista el mayor inconveniente del HCF no es sutiempo de calculo, que para imagenes grandes solo la construccion inicial de lacola sin incluir el mantenimiento es muy grande, sino la sensibilidad del resultadode la segmentacion respecto a los parametros del modelo de campo aleatoriode Markov y la tendencia a etiquetar toda la imagen con la misma etiqueta.Resultado que resulta paradojico, pero la misma idea que hace atractivo el HCFy que a priori induce a pensar que mejorara el resultado de la segmentacion(el mas able primero) puede hacer que el resultado no sea el esperado, porque(segun los parametros del campo aleatorio de Markov) cuando un pixel muyable se etiqueta tiende a aumentar la conanza de los vecinos y estos a suvez la conanza de los suyos en detrimento de los pixels alejados y que todavaestan sin asignar, de manera que el algoritmo tiende a ir creciendo demasiado lasregiones de los pixels dominantes. Esto no ocurre en ICM puesto que se partede una inicializacion donde todos los pixels tienen una etiqueta. La propuestaque realizamos en la seccion siguiente reduce la tendencia del HCF al excesivocrecimiento de las regiones.3.5.4 Block Highest Condence FirstLa propuesta que nosotros hacemos para evitar el problema mencionado ante-riormente provocado por la excesiva inuencia de un pixel able sobre sus vecinosno etiquetados es cambiar la estrategia de etiquetado de uno en uno que tiene elHCF por un etiquetado por bloques, siendo un bloque el conjunto de B pixelssucesivos en la tabla ordenada de estabilidades. De manera que el etiquetadode un pixel no inuye inmediatamente en el calculo de cual es el proximo pixela etiquetar, pero s en el calculo de cual es la etiqueta a asignar al proximo pi-
3.5. ALGORITMOS DE SEGMENTACI ON 61xel a etiquetar, puesto que esto es necesario para garantizar la convergencia delalgoritmo [10].Expresando lo mismo en otras palabras, en el HCF la etiqueta asignada alpixel en curso puede hacer cambiar dos valores: las energas de los pixels vecinos, y la estabilidad de los pixels vecinos.En el ICM de Besag las estabilidades no se tienen en cuenta, en HCF se recalculancada vez que se etiqueta un pixel, en el BHCF se recalculan solo cada B pixelsetiquetados. En el ICM, en el HCF y en el BHCF las energas se recalculan cadavez que un pixel es etiquetado (solo es necesario recalcular las energas de losvecinos del pixel que se va a etiquetar).Puesto que en BHCF el procedimiento para el calculo de la etiqueta a asignara un pixel, es el mismo que en HCF y en ICM la convergencia a un mnimo localde la energa esta garantizada [10], solo que el mnimo local no tiene porque serel mismo en los tres ya que el orden de etiquetado es diferente.Tambien se poda haber pensado en modicar el HCF a traves de variar losparametros del modelo del campo aleatorio de Markov (por ejemplo a traves de latemperatura) de manera que la inuencia de los pixels etiquetados del vecindariotuvieran una menor inuencia al principio e irla aumentando en cada iteracion,pero esto tendra una repercusion muy grande en el tiempo de calculo puesto queen HCF hay que reordenar las estabilidades en cada iteracion. Si los parametrosno cambian esta ordenacion no es muy costosa porque consta de recolocar enla tabla ordenada solo los pixels vecinos del pixel que acaba de ser etiquetadoy no de todos los pixels de la imagen. Si cambia algun parametro del modelo,entonces habra que volver a calcular la estabilidad de todos los pixels de laimagen y ordenarlos todos, lo cual s es muy costoso porque hay que hacerlo encada iteracion.
62 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOV3.5.5 Estudio ComparativoPara ilustrar las prestaciones de los diferentes algoritmos expuestos se han re-alizado segmentaciones con supervision sobre dos tipos de imagenes sinteticas.La primera es una imagen binaria formada por cuadrilateros y crculos y la lla-maremos cuacir. La segunda es una imagen multinivel con regiones de formasarbitrarias y la llamaremos formas. Ambos tipos de imagenes estan formadaspor regiones de un determinado nivel de gris constante mas ruido gaussianoindependiente. A la imagen formada exclusivamente por las regiones de nivelconstante sin ruido gaussiano las llamaremos imagenes sin ruido. Dado que elmargen dinamico de una gaussiana es desde  1 a +1, los niveles por encimade un valor maximo y por debajo de un valor mnimo se han saturado a un valormaximo y a un valor mnimo respectivamente. Como las imagenes de entradaal algoritmo de segmentacion que se van a utilizar son de 8 bits por pixel (mo-nocromas) el valor mnimo utilizado ha sido el 0 y el maximo el 255, aunque enla notacion utilizaremos tambien el margen (0, 1) con escalones de 1=255 parareferirnos a las mismas imagenes.El primer tipo de imagen consta de una imagen sin ruido formada por regionescon un nivel de gris constante de entre dos posibles, mas el ruido gaussiano. Losdos valores posibles pertenecen al margen (0, 1). La imagen sin ruido con niveles0.4 y 0.6 se presenta en la gura 3.4a.
a) cuacir b) formasFigura 3.4: a) Imagen cuacir con valores de objeto y fondo 0.4 y 0.6 respectiva-mente; b) imagen formas.El segundo tipo de imagen consta de una imagen sin ruido formada por regio-nes con un nivel de gris constante de entre seis posibles, mas el ruido gaussiano.Los valores posibles pertenecen al margen (0, 1). La imagen sin ruido con nivelesde gris 0, 0.2, 0.4, 0.6, 0.8 y 1 se muestra en la gura 3.4b. Se han escogidoimagenes sinteticas frente a naturales porque se conoce cual es la segmentacionverdadera y se puede controlar el nivel de ruido introducido. Se han escogidodos tipos de imagenes para ilustrar los dos casos mas generales en tratamientode imagen que son el caso binario (dos etiquetas) y el multietiqueta (mas dedos etiquetas). El termino multietiqueta se utiliza para no utilizar el termino
3.5. ALGORITMOS DE SEGMENTACI ON 63multinivel que podra confundirse con el numero de niveles de gris de la entrada,que en ambos tipos de imagen es de 256 niveles.Respecto al caso multietiqueta se han escogido seis niveles porque aunquepuede parecer un numero bajo, permite diferenciar visualmente las diferentesregiones. Si se toma un valor alto, visualmente es difcil apreciar en caso deregiones con valores proximos, si son regiones con el mismo valor o diferentes.Para ver la robustez de la segmentacion ante el ruido se realizan ejecuciones delos algoritmos sobre imagenes con diferente nivel de dicultad. Este nivel dedicultad se puede variar mediante dos procedimientos: actuando sobre la varianza de la gaussiana, y aproximando o alejando los niveles de gris de las regiones sin ruido, quellamaremos medias, y mantener la varianza del ruido a~nadido constante.Ambos procedimientos permiten modicar el numero de pixels que seran co-rrectamente etiquetados si se utiliza el procedimiento de estimacion de maximaverosimilitud (MLE, Maximum Likelihood Estimate) consistente en asignar laetiqueta que maximice la probabilidad, calculada segun la distribucion gaussia-na de media cada una de las medias posibles y la varianza correspondiente, sintener en cuenta el etiquetado de los pixels vecinos. El procedimiento MLE es elmas utilizado para las inicializaciones en las publicaciones sobre MRF [10] [47].Se ha elegido el procedimiento segundo (aproximar las medias) porque aumentarla varianza supone un mayor numero de pixels que exceden el margen dinamicoprevisto ( (0,255) con escalones unidad, o el equivalente normalizado a 1 (0,1)con escalones 1/255) y por tanto el numero de pixels saturados es mayor, lo quese traduce en una cantidad de pixels con valor 0 o 1 que no se adecua al modelogaussiano.En la primera columna de la gura 3.5a y b se presentan diferentes versionesde la imagen cuacir (bietiqueta). Cada version esta constituida de un fondoy objetos cuyos niveles de gris estan cada vez mas proximos. El primer caso(subndice 0) tiene un nivel de gris del fondo de 0.4 y un nivel de gris de los objetosde 0.6. No se han considerado medias mas alejadas porque la segmentacion esya casi perfecta. El segundo caso de a tiene un nivel de gris del fondo de 0.41 yun nivel de gris de los objetos de 0.59. El tercer caso de a tiene niveles de 0.42y 0.58; y as sucesivamente hasta el ultimo caso de b con niveles de 0.47 y 0.53.En la gura 3.6 estan representadas las funciones gaussianas utilizadas.La segunda columna presenta para cada caso la imagen ruidosa consistenteen sumar a la imagen sin ruido de cada caso una imagen de ruido gaussianoindependiente de media 0 y desviacion estandar 0.05, asignando el valor 0 atodos aquellos pixels que despues de la suma queden por debajo de cero y el
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a) 0,1,2,3 b) 4,5,6,7Figura 3.5: Imagen cuacir con diferentes niveles para el fondo y el objeto; laprimera columna de a y b corresponde a las imagenes sin ruido, las segundascolumnas a las imagenes con ruido y las terceras al etiquetado segun la estimacionde maxima verosimilitud (MLE).
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1a) (0:40; 0:60) b) (0:41; 0:59) c) (0:42; 0:58) d) (0:43; 0:57)
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1e) (0:44; 0:56) f) (0:45; 0:55) g) (0:46; 0:54) h) (0:47; 0:53)Figura 3.6: Representacion de las funciones gaussianas utilizadas para la imagencuacir. Debajo de cada graca guran los valores para las dos medias utilizadasen cada caso. Se puede observar el solapamiento creciente entre ambas funciones.
3.5. ALGORITMOS DE SEGMENTACI ON 65valor 1 a todos aquellos pixels que despues de la suma queden por encima de1. La tercera columna presenta para cada caso el etiquetado de los pixels segunla estimacion de maxima verosimilitud (MLE), que es la optima si no se incluyeinformacion sobre el vecindario.Se puede apreciar que a medida que aumenta el ruido el numero de pixels maletiquetados en el MLE aumenta. En la tabla 3.1 se da el porcentaje de pixelsetiquetados incorrectamente con el procedimiento de maxima verosimilitud delos 8 casos de la gura 3.5.caso 0 1 2 3 4 5 6 7%ei 2.30 4.67 5.79 7.10 11.24 16.50 20.38 27.55Tabla 3.1: Porcentaje de pixels etiquetados incorrectamente (ei) con el procedi-miento de maxima verosimilitud sobre la imagen cuacir.Se ha procedido de forma similar con la imagen formas. Se generan 8 casoscon medias cada vez mas proximas. Los seis niveles de gris de la imagen sinruido de cada caso se dan en la tabla 3.2. casoregion 0 1 2 3 4 5 6 70 0 0.05 0.1 0.15 0.2 0.25 0.3 0.351 0.2 0.23 0.26 0.29 0.32 0.35 0.38 0.412 0.4 0.41 0.42 0.43 0.44 0.45 0.46 0.473 0.6 0.59 0.58 0.57 0.56 0.55 0.54 0.534 0.8 0.77 0.74 0.71 0.68 0.65 0.62 0.595 1 0.95 0.9 0.85 0.8 0.75 0.7 0.65distanciaentre ni-veles 0.2 0.18 0.16 0.14 0.12 0.1 0.08 0.06Tabla 3.2: Niveles de gris de cada region de la imagen formas para cada uno delos ocho casos.Al igual que con la imagen cuacir se presenta en la gura 3.7 la imagen dondeen la primera columna de a y de b aparece para cada caso la imagen sin ruido,en la segunda columna la imagen con ruido (tambien de desviacion estandar 0.05para todos los casos) y la tercera columna el etiquetado con el MLE.As mismo en la tabla 3.3 se dan los porcentajes de pixels etiquetados inco-rrectamente cuando se utiliza el procedimiento MLE.Una vez presentados los diferentes casos de los dos tipos de imagenes departida utilizados para la ilustracion de los algoritmos se presentan los resultados
66 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOV
a) 0,1,2,3 b) 4,5,6,7Figura 3.7: Imagen formas con diferentes niveles para cada uno de los seis tiposde regiones; la primera columna de a y b corresponde a las imagenes sin ruido,las segundas columnas a las imagenes con ruido y las terceras al etiquetado segunla estimacion de maxima verosimilitud (MLE).
caso 0 1 2 3 4 5 6 7%ei 4.17 5.32 9.72 12.79 19.27 28.0 34.44 44.92Tabla 3.3: Porcentaje de pixels etiquetados incorrectamente (ei) con la estima-cion de maxima verosimilitud sobre la imagen formas.
3.5. ALGORITMOS DE SEGMENTACI ON 67primero para todos los casos y algoritmos sobre la imagen cuacir (bietiqueta)y luego todos los casos y algoritmos sobre la imagen formas (multietiqueta).Dado que estas imagenes tienen una componente aleatoria en el ruido, se hanprocesado varias realizaciones dando resultados similares y las realizaciones quese han escogido son las mas representativas del comportamiento del conjunto.Imagen cuacirPara cada algoritmo se presentan los 8 casos de la gura 3.5 junto a las imagenescorrespondientes al resultado de cada algoritmo, tomando como modelo de cam-po aleatorio de Markov para la imagen, el modelo multilevel logistic, con unpotencial de clique igual para todos ellos y de valor a = 0 para el caso quetodos los xij de c sean iguales y valor  0a =  en caso contrario, valor de loscoecientes  igual a cero. El valor de la temperatura utilizado es T = 1. Seconsideran solo potenciales de cliques formados por dos pixels.La expresion 3.29 queda entoncesp xij j XSnij / exp [ uij(l)]PKk=1 exp [ uij(k)] (3.39)donde uij(l) es el numero de pixels en el vecindario de orden 2 del pixel ij noetiquetados con la etiqueta l. El valor de  utilizado es 1.5 [10] [100].Las guras 3.8b y 3.9b muestran el resultado que se alcanza al etiquetar lospixels de la imagen cuacir con los algoritmos ICM, HCF y BHCF. Dado quese conoce la segmentacion perfecta, se compara esta con los resultados de lasegmentacion alcanzada por los diferentes algoritmos y el numero de pixels eti-quetados incorrectamente en cada uno de los 8 casos se presenta en la tabla juntocon el numero de pixels etiquetados incorrectamente de la imagen de etiquetasalcanzada con la estimacion de maxima verosimilitud.caso 0 1 2 3 4 5 6 7MLE 2.30 4.67 5.78 7.10 11.24 16.50 20.38 27.55ICM 0.53 0.66 0.92 1.05 3.02 4.14 5.92 9.07HCF 0.53 0.66 1.05 0.66 3.22 5.85 20.77 42.27BHCF 0.53 0.66 1.05 0.79 3.68 5.12 11.5 20.64Tabla 3.4: Porcentaje de pixels etiquetados incorrectamente (ei) con los diferentesalgoritmos sobre la imagen cuacir.Algoritmo ICM. Se puede observar como el algoritmo alcanza una segmen-tacion que reduce signicativamente el numero de pixels etiquetados incorrecta-
68 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOV
a) sin ruido, con ruido, MLE b) ICM, HCF, BHCFFigura 3.8: Resultados de los cuatro primeros casos de la imagen cuacir; a) laprimera columna de a corresponde a las imagenes sin ruido, la segunda columnaa las imagenes con ruido y la tercera al etiquetado segun la estimacion de maximaverosimilitud (MLE); b) primera columna resultado del etiquetado alcanzado conICM, segunda columna con HCF y tercera columna con BHCF.
a) sin ruido, con ruido, MLE b) ICM, HCF, BHCFFigura 3.9: Resultados de los cuatro segundos casos de la imagen cuacir; a) laprimera columna de a corresponde a las imagenes sin ruido, la segunda columnaa las imagenes con ruido y la tercera al etiquetado segun la estimacion de maximaverosimilitud (MLE); b) primera columna resultado del etiquetado alcanzado conICM, segunda columna con HCF y tercera columna con BHCF.
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Figura 3.10: Graca con los ratios de pixels etiquetados incorrectamente de loscasos presentados en la tabla 3.4. La curva de trazo continuo corresponde alMLE, en trazo discontinuo y con 'o' el ICM, en trazo de puntos y con '+' elHCF; y en trazo de puntos y rayas y con '*' el BHCF.mente respecto a la segmentacion inicial. Hay que hacer notar que la segmenta-cion inicial es la optima con la informacion a priori, puesto que es el MLE y esmejorada al introducir el modelo de MRF.Notese que a medida que aumenta el ruido aumenta el numero de pixelsetiquetados incorrectamente de la segmentacion que proporciona el algoritmoICM, aunque este mantiene su capacidad de mejorar la segmentacion respecto ala inicial incluso cuando aumenta el ruido.Algoritmo HCF. En este caso no se toma ninguna imagen como inicializacionpuesto que el HCF no la precisa ya que se inicializan todos los pixels de la imagencon la etiqueta `en espera'. Se pueden realizar varias observaciones:1. al igual que en el ICM a medida que aumenta el ruido aumenta (o la se~naldisminuye) el numero de pixels etiquetados incorrectamente,2. a diferencia del ICM cuando el ruido aumenta hasta el nivel del caso 7, elHCF no mantiene su capacidad de mejorar el etiquetado respecto al MLE,3. cuando el ruido es importante (caso 7) se produce una tendencia a que enla segmentacion nal desaparezcan regiones peque~nas. Esto es as porquela diferencia de probabilidad debida al nivel de gris de la imagen de en-trada disminuye si las medias se aproximan, y por tanto su inuencia en
70 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVla decision de que etiqueta asignar tambien, adquiriendo mayor inuenciaen la energa la parte debida al modelo de campo aleatorio de Markov.Como este modelo tiende a priorizar similitud entre vecinos el resultado esgenerar regiones grandes a costa de desaparecer otras cuyo extremo es lasegmentacion de la imagen en una sola region. Aunque en ICM el modelode campo aleatorio de Markov es el mismo, esto no ocurre porque en elprocedimiento de segmentacion se parte de una inicializacion donde todoslos pixels tienen una etiqueta y en promedio hay las mismas erroneas enun sentido como en otro.Como conclusion sobre la imagen cuacir, el HCF y el ICM alcanzan segmenta-ciones similares si la relacion se~nal ruido es alta pero en HCF la segmentacionempeora si la relacion se~nal ruido disminuye.Algoritmo BHCF. En este caso al igual que en HCF no se toma inicializacionalguna puesto que no la precisa. El tama~no de bloque elegido, en numero depixels, es del 5% del numero total de pixels de la imagen. Comparando estosresultados con los del HCF se aprecia que mejoran substancialmente y mantienenla capacidad de mejorar la segmentacion incluso en el caso 7, haciendo menosprobable que la imagen sea etiquetada toda con la misma etiqueta, debido a lamodicacion propuesta de procesar por bloques. No obstante, los resultados delICM son mejores que los del BHCF.Imagen formasPara el caso multietiqueta sobre la imagen formas, se ha procedido de igualmanera que con la imagen cuacir. En las guras 3.11 y 3.12 se presentan lasimagenes resultantes para los ocho casos y en la tabla 3.5 aparecen los porcentajesde pixels etiquetados incorrectamente.caso 0 1 2 3 4 5 6 7MLE 4.17 5.32 9.72 12.79 19.27 28.0 34.44 44.92ICM 0.0 0.13 0.03 0.17 0.33 0.60 1.59 6.61HCF 0.0 0.13 0.03 0.23 0.63 0.63 18.24 28.40BHCF 0.0 0.13 0.03 0.33 0.63 0.63 4.83 18.21Tabla 3.5: Porcentaje de pixels etiquetados incorrectamente (ei) con los diferentesalgoritmos sobre la imagen formas.Algoritmo ICM. De nuevo el algoritmo alcanza una segmentacion que reducesignicativamente el numero de pixels etiquetados incorrectamente respecto a la
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a) sin ruido, con ruido, MLE b) ICM, HCF, BHCFFigura 3.11: Resultados de los cuatro primeros casos de la imagen formas; a) laprimera columna de a corresponde a las imagenes sin ruido, la segunda columnaa las imagenes con ruido y la tercera al etiquetado segun la estimacion de maximaverosimilitud (MLE); b) primera columna resultado del etiquetado alcanzado conICM, segunda columna con HCF y tercera columna con BHCF.
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a) sin ruido, con ruido, MLE b) ICM, HCF, BHCFFigura 3.12: Resultados de los cuatro segundos casos de la imagen formas; a) laprimera columna de a corresponde a las imagenes sin ruido, la segunda columnaa las imagenes con ruido y la tercera al etiquetado segun la estimacion de maximaverosimilitud (MLE); b) primera columna resultado del etiquetado alcanzado conICM, segunda columna con HCF y tercera columna con BHCF.
3.5. ALGORITMOS DE SEGMENTACI ON 73











Figura 3.13: Graca con los ratios de pixels etiquetados incorrectamente de loscasos presentados en la tabla 3.5. La curva de trazo continuo corresponde alMLE, en trazo discontinuo y con 'o' el ICM, en trazo de puntos y con '+' elHCF; y en trazo de puntos y rayas y con '*' el BHCF.segmentacion inicial, que es la optima con la informacion a priori, puesto quees el MLE. En general los porcentajes de pixels etiquetados incorrectamente sonmenores en la imagen formas que en la imagen cuacir dado que aun siendo ladiferencia de medias entre dos regiones consecutivas la misma que la diferenciaentre las medias de la imagen cuacir como en la imagen formas las regiones notodas tienen medias consecutivas la diferencia entre dos regiones vecinas puedeser mayor que la diferencia existente entre los dos tipos de region de la imagencuacir y por tanto es logico que el etiquetado sea mejor.Algoritmo HCF. Comparando los resultados con el algoritmo ICM , el HCFalcanza segmentaciones iguales o peores en todos los casos. Las diferencias massignicativas se alcanzan cuando el nivel de ruido aumenta, llegando incluso aetiquetar todos los pixels de varias regiones incorrectamente. En este caso de laimagen formas no se llega a asignar a toda la imagen la misma etiqueta. La razones la misma que se ha comentado mas arriba y que justica unos porcentajesde pixels etiquetados incorrectamente menores en general en la imagen formasrespecto a la imagen cuacir.Algoritmo BHCF. A la vista de las imagenes y de los resultados de la ta-bla 3.5 se puede ver que los resultados mejoran respecto al HCF cuando losniveles de ruido son signicativos. La diferencia mas apreciable esta en la region
74 CAPITULO 3. CAMPOS ALEATORIOS DE MARKOVgrande superior derecha donde el HCF etiqueta incorrectamente gran parte deella mientras que el BHCF lo hace correctamente, por tanto nuestra propuestade modicacion de HCF es efectiva respecto a este, aunque como conclusion nalel algoritmo que mejores resultados obtiene es el ICM.En el caso multinivel ocurre algo que es previsible. Los pixels de las zonasfronterizas entre regiones de nivel de gris mas parecido quedan peor etiquetadasque las zonas fronterizas entre regiones de nivel de gris menos parecido, y siuna de las regiones es peque~na el efecto se acentua porque incluso puede llegar adesaparecer. Un ejemplo de ello son las dos regiones peque~nas que estan dentro dela region negra de la esquina superior derecha. En la ultima la de la gura 3.12se puede apreciar que la region peque~na blanca sobrevive mientras que la gris,cuya diferencia con el negro es menor, desaparece.
Captulo 4
Morfologa Matematica
4.1 IntroduccionEn el captulo dedicado a la segmentacion de imagenes haciendo uso de los cam-pos aleatorios se ha llamado a la imagen de partida observacion. Dicha obser-vacion puede corresponder a la digitalizacion directa de la escena a segmentar opuede ser una transformacion de la misma. En nuestro trabajo utilizaremos la se-gunda opcion. El motivo es que no se pretende segmentar la imagen mamogracacomo tal, sino segmentar para detectar zonas muy especcas, las microcalci-caciones, y para ello es mas util partir de una transformacion que resalte estasfrente a todo aquello que no tiene interes en el problema y que podra ser unafuente de falsas alarmas. Dado que las zonas a detectar, como se expondra conmas detalle en posteriores captulos, tienen como primera caracterstica que sonpeque~nas, las transformaciones que se busca aplicar a la mamografa deberan serdel tipo paso alto. Para implementar la transformacion, en principio, se puedehacer uso de cualquier tecnica. Como se ha visto en la revision bibliograca, enla literatura hay ejemplos de muchos tipos. En el presente trabajo dicha trans-formacion se va a implementar con tecnicas no lineales basadas en morfologamatematica.La morfologa matematica es desarrollada a partir de los a~nos 60 por los traba-jos de G. Matheron y J. Serra, siendo una tecnica aplicable a muchos problemasde tratamiento de se~nales y entre estas las imagenes.En este captulo se realiza una presentacion de las herramientas de morfo-loga matematica utilizadas para nuestra aplicacion. Para el lector que quieraprofundizar sobre morfologa matematica encontrara un analisis exhaustivo enlas obras de J. Serra [109][110] y de Matheron [80] [81]. Los operadores estanen su fundamentacion teorica ntimamente ligados a los conjuntos y funciones.75
76 CAPITULO 4. MORFOLOGIA MATEMATICANuestras necesidades se limitan a su aplicacion a imagenes, en concreto bidimen-sionales. Las imagenes estan denidas sobre el espacio euclidiano discreto Z2 ypueden ser binarias o de niveles de gris, segun las siguientes deniciones:Denicion 8 (Imagen binaria) Una imagen binaria I es una aplicacion deun subconjunto DI de Z2, llamado dominio de denicion de I, en el par f0; 1g:I : DI  Z2 ! f0; 1gp! I(p) (4.1)Cada elemento p, del subconjunto DI donde esta denida la imagen se lla-ma pixel. Cuando se trata de imagenes binarias, generalmente van asociadasa escenas donde hay un fondo y uno o varios objetos del mismo tipo, es decirdos clases. Consecuentemente a cada pixel de la imagen se le asigna uno de losdos valores posibles, f0; 1g, segun pertenezca a una clase u otra. El enfoque dela teora de conjuntos de la morfologa matematica se aplica directamente a lasimagenes binarias sin mas que considerar la imagen binaria I como el conjuntode pixels con valor 1, es decir fp 2 DI ; I(p) = 1g, que a su vez es un subconjuntodel espacio DI en el que esta denida. La relacion de orden es la inclusion.Denicion 9 (Imagen de niveles de gris) Una imagen de niveles de gris Ies una aplicacion de un subconjunto DI de Z2, llamado dominio de denicionde I, en Z: I : DI  Z2 ! Zp! I(p) (4.2)As como a las imagenes binarias se les puede aplicar la teora de conjuntos, alas imagenes de niveles de gris se aplica la teora de funciones. Las dos denicionesanteriores se pueden hacer en el espacio de los numeros reales I : DI  R2 !Rpero las imagenes que se usan en la practica estan denidas sobre un dominionito discreto y generalmente son rectangulares. Tanto pedagogicamente comomatematicamente, es util interpretar las dos dimensiones del dominio de de-nicion de la imagen junto con la dimension del nivel de gris que puede tomarcada pixel para formar un relieve tridimensional donde la altura de cada punto esproporcional a su nivel de gris. En ocasiones este relieve tridimensional convienedescomponerlo en un conjunto de cortes de nivel con planos horizontales paraformar imagenes binarias con fondo y objeto (ver gura 4.1). Esta descomposi-cion en imagenes binarias sirve como nexo para poder utilizar tambien la teorade conjuntos sobre las imagenes de niveles de gris. En la descomposicion cadaimagen binaria corresponde al resultado de la funcion umbral a un determinadonivel de gris t, denida como:Ut(f) = ( 1 si f(x)  t0 si f(x) < t (4.3)
4.1. INTRODUCCI ON 77donde f() es la imagen, x representa los elementos que pertenecen al dominiodonde esta denida la imagen y t representa un nivel de gris. Alternativamentela imagen binaria se puede denir unicamente como el conjunto de pixels de valor1, as pues la funcion umbral se puede denir tambien como:Ut(f) = fx j f(x)  tg (4.4)
Figura 4.1: Relieve tridimensional y cortes con planos horizontales para formarimagenes binarias en cada nivel de gris.De este espacio tridimensional se dene subgrafo SG (ver gura 4.2) de unaimagen de niveles de gris como la parte del espacio tridimensional que esta debajode la supercie que dene la funcion. Si llamamos t a la variable que representala altura, x a un elemento de DI , y f a la funcion o imagen de niveles de gris,entonces: SG(f) = n(x; t) 2 Z2  Z; t  f(x)o (4.5)Para las funciones el orden se establece as:Sean f y g dos funciones o imagenes de niveles de gris8(f; g) 2 F(R2;R)2; f  g () 8x 2 R2; f(x)  g(x) (4.6)4.1.1 Celosa y VecindarioLas imagenes que se acaban de denir estan compuestas por elementos o pixelsdispuestos de forma no arbitraria. La disposicion de los mismos obedece nor-malmente a cierto patron regular a lo largo del dominio bidimensional. Ademas,esta disposicion geometrica de los pixels junto con la relacion que les une formanla celosa S. Alternativamente a esta palabra en otros textos se utiliza trama,retcula o malla. La utilizacion de la palabra celosa se corresponde con el signi-cado que se le da a la palabra lattice en las referencias sobre campos aleatoriosde Markov citadas en el captulo 31.1Otras deniciones diferentes de lattice, basadas en conceptos de algebra se pueden encontraren [109, 110, 11]
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Figura 4.2: Subgrafo de un funcion.En nuestro caso una forma posible de construir la celosa es situar cada unode los elementos de cada dimension separados una distancia constante en dosejes perpendiculares y los pixels son todas las combinaciones posibles de paresde elementos, uno de cada dimension. La celosa que formara el dominio de laimagen sera el conjunto de puntos de la gura 4.3a. Se puede observar que elpatron geometrico de distribucion es rectangular.
a) conectividad a 4 b) conectividad a 8Figura 4.3: Ejemplos de celosa rectangular. a) Conectividad a 4. b) Conectivi-dad a 8Asimismo, en la gura 4.3 se puede observar que si nos jamos en un pixel,del resto de pixels de la imagen hay unos que estan mas proximos que otros. Dela misma manera que en el captulo sobre campos aleatorios de Markov se deneel concepto de vecindario, en las imagenes utilizadas en Morfologa Matematicatambien es aplicable dicha denicion, en cuanto que en primer lugar los vecinosde un pixel son un subconjunto de pixels, en segundo lugar un pixel no es vecinode s mismo y en tercer lugar si un pixel p es vecino de un pixel q entonces q esvecino de p. Utilizando la misma notacion que en el captulo anterior diremosque p es el conjunto de pixels que son vecinos del pixel p.
4.1. INTRODUCCI ON 79Para la celosa rectangular se suele utilizar alternativamente dos tipo de ve-cindario. Uno consiste en considerar como vecinos los pixels de arriba, abajo,derecha e izquierda, con lo que cada pixel tiene cuatro vecinos. El otro tipo devecindario considera ademas de estos cuatro, el superior derecho, el superior iz-quierdo, inferior derecho e inferior izquierdo, lo que supone un total de ocho. Lagura 4.3a y b muestran respectivamente las celosas resultantes. Los crculos re-presentan los elementos de la misma y los segmentos rectilneos entre dos crculossignica que entre ellos existe una relacion de ser vecinos mutuamente. Estos doscasos es lo que en el captulo sobre los campos aleatorios se ha llamado vecindariode orden 1 y orden 2 respectivamente.En Morfologa Matematica se utiliza ampliamente otro tipo de celosa, la he-xagonal, mostrada en la gura 4.4, donde cada pixel tiene seis vecinos. Tienela ventaja de que es mas isotropa porque la distancia de cualquier pixel a susseis vecinos es mas similar que en la trama rectangular con conectividad a 8.Ademas de otros aspectos que mas adelante se tratan. El inconveniente es que ala hora de almacenar y procesar una imagen en un sistema basado en micropro-cesador la estructura de acceso a las memorias esta mas adaptada para la celosarectangular que para la hexagonal, de hecho cuando se necesita procesar sobrecelosa hexagonal se implementa con celosa cuadrada donde en la mitad de laslas alternadamente hay n elementos y en la otra mitad n+1, con las relacionesde vecindad adecuadas para equivaler a celosa hexagonal.
Figura 4.4: Celosa hexagonal.En muchas ocasiones una imagen representa la proyeccion bidimensional deuna escena tridimensional donde hay uno o varios objetos sobre un fondo. Porsimplicidad tomemos el ejemplo de un solo objeto sobre un fondo. Esta situa-cion queda reejada en la imagen como que un conjunto de pixels \pertenecen"al objeto y el resto pertenecen al fondo. La expresion coloquial de \perteneceral objeto", es un concepto muy importante y formalmente corresponde a la de-nicion de componente conexa que pasamos a denir. Para ello es convenientedenir primero lo que es un camino.Denicion 10 (Camino) Un camino C, de longitud l(C) = n, entre dos pixels
80 CAPITULO 4. MORFOLOGIA MATEMATICAp y q en la celosa S es una (n+1) tupla (p0; p1; : : : ; pn) de pixels tal que:p0 = p y pn = q8i 2 [1; n] ; pi 2 pi 1 (4.7)Denicion 11 (Componente conexa) Sea A un conjunto de pixels incluidoen el dominio DI donde esta denida la imagen binaria I y x un pixel de A. Lacomponente conexa de A que contiene a x, Cx(A) es la union de los caminos conorigen x incluidos en A.Se dira tambien que dos pixels p y q son conexos en A si existe un caminocon extremos en p y q que este incluido en A.Intuitivamente una componente conexa es un conjunto de pixels donde todosellos mantienen una relacion de vecindad con al menos uno de los restantes pixelsde conjunto. La gura 4.5a muestra una imagen, suponiendo conectividad a 4,con tres objetos formando tres componentes conexas. Sera de esperar que elresto de los pixels de la imagen, que corresponden al fondo, formaran una unicacomponente conexa, pero queda dividido en tres. Este problema tiene solucionsi se permite conectividad a 8 en el fondo (gura 4.5b). Alternativamente sise asume conectividad a 8 en la imagen los tres objetos forman una mismacomponente conexa, es decir un unico objeto y el fondo tambien forma unaunica componente conexa, cuando sera de esperar que un objeto como el de lagura dividiera el fondo en tres componentes conexas, ver gura 4.5c. El efectoesperado para este caso se consigue tomando conectividad a 8 para los objetosy conectividad a 4 para el fondo, tal como ilustra la gura 4.5d. La celosahexagonal no adolece de este problema como se puede ver en la gura 4.5e,donde para el objeto y para el fondo la conectividad es la misma y no existeningun tipo de paradoja.4.2 Transformaciones morfologicas basicasAntes de pasar a las transformaciones morfologicas, aplicadas sobre P(R2), ydenidas como, en R2 (T : P(R2)  ! P(R2)) (4.8)es util denir algunas propiedades que suelen cumplir y que son extensividad,creciente, idempotencia y dualidad.
4.2. TRANSFORMACIONES MORFOL OGICAS BASICAS 81
a) b)
c) d)
e)Figura 4.5: Componentes conexas. a) Celosa rectangular con conectividad a 4.Los pixels objeto forman tres componentes conexas distintas y tambien el fondoqueda dividido en tres componentes conexas. b) Considerando conectividad a 8para el fondo, este forma una unica componente conexa. c) Con conectividad a 8hay una unica componente para el objeto y otra para el fondo superponiendoseen algunas zonas. d) No hay superposicion si se considera conectividad a 4 parael fondo, quedando dividido en tres componentes conexas. e) Celosa hexagonal.En este caso existe coherencia para objeto y fondo manteniendo para ambos lamisma conectividad a 6.
82 CAPITULO 4. MORFOLOGIA MATEMATICAUna transformacion es extensiva si y solo si su salida es siempre mayor quesu entrada. Para el caso binario,8X 2 P(R2); X  T (X) (4.9)y para el caso de niveles de gris,8f 2 F ; f  T (f) (4.10)de la misma forma es anti-extensiva si y solo si su salida es siempre menor quesu entrada 8X 2 P(R2); X  T (X) (4.11)o 8f 2 F ; f  T (f) (4.12)La transformacion T sera creciente si para dos entradas ordenadas sus salidassiguen estando ordenadas, es decir:8X; Y 2 P(R2); X  Y ) T (X)  T (Y ) (4.13)o 8f; g 2 F ; f  g ) T (f)  T (g) (4.14)de la misma manera es decreciente en caso contrario:8X; Y 2 P(R2); X  Y ) T (X)  T (Y ) (4.15)o 8f; g 2 F ; f  g ) T (f)  T (g) (4.16)Respecto a la siguiente propiedad, una transformacion T sera idempotentesi el resultado de aplicarla concatenadamente varias veces es el mismo que alaplicarla una sola vez, 8X 2 P(R2); T (T (X)) = T (X) (4.17)o 8f 2 F ; T (T (f)) = T (f) (4.18)En imagenes binarias se dene el complementario.Denicion 12 (Complementario) Sea X el conjunto de pixels de la imagenque tienen valor 1, DI el dominio donde esta denida la imagen y E el conjuntoque abarca la totalidad de elementos del dominio de la imagen, el complementariode X denotado como Xc es tal que:X \Xc = ; y X [Xc = E (4.19)
4.2. TRANSFORMACIONES MORFOL OGICAS BASICAS 83En el caso de funciones el complementario de f(x) se corresponde con la inversion: f(x); si se esta utilizando un conjunto de valores positivos, por ejemplo entre0 y G la inversion se dene como G  f(x).Finalmente, dos transformaciones T1, T2, seran duales si y solo si el comple-mentario del resultado de T1 sobre la entrada es el mismo que el resultado deaplicar T2 sobre el complementario de la entrada:8X 2 P(R2); T1(X)c = T2(Xc) (4.20)o 8f 2 F ;  T1(f) = T2( f) (4.21)4.2.1 Erosion y DilatacionLas dos transformaciones mas comunes de la morfologa matematica, y que sonla base de muchas otras transformaciones morfologicas son la erosion y la dila-tacion [109]. A continuacion se presentan las deniciones con la notacion que seutilizara durante el resto del texto. Consideremos en R2 un punto arbitrario O yllamemosle origen, y sea B 2 P(R2) un conjunto, denotaremos como el conjuntosimetrico traspuesto B respecto al origen O, como:B = f x; x 2 Bg (4.22)y Ba a la traslacion de B por el vector a, con a 2 R2:Ba = fx+ a; x 2 Bg (4.23)consideremos tambien un conjunto X 2 R2 .Denicion 13 (Dilatacion) La dilatacion de X por B es el conjunto de los xde R2 tal que la interseccion de X y Bx no es el conjunto vaco. Denotaremosesta operacion con B(X):B(X) = nx 2 R2; Bx \X 6= ;o (4.24)a B se le llama elemento estructurante.Denicion 14 (Erosion) De la misma manera la erosion de X por B es elconjunto de los x de R2 tal que Bx esta totalmente incluido en X:B(X) = nx 2 R2; Bx  Xo (4.25)
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a) Original b) Dilatacion b) ErosionFigura 4.6: Dilatacion y erosion de una imagen binaria. El elemento estructu-rante utilizado esta recuadrado en la imagen original.en muchos textos se utiliza respectivamente para estas dos operaciones la nota-cion introducida por Minkowski, ; 	, puesto que la dilatacion (respectivamentela erosion) es equivalente a la adicion (respectivamente la sustraccion) de Min-kowski de X y B.El efecto que la dilatacion produce es un agrandamiento de los objetos de laimagen, mientras que la erosion los reduce, llegando a eliminarlos si el elementoestructurante no cabe en ellos.En el caso de funciones o imagenes de niveles de gris, si B es un elementoestructurante plano, la dilatacion de la funcion f en el punto x es el valor maximode la funcion f dentro de la ventana de observacion denida por B desplazadode manera que el origen de B este centrado en x:B(f)(x) = max fxk; k 2 Bg (4.26)donde xk es el valor que toma la imagen en el punto x + k, es decir f(x + k)Igualmente, la erosion se dene como:B(f)(x) = minfxk; k 2 Bg (4.27)En la utilizacion que nosotros hacemos de la erosion y la dilatacion siemprehacemos uso de elementos estructurantes planos, no obstante si B es no planola denicion de dilatacion (resp. erosion) se corresponde con la adicion (resp.sustraccion) de Minkowski.Las propiedades mas importantes de la dilatacion y la erosion son que ambastransformaciones son crecientes, y que si el origen del elemento estructuranteesta contenido en el mismo, entonces, son extensivas y anti-extensivas respecti-vamente. Ambas funciones son ademas duales, de manera que:B(X)c = B(Xc) (4.28)Tanto la erosion como la dilatacion no son idempotentes. Aplicar sucesivasveces la erosion por ejemplo a imagenes binarias va reduciendo iterativamente la
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a) Dilatacion b) ErosionFigura 4.7: Dilatacion y erosion de una funcion por un elemento estructuranteplano.cantidad de pixels pertenecientes a los objetos de la imagen.B(X) 6= B(B(X)); B(X) 6= B(B(X)) (4.29)4.2.2 Apertura y CierreLa combinacion mediante la aplicacion concatenada de dos erosiones sucesivaso dos dilataciones sucesivas no aporta ningun operador conceptualmente nuevo,pero s se obtienen operadores interesantes si se combinan mediante la aplica-cion concatenada erosion con dilatacion o viceversa, llamadas respectivamenteapertura y cierre2.Denicion 15 (Apertura) La apertura de un conjunto X por un elemento es-tructurante B, denotada por B(X), se dene como:B(X) = B( B(X)) (4.30)lo que signica que primero se realiza una erosion y al resultado de la mismase realiza la dilatacion. Si el elemento estructurante es simetrico, entonces latransposicion del elemento estructurante no produce ningun cambio y se puedeponer que B(X) = B(B(X)).La apertura cumple, entre otras, las siguientes dos propiedades [109]:creciente : X  Y () (X)  (Y ) (4.31)anti   extensiva : (X)  X (4.32)2En ocasiones tambien se utilizan directamente los nombres originales en frances ouverture,fermeture. En ingles open, close o tambien opening, closing.
86 CAPITULO 4. MORFOLOGIA MATEMATICADenicion 16 (Cierre) De igual manera, el cierre de un conjunto X por unelemento estructurante B, denotado por 'B(X), se dene como:'B(X) = B( B(X)) (4.33)lo que signica que primero se realiza una dilatacion y sobre el resultado de lamisma se realiza la erosion. Si el elemento estructurante es simetrico, entoncesla transposicion del mismo no produce ningun cambio y se puede poner que'B(X) = B(B(X)).El cierre cumple, entre otras, las siguientes dos propiedades [109]:creciente : X  Y () '(X)  '(Y ) (4.34)extensiva : '(X)  X (4.35)Las expresiones 4.32 y 4.35 establecen el siguiente ordenamiento parcial:(X)  X  '(X) (4.36)Ambas deniciones se extienden a las funciones. Por brevedad, en ocasio-nes se simplicara la notacion de la concatenacion de funciones, de manera queuna sucesion de transformaciones tal como T 1B (T 2B (:::T nB (X))) se escribira comoT 1BT 2B :::T 2B (X), e incluso se eliminara de la notacion el elemento estructurantey/o la entrada X.De la misma manera que la pareja erosion-dilatacion son duales tambien loson la pareja apertura-cierre, de forma que:B(X)c = 'B(Xc) (4.37)y a diferencia de la erosion y la dilatacion, la apertura y el cierre son idempo-tentes.Demostracion:llamemos X1 a la apertura de X, X1 = (X), como la apertura es anti-extensiva (4.32) X1  X; si aplicamos la erosion a ambos miembros de la inecua-cion, como esta operacion es creciente se mantiene el orden y queda (X)  (X) (4.38)por otra parte, llamemos X2 a la erosion de X, X2 = (X), como el cierre esextensivo (4.35) tenemos (X2)  X2 y sustituyendo X2 por la erosion de Xqueda  (X)  (X) (4.39)
4.2. TRANSFORMACIONES MORFOL OGICAS BASICAS 87que es la inecuacion inversa de la anterior y por tanto: =  (4.40)si se aplica una dilatacion a ambas partes de 4.40 y por ser creciente la dilatacion,se cumple que  = , quedando demostrada la idempotencia de la apertura,y por el procedimiento similar la idempotencia del cierre: =  '' = ' (4.41)
a) Original b) Apertura b) CierreFigura 4.8: Apertura y cierre de una imagen binaria. El elemento estructuranteutilizado esta recuadrado en la imagen original.En el caso binario (ver gura 4.8), las dos operaciones tienden a suavizarlos contornos de los objetos. La apertura elimina las convexidades, mientrasque el cierre elimina las concavidades. Asimismo si un objeto tiene dos partesunidas por un istmo de tama~no menor que el elemento estructurante, la aperturaseparara dicho objeto en dos desconectandolos, mientras que si dos objetos estanseparados por un espacio de fondo menor que el elemento estructurante, el cierreune ambos objetos para formar uno unico conectandolos. En el caso de lasfunciones o imagenes de niveles de gris, y a traves del subgrafo, como la aperturaelimina las convexidades, se traduce en la eliminacion de los picos (positivos), ycomo el cierre elimina las concavidades, se traduce en la eliminacion de los valles.En la gura 4.9 se muestra este proceder sobre una funcion unidimensional.4.2.3 Filtros morfologicosEl concepto de ltro esta muy extendido en tratamiento de se~nal clasico ybasicamente se reere a cualquier proceso que un sistema realiza sobre una ovarias entradas para generar una o varias salidas. En los sistemas lineales elltrado va asociado a la convolucion de la entrada con una determinada funcion(continua o discreta) que caracteriza al sistema. En morfologa matematica eltermino ltro tiene un signicado muy preciso [109], sujeto a la siguiente deni-cion:
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a) Apertura b) CierreFigura 4.9: Apertura y cierre de una funcion. En a) esta en gris claro la partede la funcion que elimina la apertura y en b) esta en gris oscuro la parte queaparece debida al cierre.Denicion 17 (Filtro) Un ltro morfologico es una transformacion T crecien-te e idempotente. 8f; g 2 F ; f < g ) T (f) < T (g) (4.42)8f 2 F ; T (T (f)) = T (f) (4.43)La propiedad creciente es la mas importante porque permite mantener la orde-nacion de los conjuntos o funciones tras la operacion de ltrado.Las operaciones basicas de dilatacion y erosion no son ltros morfologicosporque no son idempotentes, salvo en el caso particular de que el elemento es-tructurante sea un unico punto o elemento, situacion en que las transformacionesse reducen a la identidad. Sin embargo la combinacion de ambas, la apertura yel cierre denidos antes, s son ltros morfologicos porque cumplen ser crecientese idempotentes. En general las combinaciones de aperturas y cierres dan lugara ltros morfologicos, y da lugar a una familia de transformaciones interesantessegun la combinacion se realice concatenando las transformaciones (por ejemploltros alternados secuenciales) o realizando todas las transformaciones en pa-ralelo sobre una misma funcion de entrada y combinando las salidas medianteel supremo o el nmo (por ejemplo el contraste morfologico, o el centro mor-fologico). En la guras 4.10 se muestra el diagrama de bloques de una estructuraparalelo y en la gura 4.11 se muestra un ejemplo en el que se pretenden extraerlos elementos de la imagen con orientaciones horizontales y verticales. Las trans-formaciones son aperturas con elementos estructurantes en dichas orientacionesy el criterio para generar la salida es el supremo. En nuestro trabajo hacemos usode una estructura paralela en relacion con los tejidos brosos de la mamografa.Concretamente para nuestro objetivo de la deteccion de microcalcicacioneses interesante obtener un ltro que detecte las estructuras lineales claras de laimagen para que no generen falsas alarmas. Se puede obtener particularizando






Figura 4.10: Filtros morfologicos por combinacion de transformaciones en para-lelo.
SUP
Figura 4.11: Ejemplo de aplicacion de ltros morfologicos por combinacion detransformaciones en paralelo. La transformacion en su conjunto extrae de laimagen de entrada solo las componentes con orientaciones horizontales y verti-cales, utilizando aperturas con elementos estructurantes en dichas orientacionesy combinando los resultados mediante el supremo.





Figura 4.12: Familia de transformaciones basada en la diferencia entre transfor-maciones.Entre ellas destacan las transformaciones Top-Hat3 que en su version blancao positiva se dene particularizando la transformacion T1 a la identidad y latransformacion T2 a la apertura con un determinado elemento estructurante B:TH+B (f) = f   B(f) (4.44)como la apertura es anti-extensiva el Top-Hat positivo es siempre igual o mayorque cero, quedando extrados los detalles positivos de la funcion f que han des-aparecido al realizar la apertura. Si se quieren extraer los detalles negativos sepuede utilizar la version negra o negativa del Top-Hat denida como:TH B (f) = 'B(f)  f (4.45)3en frances chapeaux haut de forme
4.3. TRANSFORMACIONES GEODESICAS Y RECONSTRUCCI ON 91En el presente trabajo estamos interesados en las microcalcicaciones que sondetalles blancos o positivos de la imagen mamograca y por defecto cuando nosreramos al Top-Hat sera a su version positiva.4.3 Transformaciones geodesicas y reconstruc-cionEn las aplicaciones de tratamiento de imagen asumiendo un espacio euclideo ladistancia entre dos puntos es la longitud del camino rectilneo que los une. Hayaplicaciones donde el espacio que separa los dos puntos contiene partes que poralgun motivo no pueden ser atravesadas por el camino que une ambos puntosy consecuentemente la distancia ya no es la distancia eucldea. Este conceptolleva a denir una nueva distancia llamada distancia geodesica. Cuando tratamoscon geodesia tenemos dos conjuntos, uno es el que contiene los dos puntos delos que queremos calcular la distancia geodesica y el otro es el que nos marcaque partes del espacio pueden ser atravesadas por el camino que unira los dospuntos. El primero se llama marcador y el segundo se llama mascara geodesica.La geodesia y la reconstruccion geodesica, que sera introducida posteriormente,fueron propuestas en la tesis de J.C. Klein [67] en 1976.Denicion 18 (Distancia geodesica) En el caso de los conjuntos (morfologabinaria) la distancia geodesica dM(x; y) entre dos puntos x; y 2 M donde M(conjunto de R2 ) es la mascara geodesica, es la menor longitud de los caminosposibles que unen los puntos x e y dentro de M .Si M esta compuesto por dos o mas zonas separadas entre s (componentes noconexas) y los puntos x e y no pertenecen a la misma componente, no habracamino posible dentro de M que los una. En este caso, por convencion, ladistancia geodesica sera innita dM(x; y) = +1.4.3.1 Dilatacion y erosion geodesicasEn base a esto se puede denir la dilatacion geodesica:Denicion 19 (Dilatacion geodesica binaria) La dilatacion geodesica bina-ria de tama~no n, denotada n(M;X), de un conjunto X incluido en la mascara
92 CAPITULO 4. MORFOLOGIA MATEMATICAM se dene como:1(M;X) = B1(X) \M ; n(M;X) = B1(B1(: : : B1(X) \M) : : : \M) \M)| {z }n veces (4.46)donde B1(X) es la dilatacion morfologica con un elemento estructurante forma-do por un disco de radio 1 segun el tipo de conectividad.Notese que la dilatacion geodesica de tama~no n no es la interseccion de la dila-tacion morfologica de tama~no n con M .n(M;X) 6= n(X) \M (4.47)La erosion geodesica es la transformacion dual:n(M;X) =M   n(M;M  X) (4.48)donde para conjuntos M  X = M \Xc.Para las funciones o imagenes de niveles de gris la dilatacion geodesica sedene de una manera similar, donde ahora la entrada a dilatar es una funcion yla mascara geodesica (tambien llamada referencia) es una funcion mayor.Denicion 20 (Dilatacion geodesica de funciones) La dilatacion geodesicade funciones o imagenes de niveles de gris, denotada n(fM ; f), de una funcionf bajo la funcion mascara fM , (f  fM) se dene como:1(fM ; f) = inf(B1(f); fM); n(fM ; f) = 1(fM ; 1(fM ; : : : 1(fM ; f) : : :))| {z }n veces (4.49)La erosion geodesica de funciones se obtiene por dualidad como:n(fM ; f) =  n( fM ; f) (4.50)4.3.2 La reconstruccionUna aplicacion importante de la dilatacion geodesica es implementar la operacionllamada reconstruccion. En muchas ocasiones a la funcion a dilatar se le llamamarcador. Si la funcion marcador es menor que la mascara, por denicion elresultado de la dilatacion geodesica siempre esta dentro de alguna componenteconexa de la mascara. Si la entrada a dilatar geodesicamente (conjunto o funcion)
4.3. TRANSFORMACIONES GEODESICAS Y RECONSTRUCCI ON 93es distinto de cero en alguna o algunas componentes conexas de la mascara oreferencia, la dilatacion geodesica innita dara lugar a la reconstruccion exactade dicha o dichas componentes:8X; Y 2 P(R2); X  Y ) 1(Y;X) = Y (4.51)La gura 4.13 muestra la dilatacion innita sobre una imagen binaria. En lapractica en vez de innitas iteraciones se dilata tantas veces como sea necesariohasta llegar a la idempotencia. En 4.13a aparece en gris la funcion mascara yen negro la funcion marcador. En 4.13b se aprecia un paso intermedio en lareconstruccion y en 4.13c se ha alcanzado la situacion nal, donde se aprecia ennegro toda la componente conexa de la mascara donde estaba incluida la funcionmarcador.En el caso de funciones, la reconstruccion permite igualmente recuperar aque-llas regiones de la funcion referencia marcadas por la imagen marcador. De nuevola dilatacion geodesica innita en la practica se reduce al numero de iteracionessuciente hasta llegar a la idempotencia. Las regiones son reconstruidas de ma-nera que quedan incluidos en cada una de las regiones marcadas todos aquellospixels que tienen un nivel inferior al maximo de la imagen marcador en cadaregion marcada. Si la imagen marcador contiene todos los maximos de la imagende referencia la reconstruccion dara como resultado la misma imagen referencia.La gura 4.14 muestra un ejemplo de reconstruccion de funciones.
a) b) c)Figura 4.13: Reconstruccion geodesica binaria. La dilatacion geodesica hastala idempotencia permite recuperar exactamente las componentes de la mascarageodesica marcadas por la imagen marcador.Para nosotros la reconstruccion es particularmente interesante porque en elproposito de detectar las microcalcicaciones es necesario distinguirlas de lasestructuras de la mamografa que no lo son; principalmente dos tipos de regiones.Por un lado las regiones grandes mas o menos uniformes y por otro las regioneslineales correspondientes a las bras. Como se ha dicho en la seccion anteriorpara detectar este tipo de regiones se puede construir una estructura de ltrado








a) b)Figura 4.14: Reconstruccion geodesica de una funcion. a) Dilatacion geodesicade tama~no 1 de f con referencia fM . b) Reconstruccion geodesica de fM con fcomo marcador.A partir de la reconstruccion se puede construir una familia de transformacio-nes morfologicas llamadas transformaciones por reconstruccion denidas como lacomposicion de una transformacion morfologica elemental y de la reconstrucciongeodesica, por dilatacion si la transformacion es anti-extensiva, o por erosion sies extensiva.Denicion 21 (Transformaciones con reconstruccion) Sea T una trans-formacion morfologica. Se dene la correspondiente transformacion con recons-truccion asociada a T , T rec, de la siguiente manera:T rec(f) = 1(f; T (f)) si T es anti  extensivaT rec(f) = 1(f; T (f)) si T es extensiva (4.52)Este tipo de transformaciones permite ltrar las imagenes, por ejemplo eli-minando objetos menores que un cierto tama~no al tiempo que, gracias a la re-construccion, no se modican los contornos de los objetos que permanecen tal ycomo muestra el ejemplo de la gura 4.15.4.4 Filtros ConexosPara detectar las microcalcicaciones en la mamografa minimizando el numerode falsas alarmas es conveniente ltrar la imagen para en la medida de lo posible
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a) Original b) Apertura c) Apertura conreconstruccionFigura 4.15: Transformaciones con reconstruccion. a) Original; b) apertura con elelemento estructurante recuadrado en el original; c) Apertura con reconstrucciontomando como imagen mascara la original y marcador la apertura. Notese comoen la apertura con reconstruccion la componente que permanece a la salida noha perdido la forma a pesar de que hay zonas en las que no cabe el elementoestructurante y como consecuencia de ello en una apertura como la de la gura bla forma queda modicada. Si hay componentes conexas en las que no cabe elelemento estructurante estas desaparecen completamente tanto en una aperturacomo en una apertura con reconstruccion, tal como sucede con el crculo peque~no.eliminar aquellas estructuras de la imagen que en el proceso de segmentacionpuedan dar lugar a los mencionados falsos positivos. A su vez es interesantetambien que durante el proceso de ltrado permanezcan lo mas intactas posiblesaquellas estructuras de interes, tales como las microcalcicaciones. En las seccio-nes anteriores se ha introducido como primeros ejemplos de ltros morfologicosla apertura y el cierre. En el caso de la apertura con un determinado elementoestructurante por ejemplo, se ha dicho que en el caso de las imagenes binariasproduce dos efectos, el primero, elimina aquellos objetos en los que no cabe elelemento estructurante y el segundo, elimina de los objetos en los que s ha cabidoaquellas convexidades en las que no ha cabido, modicando, por tanto la formade los objetos. En ocasiones este segundo efecto es indeseable, siendo interesanteque la operacion de ltrado sea en un cierto sentido todo/nada de manera quecada componente conexa pueda permanecer toda o desaparecer toda, pero noser modicada. Un ejemplo de este concepto sera la reconstruccion. La gene-ralizacion de dicho concepto nos lleva a introducir los operadores morfologicosconexos [111, 123]. Previamente introduciremos el concepto de extremo de unaimagen.4.4.1 Extremos de una imagenEn el analisis de imagenes en ocasiones son especialmente importantes la extrac-cion de caractersticas de las estructuras o regiones que componen la imagen, biensea porque se desean obtener datos cuantitativos, bien porque se desea ltrar la
96 CAPITULO 4. MORFOLOGIA MATEMATICAimagen para generar otra atendiendo a criterios sobre estas caractersticas, o bienporque se desea segmentar desde un punto de vista concreto o generico la imagen.En el caso binario el problema es sencillo porque a traves de la conectividad sepueden agrupar todos los pixels pertenecientes a la clase objeto que sean conexosentre s para formar las distintas regiones. Pero en el caso de imagenes de nivelesde gris esta menos claro. En algunos casos las estructuras de la imagen estandeterminadas por los maximos o los mnimos de cada posible region, que llama-remos tambien extremos. El concepto de maximo y mnimo de una funcion enmatematicas, llamemosle maximo clasico es bien conocido; pero en tratamientode imagen es interesante introducir el concepto de maximo regional (respectiva-mente mnimo regional), ya que tal como se dene en matematicas genericas elmaximo clasico de una funcion, a saber, aquel punto donde la primera derivadaes cero y la segunda menor que cero trasladado esto a imagenes discretas, paraque exista un maximo se precisara que todos sus vecinos tuvieran un nivel degris inferior al original. En las imagenes de niveles de gris puede ocurrir quehaya un grupo de pixels vecinos entre s con el mismo nivel de gris y por tantoninguno de ellos podra ser un maximo. Retomemos el concepto de asociar a unafuncion o imagen de niveles de gris un relieve topograco. El mencionado grupode pixels con el mismo nivel de gris formara una planicie4. Si coincide que estegrupo de pixels no tiene vecinos con mayor nivel de gris nos encontraramos queesta planicie formara una meseta, y desde algun punto de vista una meseta sepuede entender como un maximo o extremo. Mientras que un pico de monta~natiene su correspondencia con un maximo clasico, es interesante que una mesetatambien tenga su correspondiente, y de ah que se introduzca el maximo regionalcomo el correspondiente a lo que topogracamente es una meseta. Si al grupo depixels que forman el maximo regional no se le ponen criterios de mnima canti-dad de pixels, de manera que puede estar formado por un unico pixel entonces elconcepto de maximo regional incluye el concepto de maximo clasico. Lo expues-to para las mesetas tiene su respectivo en las zonas oscuras de la imagen que secorresponderan con los valles. La gura 4.16 ilustra todo ello.Estos conceptos intuitivos, se pueden exponer de forma mas rigurosa a travesde estas dos deniciones [70, 71, 76, 111]:Denicion 22 (Planicie) La planicie de una funcion f : E  Z2 ! Z enel punto x, llamada P lnx(f), es la componente conexa mas grande de f quecontiene a x y de altitud constante e igual a f(x):P lnx(f) = Cx (fy 2 Ejf(y) = f(x)g) (4.53)donde Cx designa la apertura conexa puntual que extrae de todo el dominiodonde esta denida la imagen la componente conexa que contiene a x.4en frances plateau




Figura 4.16: Extremos de una imagen de niveles de gris. Se pueden distinguirplanicies que forman mesetas, valles o ninguna de las dos cosas. Las mesetasy los picos forman los maximos regionales. Los valles formados por un unicopixel o por varios forman los mnimos regionales. Los maximos regionales y losmnimos regionales forman los extremos de la imagen.Atendiendo a la denicion siguiente las planicies pueden ser de tres tipos: lasmesetas o maximos regionales, los valles o mnimos regionales y el tercer tipo sonlas que no son mesetas ni valles, que llamaremos planicies no extremas. Noteseque una planicie puede estar formada por un unico pixel.Denicion 23 (Maximo regional) Llamaremos maximo regional M , de unaimagen de niveles de gris f , a toda planicie sin vecinos de mayor nivel de gris,y mnimo regional a toda planicie sin vecinos de menor nivel de gris.Tambien se puede dar una denicion alternativa [125] haciendo uso de laoperacion umbral denida como Ul(f) = fx j f(x)  lg, (ver ecuacion 4.4):Denicion 24 (Maximo regional) Un maximo regional M de altura l de unaimagen de niveles de gris f es una componente conexa C de Ul(f) tal que C \Ul+1(f) = ;Para determinar los maximos regionales se han propuesto varios algorit-mos [125] y entre ellos uno de los mas ecientes es el que hace uso de la re-construccion en base a que los maximos regionales de nivel l de la funcion f sonlas componentes conexas de Ul(f) no reconstruidas por Ul+1(f), o lo que es lomismo, las componentes de Ul(f) no reconstruidas por Ul(f 1) (ver gura 4.17).Si designamos por Max(f) al conjunto de maximos regionales de f , la imagenbinariaMax(f) se puede obtener comoMax(f) = U1 (f   1(f; f   1)) (4.54)





Diferencia f- (f,f-1)Figura 4.17: Extraccion de los maximos regionales de una imagen f por recons-truccion de f a partir de (f   1).Aunque determinar los maximos y mnimos regionales puede ser un buenmetodo para determinar las regiones de la imagen en un problema de segmenta-cion generica, la realidad es que adolece de varios problemas, que son [123]: Planicies no extremas. En una imagen puede haber regiones grandes conun nivel constante de gris vecinas de una region con mayor nivel y por tantono ser maximos regionales. Este problema se puede solucionar a traves dela funcion distancia al borde. Si a la imagen f se le suma el resultado dela funcion distancia al borde de la planicie calculada para cada pixel decada planicie, se crean articialmente maximos regionales, con lo que lasplanicies no extremas pasan a tener un maximo regional y por tanto serandetectadas. Ruido. Normalmente las imagenes reales tienen ruido, y este crea muchosmaximos regionales en cada region por lo que si a cada maximo le asociamosuna region la imagen queda rapidamente sobresegmentada. Una posiblesolucion es eliminar el ruido con cualquier ltrado adecuado que no eliminelas regiones de interes. En muchas ocasiones este ltrado es una parteimportante de la tarea de segmentacion. Aproximacion jerarquica. En ocasiones es interesante realizar una segmen-tacion a diferentes niveles de detalle en alguna magnitud, como por ejemploel area. Si la segmentacion se hace a traves de los maximos regionales sintener en cuenta nada mas, puede haber varios maximos regionales asocia-dos a regiones de detalles peque~nos sobre una region mas grande y que esla que se desea segmentar quedando sobresegmentada por contener variosmaximos. No hay por tanto en ocasiones una relacion directa entre losextremos y la informacion contenida en la imagen.Una de las causas mas importantes de los problemas que se generan cuando
4.4. FILTROS CONEXOS 99se utilizan los extremos de una imagen son debidos a que un maximo (resp.mnimo) regional lo es aun cuando la diferencia entre el y sus vecinos es un solonivel de gris, por lo que peque~nas uctuaciones generan extremos. Esto se puedeevitar si se exigiera a una region para ser seleccionada un numero h arbitrariode niveles de gris de diferencia. Esto lleva al concepto de h-extremos que reducesignicativamente el numero de planicies que cumplen el criterio y por tanto lasobresegmentacion. Si el lector quiere profundizar sobre estos conceptos se leremite a [49, 125, 127].4.4.2 Operadores morfologicos conexosLa idea de los operadores conexos es mantener indivisibles las componentes cone-xas durante la transformacion. Este concepto ha sido formalizado por J. Serra yP. Salembier [111] y es la base de transformaciones morfologicas tan importantescomo la reconstruccion en imagenes de niveles de gris [67], la dinamica [49] yla apertura surpercial [126]. Este ultimo operador es de especial interes paranosotros porque basandonos en el construimos una transformacion para mejorarel proceso de deteccion de las microcalcicaciones.Antes de pasar a las deniciones es necesario que quede establecido lo que seentiende por diferencia simetrica AB entre A y B:AB = (A \ Bc) [ (Ac \ B) (4.55)Recordemos tambien que C(A) designa el conjunto de las componentes conexasde A. La gura 4.18 muestra un ejemplo.Denicion 25 (Operador morfologico conexo binario) Un operador mor-fologico binario T sera conexo [111] si para todo conjunto A de E, la diferenciasimetrica entre A y T (A) esta constituida exclusivamente de componentes cone-xas de A o de su complementario Ac:T esconexo, C(AT (A))  (C(A) [ C(Ac)) (4.56)Con esta denicion se asegura que los operadores preservan las relaciones deconectividad, es decir, si dos pixels p; q 2 DI son conexos en A o en Ac, entoncesen el resultado de la transformacion o en el complementario los pixels p y q sonconexos. La consecuencia es que el proceso que los operadores conexos binariosrealizan sobre la entrada es unicamente conservar o suprimir las componentes co-nexas pero no modicarlas (ver gura 4.19). Es decir, los pixels correspondientesa una misma componente conexa tienen todos el mismo valor en la salida.
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a) Imagen a b) Imagen b
c) Diferencia simetrica abFigura 4.18: Diferencia simetrica entre dos imagenes binarias
a) Original
b) Operador conexo c) Operador no conexoFigura 4.19: Operador conexo binario
4.4. FILTROS CONEXOS 101La extension de operador conexo a las imagenes de niveles de gris precisaextender el concepto de componente conexa binaria. En binario los pixels queforman una componente conexa tienen dos caractersticas, por un lado tienen elmismo valor, y por otro mantienen una relacion de vecindad entre ellos. Trasladarla caracterstica de vecindad es inmediato porque la relacion de vecindad seestablece sobre la celosa, y esta es valida tanto para imagenes binarias comode niveles de gris. Respecto al valor de los pixels posibles es la caractersticaque diferencia ambos tipos de imagenes y por tanto es donde hay que realizar laextension. La extension realizada en [111] consiste en trasladar la propiedad deconservacion de las componentes conexas a conservar las planicies de las imagenesde niveles de gris. Realizando la siguiente denicion [111]:Denicion 26 (Operador conexo para imagenes de niveles de gris) Unatransformacion morfologica T u operador para imagenes de niveles de gris es co-nexo si y solo si no reduce las planicies de la imagen de entrada. Si p es un pixelde la imagen de niveles de gris o funcion f :T es conexo , 8p 2 DI ; P lnp(f)  P lnp(T (f)) (4.57)Esta denicion implica que un operador conexo ante una planicie en la imagende entrada (todos los valores son iguales) debe generar a la salida otra planicieformada por los mismos pixels. En lo que no pone ninguna restriccion la de-nicion es en el nivel de gris asignado a la nueva planicie, es decir, el operadoresta obligado a transformar los niveles de gris de las planicies, vistas estas comounidades indivisibles. De algun modo lo que un operador generico transformaniveles de gris de pixels, los operadores conexos transforman los niveles de grisde las planicies. En los operadores genericos la unidad indivisible son los pixelsde la imagen de entrada y en los operadores conexos la unidad indivisible son lasplanicies. A su vez como s puede unir pero no dividir las planicies, la imagenresultante suele tener un numero menor de las mismas (ver gura 4.20).Como se ha visto en la seccion anterior, al aplicar la reconstruccion por di-latacion o por erosion geodesica respectivamente tras, por ejemplo, una aper-tura o cierre permite recuperar las componentes conexas de la imagen que nohan desaparecido totalmente. Es por ello que una transformacion seguida dela reconstruccion geodesica correspondiente segun sea, anti-extensiva T rec(f) =1(f; T (f)), o extensiva T rec(f) = 1(f; T (f)), resulta ser un operador conexo.Una transformacion morfologica generica, por ejemplo la apertura o el cierre,salvo casos particulares segun el dominio y el elemento estructurante, no sonoperadores conexos. De hecho al introducir la apertura se ha dicho que eliminanlos salientes de las componentes en las que no cabe el elemento estructurante,por lo que al no conservar la componente conexa en su integridad no cumple lacondicion de operador conexo.
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a) Original
b) Operador conexo c) Operador no conexoFigura 4.20: Operador conexo de niveles de gris. a) Operador conexo, todas lasplanicies se mantienen como tales a la salida. La transformacion ha fusionadolas dos planicies no extremas de la entrada; b) Operador no conexo. La planiciemayor de la entrada ha generado dos planicies a la salida4.4.3 Apertura SupercialUn operador conexo interesante para nuestro trabajo es la apertura supercial.La apertura morfologica con un determinado elemento estructurante elimina dela imagen determinadas estructuras brillantes en funcion de la forma del elementoestructurante. En ocasiones las estructuras que se quieren tratar no responden aun criterio de forma especco sino a otros criterios, entre ellos, uno posible es lasupercie. En el caso de imagenes binarias el concepto es facilmente entendibley la transformacion consiste en extraer las componentes conexas cuya superciees superior a un valor dado. Cuando se habla de supercie generalmente en lapractica se traduce a numero de pixels. La apertura supercial para imagenesde niveles de gris ha sido introducida recientemente por Vincent [126] comola generalizacion de la apertura supercial binaria, deniendola de la siguienteforma:Denicion 27 (Apertura supercial) La apertura supercial de tama~no  deuna imagen de niveles de gris f , denotada por a(f), se dene comoa(f)(x) = sup fh  f(x) j Surf(Cx(Uh(f)))  g (4.58)
4.4. FILTROS CONEXOS 103donde Surf() es el operador que calcula el area del operando binario sobre elque actua, que generalmente consiste en contar el numero de pixels, y Uh() esla transformacion umbral mayor o igual que h.Intuitivamente la apertura supercial elimina los picos brillantes que tienenuna supercie menor que . Eliminar los picos signica reducir su nivel de grisal nivel en el que la planicie que resulta ya tiene un tama~no mayor o igual que. El cierre supercial es la transformacion dual.Esta transformacion como se describira en los siguientes captulos nos serautil en la construccion de un operador destinado a reducir el numero de falsospositivos detectados originados por estructuras de la imagen difcilmente elimi-nables.CALCULO EFICAZLa aplicacion directa de la denicion para calcular la imagen resultante de laapertura supercial requiere un tiempo de calculo muy grande porque se buscael supremo del conjunto de las componentes conexas del resultado del umbralpara todos los valores del margen de niveles de gris posibles, lo que implica paracada pixel y en cada imagen binaria resultante de cada operacion umbral calcularla componente conexa que lo contiene y computar su supercie, para as poderdeterminar en que nivel de gris dicha supercie es mayor o igual a , siendo estenivel de gris el valor que se le debe asignar al pixel en la imagen de salida.
nivel de inundación nivel de inundacióna) b)Figura 4.21: Proceso de inundacion de un relieve topograco. a) El agua penetrapor los mnimos y alcanza el mismo nivel en todos los valles. b) Si se introducepor cada mnimo agua coloreada de forma diferente, en cada mnimo se puedenmantener identicados los pixels que pertenecen a la cuenca asociada a cadamnimo.
104 CAPITULO 4. MORFOLOGIA MATEMATICAComo se ha dicho anteriormente la apertura supercial es un operador conexoy como tal se construye sobre la base de transformar las planicies de la imagen.Al estar implicadas las planicies, durante los calculos una parte importante deltiempo se debe dedicar a reconocer dichas planicies, es decir, a tener registradosde algun modo el conjunto de pixels que forman cada una de las planicies. Otraparte del proceso, dado que los operadores conexos actuan fusionando planiciesvecinas, se debe dedicar a tener registradas las relaciones de vecindad entre lasplanicies. Este concepto de fusionar planicies vecinas se puede entender como quela transformacion consiste en propagar el valor asignado a los pixels de la primeraplanicie hacia los pixels de la segunda. A su vez esta idea de la propagacion llevaa pensar en la idea de la inundacion utilizada para calcular de forma ecientetransformaciones como la lnea divisoria de aguas5. Estas formas ecientes decalculo fueron propuestas por L. Vincent [124, 125] y por F. Meyer [85]. El nucleode estos algoritmos basados en propagacion radica generalmente en colas6 paraconstruir la secuencia de pixels a propagar.Desde un punto de vista ilustrativo es mas facil entender el procedimientode inundacion en el que se basa el calculo ecaz de la apertura supercial si seilustra sobre el cierre supercial, de manera que en vez de reducir el nivel de lospicos se aumenta el nivel de los valles. Si tenemos una imagen y la interpretamoscomo un relieve topograco e imaginamos que todos los valles del relieve tienenun oricio en su parte inferior por donde puede penetrar el agua, inundar a undeterminado nivel implica que todos aquellos puntos del relieve que esten en esenivel o por debajo estaran inmersos en agua, tal como ilustra la gura 4.21a.Si ademas imaginamos que el agua que penetra por cada mnimo del relieveesta pigmentada con un color distinto podemos tener identicados los pixels quepertenecen a la cuenca de cada mnimo (gura 4.21b).Si el nivel de inundacion se va incrementando, en algunos puntos se encontra-ran las aguas de dos cuencas vecinas, tal como ilustra la gura 4.22. El conjuntode puntos donde esto ocurre forman la lnea divisoria de aguas.Si entendemos las guras 4.21b y 4.22 como una secuencia, queda ilustradoque el proceso comienza inundando por el nivel mas bajo posible para luego irincrementando el nivel del agua. En lo que sigue se va a hacer una descripcion delproceso para calcular el cierre supercial a traves de la inundacion. La relacionentre la inundacion y el calculo del cierre supercial reside en que el objetivodel calculo es determinar los niveles de inundacion fgcg, en el que cada cuencatiene una supercie igual o mayor que . Una vez determinados estos niveles,el nivel de gris de cada pixel de la imagen de salida es el mayor valor entre elnivel de gris del pixel en la imagen de entrada y el valor gc determinado para la5en frances ligne de partage des eaux o whatershed en ingles6en frances les d'attente hierarchiques
































c) d)Figura 4.22: Proceso de inundacion y determinacion de la lnea divisoria de aguas
106 CAPITULO 4. MORFOLOGIA MATEMATICAcuenca a la que pertenece (ver gura 4.23). Observese que cuando la superciede una cuenca no alcanza el valor  antes de llegar a la lnea divisoria de aguases necesario considerar la supercie de las cuencas vecinas, tal como se ve en losdos valles estrechos de la gura 4.23.Como en las imagenes los niveles de gris posibles son un conjunto de nivelesdiscretos de 0 a G   1, habra que comenzar por el nivel cero e ir subiendo.Para conocer que pixels quedan inundados cuando el nivel de inundacion es cerosimplemente hay que determinar que pixels tienen valor cero en la imagen. Sihay alguno, estos son los mnimos de menor nivel que existen, si son varios yno son vecinos entre s, cada uno corresponde al mnimo de una cuenca distinta.Para poder calcular durante el proceso de inundacion cuando la supercie dela cuenca alcanza o supera el valor  hay que ir identicando para cada nivelde inundacion los pixels que pertenecen a cada cuenca. Este proceso requierede una imagen intermedia donde almacenar esta informacion y que llamamosimagen de etiquetas. Cada etiqueta es el identicativo de una cuenca. Duranteel proceso de inundacion el primer pixel que se etiqueta en una cuenca es sumnimo, asignandole una etiqueta nueva que se propaga (ver gura 4.24) por elresto de pixels de la cuenca (es decir, se va asignando de un pixel que ya la tienea un pixel vecino y a su vez a un vecino de este ultimo).Como se puede inferir a partir del graco unidimensional de la gura 4.24,en una imagen y para un nivel de inundacion, puede haber varios pixels con esevalor y que pertenezcan a cuencas distintas por lo que se debera propagar a cadauno la etiqueta de su vecino que haya sido previamente etiquetado en un nivelde inundacion anterior.Al comienzo del proceso los pixels de la imagen de etiquetas deben estar todosinicializados a un valor que represente un estado en-espera. Durante el procesode inundacion y a medida que se incrementa el nivel, cada pixel que es alcanzadopor esta vera sustituida su etiqueta en-espera por la etiqueta que le corresponda.Si un pixel no es un mnimo, la etiqueta que le corresponde es alguna de las de lospixels vecinos que han sido etiquetados previamente, ya que si no es un mnimo,necesariamente tiene algun vecino con nivel de gris menor y por tanto habrasido procesado antes. Si el pixel es un mnimo esta condicion queda evidenciadaporque ninguno de sus vecinos habra sido etiquetado en un nivel de inundacionanterior. De lo expuesto hasta aqu se concluye que es necesario un orden en elproceso de etiquetado y este orden es creciente en la escala de niveles de gris dela imagen, comenzando por el nivel mas bajo. Por tanto puede establecerse queel proceso queda dividido en tantas etapas como niveles de gris tenga la imagenpudiendose determinar a priori la cantidad de pixels que hay que procesar encada una de estas etapas calculando el histograma.Dentro de cada etapa, puesto que el numero de pixels con el mismo nivel
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nivel de inundacióna) b)
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nivel de inundaciónc) d)
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nivel de inundación e) f)Figura 4.23: Proceso de inundacion y relacion con el calculo del cierre supercial.El nivel de gris mnimo de los pixels de una cuenca en la funcion de salida corres-ponde con el nivel de inundacion en el que la cuenca alcanza una determinadasupercie. Figuras a) a e): distintos instantes en el proceso de inundacion; f)funcion de salida.
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e) f)Figura 4.24: Proceso de inundacion y propagacion de las etiquetas desde losmnimos hacia sus vecinos. Figuras a) a f) corresponden con niveles de inundacioncrecientes. La etiqueta que recibe cada pixel aparece sobre la parte inferior delgraco y tambien a la altura de su nivel de gris.
4.4. FILTROS CONEXOS 109de gris es generalmente mayor que uno, hay que establecer una estrategia paraetiquetarlos. Hay varias alternativas posibles. La mas evidente a priori, aunquepoco eciente, consiste en confeccionar una lista de los pixels que forman la etapaactual, es decir, los que tienen el actual nivel de inundacion. A continuacionir recorriendo la lista hasta encontrar un pixel que pueda ser etiquetado. Lospixels que pueden ser etiquetados son aquellos que tienen al menos un vecinoya etiquetado o aquellos que no teniendo ninguno son todos de mayor nivel degris (correspondiente al caso de un mnimo de una nueva cuenca). Cuando unpixel se etiqueta se elimina de la lista. Probablemente tras el primer recorridode la lista quedaran pixels que no habran podido ser etiquetados y sera necesariorecorrer de nuevo los pixels que han quedado pendientes. Si en este segundorecorrido de la lista no quedan todos etiquetados, se procede a un tercero y assucesivamente hasta poder etiquetar a todos los de la etapa actual. Los sucesivosrecorridos por la lista son necesarios porque las etiquetas se han de \propagar"y el orden en que se propagan depende de la imagen en concreto, por tanto eseorden se busca a traves de los diferentes recorridos de la lista. El proceso que hayque realizar para cada pixel es relativamente costoso porque hay que examinarlas etiquetas de los vecinos as como sus niveles de gris, y si por ejemplo, unpixel queda etiquetado en el cuarto recorrido que se hace, la tarea necesaria seha repetido cuatro veces.Todo este proceso se puede optimizar, evitando estas repeticiones, si uno secerciora de que cuando un pixel es etiquetado los siguientes pixels a los que sepuede propagar su etiqueta es a sus vecinos. As pues, si en algun sitio se anotaesto ya no sera necesario buscar el orden de procesado sino que este se puedeir construyendo de forma natural al mismo tiempo que se va etiquetando. Esesitio es una cola. Hay que tener en cuenta que hay dos niveles de ordenacion,uno es debido a la inundacion progresiva y el otro a la ordenacion dentro delconjunto de pixels de un mismo nivel de gris. Como la ordenacion en la formade procesado optimizado se construye poniendo en la cola los pixels vecinos aletiquetado actualmente y estos pueden tener cualquier nivel de gris pero debenser procesados cada uno en la etapa en la que el nivel de inundacion alcanza sunivel de gris es necesario poner los pixels en cola de forma selectiva segun sunivel de gris. En otras palabras, dentro del orden que se va estableciendo enla cola hay que procesar primero todos los pixels de la imagen que tengan unmismo nivel de gris antes de pasar a pixels de la cola que tengan nivel de grissuperior. Por lo que aparece la necesidad de una nueva tarea de busqueda enla cola (o en la imagen si no han sido puestos en la cola por no tener ningunvecino que haya sido etiquetado) segun el nivel de gris. Esta tarea de busquedase puede evitar de nuevo si en vez de tener una cola unica se tienen tantas colascomo niveles de gris de manera que cuando se deban poner en cola los vecinos deun pixel que esta siendo actualmente etiquetado se pongan cada uno en la colacorrespondiente a su nivel de gris. Se establece as una jerarqua porque las colas
110 CAPITULO 4. MORFOLOGIA MATEMATICAde nivel de gris inferior tienen prioridad. El tipo de colas necesarias son colasdonde el primer pixel que se pone en la cola es el primero que debe ser sacadopara ser etiquetado.La gura 4.25 ilustra en que consisten y como se utilizan las colas jerarquicas.Antes de explicar lo referente a las colas en la gura 4.25, es necesario justicarla necesidad de unas estructuras de datos mas, que llamaremos listas. Dado quelos pixels se van a procesar en un orden que depende del propio contenido de laimagen, es posible que en varios momentos del proceso sea necesario conocer si yaestan procesados todos los pixels de un determinado nivel o no. Para saberlo sepuede recorrer, cada vez que se necesite, todos los pixels de la imagen, averiguarsu nivel de gris para compararlo con el nivel de inundacion actual y ademasaveriguar si ya esta procesado o no. Una alternativa mas eciente consiste enantes de comenzar cualquier proceso se construye una serie de listas, una porcada nivel de gris, conteniendo las coordenadas de los pixels que tienen cadanivel de gris, de manera que cuando queramos conocer algo referente a los pixelsde un determinado nivel de gris no haya que recorrer toda la imagen sino la listacorrespondiente. En la gura 4.25 se han considerado solo seis niveles de grispara no complicar la exposicion. As pues la lista general consta de seis listas,una para cada uno de los niveles de gris (A, B, C, D, E y F). Como la guracontiene una funcion unidimensional las coordenadas de cada pixel de la lista sonun unico numero. Para ayudar a seguir el proceso se ha sombreado en la listalos pixels que van siendo procesados.En las seis partes de la gura 4.25 se han representado seis instantes inicialesdel proceso, sucientes para ilustrar el funcionamiento de las colas. En 4.25a seencuentra el pixel con menor nivel de la imagen, se asigna la primera etiquetay sus vecinos son puestos ambos (6 y 8) en la cola de nivel B. Acto seguido seconsulta la cola de nivel A y a continuacion la lista del nivel A resultando queno queda ningun pixel de dicho nivel por procesar por lo que se pasa a la colade nivel B (gura 4.25b). Se saca de la cola el pixel 6 se etiqueta y se ponen enla cola sus vecinos. Como el pixel el pixel 7 ya esta etiquetado solo se pone en lacola el 5, estando en ese instante en la cola de nivel B el 8 y el 5. A continuacionse extrae el siguiente pixel de la cola B, resultando ser el 8 (gura 4.25c) , seetiqueta y se pone en la cola D el pixel 9. En la siguiente extraccion de lacola B resulta etiquetado el 5 y puesto en cola el 4. Tras realizar esto la colaB queda vaca (gura 4.25d), pero no todos los pixels de nivel B de la imagenhan sido procesados. Este hecho se comprueba consultando la lista de nivel B yobservando que queda por procesar el pixel 16, por lo que se pasa a etiquetarlo.Al comprobar que ninguno de sus vecinos tiene etiqueta nos encontramos anteun nuevo mnimo y por tanto la aparicion de una nueva cuenca asignandoleentonces una nueva etiqueta (gura 4.25e), como en todos los pixels etiquetados,sus vecinos son puestos en cola resultando incluidos el pixel 15 en la cola C y el 17
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e) f)Figura 4.25: Utilizacion de colas jerarquicas para etiquetar los pixels en el calculodel cierre supercial. La etiqueta E signica en espera y la C en cola.
112 CAPITULO 4. MORFOLOGIA MATEMATICAen la cola D. El ultimo paso ilustrado reeja que como ya se han procesado todoslos pixels de nivel B se pasa a la cola de nivel C para etiquetar el pixel 4, tras locual se repite el proceso expuesto hasta llegar al ultimo nivel de inundacion.Durante el proceso explicado, cuando un pixel ha sido puesto en la cola se haasignado en el espacio dedicado a la etiqueta la etiqueta C, indicando que estaen cola. A continuacion se justica este hecho.Dado que un pixel es vecino de varios, un pixel puede ser puesto en algunacola porque se haya llegado hasta el a traves de su vecino de la derecha o de laizquierda (en el caso de funciones bidimensionales, por dos o mas de entre susocho vecinos). Puede ocurrir lo siguiente: siguiendo con el proceso ilustrado enla gura 4.25 se llega a la situacion ilustrada en la gura 4.26a correspondiente almomento en que acaba de ser etiquetado el ultimo pixel de nivel D. El siguientepaso consiste en extraer de la cola E el primer pixel, que resulta ser el 10, etique-tarlo y poner en la cola sus vecinos que todava no tienen etiqueta (gura 4.26b).Si se hiciera esto volvera a ponerse en cola el pixel 11 que ya fue puesto cuandose proceso el pixel 12. Para evitar esto es necesario la utilizacion de la etiquetaen-cola que hemos denotado con la letra C.
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a) b)Figura 4.26: Necesidad de la etiqueta en-cola. En este ejemplo si no se hubierautilizado la etiqueta en-cola el pixel 11 hubiera sido puesto en la cola 2 veces.Durante el proceso de etiquetado, dinamicamente, se van a~nadiendo y extra-yendo pixels a y desde las colas. A~nadiendo, porque son vecinos del actualmenteetiquetado, y se extrae un nuevo pixel cada vez que termina el proceso asociadoa etiquetar el pixel actual.Los parrafos precedentes son aplicables en general a los algoritmos basados eninundacion. En particular, en el calculo del cierre supercial estamos interesados
4.4. FILTROS CONEXOS 113en conocer en que nivel de inundacion la supercie de cada cuenca alcanza unvalor predeterminado . Cuando se etiqueta un nuevo pixel, la cuenca a laque pertenece incrementa su supercie en una unidad. Para saber cuando lasupercie alcanza el valor  se debe tener un contador asociado a cada cuencaque se incrementara en una unidad cada vez que se etiquete un pixel con laetiqueta de una cuenca, comprobandose a continuacion si se ha alcanzado elvalor , en cuyo caso se registra para esta cuenca el nivel de inundacion actual,por lo que se necesita una estructura de datos asociada a cada cuenca, entre cuyoselementos estaran dicho contador y el campo que alberga el nivel de inundacionpara el cual la supercie de la cuenca alcanza el valor .Consideremos para el ejemplo de la gura 4.27 un valor de  igual a 6. Lacuenca asociada a cada mnimo termina en una determinada zona cuando susaguas se unen con las de la cuenca vecina, es decir en la lnea divisoria de aguas.Puede ocurrir que cuando se alcanza esta lnea la cuenca no tenga todava unasupercie de valor , tal como ocurre por ejemplo con las cuencas 2 y 3 de lagura 4.27. En dicha gura se han sombreado aquellos pixels de las cuencas queestan por debajo de la lnea divisoria de aguas. Dada la denicion del cierresupercial, el nivel de gris gc en el que la cuenca c alcanza la supercie , paraambas cuencas es un valor superior al valor del nivel previo al de la lnea divisoriade aguas y por tanto sera comun para ambas cuencas porque por encima de lalnea divisoria de aguas la supercie es la suma de la aportada por cada unade ellas. Gracamente, si no se ha alcanzado la supercie  el agua que cubrelas dos cuencas pasa a ser comun para ambas. Llamemosle a este hecho fusionde dos cuencas, y llamemos nivel de fusion al nivel de inundacion en el que sealcanza el punto de la lnea divisoria de aguas que comunica ambas cuencas.Una vez se ha introducido de forma aproximada los conceptos para el calculoeciente, a continuacion se presenta de una forma mas estructurada el nucleo dela tarea a realizar cuando se etiqueta un pixel. Basicamente se pueden presentartres situaciones distintas:1. que ningun pixel vecino tenga etiqueta de cuenca: es un nuevo mnimo ypor tanto hay que asignar una nueva etiqueta (por ejemplo el pixel numero7 de la gura 4.27).2. que todos los pixels vecinos con etiqueta de cuenca tengan la misma etique-ta: es un pixel mas de la cuenca y se asigna la misma etiqueta de cuencaque ellos (por ejemplo el pixel numero 8 de la gura 4.27).3. que los pixels vecinos con etiqueta de cuenca tengan etiquetas distintas:este pixel pertenece a la lnea divisoria de aguas y se produce por tantouna fusion de cuencas (por ejemplo el pixel numero 14 de la gura 4.27).
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0Figura 4.27: Cierre supercial. Pixels de las cuencas asociadas a los mnimos dela funcion antes de alcanzar la lnea divisoria de aguas. Algunas cuencas puedenno haber alcanzado la supercie mnima  requerida en el cierre supercial. Porejemplo para  = 6 las cuencas 5, 3 y 2 tienen una supercie menor que .La tarea a realizar, aparte de anotar la etiqueta correspondiente en el pixelde la imagen de etiquetas, en cada uno de los casos es la siguiente: en el primer caso inicializar una nueva estructura de datos que contenga lainformacion relativa a la cuenca que se acaba de crear. Dicha informacionconsiste en un campo contador, que llamaremos supercie, y que albergala cantidad de pixels que van formando la cuenca, es decir la supercie,inicializandose a uno porque se acaba de encontrar el primer pixel de lacuenca. Otro campo de la estructura que llamaremos altura es el nivel deinundacion en el que la supercie de la cuenca alcanza el valor ; este campose inicializa a un valor que no pertenezca a la escala de niveles de gris cuyosignicado es que no se ha alcanzado todava el nivel de inundacion quepermite tener una supercie de cuenca mayor o igual a . Cada vez que semodica el campo supercie se comprueba si ha alcanzado el valor , encuyo caso se anota en el campo altura el nivel de inundacion actual. en el segundo caso la etiqueta que se asigna al pixel ya existe previamentecon lo que la estructura de datos asociada a la cuenca tambien existe ysimplemente hay que actualizarla porque se agrega un nuevo pixel a lacuenca, realizando las mismas comprobaciones mencionadas en el parrafoanterior. Cuando se alcanza una supercie de valor  se anota el nivel deinundacion correspondiente en el campo altura. En posteriores agregacionesde pixels a la cuenca no se debe modicar su valor. Esto es as debido a
4.4. FILTROS CONEXOS 115la denicion del cierre supercial en el que se busca el nmo del conjuntodado en la denicion (ver denicion de apertura supercial, pagina 102). el tercer caso requiere mas atencion debido a que se produce una fusionentre cuencas. Para registrar este hecho la estructura de datos asociada acada cuenca debe disponer de dos campos mas. Uno contendra la infor-macion de que cuencas se fusionan, y que llamaremos Equival. Este es uncampo que contiene la etiqueta de la otra cuenca. Cuando la estructura dedatos se crea por primera vez este campo se inicializa con la etiqueta de lapropia cuenca. Cuando se produce una fusion entre dos cuencas se anotaen el campo Equival de la segunda la etiqueta de la primera. Entendemospor segunda la que tenga un valor de etiqueta (no de supercie) mayor.Si un pixel produce una fusion de mas de dos cuencas, la equivalenciamultiple queda registrada como la concatenacion de equivalencias simples,por ejemplo, si se fusionan tres cuencas, en el campo Equival de la tercerase anota la etiqueta de la segunda y en el campo de la segunda se anota laetiqueta de la primera. En la primera permanece la etiqueta de ella mismaindicando que aqu se termina la cadena de equivalencias, llamaremos a es-ta etiqueta irreducible. A partir de la fusion se deben entender todas ellascomo una unica cuenca y por tanto la estructura de datos de la cuencacon la etiqueta irreducible es la que contendra la informacion relativa alconjunto de cuencas que se han fusionado. As, en el campo supercie dela irreducible se debe sumar a la supercie que ya exista la supercie queaportan el resto de cuencas, y ademas incrementarla en una unidad por elpixel en curso, que es el que ha producido la fusion.El otro campo de la estructura de cada cuenca albergara, si procede, elnivel de inundacion en el que se ha producido la fusion, y que llamaremosNfusion. El campo se inicializa a un valor que no pertenezca a la escalade niveles de gris (por ejemplo un valor negativo) indicando que todavano se ha producido ninguna fusion. Si se produce una fusion entre variascuencas, en todas menos en la que va a tener la etiqueta irreducible seanota el nivel de inundacion actual. Mas adelante se ilustra la funcion deregistrar esta informacion.A su vez en el tercer caso, concretando sobre los conceptos que se acabande exponer podemos distinguir dos situaciones posibles segun si las cuencas alfusionarse haban alcanzado o no una supercie . La primera situacion consisteen que ninguna de ellas haya alcanzado, previamente a la fusion, una supercie. La segunda ocurre si al menos una de ellas ya haba alcanzado una supercie. Respecto a la primera, hay que realizar todo el proceso descrito anteriormenteestableciendo la cadena de equivalencias de mayor a menor y asignar al nuevo
116 CAPITULO 4. MORFOLOGIA MATEMATICApixel la etiqueta menor, que queda como la irreducible hasta que se produzcauna nueva fusion. A partir de este momento, y mientras no se produzcan nuevasfusiones, cualquier pixel que se agregue a este grupo de cuencas que se hanfusionado sera etiquetado con la etiqueta menor. En la gura 4.28 se ilustra unejemplo de este tipo y como quedaran etiquetados los pixels de las cuencas, ascomo el valor de la estructura de datos cuando se alcanza el nivel de inundacionindicado en la gura. La ilustracion corresponde a las cuencas 2 y 3 de lagura 4.27.En la segunda situacion, lo que cambia respecto a la primera, es que cuandose establece la cadena de equivalencias, hay que respetar el requisito que seha mencionado con anterioridad de que una vez una cuenca ha alcanzado unasupercie  aunque se agreguen mas pixels no hay que modicar nada en suestructura de datos. Por tanto hay que establecer las equivalencias de manera quequede como etiqueta irreducible una cualquiera de las que ya haban alcanzadouna supercie de valor . Las demas que ya superaban  y que consecuentementeeran tambien irreducibles se mantienen al margen de la cadena de equivalencias.Para las que no superaban  se anota que son equivalentes a la irreducible elegiday en el campo Nfusion se anota el nivel de inundacion actual. Dado que enuna ilustracion mediante una funcion unidimensional en un pixel solo se puedeproducir la fusion de un maximo de dos cuencas, la gura 4.29 muestra unejemplo de esta segunda situacion, donde una cuenca que no ha alcanzado en elpixel que fusiona la supercie de valor  se fusiona con otra que s lo ha hecho.La gura reeja tambien el etiquetado de los pixels hasta un nivel de inundacionsuperior al pixel en el que se ha producido la fusion. Notese que la etiquetaque se propaga en niveles superiores al de fusion es la de la cuenca que s habaalcanzado .Cuando se alcanza el nivel de inundacion correspondiente al valor maximode la escala de niveles de gris y se etiquetan todos los pixels de ese nivel, setiene completa la imagen de etiquetas y una lista de estructuras de datos cuyonumero depende del numero de cuencas que se han encontrado en la imagen. Siuna cuenca antes de fusionarse con otra tiene una supercie mayor o igual a tendra en el campo altura un valor valido, en caso contrario en el campo alturano tendra nada (representado por un valor fuera de la escala de niveles de gris,en nuestro caso -1) y tendra en el campo Nfusion el valor correspondiente. Laultima fase del proceso es encontrar para cada pixel de la imagen de salida elnivel de gris que debe tener. Este nivel de gris es el maximo entre el nivel de grisde ese pixel en la imagen de entrada y otro nivel de gris que a su vez es el maximode un grupo de niveles de gris extrados a partir de la informacion contenida enla imagen de etiquetas y las estructuras de datos asociadas. Dicho grupo estaformado por los valores validos encontrados en los campos Nfusion y en el campoaltura de las cuencas encontradas a lo largo de la cadena de equivalencias formada
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c)Figura 4.28: Etiquetado en el cierre supercial. Se fusionan dos cuencas y ningu-na de ellas haba alcanzado la supercie de valor . a) Antes de alcanzar el nivelde fusion. b) Despues de alcanzar el nivel de fusion. c) Alcanzan la supercie devalor .Los nombres de los campos de datos son: S supercie; gc altura (nivel de gris enel que se alcanza la supercie de valor  ); Nf nivel de fusion; Eq etiqueta de lacuenca con la que se ha fusionado (si no se ha fusionado con ninguna contiene laetiqueta de la propia cuenca).
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1c)Figura 4.29: Etiquetado en el cierre supercial. Se fusionan dos cuencas y algunade ellas haba alcanzado la supercie de valor . a) Antes de alcanzar el nivel defusion. b) Despues de alcanzar el nivel de fusion. c) Nivel de inundacion superioral de fusion.
4.4. FILTROS CONEXOS 119comenzando en la cuenca a la que pertenece el pixel hasta llegar a la cuenca quecontiene la etiqueta irreducible, que necesariamente cumple haber alcanzado unasupercie de valor  salvo que dicho valor sea mayor que la supercie de la propiaimagen, situacion que se puede detectar antes de comenzar cualquier proceso ygenerar la correspondiente advertencia sin necesidad de comenzar el proceso deinundacion. La gura 4.30 presenta un ejemplo de esta ultima parte del proceso;en 4.30a aparece la funcion de entrada y el resultado del proceso de etiquetadoy en 4.30b la funcion de salida resultante. El conjunto de estructuras de datosasociadas a cada cuenca con los valores registrados al nalizar el proceso deetiquetado se presenta junto a las guras.
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b)Figura 4.30: Cierre supercial. Proceso nal de obtener el nivel de gris en laimagen de salida tras nalizar el proceso de etiquetado. a) Etiquetado de lafuncion y contenido de las estructuras de datos resultante al nalizar; b) Nivelesde gris de la funcion resultante del cierre supercial junto con los valores gc y Nfa lo largo de la cadena de equivalencias de cada cuenca.
Captulo 5
Algoritmo
5.1 IntroduccionLa propuesta que aqu se hace es realizar un uso conjunto de la morfologa ma-tematica y los campos aleatorios de Markov para la deteccion de las microcal-cicaciones en mamografa. Tanto la morfologa matematica como los camposaleatorios de Markov son herramientas y modelos aplicables a la segmentaciongenerica de imagenes, incluso la combinacion de ambas ya ha sido utilizada pa-ra tal n [77], pero dado que la mamografa es una imagen muy especca, esconveniente desarrollar algoritmos orientados a la aplicacion.Es importante hacer un examen de las imagenes a tratar y de las regionesque se desean detectar en dichas imagenes para desarrollar el algoritmo de seg-mentacion adecuado.La gura 5.1 presenta la imagen z01c, a escala reducida para que quepaen la pagina, de la base de imagenes mamogracas utilizada para la presentetesis, cuya presentacion se realiza en el Anexo A. En dicha gura se encuentranindicadas con un recuadro las regiones que interesa detectar. Para una mayorclaridad, se muestran tres ampliaciones y para cada una, una imagen binaria confondo blanco y marcados en negro los pixels que en la imagen z01c correspondena microcalcicacion. Tal como se ha denido al plantear el problema de lasegmentacion en el captulo 3, para delimitar las regiones de la imagen debemosdenir las caractersticas de similitud de los pixels que pertenecen a una mismaregion y las caractersticas de diferenciacion de pixels que pertenecen a regionesdistintas. De la gura 5.1 se puede ver que las microcalcicaciones estan formadaspor pixels cuyo nivel de gris es mas claro que el tejido circundante. Tambien sepuede apreciar que son regiones con un numero de pixels mucho mas peque~noque el numero de pixels de la imagen, es decir las microcalcicaciones son objetos121










Figura 5.1: Imagen z01c con tres zonas ampliadas correspondientes a lo recua-dros. La ultima columna corresponde a imagenes binarias que en negro indicanlos clusters de microcalcicaciones marcados por los radiologos
5.1. INTRODUCCI ON 123peque~nos. No obstante en la mamografa existen muchas agrupaciones de pixelsconexos caracterizados por tener un nivel de gris mayor que el de los pixelscircundantes a la region y por tener un numero de pixels peque~no y no sonmicrocalcicaciones.La deteccion de las microcalcicaciones en una mamografa se puede abor-dar directamente como un problema de segmentacion binaria, donde la imagenresultado tendra dos etiquetas, por ejemplo, \microcalcicacion" y \no micro-calcicacion". Esta segunda etiqueta para una mejor diferenciacion lingusticapodramos llamarla \fondo". Dado que no hay ninguna microcalcicacion quesepare la imagen en dos partes, el fondo sera una unica region que abarcara lapractica totalidad de la imagen, mientras que la/s microcalcicacion/es sera/nuna o varias regiones rodeadas totalmente por la region fondo, y en menor fre-cuencia, por el fondo y el borde de la imagen. Para realizar la segmentacion senecesitara determinar un predicado comun a todos los pixels del fondo y que nocumplan los pixels de las microcalcicaciones, hecho que considerando unica ydirectamente los niveles de gris de la imagen no se puede encontrar.Aunque el n ultimo de la tarea a realizar es llegar a una segmentacion binariapartiendo de la imagen en niveles de gris de la mamografa, se puede planteardicha segmentacion binaria indirectamente como un primer paso de segmentacionmultietiqueta (mas de dos etiquetas), seguido de un segundo paso de agrupartodas aquellas etiquetas distintas a microcalcicacion en una unica region, conlo que se llega a la segmentacion binaria deseada. Esta forma indirecta facilitaencontrar varios predicados que permitan implementar una segmentacion.La gura 5.2a muestra la mamografa z01c reducida por dos donde se marcandos regiones con sendos recuadros. La gura 5.2b es una ampliacion de la zonamarcada por el recuadro inferior, donde se pueden apreciar tres regiones peque~nascon pixels cuyo nivel de gris es mayor que el tejido circundante. La gura 5.2ces la ampliacion de la zona marcada por el recuadro superior, donde tambiense pueden apreciar dos regiones peque~nas con pixels cuyo nivel de gris es mayorque el tejido circundante. La region de la gura 5.2b ha sido marcada por losradiologos como cluster de microcalcicaciones, mientras que las regiones de lagura 5.2c no han sido consideradas por los radiologos como microcalcicaciones.Las guras 5.2b y c han sido impresas aumentado su contraste por cuatro parauna mejor visualizacion.Otro ejemplo del problema de la segmentacion se ilustra en la gura 5.3. Laparte a muestra la mamografa z03c completa donde se marcan dos regiones consendos recuadros. Las guras 5.3b y c corresponden a las ampliaciones de laszonas marcadas por los recuadros superior e inferior respectivamente, y en ambasse pueden apreciar regiones con nivel de gris mayor que el tejido circundante.Mientras que las regiones claras de la gura 5.3b deben ser etiquetadas como
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a)
b) cluster de mi-crocalcicaciones
c) emulsiones
Figura 5.2: a) Imagen z01c reducida en tama~no por dos, con dos zonas marcadasampliadas en b y c. b) corresponde al recuadro inferior, subimagen de 200x200a partir del pixel (480, 500) ampliado en contraste por cuatro. Se aprecia ungrupo de tres areas peque~nas claras. Ha sido marcado por los radiologos comocluster de microcalcicaciones. c) corresponde al recuadro superior, subimagende 200x200 a partir del pixel (420, 320) ampliado en contraste por cuatro. Seaprecian dos areas peque~nas claras. No ha sido marcado por los radiologos comomicrocalcicaciones
5.1. INTRODUCCI ON 125microcalcicacion, las de la gura 5.3c no. Estas ultimas corresponden a tejidobroso de la mama, que en la mamografa aparece con niveles de gris mayores quesu entorno. Las imagenes b y c han sido impresas con su contraste aumentadopor cuatro para facilitar la visualizacion de los detalles de interes.Independientemente de que la segmentacion se aborde de forma binaria omultietiqueta, esta no necesariamente se debe hacer tomando como unica infor-macion de entrada el nivel de gris directamente de cada pixel, sino que la imagende la mamografa se puede procesar para obtener otra imagen de niveles de grisque sean el resultado numerico de alguna transformacion mas util para la seg-mentacion como por ejemplo el contraste local, denido como la diferencia entreel nivel de gris del pixel y la media de los niveles de gris de un vecindario dado(es decir un ltrado paso alto). En este sentido son de utilidad aquellos procesosque dan un resultado numerico similar en todos los pixels que deban pertenecera la misma region, y un resultado lo mas diferente posible entre los pixels quedeban tener etiquetas distintas.El nivel de gris de las microcalcicaciones en las mamografas puede variar deuna a otra, a su vez se puede apreciar en las guras anteriores que en una mismamamografa el nivel de gris de un pixel de microcalcicacion no es exclusivo demicrocalcicacion, sino que el mismo nivel de gris se puede encontrar en regionesque no son microcalcicacion. Este hecho, junto con la caracterstica de quelas microcalcicaciones son regiones peque~nas hace que sean mas apropiadasimagenes que resalten la diferencia entre el pixel y alguna caracterstica de suvecindario, que el nivel de gris propiamente de cada pixel de la mamografa.En una mamografa, basandonos en informacion local del vecindario de unpixel, se pueden encontrar varios tipos de regiones:1. Regiones con pixels cuyo nivel de gris es similar en todos ellos, o cuyavariacion es muy peque~na de uno a otro, de tama~no generalmente medianoo grande (por encima de la centena de pixels)2. Regiones debidas a bras, con pixels cuyos niveles de gris son mayores quelos de sus alrededores y que tienen formas alargadas. El tama~no de laregion es variable.3. Regiones debidas a microcalcicaciones y que quedan reejadas en la ma-mografa con pixels cuyo nivel de gris es mayor que el de sus alrededores,con formas fundamentalmente redondeadas, aunque sus bordes no necesa-riamente son uniformes. El tama~no de la region es basicamente peque~no,con un margen desde menos de una decena de pixels a menos de una cen-tena de pixels. Excepcionalmente se pueden alcanzar tama~nos mayores.
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a)
b) cluster de mi-crocalcicaciones
c) bras
Figura 5.3: a) Imagen z03c completa reducida en tama~no por dos; b) Ampliacionde la zona marcada por el recuadro superior, aumentada por cuatro en contraste,en la que si se han detectado microcalcicaciones; c) Ampliacion de la zonamarcada por el recuadro inferior, aumentada por cuatro en contraste, en la quese puede apreciar la existencia de bras estrechas.
5.1. INTRODUCCI ON 1274. Regiones con una variacion del nivel de gris de un pixel a otro grande,correspondiente a los situados en las fronteras de regiones del tipo 1.5. y por ultimo, regiones con pixels cuyo nivel de gris es mayor que el desus alrededores, con formas diversas, con tama~no similar al de las micro-calcicaciones pero que no lo son, y cuya diferencia de nivel de gris esmayor o similar que la originada por las microcalcicaciones. Estas regio-nes pueden aparecer por diversos motivos, entre otros debido a fallos dela emulsion fotograca de la radiografa, a huellas dactilares del personalsanitario que manipula la radiografa durante su realizacion, a restos demateriales radiopacos que se hayan depositado previamente a la adquisi-cion de la mamografa en alguna parte del equipo mamograco o sobre lapiel de la mama de la paciente [68] [72]. Salvo en los casos de huellas dacti-lares, este tipo de region suele aparecer individualmente sin formar grupos.Los campos aleatorios de Markov compuestos son un modelo matematicoadecuado para segmentar imagenes basandose en sus caractersticas locales y/otexturas. Para ello hay que asumir un tipo de campo para cada tipo de regionen funcion de su textura [22] y otras caractersticas como geometricas y/o es-tadsticas; y otro campo aleatorio de Markov para la distribucion de las regionesen la imagen (ver seccion 3.4 ), pero el proceso para abordar la segmentaciontomando como unica entrada la imagen en niveles de gris y un modelo basado encampos aleatorios de Markov compuestos que tenga en cuenta la geometra delas regiones es extremadamente lento. Es mucho mas eciente dividir el procesode segmentacion en dos fases [58] [88] [24] una primera fase sin la participacion de los campos aleatorios de Markov,donde a partir de la imagen en niveles de gris se obtiene con cualquier otratecnica adecuada, una segunda imagen (o varias) donde el nivel de gris sea elresultado numerico de una transformacion sobre alguna/s caracterstica/slocal/es, ya sea de amplitud, forma o de cualquier otro tipo. una segunda, donde la base del proceso son los campos aleatorios de Mar-kov, en la que a partir del resultado numerico de la fase anterior se obtieneel etiquetado de los pixels.Nosotros proponemos como proceso para la primera fase operadores no linea-les basados en morfologa matematica, y los campos aleatorios de Markov comomodelo que permite mejorar la segmentacion que se alcanzara utilizando solodichos operadores morfologicos.Es importante destacar que radiologicamente lo signicativo son los grupos
128 CAPITULO 5. ALGORITMO(clusters) de microcalcicaciones mas que las microcalcicaciones en s. Para ellohay que denir un cluster. La denicion atiende a dos conceptos: cantidad mnima de microcalcicaciones para que sean consideradas uncluster, y distancia entre ellas para que sean consideradas del mismo cluster.En la literatura se pueden encontrar criterios que varan ligeramente de unos aotros. Respecto al numero mnimo existen referencias que estipulan un numeromnimo de dos [58] [135], en [30] se utiliza tres como criterio, y en [68] se proponecinco como ndice de malignidad. Respecto a la distancia mnima las referenciascitan desde 0.5 cm [58] [30] a 1 cm [135]. En la presente tesis se considera lasiguiente denicion:Denicion 28 Se dene cluster de microcalcicaciones como el conjunto de doso mas microcalcicaciones en la que la distancia que separa cada una de la masproxima de las restantes es menor o igual que 0.5 cm5.2 Eleccion del campo aleatorio de MarkovTal como se ha expuesto en la seccion anterior, la imagen que se tomara co-mo entrada al proceso de segmentacion con campos aleatorios de Markov serael resultado de una transformacion de la imagen mamograca. Esta entrada alcampo aleatorio de Markov, siguiendo la nomenclatura de Besag [10] la llama-remos observacion. La observacion en nuestro caso es un vector unidimensionalen el sentido de que por cada pixel de la imagen (o celosa) a segmentar tenemosun valor de entrada; no obstante el modelo no esta limitado al caso unidimensio-nal. Es posible plantear un modelo con n imagenes de entrada, de manera quepara un pixel (i; j), se construya un vector de n elementos, siendo cada elemen-to del vector el valor correspondiente a la misma posicion del pixel (i; j) en lasimagenes de entrada [58]. Siguiendo la nomenclatura utilizada en la seccion 3.5.2la observacion sera Y. La segmentacion de esta observacion sera X.Las transformaciones morfologicas que mas adelante se utilizan tienen comoentrada la mamografa con 256 niveles de gris y el numero de niveles de salidatambien es 256, por tanto el valor del parametro G de la seccion 3.1 es G = 256.Respecto al numero de etiquetas posibles K para un pixel de la segmenta-cion en el presente trabajo consideramos tres, que son fondo, (o background),
5.2. ELECCI ON DEL CAMPO ALEATORIO DE MARKOV 129microcalcicacion y para los llamados artefactos en [72], es decir, aquellos obje-tos de la mamografa de orgenes diversos, con aspecto que podra confundirsecon una microcalcicacion o grupo de ellas, utilizaremos la etiqueta de emul-sion; numericamente en el algoritmo se identican con l = 0; 1; 2 respectiva-mente. En el texto se utilizara cuando sea posible los identicadores alfabeticosb (background), c (microcalcicacion) y e (emulsion) que recuerdan mejor quelos numeros a que tipo de objeto se reere cada etiqueta.Respecto al modelo de campo aleatorio de Markov y valor de los potencialesde los cliques, utilizaremos el planteamiento que realiza Besag [10] (pag. 269),donde se plantea un modelo en el que los potenciales de cliques de dos pixels nodependen de las posiciones (i; j) y (m;n) concretas sino del par k; l de etiquetasasignadas a los pixels (i; j) y (m;n), respectivamente. De igual manera, el con-junto de funciones Gij(xij) no dependen de las posiciones de los pixels (i; j), yson un conjunto de constantes f1; : : : ; Kg que depende exclusivamente de laetiqueta del pixel (i; j).En general, debido a la markovianidad, los coecientes ij;mn son cero paratodos aquellos pares que no son vecinos. El vecindario en un campo aleatorio deMarkov se puede denir del orden que sea oportuno, y normalmente cuando setrata de imagenes es suciente con orden 2 [47] [10] [77]. Tambien se suele limitarel conjunto de cliques a aquellos de dos elementos. Respecto a la temperatura Tde la expresion 3.12 vamos a incluirla en el valor de los parametros  y  [58],dado que estos pueden tomar cualquier valor. El conjunto de parametros delmodelo con el vecindario de orden 2 es entoncesb bb bc bec cb cc cee eb ec ee (5.1)Los valores de p, p = fb; c; eg permiten controlar la sensibilidad de deteccionde cada clase con independencia del vecindario, mientras que los parametros pq,p; q = fb; c; eg modelan la interaccion entre pixels vecinos con sus respectivasetiquetas. Dado que en el modelo que utilizamos solo deseamos tener en cuentael par de etiquetas del clique y no que pixel particularmente tiene cada una, losparametros  seran simetricos, cumpliendopq = qp con p; q = fb; c; eg o p; q = f0; 1; 2g (5.2)quedando la expresion 3.31p xij = l j XSnij / exp( (l)  2Xm=0 lmg(m))donde g(m) es el numero de pixels con la etiqueta m en el vecindario de orden2. En el presente trabajo se pretende aprovechar el modelo de campo aleatorio
130 CAPITULO 5. ALGORITMOde Markov para que si en las proximidades a un pixel que va a ser etiquetadoexisten otras microcalcicaciones, a este le sea signada con mayor probabilidadla etiqueta de microcalcicacion. Las microcalcicaciones proximas pueden estara una distancia considerablemente mayor que dos pixels (vecindario de orden 2),por lo que si queremos incluir la inuencia de las microcalcicaciones vecinashabra que ampliar el vecindario de orden 2 a un vecindario mucho mayor, conel consiguiente aumento considerable del coste computacional (se debe entenderaqu como microcalcicaciones proximas las que forman parte del mismo clus-ter). En lugar de esto, y aprovechando que del vecindario mas grande solo nosinteresan las microcalcicaciones, se a~nade al modelo un termino de \vecindarioampliado" [58], quedando:p xij = l j XSnij / exp( (l) + (l) [hij(C)  ho]  2Xm=0 lmg(m)) (5.3)donde hij(C) es una funcion denida sobre el conjunto de pixels etiquetados comomicrocalcicacion en el vecindario ampliado de pixel (i; j), que sencillamentese dene como la suma de pixels etiquetados como microcalcicacion en dichovecindario con un valor de saturacion hmax; alternativamente se puede denircomo el numero de microcalcicaciones; ho permite controlar la inuencia de lasmicrocalcicaciones vecinas en el etiquetado como microcalcicacion en el pixelactual y por tanto en la sensibilidad de deteccion de clusters en la segmentacionnal.En la expresion 5.3 aparece la segmentacion de la imagenXSnij, pero duranteel proceso iterativo no se dispone de X sino de una estimacion X̂ de ella, as quela expresion que realmente se debe utilizar es:p xij = l j X̂Snij / exp( (l) + (l) [hij(C)  ho]  2Xm=0 lmg(m)) (5.4)y como ademas tambien se dispone de la observacion, se puede poner:p xij = l j Y; X̂Snij /p yij j xij = l; X̂Snij exp( (l) + (l) [hij(C)  ho]  2Xm=0 lmg(m))(5.5)
5.3. ENTRADA AL CAMPO ALEATORIO DE MARKOV 131Si la inuencia del vecindario se limita al modelo del campo aleatorio de Markov,y se excluye de la observacion, entonces:p yij j xij = l; X̂Snij = p (yij j xij = l) (5.6)que permite reducir la expresion 5.5 y llegar a la forma nal de la expresionutilizada en el proceso iterativo de etiquetado, donde la etiqueta asignada es laque maximiza la probabilidad segun:p xij = l j Y; X̂Snij =maxl "p (yi;j j xij = l) exp( (l) + (l) [hij(C)  ho]  2Xm=0 lmg(m))#(5.7)queda constancia en la expresion 5.7 que es necesaria una estimacion de la seg-mentacion buscada; al igual que [10] se tomara la estimacion de maxima verosi-militud (Maximum Likelihood Estimate, MLE) que maximiza en cada pixelxIij = maxl [p(yij j xij = l)  (l)] (5.8)La cantidad de operaciones a realizar para una imagen es elevada puesto quela carga computacional para un pixel es elevada y la cantidad de pixels en cadaimagen es del orden del millon. Para evitar tiempo de calculo innecesario, todosaquellos pixels que su valor del operador morfologico sea cero seran etiquetadosinicialmente como fondo, y no volveran a ser procesados. El por que se tomacomo criterio el valor cero es debido a que para todos los operadores morfologicosutilizados las regiones de la clase microcalcicacion o emulsion tienen valores delos operadores mayores que cero, y a priori la etiqueta con diferencia mas probablepara un pixel que tiene valor cero en los operadores morfologicos es la etiquetafondo. Esta armacion queda justicada a la vista de las gracas presentadas enla siguiente seccion.5.3 Entrada al campo aleatorio de MarkovSe presentan en esta seccion el conjunto de operaciones morfologicas realizadasa la mamografa cuyo resultado se ha utilizado como entrada para la segmenta-cion basada en campos aleatorios de Markov. Para los conceptos fundamentalessobre estas operaciones se puede consultar el captulo 4 o bien la bibliografareferenciada en el mismo. En esta seccion para cada una de dichas operaciones
132 CAPITULO 5. ALGORITMOse presenta el elemento estructurante particular utilizado, as como el analisisestadstico necesario para el termino p(yij j xij = l) de la expresion 5.7. Paraestimar esta estadstica se ha de partir de una segmentacion verdadera que iden-tique a cada pixel de la imagen. Como nuestro vector de observaciones paracada pixel es unidimensional, estimar el conjunto de funciones p(yij j xij = l)para l = fb; c; eg se puede hacer a traves de los histogramas de cada clase inde-pendientemente. El histograma de una clase esta constituido por los pixels de lasimagenes resultado del operador morfologico que en la segmentacion verdaderapertenecen a esa clase.Una vez calculado el histograma buscamos un modelo de funcion densidad deprobabilidad que se ajuste a los histogramas. No es nuestra intencion armar quelos histogramas siguen los modelos propuestos, sino buscar una funcion analticaque permita evitar los problemas que surgiran al utilizar directamente los histo-gramas como aproximacion a la funcion de densidad de probabilidad, como sonpor ejemplo el rizado de los mismos, o que para varios niveles de gris el valordel histograma es cero y como para el algoritmo se necesita el logaritmo, este noexiste. En gran parte de la literatura, por ejemplo [10] [58] [77], el modelo elegi-do es el gaussiano. En el presente trabajo tambien se elige el modelo gaussianocuando es posible, pero en algunos operadores para el caso de los histogramas delfondo, tal como se vera en las siguientes secciones, una proporcion muy elevadade los pixels tienen valor cero. Este hecho, junto con que la parte signicativadel histograma tiene forma asimetrica (puesto que el margen de niveles de grises de 0 a 255) y amplitud especialmente grande para el nivel 0, impide ser co-rrectamente ajustado por una gaussiana. En su lugar elegimos una distribucionexponencial [86]: f(t) = e t 0  t <1 (5.9)Aun as, el numero de pixels del fondo es mucho mayor que el de la fdp parat = 0, por lo que para mejorar el ajuste del histograma se ha considerado unafuncion fa como suma de una funcion exponencial multiplicada por una constanteC1 mas una delta de Dirac multiplicada por una constante C2, calculadas apartir de R 1+1 fa(t) dt = 1, condicion que debe cumplir toda funcion densidad deprobabilidad. fa(t) = C1e t + C2(t) (5.10)En el ajuste del histograma por parte de la funcion hay dos hechos impor-tantes: El valor de .
5.3. ENTRADA AL CAMPO ALEATORIO DE MARKOV 133 Los primeros valores del histograma son mas importantes que los ultimos,por ser en los primeros donde se concentra la mayor parte de la energa delhistograma.En la distribucion exponencial,  se puede calcular a partir del cociente entredos valores de la funcion. f(t1)f(t2) = e t1e t2 = ln (f(t1)=f(t2))t2   t1En el caso de un histograma discreto h(g), tomando g1 y g2 cualquier par deelementos sucesivos del histograma, el valor de  es directamente: = ln (h(g1)=h(g2))Los valores de , calculados a partir de los histogramas de las imagenes re-sultado de los operadores morfologicos no son exactamente iguales para todos lospares de valores sucesivos, as que, para ajustar el valor de , hemos consideradola media de los calculados. En el calculo de la media solo incluimos los primerosvalores del histograma por la razon expuesta anteriormente, exceptuando desdeg = 0 hasta g = g0, donde la relacion no es exponencial.̂ = 1k + 1 g0+kXg=g0 ln (h(g)=h(g + 1))donde h(g) es el valor del histograma para el nivel de gris g.A continuacion, se calcula la constante C1 para que fa(1) = h(1), es decir:C1 = h(1)̂e ̂ (5.11)posteriormente, y a partir de la condicion de que R+1 1 fa(t) dt = 1, se calcula C2C2 = 1  Z +1 1 C1̂e ̂t dt (5.12)Como nuestro caso es discreto, la integracion debe ser sustituida por suma-torio y el margen de t de  1 a +1 por ndice discreto g = f0; 1; : : : ; 255g.
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C2 = 1  255Xg=0C1̂e ̂g (5.13)Referente al ajuste de los histogramas mediante una gaussiana hay que tenerpresente, de nuevo, que el margen de niveles de gris es de 0 a 255. Al calcularla media y desviacion estandar del histograma como estimacion de la mediay desviacion estandar de la gaussiana, este par de valores hace que una partesignicativa del area de la gaussiana este en el semiplano izquierdo hay que teneren cuenta el efecto de la truncacion. En ese caso la media y desviacion estandardel histograma corresponden a la esperanza y raz cuadrada de la varianza de lagaussiana truncada hacia la izquierda en cero y para obtener la gaussiana queajuste el histograma hay que disponer de la media y la desviacion estandar de lagaussiana sin truncar. La relacion entre la media de la distribucion truncada ty la media de la distribucion sin truncar , se obtiene a partir de:Sea f(x) la distribucion gaussiana sin truncarf(x) = 1p2 exp " 12 x   2# ;  1 < x < +1 (5.14)y sea ft(x) la distribucion gaussiana truncada, hacia la izquierda en x = f(x) = 8<: 11 (   ) 1p2 exp  12 x  2 x  0 x <  (5.15)siendo () la funcion de distribucion acumulativa de la gaussiana normalizadaN(0; 1), el valor de t es:t = R +1 xf(x) dx= 11 (   ) R+1 xp2 exp  12 x  2 dx= + 1 (   )p2 exp  12 x  2 (5.16)La resolucion de  no se puede realizar por procedimiento analtico y lo mismosucede con la relacion entre la desviacion estandar de la funcion truncada y sintruncar. Con ambas relaciones se construye un sistema de ecuaciones que sepuede resolver con cualquier metodo numerico apropiado.
5.4. OPERACIONES MORFOL OGICAS 1355.4 Operaciones morfologicasEn esta seccion se estudian las particularizaciones de los operadores morfologicosutilizados. Todos ellos tienen como nalidad que en la imagen de salida las re-giones peque~nas mas claras que sus inmediaciones queden mas resaltadas en laimagen de salida que en la imagen de entrada, procurando en la medida de loposible que las regiones claras lineales y las variaciones que pueda haber en re-giones de fondo queden atenuadas. En primer lugar se trata el Top-Hat clasicocon nes meramente comparativos puesto que es facilmente predecible que elratio de falsos positivos sera alto debido a que no discrimina las bras respectode las microcalcicaciones. En segundo lugar se estudia el residuo del operadorllamado aqu fondobra, que supone una mejora sustancial respecto al Top-Hatclasico y por ultimo el operador fondobra con reconstruccion. En el captulo 6se presentan ademas los resultados alcanzados con este operador a~nadiendo unatransformacion para eliminar estructuras de la imagen que pueden ser confundi-das con microcalcicaciones.5.4.1 Top-HatEn el caso del Top-Hat clasico, para que extraiga las areas peque~nas contrastadasde la mamografa el elemento estructurante debe ser circular, ya que a priori lasmicrocalcicaciones se acercan mas a esta forma que a otras, y cualquier otraforma puede ser incluida en un crculo de suciente tama~no. Alternativamenteel elemento estructurante podra ser cuadrado, primero porque el Top-Hat conelemento cuadrado sigue extrayendo las areas que extrae con elemento circular,y segundo porque con un elemento cuadrado la implementacion es mas eciente.En cuanto al tama~no, este depende del tama~no de las microcalcicaciones. Untama~no grande dara lugar a gran cantidad de areas extradas y consecuentementeuna mayor probabilidad de falsos positivos. Un tama~no demasiado peque~noprovocara que las microcalcicaciones grandes no fueran extradas. Dentro deciertos lmites lo segundo es menos problematico por varias razones: la forma tridimensional de las microcalcicaciones no es en forma de me-seta, sino que su nivel de gris aumenta gradualmente hacia el centro, porlo que en muchas ocasiones aunque la microcalcicacion sea grande tieneuna cumbre de menor tama~no que la base y, esta cumbre s es extrada porel Top-Hat es menos probable que microcalcicaciones grandes pasen desapercibidasal radiologo
136 CAPITULO 5. ALGORITMO las microcalcicaciones grandes aisladas generalmente son benignasLas microcalcicaciones que se asocian con malignidad en general son menoresque 0.5 mm de diametro y practicamente siempre menores que 1 mm [68], porlo que el diametro del elemento estructurante debe estar, para la distancia demuestreo de la base de mamografas digitalizadas utilizada, entre 7 y 11 pixels.
a) original
b) EE circular c) EE cuadradoFigura 5.4: a) subimagen (400x400) de la mamografa z11o a partir del pixel(400,1080), ampliado en contraste por dos para una mejor visualizacion. b) y c)resultado del Top-Hat con un elemento estructurante circular de diametro 9 yotro cuadrado de lado 9 respectivamente. Para una mejor visualizacion se hanmultiplicado por 10 y se han invertido las imagenes b y c.Para ilustrar el proceso que realiza el Top-Hat sobre una imagen mamogracaen la gura 5.4a se presenta una subimagen de 400x400, origen(400,1080) de la
5.4. OPERACIONES MORFOL OGICAS 137mamografa z11o. En la gura 5.4b y c se muestra respectivamente el resultadodel Top-Hat con un elemento estructurante circular y otro cuadrado ambos dediametro 9. Para una mejor visualizacion se han multiplicado por 10 y se haninvertido las imagenes b y c. Se puede observar que extrae tanto objetos peque~nospuntuales (esquina inferior izquierda) como las bras que existen a lo largo detoda la subimagen. En el captulo 6 se tratan con mas detalle los aspectosrelativos al tama~no del elemento estructurante.















































a) eje y lineal b) eje y logartmicoFigura 5.5: Histograma de los pixels fondo (trazo continuo) y aproximacion gaus-siana (trazo discontinuo) del resultado del Top-Hat con elemento estructurantecuadrado de tama~no 9. a) representacion con eje de ordenadas lineal y b) repre-sentacion con eje de ordenadas logartmicoEn la gura 5.5 se presenta el histograma resultante de los pixels consideradosfondo del grupo de mamografas de entrenamiento, para el resultado del Top-Hatcon elemento estructurante cuadrado de tama~no 9. En trazo continuo aparece elhistograma. Superpuesto a el y en trazo discontinuo esta la gaussiana truncadaque lo aproxima. En todas las guras de esta seccion, para poder apreciar mejorla diferencia entre ambas curvas, el eje de ordenadas en la gura a esta repre-sentado con escala lineal y la gura b con escala logartmica. Se puede observarque para niveles de gris por encima de 10 la diferencia se va haciendo apreciable.Se debe a que en la mamografa hay muchos pixels con gradiente relativamenteelevado que corresponden a zonas de transicion entre regiones de distinto nivelde gris pertenecientes todas ellas al fondo. Aunque en todas las curvas el margende niveles de gris va de 0 a 255, en cada gura el eje de abcisas se ha limitado aun valor menor para poder mantener un nivel de detalle mejor en el margen masimportante de cada una de ellas.En la gura 5.6 se presenta el histograma resultante de los pixels consideradosmicrocalcicacion del grupo de mamografas de entrenamiento, para el resulta-do del Top-Hat con elemento estructurante cuadrado de tama~no 9. En trazo
138 CAPITULO 5. ALGORITMO




















































a) eje y lineal b) eje y logartmicoFigura 5.6: Histograma de los pixels microcalcicacion (trazo continuo) y apro-ximacion gaussiana (trazo discontinuo) del resultado del Top-Hat con elementoestructurante cuadrado de tama~no 9. a) representacion con eje de ordenadaslineal y b) representacion con eje de ordenadas logartmicocontinuo aparece el histograma. Superpuesto a el y en trazo discontinuo esta lagaussiana que lo aproxima.
















































a) eje y lineal b) eje y logartmicoFigura 5.7: Histograma de los pixels emulsion (trazo continuo) y aproximaciongaussiana (trazo discontinuo) del resultado del Top-Hat con elemento estructu-rante cuadrado de tama~no 9. a) representacion con eje de ordenadas lineal y b)representacion con eje de ordenadas logartmicoEn la gura 5.7 se presenta el histograma resultante de los pixels considera-dos emulsion del grupo de mamografas de entrenamiento, para el resultado delTop-Hat con elemento estructurante cuadrado de tama~no 9. En trazo continuoaparece el histograma. Superpuesto a el y en trazo discontinuo esta la gaussianaque lo aproxima. La diferencia en los niveles bajos es elevada debido a la formaen que se han generado las imagenes mascara de entrenamiento para la clase
5.4. OPERACIONES MORFOL OGICAS 139emulsion en las que se han eliminado los pixels por debajo de un cierto nivel degris.
140 CAPITULO 5. ALGORITMO5.4.2 Residuo del fondobraTal como se expuso en el captulo 4 cuando se busca extraer objetos de la imagenque no responden a una unica forma u orientacion se pueden utilizar operadoresmorfologicos denidos a partir del supremo (u otro operador relacional). Dadoque queremos evitar en el resultado del residuo la aparicion de las zonas con-trastadas lineales debidas a bras, debemos aportar como entrada al calculo delmismo una imagen procesada por un operador que incluya a la vez fondo y -bra. Al efecto, particularizamos aqu la denicion del Supremo de aperturas dela seccion 4.2.3 para un conjunto de elementos lineales de un tama~no t. Paraidenticar a este operador con un nombre corto le llamamos fondobra. Tienela particularidad de que en su salida incluye cualquier region en la que quepa elelemento lineal y por tanto a la vez el fondo y bra. Para que el operador fon-dobra no incluya las microcalcicaciones y poder ser extradas luego medianteel residuo, el tama~no t del elemento lineal debera ser mayor que estas, utilizandoel mismo criterio que en el Top-Hat de la seccion anterior, es decir, tama~no 9.La gura 5.8 muestra el residuo del fondobra de la imagen original presentadaen la gura 5.4. Se ha multiplicado por 10 para poder comparar con los resultadospresentados en la gura 5.4 y se ha invertido para facilitar la impresion en papel.Se puede observar que el objeto peque~no circular de la parte inferior izquierdaaparece igual de contrastado que en la gura 5.4c sin embargo las bras aparecencon mucha menor amplitud.
Figura 5.8: Residuo del fondobra de la imagen de la gura 5.4a, multiplicadopor 10 e invertido.En la gura 5.9 se presenta el histograma resultante de los pixels consideradosfondo del grupo de mamografas de entrenamiento, para el resultado del residuo
5.4. OPERACIONES MORFOL OGICAS 141





















































a) eje y lineal b) eje y logartmicoFigura 5.9: Histograma de los pixels fondo (trazo continuo) y aproximacion (trazodiscontinuo) del resultado del residuo del fondobra con elemento estructurantede tama~no 9. a) representacion con eje de ordenadas lineal y b) representacioncon eje de ordenadas logartmicodel fondobra con elemento estructurante de tama~no 9. En trazo continuo apa-rece el histograma. Superpuesto a el y en trazo discontinuo esta la funcion quelo aproxima. Dicha funcion es la exponencial mas la delta que se ha presenta-do en la seccion anterior. Se puede observar en la gura 5.9b que una funcionexponencial, que en la representacion logartmica aparece como una recta, apro-xima mejor el histograma durante un mayor numero de niveles de gris que unagaussiana, que en la representacion logartmica aparecera como una parabola.










































a) eje y lineal b) eje y logartmicoFigura 5.10: Histograma de los pixels microcalcicacion (trazo continuo) y apro-ximacion gaussiana (trazo discontinuo) del resultado del residuo del fondobracon elemento estructurante de tama~no 9. a) representacion con eje de ordenadaslineal y b) representacion con eje de ordenadas logartmicoEn la gura 5.10 se presenta el histograma resultante de los pixels consi-
142 CAPITULO 5. ALGORITMOderados microcalcicacion del grupo de mamografas de entrenamiento, para elresultado del residuo del fondobra con elemento estructurante de tama~no 9. Entrazo continuo aparece el histograma. Superpuesto a el y en trazo discontinuoesta la gaussiana que lo aproxima. Para el calculo de la media y desviacionestandar de esta gaussiana que aproxima el histograma se ha tenido en cuentael efecto de la truncacion en cero. El histograma a partir de las proximidadesdel nivel de gris 30 tiene valor cero. Dado que para el algoritmo ICM se utilizael logaritmo de la probabilidad esto supondra un problema que se evita con lautilizacion de una funcion que lo aproxima.










































a) eje y lineal b) eje y logartmicoFigura 5.11: Histograma de los pixels emulsion (trazo continuo) y aproximaciongaussiana (trazo discontinuo) del resultado del residuo del fondobra con elemen-to estructurante de tama~no 9. a) representacion con eje de ordenadas lineal y b)representacion con eje de ordenadas logartmicoEn la gura 5.11 se presenta el histograma resultante de los pixels conside-rados emulsion del grupo de mamografas de entrenamiento, para el resultadodel residuo del fondobra con elemento estructurante de tama~no 9. En trazocontinuo aparece el histograma, y superpuesto a el y en trazo discontinuo esta lagaussiana que lo aproxima. La diferencia en los niveles bajos es elevada debidoa la forma en que se ha generado las imagenes mascara de entrenamiento parala clase emulsion (ver subseccion anterior). Una correcta aproximacion es com-plicada porque en la clase emulsion entran pixels de muy diversas procedenciaslos cuales tienen en comun un elevado nivel de gris en los residuos. Mientrasque esa diversa procedencia (ruido, estructuras densas de la mama, transicionesentre diversos tipos de tejidos), en el caso de la clase fondo no genera un rizadotan grande debido a que la cantidad de pixels que se computan en el histogramadel fondo es muy elevado, en el caso de la clase emulsion el rizado es aprecia-ble debido a que el numero de pixels contabilizados es al menos tres ordenes demagnitud menor.
5.4. OPERACIONES MORFOL OGICAS 1435.4.3 Residuo del fondobra con reconstruccionTal como se ve en el captulo de resultados el residuo del fondobra produceparte de sus falsos positivos en pixels situados en bras. Esto es debido a queel operador fondobra no genera en su resultado el mismo nivel de gris que laimagen original, es decir no extrae correctamente la bra. Los motivos son dos: las bras no tienen un nivel de gris uniforme las bras no unicamente tienen formas rectilneas el numero limitado de orientaciones del elemento estructurante lineallas curvas de las bras durante el proceso de extraccion de las mismas se aproxi-man por tramos rectilneos del tama~no t del elemento estructurante. En ocasionessi la curvatura en determinadas zonas de la bra es muy pronunciada el elementono cabe y por tanto en el residuo aparecen.La reconstruccion [127] permite recuperar el nivel de gris de una parte deestos pixels no extrados correctamente por el operador fondobra, siempre quese cumplan estas condiciones en la region de pixels a recuperar: que pertenezcan a una region conexa con otra en la que ha cabido el ele-mento estructurante. que la region en la que ha cabido el elemento estructurante tenga un nivelde gris mayor. que no haya un mnimo entre ambas regiones.La gura 5.12 muestra el residuo del fondobra con reconstruccion de la ima-gen de la gura 5.4a, multiplicado por 10 e invertido. Se puede comparar conel residuo del fondobra sin reconstruir (gura 5.8) para ver que el nivel degris de muchos pixels de la imagen es menor. A efectos comparativos, indicarque el porcentaje de pixels que en la imagen original del residuo del fondobrasin reconstruir tiene un nivel de gris mayor que 0 es de 31.5% mientras que conreconstruccion es de 14.6%, si se toma el nivel de gris 2 los porcentajes son respec-tivamente 6.5% y 2.1%, es decir el decremento es muy signicativo; sin embargoel objeto peque~no circular de la parte inferior izquierda tiene practicamente losmismos niveles de gris en ambas imagenes que son respectivamente 133 y 132.En la gura 5.13 se presenta el histograma resultante de los pixels conside-rados fondo del grupo de mamografas de entrenamiento, para el resultado del
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Figura 5.12: Residuo del fondobra con reconstruccion de la imagen de la gu-ra 5.4a, multiplicado por 10 e invertido.residuo del fondobra con reconstruccion con elemento estructurante de tama~no9. En trazo continuo aparece el histograma. Superpuesto a el y en trazo disconti-nuo esta la funcion que lo aproxima. Dicha funcion es la exponencial mas la deltaque se ha presentado en la seccion anterior. Al igual que en el caso de residuodel fondobra sin reconstruccion, se puede observar en la gura 5.13b que unafuncion exponencial aproxima mejor el histograma durante un mayor numero deniveles de gris que una gaussiana. La exponencial aparece en la representacionlogartmica como una recta mientras que la gaussiana tendra forma parabolicaalejandose del histograma a medida que aumenta el nivel de gris.En la gura 5.14 se presenta el histograma resultante de los pixels consi-derados microcalcicacion del grupo de mamografas de entrenamiento, para elresultado del residuo del fondobra con reconstruccion con elemento estructu-rante de tama~no 9. En trazo continuo aparece el histograma. Superpuesto ael y en trazo discontinuo esta la gaussiana que lo aproxima. Al igual que en elresiduo del fondobra sin reconstruccion, para el calculo de la media y desviacionestandar de esta gaussiana que aproxima el histograma se ha tenido en cuenta elefecto de la truncacion en cero. El histograma a partir de las proximidades delnivel de gris 30 tiene valor cero. Dado que para el algoritmo ICM se utiliza ellogaritmo de la probabilidad esto supondra un problema que, de nuevo, se evitacon la utilizacion de una funcion que lo aproxima.En la gura 5.15 se presenta el histograma resultante de los pixels considera-dos emulsion del grupo de mamografas de entrenamiento, para el resultado delresiduo del fondobra con reconstruccion con elemento estructurante de tama~no
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a) eje y lineal b) eje y logartmicoFigura 5.13: Histograma de los pixels fondo (trazo continuo) y aproximacion(trazo discontinuo) del resultado del residuo del fondobra con reconstruccioncon elemento estructurante de tama~no 9. a) representacion con eje de ordenadaslineal y b) representacion con eje de ordenadas logartmico9. En trazo continuo aparece el histograma, y superpuesto a el y en trazo discon-tinuo esta la gaussiana que lo aproxima. Al igual que en el caso del residuo delfondobra sin reconstruccion, la diferencia en los niveles bajos es elevada debidoa la forma en que se ha generado las imagenes mascara de entrenamiento parala clase emulsion (ver subseccion anterior). Tambien en este caso una correctaaproximacion es complicada porque en la clase emulsion entran pixels de muydiversas procedencias los cuales tienen en comun un elevado nivel de gris en losresiduos. De igual manera que en la seccion anterior, en la estadstica del fondoel rizado es menor porque el numero de pixels computados es mucho mayor queen emulsion.
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a) eje y lineal b) eje y logartmicoFigura 5.14: Histograma de los pixels microcalcicacion (trazo continuo) y apro-ximacion (trazo discontinuo) del resultado del residuo del fondobra con recons-truccion con elemento estructurante de tama~no 9. a) representacion con eje deordenadas lineal y b) representacion con eje de ordenadas logartmico











































a) eje y lineal b) eje y logartmicoFigura 5.15: Histograma de los pixels emulsion (trazo continuo) y aproximaciongaussiana (trazo discontinuo) del resultado del residuo del fondobra con elemen-to estructurante de tama~no 9. a) representacion con eje de ordenadas lineal y b)representacion con eje de ordenadas logartmico
Captulo 6
Resultados
En este captulo se van a mostrar los resultados de los diferentes operadoresmorfologicos junto con el modelo de campo aleatorio de Markov, para el sub-conjunto de test de la base de datos mamograca utilizada. Para cada operadormorfologico se realizan ejecuciones del algoritmo con diferentes valores de losparametros del campo aleatorio de Markov con el objetivo de obtener las curvasde probabilidad de deteccion en funcion de la probabilidad de falsa alarma. Paracada ejecucion se obtienen como resultado sobre el conjunto de las mamografasde test dos valores. El primero esta relacionado con los verdaderos positivosencontrados en el resultado para cada imagen. El segundo valor esta relacionadocon los falsos positivos encontrados en el resultado para cada imagen. Se consi-dera exclusivamente como objeto de interes los clusters de microcalcicaciones yno las microcalcicaciones individualmente. Se considera que se ha detectado unverdadero positivo si dos o mas centros de los objetos etiquetados como micro-calcicacion de la imagen resultante estan dentro de los crculos de diagnosticomarcados por los radiologos expertos que acompa~nan a la base de datos. Seconsidera un falso negativo todo cluster de microcalcicaciones que no tiene almenos dos microcalcicaciones dentro de los crculos de diagnostico. Este criterioes coherente con la denicion de cluster realizada en el captulo 5.Como en todo proceso encaminado a detectar, el algoritmo tiene una pro-babilidad de deteccion que vara (o puede variar) en funcion de la probabilidadde falsa alarma. Para calcular la probabilidad de falsa alarma hay que dividirel numero de falsas alarmas producidas por el numero de falsas alarmas posi-bles. En el caso de detectar clusters de microcalcicaciones en mamografas, elnumero posible de falsos clusters de microcalcicaciones no tiene sentido practicoy en lugar de probabilidad de falsa alarma as denida, se redene como el co-ciente entre el total de falsos positivos producidos por el numero de imagenesprocesadas. La probabilidad de deteccion s tiene sentido como cociente entre147
148 CAPITULO 6. RESULTADOSverdaderos positivos producidos partido por verdaderos positivos posibles por-que se toman como verdaderos positivos posibles los marcados por los radiologosexpertos. Para variar la probabilidad de deteccion (o sensibilidad) y ver la co-rrespondiente variacion de la probabilidad de falsa alarma se vara el parametroh0 de la ecuacion 5.7.Para poder establecer comparaciones de forma resumida entre las diferentesejecuciones de un mismo operador, y tambien entre operadores, se hara usode los dos valores referidos anteriormente, y para poder analizar en detalle yextraer conclusiones se mostraran ejemplos de un peque~no grupo de imagenes,ya que mostrar los resultados para todas las ejecuciones sobre toda la base dedatos resulta demasiado voluminoso. Como punto de compromiso el grupo deimagenes estara formado para todos los operadores en parte por las mismasimagenes para todos los operadores, y el resto estara formado por las imagenesque particularmente sean de mas interes en cada caso. La forma de presentar losresultados para imagenes concretas sera de dos formas: una en la que se mostrara la imagen de la mama entera en forma bina-ria, con el fondo blanco y los pixels etiquetados como microcalcicacionen negro, en la que se podran ver globalmente las microcalcicaciones ylos clusters detectados, tanto verdaderos positivos como falsos positivos.Estaran sobreimpresos el borde de la region de la mama dentro de lasimagenes \z" (ver Anexo A) y los crculos de diagnostico marcados por losradiologos. Como las imagenes son grandes se imprimen diezmadas por unfactor 3, pero el diezmado se realiza de manera que no desaparezca ningunpixel negro puesto que hay muchas microcalcicaciones tan peque~nas quesi la imagen se diezma de forma normal, aunque sea solo por dos, podrandesaparecer. En el diezmado, si desaparecen los pixels blancos, puede ocu-rrir que dos pixels negros que originalmente esten separados, en la imagendiezmada aparezcan juntos; en estos casos, s es importante, se incluira uncomentario al respecto. otra en la que se mostraran porciones de la mamografa con el sucientetama~no como para apreciar en detalle la segmentacion alcanzada en dichaporcion y poder realizar comentarios individualizados para dicha porcionde la imagen.La determinacion de los parametros del campo aleatorio de Markov es experi-mental y es interesante mostrar la incidencia de estos valores en el resultado nal.Para no extendernos demasiado en esta memoria, solo se reportara el analisis enel caso del residuo del fondobra con reconstruccion.
6.1. TAMA~NO DEL ELEMENTO ESTRUCTURANTE 1496.1 Tama~no del Elemento EstructuranteEn esta seccion se discute el tama~no del elemento estructurante que se utiliza enlos diferentes operadores morfologicos de las siguientes secciones para calcular laimagen observacion utilizada como entrada al algoritmo ICM con el modelo decampo aleatorio presentado en el captulo 5. Los operadores morfologicos queprocesan la mamografa tienen como nalidad extraer las regiones contrastadasde la imagen transformando los niveles de gris del fondo al valor cero en la imagende salida. Para extraer todas las zonas de interes el elemento estructurante debeser mayor que la mayor de dichas zonas, pero cuanto mayor sea el tama~no delelemento estructurante mayor es la cantidad de pixels extrados y la probabilidadde extraer zonas no deseadas que pueden dar lugar a falsas alarmas tambienaumenta. Otra razon para elegir un tama~no peque~no es el coste computacionalde las operaciones morfologicas a realizar. Logicamente cuanto mas peque~nomenos tiempo de calculo.























Figura 6.1: Histograma de tama~no del eje mayor de las microcalcicaciones degrupo de imagenes de entrenamiento.A partir del grupo de imagenes de entrenamiento, habiendo determinadosobre ellas las regiones correspondientes a microcalcicaciones, se muestra en lagura 6.1 el histograma del tama~no del eje mayor de las microcalcicaciones.Dicho eje mayor se ha calculado proyectando para cada microcalcicacion lascoordenadas de los pixels activos de la imagen binaria que representa la region
150 CAPITULO 6. RESULTADOSen la direccion principal [97], , de cada una de ellas, calculada segun: = 12 arctan 2mc11mc20  mc02 (6.1)donde mcij son los momentos centrados de orden ij. Una vez proyectado elobjeto sobre la direccion principal, el tama~no del eje mayor es la coordenadamaxima menos la coordenada mnima, en dicha direccion.
a) original b) ampliacion














c) perl de la microcalcicacionFigura 6.2: Perl de las microcalcicaciones. Extraccion de las microcalcicacio-nes grandes con un elemento estructurante menor que su tama~no. a) Porcion de200x200 pixels de la mamografa z08o. b) Ampliacion por 8 respecto a la escalade la porcion de la zona marcada en a correspondiente a la microcalcicacionmas grande de la porcion; c) perl de los niveles en la direccion principal de lamicrocalcicacion; la curva superior corresponde a los niveles de gris de la ma-mografa original y la curva inferior a los niveles del residuo del fondobra conreconstruccion.A la vista de la gura 6.1 el tama~no mayor es 14 pixels. Dado que usualmenteel elemento estructurante tiene un tama~no impar para que sea simetrico respectoal pixel central, el tama~no nal debe ser 15. Con el animo de reducir esa cifra,es importante observar que las microcalcicaciones en general y las grandes enparticular tienen un perl en su nivel de gris que no cambia bruscamente del
6.2. PARAMETROS DEL CAMPO ALEATORIO DE MARKOV 151fondo al valor maximo, por lo que un elemento estructurante mas peque~no noextraera absolutamente toda el area de la microcalcicacion pero s una granparte, aunque con menos contraste. Este hecho se muestra en la gura 6.2.En ella (imagen a) se muestra una porcion de la mamografa z08o en la queexiste una microcalcicacion de tama~no 12 pixels. En b se amplia la zona deinteres para observar ntidamente los niveles de gris y ver que dichos niveles noson iguales a lo largo de toda la microcalcicacion, hecho que se muestra masclaro todava en c donde aparece el perl de los niveles a lo largo de la direccionprincipal de la microcalcicacion. La curva superior corresponde a los niveles degris de la mamografa original y en ella se observa que la transicion desde losniveles inferiores a los superiores no es totalmente abrupta. En la curva inferiorse muestra el perl de los niveles obtenidos en la imagen resultante al calcular elresiduo del fondobra con reconstruccion utilizando un elemento estructurante detama~no 9 pixels que es menor a los 12 pixels de la microcalcicacion. El resultadoes que en el residuo hay en esa direccion 7 pixels mayores que cero, por lo queesa microcalcicacion queda sucientemente extrada. Por esta razon y junto aque el 95% de las microcalcicaciones tienen una longitud de su eje mayor menorque 9 se toma como tama~no del elemento estructurante la cifra de 9 pixels. Si enel futuro la comunidad medica considerase importantes las microcalcicacionesgrandes no habra inconveniente en realizar varios procesados a diferentes escalasde tama~no.6.2 Parametros del campo aleatorio de MarkovEn esta seccion se presenta la variacion de las prestaciones del algoritmo enfuncion de los parametros del modelo del campo aleatorio de Markov. En laliteratura referente al tema se recomienda que estos sean jados manualmentey permanezcan constantes durante el proceso de segmentacion en vez de queel propio algoritmo los estime en funcion de la imagen que se esta procesandoporque es una tarea muy costosa en tiempo de computacion y no siempre se puederealizar [77] [10] [74]. En [10] se ofrece tambien la alternativa de modicar losparametros en cada iteracion para inicialmente dar mayor peso en las decisionesa la informacion de la observacion y evolucionar hacia dar mayor peso al modeloa priori, que el modelo de campo aleatorio de Markov. As pues, en las siguientessubsecciones se estudia la inuencia de los parametros del modelo. Dado queson varios los parametros del modelo, para estudiar la inuencia de uno de ellosse mantienen constantes el resto. Los valores de estas constantes se han elegidoen funcion de los estudios previos realizados y en las siguientes subsecciones sepresentan los resultados con variaciones respecto a estos valores; se ha tomadocomo operador morfologico el residuo del fondobra con reconstruccion. Son los
152 CAPITULO 6. RESULTADOSsiguientes: b c e0 6.5 10.5bc be ce0.5 0.0 3.0c h0 hmax NIter0.8 7 10 8Tabla 6.1: Valores utilizados para los parametros del campo aleatorio de Markov.Para comparar con el resto de guras que aparecen en las siguientes subsec-ciones se presenta a continuacion una muestra de tres mamografas procesadascon los valores de la tabla 6.1 para los parametros de la ecuacion 5.7. Las gu-ras 6.3a,b,c muestran la inicializacion, y las guras 6.3d,e,f muestran el resultadodel algoritmo tras 8 iteraciones. El numero de verdaderos y falsos positivos semuestra debajo de las guras.Dentro de lo posible, en las imagenes de gris de las guras que se presentan seintenta que la calidad de la impresion permita ver los detalles que en cada casose discuten. Para una mejor observacion de los detalles en el Anexo B se incluyenimpresas en papel a pagina completa las tres mamografas de la gura 6.3 y quese utilizan a lo largo de distintas secciones para comparar resultados.6.2.1 Inuencia de los parametros alfaLos parametros alfa inuyen en dos frentes. Por una parte en la inicializacion que se calcula sobre la imagen de grisesde entrada (resultado del operador morfologico correspondiente) segun laexpresion 5.8 y que es el punto de partida del algoritmo iterativo utilizado y por otra, en el calculo de la energa en cada iteracion del propio algoritmoiterativo.Dada la estructura de la mamografa en la que el numero de pixels del fondo esmucho mayor que el numero de pixels de microcalcicacion, inicializar segun laexpresion 6.2 de la probabilidad exclusivamente a priorixIij = maxl [p(yij j xij = l)] (6.2)
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vp = 2; fp = 12 vp = 2; fp = 18 vp = 2; fp = 12a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
vp = 2; fp = 1 vp = 2; fp = 0 vp = 2; fp = 1d) z02c resultado e) z14c resultado f) z19c resultadoFigura 6.3: Las guras a,b,c muestran en negro los pixels que en la inicializacionhan sido etiquetados como microcalcicacion con los parametros de la tabla 6.1Las guras d,e,f muestran el resultado al nalizar el algoritmo. Se observa enel resultado una reduccion importante de los falsos positivos, mientras que losverdaderos positivos permanecen.
154 CAPITULO 6. RESULTADOSen vez de segun la expresion 5.8, repetida a continuacion para facilitar la refe-rencia, xIij = maxl [p(yij j xij = l)  (l)] (6.3)supondra una gran cantidad de pixels resultantes en falsas microcalcicaciones,por lo que al estar restando estos valores en la expresion se ha de elegir (fondo)menor que (microcalcicacion) y a su vez menor que (emulsion ).Por otra parte, dada la expresion 5.7 para el caso de microcalcicacion, sino hay varias microcalcicaciones en las proximidades, el termino que depen-de de h(C) contribuye restando en la energa de la etiqueta microcalcicaciondebido al valor ho. Para pixels con niveles de gris intermedios en las imagenesobservacion, la energa total de la etiqueta microcalcicacion tendera a ser maspeque~na que la del fondo por dos razones; la primera se debe a que el termino+(c)[h(C) ho] probablemente sea negativo para la etiqueta microcalcicacion,mientras que siempre es cero para la etiqueta fondo, la segunda se debe a queel valor de (microcalcicacion) es mayor que el valor de (fondo); dado esto,el algoritmo tiende a eliminar microcalcicaciones a partir de la inicializacionpor lo que es conveniente que la inicializacion etiquete como microcalcicaciontodos aquellos pixels que potencialmente puedan ser realmente microcalcicacio-nes, siendo esta causa contraria a la del parrafo anterior y por tanto debe llegarsea un compromiso para los valores de los parametros .Como la asignacion de etiqueta a cada pixel se hace con el maximo de unconjunto de valores segun la expresion 6.3 lo importante es la diferencia entrevalores de  y no los propios valores. As pues elegimos arbitrariamente para(fondo) el valor cero, quedando los otros dos como parametros que se puedenvariar.Las guras 6.4a,b,c y 6.5a,b,c muestran en negro los pixels que en la inicia-lizacion han sido etiquetados como microcalcicacion con c = 5.5 y c = 7.5,respectivamente. Estos dos valores de c estan por debajo y por encima del valorutilizado como parametro nal para ilustrar mejor la dependencia del resultadorespecto a c. Las guras 6.4d,e,f y 6.5d,e,f muestran el resultado al nalizar elalgoritmo con dichos valores de alfa, respectivamente. Se observa que al nal delproceso el numero de falsos positivos se reduce signicativamente, mientras queen 6.4d,e,f el numero de verdaderos positivos permanece en el 100%.En las imagenes de la gura 6.5d,e,f se observa que al nal del proceso elnumero de falsos positivos se reduce signicativamente, pero tambien se reducenlos verdaderos positivos, habiendose perdido el verdadero positivo inferior de laimagen z14c. Esto es as, porque las microcalcicaciones de este cluster son lasmas tenues de entre las tres imagenes presentadas y es el primero en desapa-recer cuando se eleva el valor de c. Tambien se puede apreciar la reducciongeneralizada de microcalcicaciones en todos los clusters cuando se comparan
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vp = 2; fp = 19 vp = 2; fp = 38 vp = 2; fp = 19a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
vp = 2; fp = 2 vp = 2; fp = 1 vp = 2; fp = 1d) z02c resultado e) z14c resultado f) z19c resultadoFigura 6.4: Las guras a,b,c muestran en negro los pixels que en la inicializacionhan sido etiquetados como microcalcicacion con c = 5.5. Las guras d,e,fmuestran el resultado al nalizar el algoritmo. Se ve la reduccion de pixelsetiquetados como microcalcicacion y de verdaderos y falsos positivos respectoa la inicializacion, pero en estas imagenes d y e hay mas falsos positivos queen 6.3d y e.
156 CAPITULO 6. RESULTADOSlas guras 6.4d,e,f y 6.5d,e,f.Los resultados para el grupo de test en funcion del valor de c se presentanen la gura 6.6. El eje de ordenadas de la graca superior indica el ratio deverdaderos positivos detectados y el de la graca inferior el numero medio defalsos positivos por imagen. En ambas gracas se utiliza la misma escala devalores de c para poder comparar. Observese que cuanto mas peque~no es elvalor de c mayores son el numero de verdaderos y falsos positivos, tal y comocabe esperar. Se observa que para el valor de c de la tabla 6.1 el ratio deverdaderos positivos esta en 89%. Como se vera mas adelante este ratio se puedeaumentar o disminuir si se disminuye o aumenta respectivamente el valor de ho,que es el parametro elegido para controlar la sensibilidad.Respecto del valor de e cabe decir que para la misma variacion, la inuenciasobre el numero de verdaderos y falsos positivos es menor que la de c; las gu-ras 6.7 y 6.8 presentan los resultados para e = 6 y e = 14. Estos valores sonuna variacion mayor que para c para poder ver la incidencia. El falso positivoque desaparece en la gura 6.7 corresponde a valores no muy altos del residuoque con e = 6 son etiquetados como emulsion y desaparece por tanto comomicrocalcicacion. Recuerdese que en la gura solo aparecen las microcalcica-ciones.Al igual que para c, a continuacion se presentan en la gura 6.9 los resul-tados para el grupo de test en funcion del valor de e . El eje de ordenadasde la graca superior indica el ratio de verdaderos positivos detectados y el dela graca inferior el numero medio de falsos positivos por imagen. En ambasgracas se utiliza la misma escala de valores de e para poder comparar. Noteseque a partir del valor de e = 7 en adelante, el ratio de verdaderos positivosno aumenta; sin embargo el numero de falsos positivos por imagen crece. Estecrecimiento se debe a que si aumenta el valor de e, la probabilidad de que seetiqueten como emulsion pixels que son verdaderamente del tipo emulsion dismi-nuye, aumentandose consecuentemente la probabilidad de que esos pixels seanetiquetados como microcalcicacion, y si hay dos regiones de este tipo que dis-tan menos de 0.5 cm generan un falso positivo. Por contra para los valores bajosde la escala de la gura el numero de positivos, tanto verdaderos como falsos,decrece debido a que se favorece que las regiones contrastadas sean etiquetadascomo emulsion y por tanto no como microcalcicacion.6.2.2 Inuencia de los parametros betaRecordemos que estos parametros modelan la interaccion de unos vecinos conotros (ver seccion 5.2). Dada la simetra planteada en la ecuacion 5.2 de los
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vp = 2; fp = 5 vp = 2; fp = 8 vp = 2; fp = 10a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
vp = 2; fp = 0 vp = 1; fp = 0 vp = 2; fp = 1d) z02c resultado e) z14c resultado f) z19c resultadoFigura 6.5: Las guras a,b,c muestran en negro los pixels que en la inicializacionhan sido etiquetados como microcalcicacion con c = 7.5. Las guras d,e,fmuestran el resultado al nalizar el algoritmo. Se ve la reduccion de pixelsetiquetados como microcalcicacion, y de verdaderos y falsos positivos. Se pierdeel verdadero positivo inferior de la mamografa z14c. Al comparar esta guracon la anterior se observa que el resultado depende de la inicializacion.
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Figura 6.6: La graca superior indica el ratio de verdaderos positivos y la inferiorel numero de falsos positivos por imagen, tras 8 iteraciones, ambas en funciondel valor de c.nueve parametros ij solo hay que determinar 6 de los 9. Como el terminodonde estan estos parametros contribuye restando en la expresion de la energay el modelo debe favorecer que los pixels vecinos tengan etiquetas similares, losterminos ii de la diagonal en la expresion 5.1 deben ser los menores y se tomancero. Queda entonces por determinar bc, be y ce. Como la etiqueta emulsiones debida a artefactos de diversas procedencias entre los que se incluyen regionesde un pixel, se debe dar una compatibilidad elevada a que los pixels de fondoy emulsion puedan ser vecinos por lo que al parametro be tambien se le davalor cero. Sin embargo al parametro bc se le debe dar un valor mayor quecero para que no favorezca que los pixels fondo y microcalcicacion sean vecinos,que junto con que los parametros ii son cero resulta en favorecer que los pixelsmicrocalcicacion y fondo queden agrupados por separado y formen regiones devarios pixels en vez de varias regiones de un pixel; lo cual corresponde a lo queocurre en la mamografa y es que el fondo tiene altsima probabilidad de estarformado por regiones de mas de un pixel, y por parte de las microcalcicacioneses poco frecuente que esten formadas por un unico pixel.En la gura 6.10 se presenta como ejemplo el resultado para las mamografasz02c, z14c y z19c con un valor de bc = 0.0 y otro de bc = 1.0, que estanpor debajo y por encima respectivamente del valor bc = 0.5 utilizado en lagura 6.3. Se puede observar que en las guras 6.10a,b,c aparecen mayor cantidad
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a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
vp = 2; fp = 0 vp = 2; fp = 0 vp = 2; fp = 1d) z02c resultado e) z14c resultado f) z19c resultadoFigura 6.7: Las guras a,b,c muestran en negro los pixels que en la inicializacionhan sido etiquetados como microcalcicacion con e = 6 y las guras d,e,f mues-tran el resultado al nalizar el algoritmo. Observese que en la imagen d hay unfalso positivo menos que en la gura 6.3d.
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a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
vp = 2; fp = 1 vp = 2; fp = 0 vp = 2; fp = 1d) z02c resultado e) z14c resultado f) z19c resultadoFigura 6.8: Las guras a,b,c muestran en negro los pixels que en la inicializacionhan sido etiquetados como microcalcicacion con e = 14. El resultado tras 8iteraciones del algoritmo se presenta en las guras d, e, c. Observese que en daparece un falso positivo mas que en 6.7d.
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Figura 6.9: La graca superior indica el ratio de verdaderos positivos y la inferiorel numero de falsos positivos por imagen, ambas en funcion del valor de e.de calcicaciones de un pixel que en las guras 6.10d,e,f, debido al valor bajo debc. En las guras 6.10d,e,f al tener un valor mayor de bc que favorece la creacionde regiones grandes y la desaparicion de las regiones peque~nas, desaparecen lamayor parte de las microcalcicaciones de un pixel y algunas de mas de un pixel.En [10] [100] se da como valor de  para el modelo all utilizado  = 1.5. Aunquelos modelos no son exactamente los mismos, s cabe pensar en que existe un ciertoparalelismo que podra inducir a utilizar el mismo valor. En el trabajo de Besag,al igual que las guras presentadas en el captulo 3, las regiones que compitenson de tama~nos del mismo orden de magnitud, o al menos la diferencia no esde varios ordenes de magnitud. En el caso de las microcalcicaciones en lasmamografas esa condicion no se cumple y hay que disminuir el valor, de ah quese elija bc = 0:5.Respecto del valor de ce debe ser mas alto todava que bc porque es me-nos probable que suceda un artefacto en una microcalcicacion que en el fondo.Ademas, considerando que los artefactos tienen un valor medio mayor que elvalor medio de las microcalcicaciones, ocurre que los pixels que siendo micro-calcicacion tengan valores mas altos pueden ser etiquetados como emulsion. Enalgunas microcalcicaciones el centro tiene un valor mayor que en el resto de lamicrocalcicacion y consecuentemente en la inicializacion, en la que todava noha entrado en juego el modelo de campo aleatorio de Markov son etiquetadoscomo emulsion. Cuando comienzan las iteraciones, comienzan a tener efecto los
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a) z02c, bc = 0.0 b) z14c, bc = 0.0 c) z19c, bc = 0.0
d) z02c, bc = 1.0 e) z14c, bc = 1.0 f) z19c, bc = 1.0Figura 6.10: Las guras muestran en negro los pixels que han sido etiquetadoscomo microcalcicacion al nalizar el algoritmo (8 iteraciones) con los valoresde bc indicados. Se observa una mayor presencia de regiones de un pixel en lasguras a,b,c debido al valor bajo de bc.
6.2. PARAMETROS DEL CAMPO ALEATORIO DE MARKOV 163parametros ij y por tanto ce. Un valor bajo de ce permite la coexistencia depixels vecinos etiquetados como microcalcicacion y como emulsion, pudiendodar como resultado al nalizar las iteraciones regiones de microcalcicacion conhuecos e irregularidades debido a que parte de sus pixels (los de mayor nivel) hanquedado nalmente etiquetados como emulsion. Este hecho queda ilustrado enla gura 6.11. La gura 6.11a corresponde a la inicializacion de la mamografaz01o en la que se ha marcado un rectangulo de tama~no en pixels 48x106 conorigen en (288,796). La gura 6.11b corresponde a la ampliacion del resultadodel algoritmo con ce = 0.0 del recuadro marcado en 6.11a. Se puede observarque la microcalcicacion grande tiene un forma irregular y con huecos. En 6.11c,se muestra el resultado habiendo utilizado en el algoritmo ce = 3.0 y se puedeobservar que la microcalcicacion queda segmentada como una region solida.
a) z01o, inicializacion b) z01o, ce = 0.0 c) z01o, ce = 3.0Figura 6.11: La gura a muestra la inicializacion para la mamografa z01o con c= 6.5 y e = 7. Las guras b y c muestran la ampliacion del resultado del algo-ritmo tras 8 iteraciones del recuadro marcado en a para los valores de ce = 0:0y ce = 3:0, respectivamente. Observese que en la gura b la microcalcicacionqueda segmentada irregularmente. El tama~no del recuadro corresponde en pixelsa 48x106 con origen en el pixel (288,796).
164 CAPITULO 6. RESULTADOS6.2.3 Inuencia de los parametros del vecindario amplia-doEl conjunto de los parametros (fondo), (microcalcicacion) y (emulsion) con-trolan la inuencia del vecindario ampliado (ver seccion 5.2). Recordemos queen nuestro modelo de campo aleatorio de Markov se utiliza un vecindario deorden 2 que es insuciente para modelar el hecho de que las microcalcicacioneses frecuente que ocurran en clusters, ya que estos clusters son de tama~no dedecenas de pixels, incluso cientos y estan formados por peque~nas regiones (lasmicrocalcicaciones) aisladas separadas por el fondo; por contra el fondo estaformado por una region grande pero que todos sus pixels son vecinos entre s ypor tanto el vecindario de orden 2 a traves de que todos los pixels son vecinostiene inuencia sobre pixels alejados. Es por ello que para el fondo no se consi-dera otro vecindario que el de orden 2 y consecuentemente se toma (fondo) = 0.Asimismo como las emulsiones no tienen porque producirse en clusters tambien(emulsion) = 0.Para que las zonas de la inicializacion que tienen pocos pixels etiquetadoscomo microcalcicacion, y por tanto es poco probable que lo sean, tiendan a des-aparecer, la forma del termino de vecindario ampliado es + (l) [(hij(C)  ho].Para valores bajos de hij(C) (con ho positivo) la contribucion total es negativay por tanto favorece que no sean etiquetadas como microcalcicacion.La gura 6.12 muestra en negro los pixels que han sido etiquetados comomicrocalcicacion al nalizar el algoritmo (8 iteraciones) con los valores de (c)indicados. La inicializacion de cada imagen para ambos valores de (c) se co-rresponde con las de las guras 6.3a,b,c. Tanto para las guras 6.12a,b,c comopara las d,e,f el numero de pixels etiquetados como microcalcicacion se reducedebido al modelo de campo aleatorio de Markov con vecindario de orden 2. Sinembargo debe observarse que debido al termino del vecindario ampliado, en lasguras d,e,f hay mas microcalcicaciones formando clusters y menos fuera deellos, lo cual es coherente con la armacion de los radiologos y contribuye a unmejor resultado. En la gura 6.12a,b,c el vecindario ampliado no tiene efectodebido a que (c) = 0.La gura 6.13 resume los resultados para el grupo de test en funcion del valorde (c) . El eje de ordenadas de la graca superior indica el ratio de verdaderospositivos detectados y el de la graca inferior el numero medio de falsos positivospor imagen. En ambas gracas se utiliza la misma escala de valores de (c) parapoder comparar. Puede observarse en la graca de los falsos positivos por imagenla reduccion a casi la mitad cuando se pasa de (c) =0 a (c) =0.2, sin apenasmodicacion del ratio de verdaderos positivos. Luego a medida que aumenta (c),aumentan ambos y nalmente por encima de (c) = 1.2 el ratio de verdaderos
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a) z02c, (c) = 0.0 b) z14c, (c) = 0.0 c) z19c, (c) = 0.0
d) z02c, (c) = 1.2 e) z14c, (c) = 1.2 f) z19c, (c) = 1.2Figura 6.12: La gura muestra en negro los pixels que han sido etiquetados comomicrocalcicacion al nalizar el algoritmo (8 iteraciones) con los valores de (c)indicados. Se observa que para el valor mayor de (c) la tendencia a formarclusters de microcalcicaciones es mayor, al mismo tiempo que se reducen losfalsos positivos.
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Figura 6.13: La graca superior indica el ratio de verdaderos positivos y lainferior el numero de falsos positivos por imagen, ambas en funcion del valor de(c).positivos apenas vara, mientras que los falsos positivos siguen creciendo.El parametro ho incide directamente sobre la cantidad de microcalcicacionesque van desapareciendo a partir de la inicializacion, ya que para valores positivosde ho y hij(C), cuanto mayor sea ho menor es la energa de la etiqueta micro-calcicacion y por tanto mas difcil es que sea etiquetada como tal. Por ello seelige este parametro para controlar la sensibilidad. Como los resultados paracada operador morfologico se daran para diferentes sensibilidades, la inuenciade ho se ilustrara en la seccion dedicada al residuo del fondobra con reconstruc-cion. Respecto al valor de saturacion hmax en hij(C) de la expresion 5.7, estees necesario para evitar que clusters con gran cantidad de microcalcicaciones,o microcalcicaciones con gran cantidad de pixels, crezcan desmesuradamente.Esto tambien se podra evitar reduciendo el valor de (c), pero entonces paraclusters peque~nos se perdera la ecacia de tener un valor elevado de (c). Lasguras 6.14a,b,c muestran el resultado tras 8 iteraciones con hmax = 16 en vezde hmax = 10 que se viene utilizando en las guras precedentes. En las gurasse observa la gran incidencia que tiene este valor. En realidad la dependenciano es debida unicamente a hmax sino al termino +(c) [hij(C)  ho] en el quedirectamente participa hmax. En concreto y con los valores que se estan utilizan-do ( ho = 7; (c) = 0:8 ), en un cluster de mas de 16 pixels etiquetados comomicrocalcicacion el termino +(c) [hij(C)  ho] con hmax = 16 vale 7.2 y con
6.2. PARAMETROS DEL CAMPO ALEATORIO DE MARKOV 167hmax = 10 vale 2.4. Para ver cuan importante es esta diferencia de 4.8 unidadesde energa comparemosla con la diferencia de nivel necesaria g1 g2 en la imagenobservacion de entrada al algoritmo para compensar en energa estas cifras. Conlos valores de b y c de la tabla 6.1, las estadsticas obtenidas a partir del grupode entrenamiento y suponiendo igual etiquetado en el vecindario de orden 2, unpixel es etiquetado como microcalcicacion si su nivel en la observacion es mayoro igual que 14. Si ese mismo pixel tiene una energa aportada por el termino devecindario ampliado de 4.8 unidades es etiquetado como microcalcicacion si sunivel es mayor o igual que 9. Por ejemplo, en el residuo del fondobra con recons-truccion de la mamografa z02c, el numero de pixels con nivel mayor o igual que14 es 5874, y el numero de pixels con nivel mayor o igual que 9 es 10908, lo quesupone una diferencia de 5034 pixels mas etiquetados como microcalcicaciony que a su vez en la siguiente iteracion contribuiran de nuevo a aumentar elnumero de pixels etiquetados como microcalcicacion. De ah la importancia delvalor hmax. Como se ha dicho al principio del parrafo la trascendencia de hmaxes menor con un valor menor de (c). La gura 6.14 muestra varias realizacionescon un valor mas alto del utilizado normalmente para ver claramente su efecto.
a) z02c resultado b) z14c resultado c) z19c resultadoFigura 6.14: Las guras a,b,c muestran el resultado tras 8 iteraciones con unvalor de hmax = 16. Se observa claramente el efecto de sobrecrecimiento de losclusters de microcalcicacion.6.2.4 Inuencia del numero de iteracionesEn la literatura referente al algoritmo ICM [10] [77] [100] se dice que el numerode iteraciones que en la mayora de las aplicaciones es necesario para llegar a
168 CAPITULO 6. RESULTADOSla convergencia o para que el numero de cambios de etiquetas de una iteraciona otra sea muy bajo, no sobrepasa las 8. En nuestro trabajo tambien consta-tamos que con 8 iteraciones o incluso menos es suciente. La mayor parte delas etiquetas quedan correctamente asignadas tras la primera iteracion. En lastres mamografas que se vienen utilizando como ejemplo del grupo de test enlas dos primeras iteraciones se llega al numero nal de verdaderos y falsos po-sitivos. La gura 6.15 muestra este hecho. Las guras 6.15a,b,c correspondena la inicializacion. Son las mismas que 6.3a,b,c reproducidas aqu para facilitarla comparacion con el resultado tras la primera iteracion presentado en las gu-ras 6.15d,e,f. Finalmente las guras 6.15g, h, i, j, k, l presentan el resultado trasla segunda y la octava (ultima) iteracion.Niter z02c z14c z19c0 (2,12) (2,18) (2,12)1 (2,2) (2,0) (2,1)2 (2,1) (2,0) (2,1)8 (2,1) (2,0) (2,1)Tabla 6.2: Numero de verdaderos y falsos positivos de las imagenes de la gu-ra 6.15.El numero de verdaderos y falsos positivos (vp, fp) de las imagenes de lagura 6.15 se dan en la tabla 6.2. Respecto a los resultados sobre el total de lasmamografas del grupo de test se da en la tabla 6.3 el ratio de verdaderos positivosy el numero de falsos positivos por imagen alcanzados tras cada iteracion, siendola iteracion cero la inicializacion. Asimismo en la gura 6.16 se presentan estosmismos datos gracamente.Niter Ratio vp fp/img0 1.0 22.271 0.90 2.632 0.90 1.603 0.88 1.274 0.88 1.275 0.88 1.206 0.88 1.137 0.88 1.138 0.88 1.13Tabla 6.3: Ratio de verdaderos positivos y numero de falsos positivos por imagendel grupo de test tras cada iteracion.
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a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
d) z02c 1 Iteracion e) z14c 1 Iteracion f) z19c 1 Iteracion
g, h) z02c 2 y 8 Iteraciones i,j) z14c 2 y 8 Iteraciones k,l) z19c 2 y 8 IteracionesFigura 6.15: Evolucion con el numero de iteraciones.
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Figura 6.16: La graca superior indica el ratio de verdaderos positivos y lainferior el numero de falsos positivos por imagen, ambas en funcion del numerode iteraciones.
6.3. TOP-HAT 1716.3 Top-Hat
Tal como se ha dicho en el captulo 5 el operador Top-Hat clasico se presentaaqu meramente como punto de referencia a efectos comparativos puesto que esfacilmente previsible que sus prestaciones seran bajas porque no distingue las -bras de los objetos circulares peque~nos. A ttulo de ejemplo, y para poder realizarcomentarios sobre casos concretos se presenta en la gura 6.17 las imagenes quese vienen utilizando en las secciones precedentes. Los pixels en negro correspon-den a los etiquetados como microcalcicacion. Las imagenes a,b,c correspondena la inicializacion, y las d,e,f al resultado tras 8 iteraciones del algoritmo. Comose vera mas adelante, el Top-Hat es el que menor numero de verdaderos positivosda, para un mismo numero de falsos positivos por imagen, entre los distintosoperadores morfologicos utilizados.Es ilustrativa para este caso la gura 6.17e, donde con sendos recuadros sehan marcado los dos falsos positivos que aparecen en esa mamografa. Parapoder ver con mas detalle la procedencia de estos falsos positivos se ha incluidola gura 6.18. La gura a corresponde a la imagen en niveles de gris de lamamografa z14c, donde se ha marcado una porcion de 300x300 pixels con origenen (460,950); b corresponde a la ampliacion del recuadro marcado en a ampliadorespecto a a en tama~no por 3 y en contraste tambien por 3; se pueden apreciarzonas peque~nas mas claras que su entorno con formas alargadas; en c parte deesas zonas alargadas han resultado clasicadas como microcalcicacion, debidoa que el elemento estructurante utilizado en el Top-Hat no cabe en ellas. Ambosfalsos positivos no aparecen cuando se utilizan los operadores morfologicos de lassiguientes secciones.Cabe comentar, como hecho excepcional, lo que ocurre en la imagen z02c,donde el numero de falsos positivos es el mismo que en la gura 6.3d. En ambashay un solo falso positivo, aunque no es el mismo. A pesar de que con el Top-Hatel numero de pixels etiquetados como microcalcicacion es mayor en el recuadrosuperior de la gura 6.17d que en esa misma zona de la gura 6.3d, en 6.17dno es un falso positivo porque todos esos pixels son conexos y forman una unicaregion, lo cual no es un cluster porque para ello se necesitan dos regiones.La tabla 6.4 muestra los resultados de deteccion para el conjunto de las treintaimagenes de test para distintas combinaciones del ratio verdaderos positivos y loscorrespondientes falsos positivos por imagen detectados; para ello se ha variadola sensibilidad de deteccion a traves del parametro ho (ver seccion 5.2, 5.2).Es frecuente presentar estos datos gracamente a traves de las curvas ROC[18] [14] [84]. Dicha curva, con los valores de la tabla 6.4 se ha representadoen la gura 6.19.
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a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
vp = 2; fp = 1 vp = 1; fp = 2 vp = 1; fp = 1d) z02c resultado e) z14c resultado f) z19c resultadoFigura 6.17: Los pixel en negro corresponden a los etiquetados como microcal-cicacion para el operador Top-Hat. Las guras a,b,c corresponden a la iniciali-zacion y las guras d,e,f al resultado. Con la sensibilidad utilizada se alcanzanunos resultados para el conjunto de las treinta imagenes de: ratio de verdaderospositivos = 0.8, falsos positivos por imagen = 5.9.
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a) mamografa z14c b) z14c detalle c) z14c resultadoFigura 6.18: Detalle del resultado sobre partes brosas de la mamografa; a)mamografa z14c donde se ha marcado una porcion de 300x300 pixels con origenen (460,950); b) detalle marcado en a, ampliado respecto a a en tama~no por 3y en contraste tambien por 3; c) detalle del resultado de la segmentacion, dondese observan los dos falsos positivos.Para establecer comparaciones con los resultados del resto de operadores mor-fologicos de las siguientes secciones se pueden tomar varios puntos como referen-cia. En la literatura referente al tema, tienen especial interes, por una parteaquellos donde el ratio de deteccion es alto, con su correspondiente cifra de fal-sos positivos, y por otra parte, aquellos donde el numero de falsos positivos porimagen es relativamente bajo, que suele ser entorno a la unidad o menos. De latabla 6.19 cabe resaltar entonces, para un ratio de deteccion proximo al 90% (enla tabla 89%) que el numero de falsos positivos por imagen es 7.63, y que para 1falso positivo por imagen (en la tabla 1.06%) el ratio de verdaderos positivos esel 40%, cifra que resulta baja.
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ratio vp fp/img0.93 8.900.89 7.630.80 5.900.70 3.870.67 3.060.61 2.70
ratio vp fp/img0.55 2.600.51 1.800.45 1.430.40 1.060.37 0.530.23 0.20Tabla 6.4: Valores del ratio de verdaderos positivos y numero de falsos positivoscon el operador Top-Hat y el modelo de campo aleatorio de Markov para elconjunto de imagenes de test.




























Figura 6.19: Curva \Response Operating Characteristics" de los resultados deloperador Top-Hat y el modelo de campo aleatorio de Markov.
6.4. RESIDUO FONDOFIBRA 1756.4 Residuo FondobraEn esta seccion se presentan los resultados del residuo del operador fondobraexpuesto en la seccion 5.4.2. Siguiendo con la estructura de presentacion, enla gura 6.20 aparecen las imagenes que se vienen utilizando en las seccionesprecedentes. Los pixels en negro corresponden a los etiquetados como microcal-cicacion utilizando como imagen de entrada al algoritmo el residuo del operadorfondobra. Las imagenes a, b y c corresponden a la inicializacion, y las d, e y fal resultado tras 8 iteraciones. Sobre la gura 6.20e se han indicado los mismosrecuadros que en la gura correspondiente en la seccion del Top-Hat, y que sehaba ampliado en la gura 6.18. Se observa que con el residuo del fondobraesos falsos positivos no aparecen. Para ver en detalle por que sucede as se pre-sentan las guras 6.21 y 6.22. En 6.21a se reproduce de nuevo la gura 6.18b parafacilidad de referencia. En 6.21b se presenta la apertura de la gura 6.21a con uncuadrado de tama~no 9, que es la funcion utilizada para calcular el Top-Hat de laseccion anterior. Dicho Top-Hat aparece en la gura 6.21d. En 6.21c se presentael resultado del operador fondobra de tama~no 9, y en 6.21e el residuo. Parapoder apreciar los detalles adecuadamente en las imagenes impresas, las de lala superior se han aumentado en contraste x3 y las dos de la la inferior se hanmultiplicado por 10 y se han invertido. Se puede observar que los niveles de lospixels que en el Top-Hat dan lugar a falsos positivos, en el residuo del fondobrason mas peque~nos, ya que en el operador fondobra el elemento estructurantelineal con la orientacion similar a la de las bras que aparecen, da un nivel altoy en el residuo la diferencia con la original es baja.Un ejemplo de mamografa con alto contenido broso se presenta en la gu-ra 6.22. En 6.22a se presenta la mamografa z18o entera para situar la zona deinteres indicada por el recuadro. En 6.22b se presenta la ampliacion de dichazona. Se pueden distinguir perfectamente las zona brosas existente. En 6.22cse presenta la apertura de la gura 6.22b con un cuadrado de tama~no 9, quees la funcion utilizada para calcular el Top-Hat de la seccion anterior. DichoTop-Hat aparece en la gura 6.22e. En 6.22b se presenta el resultado del ope-rador fondobra de tama~no 9, y en 6.22e el residuo. Para poder apreciar losdetalles adecuadamente en las imagenes impresas, en b, c y d se ha aumentadoen contraste x3 y en e y f se ha multiplicado por 10 y se han invertido. Se puedeobservar que los niveles de los pixels que en el Top-Hat (imagen e) dan lugar afalsos positivos, en el residuo del fondobra (imagen f) son mas peque~nos, con-secuentemente la probabilidad de un falso positivo es menor en el residuo delfondobra, y as sucede en la gura h.La tabla 6.5 muestra los resultados de deteccion para el conjunto de las treintaimagenes de test para distintas combinaciones del ratio de verdaderos positivosy los correspondientes falsos positivos por imagen detectados; tambien aqu se
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vp = 2; fp = 17 vp = 2; fp = 24 vp = 2; fp = 15a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
vp = 2; fp = 1 vp = 2; fp = 0 vp = 2; fp = 1d) z02c resultado e) z14c resultado f) z19c resultadoFigura 6.20: Los pixels en negro corresponden a los etiquetados como microcal-cicacion para el operador Residuo fondobra. Las guras a , b, c correspondena la inicializacion y las guras d, e, f al resultado. Con la sensibilidad utilizadase alcanzan unos resultados para el conjunto de las treinta imagenes de: ratio deverdaderos positivos = 0.84, falsos positivos por imagen = 1.13
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a) original b) apertura cuadrado 9 c) fondobra 9
d) residuo apertura (Top-Hat) e) residuo fondobraFigura 6.21: Detalle del fondobra sobre z14c. En a aparece la misma porcionde z14c que en 6.21; b) corresponde a la apertura con cuadrado de tama~no 9 yc) al fondobra. En d) y e) se presentan respectivamente los residuos de b y c
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a) mamog. z18o
b) recuadro marcado en a
c) apertura cuadrado 9 d) fondobra 9
e) residuo apertura f) residuo fondobra
g) ICM con apertura h) ICM con fondobraFigura 6.22: Detalle del fondobra sobre z18o. En a mamografa completa conla zona de interes marcada por el recuadro; b) ampliacion de la zona marcadaen a; c) apertura con cuadrado de tama~no 9; d) fondobra; e) y f) correspondenrespectivamente a los residuos; g) y h) presentan el resultado nal. Dado que enla zona marcada los radiologos no han indicado presencia de microcalcicaciones,el resultado correcto es el del fondobra.
6.4. RESIDUO FONDOFIBRA 179varia el parametro ho para modicar la sensibilidad de deteccion. La curva ROCcon los valores de la tabla 6.5 se presenta en la gura 6.23.Si se compara la tabla 6.4 con la tabla 6.5 se observa una gran mejora delas prestaciones del algoritmo con el operador fondobra respecto del operadorTop-Hat. Tomando como referencia los valores mencionados al nal de la secciondel Top-Hat donde para un ratio de verdaderos positivos de 89%, el numero defalsos positivos por imagen es 7.63, con el presente operador para el mismo ratiode verdaderos positivos, el numero de falsos positivos por imagen se reduce a1.63. Para el otro valor de comparacion situado en 1 falso positivo por imagencon el Top-Hat el ratio de verdaderos positivos es de 40% y pasa a ser con elfondobra del 84%.Cabe observar a la vista de la tabla 6.4 y de la gura 6.23 que para valoresbajos del ratio de verdaderos positivos, el incremento en dicho ratio partido porel incremento en falsos positivos por imagen es mayor que para valores altos. Locual signica que a medida que se alcanzan valores mas altos de deteccion esmas difcil mejorar las prestaciones. Pongamos por ejemplo que pasar del 62%de deteccion al 75% supone pasar de 0.47 a 0.73 falsos positivos por imagen (0.26de incremento), mientras que pasar de 89.3% a 91.7% supone pasar de 1.63 a2.26 falsos positivos por imagen (0.63 de incremento).ratio vp fp/img0.96 3.830.93 2.930.92 2.270.89 1.63
ratio vp fp/img0.84 1.130.75 0.730.62 0.470.51 0.26Tabla 6.5: Valores del ratio de verdaderos positivos y numero de falsos positivoscon el operador fondobra y el modelo de campo aleatorio de Markov para elconjunto de imagenes de test.En la gura 6.23 se incluyen dos curvas ROC. La marcada con aspas corres-ponde al caso para cuando se realiza el etiquetado de los pixels directamentesobre los niveles de gris a la salida del residuo del fondobra sin utilizar el algo-ritmo basado en el campo aleatorio, es decir sin tener en cuenta la informaciondel vecindario. Esta clasicacion corresponde a la estimacion MLE, MaximumLikelihood Estimate. La curva marcada con los crculos indica los resultados trasel algoritmo con el modelo de campo aleatorio de Markov. Se puede observar lamejora signicativa de esta ultima.En general la procedencia de los falsos positivos se debe a diversas causas,entre ellas el ruido, la diversidad de los niveles de gris de las microcalcicacio-nes que como algunas son muy tenues obliga a sensibilidades elevadas que traen
180 CAPITULO 6. RESULTADOS





















Figura 6.23: Curva \Response Operating Characteristics" de los resultados deloperador fondobra sin el modelo campo aleatorio de Markov (clasicacion comomicrocalcicacion segun Maximum Likelihood Estimate) (+) y con el modelo decampo aleatorio de Markov (o)
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a) mamog. z18o
b) original c) fondobra 9
d) residuo e) ICMFigura 6.24: Detalle de un falso positivo con el fondobra sobre z18o. En amamografa completa con la zona de interes marcada por el recuadro; b) amplia-cion de la zona marcada en a; c) fondobra con EE de tama~no 9; d) correspondeal residuo y e) presentan el resultado nal. Dado que en la zona marcada losradiologos no han indicado presencia de microcalcicaciones, las microcalcica-ciones marcadas son falsos positivos.
182 CAPITULO 6. RESULTADOSconsigo falsos positivos, y una causa importante son las bras. Si estas estruc-turas brosas no son eliminadas por los operadores antes de aplicar el algoritmocon el modelo de campo aleatorio de Markov, cabe la posibilidad de que seanetiquetadas como microcalcicacion; sobre todo si la cantidad de pixels de estetipo, vecinos entre s, es de varias unidades en adelante. El operador fondobraesta obligado a utilizar un tama~no de elementos estructurantes lineales mayorque el diametro de las microcalcicaciones para que estas aparezcan en el re-siduo. Como las bras no son estrictamente lneas rectas cuanto mayor sea elelemento estructurante peor se adapta a las bras en sus zonas curvadas o en susbordes que normalmente no son rectilneos. Esto obliga a un compromiso en eltama~no del elemento estructurante, y que se ha jado en 9. Para ilustrar que enel residuo del operador fondobra todava se originan falsos positivos en algunaszonas brosas se presenta el siguiente ejemplo. Sobre la misma mamografa z18outilizada en la gura 6.22. En la gura 6.24a aparece marcada la nueva zona deinteres (300x300 pixels a partir de la coordenada (10,1300)), y en 6.24b amplia-da en tama~no x3 y tambien aumentada en contraste x3. En la gura 6.24c sepresenta el resultado del operador fondobra. Si las bras fueran rectilneas conbordes rectilneos y de nivel de gris constante deberan aparecer completamen-te. Se puede observar, por ejemplo, en la bra mas larga que carece de todasestas caractersticas: es curvada, no es constante en niveles de gris, y ademas losbordes son irregulares. Por todo ello en c los niveles de gris de algunos pixelspertenecientes a la bra son inferiores a los de la imagen original, de ah que en elresiduo aparezcan con niveles relativamente altos. En la gura 6.24d se muestrael residuo donde se puede apreciar la bra referida con discontinuidades. Comomas adelante se vera, los problemas debidos a los bordes irregulares y a las zonascurvadas se pueden evitar con la reconstruccion [127].
6.5. RESIDUO FONDOFIBRA CON RECONSTRUCCI ON 1836.5 Residuo Fondobra con reconstruccionEn esta seccion se presentan los resultados del residuo del operador fondobracon reconstruccion expuesto en la seccion 5.4.3. Recordemos que llamamos aquoperador fondobra con reconstruccion a la reconstruccion tomando como ima-gen de referencia la imagen original (mamografa) y como imagen marcador elresultado del operador fondobra sobre la imagen original. Al igual que en lassecciones anteriores, en la gura 6.25 aparecen las imagenes con los resultadossobre las mamografas z02c, z14c y z19c. Los pixels en negro corresponden a losetiquetados como microcalcicacion, utilizando como imagen de entrada al algo-ritmo el residuo del operador fondobra con reconstruccion. Las imagenes a, by c corresponden a la inicializacion, y las d, e y f al resultado tras 8 iteracionesdel algoritmo.Las diferencias entre el operador residuo del fondobra y residuo del fon-dobra con reconstruccion no son tan importantes como las existentes entre eloperador fondobra y el Top-Hat. Concretamente se puede apreciar que en lasguras 6.25d, e y f el numero de verdaderos y falsos positivos es el mismo quelas de la seccion correspondiente al residuo del fondobra. Para el conjunto delas imagenes de test los resultados mejoran al utilizar la reconstruccion. En lagura 6.25 se presentan los resultados para este operador en las tres imagenesque se vienen utilizando como ejemplo. Se puede observar que el numero defalsos positivos en la inicializacion es mas bajo, aunque en estos tres casos, elresultado nal es el mismo que el operador anterior. Mas adelante se muestranejemplos en los que s hay diferencias.A continuacion se discuten los falsos positivos del resultado en las imagenesz02c y z19c. En z02c el falso positivo esta formado por dos microcalcicaciones,una muy grande con una zona mas brillante en su interior, tal como ilustra lagura 6.26b (correspondiente a 50x50 pixels a partir de la coordenada (485,665));los pixels de esta zona interior son los que quedan etiquetados como microcal-cicacion, tal como cabe esperar, ya que el resto de los pixels, aun estandocontrastados con sus inmediaciones forman una region de tama~no mayor que elelemento estructurante y desaparecen en el residuo. La otra microcalcicacion sedebe a un unico pixel bastante contrastado, que no pertenece a ninguna region.Para que la reconstruccion ayudase a eliminar esta falsa microcalcicacion, elpixel debera pertenecer a una region parcialmente contenida en el marcador (ennuestro caso el fondobra), y que dicho pixel estuviera en el resto que no estacontenido en el marcador y que se quiere reconstruir. En este caso eso no sucedeporque la region esta formada por un unico pixel y nunca podra estar incluidaen el marcador porque el tama~no del elemento estructurante va a ser mayor deun pixel. No obstante, si este pixel aislado no estuviera cercano a una micro-calcicacion de muchos pixels, el algoritmo lo etiquetara como fondo; el falso
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vp = 2; fp = 12 vp = 2; fp = 18 vp = 2; fp = 12a) z02c inicializacion b) z14c inicializacion c) z19c inicializacion
vp = 2; fp = 1 vp = 2; fp = 0 vp = 2; fp = 1d) z02c resultado e) z14c resultado f) z19c resultadoFigura 6.25: Los pixels en negro corresponden a los etiquetados como microcal-cicacion para el operador Residuo fondobra con reconstruccion. Las guras a, b, c corresponden a la inicializacion y las guras d, e, f al resultado. Con lasensibilidad utilizada se alcanzan unos resultados para el conjunto de las treintaimagenes de: ratio de verdaderos positivos = 0.88, falsos positivos por imagen =1.13
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a) mamog. z02c
b) zona detalle c) fondobra con reconstruccion
d) residuo e) resultado ICMFigura 6.26: Detalle del fondobra con reconstruccion sobre z02c. a) mamografacompleta con la zona de interes marcada por el recuadro; b) ampliacion x12 dela zona marcada en a; c) fondobra con reconstruccion; d) residuo; e) resultadodel algoritmo ICM tras 8 iteracionespositivo esta entonces originado por la coincidencia de las dos causas: no poderser recuperado en el fondobra con reconstruccion y tener una microcalcicaciongrande en las proximidades.El falso positivo de la mamografa z19c que aparece en la gura 6.25 b (subi-magen de 50x50 pixels a partir de la coordenada (15,720)) es otro ejemplo de loque la reconstruccion no puede recuperar tomando como marcador el operadorfondobra con el tama~no utilizado. En el residuo aparecen pixels con niveles degris entre 8 y 16 sobre la region lineal que forma el falso positivo (gura 6.27d).Al ser una region con forma lineal cabe esperar que no aparezcan pixels en elresiduo con estos niveles tan altos. Aparecen porque la region es lineal con ni-veles de gris no constantes, y son estas irregularidades las que dan lugar a unresiduo distinto de cero, y como estos niveles de gris entran dentro del margende las microcalcicaciones y son varios pixels vecinos entre s el resultado es queson etiquetados como microcalcicacion.Para ilustrar lo que la reconstruccion puede hacer con el objetivo de que en elresultado nal haya un menor numero de falsos positivos, se dan a continuaciondos ejemplos. El primero es sobre el mismo caso de la gura 6.24 presentado enla seccion anterior dedicada al fondobra. En la gura 6.28 se ilustran ahora losresultados con la reconstruccion. Se reproducen en la la superior las guras pre-sentadas en la seccion anterior para facilitar la comparacion. Todas las imagenes
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a) mamog. z19c
b) zona detalle c) fondb. con reconst.
d) residuo e) resultado ICMFigura 6.27: Detalle del fondobra con reconstruccion sobre z19c. a) mamografacompleta con la zona de interes marcada por el recuadro; b) ampliacion x12 dela zona marcada en a ; c) fondobra con reconstruccion; d) residuo; e) resultadodel algoritmo ICM tras 8 iteracionesde grises estan ampliadas en contraste x3. En e se presenta el resultado del ope-rador fondobra con reconstruccion, y en f el residuo del mismo. Comparandoestas dos imagenes con las que tienen arriba se pueden apreciar ligeras diferenciasque resultan importantes. Observese en las imagenes e y b los pixels por ejemplo,correspondientes a los recuadrados por el recuadro de menor tama~no en f. En ela region clara en la que la bra se ensancha es de mayor nivel que en b , lo queda lugar a un residuo de menor nivel y consecuentemente menor probabilidadde que sea etiquetado como microcalcicacion, como as ocurre nalmente y sepuede observar en d.El segundo ejemplo se ilustra en la gura 6.29, donde en a se presenta la ma-mografa z11c completa con un recuadro marcando la zona de interes de 50x50pixels con origen en la coordenada (250,350); h presenta dicha zona ampliadaen tama~no x12 y aumentado su contraste x4; aunque en las guras precedentesse ha aumentado el contraste x3, aqu se hace una excepcion para ver mejorlos detalles ya que los niveles de gris en esta zona varan poco. Para ver lasdiferencias que la reconstruccion introduce las dos las superiores presentan lasecuencia de operaciones paralelemente sin reconstruccion y con reconstruccion.En las guras b en adelante, se ha acotado todava mas la zona de interes a 12x12pixels con el recuadro que aparece. El resultado del operador fondobra sobre laimagen original se presenta en 6.29b mientras que la version reconstruida apareceen e. Centrando la atencion en los pixels del recuadro, la diferencia sobre las
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a) original b) fondobra c) residuo fondobra
d) ICM sobre reconstruccion e) fondobra con rec. f) residuo fondobra con rec.Figura 6.28: Detalle del fondobra con reconstruccion sobre z18o. En a b y creproduccion de las guras 6.24b, c y d para facilitar la comparacion. d) resultadodel algoritmo ICM tras 8 iteraciones aplicado sobre el residuo con reconstruccion.e) fondobra con reconstruccion; f) residuo del fondobra con reconstruccion.
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a) mamog. z11c
b) fondobra () c) residuo fondb. d) ICM sobre c
e)  rec. f) res.  rec. g) ICM sobre f)
h) original i) diferencia c-fFigura 6.29: Detalle del fondobra con reconstruccion sobre z11c. a) mamografacompleta con la zona de interes marcada por el recuadro; h) ampliacion x12 entama~no y en contraste x4 de la zona marcada en a; b) fondobra de la zonamarcada; c) residuo fondobra; d) resultado del algoritmo ICM tras 8 iteracio-nes sobre el residuo del fondobra; e) fondobra con reconstruccion de la zonamarcada; f) residuo del fondobra con reconstruccion; g) resultado del algorit-mo ICM tras 8 iteraciones sobre el residuo del fondobra con reconstruccion; i)diferencia (multiplicada por 40) entre los residuos.
6.5. RESIDUO FONDOFIBRA CON RECONSTRUCCI ON 189imagenes impresas en papel es muy tenue, pero s se puede apreciar claramenteen los respectivos residuos (que se presentan con amplitud multiplicada por 10seguida de una inversion) que la version reconstruida tiene una menor amplitud.Se debe a que el operador fondobra da un nivel alto en algunos puntos de labra marcados por el recuadro, pero el elemento estructurante lineal no cabeen algunas partes de la zona donde esa bra se ensancha (interior de recuadro).Cuando se realiza la reconstruccion, los pixels donde s ha cabido el elementoestructurante se propagan a lo largo de toda la zona de ensanchamiento recons-truyendola, y al calcular el residuo esos niveles son mas bajos. En la gura 6.29daparece un positivo, que junto con otro que aparece en las proximidades, perofuera de la subimagen de 50x50 elegida forman un cluster falso positivo. Sinembargo el resultado del algoritmo ICM con el modelo de campo aleatorio deMarkov utilizado no genera ese positivo cuando se aplica sobre el residuo conreconstruccion (gura 6.29g).En esta misma gura 6.29 se puede ver otro ejemplo de la reconstruccion,aunque esta vez con reconstruccion o sin ella no se genera una microcalcicacionfalsa positiva. La zona a la que nos referimos aparece en la misma vertical delrecuadro marcado, en la parte inferior. En 6.29b se pueden apreciar dos zonaslineales formando un angulo recto. Observando los pixels correspondientes a esazona en la imagen original se puede observar una zona mas clara que el resto perode mayor numero de pixels. Observando lo que aparece en 6.29e se aprecia que lareconstruccion recupera mejor esa zona que solamente con el operador fondobra.Las diferencias se pueden observar mas ntidamente en 6.29i donde la resta delos residuos se ha multiplicado por 40 e invertido y en esa zona aparecen variospuntos oscuros.El conjunto de resultados sobre el grupo de las treinta imagenes de test paradistintas combinaciones del ratio de verdaderos positivos y los correspondientesfalsos positivos por imagen se presentan en la tabla 6.6; al igual que en las sec-ciones anteriores se ha variado el parametro ho para modicar la sensibilidadde deteccion. Los datos de la tabla 6.6 se representan gracamente en la gu-ra 6.30 (curva marcada con crculos), junto con resultados correspondientes a siel etiquetado se hace con el criterio de maxima verosimilitud (MLE) en el que nose tiene en cuenta la informacion que el modelo de campo aleatorio de Markovpuede aportar(curva marcada con cruces). Tambien aqu se aprecia una mejorasignicativa cuando se aplica el modelo markoviano.La diferencia introducida por la reconstruccion supone en promedio un au-mento en 4 puntos porcentuales en el ratio de verdaderos positivos. Tomando unpunto concreto, por ejemplo para un valor de 1.13 falsos positivos por imagen,sin reconstruccion se alcanza un ratio de 0.84, mientras que con reconstruccionpasa a ser de 0.88. Gracamente la comparacion se puede hacer en la gura 6.30,donde la curva a trazos corresponde al caso sin reconstruccion.
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ratio vp fp/img0.99 3.800.94 2.200.92 1.870.88 1.13
ratio vp fp/img0.80 0.630.65 0.430.57 0.20Tabla 6.6: Valores del ratio de verdaderos positivos y numero de falsos positivospara el residuo del fondobra con reconstruccion y el modelo de campo aleatoriode Markov sobre el conjunto de imagenes de test.





















Figura 6.30: Curva ROC de los resultados del residuo del fondobra con recons-truccion sin el modelo campo aleatorio de Markov (clasicacion como microcal-cicacion segun Maximum Likelihood Estimate) (+) y con el modelo de campoaleatorio de Markov (o). Se observa el importante aumento del ratio de verdade-ros positivos para los distintos valores de falsos positivos por imagen al utilizar elmodelo de campo aleatorio. Para poder comparar se reproduce la curva (puntos)de la gura 6.23 correspondiente al caso sin reconstruccion.
6.5. RESIDUO FONDOFIBRA CON RECONSTRUCCI ON 191Se dan en la tabla 6.7 los resultados individualizados para cada mamografacuando para el conjunto se tiene una sensibilidad que proporciona un ratio deverdaderos positivos de 0.88 con 1.13 falsos positivos por imagen; incluir mas ta-blas detalladas para las diferentes sensibilidades y para los diferentes operadoresmorfologicos resulta excesivo.Imagen N vp fpz01o 3 3 2z02c 2 2 1z02o 1 1 2z03o 1 1 0z04c 2 2 1z04o 2 2 1z05c 1 1 0z05o 2 2 0z06o 2 2 3z07c 1 1 0z08c 4 3 0z09c 1 1 2z09o 2 2 3z11c 1 1 3z12c 15 11 1
Imagen N vp fpz12o 13 10 2z13c 1 1 0z13o 1 1 2z14c 2 2 0z15c 1 1 2z15o 1 1 1z16c 1 1 0z16o 1 1 1z17c 9 8 3z17o 5 4 2z18c 2 2 0z18o 1 1 0z19c 2 2 1z19o 3 3 0z21o 1 1 1Total 84 74 34Tabla 6.7: Valores individuales del numero de verdaderos positivos y de falsospositivos para el residuo del fondobra con reconstruccion y el modelo de campoaleatorio de Markov sobre cada imagen del conjunto de imagenes de test, con lasensibilidad ajustada tal que el ratio de verdaderos positivos para el conjunto es0.88 y resultan 1.13 falsos positivos por imagen.Al analizar estos resultados es importante destacar que de los 10 clusterspositivos no detectados, es decir los falsos negativos, 7 estan en las imagenesz12c y z12o. La razon es que estas imagenes son atpicas respecto al resto delas imagenes de la base mamograca en cuanto al aspecto de las microcalcica-ciones y a que suponen por s mismas el 27% de los clusters. Tambien en [119]se realiza esta misma observacion y para que los resultados sean comparablescon otros trabajos en los que no se incluyen las imagenes z12c y z12o en la -gura 6.31 se puede comparar el impacto que tienen en los resultados sobre elconjunto de imagenes de test. En cifras, no incluir las imagenes 12 supone para0.6 fp/imagen un incremento de 13 puntos porcentuales en el ratio de verda-deros positivos y la diferencia disminuye hasta 3 puntos porcentuales para 1.8fp/imagen; logicamente la diferencia tiende a ser nula cuando se detectan todoslos clusters.
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Figura 6.31: Inuencia de las imagenes z12c y z12o. Curvas ROC del residuofondobra con reconstruccion y el modelo de campo aleatorio de Markov. (o)Conjunto de test; (+) Conjunto de test excluyendo z12c y z12o.A continuacion se presentan en la gura 6.32 varios ejemplos extrados delconjunto de imagenes de test que ilustran la causa de algunos falsos positivos, ascomo de algunos falsos negativos. En las imagenes de la primera la se presen-tan tres casos (subimagenes de 300x300 pixels, aumentadas en contraste por 3)donde el resultado que se obtiene con nuestro procedimiento marca un positivoincluso a sensibilidad baja, que resulta ser falso dado que los radiologos no hanmarcado dicha zona como positiva. La imagen resultado para cada uno de lostres casos aparece debajo de cada original. A la vista de las imagenes en nivelesde gris, en el interior de los recuadros marcados y en cada una de ellas se puedeapreciar con bastante nitidez la presencia de peque~nas regiones contrastadas quetienen el mismo aspecto que las microcalcicaciones, tanto en forma como ennivel de contraste. No corresponde a regiones tipo emulsion porque su contrasteno es lo sucientemente grande. El aspecto visual que tienen es perfectamenteasumible como microcalcicacion. Con los criterios que el algoritmo utiliza estasregiones son indistinguibles de las muchas microcalcicaciones que s han sidomarcadas como tales por los radiologos, de manera que es logico que el resultadoen esas regiones sean positivos individualmente en cada una de esas peque~nasregiones. Como en las imagenes presentadas en la primera la existen al menosdos microcalcicaciones distantes menos de 0.5 cm el algoritmo marca un cluster.El comentario que se puede hacer aqu es en primer lugar establecer que existe
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a) original z12o (525,1150) b) original z16o (10,550) c) original z17o (780,200)
d) resultado z12o e) resultado z16o f) resultado z17o
g) original z08c (500,900) h) original z17c (1110,250) i) original z17o (650,410)Figura 6.32: Detalle de falsos positivos y falsos negativos. La primera la corres-ponde a imagenes en niveles de gris de porciones de mamografas donde incluso aniveles bajos de sensibilidad aparecen falsos positivos. La segunda la ilustra losrespectivos resultados. En la tercera la se presentan porciones de mamografasdonde incluso a sensibilidades altas no se detectan los clusters marcados. Se pue-de apreciar que en los casos de la primera la, marcados por los radiologos comonegativos, se aprecian con mayor nitidez objetos tipo microcalcicacion, que enlos casos de la tercera la, marcados por los radiologos con una circunferenciacomo positivos.
194 CAPITULO 6. RESULTADOSuna duda razonable sobre la veracidad del diagnostico negativo. Si realmente eldiagnostico es negativo, cabe preguntarse si se puede llegar e el unicamente atraves de la imagen; maxime si se pretende llegar a diagnosticos positivos en loscasos que se presentan en la la inferior. En ella se presentan tres ejemplos declusters marcados como positivos por los radiologos a traves de las respectivascircunferencias y que el algoritmo detecta solo a muy altas sensibilidades. Lasimagenes resultado para estos casos no se presentan porque en los tres casos sonuna imagen en blanco. El aspecto que presenta la gura g es muy similar alque presenta la gura b . En g los radiologos han marcado un positivo indica-do a traves de la circunferencia, mientras que en b han indicado lo contrario.Logicamente a la vista de las imagenes difcilmente se puede llegar con un pro-cedimiento automatico a un diagnostico correcto en ambos casos. Lo mismo sepuede decir de c, las dos microcalcicaciones marcadas por el resultado de lagura f tienen aspecto mucho mas evidente de ser tales, que las existentes en go en h.Un grupo importante de falsos positivos se debe a zonas del tipo de las pre-sentadas en el parrafo anterior. Otro grupo importante se analiza a continuacion.Consiste en un grupo de clusters formados por dos o tres microcalcicaciones enlos que una de ellas es verdadera y tiene varios pixels o varias decenas de pixels yel resto no lo son y su tama~no es de uno o dos pixels. Retomando la denicion decluster hay un salto cualitativo importante en la decision de si existe un clustero no debido a que el criterio es si hay dos o mas microcalcicaciones, indepen-dientemente de las caractersticas de las microcalcicaciones que lo forman. Esigual de positivo un cluster formado por dos microcalcicaciones de decenas depixels que un cluster formado por dos microcalcicaciones de un pixel, con talde que las distancias que las separen sea menor de 0.5 cm. Sin embargo unaregion de un unico pixel que ha sido etiquetado como microcalcicacion, tienecierta probabilidad de no corresponder realmente a una microcalcicacion sino aruido. Si es un solo pixel con un cierto nivel en el residuo que no tiene proximaninguna microcalcicacion, muy probablemente el algoritmo acabe etiquetandolocomo fondo o como emulsion, tal como es deseable, debido al termino de vecin-dario ampliado; pero si tiene proxima una o varias microcalcicaciones grandeses probable que termine siendo etiquetado como microcalcicacion. Si son va-rias microcalcicaciones las que forman el cluster, no tiene mayor trascendenciaque un pixel forme una nueva microcalcicacion puesto que el criterio de clusterya se cumple independientemente de esta nueva microcalcicacion de un pixel;pero si solo es una microcalcicacion con varios pixels, que aparezca o no unanueva microcalcicacion proxima, tiene una trascendencia considerable porquesignica la creacion de un nuevo cluster. A la vista de los clusters marcados porlos radiologos, poqusimas microcalcicaciones son de un pixel; sin embargo shay regiones de un pixel contrastadas respecto a su entorno con un nivel similaral de las microcalcicaciones que no son microcalcicacion, ni responden a una
6.5. RESIDUO FONDOFIBRA CON RECONSTRUCCI ON 195emulsion y que por tanto podemos asumir como ruido en la region del fondo.Estadsticamente el numero de pixels de este tipo respecto al numero de pixelsque forman el fondo es muy peque~no, pero comparado con el numero de clusterses signicativo. As pues podemos plantearnos ltrar la imagen de entrada alalgoritmo basado en el campo aleatorio de Markov para eliminar aquellos valoresque en el residuo tengan un nivel que pueda resultar etiquetado como microcal-cicacion si el tama~no de dicha region es de un pixel. En la seccion siguientese discute la creacion de una transformacion basada en morfologa matematicapara este n.
196 CAPITULO 6. RESULTADOS6.6 Residuo Fondobra con apertura supercialEsta seccion trata de presentar un proceso ad-hoc para eliminar el ruido men-cionado al nal de la seccion anterior, con herramientas generales de morfologamatematica. Son varios los aspectos que hay que tener en cuenta y se expondrana continuacion. En primer lugar el aspecto mas importante es el tama~no. Se pre-tende eliminar en imagenes de niveles de gris los picos positivos de un pixel, paraello se puede utilizar la apertura clasica con un elemento estructurante mayor deun pixel. En una imagen con retcula cuadrada un elemento estructurante mayorde un pixel y que ademas sea isotropo tiene que ser como mnimo una cruz de 5pixels o un cuadrado que tiene 9, cantidades excesivamente grandes porque haycalcicaciones de menos de 5 o 9 pixels. Como lo que importa es el tama~no yno la forma, se puede hacer uso del operador apertura supercial expuesto en elcaptulo 4. La apertura supercial elimina los maximos regionales por debajode un cierto tama~no, como en este caso estamos interesados en que elimine losde tama~no un pixel, elimina lo que normalmente se entiende por un maximo,asignandole el valor del vecino mayor y convirtiendo lo que antes era un maximoen un maximo regional de al menos dos pixels, siendo la imagen resultado menoro igual a la de entrada (ver seccion 4.4.3).Al realizar la apertura supercial sobre el residuo del fondobra con recons-truccion y utilizar el resultado como observacion de entrada al algoritmo ICMcon el modelo de campo aleatorio de Markov que se viene utilizando en este tra-bajo, el resultado no mejora. Con la introduccion de la apertura supercial sepretende eliminar ruido que a la postre genera falsos positivos. La eliminaciones suave en el sentido de que se eliminan picos de un solo pixel pero aun as elrecorte que se produce sobre las microcalcicaciones peque~nas es suciente paraque no se detecten. Este recorte se produce porque aunque la microcalcicacionsea mayor de un pixel los niveles de gris de los pixels que la forman no son todosiguales y normalmente siempre hay alguno mayor que el resto, y ese pixel es elque sufre el recorte. Si la microcalcicacion es tenue y peque~na con la aperturasupercial puede perder sus pixels de mayor nivel y es probable que se deje dedetectar. Esta perdida de deteccion de verdaderos positivos es la causa de la nomejora de los resultados cuando se realiza todo el proceso haciendo uso de laapertura supercial. La mayor incidencia de verdaderos positivos que se dejan dedetectar ocurre sobre las imagenes z12c y z12o, que como se ha mencionado conanterioridad, contienen 28 clusters en los que el 35% de las microcalcicacionesson de uno o dos pixels. Ciertamente tambien se consiguen eliminar los falsospositivos generados por falsas microcalcicaciones de un pixel, pero al reducir-se los verdaderos positivos detectados, el resultado nal no mejora respecto autilizar como observacion el residuo del fondobra con reconstruccion. Hay queevitar el recorte de los maximos sobre las microcalcicaciones.
6.6. RESIDUO FONDOFIBRA CON APERTURA SUPERFICIAL 197Para corregir este problema realizamos la siguiente propuesta: restaurar losmaximos regionales de un pixel que elimina la apertura supercial en aquellasregiones que tras la misma conserven un nivel por encima de un determinadovalor. Con ello se pretende distinguir maximos estrechos sobre el fondo, demaximos estrechos sobre regiones que puedan ser microcalcicacion. De acuerdocon este proceso denimos la siguiente transformacion:T (f) = opensurf(f) + ff   opensurf(f)g  fopensurf(f) > tg (6.4)donde opensurf es la apertura supercial de tama~no 1, la operacion  es el pro-ducto, t es un umbral y f es la imagen obtenida con el residuo del fondobracon reconstruccion. La suma del segundo termino es equivalente a realizar unareconstruccion utilizando como marcador la imagen resultante de la operacionumbral, solo que implementada tal como esta denida tiene un coste computa-cional menor. Para referirnos a esta transformacion lo haremos con las siglasEPA (Elimina Picos Aislados).Respecto al umbral, es un factor que tiene una gran inuencia porque es quiendetermina sobre que zonas se va a restaurar, y en aras a no perder verdaderospositivos es conveniente una decision conservadora. Se ha situado en el 70%del valor por encima del cual se inicializa un pixel como microcalcicacion en laestimacion MLE de la seccion anterior.En la gura 6.33 se ilustra el efecto de esta transformacion sobre una zona quecrea un falso positivo y que tras la transformacion el falso positivo desaparece.En a se muestra la mamografa z04o completa con un recuadro indicando lazona de interes. En b se muestra la ampliacion x12 del recuadro marcado en acorrespondiente a una zona de 60x60 pixels a partir del pixel (480, 1475). Asu vez en b se marca un nuevo recuadro para acotar la zona donde apareceel pico que se pretende eliminar. En c se muestra como ese pico aparece enel residuo del fondobra con reconstruccion y en d el resultado nal en el quela microcalcicacion grande junto con el pixel que resulta ser etiquetado comomicrocalcicacion forman un cluster que es falso positivo. En d se muestra elresultado de aplicar la transformacion EPA sobre el residuo del fondobra conreconstruccion. Se puede observar facilmente que la imagen d es mucho maslimpia que la c debido a que todas las regiones formadas por un unico pixelsobre el fondo (nivel de gris cero, que en la imagen aparece como blanco) handesaparecido. Si se mira con detenimiento la imagen d se ve que a diferenciade c no hay maximos regionales formados por un unico pixel a excepcion de losexistentes en la microcalcicacion grande. El pixel que origina la creacion deun cluster no va a ser nunca etiquetado como microcalcicacion en el algoritmoiterativo porque su nivel de gris ha sido reducido a cero y sera etiquetado comofondo, tal y como se muestra en f.Para ilustrar como esta transformacion respeta los maximos sobre zonas que
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a) mamog. z04o
b) original
c) residuo d) EPA
e) ICM residuo f) ICM EPAFigura 6.33: Detalle de la eliminacion de picos aislados utilizando la aperturasupercial sobre z04o. a) mamografa completa con la zona de interes marcadapor el recuadro; b) ampliacion x12 de la zona marcada en a , donde a su vezse recuadra una peque~na zona; c) residuo del fondobra con reconstruccion; d)eliminacion de picos aislados de c; e) resultado del algoritmo tomando comoentrada c; f) resultado del algoritmo tomando como entrada d. En f se evita elcluster falso positivo porque no aparece la segunda microcalcicacion.
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a) mamog. z12c
b) original
c) residuo d) EPA
e) ICM residuo f) ICM EPAFigura 6.34: Detalle de la conservacion de picos superpuestos a regiones poten-cialmente microcalcicacion sobre la mamografa z12c. a) mamografa completacon la zona de interes marcada por el recuadro; b) ampliacion x12 de la zonamarcada en a; c) residuo del fondobra con reconstruccion; d) eliminacion de pi-cos aislados de c, se observa que muchos de los maximos regionales se conservansobre peque~nas regiones de un cierto nivel; e) resultado del algoritmo tomandocomo entrada c; f) resultado del algoritmo tomando como entrada d. En f seconsigue seguir detectando el verdadero positivo gracias a que se han restauradolos maximos.
200 CAPITULO 6. RESULTADOSno son fondo, y que por tanto podran ser microcalcicaciones verdaderas sepresenta la gura 6.34. Sigue la misma estructura que la gura 6.33 para facilitarla comparacion. En a se presenta la mamografa z12c completa con la zona deinteres recuadrada. En b se presenta la ampliacion x12 de dicha zona, en laque como se viene haciendo normalmente el contraste esta aumentado x3 parauna mejor visualizacion. La zona de interes es de 60x60 pixels a partir de lacoordenada (577, 236). Siguiendo el proceso de la seccion anterior se alcanza eletiquetado de la gura e, donde se observa que hay cinco microcalcicacionespeque~nas de las cuales una es de un pixel. En d se presenta el resultado de latransformacion EPA realizada sobre el residuo del fondobra con reconstruccion.En la imagen han desaparecido gran parte de los maximos regionales de un pixeldebido a la apertura supercial pero se puede observar que se conservan aquellosmaximos que estan sobre regiones de un cierto nivel y que a la postre son esospixels los que determinan que el etiquetado nal que les corresponde sea demicrocalcicacion.Para nalizar se presenta el conjunto de resultados sobre el grupo de las trein-ta imagenes de test para distintas combinaciones del ratio de verdaderos positivosy los correspondientes falsos positivos por imagen se presentan en la tabla 6.8;En la gura 6.35 se presentan estos resultados (curva marcada con crculos) juntocon los resultados previos del residuo del fondobra con reconstruccion (curva atrazos) y sin reconstruccion (curva de puntos), para poder comparar. La dife-rencia introducida por la eliminacion de los picos aislados se aprecia en la zonaalrededor de un falso positivo por imagen, pero no es signicativa en valores masbajos debido a que hay varios falsos positivos como los mostrados en la gu-ra 6.32a b y c que son debidos a regiones de varios pixels y de niveles similaresa los de las microcalcicaciones que no se ven afectados por la transformacionintroducida en esta seccion y no se pueden eliminar. Para comparar las cifras dela tabla 6.8, decir que en [58] Karssemeijer detalla para cada imagen los resulta-dos obtenidos en cada una de ellas, resultandole para las 30 utilizadas en nuestrotrabajo como subconjunto de test un ratio de verdaderos positivos detectadosdel 86.9% con 1.2 falsos positivos por imagen.ratio vp fp/img0.99 3.800.93 1.830.92 1.530.90 1.16
ratio vp fp/img0.87 0.800.77 0.500.63 0.36Tabla 6.8: Valores del ratio de verdaderos positivos y numero de falsos positivospara el residuo del fondobra con reconstruccion con eliminacion de picos aisladosy el modelo de campo aleatorio de Markov sobre el conjunto de imagenes de test.
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Figura 6.35: Curva ROC de los resultados del residuo del fondobra con recons-truccion con eliminacion de picos aislados y con el modelo campo aleatorio deMarkov (o). Para poder comparar se reproduce la curva (trazos) de la gura 6.30correspondiente al residuo del fondobra con reconstruccion y la gura 6.23 co-rrespondiente al residuo del fondobra sin reconstruccion (puntos).
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Captulo 7
Conclusiones y futuras lneas
7.1 ConclusionesLa presente tesis ha desarrollado un algoritmo para la deteccion de microcalci-caciones en mamografa. La propuesta ha consistido en acometer el problemadesde el punto de vista de la segmentacion de imagenes asignando a cada pixeluna etiqueta de entre las disponibles en un conjunto. Que etiquetas forman elconjunto ha sido la siguiente tarea a determinar. En la tesis se ha propuesto quesean tres: fondo, microcalcicacion y emulsion. Dado que el tejido que formala mama es diverso cabran dos planteamientos, dividir el fondo en varios tiposde regiones aumentando entonces el numero de etiquetas posibles, o, como seha hecho en esta tesis, preprocesar la imagen para transformar los niveles degris correspondientes a las variaciones en el fondo en otros niveles de gris masuniformes facilitando as la tarea siguiente de asignarles a todos ellos la mismaetiqueta fondo en el proceso de segmentacion. Se ha considerado necesaria laetiqueta emulsion para poder separar aquellas regiones con caractersticas massimilares a las microcalcicaciones que al fondo pero que no son microcalcica-ciones, tales como los defectos de la emulsion de la pelcula radiograca.Aunque el proceso consiste en segmentar una imagen, tambien es un procesode deteccion de manera que el resultado es una imagen binaria en la que algunospixels han sido asignados a la clase que se pretende detectar (microcalcicacion)y el resto no. Como lo que tiene importancia medica son las microcalcicacionesagrupadas (clusters) tras la segmentacion se realiza la identicacion de pixelsasignados a la clase microcalcicacion que son conexos en microcalcicacionespropiamente y a continuacion se identican los clusters existentes en la imagenresultante. Como es un problema de deteccion la conclusion de cada propuestase da en forma de curva probabilidad de deteccion en funcion de probabilidad203
204 CAPITULO 7. CONCLUSIONES Y FUTURAS LINEASde falsa alarma, que en nuestro caso se traduce en ratio de clusters verdaderospositivos detectados en funcion de clusters falsos positivos por imagen. Duranteel trabajo se ha considerado la posibilidad de, como han hecho otros autores,trabajar con ratio de falsos positivos en vez de falsos positivos por imagen, peronuestra conclusion es que es mas realista lo segundo porque para considerar ratiode falsos positivos hay que dividir numero de falsos positivos detectados, es decirlos falsos positivos producidos por el algoritmo, entre el numero de falsos positivosposibles. Evaluar el numero de falsos positivos posibles cuando se trabaja conporciones de la mamografa en vez de con la imagen entera y, el problema declasicar consiste en determinar si la porcion contiene cluster o no, es sencilloporque se conoce cuantas porciones contiene el conjunto de test y esa mismacantidad es el numero de falsos positivos posibles. Pero determinar el numero defalsos positivos posibles en un conjunto de imagenes no tiene demasiado sentido.De entre los diversos modelos para la imagen, se ha elegido el modelo de cam-po aleatorio de Markov porque permite introducir como factor para la decisionde la etiqueta a asignar a un pixel la informacion que puedan aportar los pixelsvecinos. Se han estudiado varios algoritmos de segmentacion para imagenes mo-delas con campos aleatorios de Markov y se ha propuesto una modicacion alalgoritmo Highest Condence First concluyendo nalmente con la eleccion delIterated Conditional Modes por sus mejores prestaciones.Para la fase previa a la segmentacion se han estudiado y propuesto varias al-ternativas basadas en morfologa matematica porque pensamos que esta tecnicanos ha facilitado la confeccion de operadores para poder transformar la diver-sidad del fondo de la mamografa en una region mas homogenea y con mejoresresultados en el etiquetado. El principal problema ha sido que el fondo tieneintercalado tejido broso con contraste similar al que presentan las microcalci-caciones. La morfologa matematica ha permitido, con la eleccion apropiadade los elementos estructurantes, reducir el numero de falsos positivos debidos ala bra en la deteccion de las microcalcicaciones. Al reducir este problema sepuede percibir el siguiente. El fondo, una vez transformado con los operadorespropuestos, tiene irregularidades de amplitud menor que en la mamografa ori-ginal pero que puede alcanzar ocasionalmente en algunos pocos pixels nivelessimilares al de las microcalcicaciones. En la mayor parte de las microcalcica-ciones la cantidad de pixels que las forman es mayor que las regiones contrastadasdebidas a las irregularidades del fondo y eligiendo los niveles de sensibilidad nomuy altos las irregularidades no aparecen en el resultado, pero otra parte de lasmicrocalcicaciones son tan peque~nas que estan formadas por dos o tres pixels ypara detectarlas es necesario aumentar la sensibilidad, aumentando entonces laimportancia de las irregularidades del fondo por la dicultad de distinguirlas delas microcalcicaciones mas peque~nas. El ultimo operador morfologico propuestoreduce la incidencia de este problema.
7.2. LINEAS FUTURAS 205Para la segmentacion con el modelo de campo aleatorio de Markov es ne-cesario disponer de las funciones densidad de probabilidad de cada clase, paraello se han tomado parte de las imagenes de la base de datos como grupo deentrenamiento para estimar dichas funciones. En nuestro caso debido a que losoperadores morfologicos son no lineales y a que la apertura es anti-extensiva, elhistograma para la clase fondo presenta una divergencia importante respecto a ladistribucion gaussiana que es la mas utilizada en otros trabajos. Se ha propuestouna funcion ad-hoc para aproximar dicho histograma. Sin embargo para la clasemicrocalcicacion y emulsion se ha seguido el modelo gaussiana con las modi-caciones oportunas debidas al truncamiento impuesto porque el nivel mnimo dela imagen es cero. Aun as la conclusion es que es necesario mejorar las funcionespara estas dos clases. Son varios los caminos que hay que seguir. Aumentaren lo posible el numero de muestras, sobre todo en lo que respecta a la claseemulsion que es la mas decitaria. Asimismo, actualmente el diagnostico medicoasociado a la base de mamografas son los crculos que encierran los clusters perono hay una indicacion por parte de los radiologos a nivel de que pixels son o nomicrocalcicacion y sera conveniente acometerla. Despues de todo ello habraque comprobar si el modelo gaussiano se ajusta sucientemente.En cuanto a los resultados se han dado en forma de gracas ROC pero paracomparar seleccionamos de cada graca el valor de deteccion para 1 falso positivopor imagen aproximadamente, que es la situacion mejor documentada para losotros trabajos realizados con la misma base de mamografas, especcamente [58]reporta detalladamente para cada mamografa el numero de verdaderos positi-vos y negativos resultando un ratio de verdaderos positivos detectados (RVP)de 83.8% con 1.05 fp/img. Los resultados con nuestras proposiciones han idoevolucionando desde un RVP de 84% con 1.13 fp/img para el operador fondo-bra sin reconstruccion, con reconstruccion RVP 88% ,1.13 fp/img, y nalmentecon el operador propuesto en la seccion 6.6 se llega a RVP 90%, 1.16 fp/img.La diferencia con [58] es peque~na pero a estos niveles de deteccion y con es-ta base de mamografas no hay trabajos que aporten detalladamente resultadoscon diferencias mayores por encima. S que los hay con resultados inferiores(RVP 55%, 0.7 FP/img) [119]. No obstante pienso que todos los algoritmos pre-sentados en los ultimos a~nos deben ser reevaluados con las bases de mamografasque van a ir apareciendo proximamente.7.2 Lneas futurasUna futura lnea es estudiar si la introduccion de mas clases en el algoritmode etiquetado mejora las prestaciones de la deteccion. El planteamiento quenosotros hemos seguido es construir operadores elaborados para que la diversidad
206 CAPITULO 7. CONCLUSIONES Y FUTURAS LINEASde tejidos del fondo de la mamografa quede reducida en la imagen de salida yasignar la misma etiqueta a todo ello. Pero quizas el planteamiento contrario seainteresante, es decir, intentar estructurar esa diversidad no como un fondo unicosino como distintos tipos de tejidos e intentar caracterizar cada uno de ellos eintroducirlo como una clase propia en el problema de clasicacion.Por otra parte, el proposito de la tesis ha sido la deteccion de las microcal-cicaciones como herramienta para advertir de la existencia de dicha anomalaen la mamografa y que un radiologo proceda al analisis de la misma. En losresultados no se ha contemplado la valoracion de la exactitud de la segmentacionde las microcalcicaciones a nivel de pixel. Una lnea futura una vez detectada lapresencia de la mismas es desarrollar procedimientos con el objetivo de extraerlascon la mayor exactitud posible. Esto es importante porque el siguiente paso ala deteccion sera ayudar en el diagnostico de benignidad malignidad y algunostrabajos realizados hasta el momento resaltan la necesidad de una correcta seg-mentacion de las mismas. Estos trabajos basan su clasicacion en caractersticascomo la forma y si la segmentacion no es adecuada como las microcalcicacionesson peque~nas un error en unos pocos pixels tiene una incidencia muy alta en lasprestaciones.Por supuesto que en mamografa quedan lneas abiertas en otros frentes dis-tintos a la deteccion de microcalcicaciones, como son la deteccion de masas,sean bien denidas, mal denidas, espiculadas, como la deteccion de distorsionesen la arquitectura de la mama, asimetras y otras, as como todo aquello quepueda ayudar al diagnostico de benignidad o malignidad en base a la imagenmamograca y poder evitar as tener que recurrir a la biopsia, que aunque nosupone necesariamente tener la enfermedad s es un trauma importante para lamujer.Una futura lnea de la que no hemos visto ningun trabajo en la literatura esla siguiente: en la practica medica es frecuente cuando se tiene que diagnosticarsi un caso es benigno o maligno y los indicios son dudosos recurrir a casos delpasado que hayan tenido indicios similares. El radiologo emprende entonces unabusqueda por su archivo de mamografas para encontrar aquellas parecidas yestudiar el resultado de la biopsia practicada. Interesa que el archivo sea extensopara encontrar varios casos parecidos y poder analizar comparativamente conprecision los distintos factores entre las mamografas seleccionadas para estable-cer el nuevo diagnostico. Si el archivo personal del radiologo no es extenso serainteresante centralizar una base de imagenes con sus diagnosticos asociados. Esen este contexto donde se abre una nueva lnea porque cuando la base es extensabuscar una a una las mamografas con microcalcicaciones parecidas es una tareatediosa, maxime cuando esas imagenes no estan fsicamente en el mismo sitio queel radiologo, por lo que sera interesante desarrollar un sistema automatico debusqueda de mamografas parecidas al caso que se quiere diagnosticar.
Anexo A
Base de datos de mamografascon microcalcicaciones
El conjunto de mamografas utilizado para entrenar y evaluar los algoritmos dela presente tesis se ha obtenido de la base de datos publica accesible a travesde ftp anonymous a la direccion gment.csee.usf.edu. Las imagenes han sidoconfeccionadas en el departamento de radiologa del Nijmegen University Hospi-tal, Netherlands, y presentado en [58] por Nico Karssemeijer. La base de datosconsta de cuarenta mamografas digitalizadas cuyas especicaciones se describena continuacion.A.1 EspecicacionesMamografa Kodak MIN-R/SO177Camara Eikonix 1412, CCDResolucion 2048x2048Numero de bits 12 bits1Sampling aperture 0.05 mm de diametroDistancia de muestreo 0.1 mmIluminacion Gordon plannar 1417Calibracion de camara Densidad 0.18 | maximo nivelLas imagenes incluyen correccion por iluminacion no homogenea de la fuen-te. El conjunto de mamografas corresponde a 21 pacientes con vistas craneo-caudales y oblicuas, todas ellas con al menos un cluster de microcalcicaciones1los 12 bits se convierten a 8 bits por el procedimiento expuesto mas adelante en este mismoAnexo. 207
208 ANEXO A. BASE DE DATOS DE MAMOGRAFIASmarcado por radiologos expertos. No se incluyen mamografas sin clusters demicrocalcicaciones porque el tejido normal de una mamografa con microcalci-caciones es similar al tejido normal de una mamografa sin microcalcicaciones,y la cantidad de tejido normal en el conjunto de imagenes de la base de datos essucientemente grande para que sirva como test de zonas sin microcalcicaciones.En las 40 imagenes hay un total de 105 clusters, en los que se incluyen diversostipos. Hay clusters formados por un numero de microcalcicaciones peque~no(de 2 a 5), con un numero grande, con microcalcicaciones muy contrastadas ypoco contrastadas, con tama~no individual de microcalcicacion desde 1 pixel avarias decenas de pixels. La base de datos pudiendo ser mas extensa es bastantesignicativa.
A.2 Area signicativa de las mamografasDado que las imagenes son de 2048x2048 y 12 bits, la cantidad de memoria ne-cesaria para almacenarla utilizando 2 bytes por pixel es de 8 Mbytes. Comomas adelante se expone, la base de datos va acompa~nada de una Look Up Tablepara transformar los 12 bits por pixel a 8 bits, lo que supone una cantidad dememoria por mamografa de 4 Mbytes. En promedio el area de la mamografaocupada por tejido mamario es del 29% [58], con una forma aproximada semi-circular o semielptica que permite determinar un area rectangular que incluyetotalmente la mama, y de menor tama~no que el area total de la mamografa. Asu vez este rectangulo menor, o subimagen, excluye las anotaciones que sobrela mamografa es habitual incluir durante el proceso de realizacion de la mismapara dejar constancia de si la mama radiograada es la derecha o izquierda, ascomo el tipo de vista (craneo-caudal, lateral, oblicua), y que durante el analisisautomatico pueden causar falsas interpretaciones. Por ambos motivos, previo alanalisis automatico, se preprocesa la mamografa de 2048x2048 con objeto deobtener una subimagen rectangular de menor tama~no. El proceso se basa en quela mayor parte de la mamografa es fondo y este tiene un nivel muy proximo alnivel de negro, por lo que se aplica un umbral bajo. En nuestro caso calculamosel histograma, detectamos el pico, sumamos una peque~na cantidad (5) y este esel umbral. A continuacion binarizamos poniendo a 0 lo que es menor o igual queel umbral y ponemos a 255 el resto.Dentro de la mamografa la mama tiene un borde curvado, correspondienteal exterior del cuerpo, y otro rectilneo correspondiente a la zona de union dela mama y el torax. Durante la digitalizacion, este ultimo borde da lugar a ungradiente alto debido a que limita con el fondo negro de la mamografa. Ademas,si durante la digitalizacion el soporte plastico no esta perfectamente unido al
A.3. ECUALIZACI ON DEL RUIDO 209cristal del equipo de iluminacion se producen difracciones que dan lugar a nivelesde gris inapropiados. Es por ello que, en el borde rectilneo la binarizacion conel umbral del parrafo anterior no funciona correctamente y para binarizar masadecuadamente realizamos el siguiente proceso:1. Se calcula el valor absoluto del gradiente horizontal a lo largo de cada la.2. Se realiza la proyeccion en vertical del gradiente horizontal, obteniendoseuna matriz la.3. Se busca el maximo de esta matriz la. El ndice del elemento que contieneel maximo es la coordenada horizontal donde esta el borde vertical. Si estacoordenada horizontal es menor que la mitad del ancho de la imagen, elborde esta a la izquierda, si es mayor el borde esta a la derecha.4. Si el borde esta a la izquierda se pone a cero la franja vertical desde lacoordenada cero hasta la coordenada del borde. Si esta a la derecha, sepone a cero desde la coordenada del borde hasta el ancho de la imagen.Una vez completadas las dos fases anteriores de eliminan todas aquellas com-ponentes conexas de la imagen que son menores que la de mayor tama~no. Elalgoritmo de componentes conexas implementado es una variante con vecindada 8 del expuesto en [5].La subimagen rectangular delimitada por la esquina superior izquierda(exmin; eymin) y la esquina inferior derecha (exmax; eymax) es la mnima quecontiene la componente conexa de mayor tama~no. As pues, para el presente tra-bajo las imagenes utilizadas son las subimagenes de cada mamografa de la basede datos. La tabla A.1 muestra las coordenadas de la esquina superior izquierda(coordenada inicial) del pixel de la mamografa completa correspondiente a lacoordenada (0; 0) de la subimagen y en la segunda columna, el tama~no en pixelsde cada subimagen. Los nombres de las imagenes de 2048x2048 de la base dedatos comienzan por la letra 'c', seguida de un numero de dos cifras y a conti-nuacion la letra 'c', si la vista es craneo-caudal, la letra 'o' si la vista es oblicua,o la letra 'e' si la mamografa es de una exploracion anterior. Los nombres de lassubimagenes rectangulares que contienen la mama seran los mismos sustituyendola 'c' inicial por la letra 'z'.A.3 Ecualizacion del ruidoLas imagenes de la base de datos estan acompa~nadas cada una de una Look UpTable para pasar de 12 bits/pixel a 8 bits/pixel. Esta transformacion tiene como
210 ANEXO A. BASE DE DATOS DE MAMOGRAFIASImagen Coord. inic. Tama~noc01c (869; 168) 771 1742c01o (846; 0) 876 1920c02c (180; 323) 586 1432c02o (191; 0) 668 1861c03c (566; 0) 1169 2048c03o (765; 0) 1031 1938c04c (200; 288) 956 1604c04o (182; 0) 1021 1996c05c (875; 116) 811 1890c05o (822; 0) 871 2006c06c (1175; 0) 569 1667c06o (1098; 0) 671 1911c07c (178; 0) 1306 1968c07o (178; 0) 1346 2028c08c (167; 186) 963 1618c08o (175; 0) 916 1807c09c (176; 274) 900 1470c09o (167; 0) 855 1843c10c (172; 0) 813 1914c11c (194; 0) 1112 1856
Imagen Coord. inic. Tama~noc11o (184; 0) 1189 1745c12c (811; 0) 863 1751c12o (833; 0) 825 2031c13c (1154; 27) 554 1629c13o (1068; 0) 678 1752c14c (842; 173) 805 1437c14o (818; 0) 870 1664c15c (193; 0) 1155 1878c15o (173; 0) 1149 1904c16c (187; 166) 732 1581c16o (179; 0) 820 1759c17c (277; 0) 1422 2048c17o (369; 0) 1325 1964c18c (171; 136) 619 1672c18e (188; 0) 903 2048c18o (238; 0) 762 2048c19c (183; 119) 582 1459c18o (194; 0) 574 1801c20c (574; 0) 1108 1914c21o (561; 0) 1163 2048Tabla A.1: Relacion entre las imagenes de las mamografas completas y laimagenes que contienen solo la zona de la mamaobjetivo realizar una ecualizacion del ruido adaptativa para cada mamografa enfuncion del nivel de gris, a la vez que reducir el numero de bits por pixel [59, 58].El analisis automatico de imagenes reales debe considerar un modelo de ruido.En el caso de las imagenes procedentes de la digitalizacion de radiografas, el ruidodepende del nivel de gris mismo. Si esta dependencia no se tiene en cuenta, elajuste de la sensibilidad de los algoritmos de deteccion sera incorrecto porque unmismo valor de una caracterstica extrada de la imagen tendra una signicaciondistinta si procede de zonas con distinto nivel de gris. Para resolver este problemahay dos alternativas:1. establecer una sensibilidad en el espacio de las caractersticas en funcionde la media (u otro parametro estadstico) del nivel de gris en el espaciode la imagen.2. reescalar la imagen para que el nivel de ruido sea constante a lo largode los niveles de gris del margen dinamico. Karssemeijer llama a estatransformacion `iso-precision scale' [59]
A.3. ECUALIZACI ON DEL RUIDO 211Este reescalado solo es util si se va a utilizar una sola caracterstica extradade la imagen, o si hay mas de una, todas ellas tienen una dependencia del ruido enfuncion del nivel de gris similar. Como para detectar las microcalcicaciones losprocesos se basan en las caractersticas locales, el ruido que importa es el ruidode alta frecuencia, por tanto el reescalado se basa en la desviacion estandar delvalor de los pixels en la imagen ltrada paso alto. La imagen ltrada paso altose llama aqu contraste local.A.3.1 Estimacion del ruido de la imagenDado que se pretende determinar el ruido en funcion del nivel de gris, la formadirecta de hacerlo es tomando un conjunto de muestras uniformes con diferentesniveles de exposicion. El proceso seguido para la base de datos aqu utilizada,estima el ruido a partir de la propias mamografas basandose en dos hechos:1. que en cada imagen hay pixels que cubren todo el margen de niveles degris de interes, y2. que su estructura es tal que el numero de pixels en regiones homogeneas esmucho mayor que el numero de pixels en los bordes de los diferentes tejidomamarios.Sea y(i; j) el valor del pixel en la posicion (i; j) de la imagen, se dene elcontraste local ci;j como:c(i; j) = y(i; j)  1N Xm;n2(i;j) y(m;n)con (i; j) el vecindario del pixel (i; j) y N el numero de pixels que pertenecena dicho vecindario. Normalmente este vecindario es una ventana cuadrada detama~no pN pN .Para mejorar la estimacion de la estadstica del ruido, el margen de niveles degris posibles se divide en K bins con k = 1; 2; : : : ; K, donde el numero de nivelesde gris de cada bin crece exponencialmente y poder obtener as una distribucionmas uniforme de la cantidad de pixels incluidos en cada bin. Escaneando lasimagenes se calculan los histogramas de c para cada bin k, y normalizandolos seobtienen las funciones densidad de probabilidad f(c=k), resultando tener formagaussiana. Asumiendo esta gaussianidad la estimacion ŝc(k) de la desviacionestandar sc(k) se calcula a traves de:ŝ2c(k) = r(T ) Z cmaxcmin c2f̂(c=k) dc
212 ANEXO A. BASE DE DATOS DE MAMOGRAFIASdonde cmin y cmax son los valores de truncacion de la densidad estimada f̂(c=k)en el primer valor de c en el que la densidad es inferior a un umbral T , comenzandodesde c = 0. Este umbral permite excluir los pixels de los bordes que son losque tienen contraste alto y no deben ser incluidos porque el elevado contraste sedebe a su ubicacion en un borde y no al ruido de alta frecuencia.El factor r(T ) corrige que, debido a la truncacion, la integral de la funciondensidad de probabilidad no sea igual a la unidad.Una vez obtenido ŝc(k) para un conjunto de bins k se obtiene por interpolacionla funcion continua sc(y).A.3.2 Calculo de la TransformacionEl proceso que se pretende realizar es similar al proceso de calculo de la trans-formacion en una ecualizacion de histograma de una imagen.Para que la desviacion estandar en cada nivel de gris de la imagen transfor-mada sea constante, hay que multiplicar por el inverso de la desviacion estandaren cada nivel de gris de la imagen de entrada. Como el factor de multiplica-cion en la transformacion L(y) es la derivada, dicha transformacion se obtieneresolviendo numericamente dL(y)dy = Sr  s 1c (y)donde Sr representa el nivel de ruido de la imagen transformada, y su valorpermite ajustar el valor maximo de la nueva escala. Se ha elegido 255 para quelas imagenes sean de ocho bits por pixel.La gura A.1 muestra la transformacion media de las calculadas para el con-junto de las cuarenta mamografas. Se han calculado tomando para el contrastelocal una ventana cuadrada de tama~no 9 pixels de lado y valor de umbral T = 0:05para la truncacion en la estimacion de ŝc(k).A.4 Diagnostico medico de cada mamografaLa base de datos de imagenes esta acompa~nada por un chero ascii para cadamamografa en el que se plasma el diagnostico medico en el que se indican la zonao zonas en las que los radiologos expertos han dictaminado que existen clusters













Figura A.1: Media de la transformacion L(y) calculada para cada una de lascuarenta mamografasde microcalcicaciones consistente en circunferencias que encierran cada uno deellos. El formato del chero ascii consiste en un encabezamiento con un numero nindicando la cantidad de clusters que contiene la mamografa seguido de n lneascada una con tres numeros, los dos primeros son las coordenadas x; y del centrode la circunferencia y el tercero el radio. Todas las cifras son en pixels. Durante lapresentacion de los resultados, en las imagenes que ilustran los clusters detectadospor los procesos propuestos se superponen las circunferencias correspondientesal diagnostico medico, tal como ilustra la gura siguiente (g. A.2).
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Figura A.2: Ejemplo de como se ilustra sobre las imagenes el diagnostico medico.
Anexo B
Ejemplos de Mamografas
Las siguientes paginas de este Anexo muestran las imagenes z02c, z14c y z19c,utilizadas como ejemplos ilustrativos en la mayor parte de las secciones delcaptulo de resultados, a pagina completa y en papel fotograco para poderapreciar mejor los detalles. En las fotografas se muestra solo el area de la mamay no la mamografa completa para aprovechar mejor el espacio y ofrecer masdetalle. Para ilustrar la situacion de cada imagen dentro la mamografa com-pleta se muestra a continuacion la gura B.1, impresa en papel normal, con latres mamografas completas reducidas en tama~no y con un recuadro en cada unaindicando la zona de interes.
a) c02c b) c14c c) c19cFigura B.1: Figura que muestra las mamografas completas con un recuadro ensu interior indicando el area de interes seleccionada correspondiente a la mama.
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Figura B.2: Mamografa c02c.
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Figura B.3: Mamografa c14c.
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Figura B.4: Mamografa c19c.
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