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ÖZET 
Konuşma insanlar arası haberleşmenin en doğal biçimi olması nedeniyle insan-
makine etkileşiminde de kullanılmak için gayet çekici bir yöntem olagelmiş ve bu 
konuda pek çok çalışma yapılmıştır. Konuşma tanımayı cazip kılan etmenlerin 
başında bu sistemleri kullanmak için özel bir eğitime gerek olmaması, insanların 
yazdıklarından yaklaşık beş kat daha hızlı konuşabilmesi ve konuşma sırasında el ve 
gözlerin başka işler için serbest olması sayılabilir. 
Bu çalışmada, komut kontrol uygulamalarında kullanılmak üzere gömülü bir 
konuşma tanıma sistemi tasarlanmıştır. Tez kapsamında yapılan çalışmalar yazılım 
ve donanım tasarım aşamaları olmak üzere iki ana başlık altında toplanabilir. 
Donamım tasarımında 32 bitlik genel amaçlı bir mikro denetleyici ve gerekli çevre 
elemanları kullanılarak sayısal bir sistem tasarlanmıştır. Yazılım tasarımı kısmında 
öncelikle bilgisayar üzerinde doğrusal öngörücü kodlama (LPC) tabanlı konuşma 
analizi ve vektör kuantalama (VQ), dinamik zaman normalizasyonu, yapay sinir ağı 
ve saklı Markov modellerine (HMM) dayanan konuşma tanıma algoritmaları 
algoritmaları gerçeklenmiştir. Daha sonra LPC işaret işleme, VQ ve HMM 
sınıflandırıcıları sabit nokta aritmetiği kullanılarak gömülü sisteme uyarlanmıştır. 
Sistemin test edilmesi için kırk kişinin sesi kaydedilerek elli dört kelimeden oluşan 
bir test veri kümesi oluşturulmuş, bu veri kümesi üzerinde yapılan test benzetiminde 
VQ sınıflandırıcısı ile ortalama %98, HMM sınıflandırıcısı ile de ortalama %96 
tanıma oranı elde edilmiştir. Tasarlanan sistem İngilizce bir veri kümesi üzerinde de 
test edilerek sistemin dilden bağımsızlığı gösterilmiştir. 
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SUMMARY 
Speech is the most natural way of communication between humans. Therefore 
automatic speech recognition has been studied for a long time to design natural 
human-machine interfacing systems. Speech has many advantages over other means 
of communication. People can speak roughly five times faster than they can type. 
During speech hands and eyes are free for other tasks. Most importantly, no practice 
is needed for using speech recognition interfaces so every common person can use it 
in machine interaction. 
In this thesis, an embedded automatic speech recognition system, that was going to 
be used in command and control applications, is designed. The design process 
consists of two phases: hardware and software design. In the hardware design a 
digital system is designed by using a 32 bit general propose microcontroller. In the 
software design, firstly linear predictive coding (LPC) based speech analysis, vector 
quantization (VQ), dynamic time warping, artificial neural networks and hidden 
Markov model based speech recognition algorithms are implemented. Then LPC 
signal analysis, VQ and HMM speech classifiers are adapted on the embedded 
system by using fixed point arithmetic. 
A test data set of fifty four Turkish words is developed by recording forty peoples 
voice. Using this data set, the VQ classifier obtained about 98% and HMM classifier 
obtained about 96% average recognition rates in simulations. The system is also 
tested with an English data set to show that the system is language independent. 
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1. INTRODUCTION 
1.1 Motivation 
1.1.1 Speech recognition 
Speech is the most natural way of communication between humans. Therefore 
automatic speech recognition has been studied for a long time to design natural 
human-machine interfacing systems [1, 2]. Speech has many advantages over other 
means of communication. People can speak roughly five times faster than they can 
type. During speech hands and eyes are free for other tasks. Most importantly, no 
practice is needed for using speech recognition interfaces so every common person 
can use it in machine interaction [3]. 
Speech recognition is mainly defined by two systems. The first one is dictation 
systems which can automatically transcribe dictated texts. These are large vocabulary 
continuous recognition systems which rely on grammar and semantic rules of the 
language. The second type of systems is command recognitions systems which are 
used in control and dialog based applications. In these systems a dialog is used to 
guide the interaction between human and machine. Isolated word recognition 
methods are used to detect which keyword is said in a limited vocabulary [1].  
1.1.2 Embedded design 
Embedded speech recognition has become a hot topic in recent years in the field of 
consumer electronics. Speaker dependent small vocabulary name dialing and speaker 
independent command controlling have been applied on hand held devices and toys 
[4]. 
Although successful speech interfaces exists for years, applying these systems on the 
constrained recourses of embedded systems such as memory and processing 
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capabilities presents new problems [4, 5]. There are mainly three alternatives to 
implement ASR on an embedded system. First one is to use application specific 
integrated circuit (ASIC) which offers high integration, less power consumption and 
lowest price if produced in high quantities. Another solution is to use digital signal 
processors (DSP). DSP offer high processing capabilities to ensure real time 
constraints with the cost of high prices. Final way is to use a general propose 
microprocessor with required peripherals. Novel microcontrollers offer on chip 
peripherals such as ADC, DAC and memory to provide high integration for low 
prices. Furthermore microprocessor based ASR solutions provide more flexibility in 
terms of algorithm modification [5]. 
1.2 Objectives and Contributions 
The main objective of this thesis was to develop an embedded automatic speech 
recognition system that was going to be used in command and control applications.  
In this work, an isolated word recognition system is implemented on a 32 bit general 
propose RISC microcontroller. The details of the work are as follows: 
- Required signal analysis and pattern classification algorithms are 
implemented on PC using C++. Linear Predictive (LP) analysis is 
implemented which allows using LPC Cepstrum parameters as feature 
vectors. Vector quantization (VQ), Artificial Neural Networks (ANN), 
Dynamic Time Warping (DTW) and Hidden Markov Models (HMM) were 
implemented as speech recognizers. 
- An embedded recognition system was designed using a 32 bit ARM core 
RISC microcontroller. The hardware consists of two parts. A started 
development kit which contains MCU, memory and the other necessary 
system components was used. A codec board which performs analog audio 
processing and digital to analog and analog to digital conversation is 
designed. 
- Required parts of the code were rewritten to fit embedded system using C. 
These were LPC signal analysis, VQ and HMM speech classification. 
Because of the computational restrictions of our fixed point RISC 
microcontroller, floating point algorithms are converted to fixed point 
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versions. Furthermore code optimizations that are needed to execute digital 
signal processing algorithms on RISC MCUs are performed. Adaptive 
differential pulse code modulation (ADPCM) was implemented as a speech 
compression technique for voice prompting. 
- Speech samples of forty people are recorded to test system performance. 
1.3 Thesis Organization 
In chapter 2, a brief description of speech generation is given. Linear predictive 
analysis is described in the signal analysis section. Chapter 3 introduces the 
background of speech recognition systems. In the subsections, Vector quantization, 
Artificial Neural Network, Dynamic Time Warping and Hidden Markov Models are 
described as speech classifiers. In chapter 4, embedded system design issues are 
criticized. In the hardware section, analog processing of speech signals and analog to 
digital conversation fundamentals are given. The background for fixed point 
implementation and code optimization for RISC microcontrollers are explained in 
software subsection. In chapter 5, simulation details and test results are presented. 
Chapter 6 concludes this work. 
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2. Speech Generation and Analysis 
2.1. Speech Signals 
2.1.1 Speech Communication Model 
Speech is the most natural way of human communication. Before introducing 
artificial understanding of speech, a brief summary of speech production will be 
given in this chapter. 
Speech communication is illustrated in the Figure 2.1 [1]. The speech production 
process starts when the talker formulates a message that is wanted to be transmitted 
to listener. The message is then converted to language code which is consisted of 
words. Finally the human vocal organs are excited by the neural system to produce 
acoustic speech signal. In the listener side, speech understanding starts with sound 
perception in the ear. The acoustic signal is transduced to electrical signals and 
processed to obtain features. Then language code is obtained and finally the message 
comprehension is achieved. 
2.1.2 Speech Generation System 
The neural processing of speech signal in human brain is not well understood. One 
approach to speech signal processing is to model speech production system and 
applying the inverse model for speech perception [2]. The Figure 2.2 shows the 
schematic view of human vocal mechanism and the Figure 2.3 represents simplified 
representation of speech signal generation. 
Speech signal generation starts with the expellition of air from the lungs. The air 
flow thought trachea causes the tensed vocal cords within the larynx to vibrate. The 
other organs vocal tract, tongue, lips, jaws and possibly nasal cavity is used to 
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generate different sounds. The velum controls the air flow through nasal cavity when 
a nasal sound is needed to be generated.  
 
Figure 2.1: Schematic diagram of speech generation [1]. 
 
Figure 2.2: Human vocal mechanism [1]. 
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Figure 2.3: Simplified schematic representation of speech signal generation [2]. 
2.1.3 Speech Signal Models 
A general discrete model of speech production is shown in the figure. This system is 
only analogous to true system at its output, so it is called terminal analogous system. 
The system is modeled based on its output. The model offers reasonably good quality 
at speech coding applications. A general time speech processing model is shown in 
the Figure 2.4. The system is driven by an excitation sequence as follows: 


 −
=
∑∞
−∞=
caseunvoiced
noiseeduncorrelat
ianceunitymeanzero
casevoicedqPn
ne q
_
_
var_,_
_)(
)(
δ
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 sound 
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Figure 2.4: A general discrete time speech production model [2]. 
2.2 Speech Analysis 
The aim of speech analysis is to extract the so called speech features that we will use 
in pattern classification task. Speech signal is a product of dynamic process, so that 
the use of short time signal processing techniques are essential. Additionally using 
short term techniques has an other reason, that out processing sources can only hold 
and process finite amount of data at a time. There are two widely used approaches to 
signal analysis: filter bank and linear predictive coding (LPC) analysis. LPC is used 
in the thesis so only it will be described in this chapter. 
Speech signal processing system consists of preemphasis, framing, windowing and 
feature extraction modules. Block diagram of such a system is shown in figure 2.5. 
 
Impulse train 
generator 
Glottal pulse 
model G(z) 
Random noise 
generator 
Vocal tract 
model H(z) 
Radiation 
model R(z) 
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Gain for noise source 
Gain for voice source 
Voiced/unvoiced 
switch 
Vocal tract 
parameters 
Speech 
s(n) 
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Figure 2.5: Speech Signal Processing Block Diagram 
2.2.1 Preemphasis 
Speech signal is preemphasised to spectrally flatten. Generally a first order FIR filter 
(Eq. 2.2) is used for this propose.  
11)( −−= azzH  0.9 <= a <= 1      (2.2) 
The output of the filter is given with the difference equation (Eq. 2.3). 
spe(n) = s(n) – as(n-1)        (2.3) 
a is mostly chosen as 0.95( 15/16=0.9375 in fixed point implementations). Effect of 
preemphasis is shown in the Figure 2.6. 
Autocorrelation 
Analysis 
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Analysis 
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E
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Preemphasis Framing Windowing 
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(a)     (b) 
Figure 2.6: Preemphasis (a) Original signal (b) Isolated and preemphasised signal 
2.2.2 Frame Blocking and Windowing 
Since speech signal is time variant, it is split into frames that it is assumed to be 
stationery before processing. 20 ms frames are adequate when human speech 
production rate is taken into account. Frames are overlapped to keep the smoothness 
of the spectral estimates of the adjacent frames. For instance there are 160 samples in 
a 20 ms frame when speech is sampled with 8 kHz sampling rate. 80 samples are 
overlapped in the adjacent frames. A framing example can be seen in Figure 2.7. 
Windowing is used to avoid discontinuities at the ends of the frames. Hamming 
window is generally used in windowing. Hamming window is given in Eq. 2.3 
(Figure 2.8). 



−−= 1
2cos46.054.0)(
N
nnw π   n=0,…N-1    (2.3) 
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Figure 2.7 : %50 overlapping frames. 
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Figure 2.8: Hamming window for N = 160 
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2.2.3 Feature Extraction 
Speech is represented with feature vectors rather than frames themselves in speech 
recognition systems. It is efficient both for storage requirements and computational 
complexity in classification. For instance a frame consists of 160 samples is reduced 
to 8 LPC coefficients after feature extraction. Mostly used features are energy, zero 
crossing ratio, linear predictive coefficients, Cepstrum coefficients and time 
derivatives of these features. 
2.2.3.1 Linear Predictive Coding (LPC) 
The general discrete time model (Figure 2.4) characterizes a stationary frame of 
speech by pole-zero model. The model used to be estimated in LP analysis is an all 
pole system (Figure 2.9) which is a simplified version of the general discrete time 
model. Assumption behind the LPC model is that the sample s(n) can be 
approximated with the linear combination of past p speech samples. The transfer 
function of the system is as follows: 
∑
=
−−
== p
i
i
i za
zA
zH
1
1
1
)(
1)(        (2.4) 
where p is the system order and ai‘s are system parameters. 
 
Figure 2.9: Model that estimated with LP analysis [2]. 
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LPC coefficients can be obtained by covariance or autocorrelation methods. In 
autocorrelation method, (p+1)th order autocorrelation is calculated to obtain (p)th 
order LPC. Autocorrelation is given in Eq. 2.5. 
∑−−
=
+=
mN
n
mxnxmr
1
0
))(()(  m=0,1,.......,p     (2.5) 
LPC are derived from auto correlation coefficients by Levinson-Durbin recursion 
(Eq. 2.6-2.10). 
)0()0( rE =          (2.6) 
)1(
1
)1( )()(
−
=
−



 −−
=
∑
i
i
j
i
j
i E
jirir
k
α
  1 <= i <= p   (2.7) 
i
i
i k=)(α          (2.8) 
)1()1()( −
−
− −= i jiiijij k ααα     j = 1,2,....,i-1   (2.9) 
)1(2)( )1( −−= iii EkE         (2.10) 
2.2.3.2 LPC Cepstrum 
Cepstrum is the Fourier transformation of logarithmic magnitude spectrum that is 
widely used in speech recognition. It is possible obtain cepstral parameters which are 
called LPC cepstrum by manipulating LPC parameters. These parameters are shown 
to outperform LPC parameters in speech recognition systems. 
LPC to LPC Cepstrum conversation is achieved by iterating the Eq. 2.11-2.13. 
2
0 lnσ=c          (2.11) 
∑−
=
−

+=
1
1
m
k
kmkmm acm
kac    1 <= m <= p   (2.12) 
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−=
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1
    m > p    (2.13) 
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2.2.3.3 Energy  
Frame energy is an important feature that is generally used in speech detection. 
Energy can be obtained as an side benefit of autocorrelation analysis (Eq. 2.4) where 
time shift is zero (m=0). 
2.2.3.4 Delta Parameters 
Delta parameters are the temporal derivatives of energy, LPC and LPC Cepstrum. 
The feature we have dialed up to now were describing the local properties of a 
speech frame. Delta parameters present the change of features in time. The delta 
parameters of LPC Cepstrum coefficients are obtained with Eq. 2.14. 
∑
−=
+=∆=∂
∂ K
Kk
mm
m ktkctc
t
tc
)()(
)( µ       (2.14) 
where K determined the number of frames where the computation takes place and µ 
is normalization factor (generally 2K+1). 
2.2.3.5 Other Parameters 
Zero crossing rates, second order derivatives of energy and Cepstrum(acceleration 
parameters) are other speech features [1]. 
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3. REVIEW OF SPEECH RECOGNIZERS 
In this chapter, four speech recognition techniques that had been used in the thesis 
are reviewed. Firstly, vector quantization is presented as the simplest approach. Then 
a widely used sequential pattern comparison technique, dynamic time warping 
(DTW) is discussed. Thirdly, a rarely used neural network approach to speech 
recognition is presented because of the writers personal interests in a type of 
recurrent neural network, the Elman Network. Finally, hidden Markov models are 
reviewed as the state of the art in speech recognition. 
Whatever the type of the recognizer used, isolated word recognition systems are 
generally in modular structure as shown in Figure 3.1. There is a classifier for each 
utterance to be recognized. So, M classifiers are used to recognize M utterances. It is 
called modular since when a new utterance is added to vocabulary or an existing one 
is removed it doesn’t effect the other classifiers. Decision logic is generally simple as 
choosing the minimum distortion or maximum likelihood. 
 
 
Figure 3.1: Speech recognition system in modular structure 
Classifier M 
Classifier 2 
Classifier 1 
Spectral Feature 
Vector Serie 
K={x(1),x(2),...x(n)} 
Decision 
Logic 
    . 
  . 
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Index 
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3.1 Classification with Vector Quantization 
Source coding is converting the output signal of an information source into a 
sequence of binary digits. These codes are transmitted over a communication system 
or stored on digital media and then used to reproduce the original signal with an 
acceptable distortion. Achieving the minimum possible distortion for a given bit rate 
is the goal of a source coder [1]. 
Vector quantization is a widely used source coding technique. It can be used to 
design a good classifier. The key idea behind the a source coding classifier is that if a 
source coder is optimally designed for an information source, then it will produce a 
low average distortion for signals generated by the information source than any other 
coder not designed for the source. 
In this section, the vector quantization fundamentals are presented, then pattern 
comparison without time alignment is discussed. 
3.1.1 Vector Quantization 
Vector quantization is defined with four elements: training set, distance measure, 
clustering algorithm and vector classification procedure.  
3.1.1.1 Training set 
The design objective of a vector quantizer is to find the best set of code words to 
achieve minimum expected distortion. To achieve a proper codebook design a large 
training set that spans the anticipated range should be used. 
3.1.1.2 Distance measure 
The spectral distance measure for comparing spectral vectors vi an vj is in the form 


>
====
otherwise
vvif
dvvd jiijji 0
_0
),( .      (3.1) 
Likelihood and Cepstral distance measures are generally used for LPC vector. But 
Euclid distance is used in the thesis for its computational simplicity. 
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3.1.1.3 Centroid calculation (clustering) algorithm 
Generalized Lloyds (k-Means) algorithm is a well known way of clustering. 
The algorithm for L training vectors to be clustered into M code words is formally 
implemented by the following recursive procedure: 
1. Design a 1-vector codebook; this is the centroid of the entire set of training 
vectors (hence, no iteration is required here). 
2. Double the size of the codebook by splitting each current codebook yn according 
to the rule 
)1( ε+=+ nn yy         (3.2a) 
)1( ε−=− nn yy         (3.2b) 
where n varies from 1 to the current size of the codebook, and ε is a splitting 
parameter (we choose ε =0.01). 
3. Nearest-Neighbor Search: for each training vector, find the codeword in the 
current codebook that is closest (in terms of similarity measurement), and assign 
that vector to the corresponding cell (associated with the closest codeword). 
4. Centroid Update: update the codeword in each cell using the centroid of the 
training vectors assigned to that cell. 
5. Iteration 1: repeat steps 3 and 4 until the average distance falls below a preset 
threshold 
6. Iteration 2: repeat steps 2, 3 and 4 until a codebook size of M is designed. 
The algorithm described above is known as binary split algorithm. Stages 3, 4 and 5 
are steps of well known k-Means clustering (generalized Lloyds algorithm) 
initialized by binary split algorithms current codebook size M-vector codebook in 
stages.  It starts first by designing a 1-vector codebook, then uses a splitting 
technique on the codewords to initialize the search for a 2-vector codebook, and 
continues the splitting process until the desired M-vector codebook is obtained. 
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Figure 3.2 shows, in a flow diagram, the detailed steps of the Binary Split algorithm.  
“Cluster vectors” is the nearest-neighbor search procedure which assigns each 
training vector to a cluster associated with the closest codeword.  “Find centroids” is 
the centroid update procedure.  “Compute D (distortion)” sums the distances of all 
training vectors in the nearest-neighbor search so as to determine whether the 
procedure has converged. 
Find
centroid
Split each
centroid
Cluster
vectors
Find
centroids
Compute D
(distortion)
ε<−
D
D'D
Stop
D’ = D
m = 2*m
No
Yes
Yes
No
m < M
 
Figure 3.2: Flow diagram of the Binary Split algorithm [1] 
3.1.1.4 Vector classification procedure 
Classification is basically searching the entire codebook to find the best match for a 
given vector. The best codeword is: 
),(minarg
1
*
mMm
yvdm ≤≤=         (3.3) 
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where ym are the codebook vectors of am M-vector codebook, 1≤m≤M, and v is an 
arbitrary given vector 
3.1.2 Pattern Comparison without Time Alignment 
Vector quantization can be easily applied to speech recognition in the sense of source 
coding. Assume that there are M utterances to be recognized. Each utterance is 
considered as an information source. Then M codebooks are designed using the 
minimum average distortion objective. When a test signal is represented to classifier, 
it is classified as the vector quantizer that yields the minimum distortion. 
Let’s consider an information source whose output is xt at time t. Since the vector 
quantizer is memoryless, t is used for only index proposes. C = {yi} is code words 
where 1≤i≤N, d(xt,yi) is a distortion measure between the input xt and the code word 
yi. The design objective of a vector quantize is to find the best set of code words to 
achieve minimum expected distortion E{d(x,yi)} where x is a random vector. Since 
source distribution is unknown a large set of training vectors are needed for proper 
codebook design. The generalized Lloyd algorithm guarantees a set of code words. 
The codebook is designed to minimize Eq. 3.4. 
∑
=
=
T
t
tt xxdT
D
1
),(1         (3.4) 
where 
),(minarg itCyt yxdx i∈
=         (3.5) 
D is a function of C, so the minimum average distortion can be expressed as 
)(minmin CDD C=         (3.6) 
During the recognition operation, the M codebook is used to discriminate M 
utterance classes. An unknown utterance {xt}, 1≤t≤T, is quantized by all M 
quantizers, yielding M average distortion scores D(C(i)), 1≤i≤M, where 
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∑
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=
T
t
i
tt
i xxd
T
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1
)()( ),(1)(        (3.8) 
),(minarg )(
)(
)()(
i
jt
Cy
i
t yxdx
ii
j ∈
=        (3.9) 
Utterance is recognized as class k if 
)(min)( )()( i
i
k CDCD =        (3.10) 
Since the described method is memoryless it is appropriate for simple vocabularies 
with phonetically distinct words. For utterances that can be distinguished only by 
temporal characteristics, such as “car” and “rock”, and for complex utterances 
containing rich phonetic expressions, the method is not expected to provide 
satisfactory performance. 
3.2 Dynamic Time Warping 
Since we represent the features of speech in short time, an utterance, which is going 
to be recognized, almost always involves a sequence of short-time acoustic feature 
vectors. In speech signals, different acoustic tokens of the same utterance are rarely 
realized at the same speaking rate. Therefore time alignment techniques are applied 
to speech recognition to avoid the contribution of speaking rate and duration on the 
dissimilarity measure when comparing the tokens of the same utterance [1, 2]. A 
solution to time alignment is linear time normalization. However, it implicitly 
assumes that the speaking rate variation is proportional to the duration of the 
utterance and independent of the sound being spoken. A better solution to the 
problem can be achieved using a dynamic programming technique known as 
dynamic time warping. 
In order to give the describe dynamic time warping, we need to define two warping 
functions, φx and φy, which relate the indices of the two speech patterns, ix, and iy, 
respectively, to a common time axis k where X and Y are two speech patterns, 
represented by the feature vector sequences (x1,x2,….xTx) and (y1,y2,…yTy). 
Tkki xx ,...,2,1),( == φ        (3.11) 
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and 
Tkki yy ,...,2,1),( == φ        (3.12) 
A global pattern dissimilarity measure dφ(X,Y) can be defined based on the warping 
function pair φ(φx,φy) as the accumulated distortion over the entire utterance. 
∑
=
=
T
k
yx MkmkkdYXd
1
/)())(),((),( φφ φφ      (3.13) 
where d(φx(k),φy(k)) is a short-time spectral distortion for xφx(k) and yφy(k), m(k) is a 
nonnegative weighting coefficient and Mφ is a normalizing factor. Figure 3.3 shows 
an example of the time normalization scheme of Eq. 3.13. 
 
Figure 3.3: Typical normalization of two sequential patterns to a common time index [1]. 
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3.3 Neural Networks 
There are many types of neural networks, with different architectures, training 
procedures and applications. Furthermore, there are many ways to use neural 
networks in speech recognition. In the thesis, the Elman network, which is a type of 
recurrent neural network, is applied to speech recognition with a time series 
prediction approach. 
3.3.1 The Elman Network 
The Elman network is a recurrent network with four layers: input, output, hidden and 
context layers [6]. It is also called simple recurrent network [7]. An example of the 
Elman network with one input and one output unit is shown in Figure 3.4. Units in 
the context and input layers don’t perform any processing, but only pass their values 
to hidden layer. The units in hidden and output layers have neuron models as shown 
in Figure 3.5. Context unit are used to store past values obtained in hidden layer. The 
backward weights from hidden layer to context layer are constant and generally 
equal to 1. Elman network is called partially recurrent network, because only the 
feedforward connections are updated in education. 
 
Figure 3.4: The Elman Network  
Hidden Layer 
x(k) 
Contex Layer 
xc(k) 
Output Layer 
y(k) 
Input Layer 
u(k) 
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Figure 3.5: Neuron Model 
The activations of hidden units at time k are calculated with the activations of the 
hidden units at time k-1 and the value of the input unit at time k [x(k-1),u(k)]. At this 
step network runs as a feedforwar network and calculates y(k). Before calculating the 
y(k+1) the activations in the hidden layer are stored to context layer by the feedback 
connections. 
When the activation function of the output unit is chosen linear and the activation 
function of the hidden units is a nonlinear f(.) function, the Elman network is defined 
with the following equations: 
∑
=
+=
n
j
u
i
c
j
x
iji kuwkxwkv
1
)()()(        (3.14) 
))(()( kvfkx ii =         (3.15) 
)1()( −= kxkx jcj         (3.16) 
∑
=
=
n
i
i
y
i kxwky
1
)()(         (3.17) 
where u(k) is input, y(k) is output, vi(k) is net input of the i. hidden unit, xi(k) is 
activation of i. hidden unit, xcj(k) is output of j. context unit, wui is weight between i. 
hidden unit and input unit, wxij is weight between i. hidden unit and j. context unit, 
wyi is weight between output unit and i. hidden unit [8]. 
Σ f(.) 
x1 
x2 
xn 
y 
)(y ∑= ii xwf
w1 
wn 
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3.3.2 Training of the Elman Network 
Back propagation algorithm is used in the training of the Elman network. Training 
set is composed of (u(k), yd(k)) pairs where u(k) is the input and yd(k) is the desired 
output. Y(k) output is obtained from the Eq. 3.14-3.17. The error function used in the 
training is the square error function. 
( )2)()(
2
1 kykydE −=        (3.18) 
The gradients of the error with respect to wyi,wui, wxij  are as fallows: 
)())()(()(
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The derivative of the activation function is as fallows, when sigmoid function is 
used:  
))(1)((
)(
)(
kxkx
kv
kx
ii
i
i −=∂
∂        (3.22) 
The weight update rules are obtained as follows according to gradient decent rule 
(Eq. 3.23): 
w
Ew ∂
∂−=∆ η          (3.23) 
)())()(( kxkykyw id
y
i −=∆ η        (3.24) 
)())(1)(())()(( kukxkxwkykyw ii
y
id
u
i −−=∆ η     (3.25) 
)1())(1)(())()(( −−−=∆ kxkxkxwkykyw jiiyidxij η     (3.26) 
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where η is the learning constant. 
3.3.3 Speech Recognition with Elman Network 
We see in the previous section that speech is a dynamic signal which is represented 
with a series of feature vectors. However, most neural Networks are dealed with 
static patterns, i.e. multi layer perceptions (MLP). By adding time delays MLPs (also 
called time delay NN) can incorporates with speech pattern dynamics. There are also 
networks that carry dynamic properties as a property of themselves, i.e. the Hopfield 
and Elman networks. A modified Hopfield network and a single output Elman 
network is proposed for speech recognition [9,10]. 
In this thesis I propose a novel time series prediction approach to speech recognition. 
The approach can also be seen as dynamic system identification when speech is 
assumed to be output of dynamic systems. The utterances, which are going to be 
recognized, are represented with series of feature vectors as K={x(1),x(2),...x(n)} 
where n is the length of the series. In time series prediction the propose is to forecast 
x(k+1) where x(k) is given. The classification is performed in means of prediction 
error. When a network is trained with a class of utterance it is expected to produce 
low prediction error due to high accuracy in prediction. 
The Elman network used for speech recognition is an extension of the network 
represented in previous section. It has multiple inputs and multiple output layer in the 
dimension of feature vectors as shown in Figure 3.6. 
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Figure 3.6: Elman Network used for speech recognition 
3.4 Hidden Markov Models 
Hidden Markov Models are stochastic models widely used in speech recognition [1, 
2]. In HMM approach speech is assumed to be output of a stochastic process. In 
isolated word recognition each utterance to be recognized is modeled with a HMM. 
Utterances can be phonemes, words or complete sentences. Utterances are described 
with observation sequences. HMMs are doubly stochastic processes since the 
underlying stochastic process can not be determined from the observation sequence. 
In this section a brief theory of Markov chains and Hidden Markov Models are 
given, then the basic algorithms used in probability calculation, decoding and 
parameter estimation are explained. Finally the application on isolated word 
recognition is described. 
yd(k)=x(k+1) 
. . 
. . 
. . 
. . 
x1(1) x1(2) . . x1(n)
x2(1) x2(2) . . x2(n) 
. . . . . . . . . . 
. . . . . . . . . . 
. . . . . . . . . . 
xm(1) xm(2) . . xm(n) 
x(k) 
E(n)
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3.4.1. Markov Chains – First Order Discrete Markov Model 
First order Markov model is a state machine which yields a state sequence Q={q1,q2, 
….qT} with respect to transition probabilities. In general form transition probabilities 
can be asymmetric (aij ≠ aji) and self connected (aii ≠ 0). 
In First order markov chain the probabilistic state transition is only depends on the 
previous state. 
)|(...),|( 121 iqjqPkqiqjqP ttttt ====== −−−     (3.28) 
 Then the process is assumed to be time-independent, we obtain as set of state 
transition probabilities 
NjiiqjqPa ttij ≤≤=== − ,1,)|( 1      (3.29) 
which has the fallowing properties to obey stochastic constraints. 
ia
jia
N
j
ij
ij
∀=
∀≥
∑
=1
1
,0
        (3.30) 
First order markov chain is also known as observable Markov model since each state 
produces a deterministically observable event (O=Q). So that, when we have the 
observation sequence, we also have the state transition sequence which yields the 
observation. 
Suppose we are given a state transition matrix A and an observation sequence O={o1, 
o2,…, oT}. State sequence Q={q1, q2,…, qT} is directly extracted from the 
observation sequence.  
3.4.2 Discrete Hidden Markov Models 
Hidden Markov model is an extension of observable Markov model where 
observation is a probabilistic function of the state. This model is a doubly stochastic 
process. The underlying stochastic process is not directly observable but can be seen 
through another stochastic process that produces the observation sequence. 
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Now we have visible observation symbols drawn from the set V={v1,v2,…,vM} 
where M is the number of discrete possible observations. The probability of emitting 
an observation symbol ot = vk in any state qt=j is given with P(ot=vk|qt=j) = bjk. 
A discrete HMM is generally defined with five elements [1]. 
1. The number of the states in the model, N. 
2. The number of distinct observation symbols per state, M. 
3. The state transition probability distribution matrix, A. 
NjiiqjqPa ttij ≤≤=== − ,1,)|( 1      (3.31) 
4. The observation symbol probability distribution matrix, B. 
MkjqvoPkb tktj ≤≤=== 1)|()(      (3.32) 
Each row of B represents the probability distribution of state j. 
5. The initial state distribution vector, π. 
NiiqPi ≤≤== 1,)( 1π        (3.33) 
The notation ),,( πλ BA=  will be used to indicate complete parameter set of the 
model. 
A discrete HMM can be used to generate an observation sequence 
)...( 21 ToooO =         (3.34) 
where ot is a code from the codebook V and T is the length of the sequence. 
1. set t = 1. According to initial state distribution, choose initial state q1=i. 
2. chose ot according to observation probability distribution in state i. 
3. transit to a new state qt+1 = I according to A. 
4. set t = t+1. 
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3.4.3 Probability Calculation 
The probability that a model λ yields an observation sequence O is  
∑
=
=
TN
r
rr qPqOPOP
1
)|(),|()|( λλλ       (3.35) 
where qr represents one of possible fixed state sequence. There exist NT different 
state sequences for N states and sequence length T. The probability of an observation 
sequence is product of hidden state transitions aij, observation symbol probabilities 
bj(k) and the initial probabilities πi. It is 
∑ −= )()...()()|( 122111 21 Tqqqqqqqq obaobaobOP TTTπλ .    (3.36) 
The straight forward calculation of the probability has high computational 
complexity. It needs (2T-1)NT multiplications and NT-1 additions. 
There is a computationally simpler algorithm called forward algorithm for the same 
task. For explanation we need to define a variable αt(i) as follows: 
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π
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which is the probability of partial observation sequence until time t and being in state 
i at time t. As can be seen αt is dependent only to αt-1 then it can be solved iteratively 
by the fallowing algorithm: 
 
1. Initialize:  Niobi ii ≤≤= 1),()( 11 πα     (3.38) 
2. Induction:  
Nj
Tt
obaij tj
N
i
ijtt ≤≤
−≤≤


= ∑
=
− 1
12
),()()(
1
1αα   (3.39) 
3. Termination: ∑
=
=
N
i
T iOP
1
)()|( αλ      (3.40) 
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Figure 3.7: Visualization of Forward algorithm. 
In the Figure 3.7, visualization of forward algorithm is presented. The probability of 
being at state s2 at time t=3 and emitting the observation symbol o3 = vk 
is ∑
=
=
N
i
iik avb
1
222 )2()()3( αα . 
Similarly a Backward variable is defined as 
),|...()( 121 λβ itTTttt sqooooPi == −++      (3.41) 
the probability of partial observation sequence from time t+1 to T given at being 
state si at time t. Backward variables are also evaluated with the fallowing induction 
algorithm: 
1. Initialize:  NiiT ≤≤= 1,1)(β      (3.42) 
2. Induction:  
Nj
Tt
iobai
N
i
ttjijt ≤≤
−≤≤= ∑
=
++ 1
11
,)()()(
1
11 ββ   (3.42) 
Backward variable is generally used in training of HMMs. 
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α2(2) 
α3(2) 
αN(2) 
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a32 
aN2 
v(k)
. . .
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. . . . . 
t= 1 2 3 T-1 T 
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3.4.4 Viterbi Decoding 
In decoding we search for the optimal state sequence for a given observation 
sequence. There are different solutions for this problem according to optimization 
criteria. Generally the criteria is chosen as the state qt to be individually most likely. 
This criteria maximizes the expected number of correct states. 
Let’s define the variable: the probability of being in state Si at time t, given the 
observation sequence O and the model λ. 
∑
=
==== N
j
tt
tttt
itt
jj
ii
OP
iiOSqPi
1
)()(
)()(
)|(
)()(),|()(
βα
βα
λ
βαλγ    (3.43) 
where α and β are forward and backward variables defined in previous section. The 
normalization factor P(O|λ) makes γt(i) a probability measure obeying the rule: 
∑
=
=
N
i
t i
1
1)(γ .         (3.44) 
The individual most likely state can be found as fallows. 
[ ]
Ni
tt iq
≤≤
=
1
)(maxarg γ         (3.45) 
However individually found most likely states do not always form a valid state 
sequence. It occurs when HMM has zero state transition probabilities (aij=0). 
Viterbi Algorithm is a formal technique, based on dynamic programming methods, 
for finding the best state sequence. We need to define a variable 
[ ]λδ |...,...max)( 2121..., 121 ttqqqt oooiqqqPi t == −      (3.46) 
is the highest probability along a single path until time t and ends at state Si at time t. 
We can write δt(i) as an induction formula as fallows. 
[ ] )()(max)( 1 tjijtit obaij −= δδ        (3.47) 
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A back tracking procedure is needed to retrieve the state sequence. The array ψ is 
used for this purpose.Algorithm is as fallows: 
1. Initialization: )()(1 tii obi πδ =      (3.48a) 
   0)( =iiψ   Ni ≤≤1    (3.48b) 
2. Recursion:  [ ] ),()(max)( 11 tjijtNit obaij −≤≤= δδ   Nj Tt ≤≤ ≤≤12  (3.49a) 
   [ ]ijtNit aij )(maxarg)( 11 −≤≤= δψ     (3.49b) 
   
3. Termination: [ ])(max
1
* iP TNi δ≤≤=      (3.50a) 
   [ ])(maxarg
1
* iq TNiT δ≤≤=      (3.50b) 
4. Path backtracking: [ ]* 11* ++= ttt qq ψ   .1,...,2,1 −−= TTt   (3.51) 
Multiplication is generally much more computationally expansive operation to 
addition especially in embedded systems. The Viterbi algorithm can be implanted 
without any use of multiplications by taking the logarithms of the parameters. The 
alternative algorithm is as follows. 
0. Preprocessing: )log( ii ππ =   Ni ≤≤1    (3.52a) 
   [ ])(log)( kiki vbvb =  MkNi ≤≤≤≤ 1,1   (3.52b) 
   )log( ijij aa =   NjNi ≤≤≤≤ 1,1   (3.52c) 
1. Initialization: ),())(log()( 11 tii obii +== πδδ  Ni ≤≤1  (3.53a) 
   ,0)( =iiψ     Ni ≤≤1  (3.53b) 
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2. Recursion:  [ ] ),()(max))(log()( 1
1 t
jijt
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t obaijj ++== −≤≤ δδδ   
        
Nj
Tt
≤≤
≤≤
1
2
 (3.54a) 
   [ ]ijt
Nit
aij += −≤≤ )(maxarg)( 11 δψ     (3.54b) 
3. Termination: [ ])(max
1
* iP T
Ni
δ
≤≤
=      (3.55a) 
   [ ])(maxarg
1
* iq T
NiT
δ
≤≤
=      (3.55b) 
4. Path backtracking: [ ]* 11* ++= ttt qq ψ   .1,...,2,1 −−= TTt   (3.56) 
3.4.5 Parameter Estimation 
Parameter estimation is the most difficult problem of HMMs thus there is no known 
analytical solution to find parameters that maximize the probability for a given 
observation sequence. However there are some iterative techniques that locally 
maximizes the likelihood P(O|λ). One widely used method called Baum-Welch 
method (or generalized expectation-maximization method) is used in the thesis and 
will be described in this chapter.  
We start with defining a new and useful variable given below. 
)|(
)|,,(
),|,(),( 11 λ
λλξ
OP
OsqsqP
OsqsqPji jtitjtitt
====== ++   (3.57) 
which gives the probability of being at state i at time t and at state j at time t+1 for a 
given model λ and observation sequence O as illustrated in Figure 3.8.  
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Figure 3.8: Computation of ξt(i,j). 
The variable ξt(i,j) can be rewritten with forward and backward variables as follows. 
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The relationship between ξt(i,j) and γt(i) is: 
),()(
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j
tt ∑
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= ξγ         (3.59) 
It would be useful to give some definition that would be helpful to describe 
reestimation formulas. 
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1
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T
t
t iγ expected number of transitions from state i in O.   (3.60a) 
=∑−
=
1
1
),(
T
t
t jiξ expected number of transitions from state i to state j in O. (3.60b) 
 
. . 
time t-1 t+2 
αt(i) 
t t+1
βt(j) 
aijbj(ot+1) 
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Then the reestimation formulas are: 
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  (3.63) 
3.4.6 Implementation Issues 
Implementation issues cover the choice of the model, parameter scaling and training 
with multiple sequences. 
The chose of the HMM model is dependent on the signal that is going to be modeled. 
In speech recognition, the so called left-right model is preferred since the properties 
of speech signal changes over time in a successive manner. The number of states also 
depend the length and the complexity of the utterance that is wanted to be modeled. 
Scaling is a necessary procedure to keep precision range in the computations. In 
computation of the forward and backward parameters many multiplication of a and b, 
coefficients which are all smaller than 1, are performed. When the length of the 
expected number of times in state j 
expected number of times in state j and observing symbol vk 
= 
expected number of transitions from state i to state j 
expected number of transitions from state i
= 
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observation sequence exceeds about 100, the dynamic range of forward parameter 
computation will exceed the precision range even in double precision. 
The scaling procedure is as follows where, )(itα  is unscaled, )(itα  is scaled and 
)(itα  is temporary variable used in calculation. 
1. Initialization compute )(1 iα      (3.64a) 
   )()( 11 ii αα =   Ni ≤≤1    (3.64b) 
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Amount of available data that is used in parameter estimation is a serious problem 
especially for left-right models. Only a single sequence is not appropriate. To 
overcome this situation parameter estimation with multiple observation sequences is 
used. Assuming that we have a set of independent observation sequences O = [O1, 
O2, … OK], then the probability that is need to be maximize is 
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The modified reestimation equations are as follows. 
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These formulas are also valid for scaled parameters. 
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4. EMBEDDED SYSTEM DESIGN 
The isolated word recognition task is implemented on an embedded system. The 
hardware is based on a relatively low performance microcontroller, ARM7TDMI. 
The rest of the hardware design is focused on mixed signal processing for voice 
recording and prompting. The software design issues are mainly transforming the 
floating point ASR algorithms to fixed point and code optimization for ARM7TDMI 
RISC microcontroller. 
This chapter explains the details of hardware and software design of the embedded 
system. In hardware section ARM7TDMI processor architecture, the CODEC that 
contains ADC and DAC, and analog circuit blocks microphone, amplifier and filters 
are going to be described. In software section firstly the fundamentals of fixed point 
arithmetic will be given. Then microcontroller dependent code optimization 
techniques will be discussed. 
4.1 Hardware Design Issues 
The embedded system consists of two parts: digital and mixed signal systems. Digital 
system contains a processor, memory and the other required digital peripherals. A 
development kit [11] assembling sharps LH75401 micro controller [12] is used to 
fulfill digital system requirements. The hardware design activities are mostly focused 
on the mixed signal system. A board is designed for mixed signal processing and 
interfaced with the digital system via serial communication peripheral. 
General overview of the system is represented in the Figure 4.1. The detailed 
discussion of the parts will be given in the subsections. 
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Figure 4.1: General system overview 
4.1.1 ARM7TDMI Processor Core 
The ARM7TDMI core is a member of the ARM family of general purpose 32 bit 
microprocessors [13]. The ARM architecture is based on Reduced Instruction Set 
Computer (RISC) principles. It offers high performance for low power consumption. 
The ARM7TDMI core uses a tree stage pipeline to speed up the instruction flow to 
the processor, seen in Figure 4.2. The stages: fetch, decode and execute are designed 
to enable several operations take place simultaneously and memory system and 
processor operate continuously [14]. 
 
Figure 4.2: Instruction pipeline [14]. 
Mic ADC 
DAC 
CODEC 
Mic.Preamlifier 
Speaker Speaker 
Amplifier 
LPF 
LPF 
Microcontroller 
RAM 
ROM 
Fetch 
Decode 
Execute 
Instruction fetched from the memory 
Decoding of registers used in instruction 
Registers are read from the register bank 
Shift and ALU operation 
Write registers back to register bank 
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The ARM7TDMI core has a Von Neumann architecture with a single 32 bit data bus 
carrying both instructions and data. Since the ARM is a RISC processor only load, 
store and swap instructions can access data from the memory. 
As a debugging assistant for developers there is the EmbeddedICE-RT logic that 
provides integrated on chip debug support for the ARM7TDMI core. It is used to 
program the conditions under which a breakpoint or watchpoint can occur. 
The ARM7TDMI processor has two instruction sets: the 32 bit ARM instruction set 
and the 16 bit Thumb instruction set. 
Most processor architectures have the same width for instructions and data. 32 bit 
architectures have better performance when manipulating 32 bit data and can address 
larger memory space much more efficiently. In contrast 16 bit architectures have 
higher code density than 32 bit architectures. ARM Thumb combines both 
advantages: high performance and high code density by implementing 16 bit 
instruction set on 32 bit architecture. 
The Thumb instruction set is a subset of 32 bit ARM instruction set. Thumb 
instructions have the same effect on the processor model with the corresponding 
ARM instruction. On execution 16 bit Thumb instructions are decomposed to 32 bit 
ARM instructions in real time without performance loss. 
Thumb code is typically 65% of the size of ARM code, and provides 160% of the 
performance of ARM code when running from a 16 bit memory system. 
4.1.2 Analog Front-end 
4.1.2.1 Microphone 
Microphone is an energy transducer. The microphone first transforms the acoustic 
energy of sound wave into mechanical motion of microphone element. Then that 
motion is converted to electrical energy which is seen at the output. Microphones 
contains diaphragm like mechanical elements that move with the changes in air 
pressure [15]. There are various kinds of microphones which most widely used ones 
are dynamic microphones and electret condenser microphones ECM. EMC is used in 
the thesis. 
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A condenser microphone is a capacitor which has a varying capacity changing with 
the air pressure. The EMC has two plates: one fixed and one moveable. The movable 
plate acts as a diaphragm. When the diaphragm moves with the change of air 
pressure, the distance between the plates change. This also changes the electrical 
characteristics of the capacitor. Thus the change in the capacitance produces an 
electrical signal changing according to sound wave. 
The electret condenser microphones generate very weak signals, so they contain an 
internal preamplifier. The internal amplifier is generally FET type and needs a power 
source to operate. Both power supply and signal are carried on the same line 
Terminal 1 seen in the Figure 4.3. 
 
Figure 4.3: Schematic diagram of an ECM. 
4.1.2.2 Microphone Preamplifier 
Although EMC has its own internal preamplifier, its dynamic range is still narrow to 
be read by an ADC preciously. For instance EMC output signal is about 50 mV peak 
to peak, but ADC reads 2 V peak to peak in a 3.3 V supplied system. So that 
microphone output signal should be at most forty times amplified to efficiently use 
ADCs precision range. 
There are various preamplifiers designed with transistors or operational amplifiers. 
There also exist specially designed integrated circuits for microphone 
preamplification [16]. Some CODEC circuits offers build in preamplifiers [17]. 
 
FET 
Terminal 1 
Terminal 2 
ECM 
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4.1.2.3 Anti-aliasing Filter 
According sampling theorem any sampled band limited signal can be reconstructed if 
it is sampled at rate least twice the highest frequency contained in the signal 
according to Shannon’s sampling theorem. But when the requirement is failed, 
aliasing of higher frequencies components to lower frequencies occur. 
One way to avoid the aliasing problem is to use a low pass filter before the sampling 
stage for removing any frequency components above the Nyquist Rate. Anti-aliasing 
filters are generally implemented as analog circuits. A digital anti-aliasing filter can 
also be used as an alternative way. An analog anti-aliasing filter can be a simple 
resistor-capacitor couple or an active circuit designed with operational amplifiers 
[18, 19]. There are also specially designed integrated circuits [20] and CODEC build 
in solutions [17, 21]. 
4.1.2.4 Analog Digital Converter ADC 
The electrical signal from the microphone is digitized prior to the speech signal 
processing. Digitization process is referred as analog to digital conversation and 
consists of three stages: sampling, quantizing and coding [22]. 
Sampling is the conversation of a continuous signal into a discrete time sequence xi = 
x(iT) where xi is the ith element of the discrete signal, x is analog signal, i is an 
integer and T is the period. The period should be chosen to be at least Nyquist Rate 
according to Shannon’s sampling theorem for avoiding anti-aliasing as described 
above. A regular telephone signal is sampled at 8 kHz, since the bandwidth of the 
signal is known to be under 4 kHz. In speech processing applications sampling rate is 
varied around 6 to 16 kHz. In the thesis 8 kHz sampling rate is used with a 4 kHz 
anti-aliasing filter used prior to ADC. 
In quantization, a continuous valued wave form is represented by one of a finite set 
of values. The continuous amplitude range is divided into sub-ranges and each sub-
range is represented with a discrete value. Any continuous value in the same sub-
range has the same discrete value after the quantization. Number of discrete values is 
determined by the number of bits used in coding. When 16 bits are used for coding 
216 discrete values are used in quantization and each sub-range is 30 mV if full range 
is 2 V. 
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4.1.2.5 Digital Analog Converter DAC 
In our system digital to analog conversation is used for voice prompting. Compressed 
sound files are extracted by the microcontroller and feed to DAC. DAC generates 
analog signal at its output according to codes received from the microcontroller. A 
low pass filter which is called reconstruction filter is necessary after the DA 
conversation to remove the distortion. This filter must satisfy the same conditions as 
in AD conversation. The output of a DAC is not strong enough to drive a loud 
speaker. Thus speaker amplifiers are used to amplify DAC output [23]. 
4.2 Software Design Issues 
4.2.1 Principles of Fixed Point Arithmetic 
Since the ARM core is an integer processor, all floating point operations must be 
performed using floating point arithmetic. Using fixed point arithmetic instead of 
floating point arithmetic will increase the performance of many DSP algorithms. The 
principles of the fixed point arithmetic will be discussed in this section.  
Real valued quantities are approximated by using a pair of integers: the mantissa and 
the exponent (n, e). They represent the value: en −2 . The exponent represents then 
number of digits to move in the mantissa before placing the binary point. An 
example is shown in Table 4.1. 
Table 4.1: Fixed point representation example 
Mantissa (n) Exponent (e) Binary Decimal 
01100100 -1 011001000. 200 
01100100 0 01100100. 100 
01100100 1 0110010.0 50 
01100100 2 011001.00 25 
01100100 3 01100.100 12.5 
01100100 7 0.1100100 0.78125 
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When the exponent is variable the pair (n, e) is said to be a floating number. If e is 
known at compile time (n, e) is called a fixed point number. Fixed point numbers can 
be stored in standard integer variables by only storing the mantissa since the 
exponent is known and constant. The exponent e is generally denoted by the letter q 
for fixed point numbers [24]. 
Basic arithmetic operations on fixed point numbers are described in fallowing 
subsections. Inputs are pna −= 2  and qmb −= 2 fixed point numbers and the result is 
in the form rkc −= 2  where n, m, k are the mantissas and p, q, r are the fixed 
exponents. 
4.2.1.1 Change of Exponent: 
Exponent change is simply performed by a shift operation on the mantissa. 
Since: 
 rprp nn −−− = 2)2(2        (4.1) 
We have the formula: 
 
)()(
)()(
prfrpnk
prifprnk
<−>>=
>=−<<=
     (4.2) 
where << is binary left shift and >> is binary left shift operations. 
4.2.1.2 Addition and Subtraction: 
Before performing the fixed point addition operation c=a+b, first a and b must be 
converted to have the same exponent r as c. 
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mmb
nna
−−
−−
==
==
2'2
2'2        (4.3) 
c is simply obtained by simply adding m’ and n’. 
rrr mnmnc −−− +=+= 2)''(2'2'      (4.4) 
Subtraction is similar. 
4.2.1.3 Multiplication 
Fixed point multiplication is performed with a single integer multiplication. 
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 rqprqpqp mnnmmnabc −+−+−−− ==== 2)2)((2)()2)(2( )()(   (4.5) 
The product (ab) has the mantissa (m*n) and the exponent (p+q). To obtain the result 
in proper format c=k2-r exponent change must be applied as fallows: 
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4.2.1.4 Division: 
The division c=a/b can also performed by a single integer division. 
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In order to keep precision, the shift by (r+q-p) must be done before the division. For 
example assuming that (r+p) >= q, the mantissa is obtained as fallows: 
 mqprnk /))(( −+<<=       (4.8) 
4.2.1.5 Square root 
The square root operation is as fallows: 
 rprp nnac −−− === 222 2      (4.9) 
The mantissa is obtained as: 
 ))2(( prnisqrk −<<=       (4.10) 
where isqr() is an integer square root function. 
We have described how basic operations are performed on fixed point numbers. 
However in order to obtain accurate results we must ensure that overflows do not 
occur within the calculation. Left shift, add/subtract and multiply can yield overflows 
if the exponents are carefully chosen. 
In signal processing the data is usually takes real values in the range -1 to +1. Since 
ARM7 core has 32 bit registers, we use 32 bit integer mantissas. In order to multiply 
two number without overflow, we need 2q < 32, or q <= 15. Generally multiplication 
is performed with accumulates, q=14 is chosen for avoiding the risk of overflow. 
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We have the following operations shown in Table 4.2 for q=14, where x, y are two 
q=14 mantissas and m, n are two integers. 
Table 4.2: Fixed point operations for q=14 [24]. 
Operation Code that produces the mantissa of result in q=14 format 
yx +  yx +  
mx +  )14( <<+ mx  
xa  ax *  
xy  14)*( >>yx  
a
x  ax /  
b
a  ba /)14( <<  
y
x  yx /)14( <<  
x  )14( <<xisqrt  
4.2.2 ARM Programmers Model 
The ARM7TDMI processor has two operating states: ARM and THUMB. Switching 
between operating states are only done with BX branch instruction. 
The ARM7TDMI core has seven operation modes: 
- User mode is the normal program execution state. 
- Fast Interrupt mode supports a data transfer or channel process. 
- Interrupt mode is used for general propose interrupt handling. 
- Supervisor mode is a protected mode for the operating system. 
- Abort mode is entered after a data or instruction Prefetch Abort. 
- System mode is privileged user mode for the operating system. 
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- Undefined mode is entered when an undefined instruction is executed. 
The ARM7TDMI processor has 31 general propose 32 bit register and 6 status 
registers. These registers are not all accessible at the same time. Registers which are 
available to the programmer is determined by the processor state and operating 
mode. The register set is shown in Figure 4.4. 
The ARM state register set contains 16 direct accessible registers r0 to r15. Current 
program status register CPSR contains condition code and the current mode bits. 
Registers r0 to r13 are general propose, but r13 is used as stack pointer by 
convention. Register r14 is used as the subroutine Link Register LR. When a branch 
with link instruction is executed the content of the program counter PC is copied to 
LR. Register r15 holds the PC. 
In privileged modes, the Saved Program Status Register SPSR is accessible. SPSR 
contains the condition code flags and the mode bits saved as a result of the exception 
which caused entry to current mode. Banked registers are discrete physical registers 
and they are mapped to available registers depending on the processor mode. 
 
Figure 4.4: Register set for ARM7 [13] 
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The ARM7TDMI has one Current Program Status Register CPSR and five Saved 
Program Status Registers SPSR. Program status register contains the information 
about the most recently executed ALU operation. It also used to control interrupts 
and set the processor state. The format of program status register is presented in 
Figure 4.5. 
 
Figure 4.5: Program status register format [13] 
4.2.3 Efficient Programming on ARM7 
ARM7 is a relatively low performance microcontroller to implement DSP 
algorithms. Therefore, code optimization is necessary to obtain desired performance. 
Some key optimization features are discussed in sunsections. 
4.2.3.1 Multiplication 
The performance of MUL instruction is important for many DSP applications like 
digital filters, correlation, FFT, etc. ARM7 processor have multiply instructions 
which use special hardware that implements integer multiplication with early 
termination. The design of the multiplier is based on an algorithm to reduce the 
number of cycles needed to perform the multiplication [25]. 
The multiply instruction has the fallowing syntax: 
MUL Rd, Rm, Rs. 
The MUL instruction calculates the least significant 32 bits of 64 bit product of Rm 
and Rs, and places the result in the destination register Rd. The speed of multiply 
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depends on Rs. MUL instruction needs S+mI cycles where S is a sequential cycle, I 
is internal cycle and m is: 
— 1 if bits [31:8] of the Rs operand are all zero or one,  
— 2 if bits [31:16] of the Rs operand are all zero or one,  
— 3 if bits [31:24] of the Rs operand are all zero or all one,  
— 4 otherwise. 
The ways of improving the speed of multiplication: 
- Placing the smallest operant in Rs. 
- Ensure that Rs is positive so that early termination occurs. 
4.2.3.2 Division 
The arm instruction set doesn’t contain integer division instruction. It is typically 
performed by calling a division function. The computation cost is 20 to 140 cycles 
depending on the operands. 
Since division is an expensive operation, it is desirable to avoid it if possible. Some 
expressions can be reorganized to transform division to multiplications. For instance 
(x/y) > z can be rewritten as x > (y * z) if y is positive an (y * z) fits in 32 bit result. 
It is better to use unsigned division by ensuring one of the operands is unsigned, 
since the unsigned is faster than the signed version. Dividing to power of two 
simplifies division to a simple shift operation. Therefore scaling factor should be 
chosen to be powers of two if possible. 
4.2.3.3 Conditional Execution 
All ARM instructions are conditional. The instruction is executed if the related ARM 
flags indicate that the specified condition is true. A typical conditional code sequence 
starts with a compare instruction that sets the flags, followed by a few conditionally 
executed instructions. 
Example: 
CMP  x, #0 // compare x with 0 
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MOVGE  y, #1 // assign 1 to y if greater than or equal to 
MOVLT y, #0 // assign 0 to y if less than 
Conditional execution improves the performance and lowers the code size by 
reducing the number of branch instructions. However performance can get worse 
when more than four conditional instructions are used since branch instruction is 
executed in tree cycles or less. So using conditional execution instead of branch 
depends on the length of task. 
4.2.3.4 Loops 
Loops are common in DSP applications, so significant amount of processing power 
is spent in loops. Therefore it is reasonable to pay attention to time critical loops. 
Loop termination: Carelessly written termination contions can cause significant 
computation overheat. It is better to write count down to zero loops and use simple 
conditions. In count down to zero loops addition and compare pair is replaced with a 
single subtraction since the arithmetic instructions effects the condition flags. 
Loop unrolling: Small loops can be unrolled to increase performance with the trade 
off in increase in codesize. When a loop is unrolled loop counter is updated less often 
and fewer branch instructions are executed. If a loop iterates a few times, it is better 
to unroll it to avoid the loop overheat. 
4.2.3.5 Local Variable 
When a char or short local variable is used, its size is reduced by a shift operation 
which is called a sign extending for signed variables and zero extending for unsigned 
variables. This shift operation can be avoided by using int or unsigned int variable 
where possible. 
4.2.3.6 Using Lookup Tables 
It is sometimes efficient to implement functions by lookup tables where the function 
is computationally complex. However lookup tables are less accurate and precision 
increases when the size of the table is enlarged.  
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5. RESULTS 
In this chapter, software implementation details are described. Then the data sets 
used in the simulation are presented. Finally, the test results obtained in the 
simulation of the isolated speech recognition system are given with respect to 
changing system parameters.  
5.1 Implementation Details 
Software implementation is performed in two stages. In the first stage all the 
software is designed on PC. This contains the implementations of signal analysis and 
feature extraction, codebook generation for vector quantization, hidden Markov 
model parameter estimation, neural network training and the classification with VQ, 
HMM and ANN. Firstly all software is written with floating point arithmetic with the 
C++ programming language. Then the parts which are needed to be implemented on 
the embedded system are rewritten using fixed point arithmetic. This software is also 
used as a simulator which is used to obtain the test results. In the second stage the 
necessary algorithms, that are signal analysis, feature extraction, VQ and HMM 
classifiers, are recoded obeying the optimization rules which are described in the 
software design issues chapter.  
The parameters of signal processing blocks are determined empirically and kept 
constant during all implementation stages. Voice samples are sampled at 8 kHz and 
splitted into 20 ms. %50 overlapping frames before processing. The feature vectors 
contain 8th order LPC Cepsturum and their derivatives, total of 16 elements. The 
effect of parameters of classifier parameters will be discussed in the test results 
section. 
5.2 Data Sets 
A data set is created for training and evaluating the performance of the system. Voice 
samples of 20 male and 20 female speakers are recorded. Each utterance is voiced 
twice. The recorded utterances were chosen to be appropriate for a command control 
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system that can be implemented on a washing machine for Turkish speaking users. 
Total of 54 utterances in the set are splitter into seven subsets. The biggest subset 
contains thirteen and the smallest contains five words. The utterance list is given in 
Table 5.1.  
An English data set is also used to prove that the system is language independent. 
This set contains eleven English digits containing oh and zero spoken by 6 male and 
6 female speakers. Each utterance is voiced twice. 
Table 5.1: List of utterances in the Turkish data set 
Group Utterance Group Utterance 
Pamuklu (Cotton) Ön yıkama (Prewash) 
Sentetik (Synthetic) Hızlı yıkama (Fast Wash) 
Aktif Kırk (Active 40) Kırışık azaltma (Reduce Wrinkle) 
Hygiene (Hijyen) Yoğun (Dense Wash) 
Narin (Delicate) 
Auxiliary Functions 
Suda bastırma (Keep in Water) 
Mini (Mini) Otuz (30) 
Yünlü (Woolen) Kırk (40) 
Elde Yıkama (Hand Wash) Elli (50) 
Durulama (Rinsing) Altmış (60) 
Sıkma (Spin) Yetmiş (70) 
Pompa (Pomp) Seksen (80) 
Karışık (Mixed) Doksan (90) 
Programs 
Favori (Favorite) 
Temperature 
Soğuk (Cold) 
Bir (1) Binaltıyüz (1600) 
İki (2) Bindörtyüz (1400) 
Üç (3) Binikiyüz (1200) 
Dört (4) Bin (1000) 
Beş (5) Sekizyüz (800) 
Altı (6) Altıyüz (600) 
Yedi (7) Suda bekletme (Keep in Water) 
Sekiz (8) 
Spin Speed RPM 
Sıkma Yok (No Spin) 
Dokuz (9) Az (Few) 
Digits 
Sıfır (0) Orta (Medium) 
Evet (Yes) Çok (A lot -much) 
Hayır (No) Günlük (Daily) 
İptal (Cancel) 
Dirtiness - Amount 
Normal (Normal) 
Doğru (True) 
Confirmation 
Answers 
Yanlış (False) 
5.3 Test Results 
The system, which the following test results are obtained, simulates an isolated 
speech recognizer. The data used in training and test of the systems is manually 
isolated. The classification is performed under the assumption that, the test input of 
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the system is definitely a member of recognition test. Two set of data is used in test 
procedure to prove that the system is language independent. 
The first test is performed over English data set, which contains 11 digits with oh and 
zero. The samples of six speakers – three male and three female – are used in training 
and four speakers’ – two male and two female - samples are used in test. Since each 
utterance is voiced twice, there are total of 132 training and 88 test samples. 
The all of four classifiers are used in the test. Since Elman and DTW classifiers are 
only implemented in floating point arithmetic, the VQ and HMM classifiers used in 
the test are also floating point versions. The VQ classifier uses 32-code codebook. 
The HMM classifier also uses 32-code codebook and has 6 states. Since this test is 
only for showing language independence the effect of classifier parameters is not 
considered. Test results are shown in Table 5.2. 
Table 5.2: Error rates obtained in English digits data set 
Classifier Error Rates 
VQ 4,55% 
HMM 10,22% 
Elman ANN 22,00% 
DTW 15,9% 
The second stage of the test is performed on the Turkish data set which is specially 
created for this thesis. The data set contains total of 54 utterances. However, only a 
limited number of utterances are needed to be recognized at a time when a dialogue 
guided command recognition system is designed. The subgroups were shown in 
Table 5.1 containing five to thirteen utterances. Two error rates are evaluated in test 
process. The first is evaluated on whole data set assuming that the test utterance is 
any one of the 54 classes. In the second, each utterance is considered in its subset and 
the average error rate is evaluated on seven subsets. 
The VQ and HMM classifiers used in the test are executing with fixed point 
arithmetic and their algorithms are identical to the ones used in the embedded 
system. The tests are performed with various parameter configurations. In Table 5.3, 
the error rates obtained from HMM classifiers with respect to number of HMM states 
and codebook size is given. In table 5.4, the error rates obtained from VQ classifiers 
with various codebook sizes are presented. 
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Table 5.3: Error rates obtained from HMM classifier 
Number 
of States 
Codebook 
Size 
Error Rate on 
Whole Set 
Average Error 
Rate on Subsets 
16 25,19% 6,67% 
32 14,91% 4,63% 
4 64 12,41% 4,63% 
16 25,65% 5,28% 
32 12,31% 4,44% 
5 64 12,22% 3,06% 
16 20,37% 5,93% 
32 12,22% 3,70% 
6 64 11,57% 2,96% 
16 23,43% 6,57% 
32 13,33% 3,70% 
7 64 11,39% 2,69% 
16 20,83% 6,02% 
32 12,22% 3,98% 
8 64 12,31% 2,78% 
 
Table 5.4: Error rates obtained from VQ classifier 
Codebook 
Size 
Error Rate on 
Whole Set 
Average Error 
Rate on Subsets 
16 9,07% 2,31% 
32 5,83% 1,30% 
64 5,37% 0,93% 
 
It is obvious from the results that VQ classifier outperforms the discrete HMM 
classifier. However, HMM classifier needs much less system resources than VQ 
classifier. A VQ classifier uses a codebook for each utterance to be recognized. So 
that, when vocabulary gets larger, the need for system resources increases 
dramatically in means of computational storage capacity. A HMM classifier uses 
only one codebook and HMM parameters requires much less storage than 
codebooks. Moreover, Viterbi decoding algorithm used in HMMs is much 
computationally simpler than VQ codebook search. In conclusion the choice of 
classifier depends on the vocabulary size and trade of between system resource costs 
and performance needs. 
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5.4 Performance on Embedded System 
Performance loss in recognition rates is unavoidable on the embedded system. The 
causes can be grouped in three main categories: utterance isolation problems, user 
faults, and environmental affects. 
Endpoint detection is a key point in isolated speech recognition systems. The 
recognizers are trained with isolated words and they can only achieve optimum 
recognition rates when they are fed with properly isolated test patterns. Endpoint 
detection is more critical for sequential classifiers HMM, DTW and ANN. VQ 
classifier relaxes the endpoint detection constraint since it is a non-sequential 
classifier. 
The classification is performed on the assumption that the test pattern is a member of 
classes in the current vocabulary. That means, the user must say one of the words 
that the classifier is waiting to hear. Since most isolated word recognition systems 
are dialogue based, guiding the user with well designed dialogue and proper 
vocabulary is the best way to avoid user faults. 
Noise in recognition environment decreases the recognition performance by both 
deforming the spectral properties of speech and causing misdetections of endpoints. 
The acoustic properties of the room that the recognition is performed is also effect 
the spectral features of speech. Using digital filter can be a solution to reflection 
effect if the acoustic properties of the room are known. 
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6. CONCLUSION AND FURTHER WORK 
As seen in the previous chapter, the test results obtained from the simulation system 
show the isolated speech recognition system is implemented successfully. The VQ 
classifier obtained about 98% and HMM classifier obtained about 96% average 
recognition rates. However the performance obtained on the embedded system in real 
conditions decreases due to utterance isolation problems. The utterances used in 
simulation were isolated manually. But endpoint detection in noisy environments is a 
challenging problem.  
The VQ classifier has an advantage as being a non-sequential recognizer. The silence 
features can be implicitly added to codebooks so that, the end-point constraints are 
relaxed. However the end-point detection keeps its importance in recognizer 
performance so efficient ways of word isolation can be considered as a further work. 
Another factor that effects the system performance is the well guidance to user of the 
system. Since the recognizer assumes the user speaks an utterance which is a 
member of a limited vocabulary, the system must guide the user to speak within that 
vocabulary. If the spoken utterance is not a member, recognizer will chose the most 
similar utterance that it is assumed to be in. 
The test results obtained from both English and Turkish data sets proves the system 
is language independent. 
Surprisingly in four classifiers the simplest one, VQ classifier, obtained the highest 
recognition rates. In VQ classifiers, the clustering algorithm used in codebook 
generation determines the classifier performance. Although the binary split algorithm 
used in the thesis gives satisfactory results, some other methods like Self Organizing 
Maps can be implemented.  
HMM classifier also got satisfactory results. The type of HMM recognizer used in 
the thesis, the discrete HMM, is the simplest form of HMMs. It is chosen in the 
thesis since it was easy to implement with fixed point arithmetic and needs less 
computation power. As a further work continuous density and state duration models 
for HMMs can be implemented to obtain better results. 
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Although the Elman Network classifier was the most original idea in the thesis, it 
gave the worst recognition ratios. I was inspired by my knowledge on system 
identification and time series prediction which I gained in my wok for under 
graduation thesis. Neural networks are originated from human neural systems. Since 
the speech recognition is a regular task performed by human brain, it would be a well 
motivation to study neural networks as a further work. 
The DTW recognizer didn’t obtain satisfactory results. However in many papers 
DTWs are shown to outperform HMMs in isolate speech recognition. The 
performance loss is likely due to development lack, since most of my time is 
consumed on VQ and HMM design after deciding they are most appropriate for the 
embedded system. However DTW classifiers are still popular especially in speaker 
dependent system. So, more accurate DTW recognizers can be designed for 
applications like voice activation and security systems as a further work. 
Also signal processing blocks of the system can be reviewed to improve the whole 
system performance since using the appropriate features is a key point in pattern 
classification. 
The effects of environmental properties like noise and reflection properties of the 
room can be decreased by digital filters implemented on the embedded system. This 
requires proper detection of noise and acoustic properties of the room and then real-
time processing of the speech signal. This challenging problem can also be a further 
work. 
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