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Abstract 
We integrate the advantage of semantic depiction using ontology and the advantage of complicated targets image modelling 
using Bag of Words model, complicated targets semantic reasoning model is introduced using the ontology concept as a random 
variable in Bag of Words model. This model can map the ontology concept to the image. Consequently, the semantic conclusion 
of the image is obtained by reasoning the mapped ontology concept in the semantic net. The experimental result shows that the 
model is validate. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Conference Program Chairs. 
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1. Introduction  
The ontology technology has an advantage that it is easy to express and infer for the semantic knowledge1, 2. 
Predecessors made a lot of research in the construction of the mapping method between the high-level semantic 
model and the low-level image features and the semantic model of images, but most of these studies focused on the 
mapping method of the image texture, colour and geometric features. With the increase of the target complexity and 
the target geometry size, modelling based on the pixels become more and more difficult, the complex target, 
especially for the high resolution remote sensing images, a reasonable description of the complex 
target image cannot be given by the pixels based on modelling, and it is a difficult point of the complex targets 
modelling. A large number of studies have shown that, Bag of Words method is very effective for the modelling and 
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description of the complex target image3, 4, 5, 6. As a hot spot and trend of the complex target modelling research, 
there are some representative examples, which are content-based retrieval, LSA7, PLSA5,8 and LDA8,9 method. 
However, they put forward the concept of the implicit theme among these models, but the concept of the implicit 
theme is no clear semantic meaning, which make a difficulty for the deep semantic reasoning of the image. 
Combining with the advantage of the ontology technology for the semantic expression and the advantage of the 
complex target image modelling based on the Bag of Words model, the ontology concept as a random variable 
introduced into the Bag of Words model, this paper proposed a semantic reasoning method for the target image 
based on the probability model. 
2.  The construction method of the Bag of Words dictionary  
In order to introduce the Bag of words into the complex images, we need an absolute stable descriptor, which is 
used to remove the influence of some factors such as the transformation scale and rotation of the complex target 
images. We choose the scale invariant descriptor, Scale Invariant Feature Transform (SIFT), as the feature base of 
our model. The specific method to construct a Bag of Words dictionary by SIFT descriptor is as follows: ķFeatures 
extraction and expression, to detect and extract the SIFT feature descriptor from the image;ĸForm the dictionary, to 
cluster the extracted SIFT feature descriptors(k-means clustering algorithm), and to construct the feature dictionary 
with the cluster centre; ĹTo quantify the dictionary with the SIFT descriptor of each image, so as to make the 
image and the features into a statistics of document/word count n(w, d). 
3. Semantic analysis probability model based on the ontology concept 
Semantic analysis probability model based on the Ontology concept consists of two sub models: ontology concept 
mapping probability model and ontology inference model. 
3.1. Ontology concept mapping probability model 
It is thought that, in this model method, for some given semantic label (ontology concept), the word distribution 
P(w|c) of the ontology concept is stable. The process of learning is to learn P(w|c) by expectation maximization 
(EM), fit the distribution of the corresponding dictionary the ontology concept. Where, c is the random variable of 
the ontology concept and w denotes the dictionary. The model has three variables: image d, ontology concept c and 
word w. Conditional distribution P(c|d;θ) is the relationship between the modelling image d and the ontology 
concept variable c, and θ is the parameter of the distribution. Conditional distribution P(w|c;π) is the relationship 
between the modelling ontology concept c and the word w, and π is the parameter of the distribution. 
Fitting method: expectation maximization (EM) 
1) Step E: 
 
ሺȁǡሻ ൌ ௉ሺ௖ȁௗǢగሻ௉ሺ௪ȁ௖Ǣఏሻσ ௉ሺ௖ᇲȁௗǢగሻ೥ ௉ሺ௪ȁ௖ᇲǢఏሻ                                                                                                                            (1) 
 
2) Step M:  
 
ሺȁǢ Ʌሻ ן σ ݊ሺ݀ǡ ݓሻܲሺܿȁ݀ǡ ݓሻௗ    
ሺȁǢ Ɏሻ ן σ ݊ሺ݀ǡ ݓሻܲሺܿȁ݀ǡ ݓሻ௪                                                                                                                             (2) 
 
Where, n(d,w) is the count of word w of image d. 
The simple EM derivation algorithm is as follows: first thing is to give the likelihood expression, considering 
൫ݓ௜ห ௝݀൯ǡ written in the sum form of c as follows: 
 
 ൫ݓ௜ห ௝݀൯ ൌ σ ܲሺܿ௞ȁ ௝݀ሻܲሺݓ௜ȁܿ௞ሻ௄௞ୀଵ                                                                                                                        (3) 
 
The logarithmic likelihood function result is:  
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ሺɅǡ ɎǢ ሻ ൌ σ ݊ሺ݀ǡ ݓሻሺσ ܲሺݓȁܿǢ ߠሻܲሺܿȁ݀Ǣ ߨሻ௭ ሻௗǡ௪                                                                                               (4) 
 
Because of the sum and logarithm operation in the formula (4), it's difficult to optimize the function. It is assumed 
that each image is produced by a single ontology concept c, and then the optimized simplification of the assumed 
likelihood function is as follows: the image is denoted ݀௜ א ͳǡǥ ǡܯ, if the i-th image is generated by the k-th 
concept ck, then formula (4) is simplified as: 
 
ሺɅǡ ɎǢ ሻ ൌ σ ݊ሺ݀ǡ ݓሻ ൫ܲሺݓȁܿ௞Ǣ ߠሻܲሺܿ௞ȁ݀௜Ǣ ߨሻ൯ௗǡ௪                                                                                       (5) 
 
This formula can give a parsing optimized result. Now the problem is that for the specific di, k cannot be directly 
observed. Here we suppose that k is one random vector. 
Then we derive the distribution of the unobserved data. Firstly a guess of the hybrid distributed parameter is given, 
that is, the guess values of θ and π are given. After getting the value of θ and π, it is very easy to 
computeሺݓ௜ȁሺɅǡ Ɏሻ௝ሻ. Using cyi to denote the concept of the generated image di, from the Bayes rule we can get: 
 
 ቀܿ௬೔ቚݓ௜ǡ ሺɅǡ Ɏሻቁ ൌ
௉ሺ௖೤೔ሻ௉ሺ௪೔ȁ௖೤೔ǡሺఏǡగሻሻ
σ ௉ሺ௖ೖሻೖ ௉ሺ௪೔ȁ௖ೖǡሺఏǡగሻሻ                                                                                                         (6) 
 
And൫หǡ ሺߠǡ ߨሻ൯ ൌ ς ܲሺܿ௬೔ȁݓ௜ሻ௜ . In consideration of σ ܲ൫݅หݓ௝൯ ൌ ͳெ௜ୀଵ , by derivation, the expectation for the 
likelihood function is: 
 
 ൌ σ σ ݊ሺ݀ǡ ݓሻ݈݃ܲ൫ݓ௜หܿ௬௟Ǣ ߠ൯ே௜ୀଵெ௜ୀଵ ܲሺܿ௟ȁݓ௜ሻ ൅ σ σ ݊ሺ݀ǡ ݓሻ݈݃ܲ൫ܿ௬௟ห݀௜Ǣ ߨ൯ே௜ୀଵெ௜ୀଵ ܲሺܿ௟ȁݓ௜ሻ                         (7) 
 
By formula (7), the maximization of the likelihood expectation is the two terms of formula (7) respectively. The 
optimization process in the second part is as follows: in consideration of constraint σ ܲሺܿ௟ȁ݀௜ሻ௟ ൌ ͳ and lagrangian 
multiplier method, after derivation we can get: 
 
σ ௡ሺௗǡ௪ሻ௉ሺ௖೗ȁ௪೔ሻ೔ಿసభ
௟௚௉ሺ௖೤೗ȁௗ೔ǡగሻ ൅ ߣ ൌ Ͳ                                                                                                                                    (8) 
 
Summing the derivation result, we can get λ= -N, then we can get the second result of the formula (2) after 
derivation. In the same way we can get the first result of the formula (2). 
With the above derivation, ontology concept mapping model algorithm can be summarized as follows: ķ In the 
learning method, the target is to fit the distribution P(w|c;θ) of the word under the ontology concept c based on the 
training data (image set D), that is, P(c|d,w) is known, and then P(w|c;θ) is computed by EM algorithm. ĸ P(w|c;θ) 
is obtained by training, and then the distribution P(c|d; π) of the unknown image D about the ontology concept c can 
be computed by EM algorithm. The probability P(ck|di) is produced by the k-th concept ck of the i-th image di, when 
it is obtained and it is the maximum and greater than some threshold value, and then we can map the ontology 
concept ck with the image di, that is, completed the semantic mapping of the unknown images. 
3.2. The semantic reasoning model of ontology concept 
The complex target ontology base, which is constituted by the semantic elements of the relationship and the attrib
utes among the complex target ontology concepts that are defined by the domain specialists, is a hierarchy network, 
as the semantic web. While the ontology concept is the main part of the ontology base, the relationships among conc
epts are Is-A (set membership), Same-As (equivalence relationship), and Inverse-Of (mutually-inverse relationship). 
The inference engine can use some universal reasoning engine, such as Racer, Fact/Fact++ and so on. This paper 
selects the commercial inference engine Racer. The semantic reasoning method for complex targets are: ķ Through
 the description of the section 3.1, we can establish the mapping relationship between the ontology concept and the  
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complex target image, which is to label the image by the ontology concept. ĸ According to the ontology concept co
rresponding to the image, we can generate the request of the semantic reasoning for the image. Ĺ Importing the      
ontology base to the inference engine, through reasoning for the input request reasoning, the results are obtained. ĺ 
Clearing the reasoning results, we can get the semantic inference conclusion for the image. 
4. Experiments and analysis 
4.1. Data preparation of the experiments 
Experimental data are 8 images obtained from the Google Earth screenshots, scale is 512*512 pixels, as shown in 
figure 1 and figure 2. Complex target ontology data segments in the semantic web are as shown in figure 3. 
From figure 3 it can be seen that, the complex target ontology is constituted of the concepts of ports, airports and 
other targets, at the same time, the airport is constituted of the concepts of civil airports and military airports. By 
parity of reasoning, civil airports and military airports both contain the runway and the control tower, but civil 
airport only contains lounge and military airport only contains machines stable. 
 
 
Fig. 1. four sample images of terminal 
 
 
Fig. 2. four sample images of aircraft nest 
 
4.2. Experiment procedure 
1) Defining the first three graphs in figure 1 as the ontology concept “lounge” (c2), defining the first three graphs in 
figure 2 as the ontology concept “machine stable” (c1), these six graphs are regarded as training data. The last graph 
of figure 1 and figure 2 is the unknown graph. 
2) Training the training data by the method in section 2.1, obtaining the distribution of word w under the ontology 
concept P(w|c), the result is as shown in figure 4. Figure 4 is the meaning of the gray histogram of the word w’s 
distribution corresponding to the ontology concept c (1 is the distribution result of the ‘machine stable’ c1 to the 
word and 2 is the distribution result of the ‘lounge’ c2 to the word). 
3) When getting the P(w|c), through the EM algorithm computing the distribution P(c|d) of the unknown image 
about the ontology concept, the result is as shown in figure 5. The experimental results show that the feature points 
SIFT descriptor on the graph is selected by P(w|c). For the P(w|c) selecting argmax P(c|d) as the threshold, the value 
of P(c2|d1) is the maximum 0.73189 in figure 5(a), while the greater probability value, the greater relevance for the 
document d1 to c2. The ontology concepts c2 is mapped with the image. Similarly, figure 5 (b) is the mapping results 
of the ontology concept c1. 
 
488   Sumei Xi et al. /  Procedia Computer Science  56 ( 2015 )  484 – 489 
 
Fig. 3. partial data of the complicated targets ontology segment 
 
 
Fig. 4 words distribution of ontology concepts 
 
 
Fig. 5. distribution about ontology concept and unknown images 
 
4) To the ontology concepts c1, c2 of the unknown image mapping, for the semantic reasoning request generation, 
we can import the complex target ontology into the Racer reasoning machine by the reader reasoning engine. After 
Ontology base of the complex target 
Is-A 
Port 
,V$ ,V$ ,V$
Civil airport 
Airport 
Military airport 
&RQWURO
WRZHU
Ă
,V$ ,V$
Ă Ă Ă
Ă
:DLWLQJURRP :DLWLQJ
KDOO
Ă
,V$ ,V$
0DFKLQH
VWDEOH
6DPH$V
FRQFHSW
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inference, the returned results for this request is ((?x airport waiting room (?y civil airport)). In the same way for c1 
reasoning, but there is no equivalent of c1 in the complex target ontology, the result is ((?y military airport)), and ?x 
has no return value.  
5) Rearrange the inference results, the semantic reasoning conclusion of the last picture in figure 1 can be obtained, 
which is “the image is for the lounge, also known as the airport waiting room, it is a part of the civil airport, not a 
part of the military airport.” And the semantic analysis conclusion of the last picture in figure 2 is “the image is for 
the machine stable, is a part of the military airport, not a part of the civil airport.” The semantic reasoning 
conclusion is correct or not has a direct relation with the correction of the complex target ontology base constructed 
by the specialists and the accuracy of the reasoning engine. The ontology segments used in this paper are tested and 
verified, therefore the accuracy of the semantic reasoning can be guaranteed. 
4.3. Experimental analysis and conclusion 
The above experiments show that, after learning the ontology concept mapping probability model for the 
training data, the model, with higher probability, maps the ontology concept with the complex target images 
(P(c2|d1)=0.73189, P(c1|d2)=0.83846). At the same time, through the reasoning about the ontology concepts 
reasoning model for the ontology concepts of the correlation images in complex target ontology base, a deeper 
knowledge inference of this image can be obtained. That is to say, after the mapping, the known image describes the 
semantic composition represented by the ontology concepts, and then after the semantic reasoning, other semantic 
components such as the parent-child relationship and the equivalent relationship can be obtained, that is the deeper 
semantic analysis conclusion of the image. 
However we make assumption in the algorithm derivation and simplification, which make the image and the 
ontology concept generating a peer to peer mapping mode, and make the semantic reasoning having some 
limitations. In the future work we consider proposing the mapping model of the multi ontology concept with images. 
If the semantic web based on ontology is relatively large, the large-scale ontology concept reasoning also is the 
considered problem in efficiency. 
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