This paper describes a Bayesian approach to performance comparison of recognition systems.
INTRODUCTION
Performance comparison of recognition systems is a crucial issue in the field of pattern recognition, including speech recognition.
In developing a recognition system, it is always necessary to estimate the superiority of a newly developed system to an older one. Conventionally, statistical tests have been recommended for the task.1) When conducting a statistical test, one sets up a hypothesis, called a null hypothesis, that there is no difference between the true recognition rate of one system and that of the other. If recognition results show an evidence that the hypothesis is statistically unlikely, then it is rejected ; otherwise accepted. Two types of errors are possible here.2) A Type I error is committed if the hypothesis is rejected when it is true ; a Type II error is committed if the hypothesis is accepted when it is false. The probability of committing a Type I error is bounded by a level of significance. 
Then, by the Bayes theorem, and by assuming the uniformity of the a priori distribution of p, the a posteriori probability density of p given k is written as ( 2 ) where is the beta function. Equation (2) shows that p has a beta distribution.9) The beta function can be represented by the gamma function as follows10) :
Hence, for integers x and y, Figure 1 shows P(p|k) for k / n=0.75, 0.80, 0.85, 0.90, 0.95 when n = 200. As is seen here, P(p|k) becomes more peaked and more asymmetric as k / n approaches unity for the same value of n. Figure 2 illustrates P(p|k) for n=100, 200, 400 when k/ n= 0.80, showing that P(p | k) becomes more peaked as n becomes greater for the same value of k I n.
COMPARISON OF TRUE

RECOGNITION RATES
Let A and B be two systems to be compared, and PA and PB their recognition rates, respectively. We evaluate the superiority of A to B, denoted as Sp(A, B), by the a posteriori probability of the event {PA>_ If we further assume the uniformity of the a priori distribution : P(PA, PB) = 1, which reflects the lack of our prior knowledge about the distribution of (PA, PB), then ( 4 ) Thus, from Eqs. (1) and (4) ( 5 ) where As is shown in Appendix A, integration in Eq. (5) can be easily carried out, and a closed form formula for Sp(A, B) is derived : 
where three parameters p1, p2, p3 are chosen out of the four parameters p1,p2,p3,p4constrained by
The domain D of (p1, p2, p3) is given by By assuming the uniformity of the a priori distribution of (p1, p2, p3) on D, its a posteriori probability density is represented by ( 8 ) On the other hand, the recognition rates pA and pB of A and B, respectively, are related with p1, p2, p3 as follows :
This implies {pA>pB}= {p1>p2}. Thus, from Eqs. (7) and (8),
where The derivation of Eq. (10) is given in Appendix B.
Incomplete recognition result case
Although it is possible to observe a complete recognition result (k1, k2, k3, k4) in the common test data set case, it often happens that only correct sample sizes kA and kB are counted in practice. The numbers k1, k2, and k4 are related with kA and kB as (11) where k3 is an integer satisfying (12) with Therefore the probability of (kA, kB) is given by the sum of probabilities over all the possible values of k3:
where k1, k2, and k4 are related with k3 as in Eqs. (11) . By an argument similar to the complete recognition result case,
where 4. NUMERICAL RESULTS
The closed form formulas for Sp(A, B) given by Eqs. (6) and (10) are useful to investigate qualitative properties of Sp (A, B) . For example, we know from Eq. (10) that Sp(A, B) is determined only by k, and k2 regardless of the total number of test data. However, the use of these formulas for numerical computation often causes the loss of significant digits in floating-point arithmetic, because they involve summations of terms of comparable magnitude with alternating signs. For that reason numerical integration5) was conducted on Eqs. (5), (9) and (13) to obtain the subsequent results.
In the case of independent test data sets, Sp(A, B) is determined by the test data sizes nA and nB, and the correct sample sizes kA and kB as shown in Eq. (6). In the case of complete recognition result, however , Sp(A, B) varies depending on k3, i.e. the number of test data correctly recognized by A as well as by B , even if the test data size n, and the correct sample sizes kA and kB are kept constant. Figure 4 Sp(A, B) takes the minimum value for k3 = max{0 , kA+ kB-n}. This case is referred to as the worst case. Oppositely, it takes the maximum value for k3 = min{kA, kB} = kB. This case is referred to as the best case. Obviously, the best case occurs when the set of test data correctly recognized by B is completely included in the set of test data correctly recognized by A.
In the case of independent test data sets, it is not necessary that nA= nB. However, we will consider only the case of nA= nB= n for the sake of comparison with the case of common test data set. Then, in all cases, regardless of the value of n, kA/ n= kB/ n implies Sp(A, B)= 1/2. In view of this fact, sensitivity at (kA/ n, kB/ n) is defined by the quantity If one comparison method gives higher sensitivities than another at all (kA/ n, kB/ n), then the former is said to be more sensitive than the latter. Figure  5 (i)-(iii) illustrate Sp(A, B) in various cases. The test data size n is 100, 200, and 400 for (i), (ii), and (iii), respectively. The sample recognition rate kB/ n of B is fixed at 0.90. The sample recognition rate kA/ n of A is varied from 0.80 to 1.00 in steps of 0.01.
In Fig. 5 , the following facts are observable :
By comparing the best case curves, for example , in (i) through (iii), it is seen that the curves become steeper as the test data size increases. The same phenomenon is observed for curves in other cases. This means that a larger test data size gives a higher sensitivity in all cases. case of complete recognition result regardless of the test data size, though the reason for this is not known yet. Thus the sensitivity in the case of independent test data sets is lower than the sensitivity in most cases of common test data set. One particularly important observation is that the best case of the common test data set yields a very high sensitivity. This occurs when the set of test data correctly recognized by B is completely included in the set of test data correctly recognized by A. In such a case, it follows from Eq. (10) that the superiority Sp(A, B) equals 1-(1/2)k1+1, where k1 is the difference between the correct sample size of A and that of B. The superiority in this case does not depend on the total number of test data. So, suppose that we are trying to improve a recognition The sample recognition rate kB/ n of System B is fixed at 0.90, and kA/ n of System A is varied from 0.80 to 1.00 in steps of 0.01. The test data size n is 100, 200, and 400 for (i), (ii), and (iii), respectively. worst : the worst case of common test data set. best : the best case of common test data set. incomplete : incomplete recognition result case of common test data set. independent : independent test data sets case. (i) n= 100, (ii) n=200, (iii) n=400.
system. If a new system correctly recognizes 3 test data, for example, that have been misrecognized by an old system, in addition to all the test data that have been correctly recognized by the old system, then we have made an improvement with a confidence of 94%.
RELATIONSHIP WITH STATISTICAL TESTS
It would be of interest to see the relationship between the superiority in the proposed method and the level of significance in a statistical test. In a statistical test, it is possible to find a critical value of sample recognition rate pB of System B which has a just significant difference from a given sample recognition rate pA of System A for a given level of significance E. Then the corresponding superiority test, the superiority in the proposed method is closer to the confidence in a one-sided test than to the confidence in a two-sided test. Since the superiority is defined by the probability of the event {pA> pB}, the proposed method might be conceptually closer to a one-sided test than to a two-sided test. The method for numerical computation of the superiority needs to be improved. Although we have found closed form formulas for the superiority, their use in numerical computation often causes intolerable errors because of the loss of significant digits. Thus we have to resort to numerical integration for the moment, which requires a considerable amount of computation. Therefore, our future work includes the development of a simple, and yet accurate computation method for the superiority.
