ABSTRACT Image classification has attracted more and more attention. During the past decades, image classification has shown growing interest in representation-based classification methods, such as sparse representation-based classification and collaborative representation-based classification. However, the available representation-based methods still suffer from some problems. Especially, most methods only consider the shared representation of a test image. In this paper, we propose an elastic-net regularized regression algorithm (ENRR) for image classification. Specifically, our proposed method combines shared sparse representation with class specific collaborative representation when representing the test sample. Moreover, we extend the proposed ENRR to arbitrary kernel space to achieve better classification performance due to specificities and complexities of original images. The extensive experiments on face recognition datasets, handwritten recognition datasets, and remote sensing image datasets clearly demonstrate that the proposed ENRR outperforms several conventional methods in classification accuracy.
I. INTRODUCTION
Visual recognition has attracted intensive attention due to its high value in practical applications, such as face recognition [1] , [2] , medical diagnosis [3] , [4] , and geospatial object detection [5] , [6] . Consequently, considerable efforts have been made in developing different methods for image classification tasks.
In the visual recognition system, effective image representation is essential in constructing high-performance scene classification methods since that image classification is usually conducted in feature space. Conventionally, nearest neighbor (NN) [7] and nearest subspace (NS) [8] methods are extensively applied to image classification. Such methods
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represent the test sample with training samples, and assign it to the closest class. Then, Wright et al. [9] proposed the sparse representation based classification (SRC) method. SRC method built the sparse representation for the test sample with training samples, and labeled the test sample into the class which achieved minimum residual error. After that, Zhang et al. [10] proposed collaborative representation based classification (CRC), which replaced the 1 -norm in SRC to 2 -norm. Different from SRC, CRC algorithm represented a test sample with all the training samples and classified it into the class which achieved smallest reconstruction error. These two methods have achieved superior performance for face recognition.
Due to the superior performance that SRC and CRC have achieved, image classification has experienced a growing interest in representation based classification methods.
A number of variants of the sparse representation methods have been proposed in recent years. An Extended SRC (ESRC) method was introduced by Deng et al. [11] , which applied an auxiliary intraclass variant dictionary to represent the possible variation between the training and test samples. Liu et al. [12] proposed a kernel collaborative representation classification method, which can improve the discrimination ability of collaborative representation. The similarities between the test sample and dictionary atoms were measured to construct a locality constrained dictionary. Fan et al. [13] introduced a weighted SRC method. This method firstly computed the weight for a training sample according to the distance or similarity relationship between it and the test sample. Then, it represented the test sample with the weighted training samples and classified the test sample according to the minimal reconstruction error. Yu et al. [14] proposed an improved collaborative representation based classification with regularized least square algorithm, which learned a discriminative dictionary by a label consistent K-SVD method. A fast non-smooth NMF to learn the sparse representation quickly was presented by Yang et al. [15] . Gao et al. [16] proposed a localityconstrained double low-rank representation method for effective face hallucination, which directly used the image-matrix based regression model to compute the representation coefficients. Gan et al. [17] proposed to optimize weighted kernel sparse representation classifier via class-oriented strategy, which combined local structure information and SRC in the kernel feature space. Shazeeda and Rosdi [18] proposed a recognition algorithm which combines the nearest centroid neighbor and sparse representation classification techniques. Firstly, the k nearest neighbors of the test sample were selected based on the nearest centroid neighbor, and then, the test sample was classified by sparse representation based on the selected neighbors. Two robust linear regression models were developed by Zhang et al. [19] with their proposed elastic-net regularized linear regression (ENLR) method. These models employed the transformed features as the new discriminate representations and were able to enlarge the margins of different classes and enhance the compactness and effectiveness of the learned projection matrix. Deng et al. [20] proposed a superposed linear representation classifier (SLRC) method, where they cast the misleading coefficients of the incorrect classes of the collaborative representation. This method represented the test image in term of a superposition of the class centroids and the shared intraclass differences. Then, an inter-class sparsity based discriminative least square regression method (ICS_DLSR) [21] was presented for multi-class classification. This method introduced an inter-class sparsity constraint to the least square regression model and an error term with row-sparsity constraint. Qin and Tian [22] proposed a weighted kernel representation-based method (WKRBM) to enhance traditional kernel method for face image representation.
All the sparse representation-based methods mentioned above improve the classification performance of SRC.
However, these methods represent test sample with training samples from all the classes, which ignores the fact that test sample belongs to one specific class, meaning that the training samples in the class of test sample contribute more. To compensate for this deficiency, we introduce the class specific collaborative representation into SRC method and propose the new method named elastic-net regularized regression (ENRR) to learn a more discriminative representation for test sample. Moreover, we extend the proposed ENRR to arbitrary kernel space (KENRR) to explore the nonlinear characteristics hidden in original image features, which can further enhance the performance of classification. The experiment results especially face recognition experiments show that the proposed novel representation of images are reasonable. The scheme of our proposed method is listed in FIGURE 1. FIGURE 1. Scheme of the proposed elastic-net regularized regression algorithm. After the feature of test sample is obtained, it is represented by two parts. The upper part is the shared representation, which is sparse and involves only the class that test sample belongs to, while the lower part is the class specific collaborative representation, including as many training samples as possible in the same class with test sample. Their combination forms our elastic-net regularized regression algorithm.
Our work in this paper mainly focuses on three-fold:
• We propose an elastic-net regularized regression (ENRR) algorithm for image classification, which combines the sparse representation with class specific collaborative representation.
• We extend our proposed ENRR method into arbitrary kernel space to find the nonlinear structures hidden in the image features.
• The proposed elastic-net regularized regression with kernels (KENRR) method is tested on six widely used image datasets, which clearly verifies the superior performance of our method. The rest of the paper is organized as follows. Section II briefly reviews several related classification algorithms. Then, Section III explains our proposed method in detail. Experimental results on six widely used image datasets are shown in Section IV. Finally, we conclude this paper in Section V.
II. RELATED WORK
In this section, we briefly introduce several related algorithms for image classification, including SRC and CRC.
A. SPARSE REPRESENTATION BASED CLASSIFICATION
Wright et al. [9] originally proposed SRC algorithm for robust face recognition. Based on the assumption that the 76062 VOLUME 7, 2019 samples from a single class lies on a linear subspace, they proposed to represent the test sample as a linear combination of training samples. To be specific, given a test sample y ∈ R D×1 , the linear representation of y can be written as:
Therefore, given the dictionary of training samples 
where, λ is the regularization parameter.
After the sparse representation is obtained, the predicted label of y is determined by the minimal class-specific reconstruction residual error:
where, id(y) is the label of the test sample.
B. COLLABORATIVE REPRESENTATION BASED CLASSIFICATION
Recent years, SRC has gained much importance in the field of image recognition. However, Zhang et al. [10] proposed that it was the collaborative representation that played vital role for classification in SRC, rather than the 1 -norm sparsity. Thus, they replaced the 1 -norm with 2 -norm and introduced CRC method, where all the training samples were involved to represent the test sample. The objective function of CRC is as follows:ŝ
where, β is the regularization parameter used to control the tradeoff between fitting goodness and collaborative representation. Then, the process of image classification is similar to that of SRC, where the test sample is assigned to the class which has minimal residual error.
III. PROPOSED METHOD
In this section, we explain our proposed algorithm, elasticnet regularized regression with kernels in detail. We firstly introduce the elastic-net regularized regression algorithm. And then, we extend it to kernel space.
A. ELASTIC-NET REGULARIZED REGRESSION
Motivated by the fact that the test sample belongs to one specific class, we propose to add the class specific representation into the objective function of SRC, which guarantees that the training samples from the specific class contribute more. To involve as many training samples from the specific class as possible, we utilize collaborative representation in the class specific representation. The objective function of our proposed method is as follows:
where, τ is a parameter to adjust the tradeoff between the shared representation and class specific representation. And in (5), the first two terms are the conventional sparse representation, trying to make sure that only the class which test sample belongs to represents the test sample. The latter term is the class specific collaborative representation and it ensures distinctive contribution of training samples from different classes.
Equation (5) can be rewritten as:
where, β = τ ×γ . In (6), the penalty term is the summation of 1 -norm and 2 -norm, which is elastic-net regularized penalty term. Thus, we name our proposed method as elastic-net regularized regression algorithm (ENRR).
We conduct a simple experiment to prove the efficiency of our proposed elastic-net regularized regression algorithm. We choose 10 training samples from each class of RSSCN7 dataset and one test sample from the first class. Then, we represent the test sample with training samples through different methods. The representation coefficients for the test sample obtained with SRC, CRC and ENRR are respectively shown in (a), (b) and (c) in FIGURE 2. From (a), we can see that SRC utilizes 1 -norm to force the representation of the test sample to be sparse, where the test sample is represented as the sparse linear combination of training samples from all the classes. In (b), all the training samples from all the classes participate in the representation of the test sample. However, from (c), which shows the representation coefficients of our proposed ENRR method, we can see that the training samples from the first class (which the test sample belongs to) contribute more in representing the test sample. Only few training samples from other classes are involved in the representation of the test sample, which clearly proves the effectiveness of elastic-net.
B. ELASTIC-NET REGULARIZED REGRESSION WITH KERNELS
Since Reproducing Kernel Hilbert Space methods do not assume an explicit prior data distribution and there exists nonlinear structure in image features, kernel methods cope well with remote sensing image specificities and complexities. Thus we extend our proposed elastic-net regularized regression to arbitrary kernel space to further improve VOLUME 7, 2019 classification performance. Suppose there exists a kernel function κ(X , y) = φ(X ) T φ(y), where the mapping φ :
The objective function of our proposed elastic-net regularized regression with kernels is as follows:
C. OPTIMIZATION OF THE OBJECTIVE FUNCTION
The objective function (7) can be simplified as follows:
And in (8) ,
where, we let
So (8) can be written as follows:
Then, we use ADMM (Alternating Direction Method of Multipliers) to optimize (10) , which can obviously improve the computation efficiency and save time. The process of optimizing is as follows. According to ADMM, the optimization problem can be transformed to:
The Lagrangian can be written as follows:
Firstly, with fixed δ and z,
Let ∂L ρ (s) ∂s = 0, s can be easily obtained:
Then, with fixed s and δ,
We can obtain z by solving the following equation:
Solution to (16) is:
Finally, with fixed s and z, δ can be obtained by the iteration as follows:
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D. CLASSIFICATION WITH ELASTIC-NET REGULARIZED REGRESSION WITH KERNELS
The representation codeŝ can be calculated by solving the optimization problem according to (14) . Then, the test sample is assigned to the class which achieves the minimal reconstruction error as follows:
The procedure of the elastic-net regularized regression with kernels is shown in Algorithm 1. For simplicity, we denote our proposed elastic-net regularized regression with kernels algorithm as KENRR.
Algorithm 1 Algorithm for Classification With KENRR
Input: Training samples X ∈ R D×N , parameters α, β and τ , and the test sample y Output: Identity of y 1: iter = 1.
Update s according to (14) .
4:
Update z according to (17) .
5:
Update δ according to (18) .
Update f (iter) according to (7).
7:
iter = iter + 1 8: end while 9: for c = 1;c ≤ C;c++ do 10: Compute the residuals e c (y) = φ(y) − φ(X c )s c 2 2 11: end for 12: id(y) = arg min c {e c } 13: return id(y)
IV. EXPERIMENTAL RESULTS
In this section, we show our experimental results on six widely-used image datasets. We firstly introduce the experimental settings. And then, we illustrate the experimental results on the six image datasets separately.
A. EXPERIMENTAL SETTINGS
We evaluate our method on six datasets, including two face recognition datasets, the Extened YaleB dataset [23] and the CMU Pose, Illumination, and Expression (CMU PIE) dataset [24] , two handwritten digit datasets, the MNIST dataset [25] and the United States Postal Service (USPS) dataset [26] , and two benchmark remote sensing image datasets, the RSSCN7 dataset [27] and the UC Merced Land Use dataset [28] . Our experiment is conducted on different features for the six datasets. For the face recognition datasets and the handwritten digit datasets, we directly pull the image into a vector and perform 2 -normalization to it for better performance [29] . And for the remote sensing image datasets, we utilize the deep image features extracted by traditional CNN. The original image is directly fed into the pretrained VGG model [30] and layer fc6 is utilized.
And finally, we obtain a 4096-dimensional feature vector for each image and also perform 2 -normalization to it.
There are three parameters in the objective function of our proposed KENRR algorithm that need to be specified. α is an important parameter that controls the tradeoff between the sparsity and reconstruction error. And β is another important parameter in the KENRR algorithm, which is used to adjust the tradeoff between the reconstruction error and the class specific collaborative representation. τ is also an important factor in the algorithm, which is used to control the tradeoff between the shared collaborative representation and the class specific collaborative representation. In the experiments, we adjust values of these parameters to achieve the highest classification accuracy.
To achieve a better performance, we expand our method into Reproducing Kernel Hilbert Space and utilize four different kernels: the linear kernel (κ(x, y) = x T y), the polynomial kernel (POLY, κ(x, y) = (p + x T y) q , the radial basis function kernel (RBF, κ(x, y) = exp(−γ x − y 
To eliminate the randomness, we randomly (repeatable) split the dataset into the train set and test set for 10 times and the average accuracy is recorded. For the face recognition datasets and the UC Merced Land Use dataset, we randomly select 10 images as the training samples from each category. For the handwritten recognition datasets and the RSSCN7 dataset which have less classes, we randomly choose 20 images as the training samples from each category. And we compare our proposed KENRR algorithm with several image classification methods, including SRC, CRC, ESRC [11] , ENLR [19] , SLRC [20] , ICS_DLSR [21] and WKRBM [22] . 
B. EXPERIMENT ON FACE RECOGNITION DATASETS
For the Extended YaleB dataset, it involves 38 categories and 2, 414 frontal-face images in total, where all the images are taken under different illumination conditions. The image size is 32 × 32. FIGURE 3 shows several sample images from the dataset. We set α, β and τ to different values in order to achieve the best accuracy of different methods. And the optimal values of parameters for the four kernels of our proposed method are (2 −17 , 2 −14 , 2 −5 ), (2 −12 , 2 −12 , 2 −4 ), (2 −19 , 2 −16 , 2 −4 ) and (2 −13 , 2 −11 , 2 −4 ), respectively. 
Recognition accuracy of different methods on Extended
YaleB dataset is shown in TABLE 1. From TABLE 1, we can see that the elastic regularized regression with kernels algorithm outperforms conventional classification methods, achieving accuracy of 92.34%, 92.68%, 92.74%, 96.82% in linear kernel space, POLY kernel space, RBF kernel space, and Hellinger kernel space, respectively. KENRR algorithm with linear kernel achieves the accuracy of 92.34%, which is 2.26% higher than the SLRC-1 method. And KENRR algorithm achieves highest accuracy of 96.82% with Hellinger kernel, which is 6.74% higher than the SLRC-1 method.
For the CMU-PIE dataset, there are 41, 368 pieces of images in total, captured under different lighting, poses and expressions. The CMU-PIE dataset includes 68 individuals totally, and each person has 43 different illumination conditions with 13 different poses. We choose two types of them to finish our experiment: five near frontal poses and all different illuminations, including 11, 554 images in total. Each individual contains approximately 170 images. The size of each face image is 32×32. FIGURE 4 shows some samples from the dataset. In the experiment, we set parameters to different values to achieve the best accuracy of different methods, The optimal values of parameter α, β, τ for each kernel of KENRR are (2 −12 , 2 −7 , 2 −6 ), (2 −6 , 2 −10 , 2 −8 ), (2 −15 , 2 −13 , 2 −8 ) and (2 −9 , 2 −6 , 2 −5 ), respectively.
Recognition accuracy of different methods on CMU PIE dataset is shown in TABLE 1. TABLE 1 clearly validates the superiority of our KENRR algorithm compared with other image classification methods, achieving an accuracy of 89.90%, 90.15%, 90.28%, 90.85% for the linear kernel, POLY kernel, RBF kernel, and Hellinger kernel, respectively. For the four kernels, the KENRR algorithm achieves the highest accuracy of 90.85% with the Hellinger kernel, which is 1.39% higher than the SLRC-1 method and 2.06% higher than the ICS_DLSR method.
C. EXPERIMENT ON HANDWRITTEN RECOGNITION DATASETS
For USPS dataset, there are 9, 298 images of handwritten numbers in total. The image size is 16 × 16. FIGURE 5 shows several sample images belonging to this dataset. We set different values for parameter α, β and τ to achieve the best classification accuracy of our method. The optimal values of parameters are (2 −6 , 2 −2 , 2 1 ), (2 −2 , 2 −2 , 2 0 ), (2 −8 , 2 −7 , 2 1 ) and (2 −6 , 2 2 , 2 1 ) for the four kernels of KENRR, respectively.
Recognition accuracy on USPS dataset is shown in TABLE 2. From TABLE 2, we can see that the elastic regularized regression with kernels algorithm is better than some conventional classification methods, achieving accuracy of 91.85%, 92.00%, 91.90%, 91.00% in linear kernel space, POLY kernel space, RBF kernel space, and Hellinger kernel space, respectively. KENRR algorithm achieves the accuracy of 91.85% with the linear kernel, which is 1.50% higher than the ESRC method, and 4.00% higher than the CRC method.
MNIST dataset includes 70, 000 images of handwritten numbers. The image size is 28 × 28. In FIGURE 6, we show several images of this dataset. We set different values for parameters α, β and τ to get the best classification performance. The corresponding optimal values of parameters for each kernel of our method are (2 −3 , 2 −3 , 2 4 ), (2 −2 , 2 0 , 2 4 ), (2 −2 , 2 −2 , 2 5 ) and (2 −3 , 2 1 , 2 1 ), respectively. Recognition accuracy on MNIST dataset is shown in kernel, POLY kernel, RBF kernel, and Hellinger kernel, respectively. The proposed KENRR algorithm with linear kernel achieves the accuracy of 87.70%, which is 1.70% higher than the ESRC method and 2.45% higher than the CRC method. And the KENRR with Hellinger kernel achieves the highest accuracy of 88.45%, which is 2.50% higher than SRC method.
D. EXPERIMENT ON REMOTE SENSING IMAGE DATASETS
The UC Merced Land Use(UC-Merced) dataset is a widely used dataset for aerial image classification. It contains manually extracted images from the USGS National Map Urban Area Imagery collection around the country. Every image in the dataset is cropped into the size of 256 × 256 pixels. There are 21 categories of 2100 land-use images in the UC-Merced dataset in total, including agricultural, airplane, baseball diamond, beach, buildings, chaparral, dense residential, forest, freeway, golfcourse, harbor, intersection, medium residential, mobile homepark, overpass, parking lot, river, runway, sparse residential, storage tanks, and tennis court. And all these classes involve 100 images. In FIGURE 7, we list several samples from this dataset. Experimental results of different methods on UC-Merced dataset are shown in TABLE 3. Obviously, our proposed method obtains the best performance. We adjust values of the three parameters α, β and τ to achieve the best classification rate of KENRR, which is 86.71%, 86.71%, 86.71% and 87.00% with linear kernel, POLY kernel, RBF kernel, and Hellinger kernel, respectively. The corresponding optimal values of parameters for each kernel are (2 −9 , 2 −4 , 2 −4 ), (2 −7 , 2 0 , 2 −6 ), (2 −14 , 2 −6 , 2 −4 ) and (2 −7 , 2 −3 , 2 −4 ), respectively. For the four kernels, KENRR algorithm achieves the highest accuracy of 87.00% with the Hellinger kernel. This is 1.00% higher than the SLRC-2 method.
The RSSCN7 dataset is collected from Google Earth 3. It consists of seven different RS scene categories of 2800 aerial-scene images in total, which are grassland, forest, farmland, industry, parking lot, residential, and river and lake region. Each class includes 400 images and all images are of the same size of 400 × 400 pixels. FIGURE 8 shows several sample images from this dataset.
Recognition accuracy on RSCCN7 dataset is shown in algorithm outperforms other conventional methods, achieving accuracy of 77.57%, 77.86%, 77.93%, 77.93% for the linear kernel, POLY kernel, RBF kernel, and Hellinger kernel, respectively. And the optimal values of parameters α, β, τ are (2 −7 , 2 −2 , 2 −8 ), (2 −2 , 2 4 , 2 −3 ), (2 −8 , 2 −3 , 2 −4 ) and (2 −5 , 2 1 , 2 −6 ), respectively. For the four kernels, the KENRR algorithm achieves the highest accuracy with the RBF kernel and Hellinger kernel, which is 0.72% higher than the CRC method, and 1.43% higher than the MENLR method.
To further illustrate the superiority of our proposed elasticnet regularized regression algorithm with kernels, we evaluate the classification rate per class on MNIST dataset using a confusion matrix. The confusion matrices of different methods are shown in FIGURE 9. We can see that the proposed method achieves higher classification accuracy in most classes with sacrificing little accuracy in a few classes especially the eighth class. Notably, our KENRR method with linear kernel achieves accuracy of 82% in the sixth class, which is 9% higher than that with SRC method and 15% higher than that with CRC method. After we extend our proposed method into other kernel spaces, there are some improvements on the classification accuracy per class. KENRR with POLY kernel, RBF kernel and Hellinger kernel achieve higher accuracy on the fourth class and the tenth class compared with. Specifically, KENRR with POLY kernel and Hellinger kernel achieve accuracy of 88% on the fourth class, which is 4% higher than that of KENRR with linear kernel.
E. PARAMETER SENSITIVITY
In the experiments, we perform the proposed KENRR method with different combinations of three parameters α, β and τ , which are ranged from 2 −19 to 2 5 , to achieve the best classification performance. And the optimal parameters are recorded. FIGURE 10 shows the influence that the three parameters have on the classification rate on CMU PIE dataset. From FIGURE 10, we can find that the classification accuracy only suffers small decrease with the increase of parameter β and becomes stable after one specific threshold which is 2 −14 for CMU PIE dataset. That is to say, the proposed method is insensitive to the parameter β. And the classification rate firstly increases and then decreases with the increase of parameters α and τ , respectively.
F. DISCUSSION
From the experimental results on four RS image datasets, we can obtain the following conclusions.
(1) The KENRR method achieves higher classification rate on these six different kinds of image datasets, compared with other methods including SRC, CRC and SLRC. For the four kernels, the proposed KENRR method achieves higher classification accuracy compared with that of WKRBM with the same kernel. That is to say, the elastic-net regularized regression algorithm with kernels achieves superior performance for image classification.
(2) For these six image datasets, involving face recognition datasets, handwritten recognition datasets and remote sensing datasets, the proposed KENRR method achieves the optimal classification rate with different kernel functions. For face recognition dataset and remote sensing image datasets, we can see that Hellinger kernel function suits the images better.
(3) Confusion matrices on MNIST dataset in FIGURE 9 clearly illustrate that our method improves classification rate per class compared with SRC and CRC, which further proves the superiority of the KENRR algorithm.
V. CONCLUSION
In this paper, we propose an elastic-net regularized regression algorithm (ENRR) to take both shared sparse representation and class specific collaborative representation into consideration, which is suitable for image specificities and complexities. Moreover, we extend the proposed ENRR method to arbitrary kernel space to cope with nonlinear structure hidden in original image features to further enhance classification performance. Extensive experiments on six widely used image datasets have proved the superiority of our proposed elastic-net regularized regression algorithm with kernels.
