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Der Begriff Industrie 4.0 soll die deutsche Industrie dazu anregen, sich aktiv
an der digitalen Transformation von Wirtschaft und Gesellschaft zu beteiligen.
Diese disruptive Vera¨nderung unserer Lebenswelt wird im vorliegenden Beitrag
in Bezug zur Wissenschaft gesetzt. Dazu wird die stufenweise Entwicklung von
Industrie und Wissenschaft kurz dargestellt und es werden wichtige Merkmale
und Gesetzma¨ßigkeiten erla¨utert.
Die Wissenschaft lieferte die Mo¨glichkeiten fu¨r Technologien. Diese wiederum
haben nun eine Komplexita¨tsebene erreicht, auf der Produktionsanlagen, Mitar-
beiter und IT-Systeme auf der gleichen Stufe stehen. Es bildet sich ein sich selbst
organisierendes Netzwerk heraus, welches die Entwicklung von Gesellschaft und
Biospha¨re pra¨gen wird. Ein wesentlicher Aspekt ist die Abwesenheit eines System-
architekten oder einer zentralen Planung. Industrie 4.0 ist somit mehr als nur
neues Bla-Bla zur Steuergeldaquise oder die Eier legende Wollmilchsau zur Si-
cherung unseres Wohlstands. Damit sich keine Desintegration des Gemeinwesens,
sondern eine Weiterentwicklung der Gesellschaft ergibt, muss die digitale Transfor-
mation gestaltet werden. Diese Gestaltung geschieht u¨ber die Regeln, nach denen
die Teilsysteme interagieren.
Jeder Wissenschaftler sollte versuchen, sein perso¨nliches Arbeitsgebiet in die sich
herausbildenden Strukturen einzuordnen und den Wandel mit zu organisieren. Dies





















Abb. 1: Der risk iceberg (NASA, Photo: Rick Du Boisson).
Nach dem 2. Weltkrieg war vielen Wissenschaftlern klar, welches disruptive Vera¨nderungs-
potential Wissenschaft und Technik fu¨r die Lebenswelt der Menschen bereithalten [1]. Die
essentielle Bedeutung von Bildung (fu¨r Jung und Alt) fu¨r die Weiterentwicklung der Gesell-
schaft wurde herausgestellt, dann jedoch von der Dominanz der Machterhaltungssysteme in
Ost und West in den Hintergrund gedra¨ngt. Wa¨hrend die Industrialisierung auf der Basis der
sich schnell entwickelnden – nicht nachhaltigen – Technologien fortschritt, erklomm die Wis-
senschaft immer neue Ebenen der Komplexita¨t. Die qualitativen Vera¨nderungen machten sich
zuna¨chst nicht allgemein bemerkbar, da diese von quantitativen Vera¨nderungen (Wachstum)
u¨berdeckt wurden. Was vorher außerhalb der Wissenschaft nur durch Bu¨cher von Futurolo-
gen in das Bewusstsein der O¨ffentlichkeit dringen konnte (z.B. [2]), wurde schließlich um die
Jahrtausendwende zunehmend wahrgenommen: Die digitale Transformation schreitet unauf-
haltsam voran und vera¨ndert alle Bereiche der Zivilisation qualitativ.
Es wurden zuna¨chst auch durch Begriffe wie new economy oder eTransformation verwendet
[3], vor einigen Jahren wurde Industrie 4.0 als Oberbegriff eingefu¨hrt [4, 5]. Was vielen als
weiteres Schlagwort fu¨r den Reputationsmarkt (
”
wir sind zukunftsfa¨hig“) erscheint, hat jedoch
einen harten Kern. Wie durch den Risk Iceberg der Nasa (Abb. 1) visualisiert wird, handelt es
sich nicht um ein neues Produkt oder eine neue Technologie, sondern um ein bis auf weiteres
von den unknown unknowns bestimmtes Pha¨nomen.
Dieses Pha¨nomen ist ohne Zweifel hoch komplex. Daher ist es zuna¨chst sinnvoll, sich u¨ber
unsere individuelle Wahrnehmung komplexer Pha¨nomene Gedanken zu machen. Komplexita¨t
ist nicht von ungefa¨hr ein Schlu¨sselbegriff in der Informatik, die schnell lernen musste, das
die Quantifizierbarkeit von Komplexita¨t in viele unabha¨ngige Richtungen (Dimensionen) er-
folgen kann. Wie in Abb. 2 dargestellt ist, ko¨nnen wir fu¨r jede dieser Dimensionen, auf die
wir ein komplexes Pha¨nomen reduzieren (Komplexita¨tsmaß), versuchen, unsere individuelle
Wahrnehmung mit der (vermuteten) Realita¨t zu vergleichen. Es ergibt sich ein durch eine Auf-
merksamkeitsschwelle und eine Verarbeitungsgrenze bestimmtes perso¨nliches Wahr-







































Abb. 2: Die indviduelle Wahrnehmung von Komplexita¨t.
perso¨nliche Voraussetzungen (Kultur, Bildung und Begabung) zur U¨berlappung gebracht wer-
den. Unser Gehirn ist vor nicht verarbeitbarer Komplexita¨t durch Ignoranz geschu¨tzt1. Es ist
Aufgabe der Wissenschaft, diese Ignoranz jeweils wahrnehmbar abzubilden: Wahres Wissen
bedeutet den Umfang der eigenen Ignoranz zu kennen [Konfuzius].
Bei der Bescha¨ftigung mit dem Thema digitale Transformation oder Industrie 4.0 sto¨ßt
man zuna¨chst auf eine Vielzahl von Fachbegriffen (Abb. 3 ), die teilweise einer Erkla¨rung oder
Kommentierung bedu¨rfen:
• Das Internet der Dinge (Internet of Things) bezeichnet ein Netzwerk von Gera¨ten,
die u¨ber das Internet kommunizieren. Der Unterschied zum bisherigen Internet liegt in
der fehlenden Beteiligung von menschlichen Bedienern. Der Begriff soll verdeutlichen,
was mittlerweile Alltagserfahrung ist. Technische Gera¨te verfu¨gen u¨ber eine WWW-
Schnittstelle, z.B. die in fast jedem Haushalt vorhandenen WLAN-Router. Natu¨rlich
kommunizieren diese Gera¨te dabei nicht nur mit menschlichen Anwendern, sondern in
viel gro¨ßerem Umfang untereinander, z.B. u¨bertragen die WLAN-Router sta¨ndig Daten
an die jeweiligen Internet Service Provider.
• Das Cyber Physical System bezeichnet den Verbund informationstechnischer Systeme
mit mechatronischen Teilen, die u¨ber eine Dateninfrastruktur kommunizieren.
• Die Information and Communication Technology bildet die Basis der hier zu analysie-
renden Entwicklungen.
• Die Cloud ist eine Verlagerung der Daten- und Rechnerinfrastruktur von den Benut-
zern (Besitzer, Produzenten) hin zu u¨ber das Internet erreichbaren Systemen, deren
physikalische Realisierung und Kontrolle unwichtig erscheinen soll.
• Mit Cryptocurrency werden Zahlungsmittel charakterisiert, die auf der Basis von
Block-Chain-Algorithmen auf die Existenz zentraler Vertrauensinstanzen verzichten, bei-
spielsweise Bitcoin.


























Abb. 3: Die Begriffe der Industrie 4.0 als WordCloud.
• . . .
• Das Netzwerk (network) stellt sicherlich den Schlu¨sselbegriff dar. Es sollte klar sein, das
darunter alle Mischformen zwischen zentralistisch und dezentral fallen – mit durchaus
sehr unterschiedlichen Eigenschaften.
• . . .
• Alphabet (Google) ist sicherlich der ma¨chtigste Akteur der digitalen Transformation (im
Bereich der demokratischen Staaten).
• Apple demonstriert seit Jahrzehnten die Bedeutung des Zipf’schen Gesetzes.
• . . .
Im Folgenden werden nun die Fundamente dieser Entwicklung aus wissenschaftlicher Sicht
kurz beschrieben. Dazu werden die Wissenschaft selbst und die Industrie in den beiden fol-
genden Abschnitten einer kurzen Analyse unterzogen, deren Grundlagen und Grenzen dann
zusammengefasst werden. Das abschließende Beispiel stellt den konkreten Bezug zu Arbeits-
gebiet des Autors her und versucht so einen weiteren Blickwinkel zu erschließen.
2 Die Entwicklungsebenen der Wissenschaft
Bevor exemplarisch versucht werden kann, die Grundlagen und die Entwicklungsgeschichte
von Industrie und Wissenschaft in Beziehung zu setzen, muss zuna¨chst versucht werden, die
wesentlichen Aspekte beider Spha¨ren herauszuarbeiten. Die Wissenschaft ist ein intellektuelles
Projekt, dessen Eingrenzung beispielsweise u¨ber Grundprinzipien und Entwicklungsebenen
geschehen kann.
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2.1 Prinzipien und Anforderungen der Wissenschaft
Die Naturwissenschaft ist die Suche nach dem ku¨rzesten korrekten Modell der Welt, die kri-
tische Suche nach der Wahrheit – Wissenschaftler sind somit eine Art freie Journalisten ohne
Publikum. Einige Prinzipien haben sich als unabdingbar erwiesen:
2.1.1 Ockham’s Rasiermesser
Ob es nun von Aristoteles bereits angewendet wurde oder nicht, das Prinzip der maximalen
Vereinfachung sollte jeder Wissenschaftler verinnerlicht haben. Es wurde von Wilhelm von
Ockham oft angewendet und a¨hnliche Aussagen werden vielen beru¨hmten Wissenschaftlern
zugeschrieben. Es alsKeep It Simple Stupid -Prinzip zu bezeichnen ist einga¨ngig, unterschla¨gt
jedoch die Warnung vor zu starker Vereinfachung (Einstein wird er Satz zugeschrieben
”
ever-
ything must be made as simple as possible, but not one bit simpler“).
Dieses Prinzip entspricht dem Anspruch der Wissenschaft, nicht nur Fakten (Wahrheit)
zu sammeln, sondern auch nach mo¨glichst genauen und einfachen Beschreibungen zu suchen.
Dabei wird oft der Satz
”
das Ganze ist mehr als die Summe seiner Teile“ verwendet, wobei es
sich bei dem mehr (an Eigenschaften) idealerweise um ein weniger (an Beschreibungsaufwand)
handelt. Wesentliche Aspekte eines Systems ko¨nnen mit einer einfacheren Beschreibung erfasst
werden, die mehr ist als die Summe der Beschreibungen der Systemkomponenten.
2.1.2 Messen, was messbar ist, und messbar machen,
was noch nicht meßbar ist
Auch wenn dieser Satz so von Galileo Galilei nicht ausgesprochen wurde, so ist es doch die
Quintessenz seiner Arbeit und wurde sicherlich auch von Eratosthenes von Kyrene angewendet.
Die wissenschaftliche Hauptaufgabe der Messung spielt gerade im Bezug auf die Digitalisie-
rung eine wesentliche Rolle, da immer kostengu¨nstigere Sensoren immer zahlreicher eingesetzt
werden. Dabei ist es Aufgabe der Wissenschaft, diese Sensordaten als Messwerte zu quali-
fizieren. Nur allzu oft werden Werte mit vielen Nachkommastellen und hohen Abtastraten
generiert, die bei kritischer U¨berpru¨fung wenig Wahrheit enthalten.
Da es bei der Digitalisierung auch um die Gestaltung von Netzwerken geht, sollten die zu-
geho¨rigen wissenschaftlichen Grundlagen im Auge behalten werden, auch wenn diese bereits
vor Jahrzehnten gelegt wurden (siehe Abschnitt 4). Hinzu kommt eine neue Art von Messun-
gen: Die Computerexperimente. Diese ko¨nnen ebenfalls mit systematischen und statistischen
Fehlern behaftet sein. Aus Design Of Experiments [6] wird Design and analysis of simulation
experiments [7].
Von entscheidender Bedeutung ist in diesem Zusammenhang die Falsifikation. Ohne in prin-
zipielle Diskussionen zu verfallen [8]: Jede Messung sollte eine (mo¨glichst kleine) Menge von
Werten liefern, in der der wahre Wert enthalten sein muß, jedes Modell (oder jede Theo-
rie) sollte durch derartige Messungen widerlegbar sein. Und jede Messung muss – zu allen
Zeiten von jedermann mit der entsprechenden Ausstattung – reproduziert werden ko¨nnen.
Diese Reproduzierbarkeit impliziert natu¨rlich die Pflicht zur entsprechenden Publikation von
Messungen.
2.1.3 More is different: Die Hierarchie der Wissenschaften
Ein Paradigma der Wissenschaft, die reduktionistische Hypothese, bezieht sich auf die Mo¨g-
lichkeit, alles auf einfache Grundgesetze zuru¨ckzufu¨hren. Es ist hingegen ein weit verbreite-
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ter Irrtum, ausgehend von diesen Grundgesetzen eine Konstruierbarkeit des Universums zu
postulieren. Diese konstruktivistische Hypothese scheitert an der Zwillingsproblematik von
Skalen und Komplexita¨t [9]. Auf jeder Ebene der Komplexita¨t ergeben sich neue Eigenschaf-
ten, deren Erforschung nicht weniger fundamental ist als die Suche nach den grundlegendsten
Naturgesetzen – jedoch oft von erheblich gro¨ßerer praktischer Bedeutung. Was in der Phy-
sik mit dem Terminus Symmetriebrechung verknu¨pft ist, wird in der Komplexita¨tstheorie
mit den Begriffen Selbstorganisation und Emergenz kategorisiert. So wie jede Wissenschaft
X elementare Objekte entha¨lt, die den Gesetzen der Wissenschaft Y folgen, so werden auch
Digitalisierungsprojekte hierarchisch in Teilaufgaben zerlegt. Mit klaren Schnittstellen, ein-
heitlicher Nomenklatur und mo¨glichst eindeutigen Aussagen – tertium non datur. Ockham’s
Rasiermesser rechtfertigt weniger eine theoretische Gesamtmethodik als eine fu¨r den jeweiligen
Einzelfall optimale Vorgehensweise.
Die in der Informatik u¨bliche hierarchische Struktur findet sich in der Wissenschaft ganz
allgemein. Es wird mit Beschreibungsebenen gearbeitet. Diese decken sich teilweise mit den
ra¨umlichen oder zeitlichen Skalen der betrachteten Prozesse.
2.1.4 Peer-Review und der Menschentypus Wissenschaftler
Noch wird Wissenschaft im wesentlichen von Menschen betrieben. Diese leben und arbeiten in
einem sozialen Umfeld, welches die Anwendung der wissenschaftlichen Prinzipien zumindest
zulassen, optimalerweise auch unterstu¨tzen sollte.
Die Wahrheit kann nicht diktiert oder von einer Mehrheit bestimmt werden. In der digita-
lisierten Wissenschaft wird in jedem Fachgebiet mehr publiziert als der Einzelne jemals lesen
kann. Durch das Peer-Review wird weiterhin versucht, die Spreu vom Weizen zu trennen.
Somit entscheiden idealerweise die besten Fachkollegen daru¨ber, was in den jeweils besten
Zeitschriften publiziert wird. Das Publizieren selbst ist hingegen im Zeitalter des Internet
nicht mehr eingeschra¨nkt, ebenso wie die Archivierbarkeit aller Daten.
Abschließend bleibt zu kla¨ren, welches Umfeld und welche perso¨nlichen Eigenschaften –
neben den so wichtigen Zufa¨llen des zur richtigen Zeit am richtigen Ort – wissenschaftliches
Arbeiten befo¨rdern:
• Versta¨ndnis und Akzeptanz fu¨r die vorgenannten Prinzipien.
• Unabha¨ngigkeit und (wirtschaftliches) Desinteresse.
• Kritikfa¨higkeit.
• Bereitschaft und Befa¨higung zur objektiven Darstellung (Publikation).
In der Wissenschaft gibt es bisher keine objektiven und zielfu¨hrenden sozialen Selektionsme-
chanismen, da diese in der Regel nach Bekanntwerden umgangen werden. So ist beispielsweise
der h-Index [10] nur fu¨r diejenigen Wissenschaftler messbar, deren Publikationen vor dem Auf-
kommen derartiger Messungen erschienen sind. Jeder Wissenschaftler ist letztendlich selbst
verantwortlich fu¨r einen Kompromiss zwischen wissenschaftlicher Produktivita¨t und angemes-
sener Erhaltung und Verbesserung der eigenen Arbeitsbedingungen.
2.2 Die Geschichte der Wissenschaft in Versionen
Bevor wir uns der These einer Industrie 4.0 widmen, wird in diesem Abschnitt versucht, auch
die Entwicklungsgeschichte der Wissenschaft mit Versionsnummern zu versehen.
6
Wissenschaft 1.0: Die Messung ⇒ Formel
Mit Galilei und Newton konnte sich die erste (und wichtigste) Version der Wissenschaft eta-
blieren: Eine mathematisch formulierte These wird mit Messungen u¨berpru¨ft oder Messungen
fu¨hren auf (verbesserte) Theorien. Die entscheidende Rolle spielt dabei deren mathematische
Formulierung. Die Mathematik etablierte sich als Sprache der Naturwissenschaft. Aristote-
les hat bei seiner Aussage
”
die genaue Scha¨rfe der Mathematik aber darf man nicht fu¨r alle
Gegensta¨nde fordern, sondern nur fu¨r die Stoﬄosen. Darum passt diese Weise nicht fu¨r die
Wissenschaft der Natur, denn alle Natur ist wohl mit Stoff verbunden“ 2 einfach u¨bersehen,
das die Mathematik auch zur Beschreibung unscharfer Pha¨nomene taugt.
Die Liste der Nobelpreistra¨ger fu¨r Physik zeigt, wie oft erst theoretische Vorhersagen Mes-
sungen stimulierten und ermo¨glichten; eine Vorgehensweise, die in den Ingenieurwissenschaften
erst mit der Digitalisierung unverzichtbar werden wird.
Als Kerngebiet der Wissenschaft 1.0 kann die Mechanik gelten, als Protagonisten bekannte
Namen von Galileo bis Einstein.
Wissenschaft 2.0: Desorganisierte Komplexita¨t ⇒ Theorie
Nachdem die reduktionistische Suche nach den Grundbausteinen der Materie so erfolgreich
war, stellte sich natu¨rlich die Frage nach den Beziehungen zwischen den verschiedenen Be-
schreibungsebenen. Die ersten konkreten Ergebnisse auf den Gebieten der Statistik und Ther-
modynamik verdanken wir Ludwig Boltzmann und Josiah Willard Gibbs [11, 12]. Fu¨r jeden
leicht versta¨ndlich ist die Tatsache, das ein mit einem Gas gefu¨lltes Volumen durch seine ther-
modynamischen Zustandsgro¨ßen ausreichend charakterisiert ist und selbst die nicht mo¨gliche
Bestimmung der Trajektorien aller einzelnen Atome in diesem Volumen im thermodynami-
schen Gleichgewicht keine zusa¨tzlichen nutzbaren Erkenntnisse liefern wu¨rde.
Wissenschaft 3.0: Organisierte Komplexita¨t ⇒ Modell
Zwischen der genauen Beschreibung homogener Einzelteilchen (oder analoger Pha¨nomene)
und der statistischen Beschreibung einer sehr großen Zahl gleichartiger Entita¨ten bleibt viel
Raum. Und das ist gerade der Raum, in dem sich die Pha¨nomene der Biospha¨re (Leben)
abspielen.
Mit der wissenschaftlichen Untersuchung dieser Pha¨nomene der organiserten Komplexita¨t,
fu¨r die hier exemplarisch nur die Arbeit von Hans Adolf Krebs genannt werden soll [13],
konnten Gebiete wie die Biologie und die Soziologie den Weg aus dem Ghetto der reinen
Sammlung und Klassifikation von Messungen und historischen Daten finden.
Wissenschaft 4.0: Computational Science ⇒ Netzwerk
In den vorangegangenen Abschnitten wurde die Wissenschaft in drei aufeinander aufbauen-
de Ebenen eingeteilt. Dabei sollte nicht verschwiegen werden, das weiterhin auf allen dieser
Ebenen viele weiße oder graue Flecken geblieben sind. Zudem stimulieren und erfordern die
Fortschritte auf einer Ebene in der Regel Verbesserung auf anderen Ebenen.
Zur Zeit erleben wir eine weitere Innovationswelle, die von der zunehmend verfu¨gbaren
kritischen Masse an Rechnerleistung getragen wird. Gottfried Wilhelm Leibniz bemu¨hte sich
noch weitgehend erfolglos, die winzigen Fa¨higkeiten des Menschen im numerischen Rechnen
2Metaphysik 995a 14-17
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maschinell zu verbessern. Heute steht jedem Schulkind die Rechenleistung der Supercompu-
ter von vor 20 Jahren zur Verfu¨gung. Nach einer letzten Phase der Steigerung der seriellen
Rechenleistung nach dem Moore’schen Gesetz in den 1990er Jahren steigert sich weiterhin
die bei konstanten Kosten verfu¨gbare parallele Rechenleistung und auch die heute oft wich-
tigere Bandbreite der Datenu¨bertragung. Basierend auf vielen lange verfu¨gbaren Grundlagen
auf dem Gebiet der wissenschaftlichen Informatik hat sich eine Wissenschaft herausgebildet,
die im wesentlichen auf Softwarewerkzeugen und Computerexperimenten basiert. Dabei sind
Werkzeuge mit einer vor wenigen Dekaden noch unvorstellbaren rechnerischen Produktivita¨t
entstanden, beispielsweise durch die Arbeit von Stephen Wolfram [14, 15].
Die den Wissenschaftlern nun zur Verfu¨gung stehenden rechnerischen Hilfsmittel, zusammen
mit einer automatisierten Vermessung der Welt, ermo¨glichen nun auch eine auf Prozessmo-
dellen und deren Netzwerken basierende wissenschaftliche Beschreibung und Vorhersage.
Nun sollte ein grober Eindruck von den Grundprinzipien der Wissenschaft entstanden sein,
fu¨r die Details sei auf die Literatur verwiesen [16, 17, 18], wobei auch eine kritische Analyse
des Wissenschaftsbetriebes lehrreich sein kann [19].
3 Die Entwicklungsebenen der Industrie
Abb. 4: Die Stufen der industriellen Entwicklung (Bosch, 2016).
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Industrie 1.0 bis 3.0: Industrialisierung schrittweise?
In Abb. 4 werden die Stufen der industriellen Entwicklung dargestellt. Die vergangenen Ent-
wicklungsstufen sind weitgehend akzeptiert, bei der Neuesten (4.0) ist jedoch hervorzuheben,
das die Vernetzung einzelner adaptiver Systeme den wesentlichen Unterschied zur vorherge-
henden Stufe darstellt; die modellbasierten Regler gibt es ja nun schon fast 40 Jahre [20].
Zudem verlief die industrielle Entwicklung lokal zwar durchaus in Einzelschritten, die global
betrachtet jedoch einen weitgehend kontinuierlichen Verlauf ergeben.
Die ersten drei Entwicklungsstufen der Industrie stellen eine Untergliederung der zugrunde
liegenden Industrialisierung der Gesellschaft dar. Dieser U¨bergang von der Agrar- zur Indus-
triegesellschaft begann mit der Verfu¨gbarkeit maschineller mechanischer Energie durch die
Dampfmaschine und war anfa¨nglich von einer Massenproduktion unter massivem Einsatz von
menschlichen Arbeitskra¨ften gepra¨gt (Abb. 5). Mit der Verfu¨gbarkeit elektrischer Energie und
entsprechender Antriebe und der durch die Informationstechnologie weiter intensivierten Au-
tomatisierung ist eine hoch automatisierte und hoch produktive Industrie entstanden, die Teile
der Menschheit mit allen materiellen Gu¨tern versorgt und erste Anstrengungen in Richtung
Nachhaltigkeit unternimmt. Der direkte Vergleich von Abb. 5 mit Abb. 6 zeigt jedoch, worum
es vor allem geht: Die wirtschaftliche Rationalisierung durch die Minimierung des teuren Ein-
satzes menschlicher Arbeitskra¨fte.
Die industrielle Automatisierung organisiert sich zur Zeit in Form einer Pyramide (Abb. 7),
womit zumindest der Anschein einer zentralen Kontrolle durch das Management aufrecht
erhalten wird.
Industrie 4.0: Die dritte Welle?
Die digitale Vernetzung der Weltgesellschaft besteht technisch betrachtet aus einem Netzwerk
miteinander kommunizierender Computer. Ob es sich dabei um PC’s, mobile Endgera¨te, Haus-
haltsgera¨te oder andere Bestandteile unserer technisierten Umwelt handelt, ist nicht relevant,
da ja kompatible Technologie verwendet wird (TCP/IP). Zudem werden Produkte und Prozes-
se nicht mehr manuell am Zeichentisch, sondern mit Hilfe von Spezialsoftware entwickelt und
realisiert. Der Begriff der Cyber-Physischen-Systeme fasst nun dieses Zusammenwachsen der
einzelnen technischen Disziplinen unter der A¨gide der Steuerungssoftwaresysteme zusammen.
Die Architektur zur Implementierung von Industrie 4.0 kann wieder als Pyramide dargestellt
werden (Abb. 8). Diese in [21] behandelte Architektur der Cyber-physischen Systeme erfordert
nur noch auf den oberen Ebenen Eingriffe durch die Mitarbeiter der Unternehmen.
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Abb. 5: Eisenwalzwerk in 19. Jahrhundert (Gema¨lde von Adolph Menzel, 1875).
Abb. 6: Industrie 2014: Walzwerk (Danieli).
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Abb. 7: Automatisierungspyramide [Wikipedia].
In der aktuellen Diskussion werden unter den Oberbegriffen Industrie 4.0 oder Maschinenbau
4.0 vor allem einige aktuelle Innovationen verstanden:
• Die Entwicklung intelligenter Anlagenbausteine (plug and play) mit neuen Fa¨higkeiten
zur Inbetriebnahme, U¨berwachung, Wartung und Selbstorganisation (self . . .).
• Die Sicherstellung einer robusten Verfu¨gbarkeit bei immer komplexeren Anlagen 3.
• Die Individualisierung von Massenprodukten, am einfachsten mit den immateriellen Sys-
temkomponenten zu realisieren.
• Die Einfu¨hrung von virtuellen Ebenen (cyber level) als zentralen Schauplatz der In-
formationsverarbeitung, auf dem die virtuellen Prozesse und Anlagen (cyber twin) zur
Vorhersage und automatisierten Optimierung des Anlageneinsatzes und der Anlagenver-
netzung verwendet werden.
• . . .
• Eine ho¨here Automatisierung von Bu¨rota¨tigkeiten, das Aufgabenspektrum des Einkaufs
verengt sich beispielsweise auf strategische Ansa¨tze.
Es bleibt jedoch zu u¨berlegen, ob es sich bei den Unterschieden zwischen Industrie 3.0 und 4.0
um Ursachen oder Auswirkungen einer neuen Entwicklungswelle der Weltgesellschaft handelt.
Da die menschliche Arbeitskraft in absehbarer Zukunft auf keinem Gebiet mehr u¨ber Allein-
stellungsmerkmale verfu¨gt, werden disruptive gesellschaftliche Konsequenzen nicht zu verhin-
dern sein. Die psychologischen Auswirkungen dieser Innovationswelle auf die Weltgesellschaft
haben das Potential, alle durch technische Fragen oder physikalische Grenzen bestimmten
Probleme in den Hintergrund der Wahrnehmung zu dra¨ngen.
Wesentlich fu¨r die Beurteilung und Gestaltung der aktuellen Entwicklungen sind jedoch
weniger die Ontologien als die durch unaba¨nderliche Naturgesetze vorgegebenen Grundlagen
und Grenzen als Basis fu¨r Entscheidungen u¨ber die Rahmenbedingungen zur Nutzung der
digitalen Technologien. Diese sollen im na¨chsten Abschnitt angerissen werden.
3Wissenschaftler wu¨rden zuna¨chst auf eine Vereinfachung bei gleicher Funktionalita¨t hinarbeiten, die IT
Industrie lebt von der Machterhaltung durch Komplexita¨tssteigerung.
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Abb. 8: 5C Architektur zur Implementierung Cyber-Physischer-Systeme [21].
2.3. Cyber
The cyber level acts as central information hub in this
architecture. Information is being pushed to it from every
connected machine to form the machines network. Having
massive information gathered, speciﬁc analytics have to be
used to extract additional information that provide better
insight over the status of individual machines among the
ﬂeet. These analytics providemachines with self-comparison
ability, where the performance of a single machine can be
compared with and rated among the ﬂeet. On the other
hand, similarities between machine performance and previ-
ous assets (historical information) can be measured to pre-
dict the future behavior of the machinery. In this paper,
we brieﬂy introduce an eﬃcient yet eﬀective methodology
for managing and analyzing information at cyber level (Sec-
tion 3).
2.4. Cognition
Implementing CPS upon this level generates a thorough
knowledge of the monitored system. Proper presentation
of the acquired knowledge to expert users supports the
correct decision to be taken. Since comparative informa-
tion as well as individual machine status is available, deci-
sion on priority of tasks to optimize the maintaining
process can be made. For this level, proper info-graphics
are necessary to completely transfer acquired knowledge
to the users.
2.5. Conﬁguration
The conﬁguration level is the feedback from cyber space
to physical space and acts as supervisory control to make
machines self-conﬁgure and self-adaptive. This stage acts
as resilience control system (RCS) to apply the corrective
and preventive decisions, which has been made in cognition
level, to the monitored system.
3. Design of PHM based CPS systems
The extreme advantage of cyber level PHM is the inter-
connection between machine health analytics through a
machine–cyber interface (CPI) at the cyber level, which is
conceptually similar to social networks. Once the cyber-
level infrastructure is in place, machines can register into
the network and exchange information through cyber-
interfaces. At this point, an algorithm has to be established
to track the changes of a machine status, infer additional
knowledge from historical information, apply peer-to-peer
comparison and pass the outputs to the next level. New
methods have to be developed to perform these actions
and generate appropriate results. In this paper, we intro-
duce the “time machine” that performs analytics at the
cyber level and consists of three parallel sections as follows.
I. Snapshot collection: As illustrated in Fig. 3, informa-
tion is continuously being pushed to the cyber space
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Fig. 2. Applications and techniques associated with each level of the 5C architecture.
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Abb. 9: Anwendungen und Techniken der einzelnen Ebenen der 5C Architektur [21].
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4 Grundlagen und Grenzen
Abb. 10: Verarbeitungsaufwand in n-dimensionalen Parameterra¨umen.
Der Fluch der Dimensionalita¨t
Die curse of dimensionality beschreibt die Auswirkungen hochdimensionaler Ra¨ume, die von
uns durch die Vertrautheit mit 1 bis 3 Dimensionen oft unterscha¨tzt werden [22]. Wie bereits
diskutiert ist es Aufgabe der Wissenschaft, zu jedem Problem nicht nur eine eindeutige Formu-
lierung (Frage), sondern auch mo¨glichst niedrig dimensionale (einfache) Modelle (Antworten)
zu liefern. Wie in Abb. 10 dargestellt wirkt sich die Anzahl der unabha¨ngigen Einflußfaktoren
(Dimensionen) stark auf den zu betreibenden Aufwand aus. Je nachdem ob in einem hoch
dimensionalen Parameterraum nur die Ecken, die Ecken und ein Punkt in der Mitte oder 10
Proben in jeder Richtung untersucht werden sollen, verdoppelt, verdreifacht oder verzehnfacht
sich der Aufwand mit jeder zusa¨tzlichen Dimension.
Damit bleiben auch die Lernmo¨glichkeiten der leistungsfa¨higsten Computer begrenzt [23].
Es kann angenommen werden, das das menschliche Gehirn auf dem Gebiet der differenzier-
ten Betrachtung komplexer Pha¨nomene noch einige Zeit nicht von ku¨nstlichen Intelligenzen
u¨bertroffen werden wird, zumal wir Arbeitsumfelder schaffen ko¨nnen, in denen die intellek-
tuelle Leistung einer Gruppe u¨ber der eines Einzelnen liegen kann. Um derartige Aussagen
fundiert zu ta¨tigen, wurde in Abb. 11 versucht, die beiden leistungsfa¨higsten uns bekannten
Informationsverarbeiter gegenu¨ber zu stellen.
Selbst preiswerte Rechenkerne haben die GigaFLOP4-Grenze u¨berschritten und in China
arbeiten Supercomputer mit 10 Millionen Kernen an der ExaFLOP-Grenze. Dies alles ist nur
mo¨glich, weil – wie Richard Feynman schon 1959 feststellte – unten eine Menge Platz ist, d.h.
es stehen zwischen den fu¨r Menschen direkt erfahrbaren Skalen und den atomaren Grenzen
eine Menge Gro¨ßenordnungen fu¨r technologische Anwendungen zur Verfu¨gung.
Das Gehirn kann Informationsflu¨sse extrem stark reduzieren (erkennen und bewerten) und
weist mit unserem Bewusstsein eine emergente Eigenschaft auf, die wir bei IT-Systemen noch
41 GFLOP=109 Gleitkomma-Rechenoperationen pro Sekunde
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Abb. 11: Informationsverarbeitung mit Gehirn und Computer.
nicht beobachten (ko¨nnen?). Unsere auf der Basis der Halbleitertechnologie auf fast schon
atomaren Skalen arbeitenden Computer waren von Anfang an in der Lage, numerische Re-
chenoperationen wesentlich schneller durchzufu¨hren als wir das je konnten. Sie eignen sich
perfekt zum Rechnen und zum Speichern von Informationen. Die jahrzehntelange Entwick-
lung nach dem Moore’schen [24] und dem Gilder’schen Gesetz hat zu Rechnersystemen gefu¨hrt,
die als Einzelanlage in ihrer quantitativen Leistungsfa¨higkeit mit dem menschlichen Gehirn
in derselben Komplexita¨tsklasse anzusiedeln sind. Durch CPU-Kosten im Bereich weniger
Dollar und geringe Kosten der Kommunikationsbandbreite hat sich zudem die Anzahl der
Rechner und die in diesen gespeicherte Informationsmenge in Gro¨ßenordnungen bewegt, die
mit biologischen Systemen vergleichbar sind. Da eine Informationsverarbeitung prinzipiell mit
vernachla¨ssigbarem Energieeinsatz (Entropiererzeugung) denkbar ist und die physikalischen
Grenzen der aktuellen Technologien im Bereich atomarer Einheiten liegen (100 eV/FLOP?),
ist eine weitere Steigerung der Energieeffizienz der Computer zu erwarten.
Physikalische Grenzen
In der physischen Welt gibt es fu¨r den minimal notwendigen Energieeinsatz und die bei vor-
gegebenen Anlagenkosten mo¨gliche Produktivita¨t durch die Naturgesetze vorgegebene Grenz-
werte. So konnte beispielsweise die Energieeffizienz der Stahlherstellung von u¨ber 50 GJ/t
nach dem 2. Weltkrieg auf unter 20 GJ/t im Jahre 1980 gesteigert werden. Seitdem arbeitet
sich die Industrie an einer scheinbaren Grenze von 10 GJ/t ab [25]. Die theoretische Grenze
liegt bei 3 GJ/t fu¨r die Erzeugung flu¨ssigen Eisens aus reinem Erz [26].
Bei der Produktion von materiellen Gu¨tern ist grundsa¨tzlich von harten Grenzen in Bezug
auf den Energieeinsatz pro Masseneinheit auszugehen. Hinzu kommt der entropische Anteil,
der einer Recyclingwirtschaft insofern Grenzen setzt, als das der Aufwand mit zunehmender
Vermischung der Edukte und zunehmenden Forderungen an den Reinheitsgrad der Produkte
stark ansteigt.
Die Berechnung der physikalischen Grenzen erfordert eine Festlegung der jeweiligen System-
grenzen. So ist beispielsweise der minimale Energieeinsatz fu¨r einen Metall-Recylingprozess in
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der Regel durch die zum Einschmelzen des Metalls notwendige Energiemenge gegeben. Diese
Grenze wu¨rde fu¨r einen Recyclingprozess ohne Einschmelzen verschwinden, was in der Praxis
durch die Wiederverwendung von Bauteilen realisiert werden kann.
Detailfragen
An dieser Stelle mu¨sste nun eine detaillierte Diskussion der fu¨r die Industrie 4.0 wesentlichen
wissenschaftlichen Grundlagen erfolgen. Da dies im Rahmen dieses Betrages nicht realisiert
werden konnte und keine entsprechenden Literaturstellen gefunden wurden, sollen zumindest
einigen Beispiele Licht ins Dunkel (der Wissenschaftsgeschichte) bringen:
Nachdem Kalman die Grundlagen geschaffen hatte [27], wurden Ende der 1970er Jahre
erste Regelkreise realisiert, die nicht auf einfachen (PID) Reglern, sondern auf komplexeren
Modellen des jeweiligen Prozesses basierten. Damit ergaben sich die ersten direkten (online)
Anwendungen fu¨r Prozessmodelle [20, 28].
So werden die materielle Produktionsprozesse immer besser vorhersagbar und damit opti-
mierbar. Es ist jedoch wichtig zu betonen, das intelligente (rechnende) Prozesse und Systeme
oft kaum noch reduzibel sind. Deren Systemverhalten ist nur experimentell zu ermitteln.
Betrachtet man die grundlegenden Eigenschaften von Netzwerken, die network science, so
ha¨ngen diese natu¨rlich von deren konkreter Struktur ab. Es ergibt sich eine schier unu¨ber-
schaubare Vielfalt an Mo¨glichkeiten und Grenzen. In der Praxis dominiert oft ein Netzwerk-
Hype, der durch die Skalierungsunterschiede zwischen Vernetzungskosten und dem Wert des
Netzwerkes hervorgerufen wird (Metcalfe’s Gesetz): Wa¨hrend die Kosten der Vernetzung na¨he-
rungsweise linear mit der Anzahl der Knoten wachsen, wa¨chst der Wert mit dem Quadrat der
Knotenzahl, d.h. es gibt eine kritische Knotenzahl deren U¨berschreiten dem Netzwerkbesitzer
zu schnell wachsenden Profiten verhilft.
Im Vergleich zu bisherigen Produktionsnetzwerken, die durch Stoff- und Kapitalstro¨me ge-
kennzeichnet waren, werden in Zukunft die Informationsstro¨me dominieren. Hierbei ergeben
sich Zielkonflikte zwischen Risiken und Nutzen. Insbesondere starke Verschlu¨sselungstechno-
logien werden fu¨r die weitere Akzeptanz eines o¨ffentlichen Basisnetzwerkes zur Informations-
u¨bertragung (Internet) eine wesentliche Rolle spielen. Diese stehen sowohl symmetrisch als
auch asymmetrisch zur Verfu¨gung.
Die in Abb. 8 skizzierte hierarchische Struktur der Industrie 4.0 mag zwar das Marketing der
zugeho¨rigen Lo¨sungen vereinfachen, kann sich jedoch auch als instabil erweisen. Ein Netzwerk
billiger intelligenter Bausteine kann sich dagegen als stabil und sehr langlebig erweisen. Dies
erfordert jedoch immer Maßnahmen gegen die Auswirkungen des Ausfalls einzelner Netzwerk-
knoten. Die ausfallsichere Realisierung eines Kommunikationsnetzwerkes ist ja bereits durch
die Internet-Technologie bekannt und umgesetzt. Ganz allgemein lassen sich Netzwerke durch-
aus gegen die Fehlfunktion einzelner Knoten absichern (Byzantinische Fehler, [29]). Trotz der
unterschiedlichen Grundbausteine lassen sich viele Eigenschaften biologischer Systeme auch
auf IT-basierte Netzwerke u¨bertragen.
Grenzen und kritische Probleme, die scho¨ne neue Welt5
Bevor wir nun zum Beispiel der Prozessmodellierung kommen, sollen einige Pha¨nomene und
Probleme kurz erwa¨hnt werden:
5Brave new world von Aldous Huxley (1932) und 1984 von George Orwell (1949) bleiben aktuell – auf der
Farm der Tiere.
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• Es stellt sich die grundsa¨tzliche Frage, wieviel Reibung (Transaktionskosten) fu¨r den
stabilen Betrieb von Informationsnetzen notwendig ist, um Resonanzkatastrophen zu
vermeiden.
• Auch Cyber-Physische-Systeme sind anfa¨llig gegen Hackerangriffe [30]; das Supply Chain
Cyber Risk Management (SCCRM) verfolgt dann das Ziel der supply chain cyber resi-
lience. Es gibt keine 100%-ige Datensicherheit und kein Naturgesetz, welches eine An-
na¨herung an diese Grenze verbietet.
• Daten bleiben: Jedes Bit Information, das einmal das Internet gesehen hat, ist nicht
mehr zu lo¨schen. Das impliziert jedoch nicht eine universelle O¨ffentlichkeit6, da starke
Verschlu¨sselungstechniken genutzt werden ko¨nnnen.
• Die lights out factories werden die Regel.
• Fru¨her wurde die IT/Automatisierung zu den realen Systemen hinzugefu¨gt, in Zukunft
kommen immer erst die virtuellen (cyber) Systeme, die dann realisiert werden.
• Die vollsta¨ndige menschliche Kontrolle u¨ber die Technik bleibt Illusion.
Auch die Wissenschaft steht vor neuen Herausforderungen, und es ko¨nnten sich auch neue
Naturgesetze ergeben:
Ist die selbst organisierte Kritikalita¨t (SOC, [31, 32]) eine Eigenschaft komplexer Systeme,
derart, das optimale Zusta¨nde in komplexen Systemen immer mit diesem Skalierungsgesetz
fu¨r (beliebig katastrophale) Ereignisse verbunden sind?
Fu¨r die wissenschaftliche Untersuchung der Netzwerke sind Daten (Messungen) erforder-
lich. Der Fluch der Dimensionalita¨t erfordert eine Datenreduktion. Gerade im Bereich der
Cyber-Physischen-Systeme sollte das Systemverhalten mo¨glichst vor der Inbetriebnahme der
physischen Komponenten untersucht werden ko¨nnen. Dazu dienen Prozessmodelle, die somit
eine Schlu¨sselkomponente darstellen.
5 Beispiel Prozessmodellierung
Nach den bisherigen – allgemeineren – Ausfu¨hrungen soll in diesem Abschnitt versucht wer-
den, die zur Zeit ablaufenden Innovationsprozesse am Beispiel der Prozessmodellierung zu ver-
deutlichen [26]. Wie in Abb. 12 skizziert, handelt es sich bei der Prozessmodellierung um eine
Grundaufgabe der Wissenschaft, die Vorhersage des Verhaltens eines realen Prozesses durch
ein Modell. Ein Prozessmodell stellt ein Programm dar, welches als Prozess auf einer IT-
Plattform la¨uft. Ein wissenschaftliches Prozessmodell entsteht durch einen iterativen Prozess,
in dem das Prozessmodell durch die wissenschaftliche Untersuchung des Prozesses, die Kunst
des optimalen Entwurfs der Modellstruktur und das Handwerk der Realisierung, immer besser
das reale Verhalten des Prozesses vorhersagt. Ganz wesentlich ist dabei die (in der Abbildung
durch Mikroskop und Reagenzglas symbolisierte) Einbeziehung von Laboruntersuchungen und
Modellen, deren Bezug zum betrachteten Prozess nicht unmittelbar einsichtig sein muss. Ohne
die Einbettung in die Wissenschaft droht der auf der rechten Seite skizzierte Arbeitsablauf zu
scheitern. Da jede Messung (Beobachtung) des realen Prozesses nur mit endlicher Genauigkeit
mo¨glich ist, ist eine (indirekte) Bestimmung aller Zustandsgro¨ßen des Systems ebenso wenig
mo¨glich, wie alle Modellparameter im Parametrierungsschritt grundsa¨tzlich sicher bestimmt
6Wie sie heute schon durch ungesicherte Kameras und Mikrofone hergestellt wird.
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Abb. 12: Prozessmodellierung: Prinzipien und Ablauf.
Abb. 13: Prozessmodellierung: Schnittstellen.
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werden ko¨nnen. Die Beschra¨nkungen des maschinellen Lernens ko¨nnen nur dadurch u¨berwun-
den werden, das bei der Modellarchitektur auf Bausteine zuru¨ckgegriffen wird, die im Labor
validiert und parametriert werden ko¨nnen. So kann sicher gestellt werden, dass die durch
den Parametrierungsschritt des Prozessmodells zu ermittelnden Anpassungsparameter auch
bestimmbar sind. So wie wir die Naturkonstanten in den Naturgesetzen bestimmt haben, mu¨s-
sen wir die Parameter der Modelle aller uns auf ho¨heren Komplexita¨tsebenen interessierenden
Prozesse (indirekt) messen.
Neben dem Workflow der Prozessmodellierung ist die in Abb. 13 skizzierte o¨ffentliche Schnitt-
stellendefinition von wesentlicher Bedeutung. Die Steuergro¨ßen cl des realen Prozesses mu¨ssen
in der Menge der Modelleinga¨nge xi(t) und pk enthalten sein, die am Prozess gemessenen
Werte em(t) mu¨ssen auch zu den vom Modell vorhergesagten Gro¨ßen yj(t) geho¨ren.
In vielen Ingenieurdisziplinen werden komplexe technische Systeme in Form von Netzwer-
ken aus (einfacheren) Teilsystemen beschrieben. Existieren nun Prozessmodelle der Teilsyste-
me (Teilprozesse), so la¨ßt sich das Gesamtsystem (der gesamte Prozess) durch ein Netzwerk
von Prozessmodellen darstellen (siehe z.B. die flowsheets der Verfahrenstechnik). Oft ist ei-
ne (automatische) Abbildung auf ein Differentialgleichungssystem mo¨glich und das Verhalten
des Gesamtprozesses kann so berechnet werden. Bei der Erstellung der Prozessmodelle selbst
kann wiederum eine rekursive Struktur (Modellhierarchie) hilfreich sein. Dabei ko¨nnen auch
abstrakte Teilmodelle zum Einsatz kommen, die kein unmittelbares Pendant in der Realita¨t
besitzen.
Im Zuge der Einfu¨hrung von Industrie 4.0 werden die Prozessmodelle mission critical. Sie
sind zur Modell-pra¨diktiven Regelung und Optimierung der Produktion erforderlich. Hinzu
kommen Modelle, die das Verhalten von Produkten beschreiben und ohne die in Zukunft die
entsprechenden B2B7 Produkte nicht mehr eingesetzt und damit vermarktet werden ko¨nnen.
Ein Beispiel sind Werkstoffmodelle, die nicht mehr nur intern [33], sondern auch extern ver-
fu¨gbar sein mu¨ssen, damit der Verarbeiter des Werkstoffs mit seinen Prozessmodellen seine
Verarbeitungsschritte im Rechner simulieren und optimieren kann.
Aus der zwingenden Notwendigkeit, in den Prozessmodellen die Eigenschaften von Stoffen
und Prozessen genau abzubilden, ergeben sich dann neue Aufgaben fu¨r die Wissenschaft.
Viele Labormessungen mu¨ssen wiederholt und in ihrer Genauigkeit verbessert werden. Gerade
im Bereich der thermodynamischen und kinetischen Daten gibt es nun eine quantifizierbare
Auswirkung der Qualita¨t von Laboruntersuchungen auf die Vorhersagbarkeit von industriellen
Prozessen.
Fu¨r die an der Prozessmodellierung beteiligten Wissenschaftler ergibt sich die Aufgabe, die
Systemgrenzen und die Schnittstellen nach den Prinzipien der Wissenschaft (Einfachkeit und
Wahrhaftigkeit) zu definieren und an der Quantifizierung von nachhaltigen Optimierungszielen
mitzuwirken. Die ingenieurwissenschaftlichen Disziplinen werden weiterhin mit der Realisie-
rung von Ressourcen-optimalen Prozessen bescha¨ftigt sein. In der Verfahrenstechnik werden
Laboruntersuchungen und Simulationsrechnungen zu einem Prozessmodellbaukasten fu¨hren,
der eine gleichzeitige rechnerische Optimierung durch Prozessintensivierung und optimale Ge-




Der U¨bergang von der Agrar- zur Industriegesellschaft begru¨ndet ein vom Menschen domi-
niertes Zeitalter der Erdgeschichte (Anthropoza¨n). Dieses basiert zuna¨chst auf einen nicht
nachhaltigem Umgang mit den natu¨rlichen Ressourcen. Wa¨hrend sich in der Biospha¨re bis-
her nur langfristig nachhaltige Teilsysteme etablieren konnten, muss die Nachhaltigkeit in der
Anthropospha¨re erst noch erarbeitet werden.
Durch die vernetzte digitale Informationsverarbeitung wurden in den letzten Dekaden tech-
nologische Mo¨glichkeiten ero¨ffnet, die dazu beitragen werden, dieses Zeitalter nachhaltig (oder
ku¨rzer) zu gestalten. Die Wissenschaft kann zur Entwicklung optimaler Prozesse und Stoff-
kreisla¨ufe beitragen, die grundsa¨tzlich notwendige Beschra¨nkung des weltweiten Ressourcen-
einsatzes muss jedoch durch eine Legislative und Exekutive erfolgen, die zuna¨chst einmal
auf der gleichen Ebene wie die zu lo¨senden globalen Probleme etabliert werden muss. Das
Ozonloch hat bewiesen: Wir ko¨nnen das!
Die Industrie entwickelt sich bereits global und durchla¨uft eine digitale Transformation, de-
ren Auswirkungen nicht absehbar sind. Dieser globale Selbstorganisationsprozess ruft Stoff-,
Energie- und Informationsstro¨me hervor, die weit u¨ber das hinausgehen, was von auf Leit-
hammel-basierten Organisationsstrukturen noch positiv beeinflusst werden kann – eine nega-
tive Beeinflussung (Zersto¨rung) ist auf Grund des zweiten Hauptsatzes der Thermodynamik
nie wirklich schwierig. Wissenschaftlich betrachtet handelt es sich bei der Wirtschaft/Industrie
um ein von einer Dimension (Geld) dominiertes System. In diesem System wird alles auf diese
(finanzielle) Dimension abgebildet und so gemessen (mit einem Preis versehen). Eine Domi-
nanz dieser einen Dimension ist somit eine konkrete Gefahr fu¨r das System (die Zivilisation),
da die anderen Zielgro¨ßen (vorgegeben von der Biospha¨re und der Kultur) nicht mehr opti-
miert werden ko¨nnen. Die bekannte8 Geschichte der Menschheit zeigt, es geht nicht immer
aufwa¨rts mit der Zivilisation. Die na¨chste Bifurkation ist bereits im Gange!?
Unter dem Stichwort Industrie 4.0 sollten daher nicht nur absehbare Innovationen betrachtet
werden, als da sind:
• Industrie 4.0 ist im wesentlichen Organisation, der U¨bergang von der hierarchisch ge-
planten Organisation zur Selbstorganisation auf der Basis von Computernetzwerken.
• Industrie 4.0 beinhaltet die digitale Vernetzung der Wertscho¨pfung. Sie wird (noch)
von Menschen gestaltet, setzt jedoch ungebildete Mitarbeiter nur noch ein, wenn diese
extrem kostengu¨nstig sind.
• Durch den iterativen Entwurf von Produkten und Prozessen im virtuellen Raum wird
zunehmend erst das Cyber-, dann das Physische System realisiert.
• Aus der Sicht der Industrie wird die Rationalisierunglogik der letzten Jahrzehnte weiter
fortgesetzt.
Bei aller Verwirrung u¨ber die Inhalte der digitalen Transformation bleibt noch auf eine
fortschreitende Eigenschaftsa¨nderung im Bereich der technischen Systeme hinzuweisen: Der
Mensch ist nicht mehr das einzige
”
intelligente“, kommunizierende, entscheidende und handeln-
de Teilsystem. So wie am Anfang der industriellen Revolution jede Teilaufgabe vom komple-
xen adaptiven System Mitarbeiter versehen wurde, so werden in Zukunft komplexe Cyber-
Physische-Systeme und Mitarbeiter zusammenarbeiten. Der Kreis schließt sich mit neuen
8Ein Effekt der Digitalisierung ist u¨brigens die Mo¨glichkeit, historische Fakten nun erstmals verlustfrei zu
archivieren.
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Kollegen. Diese Kollegen werden neue Eigenschaften haben. Sie teilen Erlerntes, fast ohne
Aufwand, und wir kennen ihre Mo¨glichkeiten noch nicht. Das hat schon zu einer neuen Art
von Fu¨hrungskra¨ften gefu¨hrt, die mehr moderieren als leiten (Ministerin Andrea Nahles am




Ich hab . . . keinen Plan, ich weiss nicht
genau wie es weitergeht, . . .“). Das impliziert die philosophische Frage: Schaffen wir etwas,
was uns u¨berlebt? Das ist kein U¨bergang von heute auf morgen, es passiert tagta¨glich und
fast unbemerkt – seit Jahrzehnten. Wissenschaftler sahen sich im 2. Weltkrieg gezwungen, aus
Ideen Technologien zu erschaffen. Hier wurde nicht notwendigerweise die Bu¨chse der Pandora
geo¨ffnet, es kommt darauf an, was wir daraus machen!
Anmerkung des Autors:
In der Wissenschaft sollten Publikationen einem Begutachtungsprozess unterworfen werden. Bei die-
sem Beitrag ist es dem Leser u¨berlassen, die Wertungen und Gewichtungen zu beurteilen. Was ist
Bla-Bla und wo verhindert das Zadeh’sche Inkompatibilita¨tsprinzip [34] die Konkretisierung? Ich hof-
fe einige Denkansto¨ße gegeben zu haben und habe die Gelegenheit genutzt, einige großartige, einige
fragwu¨rdige und einige unwichtige Arbeiten zu zitieren. Und was Denkansto¨ße betrifft, so stehen wir
– nicht nur im Bereich der Wissenschaft (z.B. [35]) – auf den Schultern von Giganten (z.B. [36, 37]).
Die verlinkten Wikipedia Artikel erschienen im Sommer 2016 lesenswert.
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