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In this paper the notions Siegel normality and Shidlovskii irreducibility will be
discussed. Being Siegel normal and being Shidlovskii irreducible are interesting
properties of systems of ordinary linear dierential equations, which arise in tran-
scendental number theory. The aim of this article is to show how these properties
can be characterized in terms of D-modules and the standard representation of
the dierential Galois group and how these characterizations can be used to verify
Siegel normality or Shidlovskii irreducibility in some concrete practical examples.
The notion Siegel normality has been studied by F. Beukers, W.D. Brownawell
and G. Heckman. Their important paper [BBH88] was the main source of inspi-
ration for the research concerning the notion Shidlovskii irreducibility which led
to this paper. Some interesting remarks on the notion Shidlovskii irreducibility
are made in Bertrands paper [Ber90].
The following theorem is a fundamental theorem in the branch of transcenden-
tal number theory, which has been developed by C.L. Siegel and A.B. Shidlovskii.
The theorem was proved by the latter one in 1959 (see [Shi89], Chapter 3).



























































2 C(z) for all i; j. Assume that:
1. (f
1




is a solution of the system (A).
2. The component functions f
1
(z); : : : ; f
n
(z) are all E-functions.
3. The component functions f
1
(z); : : : ; f
n
(z) are homogeneous algebraic inde-
pendent over C(z).
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4.  is a nonzero algebraic number and  is not a pole of one of the a
ij
's.
Then the numbers f
1
(); : : : ; f
n
() are homogeneous algebraic independent over
Q.
There exists also a more quantitative version of this theorem, namely if one
adds the assumption that system (A) is homogeneous algebraic Siegel normal or
that system (A) is homogeneous algebraic Shidlovskii irreducible, then one may
conclude that the numbers f
1
(); : : : ; f
n
() are homogeneous algebraic indepen-
dent with an eective measure of homogeneous algebraic independence. So this
quantitative version of Shidlovskii's fundamental theorem motivates the study of
Siegel's normality criterion and Shidlovskii's weaker irreducibility criterion.
The paper is organized in the following manner. In section 3.2 some notation
will be xed and some basic facts from D-modules and dierential Galois theory
will be recalled. Section 3.3 contains a summary of the results of Beukers, Brow-
nawell and Heckman. In section 3.4 the results concerning the notion Shidlovskii
irreducibility will be discussed. Some nice examples will be given in section 3.5.
Finally I wish to thank M. van der Put for his advice and interest. And I also
would like to express my gratitude to F. Beukers, who called my attention to the
book [Shi89] and gave me some ideas.
3.2 Preliminaries
Denition 3.2.1 A dierential eld (K; ) is a eld K equipped with a deriva-
tion  : K ! K. That is (a+ b) = a+ b and (ab) = (a)b+ a(b). The eld
of constants of K is C = C
K
= fc 2 K j c = 0g.
From now on we will assume that charK = char C = 0 and thatC is algebraically
closed. For the purposes mentioned in the introduction one should take K =




Denition 3.2.2 Let M  K and L  K be dierential elds. A eld isomor-
phism  : L!M is a dierential K-isomorphism, if (a) = a for all a 2 K and
(a) = (a) for all a 2 L. If M = L then  is a dierential K-automorphism.
Consider the system of linear dierential equations (A) : y = Ay, where A
is a n n-matrix with coecients in K.
Denition 3.2.3 Dierential eld (L; 
L
) is called a Picard-Vessiot extension of
K associated with (A) if











3. (A) has n linear independent solutions over C in L
n
.







is a fundamental matrix of the system (A) then
L = K(u
11
; : : : ; u
nn
).
Theorem 3.2.4 For every system of linear dierential equations (A) there exists
a Picard-Vessiot extension L and this extension is unique up to dierential K-
isomorphism.
Denition 3.2.5 The dierential Galois group DGal(L=K) is the group con-
sisting of all the dierential K-automorphisms of L.
If U 2 L
nn
is a fundamental matrix of system (A) and  2 DGal(L=K), then






















































2 Gl(n; C). So the elements of the dierential Galois group act as























). But even a stronger statement holds.




DGal(L=K) = deg tr
K




; : : : ; u
nn
):
(By deg tr we mean degree of transcendence.) Further the Galois correspondence
is of importance.
Theorem 3.2.7 Suppose G = DGal(L=K). Then the following statements holds:
1. (8 2 G : (a) = a)) a 2 K:
2. If H is an algebraic subgroup of G such that K = fa 2 L j 8 2 H : (a) =
ag then H = G.
3. There is a 1-1 correspondence between algebraic subgroups H and dieren-
tial subelds M .
H = DGal(L=M),M = fa 2 L j 8 2 H : (a) = ag:
4. Under this correspondence normal subgroups H  G correspond to Picard-
Vessiot extensions M  K and vice versa. And then we have
DGal(M=K) = G=H:
31
The rst proofs of the last two theorems and the existence and uniqueness up
to dierential K-isomorphism of the Picard-Vessiot extension were given by E.R.
Kolchin. (See [Kol 73], and [Lev90].) For more information about dierential
Galois theory we refer to [Kap57] and [Sin89].










2 K for i = 1; : : : ; n. The multiplication in D is completely xed by
the relation @a = a@ + a if a 2 K. To a system of linear dierential equations
(A) : y = Ay with A 2 K
nn
we associate a left D-module M = K
n
(In the
sequel we mean by D-module M a left D-module M with dim
K
M <1.) in the


















Conversely it's possible to associate a system of linear dierential equations to a
D-module M with a xed K-base E = fe
1
; : : : ; e
n
g in a natural way. Namely if
E = fe
1
; : : : ; e
n
g is a K-base of D-module M then there exist a
ij































































































describes @ in coordinates. Now the system (A) corresponding to the matrix A is
the system of linear dierential equations associated to D-module M with xed
K-base E. Let (
~
A) be a system of linear dierential equations associated to the





















for i = 1; : : : ; n, where t
ij
2 K














The systems (A) and (
~
A) corresponding to the matrices A and
~
A are dened to be
equivalent if the above relation holds for a certain invertible matrix T 2 K
nn
.
In that case if U 2 L
nn
is a fundamental matrix of (A) then TU 2 L
nn
is a fundamental matrix of the system (
~
A). Now it's obvious that the solution
spaces V ,
~
V of the systems (A), (
~
A) are equivalent as representation spaces of the
dierential Galois group DGal(L=K). And it is also clear that two Picard-Vessiot
extensions L,
~




K-isomorphic. Hence it is allowed to write DGal(M) instead of DGal(L=K) if
L is a Picard-Vessiot extension associated with D-module M .
Recapitulating, we can view systems of linear dierential equations as D-
modules with a xed K-base and D-modules as an equivalence class of systems
of linear dierential equations. We have introduced D-modules, because we pre-
fer to study some properties of systems of linear dierential equations K-base
independently.
Let L = L
M










Then V = V
M
= ker(@; L 

K
M) is the vector space of solutions on which the




V = L 

K
M , because if the elements v
1
; : : : ; v
n
2 V are linear
independent over C, then it is not dicult to demonstrate that they are also







 v) = (a)













. Moreover there is a 1-1 correspondence
between D-submodules
~
M M and G-stable subspaces
~





































Because of this correspondence it's possible to replace M , N , D-(sub)modules
and K by V , W , G-stable (sub)spaces in the next denitions and lemma's of
this section. We denote M ' N if M and N are isomorphic as D-modules and
V ' W if V and W are equivalent as representation spaces of G.






(In this paper we use the symbol  exclusively to denote a strict in-
clusion.)














The next two classical lemmas will be used in this paper. Sometimes even tacitly!



















are nontrivial undecomposable D-submodules.









1; : : : ; k.
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     N
k




is a simple D-module for
i = 1; : : : ; k. Such a sequence is called a Jordan-Holder sequence from N to M .





     M
k












= M be Jordan-















for i = 1; : : : ; k




     M
k
= M be a Jordan-
Holder sequence from f0g to M and let S be a simple D-module then we dene
mult
S





The correctness of this denition is an immediate consequence of the Jordan-
Holder lemma.
Suppose M is a D-module. Let M

denote its dual space, that is the the
vector space consisting of all the K-linear maps l :M ! K. It is possible to give
M

a D-module structure. Dene (@





Denition 3.2.13 D-modules M and
~
M are cogredient if there exists a one




M and they are contragredient if








This section contains a brief description of the results concerning Siegel normality
in [BBH88].
The denition of the notion of Siegel normality is rather subtle. Consider



















; t = 1; : : : ; r; n
1
+   + n
r
= n:
That is the square submatrices A
t
are located along the main diagonal of A and










0    0
0 A
2






















We denote by (A) the system of dierential equations which corresponds to the
matrix A.
34
Denition 3.3.1 System (A) is called linear Siegel normal if for any solution
f = (f
1



























= 0 implies for each i = 1; : : : ; r that either p
i
= 0 or f
i
= 0.
If f = (f
1



















































in the component functions of the solution f = (f
1




















Denition 3.3.2 System (A) is called homogeneous algebraic Siegel normal if
for any N  1 and any solution f = (f
1
































implies for all r-tuples l
1




+ : : :+ l
r












These denitions can be translated easily into terms of D-modules.
Denition 3.3.3 Let E = fe
1
; : : : ; e
n







, where the M
i









We assume that r is taken as large as possible. Now M is called linear Siegel

















for i = 1; : : : ; r and for all K-linear maps
l : M ! K extended as L-linear map (L

K








have l(v) = 0 implies for all i: v
i
= 0 or l(E
i
) = f0g.
Denition 3.3.4 Let E = fe
1
; : : : ; e
n
g be a K-base of the D-module M . Then
M is called homogeneous algebraic Siegel normal with respect to the K-base E
if S
t


































= tg for each t  1.
Unfortunately being Siegel normal is a property, which is not invariant under base
transformations, therefore the following base independent denition is added.
Denition 3.3.5 D-module M is called linear (homogeneous algebraic resp.)
Siegel normal if there exists a K-base E of M such that M is linear (homo-
geneous algebraic resp.) Siegel normal with respect to this K-base E.
35
Theorem 3.3.6 Let M be a D-module. Then the following statements are equiv-
alent:
1. M is linear Siegel normal.
2. The D-submodules M
i




if i 6= j.
3. The G-stable subspaces V
i










if i 6= j.
Proof. The equivalence 2 , 3 is an immediate consequence of the 1-1 cor-
respondence between D-submodules
~
M  M and G-stable subspaces
~
V  V . A
proof of 1 , 2 will be given.
1 ) 2 . Suppose M
i






































) = 0, ~v
i
6= 0 and l(M
i






























be a K-linear map M ! K extended as L-linear map L 

K




































) 6= f0g and
l(M
j




and i 6= j.




M) = (L 

C
V ) ! L and dene W = fv 2 V j l(v) = 0g. Clearly,
W is a G-stable subspace of V . Consider also the corresponding D-submodule










with I  f1; : : : ; rg, because the D-modules M
i




if i 6= j. Of course l(N) = f0g and also
l(M
i
















for i = 1; : : : ; r. If l(v) = 0 then we have v
i
= 0 for i 2 f1; : : : ; kg n I and
l(M
i




The main results in [BBH88] are the next two theorems.
Theorem 3.3.7 Let M be a D-module. Suppose dim
K
M = n  2. Further let
G = DGal(M). Then the following statements are equivalent:
1. M is simple and homogeneous algebraic Siegel normal.
2. G contains Sl(n; C) or Sp(n; C)
Theorem 3.3.8 Let M be a D-module and let G = DGal(M). Then the follow-
ing statements are equivalent:
36
1. M is homogeneous algebraic Siegel normal.














), where the M
i
are are non-cogredient and non-
































6= 0. (Here N
triv
denotes the trivial






































































2 K for all i; j.
Denition 3.4.1 System (A) is called linear Shidlovskii irreducible if for any
solution f = (f
1




of (A) and any p
i









implies for each i = 1; : : : ; n that either p
i
= 0 or f
i
= 0. In other words system
(A) is linear Shidlovskii irreducible if the nonzero components of every solution
f = (f
1




are linear independent over K.
Denition 3.4.2 System (A) is called homogeneous algebraic Shidlovskii irre-
ducible if the nonzero components of any solution are homogeneous algebraic in-
dependent over K.
Compare these denitions of Shidlovskii irreducibility with the corresponding
denitions of Siegel normality. It is immediately clear that being linear (homo-
geneous algebraic resp.) Shidlovskii irreducible is a weaker property of systems
of linear dierential equations than being linear (homogeneous algebraic resp.)
Siegel normal.
Translating above denitions into terms of D-modules we get:
Denition 3.4.3 Let E = fe
1
; : : : ; e
n
g be a K-base of the D-module M . M is
called linear Shidlovskii irreducible with respect to the K-base E if for all K-linear
maps l :M ! K extended as L-linear map L

K
















2 V = ker(@; L 

K







Denition 3.4.4 Let E = fe
1
; : : : ; e
n
g be a K-base of the D-module M . Then
M is called homogeneous algebraic Shidlovskii irreducible with respect to the K-
base E if S
t
M is linear Shidlovskii irreducible with respect to the K-base S
t
E for
each t  1.
And now the base independent denition:
Denition 3.4.5 M is called linear (homogeneous algebraic resp.) Shidlovskii
irreducible if there exists a K-base E such thatM is linear (homogeneous algebraic
resp.) Shidlovskii irreducible with respect to this K-base E.
Theorem 3.4.6 Let M be a D-module. Equivalent statements are:
1. M is linear Shidlovskii irreducible.
2. M has a K-base E = fe
1
; : : : ; e
n
g such that for every D-submodule N M
there exists a subset E
N





3. There are only nitely many D-submodules N M .
4. V has a C-base F = ff
1
; : : : ; f
n
g such that for for every G-stable subspace
W  V there exists a subset F
W





5. There are only nitely many G-stable subspaces W  V .
Proof. The equivalence 3 , 5 can be proved easily by the 1-1 correspondence
between D-submodules
~
M  M and G-stable subspaces
~
V  V . The proofs of
2 , 3 and 4 , 5 are completely analogous. A proof of 1 , 2 , 3 will be
given.
1 ) 2 . Assume that D-module M is linear Shidlovskii irreducible with
respect to the K-base E = fe
1
; : : : ; e
n









and E(v) = fe
i
2 E j v
i
6= 0g. We associate to v a D-submodule M(v) which is
the smallest D-submodule of M such that L

K




















(G:v)) = f0g. So we get:






) = 0, l(span
K
E(v)) = 0:
The second equivalence holds because M is linear Shidlovskii irreducible with
respect to the K-base E. Hence M(v) = span
K
E(v) for all v 2 V . Further if
N M is a D-submodule then N =M(v
1
)+   +M(v
s
) for certain v
1
; : : : ; v
s
2
V . From this we get that E = fe
1
; : : : ; e
n
g is a K-base of M such that for each








2 ) 1 . We assume that E = fe
1
; : : : ; e
n
g is a K-base of M which satises



















then 8i : e
i
2 E nE(v)) v
i
= 0 and if l is a K-linear map l :M ! K
extended as L-linear map L

K
M ! L then we have
l(v) = 0) l(M(v)) = 0) l(e
i
) = 0 if e
i
2 E(v):
Hence M is linear Shidlovskii irreducible.
2 ) 3 . Trivial.
3 ) 2 . Dene N = fN j N  M is a D   submodule g. Successively will
be proved:
A. For any N;
~
N;Q 2 N with N  Q and
~
N  Q we have: N =
~







N=Q) for all simple D-modules S.
B. (N ;+;\) is a nite distributive lattice.
C. There exists a K-base E = fe
1
; : : : e
n
g of M such that for all N 2 N we







A. ()) Trivial. (() We will prove this by induction with respect to the
length k of the Jordan-Holder sequence from Q to N . If k = 0 there is nothing





     N
l














N be two Jordan-
Holder sequences from Q to N respectively from Q to
~
N . Let q be minimal with

























(N=Q)  1. From the Jordan-









































because the niteness of the
number of submodules of M implies that any quotient of M cannot contain two

















). Now we can apply the induction
hypothesis and conclude N =
~
N .











if S is a simple D-module and N;
~










N) by induction with respect to the the length h of the
Jordan-Holder sequences from f0g to N . If h = 0 everything is clear. Assume




     N
k
= N
be a Jordan-Holder sequence from f0g to N . As a consequence of the proof of
39










































































= 1 if S ' N
1
.









N) for each simple D-
module S and any N;
~
N 2 N is dual analogous. (In that case Jordan-Holder
sequences from N to M and from
~























































N) + (N \
^
N))


























N). Hence (N ;+;\) is a nite distributive
lattice.










) i < j. Thus in
particular M
0
= f0g and M
s
=M . For any i 2 f0; : : : ; sg a set E
i
satisfying the
next two conditions will be constructed.
i. E
i






















:= ;. Of course E
0
satises the above conditions. Suppose i  1. Now
we assume that for all j 2 f0; : : : ; i   1g a set E
j
satisfying the conditions i)






















for all k; l with 0 < k; l < i, then there exists a unique





































. Of course E
i
satises condition ii). Now
40
we assume that E
i
doesn't satisfy condition i) and derive a contradiction. In any










. If the elements of E
i
satisfy a linear dependence









) n f0g. In


































































are simple D-modules.), but this
is contradictory to an earlier assumption. Summarizing: if condition i) is not


























is a simple D-module. Now we have obtained the
desired contradiction and thus E
i
satises condition i). We conclude that it is
possible to construct successively sets E
i
satisfying conditions i) and ii). Hence
the set E = E
s
constructed this way is a K-base of M , which has the required






 E. This nishes the proof of
the theorem. 2
Theorem 3.4.7 Let M be a D-module. Equivalent statements are:
1. M is homogeneous algebraic Shidlovskii irreducible.
2. M has a K-base E = fe
1
; : : : ; e
n
g such that for all t  1 and for each D-
module N  S
t









3. The vector space of solutions V has a C-base F = ff
1
; : : : ; f
n
g such that
for all t  1 and for each G-stable subspace W  S
t










Theorem 3.4.8 Let E = fe
1
; : : : ; e
n
g be a K-base of D-moduleM . Let l
1
; : : : ; l
n
be K-linear maps M ! K, extended as L-linear maps L 

K







for i; j = 1; : : : ; n. Then we have:
1. The following statements are equivalent:
(a) M is linear Shidlovskii irreducible with respect to the K-base E.
(b) The vector space of solutions V has a C-base F = ff
1




i. for every G-stable subspace W  V there exists a subset F
W
 F
















2. The following statements are equivalent:
(a) M is homogeneous algebraic Shidlovskii irreducible with respect to the
K-base E.
(b) The vector space of solutions V has a C-base F = ff
1




i. for all t  1 for every G-stable subspace W  S
t




















Proof. We will prove only statement 1. (a) ) (b). Because of the 1-1
correspondence between G-stable subspaces W  V and D-modules N  M we




; : : : ; f
n
in such a way that together with condition













is a G-stable subspace. Let W  V be a G-stable

















j 62 I then l
j





N) = 0 and l
j





) = 0 if i 2 I and j 62 I.
(b) ) (a). We assume that V has a C-base F = ff
1
; : : : ; f
n
g, which sat-














M ! L such that l(v) = 0. From ii) we get l
j
(v) = 0 if j 62 I
v
. Consider











(M(v)) = 0 if
j 62 I
v







and l(M(v)) = 0 ) l(e
i
) = 0 for i 2 I
v
.
We conclude that M is linear Shidlovskii irreducible with respect to the K-base
E = fe
1








) = 0 if i 2 I
v
. 2
It is possible to formulate a theorem analogous to theorem 3.4.8 for Siegel
normality.




    M
r
=M






















Proof. 1. Suppose M is not linear Shidlovskii irreducible then it is not
dicult to show that there exist a quotient of M which contains two copies of



























is homogeneous algebraic Siegel normal. Let t
i
2 N








































































































We wish to remark that the converse of this theorem does not hold. For


















. It is not dicult to verify that M





neither linear nor homogeneous algebraic Siegel normal.
3.5 Examples
In this section the results of the previous sections will be applied to get some
concrete examples of systems of linear dierential equations which are homoge-
neous algebraic Shidlovskii irreducible but which are not homogeneous algebraic
Siegel normal. We restrict ourselves to systems of linear dierential equations on
which Shidlovskii's fundamental theorem is applicable (See section 1).
Let 0  p < q, 
1
; : : : ; 
p
2 C and 
1
; : : : ; 
q
2 C n Z
0







































= 1 and ()
n






























  1)    (
q
  1) ;
where r = q   p and  = z
d
dz
. (See [Shi89], chapter 5, x1.) If 
1





; : : : ; 
q










































Theorem 3.5.1 Let  2 QnZ
0
. Suppose  is a nonzero algebraic number. Then


() is a transcendental number with an eective measure of transcendence.








































is a fundamental matrix of the system
(
^
A) . Let L = C(z)( 

). Then L is a Picard-Vessiot extension of C(z) associated
with the system (
^
















62 C(z). Hence the system (
^
A) is homogeneous algebraic Siegel
































is a solution of the system (
~
A) consisting of nonzero E-functions.
Hence the numbers 

(); 1 are homogeneous algebraic independent with an ef-
fective measure of homogeneous algebraic independence and so 

() is transcen-
dental with an eective measure of transcendence. 2
Theorem 3.5.2 Let 
1




; : : : ; 
p
2 Q n Z, 0  p < q. Suppose









(1  i  j  q)
are all distinct modulo Z.
2. p = 0, q = 2 or q is odd and there is not a permutation  2 S
q
and a divisor







(mod Z) for i = 1; : : : ; q.





















are algebraic independent with an eective measure of algebraic independence.
44

















The q q system corresponding to this dierential equation is simple and homo-
geneous algebraic Siegel normal. For a proof of this statement we refer to propo-
sition 4.4 and the proof of theorem 4.5 in [BBH88]. Hence the (q + 1) (q + 1)
system of dierential equations corresponding to (y) is homogeneous algebraic





















are algebraic independent with an eective measure of algebraic independence.
2
Let ;  2 C n Z
 1







































(z), if ;  2 C n Z
 1
and  2 C. If ;  2 Q n Z
 1
and  is an algebraic number then K
;;
is an




































Let G be the dierential Galois group over C(z) associated with this dierential
equation. If   +
1
2
62 Z and  6= 0 then G contains Sl(2;C).
Proof. Let C(z) be the algebraic closure of C(z). We will prove that G =
DGal((y);C(z)) ' Sl(2;C). Hence G contains Sl(2;C).
After transforming the dierential equation by the substitution x = z
+
y we

















The dierential equations (y) and (z) are equivalent over C(z). It is known that
under the conditions of this lemma DGal((z);C(z)) ' Sl(2;C). (See [Kol68].)
Sl(2;C) is connected and [DGal((z);C(z)) : DGal((z);C(z))] < 1. Hence






















y is the system corresponding to the
second order linear dierential equation (y).


























6= 0. Suppose further































































































































































































































It is easy to verify that V
i
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; : : : ; 
m
; m  1; be nonzero algebraic






















i = 1; : : : ; n j = 1; : : : ; m; are algebraic independent with an eective measure of
algebraic independence.


























































































A) is homogeneous algebraic Siegel normal because of lemma 3.5.3,

































































































is homogeneous algebraic Shidlovskii irreducible because of theorem 3.4.9.























is a solution of























are homogeneous algebraic independent with an eective measure of homogeneous























are algebraic independent with an eective measure of algebraic independence.
2
47
