Quadratic assignment problems (QAPs) with a Hamming distance matrix for a hypercube or a Manhattan distance matrix for a rectangular grid arise frequently from communications and facility locations and are known to be among the hardest discrete optimization problems. In this paper we consider the issue of how to obtain lower bounds for those two classes of QAPs based on semidefinite programming (SDP). By exploiting the data structure of the distance matrix B, we first show that for any permutation matrix X, the matrix Y = αE − XBX T is positive semi-definite, where α is a properly chosen parameter depending only on the associated graph in the underlying QAP and E = ee T is a rank one matrix whose elements have value 1. This results in a natural way to approximate the original QAPs via SDP relaxation based on the matrix splitting technique. Our new SDP relaxations have a smaller size compared with other SDP relaxations in the literature and can be solved efficiently by most open source SDP solvers. Experimental results show that for the underlying QAPs of size up to n=200, strong bounds can be obtained effectively.
Introduction
The standard quadratic assignment problem takes the following form 
where A is the channel probability matrix, P is a diagonal matrix based on the resource statistics, and H is the Hamming distance matrix of a binary codebook C = {c 1 , · · · , c n } of length d (n = 2 d ). The above problem has caught the attention of many researchers in the communication community and many results have been reported [25, 32] . For example, it was shown in [25] that the problem is NP-hard in general. However, under the conditions that the channel is Binary Symmetric (BSC) and the quantizer is a uniform scalar with a uniform source, i.e., A = [a ij ], a ij = t hij (1 − t) d−hij , P = 1 n I, then the problem can be solved in polynomial time [32] . In [6] , Ben-David and Malah used the projection method [13] to estimate the lower and upper bound of the above problem. The problem (2) is usually of large size. Take for example a communication system with an 8-bit quantizer, the resulting QAP has a size of n = 512. This poses a great challenge in solving problem (2) . As we will see in our later discussion, even obtaining a strong lower bound for problem (2) is nontrivial. The second class of problems that we shall discuss in the present work arises usually from facility location applications [8, 20, 22, 24] , and is well-known to be one of the hardest QAPs in the literature [22] . For more background on this type of problems, we refer to [22, 24] .
A popular technique for finding the exact solution of a QAP is the branch and bound (B&B) method. Crucial in a typical B&B approach is how a strong bound can be computed at a relatively cheap cost. Various relaxations and bounds for QAPs have been proposed in the literature. Roughly speaking, these bounds can be categorized into two groups. The first group includes several bounds that are not very strong but can be computed efficiently such as the well-known Gilmore-Lawler bound (GLB) [12, 21] , the bound based on projection [13] and the bound based on convex quadratic programming [4] . The second group contains strong bounds that require expensive computation such as the bounds derived from the lifted integer linear programming [1, 2, 14] and bounds based on SDP relaxation [26, 35] .
In this paper, we are particularly interested in bounds based on SDP relaxations. Note that if both A and B are symmetric, by using the Kronecker product, we have
where vec(X) is obtained from X by stacking its columns into a vector of order n 2 . Many existing SDP relaxations of QAPs are derived by relaxing the rank-1 matrix xx T to be positive semidefinite with additional constraints on the matrix elements. For convenience, we call such a relaxation the classical SDP relaxation of QAPs. As pointed out in [22, 26] , the SDP bounds are tighter compared with bounds based on other relaxations, but usually much more expensive to compute due to the large number O(n 4 ) of variables and constraints in the classical SDP relaxation. Ding and Wolkowicz [10] proposed a new SDP relaxation for QAPs with O(n 2 ) variables and constraints to further reduce the computational cost. In [19] , de Klerk and Sotirov exploited the symmetry in the underlying problem to compute the bounds based on the standard SDP relaxation. In [7] , Burer et al. proposed an augmented Lagrangian method to more effectively solve the relaxed SDP.
Note that since the two classes of QAPs considered in this paper are associated with matrices of specific structure, it is highly desirable to use the specific data structure in the problem to design an algorithm to solve the problem or estimate lower bounds. The purpose of this work is to utilize the algebraic properties of the distance matrices to derive new SDP relaxations for the underlying QAPs. A distinction between our SDP relaxations and the existing SDP relaxations of QAPs lies in the lifting process. While most existing SDP relaxations of QAPs cast the underlying problem as a generic quadratic optimization model with discrete constraints to derive the SDP relaxation, we try to characterize the matrix XBX T for any permutation matrix X by using the properties of the matrix B.
Our approach is inspired by the following observation: the eigenvalues of the matrix XBX T are independent of the permutation matrix X. Moreover, as we shall see later, if B has some special structure such as the Hamming distance matrix associated with a hypercube, then for any permutation matrix X, the matrix XBX T − αE is negative semi-definite for a properly chosen parameter α, where E is a matrix whose elements have value 1. This provides a new way to construct SDP relaxations for the underlying QAPs. Compared with the existing SDP relaxations for QAPs in the literature, our new model is more concise and yet still able to provide a strong bound for the underlying QAP. Secondly, we consider the issue of how to further improve the efficiency of the SDP relaxation model without much sacrifice in the quality of the lower bound. For such a purpose, we suggest to remove some constraints to derive a simplified variant of the new SDP model. The simplified SDP model can be solved efficiently by most open source SDP solvers. Experiments on large scale QAPs show that the bound from the new simplified SDP relaxation is comparable to the bound provided by the original SDP model. The paper is organized as follows. In Section 2, we explore the properties of the distance matrix associated with either Hamming distances on a hypercube in a finite dimensional space or Manhattan distances on a rectangular grid. In Section 3, we discuss how to use the theoretical properties of the matrices to construct new SDP relaxations for the underlying QAPs. We also discuss some simplified and enhanced variants of the SDP models introduced in Section 3.
Promising numerical experiments will be reported in Section 4, and finally we conclude our paper with some remarks in Section 5.
Properties of the matrices associated with Hamming and Manhattan distances
We start with a simple description of the geometric structure of a hypercube in space d . First we note that corresponding to every vertex v of the hypercube is a binary code c v of length d, i.e., c v ∈ {0, 1} d . The Hamming distance between two binary codewords corresponding to the two vertices of the hypercube is defined by
Moreover, for every vertex v of the hypercube, let us define
and let |S(., .)| denote the cardinality of the set. Then we have
where C(d, l) is a binomial coefficient and d! is the factorial of d. 
Proof. For any index i ∈ {1, · · · , n}, it is easy to see that 
Next we progress to prove the first statement of the theorem by mathematical induction. When d = 1, it is easy to see that for any permutation matrix X ∈ 2×2 , we have
In such a case, the theorem holds trivially. Now let us assume the conclusions of the theorem are true for d = k (n/2 = 2 k ). We consider the case where d = k + 1 and n = 2 k+1 . Note that every matrix defined by Definition 2.1. can be represented as XH d X T for some specific matrix H d and a permutation matrix X. Thus it suffices to consider the eigenvalues of any specific matrix H d constructed from a hypercube. Now let us consider the matrix
defined by Definition 2.1 associated with a hypercube in k and a set of binary codes of length k {c 1 , · · · , c n/2 }. We can construct a new set of n binary codes of length k + 1 as follows
Here the symbol ⊕ denotes the operation of directly adding the two binary strings to form a new string. Based on such a construction and Definition 2.1, we have
k is the all-1 matrix. Similarly, we use e ∈ 2 k to denote the all-1 vector in the remaining part of the proof. Next, consider an eigenvector (u
of the matrix H k+1 corresponding to its eigenvalue λ. It follows immediately that
The above relations yield
Because e is also an eigenvector of the matrix λI − H k , we have
Therefore, we must have either
In the first case, we know from the second conclusion of the theorem that λ is the largest eigenvalue of the matrix H k+1 corresponding to its all-1 eigenvector in k+1 . In the second case, it must hold
which further implies that either λ/2 is an eigenvalue of H k with an eigenvector (10)- (11) we can conclude that u 1 is a multiple of e, and (e T , −e T ) T is an eigenvector of H k+1 with eigenvalue λ = −2 k . It remains to consider the case when λ/2 is an eigenvalue of H k with an eigenvector u 1 + u 2 . Therefore, we have either λ = 0
This shows that all the negative eigenvalues of
The multiplicities of the eigenvalues follow from the fact that the Hamming matrix has zero diagonal and thus the summation of all its eigenvalues equals zero. This proves the first statement of the theorem.
A direct consequence of Theorem 2.2 is:
Corollary 2.3. Suppose that H is the Hamming distance matrix of the hypercube in d defined in Definition 2.1. Then the projection matrix of H onto the null space of e T is negative semidefinite. Moreover, matrix
We next give a technical result that will be used in our later analysis, which is a refinement of Theorem 2.5 in [23] .
Lemma 2.4. Let H d be the Hamming distance matrix defined by Definition 2.1. Then there exist permutation matrices
Proof. Without loss of generality, we can assume that H d is the adjacency matrix of the hypercube corresponding to the natural labeling, i.e., v i corresponds to the binary coding of the number i − 1. Let c v denote the binary codeword of a vertex v. Let I be an index set I ⊆ {1, 2, · · · , d} and its complementĪ defined byĪ = {1, 2, · · · , d} \ I. We can separate the codeword corresponding to every vertex into two parts according to the index sets I andĪ, i.e.,
We then perform the following transformation
where c 
Let X I be the corresponding permutation matrix induced by the transformation (13). Our above discussion implies that
Now applying the transformation (13) to all the subsets in the index set {1, · · · , d} 2 , we obtain n permutation matrices as stated in the lemma.
Next we explore the properties of a Manhattan distance matrix. For any positive integer k, let us consider the following matrix
Such a matrix can be viewed as a submatrix of a Hamming distance matrix corresponding to a binary code book of length k 3 . It can also be cast as the Manhattan distance matrix of the grids in a straight line. From Theorem 2.2 we obtain the following Corollary.
Corollary 2.5. For a given matrix M k defined by (14) , the matrixM k = k−1
Now let us consider the Manhattan distance matrix for a two-dimensional rectangular grid. Without loss of generality, we can assume the rectangle has k rows and l columns with a set V = {v 1 , · · · , v n } of n = k × l nodes. Note that the Manhattan distance can be represented as the sum of two distances: the row and column distances. Because the set of eigenvalues of the matrix
XBX
T is invariant for any permutation matrix X, by performing permutations if necessary, we can assume the subset of nodes V r i = {v (i−1)l+j : j = 1, · · · , l} are from the i-th row of the rectangular grids, and the subset of nodes V c j = {v (i−1)l+j : i = 1, · · · , k} are from the j-th column of the rectangular grids. In such a case, the row distance matrix B r can be written as the Kronecker product of two matrices
where M k is a matrix defined by (14) . Now recalling Corollary 2.5, we know that the matrix
Moreover, it is straightforward to verify the following relation
Since the Kronecker product of two positive semidefinite matrices is also positive semidefinite (Corollary 4.2.13, pp. 245-246, [17] ), it follows immediately that the matrix
2 E n − B r is positive semidefinite. Similarly we can also show that
is positive semidefinite where B c is the column distance matrix defined by
We thus have the following result. E n − M is positive semidefinite.
New SDP Relaxations for QAPs
In this section, we describe our new SDP relaxations for QAPs associated with a Hamming distance matrix or a Manhattan distance matrix of rectangular grids. The section consists of three parts. In the first subsection we introduce the new SDP relaxation for QAPs with a Hamming distance matrix and compare it with other SDP relaxations for the underlying problems in the literature. In the second subsection, we discuss the case for QAPs with a Manhattan distance matrix. In the last subsection, we discuss how to further improve and simplify the relaxations in the first two subsections based on computational consideration. The bounds from the simplified models will be analyzed as well.
New SDP relaxations for QAPs with a Hamming distance matrix
We first discuss the case when B is the Hamming distance matrix. 
n B is also a projection matrix and X is a permutation matrix, we have
Following the matrix-lifting procedure in [10] , we relax such a relation to
Because
T , the above constraint can be further re-
We next impose constraints on the elements of the matrix Y . Because all the elements on the diagonal of B are zeros, so are the elements on the diagonal of the matrix XBX T . Moreover, since all the off-diagonal elements of B are positive integers, we thus have y ij ≤ d−2 n . Therefore, we can relax the QAP with a Hamming distance matrix to the following SDP:
Because we employ the same matrix-lifting technique to derive the SDP relaxation for the underlying QAPs, it is interesting to compare our model with the strongest SDP relaxation model (MSDR3) in [10] . It is easy to see that from any feasible solution of our SDP model, we can construct a feasible solution to the MSDR3 model in [10] . We thus have the following result. Proof. To prove the theorem, we first observe that there are three major differences between model (17) and MSDR3: The first one is that the constraints (18)- (21) are replaced by the following constraints
Secondly, MSDR3 decomposed the assignment matrix X into two parts X = E/n + V QV T where V ∈ n×(n−1) is a matrix of full column rank satisfying V T e = 0, and Q is an orthogonal matrix. Constraints based on such a decomposition were then added to the matrix Q to ensure X ≥ 0. Thirdly, additional cuts based on the eigenvalues of the matrices A and B are added to strengthen the relaxation.
One can easily verify that the constraints in model (17) are tighter than the constraints (24)- (25) with respect to matrix Y . Secondly, since we have already projected the matrix B onto the null space of e, the further decomposition of the permutation matrix X won't change our model and thus its bound can not be improved by the use of such a decomposition.
To describe the cuts in MSDR3, we use the eigenvalue decomposition of A defined by A = U ΓU T , where Γ = diag (λ 1 (A), · · · , λ n (A)) is a diagonal matrix and λ i (A), i = 1, · · · , n are the eigenvalues of A sorted in non-increasing order, and U is an orthogonal matrix whose i-th column is the eigenvector of A corresponding to λ i (A). For convenience, we also assume that λ i (B), i = 1, · · · , n are the eigenvalues B listed in non-increasing order. Then the cuts in MSDR3 are defined as follows
where Γ k and [U (
)U ] k are the principal submatrix (consisting of the first k rows and columns) of Γ and U ( dE−nY 2 )U T respectively. Using Theorem 2.2, we can rewrite the relation (26) as
The above relation holds trivially when I Y 0 is feasible for problem (17) .
We mention that in our recent paper [23] , we have shown (see Theorem 2.6 of [23] ) that for QAPs associated with the hypercube (or hamming distance matrices), the optimal solution can be attained at a permutation matrix X * with x * 11 = 1. Therefore, we can further add such a constraint to strengthen the bound.
New SDP relaxations for QAPs with a Manhattan distance matrix
In this subsection we describe our new SDP relaxations for QAPs with the Manhattan distance matrix for a rectangular grid with k rows and l columns. As in Section 2, we first decompose the matrix B into two matrices, i.e., B = B r + B c , where B r and B c are the distance matrices based on the row and column positions of the nodes in the rectangular grid, respectively. Without loss of generality, we can further assume that
It follows from Corollary 2.5 that bothB r andB c are positive semi-definite. LetB r andB c denote the symmetric square root of the matrixB r andB c , respectively 4 . We have
Let us define Y r = XB r X T , Y c = XB c X T . It follows immediately that
The above relations can be relaxed to
We next discuss how to efficiently compute the square rootsB r andB c . For this we first cite a classic result on Kronecker product (Lemma 4.2.10, [17] ).
Then we have
. 4 We mention that it is also possible to use the Cholesky decomposition ofBr andBc.
Based on the above lemma, we havẽ
whereM k ,M l are the square roots of the matrices
We next discuss how to impose some constraints on the elements of Y r and Y c . It is easy to see that all the elements on the diagonal of Y r have the same values as those ofB r . We next consider the sum of all the elements in any row of Y r . Since Y r = XB r X T , we have
Similar relations for Y c can also be obtained. Because
Based on the above discussion, we can relax the QAPs with a Manhattan distance matrix for a k × l rectangular grid to the following SDP: 
Let (Y r , Y c ) be a feasible solution to model (29) and let us define
One can easily see that the matrix Y * also satisfies constraints (24)- (25) with respect to matrix argument Y . Therefore, model (29) can also be viewed as some simplified and improved version of the MSDR1 model in [10] .
It should be pointed out that some QAPs (like nug16a, nug17, nug18) from the QAP library [8] were constructed out of the larger instances by deleting several nodes from some rows or columns. In order to apply model (29) , we need to first compute the row (or column) distance matrix of the original rectangular grid. Then we remove the rows and columns corresponding to the construction of the underlying QAP instance. In such a case, we can not represent the row (or column) distance matrix B r (or B c ) as a Kronecker product. Nevertheless, we can still show that the matricesB r = k−1
Further enhancement and simplifications
In this subsection, we first discuss how to further enhance the SDP relaxation models proposed earlier in this section by incorporating the simple linear constraints from the GLB model into our model. To see this, let us recall the GLB model, which can be defined as the following linear assignment problem
Here W is a matrix constructed from the matrices A and B by the following rule [12] . Let a i,: and b :,i be the i-th row and i-th column of matrices A and B, respectively. We have
where a * We can add the above constraints to the existing SDP relaxation model to improve its lower bound.
On the other hand, we also note that although the SDP relaxation models proposed earlier in this section are much more concise and simpler than other SDP relaxations for QAPs in the literature, they might still involve relatively intensive computation for large scale QAP instances with n ≥ 150. We next discuss how to simplify these relaxation models to compute lower bounds for the underlying QAPs in the present work. To start, let us first examine the SDP model (17)- (23) where we impose the following weak constraints on the relation between the matrix Y and the assignment matrix X
If we replace the above constraint by Y 0, then we can simplify model (17)- (23) to the following
Using the special structure of the Hamming distance matrix as explored in Lemma 2.4, we can prove the following interesting result. . Proof. From Lemma 2.4 we can conclude that there exist n optimal permutation matrices satisfying the relation (12) . This implies that if we specify the SDP constraints in model (17) to
then the bound computed from the resulting SDP relaxation is tighter than the bound computed from model (17) . Now let us recall Theorem 2.2, we have We can also relax the SDP constraint in (29) to derive the following simpler SDP:
e − XB c e;
Suppose that (Y r , Y c ) is a feasible solution to model (33) and let us define
One can easily see that the matrix Y * also satisfies constraints (24)-(25) with respect to matrix argument Y . Therefore, we can also cast model (33) as a simplified/improved version of the MSDR1 model in [10] .
Numerical Experiments
In this section, we report some numerical results based on our models. Our experiments consist of two parts. In the first part, we report the bounds for QAPs with the Hamming distance matrix of a hypercube. In the second part, we present our numerical experiments for QAPs with the Manhattan distance matrix for a rectangular grid. As pointed out in the introduction, most expensive relaxations of QAPs can only be applied to small scale instances. Because of this observation, in this section we only compare our bounds with the bounds that can be computed effectively such as the GLB bound [12, 21] , the bound based on projection (denoted by PB) [13] and the bound based on convex quadratic programming (denoted by QPB) [4] . We note that overall the CPU times to compute the other three bounds are shorter than that for our model. Since our emphasis is on obtaining improved bounds at reasonable speed and we are using available software and a customized program for the other bounds, we list only the CPU time for our model.
For QAPs of a Hamming distance metric, we test our model on four different choices of the matrix A. The first one is the matrix used in [31] defined by
where n 1 = n+1 2 , and ∆ is the step size to quantize the source, σ is the variance of the Gaussian Markov source with zero mean and ρ its correlation coefficient. In our experiment, we set the step size ∆ = 0.4, σ = 1 and ρ = 0.1, 0.9 respectively. These two different choices of ρ represent the scenarios of the source with dense correlation and non-dense correlation. The second test problem is the so-called Harper code [16] with a ij = |i − j| .
We also tested our model on a random matrix A and the so-called vector quantization problem (denoted by VQ) [33] provided by our colleague Dr. Wu from McMaster University. Our experiments are done on an AMD Opteron with 2.4GHz CPU and 12 GB memory. We use the latest version of CVX [11] and SDPT3 [30] under Matlab R2008b to solve our problem. In Table 1 , we list the lower bound (L-bound in the table) computed from our model, the CPU time in seconds to obtain the bound, and the upper bound (U-bound in the table) obtained by using the Tabu search described as in [29] . For comparison purpose, we also include three inexpensive bounds: the GLB, the PB and the QPB bounds in the table. The strongest bounds among these inexpensive bounds are highlighted by fat font in the table. It should be pointed out that we use these heuristics to find an upper bound because, except for the case n = 16, no global solutions to the underlying problems have been reported in the literature. We also mention that in Table 1 , the problem eng1 (9) refers to the engineering problem with ρ = 0.1(0. (32) , while the lower bounds computed from these two models are the same as shown in Theorem 3.3, we use only the latter model to compute the lower bound and the CPU times are also listed in seconds in the table.
From Table 1 , we can see that except for the problems eng1 and eng9, the bounds provided by our model for other test problems are the strongest among the four inexpensive bounds. With a close look, one can also find that our bound is very close to the global optimal solution of the underlying problem for most test instances. For the test problems eng1 and eng9, we observed that the relative gap between the lower and upper bounds increases as n increases. One possible explanation for this is that for large n, most elements of the matrix A have usually very small values. On the other hand, from its definition we know that the elements of Y will also have small absolute values. These two points might lead to some numerical instability when we solve the SDP relaxation.
We next report our experiments for the ESC problems from the QAP library [8] 5 Note that as announced in the QAP library [8] Table 2 : Inexpensive bounds for the ESC instances instances whose optimal solutions have not been confirmed. In such a case, we use the symbol '*' to denote the best feasible solution found so far in the column of optimum. From Table 2 we can see that our lower bounds can be computed very efficiently. We also mention that in all the tables, whenever all the elements of the associated matrices A and B have only integer values, we list the value obtained by rounding up the lower bound (obtained from the relaxation model) to the smallest integer above it. From Table 2 , one can verify that our bounds are usually stronger than the other three bounds. In particular, for several instances such as ESC16a-c,ESC16h, ESC32b-d, ESC32h, our bound is very strong and comparable to the strongest bound reported in the literature [8] . On the other hand, we also would like to point out that in several cases, our bound is not that strong. With a closer look at the data, we noted that for all the cases where our bound is not strong, the coefficient matrix A is very sparse and has only a few nonzero elements. Since we did not exploit the structure of the matrix A in our model, it is not surprising that we could not obtain strong bounds for these cases. It is worthwhile mentioning that we can also compute the bounds based on the enhanced model introduced in Section 3.3 by incorporating the linear constraints in the GLB model [12, 21] into the SDP model proposed in this work with a little extra effort. Based on our experiments, such an enhanced model is able to provide better bounds when A is very sparse at the cost of slightly more CPU time. We now present our experiments on several large scale QAPs with a Manhattan distance matrix of rectangular grids. For these problems, the best known bounds were reported in [18] , and we use the best known feasible solution from the QAP library as the upper bound. We list the best known lower and upper bounds in the last column of the table. Table 3 lists the results of both models (29) and (33) for QAPs of size from 42 to 100
6 . As we can see from Table 3 , the bound provided by the simple model (33) is quite strong and comparable with the bound by model (29) . In a few cases (indicated by the fat font), the bound obtained from the simple model (33) even improves over the best known bound for the underlying QAP in the literature [8] . From Table 3 one can see that our bounds are tighter than other three inexpensive bounds.
It should be pointed out that for QAP instances whose size is above 100, we could not apply the model (29) due to the restriction of memory. In the following table we list only the lower bound computed by solving the simple model (33) . The first test problem is from [8] while the rest are from [28] . All the tested problems from [28] have a size of n = 200.
We also tested our model on QAPs with a Manhattan distance matrix of rectangular grids whose size is below 40. These QAP instances were solved on a 2.67GHz Intel Core 2 computer with 4GB memory. We compare our result with the method in [10] as well as other three inexpensive models.
QAP to an SDP. For large scale QAP instances, the proposed relaxation models can be solved effectively by most open source SDP solvers. Experimental results illustrate that the bound provided by our new models is tighter than the bounds based on other inexpensive relaxations for most test problems.
There are several different ways to extend our results. First of all, it is of interest to investigate whether the proposed approach in the present work can be adapted to derive new SDP relaxations for general QAPs. Secondly, given the efficiency of the model, it may be possible to develop an effective branchbound type method for solving the underlying QAPs. Thirdly, we note that at the optimal solution of the original QAP, the matrix XBX T has a low rank ( rank d for the case of Hamming distance, and k + l − 2 for the Manhattan distance case). Therefore, it may be interesting to investigate how to find a low rank solution to the relaxed SDP. Finally, like in [3] , we also observed in our experiments that when the matrix A is very sparse, then the bound from our model might not be very strong. It will be interesting to explore how we can incorporate the sparse structure of the underlying matrix into our SDP relaxation model. Further study is needed to address these issues.
