Architecture logicielle pour l'adaptation distribuée : Application à la réplication de données by Zouari, Mohamed
Architecture logicielle pour l’adaptation distribue´e :
Application a` la re´plication de donne´es
Mohamed Zouari
To cite this version:
Mohamed Zouari. Architecture logicielle pour l’adaptation distribue´e : Application a` la
re´plication de donne´es. Ge´nie logiciel [cs.SE]. Universite´ Rennes 1, 2011. Franc¸ais. <tel-
00652046>
HAL Id: tel-00652046
https://tel.archives-ouvertes.fr/tel-00652046
Submitted on 15 Dec 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
No d'ordre : 4334 ANNÉE 2011
THÈSE / UNIVERSITÉ DE RENNES 1
sous le sceau de l'Université Européenne de Bretagne
pour le grade de
DOCTEUR DE L'UNIVERSITÉ DE RENNES 1
Mention : Informatique
Ecole doctorale Matisse
présentée par
Mohamed ZOUARI
préparée à l'unité de recherche IRISA
IRISA/MYRIADS
IFSIC
Intitulé de la thèse :
Architecture logicielle
pour l'adaptation
distribuée : application
à la réplication de
données
Thèse soutenue à Rennes
le 28 juin 2011
devant le jury composé de :
Philippe ROOSE
Maître de Conférences HdR, Université de Pau
et des Pays de l'Adour / rapporteur
Lionel SEINTURIER
Professeur, Université Lille 1 / rapporteur
Khalil DRIRA
Directeur de Recherche, LAAS-CNRS / exami-
nateur
Jean-Louis PAZAT
Professeur, Institut National des Sciences Appli-
quées de Rennes / examinateur
Antoine BEUGNARD
Professeur, Télécom Bretagne / invité
Françoise ANDRÉ
Professeur, Université de Rennes 1/directrice de
thèse
Maria-Teresa SEGARRA
Maître de Conférences, Télécom Bretagne / en-
cadrant de thèse
2Remerciements
Mes remerciements s'adressent d'abord aux membres de mon jury qui m'ont fait l'hon-
neur de participer à ma soutenance de thèse. Je remercie particulièrement les rapporteurs
M. Philippe Roose et M. Lionel Seinturier pour l'intérêt qu'ils ont montré pour ce travail
et leurs remarques constructives. Merci à M. Antoine Beugnard, M. Khalil Drira et M.
Jean-Louis Pazat d'avoir accepté d'examiner mon travail.
J'exprime mes profonds remerciements à ma directrice de thèse Françoise André et à
mon encadrant Maria-Teresa Segarra sans qui rien de tout cela ne serait arrivé. Merci pour
leur encadrement, leur soutien et leurs conseils tout au long de la thèse.
Je tiens à remercier les responsables de l'équipe MYRIADS (ex PARIS), Mme Christine
Morin et M. Thierry Priol, de m'avoir accueilli dans l'équipe. Merci pour les excellentes
conditions de travail qu'ils m'ont oﬀertes pendant les trois années de thèse.
Je remercie l'ensemble des membres de l'équipe MYRIADS et mes amis dans les équipes
de recherche KERDATA, ADEPT et ATNET pour les bons moments passés ensemble à
l'IRISA/INRIA Rennes - Bretagne Atlantique.
Je remercie également Mme Annie Gravey le responsable du département informatique
de Télécom Bretagne et les membres du départent de m'avoir accueilli pendant les derniers
mois de mon travail de thèse à Brest.
Je tiens à adresser ma gratitude à ma famille (mes parents, ma s÷ur et mon frère) qui
m'a toujours soutenu.
Finalement, un grand merci à tous mes amis qui m'ont aidé de près ou de loin à ﬁnaliser
mon travail de thèse.
3Résumé
L'adaptation dynamique permet de modiﬁer une application en cours d'exécution en
fonction des ﬂuctuations de son environnement et des changements des exigences des utilisa-
teurs. De nombreux travaux ont proposé des méthodes et mécanismes pour adapter une ap-
plication centralisée. Mais, le cas des applications distribuées a été beaucoup moins abordé.
En particulier, la distribution du système d'adaptation lui-même est très peu envisagée.
Nous nous intéressons à ce contexte, en proposant un système d'adaptation comme un
ensemble d'entités logicielles coopérantes. Chaque entité contrôle l'adaptation d'un groupe
de composants de l'application et peut coordonner ses activités avec ses homologues aﬁn de
prendre en compte les dépendances entre les composants applicatifs. L'ensemble des entités
doit être capable de prendre des décisions d'adaptation cohérentes de manière collective en
résolvant les conﬂits éventuels. De plus, il peut être nécessaire de coordonner le contrôle des
modiﬁcations de l'application répartie réalisées en parallèle. Quelques travaux ont abordé
ces sujets sans toutefois proposer des mécanismes de coordination ﬂexibles et réutilisables
associés à des facilités pour spécialiser le système d'adaptation en fonction de l'application
cible. Aﬁn de pallier ces manques, nous proposons dans cette thèse une approche visant à
déﬁnir une architecture logicielle à base de composants pour permettre la gestion distribuée
et coordonnée de l'adaptation dynamique d'applications. Nous déﬁnissons un modèle d'ar-
chitecture logicielle de systèmes d'adaptation qui permet la variabilité des conﬁgurations
du système et qui inclut des mécanismes spécialisables pour assurer la coordination. Un ex-
pert en adaptation de l'application explore l'espace composé des conﬁgurations du système
d'adaptation pouvant être déﬁnies et détermine une solution appropriée. Il exprime cette
solution sous la forme d'une description de l'architecture logicielle du système d'adaptation
souhaité et la fournit à une fabrique qui se charge de créer eﬀectivement le système.
Nous avons choisi la gestion de données répliquées pour illustrer un domaine d'applica-
tion de notre approche d'adaptation. Nous déﬁnissons un modèle d'architecture logicielle
d'un système de réplication de données à base de composants qui structure les fonctions
d'un tel système. L'apport du modèle proposé est de supporter une grande variabilité de
conﬁgurations possibles, de permettre la spécialisation du système de réplication initial en
fonction des besoins et de permettre l'adaptation dynamique ﬁne du système. La spéciali-
sation du modèle s'eﬀectue par un expert en réplication de données. Elle reﬂète la solution
de réplication envisagée par l'expert pour l'application qui manipule les données et inclut
des interfaces de contrôle pour observer et agir sur les composants constituant le système
de réplication. Le modèle ainsi spécialisé est fourni ensuite à une fabrique qui l'utilise pour
réiﬁer le système. Enﬁn, ce dernier est associé à un système d'adaptation pour le rendre
auto-adaptable.
Pour valider notre approche, nous avons développé un prototype pour la construction de
systèmes d'adaptation distribués d'une part et de systèmes de réplication auto-adaptables
d'autre part. Le prototype, qui se base sur le modèle de composants Fractal, nous a permis
de mener quelques expérimentations d'adaptation distribuée sur un système de réplication
de données en milieu médical pour le suivi d'un patient à domicile.
Mots-clés : gestion distribuée d'adaptation dynamique, mécanismes de coordination
de décision et d'exécution d'adaptation, architecture logicielle, réplication de données, com-
posant logiciel.
4Abstract
Dynamic adaptation allows the modiﬁcation of an application during its execution,
according to ﬂuctuations in its environment and changes in users' requirements. Several
studies have proposed methods and mechanisms to adapt a centralized application. But
the case of distributed applications has not been addressed substantially. In particular, the
distribution of the adaptation system itself has been rarely considered. We address this
context by proposing an adaptation system as a set of cooperative software entities. Each
entity controls the adaptation of a group of the application components and may coordinate
its activities with its counterparts in order to take into account the dependencies between
these components. These entities must be able to make collective and consistent decisions
regarding adaptation and to solve the potential conﬂicts that may arise among them. In
addition, it may be necessary to coordinate the control of the parallel modiﬁcations of the
distributed application. Some works have addressed these issues without proposing reusable
and ﬂexible coordination mechanisms associated with facilities to specialize the adaptation
system according to the targeted application. To overcome these problems, we propose
an approach in this thesis to deﬁne a component-based software architecture supporting
the distributed and coordinated management of dynamic adaptation. We deﬁne a software
architectural model of adaptation systems that allows the variability of the system conﬁ-
gurations and includes coordination mechanisms that can be specialized. An adaptation
and application expert explores the space composed of the alternative adaptation system
conﬁgurations that can be deﬁned and determines an appropriate solution. He formulates
this solution as a description of the software architecture of the required adaptation system
and provides it to a factory that is responsible for concretely creating the system.
We have chosen the management of replicated data to illustrate an application domain
for our adaptation approach. We deﬁne a software architectural model of component-based
replication systems that structures the functions of the system. The contribution of the
proposed model is to support a wide variability of possible conﬁgurations, while enabling
the specialization of the initial replication system according to the needs and to allow ﬁne-
grained dynamic adaptation of the system. The model specialization is performed by an
expert in data replication. The specialized model is then provided to a factory that uses it
to reify the system. Finally, the replication system is associated with an adaptation system
in order to make it self-adaptable.
To validate our approach, we developed a prototype for the construction of distributed
adaptation systems and replication systems. The prototype based on Fractal component
model has enabled us to make experimentations on the distributed adaptation of a data
replication system, used in a medical environment dedicated to remotely monitor patients
at home.
Keywords : distributed management of dynamic adaptation, coordination mechanisms
for adaptation decision making and execution, software architecture, data replication, soft-
ware component.
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Chapitre 1
Introduction
1.1 Contexte et problématique
Les environnements d'exécution des applications sont soumis généralement à des va-
riations importantes. En eﬀet, la disponibilité des ressources informatiques varie dans le
temps et dans l'espace, par exemple la connexion réseau disponible pour un utilisateur
mobile peut se rompre. Les conditions d'utilisation d'un service peuvent également varier.
Ainsi, les utilisateurs peuvent avoir des terminaux hétérogènes ayant des capacités diﬀé-
rentes pour interagir avec une application. De plus, certains services ou ressources peuvent
devenir non disponibles en raison des défaillances du réseau d'interconnexion et des ma-
chines. Par ailleurs, les utilisateurs ont aussi des proﬁls et des préférences diﬀérents et
leurs exigences envers les services fournis peuvent évoluer au cours du temps. Il est donc
fortement souhaitable que les applications prennent en compte les variations du contexte
d'exécution pour assurer la continuité des services et satisfaire au mieux les exigences de
leurs utilisateurs.
Les travaux dans le domaine de l'adaptation dynamique visent à permettre la mo-
diﬁcation d'une application en cours d'exécution. Certains de ces travaux ont permis de
structurer les fonctionnalités nécessaires pour la gestion de l'adaptation. Généralement,
le système d'adaptation surveille le contexte d'exécution, prend la décision d'adaptation
suite à un changement signiﬁcatif et modiﬁe l'application en conséquence. En particulier,
de nombreuses approches se sont intéressées à l'adaptation d'applications à base de com-
posants logiciels. En eﬀet, le développement fondé sur les composants assure la modularité
et favorise la dynamicité de l'application par l'ajout, la suppression et le remplacement
des composants applicatifs pour s'adapter. De plus, certaines approches ont déﬁni des ca-
nevas logiciels pour faciliter et guider la conception et la mise en ÷uvre d'un système
d'adaptation.
Dans ce travail, nous visons des applications distribuées à base de composants. De ce
fait, chacune de leurs fonctionnalités est mise en place par un ensemble de composants
qui peuvent être distribués à travers un réseau. Dans ce contexte, les fonctionnalités sont
diﬀérentes entre elles notamment en termes de quantité et de types de ressources requises
et d'exigences qu'elles doivent satisfaire (disponibilité, temps d'exécution, qualité de la
réponse...). De plus, l'environnement d'exécution d'une application distribuée peut être
très hétérogène et encore plus variable que celui d'une infrastructure centralisée. Ainsi, au
sein d'une fonctionnalité un groupe de composants peut être sensible à des informations
contextuelles particulières et nécessiter des adaptations diﬀérentes des autres. Par exemple,
un premier groupe de composants peut être sensible aux préférences de l'utilisateur et un
deuxième groupe à la quantité des ressources disponible sur les machines qui les hébergent.
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L'adaptation du premier peut consister à changer les comportements des composants alors
que celle du deuxième peut être la migration de certains composants. Il est donc intéressant
de distribuer la gestion de l'adaptation dynamique sur plusieurs entités logicielles de sorte
que chacune soit responsable du contrôle de l'adaptation d'un groupe de composants de
l'application. Cependant, cette distribution rend nécessaire la coordination des activités
de ces entités lorsque le choix ou l'application d'une adaptation nécessite de prendre en
compte des dépendances entre les composants applicatifs comme le taux d'utilisation des
ressources partagées.
Certaines approches ont suivi ce principe pour adapter des applications distribuées.
Elles ont déﬁni des systèmes d'adaptation distribués et elles ont distribué certaines fonc-
tions pour la gestion de l'adaptation. Cependant, ces travaux sont souvent très partiels et
résolvent des cas particuliers. Par exemple, nous constatons que les systèmes existants ne
proposent pas de techniques pour prendre des décisions d'adaptation de façon distribuée
et pour résoudre les conﬂits éventuels. Par exemple, suite à des changements du contexte
d'exécution, des choix de comportements incompatibles des composants peuvent être faites.
De plus, ils n'oﬀrent pas de mécanismes génériques et réutilisables pour coordonner le
contrôle distribué des modiﬁcations des composants applicatifs.
En ce qui concerne la construction de systèmes d'adaptation, la mise en place de leurs
composants est souvent une tâche manuelle. Cette tâche peut être complexe en fonction
du niveau d'abstraction utilisé pour leur construction. Elle est d'autant plus complexe
que les composants peuvent être distribués. Par ailleurs, la variabilité des conﬁgurations
des systèmes d'adaptation distribués est un aspect peu pris en compte. Les solutions ac-
tuelles facilitent la spécialisation du comportement du système d'adaptation en suivant une
approche orientée politique pour l'activité de prise de décision d'adaptation. Mais, la spé-
cialisation ne concerne pas les mécanismes de coordination. De plus, à notre connaissance,
aucun travail ne s'est consacré à la prise en compte de la spécialisation de la structure et
de la distribution d'un système d'adaptation. Le travail de mise en place manuelle d'un
système d'adaptation distribué reste donc considérable.
Un système de réplication de données est un exemple d'application distribuée qui peut
bénéﬁcier des apports de l'adaptation dynamique. Les solutions de réplication existantes
sont généralement spéciﬁques à des applications particulières. Cependant, certaines ap-
proches supportent la ﬂexibilité et l'adaptabilité des systèmes de réplication. Des canevas
et des systèmes spécialisables ont ainsi été déﬁnis aﬁn de faciliter la construction de tels
systèmes. Ils reposent principalement sur le paramétrage pour conﬁgurer un système de
réplication ou sur l'injection de traitements spéciﬁques en fonction des besoins applicatifs.
L'adaptation dynamique de la gestion de la réplication a été abordée dans certains tra-
vaux. Cependant, la prise en compte du contexte d'exécution est réduite et la variabilité
des conﬁgurations d'un système de réplication est limitée. De plus, il existe souvent un
entrelacement des préoccupations de réplication avec celles d'adaptation ce qui diminue la
généricité des solutions et nuit à leur réutilisabilité.
1.2 Objectifs et contributions
Le sujet de cette thèse est d'étudier les spéciﬁcités de la gestion de l'adaptation dyna-
mique dans le contexte des applications distribuées. L'étude réalisée nous a permis d'iden-
tiﬁer un ensemble de besoins et de déﬁs de la distribution de la gestion d'adaptation. Nous
avons comme premier objectif de proposer une approche déﬁnissant une architecture logi-
cielle qui permet la distribution et la coordination des activités nécessaires à la gestion de
l'adaptation de composants applicatifs distribués.
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Notre deuxième objectif est de fournir un ensemble d'outils pour la construction d'un
système d'adaptation distribué aﬁn de réduire les eﬀorts de sa conception, de sa spécia-
lisation et de sa mise en ÷uvre. Cette thèse contribue à la structuration de la gestion
distribuée de l'adaptation dynamique, tant sur le plan de l'architecture logicielle que sur
celui des techniques de coordination des activités de gestion d'adaptation. Ainsi, nous
déﬁnissons un modèle d'architecture logicielle de systèmes d'adaptation à base de compo-
sants. Les systèmes d'adaptation construits en se basant sur notre modèle sont constitués
d'entités logicielles, chacune responsable du contrôle de l'adaptation d'un sous ensemble
de composants de l'application. Ces entités pouvant être distribuées, nous déﬁnissons un
ensemble de mécanismes réutilisables pour la coordination de leurs activités de prise de
décision d'adaptation et de modiﬁcation de l'application. Ces mécanismes implantent des
traitements communs qu'il est possible de spécialiser par des politiques externes.
Un expert en adaptation spécialise notre modèle d'architecture logicielle pour déﬁnir
son système d'adaptation selon les spéciﬁcités de l'application à adapter et de son environ-
nement. Pour cela, il fournit une description de l'architecture souhaitée. Puis, une fabrique
prend en entrée cette description et notre modèle d'adaptation aﬁn de mettre en place le
système d'adaptation souhaité par l'expert et le connecter à l'application cible.
Dans un deuxième axe, nous nous sommes intéressés à la ﬂexibilité et à la variabilité des
conﬁgurations d'une application distribuée. Ceci a été étudié dans le cadre des systèmes de
réplication de données. Notre objectif est d'exprimer et de permettre la variabilité qui peut
exister entre des conﬁgurations alternatives d'un système de réplication (le comportement,
la structure et la distribution). Le choix de la conﬁguration appropriée du système peut
être réalisé de manière statique ou dynamique pour adapter le système à son contexte
d'exécution.
Dans cette optique, nous avons spéciﬁé un modèle d'architecture logicielle de systèmes
de réplication. Ce modèle exprime la variabilité au niveau des composants d'un système
de réplication et de leurs connexions ainsi que les interfaces pour surveiller et modiﬁer ces
composants. Un expert en réplication spécialise notre modèle sous forme d'une description
d'architecture nécessaire pour déﬁnir son système de réplication en fonction des besoins.
Comme pour le système d'adaptation, la fabrique met en place le système de réplication
concret à partir de la description fournie par l'expert et de notre modèle de réplication.
1.3 Organisation du manuscrit
Outre l'introduction, ce rapport de thèse est composé de six chapitres : Deux chapitres
introduisent le contexte dans lequel se place cette thèse et dressent un état de l'art des
systèmes d'adaptation dynamique d'une part et de l'adaptabilité des systèmes de gestion
d'objets répliqués d'autre part. Les trois chapitres suivants présentent notre approche pour
construire des systèmes d'adaptation distribués, celle concernant les systèmes de réplication
de données auto-adaptables, puis leur mise en ÷uvre et évaluation. Le dernier chapitre
souligne les contributions de cette thèse et introduit les perspectives du travail.
Plus précisément, en ce qui concerne les chapitres centraux :
• Le chapitre 2  Adaptation d'applications distribuées  introduit les principes de
l'adaptation et les approches de gestion d'adaptation qui sont en relation avec le
contexte scientiﬁque dans lequel se déroule cette thèse. Il met en relief des limites
des approches actuelles pour adapter des applications distribuées. Nous concluons
ce chapitre en présentant les besoins et les déﬁs de la gestion d'adaptation et de la
spécialisation des systèmes d'adaptation dans le cadre des applications distribuées.
• Le chapitre 3  Adaptabilité des systèmes de réplication  présente les principes de la
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gestion d'objets répliqués et étudie l'adaptabilité des mécanismes existants. Il pré-
cise les avantages et limitations de travaux du domaine par rapport à leur prise en
compte de la ﬂuctuation des environnements d'exécution et la variation des exigences
des utilisateurs. Ce chapitre montre les besoins d'un modèle de système de réplica-
tion générique et ﬂexible et d'améliorer les mécanismes d'adaptation de systèmes de
réplication.
• Le chapitre 4  Modèle d'architecture pour l'adaptation distribuée et coordonnée 
met en évidence les propriétés de notre proposition pour répondre aux besoins et aux
déﬁs d'adaptation des applications distribuées. Dans ce chapitre, nous présentons nos
principes pour adapter les applications distribuées. Puis, nous détaillons notre modèle
d'architecture logicielle d'adaptation qui déﬁnit des mécanismes spécialisables pour
gérer l'adaptation dynamique de façon distribuée et coordonnée.
• Le chapitre 5  Modèle d'architecture pour des systèmes de réplication de données
adaptables  décrit notre approche pour spécialiser et adapter dynamiquement des
systèmes de réplication de données. Dans ce chapitre, nous présentons notre modèle
d'architecture de systèmes de réplication et la manière dont il supporte la variabilité
de conﬁguration. Nous présentons aussi nos principes pour construire un système de
réplication auto-adaptable.
• Le chapitre 6  Implémentation et expérimentation  présente la mise en ÷uvre de nos
modèles d'adaptation dynamique et de réplication ainsi que de la fabrique permettant
l'instanciation de systèmes concrets. Nous décrivons également des expérimentations
réalisées sur le prototype que nous avons implémenté.
Chapitre 2
Adaptation d'applications distribuées
2.1 Introduction
Les applications distribuées s'exécutent de plus en plus souvent dans des environne-
ments ﬂuctuants comme les environnements mobiles, les clusters de machines et les grilles
de processeurs. Elles doivent cependant continuer à s'exécuter quelles que soient les condi-
tions et oﬀrir des services de bonne qualité. Les tâches de reconﬁguration pour s'accom-
moder des changements mènent souvent à des procédures coûteuses du point de vue de
l'eﬀort humain et du temps de réalisation. C'est pourquoi il y a un besoin de faciliter ces
tâches et de déﬁnir des solutions pour les automatiser.
L'état de l'art sur l'adaptation dynamique met en évidence une diversité d'architectures
et de mécanismes qui se sont intéressés à diﬀérents types d'applications, de technologies et
de préoccupations. Ce chapitre s'intéresse aux concepts et aux mécanismes de la gestion
de l'adaptabilité des logiciels et aux travaux existant dans ce domaine. Il commence par
présenter la notion d'adaptation. Ensuite, il détaille des aspects reliés à la gestion de
l'adaptation et analyse un ensemble de travaux qui permettent la gestion distribuée de
l'adaptation dynamique. Finalement, les possibilités de spécialisation des infrastructures
permettant de construire un système d'adaptation sont étudiées.
2.2 Principes de l'adaptation
2.2.1 Notion d'adaptation
Dans le domaine des systèmes logiciels, une adaptation signiﬁe un changement dans le
système pour prendre en compte un changement dans son environnemen d'exécution [LR00].
L'adaptabilité désigne alors la capacité du système à eﬀectuer de l'adaptation [SC01]. En
eﬀet, les administrateurs déploient une même application dans des environnements tota-
lement diﬀérents. Les diﬀérences incluent les ressources disponibles, les conditions d'uti-
lisation de l'application et les préférences des utilisateurs. Ainsi, il devient indispensable
d'adapter l'application aﬁn de garantir une bonne qualité des services qu'elle propose. Par
ailleurs, le contexte évolue tout au long de l'exécution de l'application. Par exemple, les
changements au niveau de l'environnement d'exécution (manque de ressources, partition
du réseau. . .) risquent d'avoir des conséquences indésirables sur le comportement de l'ap-
plication qui entraînent une dégradation de la qualité du service ou même une rupture de
la continuité du service. Ainsi, l'adaptation dynamique présente une solution appropriée
pour résoudre les problèmes pouvant apparaître lors de l'exécution d'une application.
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Certains systèmes sont caractérisés par la propriété d'auto-adaptation. Parmi les déﬁ-
nitions existantes de système auto-adaptable, une est donnée par Oreizy et al. [OGT+99] :
Un logiciel auto-adaptable modiﬁe son propre comportement en réponse aux changements
dans son environnement d'exécution. L'environnement d'exécution fait référence à tout ce
qui peut être observé par le système logiciel comme les entrées de la part d'un utilisateur,
les périphériques externes et les capteurs, ou l'instrumentation du programme. Dans une
deuxième déﬁnition que nous utiliserons par la suite, [Lad00] considère qu'un logiciel auto-
adaptable évalue son propre comportement et change celui-ci lorsque l'évaluation indique
qu'il n'accomplit pas ce qu'il est destiné à faire, ou quand une meilleure fonctionnalité ou
performance est possible.
2.2.2 Moments d'adaptation
Le moment de la réalisation de l'adaptation durant le cycle de vie d'un logiciel est un
critère important pour classiﬁer les travaux reliés à l'adaptation. Cette adaptation de l'ap-
plication peut être réalisée au moment de son développement. Dans ce cas, les concepteurs
adaptent l'application selon l'environnement d'exécution visé et ﬁxent les situations dans
lesquelles elle va opérer. L'adaptation peut aussi se faire au moment du déploiement. Dans
ce cas, un ensemble de tâches sont eﬀectuées en tenant compte de l'environnement cible
comme la conﬁguration des composants de l'application et la mise en place des connexions
entre eux. Par exemple, diﬀérentes compositions peuvent répondre aux exigences des dif-
férentes plateformes d'exécution ou types de réseaux. Finalement, l'adaptation peut avoir
lieu au moment de l'exécution grâce à des mécanismes qui permettent à l'application de
s'ajuster automatiquement selon le contexte d'exécution.
En général, deux approches principales ont été identiﬁées par les chercheurs pour la
mise en ÷uvre de logiciels adaptables, à savoir l'adaptation statique et l'adaptation dyna-
mique [MSKC04]. L'adaptation statique se réfère aux méthodes d'adaptation qui ont lieu
avant ou pendant le déploiement, tandis que l'adaptation dynamique inclut les méthodes
qui s'appliquent pendant l'exécution. Dans le cas d'adaptation statique, le changement
du comportement exige la recompilation et/ou le redéploiement de l'application ou d'un
ensemble de ses composants. L'adaptation dynamique permet de modiﬁer la structure
de l'application et de faire évoluer les algorithmes qu'implantent les composants pendant
l'exécution et sans avoir à tout redémarrer. L'adaptation dynamique donne donc plus de
garanties pour satisfaire les exigences envers l'application de manière continue. Cependant,
la gestion de l'adaptation est dans ce cas plus complexe puisque cela nécessite de surveiller
constamment l'environnement, de décider  à chaud  de la stratégie d'adaptation et de
modiﬁer l'application pendant son fonctionnement.
Les deux types d'adaptation, statique et dynamique, sont intéressants dans le cadre
des logiciels distribués. En eﬀet, l'adaptation statique permet de prendre en compte les
caractéristiques de nature des environnements d'exécution comme l'utilisation d'un réseau
ﬁxe ou mobile. L'adaptation dynamique est indispensable pour traiter les changements
du contexte d'exécution comme la montée de charge. Le moment d'adaptation sera un des
critères pour classiﬁer les travaux qui ont déﬁni des systèmes de réplication adaptables dans
le chapitre suivant. Dans la suite de ce chapitre, nous allons nous intéresser particulièrement
aux mécanismes d'adaptation dynamique.
2.2.3 Types d'adaptation
Un autre point de variation concerne les types de modiﬁcations supportés par chaque
logiciel adaptable. Une conﬁguration du système à adapter est déﬁnie comme un ensemble
Principes de l'adaptation 17
d'entités logicielles reliées les unes aux autres [Weg03]. En eﬀet, chaque système logiciel se
décompose en objets, composants, services selon son architecture et la technologie utilisée
pour sa mise en ÷uvre. Chacune de ces entités peut être le sujet d'adaptation (attributs,
méthodes, composition. . .). Dans la suite de ce chapitre, le terme  composant  sera utilisé
au sens large et ne cible pas exclusivement les approches orientées composants.
Nous distinguons plusieurs types de modiﬁcations possibles de l'application dans les tra-
vaux existants [KBC02, AC03]. Généralement, la modiﬁcation concerne les paramètres de
conﬁguration, l'implémentation, les interfaces, la géométrie et la structure de l'application.
• Modiﬁcation de paramètres [YV02, ZZ03] : Ce type d'adaptation consiste à modiﬁer
les valeurs de variables qui inﬂuent sur le comportement de l'application sans changer
les algorithmes.
• Modiﬁcation d'implémentation [CHS01, EFDC02, CEM03] : Cette adaptation permet
de modiﬁer l'implémentation du composant (le code du composant) sans changer ni
les interfaces ni les connexions avec les autres composants de l'application.
• Modiﬁcation d'interfaces [Hei00] : Chaque composant de l'application fournit des
services à travers des interfaces bien déﬁnies. L'adaptation d'interfaces consiste à
modiﬁer les services fournis par un composant en changeant ses interfaces.
• Modiﬁcation de géométrie [TS09] : L'adaptation de géométrie modiﬁe la distribution
géographique d'une application. En eﬀet, ce type d'adaptation impacte uniquement
l'emplacement des composants qui peuvent changer de localisation en migrant d'une
machine vers une autre. Cette adaptation est appelée aussi adaptation de localisation
ou encore la migration.
• Modiﬁcation de structure [GCH+04, DC04, LH05, CRD09] : Ce type d'adaptation
modiﬁe la topologie de l'application. Le changement porte sur la structure de l'ap-
plication en terme de composants et de connexions. Les opérations de base pour
réaliser les modiﬁcations sont : l'ajout d'un composant, la suppression d'un compo-
sant, l'ajout d'une connexion et la suppression d'une connexion.
Un système d'adaptation réalise une ou plusieurs modiﬁcations pour ajuster l'appli-
cation selon les circonstances. La faisabilité d'un type particulier d'adaptation dépend
notamment de la modularité et de la technologie utilisée par l'application. Un système dis-
tribué auto-adaptable qui supporte plusieurs types d'adaptation oﬀre plus de liberté dans
le choix du type approprié. Par exemple, pour réduire la consommation de ressources sur un
n÷ud, le système d'adaptation a le choix entre changer l'implémentation d'un composant
pour exécuter un algorithme moins complexe ou migrer le composant sur un autre n÷ud.
Les deux types de modiﬁcations ont des degrés d'utilité diﬀérents et des coûts d'adaptation
diﬀérents en ce qui concerne le temps et les ressources consommées.
2.2.4 Phases d'un processus d'adaptation
Les phases réalisées par un système d'adaptation ont été notamment présentées par
IBM [FLG06] avec le modèle MAPE (Monitor-Analyse-Plan-Execute) déﬁni pour suivre les
changements de contexte et agir en conséquence. Le terme processus d'adaptation dénote
l'exécution de toutes ces phases. Nous présentons ci-dessous les quatre étapes de base d'un
processus d'adaptation : surveiller, analyser, planiﬁer et exécuter.
• La fonction de surveillance collecte des données sur l'application et son environne-
ment et les corrèle pour pouvoir être analysées. La collecte des données est faite en
utilisant les interfaces fournies par les capteurs associés aux entités observables. Ces
données peuvent inclure des informations sur l'utilisation des ressources, la topologie
de l'application, la conﬁguration des composants. . . Certaines données sont statiques,
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tandis que d'autres changent continuellement pendant l'exécution de l'application. La
fonction de surveillance corrèle et ﬁltre les informations jusqu'à ce qu'elle détermine
un symptôme qui doit être analysé.
• La fonction d'analyse (ou de décision) raisonne sur les symptômes fournis par la
fonction de surveillance et analyse la situation aﬁn de décider si un changement doit
être fait. Par exemple, lorsque la fonction d'analyse trouve que le temps de réponse
d'un composant ne répond plus aux exigences, elle peut décider de le répliquer aﬁn que
la charge soit répartie entre les deux composants. Si un changement est nécessaire,
la fonction d'analyse indique à la fonction de planiﬁcation les transformations qui
doivent être apportées à l'application. Dans [GCH+04] le résultat de l'analyse est
appelé une  stratégie d'adaptation , expression que nous utiliserons par la suite.
• La fonction de planiﬁcation crée ou sélectionne une procédure, c'est à dire un en-
semble d'actions, pour eﬀectuer la modiﬁcation souhaitée. Son rôle est d'ordon-
nancer correctement les actions, certaines devant être faites avant d'autres comme
par exemple l'instantiation d'un composant avant l'établissement de ses liens avec
d'autres composants de l'application.
• La fonction d'exécution (ou de reconﬁguration) applique le plan d'actions précé-
demment établi. Ces actions sont réalisées en utilisant les interfaces fournies par les
eﬀecteurs des éléments à adapter.
Nous nous sommes particulièrement intéressés dans ce travail de thèse à la distribution
et à la coordination des activités d'analyse et d'exécution. C'est pourquoi les travaux étudiés
dans les sections suivantes sont choisis parmi ceux qui mettent l'accent sur la prise de
décision d'adaptation et le contrôle de l'exécution des actions d'adaptation. Peu de travaux
dans le cadre de l'adaptation dynamique se sont intéressés à la phase de planiﬁcation. Dans
notre équipe un travail de doctorat est mené sur ce sujet [FAEDGN+10]. Ce point n'est pas
détaillé ici. Concernant la phase de surveillance, plusieurs plateformes pour la gestion du
contexte d'exécution ont été proposées [DAS01, CFJ03, KMK+03, GPZ04, RCS08]. L'une
de ces plateformes pourrait être utilisée pour réaliser cette phase de l'adaptation.
2.3 Centralisation/distribution de la gestion d'adaptation d'en-
tités multiples
Plusieurs travaux de recherche ont déﬁni des architectures et des méthodes qui servent à
doter un système de capacités d'auto-adaptation vis à vis des changements applicatifs et de
l'environnement d'exécution. Certaines adaptations du système nécessitent d'appliquer des
modiﬁcations à plusieurs entités qui le composent et sur plusieurs n÷uds du réseau. Dans
cette section, nous nous intéressons à ce genre d'adaptations. Nous présentons des solutions
existant pour adapter de multiples entités logicielles pendant l'exécution et nous discu-
tons leurs pertinences pour l'adaptation d'applications distribuées. Nous appelons  ges-
tionnaire d'adaptation  l'entité logicielle responsable d'assurer les étapes d'un processus
d'adaptation. Certaines approches se basent sur un gestionnaire d'adaptation unique qui
contrôle l'adaptation de toute l'application [GCH+04, FHS+06, RLR06, BAP07]. D'autres
approches permettent de répartir la gestion de l'adaptation entre plusieurs gestionnaires
d'adaptation [CHS01, DC04, BHS09]. Nous allons examiner les principales caractéristiques
de ces deux types d'approches et étudier leur adéquation aux systèmes distribués. Nous
précisons les caractéristiques reliées aux mécanismes de prise de décision, de planiﬁcation
et du contrôle de l'exécution des actions d'adaptation.
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2.3.1 Gestion centralisée d'adaptation
La gestion d'adaptation est centralisée lorsqu'elle s'eﬀectue à l'aide d'un seul gestion-
naire d'adaptation qui assure les diﬀérentes étapes d'adaptation. Dans la suite, nous dé-
crivons le principe de gestion centralisée de l'adaptation pendant les phases de prise de
décision, de planiﬁcation et d'exécution. Un exemple des travaux existants est détaillé
pour chacune de ces phases.
Processus de prise de décision centralisé
Dans plusieurs architectures d'adaptation existantes toutes les prises de décision sont
eﬀectuées par un gestionnaire d'adaptation unique [DL03, GCH+04, FHS+06, RLR06,
BAP07].
Le processus de prise de décision utilise une vue globale de l'application et son en-
vironnement. Cette vue globale permet d'évaluer les états des entités logicielles et les
caractéristiques de leurs environnements pour choisir la stratégie d'adaptation appropriée.
La vue globale permet aussi de prendre en compte les dépendances entre les diﬀérentes
entités pour conserver la cohérence de l'application suite à une adaptation. Par exemple,
le choix d'algorithme à implémenter par une entité adaptable nécessite la connaissance des
algorithmes adoptés par les entités dont elle dépend. Ceci est essentiel pour garantir que
les comportements de toutes ces entités soient compatibles entre eux.
Plusieurs techniques ont été utilisées pour la prise de décision comme l'évaluation de
règles basées sur le paradigme ECA (Évènement-Condition-Action) [DL03], le couplage
d'un modèle de décision Bayésien et un modèle de décision Markovien [PYS98] ou l'utili-
sation de fonctions d'utilité [GCH+04].
Rainbow [GCH+04] représente un bon exemple de plateforme d'adaptation qui prend en
compte en même temps l'état global de l'application et les caractéristiques de son environne-
ment d'exécution. En eﬀet, il s'appuie sur deux types de modèles pour prendre les décisions
d'adaptation : le modèle d'architecture et le modèle d'environnement. Le modèle d'architec-
ture reﬂète les états d'exécution du système. Il prend la forme d'un graphe de composants
qui interagissent. Les arcs du graphe sont des connecteurs qui représentent les interactions
entre les composants et qui sont généralement réalisées par des intergiciels et des supports
de la distribution. Le modèle de l'environnement fournit des informations contextuelles sur
le système comme les ressources utilisées et celles disponibles. Par exemple, si des serveurs
supplémentaires sont nécessaires pour l'exécution d'un service, le modèle de l'environne-
ment indique quels serveurs sont disponibles. Lorsqu'une meilleure connexion est requise,
le modèle d'environnement fournit des informations sur la bande passante disponible sur
d'autres chemins de communication. Le choix d'une stratégie d'adaptation se base sur des
fonctions d'utilité.
Processus de planiﬁcation centralisé
Lorsque la gestion de l'adaptation est centralisée, un planiﬁcateur unique se charge de
fournir le plan d'adaptation. Un plan spéciﬁe les actions à appliquer à un ensemble de
composants de l'application aﬁn d'atteindre une nouvelle conﬁguration. Pour déterminer
le plan adéquat, le processus de planiﬁcation utilise des informations concernant ces com-
posants et leur environnement d'exécution. En particulier, ces informations dépendent de
la nouvelle conﬁguration à atteindre et elles incluent en général les connexions entre les
composants, l'état d'exécution des services et la disponibilité de ressources.
Des solutions ont été déﬁnies pour permettre de sélectionner les actions d'adaptation
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appropriées [ZYCM04] ou pour déployer les eﬀecteurs nécessaires à l'exécution des plans
produits [YRP99].
Nous détaillons l'exemple de l'approche de Zang et al. [ZYCM04] puisqu'elle déﬁnit
une phase de planiﬁcation et prend en compte la coéxistance de plusieurs composants lo-
giciels dépendants. Elle se base sur l'analyse de dépendances pour déterminer quels sont
les éléments logiciels qui sont touchés par l'adaptation d'un composant. Une relation de
dépendance spéciﬁe quels sont les composants qui sont couplés dans leur fonctionnement,
ou précise le nombre d'instances requis pour un type de composant. Pour planiﬁer l'adapta-
tion, un graphe d'adaptation ( safe adaptation graph  ou SAG) est construit en utilisant
ces informations. Ce graphe représente un ensemble de séquences d'actions pouvant pro-
duire l'adaptation envisagée. Il décrit les conﬁgurations comme des sommets et les actions
d'adaptation comme des arcs. Ensuite, l'algorithme de plus court chemin de Dijkstra est
appliqué sur le graphe pour trouver une solution réalisable avec un poids minimum, où des
coûts ﬁxes (la durée d'adaptation, l'utilisation des ressources. . .) sont associés aux actions
d'adaptation.
Processus de contrôle d'exécution centralisé
Le processus de contrôle d'exécution met en ÷uvre le plan d'adaptation. Dans un
système d'adaptation centralisé, l'exécution des actions d'adaptation est contrôlée d'une
manière centralisée par une entité appelée  exécuteur  [OGT+99, MG99, YRP99, GS02,
ZYCM04, RLR06]. Comme plusieurs entités de l'application sont adaptables, un groupe
d'entités peuvent être modiﬁées à partir du même plan d'adaptation. Les actions d'adap-
tation sont réalisées par les eﬀecteurs associés à ces entités. L'exécution des actions doit
être coordonnée par l'exécuteur puisque plusieurs entités sont impliquées. Par exemple si
une action d'adaptation A pour une entité ne peut pas avoir lieu avant d'avoir appliqué un
ensemble d'actions E sur d'autres entités, la coordination consiste à insérer dans le plan
un message pour démarrer l'action A à destination de son eﬀecteur après les opérations de
réception de messages indiquant que l'ensemble des actions E est terminé. La coordination
permet d'exécuter les actions correctement et assure ainsi que l'application atteint un état
cohérent à la ﬁn de l'exécution du plan.
Plusieurs travaux ont déﬁni des protocoles pour coordonner des adaptations multiples
et atteindre un état cohérent de l'application. Ainsi, Appia [RLR06] déﬁnit plusieurs étapes
et actions pour reconﬁgurer un système. C'est est un canevas pour la composition et l'exé-
cution de protocoles de communication. Chaque canal de communication est mis en ÷uvre
par une ou plusieurs piles de protocoles sur chaque n÷ud. Dans Appia, il est possible de mo-
diﬁer les paramètres du protocole (adaptation paramétrique) comme le délai d'expiration
de transmission de message. De plus, le gestionnaire d'adaptation contrôle trois types de
changement de piles possibles (adaptation structurelle) : remplacer un seul des protocoles
d'une pile par un autre, ajouter/supprimer un protocole unique dans une pile et remplacer
une pile par une pile alternative. Lorsqu'un changement dans la composition du protocole
d'un ou plusieurs n÷uds est nécessaire, le gestionnaire d'adaptation contrôle la reconﬁgu-
ration grâce à la coordination avec les eﬀecteurs, appelés  agents de reconﬁguration ,
qui s'exécutent sur chaque n÷ud. Pour assurer la reconﬁguration, les agents eﬀectuent un
ensemble de tâches : (i) veiller à ce que chaque canal touché par la reconﬁguration atteint
un état de repos avant la reconﬁguration ; (ii) capter l'état qui doit être injecté à la nouvelle
conﬁguration ; (iii) déployer les nouvelles piles de protocoles ; (iv) injecter l'état emporté
de la conﬁguration précédente et (v) se coordonner avec les agents sur d'autres n÷uds via
le gestionnaire d'adaptation si nécessaire. Néanmoins, aucune précision de la manière dont
cette coordination est réalisée n'est précisée dans Appia.
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2.3.2 Limites de la solution centralisée pour les applications distribuées
Quand la gestion d'adaptation est centralisée, le processus de surveillance oﬀre des
connaissances concernant le contexte d'exécution global. Ceci est réalisé en mettant à jour
périodiquement les informations concernant l'état de l'environnement et de l'application.
Cependant, le modèle de description de l'application et de l'environnement devient coûteux
à produire et à mettre à jour lorsque l'environnement décentralisé est très ﬂuctuant et de
grande taille. Dans un tel cas, l'approche centralisée mène à une surcharge du réseau pour
véhiculer les informations vers un serveur central. De plus, l'accès à tous les n÷uds n'est
pas toujours possible dans certains environnements comme par exemple dans le cas des
réseaux mobiles ad-hoc.
Par ailleurs, le contrôle de l'adaptation de plusieurs entités par un gestionnaire d'adap-
tation unique augmente la complexité des processus de prise de décision et de planiﬁcation.
En eﬀet, le grand nombre d'entités adaptables et le grain ﬁn d'adaptation augmentent le
nombre de conﬁgurations alternatives à considérer pour la prise de décision. De plus, le
nombre de paramètres de contexte à analyser pour décider ou planiﬁer l'adaptation peut
être important. Par conséquent, le temps de prise de décision risque d'être insatisfaisant.
Enﬁn, la spéciﬁcation de la politique d'adaptation et la spécialisation de la fonction de
planiﬁcation deviennent des tâches complexes.
Pour l'adaptation d'un système distribué, l'application de certains plans d'adaptation
implique plusieurs composants géographiquement distants. Alors, le contrôle de l'exécution
de ces actions nécessite des interactions distantes entre l'exécuteur et les diﬀérents eﬀecteurs
des composants. Ces interactions augmentent le temps de reconﬁguration et la charge
réseau.
En conclusion, les approches basées sur une gestion d'adaptation centralisée ne four-
nissent pas toujours des solutions suﬃsamment appropriées pour les systèmes distribués
surtout quand l'environnement est fortement ﬂuctuant et de grande taille. Le nombre im-
portant de conﬁgurations alternatives de l'application à considérer est également un pro-
blème avec ce type de gestion.
2.3.3 Enjeux de la gestion distribuée de l'adaptation
Dans une approche distribuée, le système d'adaptation est composé d'un ensemble de
gestionnaires d'adaptation. Chaque gestionnaire est responsable de l'adaptation d'une ou
plusieurs entités logicielles.
Cette approche résout certains problèmes de la centralisation de la gestion de l'adap-
tation. Il est possible d'exploiter les diverses ressources distantes et d'exécuter en parallèle
plusieurs processus d'adaptation distribués ce qui peut améliorer la performance.
La répartition conduit à une démarche exploitant la localité des traitements et la dé-
composition du problème global en sous problèmes. Dans de pareilles circonstances, chaque
gestionnaire d'adaptation surveille un sous ensemble d'entités qui sont dans un espace géo-
graphique plus réduit (par exemple la même machine). Ainsi, il dispose d'une vue partielle
du contexte d'exécution. Cette vue partielle est moins coûteuse à élaborer et à mettre à
jour qu'une vue globale dans le cas de la solution centralisée. De plus, il est possible de
placer chaque gestionnaire proche des entités qu'il modiﬁe dans le but de réduire le coût
de communication entre l'exécuteur et les eﬀecteurs pendant la phase de reconﬁguration.
Enﬁn, la distribution de la gestion d'adaptation oﬀre de la ﬂexibilité dans la spéciali-
sation des processus d'adaptation. En eﬀet, le développeur a la possibilité d'implémenter
chaque gestionnaire d'adaptation de façon diﬀérente des autres. Par exemple, un premier
groupe de gestionnaires peut inclure un évaluateur de règles spéciﬁées suivant le paradigme
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ECA tandis que les autres gestionnaires peuvent se baser sur des mécanismes d'apprentis-
sage pour la prise de décision.
Toutefois, il faut prendre en compte les dépendances entre les entités logicielles contrô-
lées par des gestionnaires d'adaptation distincts. Pour cela, il est nécessaire d'introduire
des mécanismes de coordination des activités de décision, de planiﬁcation et d'exécution
des diﬀérents gestionnaires pour empêcher l'occurrence de conﬁgurations incohérentes ou
le dysfonctionnement du service suite à une adaptation. Par exemple, les politiques d'adap-
tation utilisées par les diﬀérents gestionnaires doivent être composables de sorte que leur
application assure la cohérence du système global. Les mécanismes de coordination consti-
tuent un coût supplémentaire en ce qui concerne le temps de réalisation des processus
d'adaptation et les ressources consommées par le système d'adaptation. Par exemple, une
prise décision collective qui implique plusieurs gestionnaires tarde à converger vers une
solution ﬁnale lorsqu'elle nécessite un nombre élevé d'interactions distantes entre les ges-
tionnaires impliqués. De plus, un eﬀort de développement supplémentaire s'ajoute pour
implémenter les mécanismes de coordination.
Le choix de construction d'un système d'adaptation composé de plusieurs gestionnaires
d'adaptation coopérants résulte donc d'un compromis prenant en compte ces diﬀérents
facteurs. Nous allons étudier, dans la suite, des travaux qui ont suivi une approche distri-
buée pour la gestion de l'adaptation en nous focalisant sur les mécanismes de coordination
qu'ils déﬁnissent. Cette étude vise à analyser les techniques utilisées et déterminer leurs
avantages et inconvénients en terme de ﬂexibilité et réutilisabilité dans plusieurs domaines
d'application.
2.3.4 Coordination pour la gestion distribuée de l'adaptation
Dans ce paragraphe, nous étudions les possibilités de coordination proposées dans des
travaux existants. Nous décrivons les formes de coordination possibles au niveau des fonc-
tions de prise de décision, de la planiﬁcation et de l'exécution et nous montrons les limites
des solutions proposées.
Coordination dans la prise de décision distribuée
Par prise de décision distribuée, nous entendons un ensemble d'acteurs qui coopèrent
ensemble pour la prise de décision concernant la stratégie d'adaptation appropriée. Ainsi,
certains travaux se sont intéressés à la coordination comme une technique qui permet de
faire collaborer plusieurs participants pour choisir la stratégie adéquate.
D'une part, la coordination permet d'organiser les participants à une prise de déci-
sion distribuée pour déterminer la stratégie d'adaptation. Par exemple, le système En-
semble [VRBH+97] permet à un processus de prise de décision de déclencher un autre
sur la couche au-dessus dans une application en couches. Ceci se réalise lorsque le pro-
cessus initial se trouve incapable de gérer le changement de contexte. Dans le canevas
K-Component [DC04], un décideur choisit de déléguer la prise de décision à un autre sur
un n÷ud voisin lorsqu'il estime qu'une meilleure solution pourrait être trouvée.
D'autre part, la coordination permet aussi une forme de coopération pour la résolution
de conﬂits entre plusieurs politiques d'adaptation. Elle permet à un groupe de décideurs
de s'accorder en évitant les incohérences et les incertitudes sur les stratégies d'adapta-
tion à appliquer. En eﬀet, un manque de coordination des entités d'un système distribué
peut mener à l'interférence entre les comportements adaptatifs des diﬀérentes entités ou à
des conﬂits sur l'utilisation des ressources partagées et donc à une contre-performance du
système [EFDC02]. L'application d'une stratégie d'adaptation à une entité logicielle doit
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convenir aux diﬀérentes parties qui sont impactées par l'adaptation. Dans certaines ap-
proches le processus de prise de décision est distribué entre les clients utilisant les services
d'un composant et l'intergiciel qui l'adapte. Dans ce cadre, l'intergiciel Carisma [CEM03]
permet la résolution de conﬂits en utilisant une méthode basée sur un protocole d'enchères
où l'intergiciel joue le rôle du commissaire-priseur, les clients sont les enchérisseurs, et les
stratégies que les auteurs appellent politiques, sont les biens mis aux enchères.
L'article [CHS01] présente une approche assez similaire concernant le canevas d'adapta-
tion Cactus où la nécessité d'un processus d'accord dans lequel tous les composants adap-
tables parviennent à un consensus sur l'action d'adaptation à exécuter est mise en évidence.
Cependant, ce canevas n'implémente pas de mécanismes pour atteindre un consensus. Ces
mécanismes doivent être déﬁnis et mis en ÷uvre par le développeur.
Nous reviendrons plus en détail sur les plateformes Ensemble, K-Component et Cactus
dans le paragraphe 2.3.5.
Coordination de processus distribués de planiﬁcation
Dans une approche de planiﬁcation distribuée, les activités de planiﬁcation sont ré-
parties au sein d'un ensemble de gestionnaires d'adaptation autonomes ayant chacun son
propre planiﬁcateur. La coordination d'un ensemble de processus de planiﬁcation s'attaque
à des situations dans lesquelles un groupe de planiﬁcateurs fournissent des plans d'adap-
tation à appliquer et il existe des dépendances entre des actions spéciﬁées dans des plans
distincts. En eﬀet, les plans d'adaptation peuvent être en conﬂit en raison des incompatibi-
lités des états des composants du système, de l'ordre d'exécution des actions ou de l'usage
des ressources. Par exemple, on peut avoir un plan d'adaptation qui spéciﬁe des actions
pour changer le comportement d'un composant alors que ce dernier doit être supprimé
d'après un autre plan établi en parallèle. Si tel est le cas, le problème consiste à détecter
et résoudre les conﬂits éventuels entre ces plans pendant la phase de planiﬁcation aﬁn de
pouvoir les exécuter de manière cohérente par la suite. Ainsi, il s'avère nécessaire de rai-
sonner sur les dépendances entre les plans d'adaptation et prévoir des interactions entre
leurs exécuteurs pour converger vers une conﬁguration cohérente du système global.
Des problèmes similaires ont été abordés dans le contexte de systèmes multi-agents.
Ainsi, nous trouvons dans ce contexte plusieurs solutions au problème de planiﬁcation
distribuée multi-agents.
Par exemple dans l'approche de Georgeﬀ [Geo83], chaque agent construit localement
un plan. Ensuite, un agent coordinateur rassemble les plans et les analyse pour identiﬁer
les conﬂits relatifs aux accès simultanés à des ressources partagées. L'agent coordinateur
résout les conﬂits en modiﬁant les diﬀérents plans. La résolution se base sur des travaux
relatifs au problème de satisfaction de contraintes dans le but d'empêcher que des portions
de plans conﬂictuelles soient exécutées de façon concurrente.
Durfee et Lesser [DL87] ont proposé une approche appelée  planiﬁcation partielle
globale  ( Partial Global Planning  ou PGP). Cette approche ne vise pas à résoudre des
conﬂits entre les plans des diﬀérents agents mais son objectif est d'optimiser le temps de
calcul par la réduction de l'inactivité des agents et l'élimination des tâches redondantes. Les
agents sont organisés de façon hiérarchique. Ils propagent leurs plans à l'agent coordinateur
supérieur dans la hiérarchie. Ce coordinateur analyse les diﬀérents plans fournis par les
agents et identiﬁe les buts distincts des agents à partir de leurs plans locaux. Pour les
plans communs, il privilégie ceux qui réalisent de façon concurrente les actions, requièrent le
moins de ressources et approuvent ou réfutent la poursuite de certains autres buts. Ensuite,
il élimine les plans redondants et communique aux agents leur plan ﬁnal à exécuter.
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Von Martial [Mar92] a proposé un modèle de coordination de plans qui s'appuie sur
la résolution de conﬂits basée sur deux types de relations négatives et positives pouvant
exister entre ces plans. Les relations entre les plans entraînent une modiﬁcation des plans
des agents. Les relations négatives (ou conﬂictuelles) sont celles qui gênent ou empêchent
plusieurs actions de s'accomplir simultanément et sont dues en général à des incompati-
bilités de buts ou des conﬂits de ressources. Par exemple dans une vente aux enchères,
deux agents veulent acquérir un même produit. Les relations positives (ou synergiques)
sont celles qui permettent aux actions de bénéﬁcier les unes des autres. Ainsi, la réalisation
d'une action par un agent réalise du même coup une action que devait accomplir un autre
agent ou favorise la réalisation d'une action par un autre agent. Par exemple X, Y et Z
sont dans une pièce dont les fenêtres sont fermées et les stores baissés. X a chaud et Z
aimerait avoir de la lumière. Y monte les stores et ouvre une fenêtre [JCD02].
Cependant, les problèmes de planiﬁcation distribuée ne sont pas traités dans les tra-
vaux concernant la gestion distribuée de l'adaptation dynamique. À notre connaissance les
systèmes d'adaptation actuels ne supportent pas de formes de coordination entre plusieurs
planiﬁcateurs. Il est possible d'adapter les approches déﬁnies pour les systèmes multi-agents
pour fournir des solutions spéciﬁques utilisables dans le contexte de systèmes d'adaptation
distribués.
Coordination de processus distribués de contrôle d'exécution
Pour mettre en ÷uvre les modiﬁcations dans une application, chaque exécuteur interagit
avec un ensemble d'eﬀecteurs associés aux entités logicielles pour appliquer les actions
d'adaptation. Il contrôle et coordonne ces eﬀecteurs pour appliquer correctement les actions
spéciﬁées dans le plan d'adaptation.
Lorsque plusieurs gestionnaires d'adaptation sont associés à une application, le contrôle
d'exécution peut être réparti entre des exécuteurs distincts. Plusieurs plans d'adaptation
peuvent agir simultanément sur une topologie distribuée d'entités logicielles. Si le proces-
sus de planiﬁcation a pris en compte la distribution des entités logicielles à adapter et la
distribution des exécuteurs, il a pu inclure dans les diﬀérents plans les actions de synchro-
nisation et d'échanges de messages d'information nécessaires entre les exécuteurs. Ceux-ci
n'ont donc qu'à suivre leurs plans. Dans le cas contraire, les diﬀérents exécuteurs doivent
décider eux mêmes d'interagir pour échanger des informations et coordonner leurs activités
de contrôle d'exécution des plans dépendants.
Certains travaux ont proposé des protocoles qui permettent l'exécution de plans sur
plusieurs n÷uds d'une manière coordonnée. Chen et al. [CHS01] ont déﬁni le protocole
 graceful adaptation protocol  dans le canevas Cactus. Ce protocole permet d'appliquer
des adaptations d'implémentations de composants en cours d'exécution sans arrêter le
déroulement de l'application. Changer une implémentation se déroule en plusieurs étapes.
La coordination permet d'achever une étape de la reconﬁguration sur tous les composants
impliqués dans l'adaptation avant d'appliquer l'étape suivante. Cette approche sera décrite
plus en détail dans le paragraphe suivant.
2.3.5 Étude de travaux existants avec gestion distribuée de l'adaptation
Dans ce paragraphe, nous présentons des travaux qui permettent une gestion distribuée
de l'adaptation et qui se sont intéressés à l'aspect de coordination des processus d'adapta-
tion. Ces travaux n'utilisent pas de phase de planiﬁcation aussi nous allons décrire comment
ils assurent la prise de décision d'adaptation et l'exécution des plans.
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Figure 2.1  Structure d'un composant adaptable basé sur [CHS01]
Cactus
Description. Cactus [CHS01] est un canevas pour construire des services conﬁgurables
dans des systèmes distribués. Dans Cactus, un n÷ud est organisé en couches hiérarchiques,
où chaque couche inclut plusieurs composants adaptables. Chaque composant adaptable
encapsule des alternatives de mise en ÷uvre d'un service spéciﬁque.
La structure interne d'un composant adaptable (voir ﬁgure 2.1) se compose de deux
types de modules : le module adaptateur du composant ( Component Adaptation Module 
ou CAM) et les modules algorithmiques alternatifs conscients de l'adaptation ( alternative
Adaptation-Aware algorithm Modules  ou AAMs). Chaque AAM présente un algorithme
diﬀérent qui implémente la fonctionnalité du composant, tandis que le CAM contrôle le
comportement adaptatif du composant.
Processus d'adaptation. L'article [CHS01] décrit le processus d'adaptation d'un com-
posant adaptable distribué ( Distributed Adaptive Component  ou DAC). Un DAC est
une collection de composants adaptables répartis sur plusieurs machines et qui coopèrent
ensemble pour mettre en ÷uvre un service distribué. Le type de fonctionnalité fournie par
un DAC peut être par exemple la mise en ÷uvre de la ﬁabilité ou de l'ordonnancement de
messages pour des services de communication.
Prise de décision : Dans Cactus, la prise de décision se fait en deux phases : la
phase de détection de changement et la phase d'accord.
La première phase consiste à détecter un changement dans l'environnement d'exécution
et déterminer s'il est bénéﬁque de s'adapter en réponse à ce changement. L'adaptateur
cherche l'implémentation du composant la plus appropriée en se basant sur des fonctions
d'utilité.
Si un nouvel algorithme alternatif doit remplacer l'algorithme actuel suite au change-
ment du contexte d'exécution, l'adaptateur initialise la phase d'accord. Cette phase est
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nécessaire pour permettre à tous les composants adaptables d'un DAC de parvenir à un
consensus sur la stratégie d'adaptation nommée dans Cactus  action d'adaptation . Un
certain nombre d'approches sont possibles pour atteindre un tel consensus et le modèle ne
dicte pas une approche spéciﬁque pour le réaliser. Une des possibilités est de parvenir à un
consensus sur l'état global du système et de déterminer l'action d'adaptation correspon-
dante [CHS01]. Dans cette approche, le processus d'accord consiste à diﬀuser l'état local de
chaque composant impliqué aux autres adaptateurs et ensuite chaque adaptateur applique
une même fonction déterministe pour calculer l'état global du système. Une fois que l'état
global est calculé, il est utilisé comme entrée pour la fonction qui donne l'alternative opti-
male. Les fonctions sont déterministes, ce qui signiﬁe que tous les adaptateurs prennent la
même décision.
Reconﬁguration : Suite à la phase d'accord, une phase ﬁnale met en ÷uvre le pro-
cessus d'exécution qui cordonne l'échange d'un algorithme par un autre de telle sorte que le
DAC continue à fonctionner correctement. Cactus propose un protocole multi-étapes, ap-
pelé  graceful adaptation protocol , pour appliquer les modiﬁcations aux composants. Ce
protocole est basé sur l'identiﬁcation des ﬂux de messages et il est exécuté en trois étapes
principales pour adopter une nouvelle alternative : (i) la préparation, (ii) la commutation
des sorties et (iii) la commutation des entrées. En eﬀet, les composants d'une application
sont organisés hiérarchiquement en couches. Alors, un composant adaptable traite deux
ﬂux de messages : les messages sortants en provenance du niveau supérieur qui sont traités
et envoyés au niveau inférieur, et les messages entrants en provenance du réseau qui sont
traités et délivrés au niveau supérieur.
Pendant la première étape du protocole, chaque composant adaptable se prépare à
recevoir les messages entrants par le nouveau AAM ou des messages liés à l'adaptation par
l'ancien AAM. La deuxième étape permet à chaque composant de commuter le traitement
des messages sortants de l'ancien AAM au nouvel AAM. Au cours de la dernière étape,
chaque composant commute la livraison de messages entrants de l'ancien AAM au nouvel
AAM. Les deux modules, l'ancien AAM et le nouvel AAM, sont actifs pendant les trois
étapes, mais l'ancien AAM arrête le traitement des messages sortants dans la deuxième
étape, et arrête le traitement et la diﬀusion de messages entrants dans la troisième. Selon la
sémantique du service, le transfert d'état entre l'ancien AAM et le nouvel AAM se produit
si nécessaire dans les étapes (ii) et (iii). Chaque AAM doit fournir une API appropriée
pour l'exécution des trois étapes.
La coordination dans ce protocole consiste à permettre d'accomplir l'étape de prépara-
tion pour tous les composants avant de passer à la deuxième étape. Cette exigence est mise
en ÷uvre par un protocole de barrière de synchronisation exécutée à la ﬁn de la première
étape. Grâce à ce protocole, chaque adaptateur qui arrive sur cette barrière attend jusqu'à
ce que le reste des adaptateurs y soit arrivé.
Discussion. Un premier avantage du canevas Cactus est que la prise de décision d'adap-
tation est un processus distribué qui tient compte de l'état global du système pour choisir
un algorithme approprié pour un service distribué. Par ailleurs, la solution qu'il apporte au
problème du remplacement de l'algorithme adopté par plusieurs composants participant à
un même service distribué permet de ne pas interrompe les communications. La barrière
de synchronisation assure que tous les composants impliqués sont prêts à être modiﬁés.
Cependant, Cactus supporte un seul type de modiﬁcation qui est le remplacement de
l'implémentation des composants. Tous les composants adaptables d'un DAC participent à
la phase d'accord et ils appliquent tous la même action d'adaptation qui consiste à permuter
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vers un nouvel algorithme. L'approche ne traite pas le cas d'adaptation coordonnée de
plusieurs DACs. La plateforme n'oﬀre pas de facilités pour implémenter les mécanismes
nécessaires pour la phase d'accord ; c'est au développeur de le faire. La coordination des
actions d'adaptation est spéciﬁque au protocole de reconﬁguration déﬁni et elle se limite
à synchroniser la ﬁn de la réalisation de la première étape par tous les CAMs avec le
démarrage des deuxièmes étapes.
Ensemble
Description. Ensemble est un système de communication de groupe [BCH+99]. Il four-
nit une boîte à outils pour la mise en ÷uvre d'un protocole composé d'un ensemble de
micro-protocoles organisés en couches qui constituent une pile. Chaque micro-protocole est
un module qui met en ÷uvre une partie des opérations de la communication comme la
fragmentation, la ﬁabilité ou l'ordonnancement. Une pile est instanciée pour chaque par-
ticipant du groupe. Le développeur déﬁnit l'organisation de la pile utilisée par un groupe
de façon à fournir les propriétés désirées pour le protocole. Chaque micro-protocole traite
certains aspects reliés à ces propriétés. Ensemble fournit un support pour l'adaptation
dynamique [VRBH+97]. L'adaptation permet de construire une nouvelle pile (c.-à-d. un
nouveau protocole) dans laquelle des micro-protocoles initiaux sont remplacés par des nou-
veaux.
Processus d'adaptation.
Prise de décision : Dans cette approche, une (ou plusieurs) spéciﬁcation(s) d'hypo-
thèse-garantie est (sont) associée(s) avec chaque micro-protocole. Chaque spéciﬁcation dé-
termine une garantie sur les événements générés en sortie selon un ensemble d'hypothèses
sur les événements en entrée. Selon les propriétés exigées par l'application et les propriétés
du réseau, il est possible de déterminer une pile appropriée en utilisant des heuristiques.
Un détecteur surveille l'environnement, détecte les violations des hypothèses et fournit des
informations utiles pour déterminer une nouvelle conﬁguration. Ce détecteur est implé-
menté sous forme de micro-protocoles. Suite à la détection d'une violation, les diﬀérentes
couches peuvent coopérer ensemble pour la prise de décision d'adaptation. Les couches de
bas niveau essayent d'abord de s'adapter localement. Si elles ne peuvent pas répondre cor-
rectement à un changement particulier de l'environnement, elles propagent les violations
de QoS aux couches plus hautes. Éventuellement, l'application peut être notiﬁée quand
le changement de l'infrastructure de communication n'est pas possible. Dans ce cas, l'ap-
plication décide comment se reconﬁgurer. Cette approche ne déﬁnit pas de mécanismes
pour faire coordonner des prises de décisions par des modules répartis sur des machines
distinctes.
Reconﬁguration : Une reconﬁguration est assurée par un protocole appelé  Pro-
tocol Switch Protocol  ou PSP. PSP est implémenté sous forme d'un ensemble de micro-
protocoles. Ce protocole installe de nouvelles piles sur les participants du groupe pour
établir un nouveau schéma de communication. Pour cela, PSP arrête les micro-protocoles
de l'ancienne pile, instancie la nouvelle pile et la démarre. PSP coordonne les actions
d'adaptation du groupe aﬁn d'assurer la cohérence du système. Il permet de synchroniser
les participants, les assister pour arrêter leurs communications en cours et redémarrer les
communications. Pour cela, PSP élit un coordinateur parmi les participants. Le coordina-
teur diﬀuse à tous les participants un message FINALIZE contenant la description de la
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nouvelle pile, les participants, s'ils ont changé, et le nouvel identiﬁant de la pile. Chaque
participant construit la nouvelle pile et envoie le message à la couche la plus haute de
l'ancienne pile pour arrêter les communications en cours. Chaque couche termine sa tâche
et passe le message à la couche du dessous. Lorsque le message atteint la dernière couche,
un message d'acquittement est retourné au coordinateur. À la réception des acquittements,
le coordinateur diﬀuse un autre message, START, destiné à la couche la plus basse de la
nouvelle pile. Ce message sera passé aux couches supérieures pour démarrer la nouvelle
pile. Ensuite, l'ancienne pile est détruite.
Ensemble ne fait pas de diﬀérence entre exécuteur et eﬀecteurs. Le coordinateur joue
le rôle d'exécuteur qui contrôle la reconﬁguration par émission de messages et coordonne
les modiﬁcations sur les diﬀérents n÷uds. Les modules de PSP chez les autres participants
peuvent être considérés comme des eﬀecteurs qui terminent les communications avec l'an-
cienne pile et construisent la nouvelle. Le processus de contrôle d'exécution d'un plan est
centralisé. Les auteurs donnent l'exemple d'adaptation de technique d'ordonnancement de
multicast de messages. Arrêter l'ancienne conﬁguration implique le retardement du chan-
gement jusqu'à ce que tous les messages envoyés par le protocole d'ordonnancement initial
soient délivrés.
Discussion. La prise de décision d'adaptation dans Ensemble est possible dans les diﬀé-
rentes couches de l'application (ici le protocole de communication). La hiérarchie simpliﬁe
la prise de décision et permet de choisir, en partant de la couche la plus basse, la couche la
plus appropriée pour faire l'adaptation. En ce qui concerne l'exécution, Ensemble permet
de synchroniser les changements sur diﬀérentes couches et entre les n÷uds distribués. En-
semble est dédié à un seul type d'adaptation : le remplacement de la pile dans un protocole
communication. Les mécanismes sont codés entièrement par le développeur. La coopération
pour la prise de décision se limite à la propagation des violations d'une couche à une autre.
La coordination de la reconﬁguration distribuée (plusieurs eﬀecteurs sur plusieurs n÷uds)
est centralisée. Le déroulement de la reconﬁguration est identique pour tous les processus
d'exécution en ce qui concerne les types d'actions et leur ordre. La coordination consiste à
s'assurer, par la transmission de messages, de la ﬁn des communications en cours avant de
démarrer la nouvelle pile.
K-Component
Description. K-Component [DC01] est un modèle de composant qui permet de créer des
applications distribuées auto-adaptables. Selon ce modèle, chaque composant K-Component
inclut, outre des composants applicatifs, un modèle de leur architecture et des contrats
d'adaptation (voir ﬁgure 2.2). L'entité qui gère ce modèle et ces contrats est le  gestion-
naire de conﬁguration . Le modèle d'architecture réiﬁe la composition des composants
applicatifs sur un n÷ud et il peut être utilisé pour eﬀectuer l'adaptation locale en utili-
sant la réﬂexion architecturale. Les contrats d'adaptation sont des programmes réﬂexifs
reliés aux composants. Il s'agit de règles qui déterminent le comportement d'adaptation à
appliquer lorsque certains événements ou changements de contexte se produisent. Les adap-
tations sont directement eﬀectuées sur le modèle de l'architecture logicielle des composants
applicatifs et reproduites sur les composants.
La communication entre le gestionnaire de conﬁguration et les composants applicatifs
se fait via des événements d'adaptation. Ces événements sont émis par l'application aﬁn
de remonter des informations et par le gestionnaire de conﬁguration aﬁn de commander les
reconﬁgurations. La reconﬁguration de l'architecture se fait en utilisant les opérations de
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Figure 2.2  Deux composants composites connectés dans deux instances K-Component
diﬀérentes [DC04]
reconﬁguration fournies par les composants applicatifs et elle se base sur un protocole de
reconﬁguration qui garantit la cohérence et l'intégrité des composants sur un n÷ud.
Processus d'adaptation.
Prise de décision : Le gestionnaire de conﬁguration détient un ensemble de contrats
d'adaptation. Un contrat implémente une politique d'adaptation sous la forme de règles
de type ECA décrites dans un langage de programmation déclaratif. Un contrat décrit les
conditions de déclenchement des actions d'adaptation à partir des états des composites et
des connecteurs du n÷ud auquel il appartient et à partir des événements envoyés par les
autres n÷uds.
Une technique appelée apprentissage par renforcement collaboratif ( collaborative rein-
forcement learning  ou CRL) a été utilisée pour coordonner le comportement adaptatif
d'un groupe de K-Components dans le but d'établir des propriétés d'autonomie dans des
environnements ﬂuctuants et incertains [DC04].
CRL est une version distribuée de l'apprentissage par renforcement ( reinforcement
learning  ou RL). Le RL consiste à apprendre comment associer des actions à des situa-
tions, aﬁn de maximiser quantitativement une récompense. L'apprenant découvre quelles
actions donnent une meilleure récompense en les essayant. Ceci est intéressant quand des
actions peuvent aﬀecter non seulement les récompenses immédiates mais aussi les récom-
penses à plus long terme. Les deux propriétés (i) recherche par essai-erreur et (ii) récom-
pense à long terme sont les deux caractéristiques les plus importantes de l'apprentissage
par renforcement.
Dans CRL, le problème d'optimisation du système est décomposé en un ensemble
de problèmes d'optimisation discrète ( discrete optimization problems  ou DOPs). Les
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connaissances sont réparties entre les agents qui interagissent seulement avec leurs voisins
en leur envoyant leurs résultats. Chaque agent constitue ainsi une table de solutions de
DOP, table composée des résultats de résolution de ses voisins.
Pour utiliser la technique CRL, les contrats d'adaptation représentent les agents dans
le canevas K-Component. Un K-Component qui a détecté un changement résout un DOP.
Il peut ainsi publier sa décision d'adaptation à ses voisins et transférer le contrôle de
l'adaptation à certains d'entre eux s'il estime qu'une meilleure décision est possible. Ceux-
ci vont lancer de nouveaux DOPs. Ainsi, le comportement autonome du système émerge de
prises de décision locales par les composants auto-adaptables après échanges entre voisins.
Dans [DC04], CRL est utilisé pour résoudre un problème d'optimisation consistant
à faire de l'équilibrage de charge entre les n÷uds d'un réseau de manière décentralisée.
Une charge représente tout type d'utilisation de ressources (stockage, unité de calcul. . .).
Lorsqu'un composant reçoit une charge, le contrat d'adaptation du composant prend une
décision d'équilibrage de charge. Une fonction d'équilibrage de charge dans chaque contrat
d'adaptation calcule le coût de charge local et la capacité des voisins à gérer cette charge.
Chaque voisin a un coût de charge annoncé, mais les contrats d'adaptation tiennent compte
également du coût de connexion dans la transmission de la charge au voisin. Ainsi, le coût
de charge estimé est la somme du coût de la charge annoncée et du coût de la connexion.
Lorsque la charge est transmise par un contrat d'adaptation en exécutant des actions
d'adaptation, un nouveau DOP est déclenché par le contrat d'adaptation du voisin. De
cette manière, le comportement d'équilibrage de charge est assuré de proche en proche par
des DOPs.
Reconﬁguration : Une fois que la nouvelle conﬁguration a été établie, l'exécution
de la reconﬁguration est eﬀectuée par chacun des n÷uds impactés de manière séparée. Le
système K-Component ne propose donc pas de mécanismes pour coordonner les opérations
de reconﬁguration sur des n÷uds diﬀérents. Par ailleurs, on peut remarquer que la réussite
du transfert de l'état du composant exige que les développeurs de composants implémentent
une interface réalisant la copie et le transfert de cet état.
Discussion. Les principales contributions de ce travail sont le modèle K-Component
et CRL. On identiﬁe un composant auto-adaptable comme l'élément de construction de
systèmes autonomes et l'apprentissage collaboratif par renforcement en tant que technique
de coordination pour gérer les comportements d'adaptation collectifs dans le système. K-
Component présente un modèle pour créer des applications distribuées auto-adaptables qui
sépare le comportement d'adaptation des systèmes de leur comportement fonctionnel.
La distribution du processus de décision et l'utilisation d'une technique d'apprentissage
distingue cette approche. Cependant, étant donné que la technique d'apprentissage pour la
prise de décision se base sur une recherche par essai-erreur et qu'il existe un tâtonnement
dans la sélection des actions d'adaptation à exécuter, on n'est pas toujours garanti de faire
le bon choix. Cette technique n'est donc pas appropriée pour les systèmes critiques où la
meilleure solution doit être trouvée. De plus, la prise de décision passant de façon successive
sur les n÷uds voisins fait que le temps de prise de décision peut être long.
Enﬁn K-Component n'aborde pas le problème d'objectifs d'optimisation multiples et
conﬂictuels. Or, les systèmes décentralisés peuvent souvent avoir besoin d'optimiser plu-
sieurs propriétés.
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Figure 2.3  Caractéristiques des travaux étudiés
2.3.6 Synthèse
Le nombre de travaux qui se sont intéressés à coordonner les activités de multiples
gestionnaires d'adaptation est limité. Ces travaux permettent de faire coopérer plusieurs
modules logiciels pour la prise de décision et/ou le contrôle d'exécution de plusieurs plans.
Cependant, les capacités de coopération sont assez limitées et manquent de généricité.
La ﬁgure 2.3 synthétise les trois travaux que nous avons détaillés dans ce chapitre.
Ils ont abordé le problème d'adaptation de composants applicatifs distribués. Mais, nous
notons que chacun s'est intéressé à un type spéciﬁque d'adaptation.
En ce qui concerne la prise de décision d'adaptation, Ensemble et K-Component se
limitent à déléguer la prise de décision respectivement d'une couche à une autre et d'un
n÷ud à un autre n÷ud voisin. Pour le canevas Cactus, plusieurs gestionnaires d'adaptation
peuvent prendre des décisions d'adaptation simultanément. Ces décisions étant basées sur
une vue globale de l'application et l'environnement ainsi que des fonctions déterministes,
tous les gestionnaires prennent, pour un même événement, la même décision d'adaptation.
Aucun mécanisme de coordination explicite n'est donc disponible dans Cactus.
À notre connaissance, aucun travail ne propose des mécanismes permettant des prises
de décision distribuées et parallèles, chacune basée sur une vue locale du système, dans un
même processus d'adaptation. Le problème de la résolution de conﬂits entre les décisions
de plusieurs gestionnaires d'adaptation n'est donc pas abordé.
Concernant les facilités pour la mise en place de mécanismes de coordination pour la
prise de décision, seul K-Component propose une solution réutilisable : la spéciﬁcation
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des contrats d'adaptation dans un langage de programmation déclaratif. Dans Ensemble,
plusieurs couches participent à la détermination de la stratégie d'adaptation mais les mé-
canismes de prise de décision ne sont pas séparés de l'application. Cactus ne propose pas
de mécanismes génériques qu'on peut spécialiser selon l'application à adapter.
Pour faciliter la tâche d'un concepteur de systèmes d'adaptation, il nous semble donc
intéressant de proposer des mécanismes réutilisables et facilement spécialisables permettant
à des décideurs de prendre des décisions localement, tout en se coordonnant quand c'est
nécessaire aﬁn d'aboutir à une meilleure solution, d'éviter les incohérences et de détecter
et résoudre les conﬂits éventuels entre eux.
Concernant les mécanismes de reconﬁguration, seul Cactus propose un protocole qui
n'exige pas de centralisation de la coordination au niveau d'un exécuteur unique. Ce-
pendant, la coordination se limite à l'usage de messages et à une synchronisation totale
puisqu'il faut attendre que tous les messages de ﬁn d'une phase spéciﬁque soient délivrés
avant d'appliquer la phase suivante.
En ce qui concerne les possibilités de spécialisation des mécanismes de reconﬁgura-
tion, les protocoles existants manquent de ﬂexibilité puisque le type de modiﬁcation et les
étapes de sa réalisation ainsi que le comportement de coordination et les participants sont
prédéﬁnis. Un modèle générique et des mécanismes réutilisables pour le contrôle distribué
et coordonné de l'exécution de plans d'adaptation devrait permettre de mieux prendre en
compte l'hétérogénéité des besoins.
2.4 Spécialisation des infrastructures d'adaptation
La construction de systèmes auto-adaptables pose plusieurs déﬁs de développement. Les
canevas logiciels réutilisables aident à relever ces déﬁs en utilisant des modèles appropriés et
en fournissant des services essentiels pour les systèmes auto-adaptables. Plusieurs canevas
comme Dynaco [BAP07], Madam [FHS+06] et Rainbow [GCH+04] ont été conçus avec cet
objectif. Il s'agit de cadres génériques basés sur des normes et des principes bien établis. Ces
canevas déﬁnissent généralement l'architecture capable d'assurer les phases d'adaptation.
Dans cette section, nous nous intéressons aux possibilités de spécialisation de ces canevas
et nous étudions les facilités proposées pour construire un système d'adaptation concret.
2.4.1 Spécialisation de comportement
Les canevas d'adaptation dynamique spéciﬁent un ensemble de types de composants et
les règles d'interaction entre eux.
Dans certaines approches, comme dans le cas du canevas Cactus [CHS01], le dévelop-
peur est responsable d'écrire le code à implémenter pour chaque composant du système
d'adaptation. Dans d'autres solutions, les implémentations de canevas de systèmes d'adap-
tation prennent en charge les tâches communes dans le développement de tels systèmes.
En ce qui concerne la prise de décision, elle peut être spécialisée via des politiques d'adap-
tation externes. La politique déﬁnit le comportement attendu d'un décideur. La forme de
politique la plus largement utilisée est la politique d'actions qui se présente sous forme de
règles événement-condition-action [KC03, DL03]. La plate-forme proposée dans Rainbow
fournit un langage de ce type, appelé Stitch, mais spécialement conçu pour représenter
les politiques d'adaptation [GCH+04]. D'autres types de politique comme la politique de
but (la spéciﬁcation d'un état désirable) [LLMY05, BAP07] et la politique de fonction
d'utilité (l'expression de la valeur de chaque état possible) [CHS01, FHS+06] sont aussi
utilisées dans les logiciels auto-adaptables. Rainbow [GCH+04] se base aussi sur la théorie
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d'utilité pour calculer la meilleure solution d'adaptation. K-Component propose le langage
ACDL (Adaptation Contract Description Language) [DC04]. La politique d'adaptation est
décrite de manière déclarative à l'aide de ce langage sous la forme de contrats. Ces contrats
stipulent les conditions associées aux événements et les opérations d'adaptation architec-
turales qui doivent être déclenchées par ces mêmes événements.
Dans certains cas, les politiques d'adaptation peuvent être changées à cause de nou-
velles exigences envers le système d'adaptation ou de nouvelles conditions d'exécution de
l'application. Par exemple, Carisma [CEM03] a abordé cette question et a proposé une tech-
nique pour le changement dynamique de politiques. Une interface permet à l'application
de demander la désinstallation de la politique courante et l'installation d'une nouvelle.
Quant au contrôle de l'exécution, les protocoles de reconﬁguration sont prédéﬁnis et
rigides ou sont à mettre en ÷uvre par le développeur. Les approches existantes ne pro-
posent pas des mécanismes génériques dont le comportement peut être personnalisé selon
l'application visée. Ils ﬁxent d'avance les composants impliqués, les types d'adaptation et
l'ordre des actions.
2.4.2 Spécialisation de la répartition des mécanismes d'adaptation
Lorsque plusieurs composants de l'application sont adaptables, un choix est nécessaire
pour associer ces composants avec les gestionnaires d'adaptation qui contrôlent leurs pro-
cessus d'adaptation.
Certaines approches associent à chaque composant adaptable un gestionnaire d'adap-
tation. Dans le canevas Accord [Liu04], chaque composant autonome intègre un agent de
règles qui est chargé de gérer son exécution. Il surveille l'état du composant et son contexte
et contrôle les règles de comportement et d'interaction déclenchées. Dans [LLMY05] les
auteurs envisagent une hiérarchie d'éléments autonomes. Un gestionnaire autonome est
associé à chaque élément. Grâce à cette hiérarchie d'éléments autonomes, il est possible
de propager les préoccupations de haut niveau de l'élément racine jusqu'aux éléments au
niveau feuilles en sorte que le système atteigne ses objectifs et réponde aux exigences de
qualité. Pour Cactus [CHS01], un gestionnaire d'adaptation contrôle chaque composant
adaptable. En particulier, il initialise l'adaptation quand il s'aperçoit qu'un autre algo-
rithme alternatif satisfait mieux les exigences selon l'état de l'environnement.
Cette approche totalement distribuée devient complexe lorsque le nombre de compo-
sants est élevé. En eﬀet, comme elle gère de manière isolée chaque composant, il est diﬃcile
de gérer les dépendances entre ceux-ci. Il faut que chacun prévoit les interactions avec les
autres gestionnaires lorsque l'adaptation l'exige.
D'autres travaux permettent d'instancier un gestionnaire d'adaptation sur chaque ma-
chine. Dans [MG05], une instance du canevas CASA ( CASA Runtime System  ou CRS)
est créée sur chaque n÷ud qui héberge des applications auto-adaptables. Le CRS est chargé
de surveiller les changements dans l'environnement d'exécution et d'adapter ces applica-
tions. La politique d'adaptation de chaque application est déﬁnie dans un contrat d'ap-
plication. Il n'est pas évoqué de mécanisme de coopération entre les diﬀérents n÷uds. De
même dans [DC04], une instance de K-Component sur chaque machine permet d'adapter
un sous ensemble de composants de l'application sur ce n÷ud et de prendre en compte leurs
dépendances internes et externes en utilisant des connecteurs. Le canevas Cholla [BHS09]
déﬁnit un contrôleur d'adaptation sur chaque n÷ud. Ce contrôleur gère l'adaptation d'un
ensemble de composants organisés en couches sur le n÷ud qui l'héberge et communique
l'état de ses composants aux autres n÷uds (et réciproquement). Enﬁn, dans [CRD09], des
services de supervision et de reconﬁguration sont distribués en fonction des ressources (mé-
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moire, énergie, cadence processeur) disponibles sur chaque dispositif. Pour un n÷ud non
contraint, la totalité des services est déployée. Dans le cas d'un n÷ud contraint, un service
peut être bridé ou même absent.
Ce choix permet de gérer les aspects du contexte sur chaque machine de manière indé-
pendante et de modiﬁer eﬃcacement les composants applicatifs sur le n÷ud puisqu'ils ne
sont pas généralement nombreux. En contrepartie dans ces approches il n'est pas possible
que les composants situés sur une même machine puissent être gérés par des gestion-
naires distincts, par exemple pour utiliser des algorithmes de prise de décision diﬀérents.
À l'inverse, les composants sur plusieurs machines pourraient être mieux gérés par un ges-
tionnaire unique. Par exemple, il est plus simple de spéciﬁer une seule politique qui gère
plusieurs composants quand les règles d'adaptation sont les mêmes et qu'il existe des dépen-
dances fortes entre eux. Finalement, certains n÷uds peuvent ne pas disposer de ressources
suﬃsantes pour exécuter des processus d'adaptation complexes.
Pour conclure, la façon de répartir les mécanismes de la gestion d'adaptation dans
le contexte de systèmes distribués mérite une étude plus approfondie. Les infrastructures
existantes manquent de ﬂexibilité dans le placement des gestionnaires d'adaptation et dans
les critères adoptés pour déﬁnir le champ d'action de chacun d'eux. Ces aspects peuvent
limiter à la fois la qualité de l'adaptation et la performance du système d'adaptation soit
en temps d'exécution, soit en ressources consommées.
2.4.3 Synthèse
Dans la pratique, les canevas et les langages de politiques d'adaptation sont encore
rudimentaires notamment pour gérer l'adaptation dynamique d'une manière distribuée et
coordonnée. Par ailleurs, les approches existantes pour répartir le système d'adaptation ne
sont pas ﬂexibles. Les travaux existants se sont surtout intéressés à la spécialisation du
comportement du système d'adaptation mais très peu à sa structure et à sa distribution.
On ne trouve pas d'outils pour personnaliser la structure du système d'adaptation et sa
distribution. Nos travaux cherchent à améliorer cette situation en facilitant la tâche du
concepteur d'adaptation pour atteindre une meilleure qualité de l'adaptation.
2.5 Conclusion
Ce chapitre a présenté le concept d'adaptation dynamique d'abord d'une façon générale
puis en mettant l'accent sur les enjeux de la gestion distribuée de l'adaptation. Nous avons
examiné des travaux existants d'une part du point de vue conceptuel, d'autre part en ce
qui concerne la façon dont ils étaient mis en ÷uvre. Nous avons sur ce plan particulière-
ment cherché à identiﬁer les mécanismes pour coordonner plusieurs processus d'adaptation
distribués. Enﬁn nous avons étudié les facilités proposées pour utiliser les infrastructures
d'adaptation.
Le nombre de travaux qui ont abordé le problème de coordination d'activités de ges-
tionnaires d'adaptation dans le contexte des applications distribuées est limité. La plupart
des travaux dans le domaine de l'adaptation utilisent des algorithmes de prise de décision
centralisés. Peu de recherches ont visé à fournir un modèle qui permet de coordonner les
activités de plusieurs décideurs distribués pour choisir la stratégie d'adaptation la plus
appropriée. Les systèmes qui ont adressé le problème de prises de décision distribuées utili-
sant plusieurs acteurs qui collaborent ensemble n'ont pas proposé de facilités pour détecter
et résoudre les conﬂits éventuels entre eux car ils s'en tiennent à des schémas établis de
coopération qui garantissent statiquement la cohérence. Cette solution trouve ses limites
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dans des environnements large échelle, très hétérogènes et très variables.
Quant aux mécanismes de contrôle des exécutions d'actions d'adaptation distribuées,
l'accroissement de la complexité des systèmes a mis en évidence les limites des modèles de
coordination centralisée [MMB03]. Néanmoins les mécanismes de coordination distribués
qui sont proposés sont fortement spéciﬁques aux applications qu'ils adaptent et au type
d'adaptation en question, comme on l'a vu avec le système Cactus. Nous pensons donc
que les mécanismes de coordination distribués n'ont pas abordé toutes les fonctions qu'un
concepteur d'adaptation pourrait souhaiter.
Par ailleurs, les approches existantes ont déﬁni des moyens pour faciliter la spécialisation
du comportement d'un système d'adaptation sans s'intéresser à la personnalisation de la
répartition des mécanismes d'adaptation. Des facilités sont nécessaires pour permettre
de personnaliser à la fois le comportement, la structure et la distribution d'un système
d'adaptation en fonction des besoins.
De notre étude il ressort que de nombreuses améliorations dans le domaine des architec-
tures logicielles pour la coordination des activités de plusieurs gestionnaires d'adaptation
distribués sont souhaitables et identiﬁables. L'eﬀort pour spéciﬁer les mécanismes de co-
ordination demeure actuellement trop important pour satisfaire les besoins grandissant en
systèmes d'adaptation pour environnements très dynamiques et hétérogènes. Notre contri-
bution vise à simpliﬁer le développement de systèmes distribués auto-adaptables, en oﬀrant
une plate-forme générique de coopération distribuée responsable de coordonner plusieurs
modules de contrôle d'adaptation, ainsi que les moyens de la mettre en ÷uvre et de l'uti-
liser.
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Chapitre 3
Adaptabilité des systèmes de
réplication
3.1 Introduction
La réplication de données est une technique souvent utilisée par des applications dis-
tribuées pour satisfaire des exigences de disponibilité des données, de temps d'accès à
celles-ci [Smi98] ou de performances ou encore de tolérance aux fautes [MMVB00]. Ainsi,
par exemple, pour satisfaire des exigences de disponibilité, certaines applications utilisent
des solutions qui répliquent les données sur des n÷uds du réseau proches des utilisa-
teurs [DPS+94]. Néanmoins, une solution de réplication n'est pas adéquate pour toutes
les applications manipulant des données. En eﬀet, chaque application peut avoir des exi-
gences spéciﬁques comme la réduction du temps d'accès aux données ou la garantie de
l'équilibrage de charge de traitements sur les serveurs. De plus, les systèmes de réplication
peuvent s'exécuter dans des environnements ayant des caractéristiques diﬀérentes. Par
ailleurs, l'environnement d'exécution du système de réplication est généralement ﬂuctuant
et les exigences envers lui peuvent évoluer au cours du temps. En conséquence, le contexte
d'exécution doit être pris en compte dans la gestion de données répliquées aﬁn de choisir
la conﬁguration appropriée et de mieux satisfaire les exigences de l'application.
Ce chapitre analyse et compare les travaux qui proposent des solutions de réplication au
regard de la prise en compte de l'environnement d'exécution. Il ne s'agit pas de dresser un
état de l'art complet des systèmes de réplication mais d'analyser la manière dont l'aspect
adaptation et les mécanismes qui y sont associés ont été conçus et mis en place. Les trois
paragraphes qui suivent présentent cette analyse et sont structurés suivant trois grandes
fonctions d'un système de réplication :
• le placement de répliques, qui décide du nombre et l'emplacement de celles-ci (para-
graphe 3.2)
• la sélection de la (ou les) réplique(s) concernée(s) par une demande d'accès (lecture
ou écriture) aux données (paragraphe 3.3)
• la cohérence de répliques, qui gère leur divergence (paragraphe 3.4).
Enﬁn, le paragraphe 3.5 conclut ce chapitre.
3.2 La gestion du placement de répliques
Plusieurs travaux de recherche proposent des stratégies de placement de répliques de
manière à satisfaire les exigences de l'application qui les manipule. Dans ce paragraphe,
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nous étudions ces approches et nous discutons leurs capacités à prendre en compte l'envi-
ronnement d'exécution.
3.2.1 Terminologie
Un système de réplication oﬀre un service qui s'occupe de créer les répliques manipulées
par une application sur diﬀérents sites de l'environnement d'exécution. Dans ce cadre, une
réplique est une copie d'un objet stockée sur un site. Nous considérons un objet comme
pouvant encapsuler des données et/ou des traitements. Ainsi, une photo, un document
Web, une table relationnelle, un tuple, un document XML peuvent être des objets mais
aussi une instance d'une classe dans un langage orienté objet. De plus, nous considérons
qu'un objet peut être composite. Par exemple, un document Web est un objet constitué
d'une collection de pages, images, code Javascript...
Le schéma de réplication déﬁnit le nombre et la localisation des répliques de chaque
objet. Une stratégie de placement détermine le schéma de réplication pour ces objets. Le
problème de placement de répliques ( Replica Placement Problem  ou RPP) consiste à
décider le schéma de réplication à utiliser [FXL08]. Enﬁn, le terme degré de réplication est
souvent utilisé dans la littérature pour désigner le nombre de répliques d'un objet géré par
le système de réplication.
3.2.2 Le problème de placement de répliques
Le RPP a été abordé dans de nombreux domaines de recherche comme les bases de
données distribuées [Ape88], les serveurs de vidéo [BP96], les serveurs Web [LSBS06, TX04],
les réseaux de distribution de contenus [RGE02] et les grilles [FKNT99]. Dans tous ces
domaines, le schéma de réplication est généralement calculé comme une fonction de coût.
Celle-ci est paramétrée par des métriques qui sont associées (directement ou indirectement)
aux exigences de l'application ou du concepteur du système de réplication et qui peuvent
être globales et/ou moyennes [FXL08] ou calculées pour chaque utilisateur, voire pour
chaque demande d'accès [TX04, JGN06, WLW06, FXL07].
Les deux paragraphes suivants montrent la diversité de ces métriques et exigences dans
les travaux existants aﬁn de justiﬁer le besoin d'adaptation.
Métriques et exigences. Deux types d'exigences doivent être satisfaites par la fonction
de coût représentant le RPP : les exigences de l'application et les exigences du concep-
teur du système de réplication. Les premières concernent essentiellement le temps d'ac-
cès aux objets répliqués [KKM02] et le taux de demandes d'accès non servies en cas de
pannes [NYGS06] ou de partition du réseau [PMND07]. Les deuxièmes ont trait au coût
de la réplication en terme de volume de stockage et d'utilisation des ressources réseau. En
général, ces dernières s'opposent aux exigences des applications. Ainsi, par exemple, pour
réduire le temps d'accès aux objets répliqués il est intéressant d'avoir un degré de répli-
cation important. Néanmoins, plus le degré de réplication est important, plus le volume
de stockage utilisé pour la réplication augmente [LA04]. La fonction de coût doit donc
correspondre à un compromis entre les deux types d'exigences.
Heuristiques. Le nombre et la complexité des métriques pouvant être utilisées dans la
fonction de coût, font du RPP un problème NP-Complet [KKM02]. Ainsi, par exemple,
concernant les exigences des applications, le temps d'accès aux objets répliqués peut être
estimé en fonction de la distance en nombre de sauts entre le demandeur d'accès et le n÷ud
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qui héberge une réplique [JJK+01], du temps d'accès en lecture [BR01, CKS01, KRR02,
RGE02] ou du temps d'accès en lecture et mise à jour [CPP02, KDW01, BFR95].
De même, la littérature est riche en travaux proposant des métriques associées aux
exigences du concepteur d'un système de réplication. Par exemple, le volume de stockage
utilisé pour la réplication est estimé par [BR01, KRR02] en fonction du volume de stockage
dans chaque n÷ud et dans [JJK+01, RGE02, CPP02, KDW01] en fonction du nombre de
répliques de chaque objet.
Des heuristiques ont donc été proposées pour simpliﬁer le calcul du schéma de répli-
cation. Ces heuristiques limitent le nombre de métriques utilisées [KDW01] et/ou leur ap-
plicabilité à des conditions d'exécution particulières [KDW01, UC04]. Dans le paragraphe
suivant, nous nous intéressons à ces heuristiques et en particulier à la manière dont elles
tiennent (ou peuvent tenir) compte de l'évolution de l'environnement d'exécution.
3.2.3 Adaptation et heuristiques
La modiﬁcation du schéma de réplication peut être nécessaire suite à un changement
dans l'environnement d'exécution du système de réplication ou des exigences des appli-
cations (ou des utilisateurs) qui en tirent partie. Les travaux dans la littérature tiennent
compte de ces changements soit en réévaluant les métriques de l'heuristique, soit en chan-
geant l'heuristique elle-même. Nous analysons ces approches dans les paragraphes qui
suivent.
Évaluation des métriques du RPP. La fréquence d'évaluation/estimation des mé-
triques utilisées dans la fonction de coût joue un rôle important pour déterminer la nature
adaptative d'une solution au RPP. En eﬀet, cette estimation doit être réalisée à la créa-
tion de l'objet à répliquer (approches statiques) mais peut également être réalisée régu-
lièrement en fonction de l'évolution des métriques utilisées dans l'heuristique (approches
dynamiques) [CWC+07]. Dans les approches statiques, le schéma de réplication est calculé
une fois lors du placement des répliques sur les sites. Les répliques persistent jusqu'à ce
qu'elles soient supprimées par leur propriétaire ou que leur durée de vie ait expirée. La ma-
jorité de travaux ont adopté cette approche de part sa simplicité [JJK+01, KRR02, TX04].
Néanmoins, lorsque les conditions d'exécution changent, le schéma de réplication calculé
peut s'avérer inadéquat.
Dans les approches dynamiques, l'évolution des métriques de l'heuristique est surveillée
et le schéma de réplication est modiﬁé aﬁn de répondre aux exigences de l'application
et ses utilisateurs. Ainsi, par exemple, dans [PKKY03] les auteurs proposent l'algorithme
BHR ( Bandwidth Hierarchy-based Replication ) qui cherche à minimiser le temps d'accès
aux objets manipulés. Pour ce faire, les n÷uds sont regroupés en régions. Pour chaque
n÷ud d'une région, la fréquence d'accès à chaque objet est mesurée. Si cette fréquence est
considérée importante, une réplique de l'objet est créée dans un n÷ud de la région s'il n'en
existait pas déjà une. Ainsi, les objets le plus souvent accédés par les n÷uds d'une région
seront toujours présents dans celle-ci.
Changement d'heuristique. Bien que les approches dynamiques permettent de sa-
tisfaire certaines exigences des applications malgré des changements des métriques, elles
appliquent la même heuristique pour recalculer le schéma de réplication. Or, un chan-
gement des exigences ou des conditions d'exécution peut rendre l'heuristique inadaptée.
Connaître les caractéristiques des heuristiques pour décider celle qui répondra au mieux
aux exigences est alors fondamental.
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Dans [FXL08], les auteurs comparent six heuristiques dont l'objectif est de satisfaire
les mêmes exigences de temps d'accès pour chaque utilisateur. Les critères de comparaison
utilisés incluent la complexité des heuristiques en terme de temps de calcul du schéma
de réplication, leur passage à l'échelle, et les métriques qu'elles considèrent. Les auteurs
concluent que pour les mêmes exigences de temps d'accès, les algorithmes L-Greedy-Insert
et L-Greedy-Delete oﬀrent un coût de stockage (volume de stockage utilisé par n÷ud)
moindre. Toutefois, il s'agit des deux algorithmes les plus complexes, ce que les rend in-
adaptés lorsque le temps de calcul du schéma de réplication est critique. Au contraire,
Greedy-Cover est l'algorithme le plus rapide mais les coûts de stockage sont les plus élevés.
Enﬁn, seulement les algorithmes Core-Selection et TTL-Based sont distribués et passent à
l'échelle.
À notre connaissance, malgré des caractéristiques et des métriques diﬀérentes utilisées
par les heuristiques proposées dans la littérature, il n'existe pas de travaux qui s'intéressent
au changement d'heuristique pour le calcul du schéma de réplication.
3.2.4 Synthèse
Les travaux qui portent sur le problème de placement de répliques permettent de cal-
culer un schéma de réplication en évaluant une fonction de coût. Les paramètres de cette
fonction correspondent à des métriques choisies de manière à reﬂéter les exigences des ap-
plications ou du concepteur du système de réplication lui-même. La prise en compte de
l'évolution des conditions d'exécution, voire des exigences des applications, est eﬀectuée
dans la littérature en réévaluant les métriques utilisées pendant l'exécution et en modiﬁant
le schéma de réplication en conséquence. Néanmoins, les approches existantes ont des pro-
priétés diﬀérentes et basent leur calcul du schéma de réplication sur un ensemble prédéﬁni
de métriques répondant à des exigences bien déﬁnies. Malgré ces diﬀérences, aucun travail
dans la littérature ne propose le changement d'heuristique pour le calcul du schéma de
réplication.
3.3 La sélection de répliques
L'existence de plusieurs répliques d'un objet rend nécessaire la sélection de la (des)
réplique(s) appropriée(s) pour traiter les demandes d'accès (lecture ou écriture) clientes.
Une stratégie de sélection détermine la réplique à sélectionner pour chaque demande d'accès
de manière à satisfaire les exigences de l'application et du développeur du système de
réplication. Dans cette section, nous nous intéressons aux stratégies de sélection existant
dans la littérature et nous analysons leur prise en compte de l'environnement d'exécution
et son évolution.
3.3.1 Stratégies de sélection de répliques
Le problème de la sélection de répliques a été abordé dans la littérature en proposant
des algorithmes (ou stratégies) qui, en fonction d'un ensemble de métriques, déterminent
la réplique à sélectionner pour satisfaire les demandes d'accès aux objets répliqués. À
l'image des travaux sur le RPP, les stratégies proposées diﬀèrent selon les exigences qu'elles
cherchent à satisfaire mais aussi selon les métriques qu'elles utilisent pour décider de la
réplique à accéder.
En terme d'exigences des applications, la grande majorité des travaux existants consi-
dère le temps de réponse aux demandes d'accès aux objets répliqués [FBZA98, SBSV98,
VBSS99, VBSS99, ZAFB00, TM05]. Les métriques utilisées pour estimer ce temps sont
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très variées et peuvent correspondre à la bande passante du réseau [SSK97], à la distance
topologique en nombre de sauts entre le client et les répliques [GS95a] ou au temps de
réponse d'un n÷ud [FBZA98, TM05].
Par ailleurs, les exigences associées au système de réplication lui même sont plus va-
riées et incluent notamment la minimisation de l'utilisation des ressources réseau [FJJ+01,
GS95a] et le partage de charge entre les répliques existantes [FBZA98, TM05]. La dis-
tance topologique en nombre de sauts entre le client et les répliques est utilisée dans
[FJJ+01, GS95a] pour décider de la satisfaction de la première exigence. Pour la deuxième,
[FBZA98] utilise le temps moyen d'attente des requêtes sur les n÷uds et [TM05] le nombre
de requêtes en attente et le taux de traitement sur chaque n÷ud.
À l'image du RPP, le problème de la sélection de répliques peut être présenté comme
l'évaluation d'une fonction de coût dont les métriques utilisées dépendent des exigences à
satisfaire. Néanmoins, à la diﬀérence du RPP, les solutions proposées sont très simples et se
contentent de satisfaire une exigence en utilisant une ou deux métriques. Dans le paragraphe
suivant, nous présentons ces solutions et les analysons selon leur capacité à tenir compte
de l'évolution de l'environnement d'exécution et des exigences des applications.
3.3.2 Adaptation et stratégies de sélection de répliques
Les préférences pour le choix de la réplique à sélectionner pour répondre à une demande
d'accès, peuvent varier d'un utilisateur à un autre. Ainsi, par exemple, un utilisateur peut
préférer l'accès à la réplique la plus à jour tandis qu'un autre préfère accéder le plus rapi-
dement possible. Pour cette raison, certains travaux permettent de spécialiser la stratégie
de sélection en spéciﬁant les métriques à utiliser. Au delà de cette spécialisation, des chan-
gements dans l'environnement d'exécution et/ou des exigences des applications peuvent
rendre nécessaire la réévaluation de la réplique à sélectionner pour satisfaire les demandes
d'accès à un objet. Cette opération est réalisée dans la littérature soit en réévaluant les
métriques utilisées par la stratégie de sélection, soit en changeant la stratégie utilisée en
fonction des nouvelles conditions d'exécution. Nous analysons ces approches dans les pa-
ragraphes qui suivent.
Spécialisation de la stratégie. Dans les travaux existants, cette spécialisation consiste
à permettre la déﬁnition de toutes ou une partie des métriques utilisées par la stratégie
pour la sélection de répliques. Un travail important dans ce sens a été proposé par [FM03].
Cet article présente une stratégie de sélection visant à minimiser le temps de réponse à
une demande d'accès. Il propose un ensemble de métriques de base relatives à la charge du
réseau et des n÷uds (bande passante disponible, disponibilité d'un n÷ud) et permet aux
utilisateurs d'en déﬁnir d'autres en fonction de celles-ci. Ainsi, par exemple, un utilisateur
peut déﬁnir le temps de latence comme la moyenne des temps de latence mesurés les
trois derniers jours. De plus, des politiques de sélection de répliques utilisant les nouvelles
métriques peuvent être déﬁnies. Des seuils optimums, minimaux et/ou maximaux peuvent
ainsi être déﬁnis permettant à la stratégie de sélection de décider de la réplique la plus
appropriée.
Évaluation des métriques utilisées pour la sélection de répliques. Comme pour
les travaux sur le RPP, les stratégies de sélection de répliques peuvent être statiques, lorsque
les métriques utilisées sont évaluées une seule fois, avant la réception de la première de-
mande d'accès, ou dynamiques si elles sont évaluées régulièrement pour tenir compte de
leur évolution. Parmi les approches statiques, certaines utilisent des métriques qui ne dé-
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pendent pas de l'environnement. Ainsi, par exemple, [KBM94] utilise le principe du round
robin pour attribuer les demandes d'accès et [Web97] choisit la réplique aléatoirement.
D'autres, utilisent des métriques dépendantes de l'environnement comme la distance entre
le n÷ud demandeur d'accès et les répliques en terme de proximité géographique [GS95b] ou
de distance topologique en nombre de sauts [GS95a]. Ces stratégies sont simples à mettre
en ÷uvre mais elles peuvent donner des résultats qui ne satisfont pas les exigences des
applications dans des environnements ﬂuctuants.
Par ailleurs, les approches dynamiques réévaluent régulièrement les métriques considé-
rées, la réplique sélectionnée pouvant alors changer selon la mesure obtenue. Ainsi, [SSK97]
mesure la bande passante, [SBSV98] la latence d'accès au n÷ud [SBSV98] et [FBZA98,
TM05] le temps de réponse d'un n÷ud. La réévaluation de ces mesures est eﬀectuée soit de
manière périodique [SSK97, SBSV98, TM05] soit lorsqu'un n÷ud détecte le changement
de valeur d'une mesure [TM05].
Changement de stratégie. Bien qu'intéressante, la réévaluation des métriques utilise
la même politique pour le choix de la réplique à sélectionner. Certains travaux dans la litté-
rature ont cherché à caractériser diﬀérentes stratégies de sélection. Ainsi, [TM05] considère
trois paramètres pour caractériser une stratégie : le temps de réponse à une demande d'ac-
cès, la probabilité d'erreur dans la sélection et la probabilité de surcharge d'un n÷ud. Les
auteurs ont évalué ces trois paramètres pour six stratégies de sélection diﬀérentes, l'éva-
luation étant réalisée par simulation en variant le nombre de clients dans un réseau local.
Les résultats de l'évaluation montrent que l'algorithme balanced selection oﬀre les meilleurs
résultats pour les trois critères comparés. Cependant, rien n'est indiqué concernant sa per-
tinence pour un environnement autre qu'un réseau local.
3.3.3 Synthèse
Les stratégies de sélection existantes mesurent/estiment un ensemble de métriques qui
reﬂètent les exigences des applications et tiennent compte de l'évolution des conditions
d'exécution en réévaluant les métriques utilisées. À la diﬀérence du placement, une grande
majorité des stratégies de sélection ne prend pas en compte le caractère multicritère du
choix de réplique. De plus, certains travaux permettent aux utilisateurs de déﬁnir leurs
propres métriques et des politiques de sélection en fonction de celles-ci. Bien qu'intéres-
sante, cette spécialisation ne tient pas compte de l'évolution possible des métriques. Or, dif-
férentes stratégies de sélection ont des propriétés diﬀérentes et s'avèrent adéquates dans des
conditions d'exécution particulières. Néanmoins, à notre connaissance des travaux permet-
tant de tenir compte de ces diﬀérences en changeant de stratégie en fonction des conditions
d'exécution sont absents de la littérature.
3.4 La gestion de la cohérence
La dernière grande fonctionnalité d'un système de réplication concerne la gestion de la
cohérence des répliques d'un objet. La cohérence est une relation qui déﬁnit le degré de
similitude entre les répliques d'un objet [Mar03]. Des mécanismes permettant de gérer la
cohérence, aussi appelés protocoles de cohérence [Mar03], doivent être présents dans tout
système de réplication dont les objets gérés peuvent être modiﬁés. Ces mécanismes doivent
mettre en place des solutions concrètes pour l'ordonnancement des demandes d'accès sur
des répliques diﬀérentes d'un même objet et pour la propagation des modiﬁcations réalisées
sur une réplique aux autres.
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Plusieurs types de cohérence (aussi appelés modèles de cohérence) existent dans la litté-
rature qui mènent à des degrés diﬀérents de divergence des répliques [Dra03]. Tandis que la
cohérence forte garantit que toutes les répliques d'un objet sont identiques du point de vue
de l'utilisateur, la cohérence faible permet une certaine divergence. Lorsque le système de
réplication garantit une cohérence forte, le résultat d'une demande d'accès à une réplique
quelconque reﬂète le résultat de toutes les modiﬁcations antérieures à la demande. Lorsque
la cohérence garantie est faible, une demande d'accès ne reﬂète pas forcément toutes les
modiﬁcations antérieures, mais celles-ci seront répercutées au bout d'un temps ﬁni [Dra03].
Des protocoles de cohérence existent pour assurer les diﬀérents modèles de cohérence.
Mais, pour un même modèle de cohérence, on trouve aussi dans la littérature plusieurs
mécanismes qui le mettent en place. Dans cette section, nous présentons un aperçu des pro-
tocoles de cohérence existants et nous montrons leur adéquation à des contextes spéciﬁques
ce qui justiﬁe le besoin d'adaptabilité. Ensuite, nous étudions des approches proposant des
protocoles adaptables selon l'environnement d'exécution.
3.4.1 Protocoles de gestion de la cohérence
La littérature distingue principalement deux approches pour gérer la cohérence d'un ob-
jet répliqué [BS06]. La première, appelée réplication pessimiste ou impatiente, évite la diver-
gence entre les répliques d'un objet et garantit donc une cohérence forte. La deuxième, ap-
pelée réplication optimiste ou paresseuse, permet une certaine divergence entre les répliques
et garantit donc une cohérence faible. Les deux approches sont exploitées dans les systèmes
de ﬁchiers, les bases de données et dans le cadre du travail collaboratif [KBH+88, CP01].
L'objectif de ce paragraphe est de présenter ces approches et d'analyser leurs caracté-
ristiques aﬁn d'illustrer le besoin d'adaptation dans ce domaine.
Réplication pessimiste
Principes. Diﬀérents protocoles existent pour éviter la divergence des répliques d'un
objet. Ils reposent généralement sur le verrouillage des répliques qui ne sont pas à jour
et la libération de verrous lorsqu'elles le sont. La cohérence forte est ainsi garantie et les
utilisateurs n'observent pas d'incohérences dans les objets répliqués [BHG87].
Quelques travaux existants. Plusieurs protocoles de cohérence ont été proposés qui
mettent en place la réplication pessimiste. Ainsi, le protocole à copie primaire [BHG87,
Die94, Ora96] élit une réplique comme étant la copie primaire, les autres étant secondaires.
Les demandes d'accès en lecture peuvent être réalisées sur n'importe quelle réplique tandis
que les mises à jour doivent être eﬀectuées sur la copie primaire. Lors d'une écriture,
toutes les répliques sont verrouillées et la mise à jour est propagée de la copie primaire
aux secondaires. Si la copie primaire devient défaillante, les répliques restantes assurent
l'élection d'une nouvelle.
Simple à mettre en ÷uvre et à administrer, le protocole à copie primaire garantit néan-
moins une faible disponibilité en écriture (limitée à une seule réplique). Ainsi, d'autres
protocoles ont été proposés qui autorisent les mises à jour sur plusieurs répliques tout en
permettant les lectures sur n'importe quelle réplique. Par exemple, le protocole ROWA
( Read One Write All ) [BHG87] autorise les écritures sur n'importe quelle réplique, la
propagation de celles-ci aux autres répliques étant atomique. Cette atomicité des mises à
jour rend le protocole inadapté lorsque des répliques sont inaccessibles. L'extension pro-
posée par le protocole ROWAA ( Read One Write All Available ) cherche à résoudre ce
problème en ignorant les répliques qui ne répondent pas lors de la propagation d'une mise
44 Adaptabilité des systèmes de réplication
à jour. Il est alors nécessaire de mettre à jour ces répliques avec l'état courant lorsqu'elles
redeviennent disponibles. Ce protocole tolère n-1 pannes, où n est le nombre de répliques,
lorsque celles-ci ne partitionnent pas le réseau. En cas de partition, aucun mécanisme de
récupération n'est prévu.
Par ailleurs, des protocoles basés sur des quorums ont été proposés [Gif79, Her86,
Kel99]. Un quorum est un ensemble minimal de n÷uds qui doivent donner leur accord
pour qu'une demande d'accès à un objet soit servie. La taille des quorums est en général
diﬀérente pour les demandes en lecture et en écriture et peut aussi changer d'un objet
à un autre. Les quorums sont calculés de manière à assurer qu'une demande d'accès ait
toujours comme résultat la réplique la plus à jour. Comparés au ROWAA, ils diminuent
le nombre de messages à échanger lors d'une écriture (moins de n messages, où n est
le nombre de répliques) et, certains tolèrent les partitions du réseau en reconﬁgurant les
quorums disponibles en cas de déconnexions [Her86].
Enﬁn, il existe des protocoles basés sur des jetons, essentiellement utilisés pour prévenir
les conﬂits dans des systèmes où des n÷uds peuvent être déconnectés [GM95, DD08]. Pour
accéder à un objet, un n÷ud doit posséder un jeton (il existe un jeton unique par objet
répliqué). Par exemple, [DD08] propose un algorithme qui se base sur un arbre ﬁxe constitué
des n÷uds hébergeant une réplique locale d'une donnée. Les messages servant à maintenir
la cohérence sont routés selon cet arbre. Une seule réplique peut être modiﬁée à un instant
donné. Quand une modiﬁcation d'une réplique est envisagée, le n÷ud envoie une requête
au possesseur du jeton et, dès sa réception, pose un verrou sur la donnée. Lorsqu'il a
ﬁni la modiﬁcation, il demande le relâchement du verrou et propage ses modiﬁcations.
Bien que ces protocoles réduisent le nombre de messages associés aux mises à jour, les
communications associées à l'échange des jetons restent importantes.
Analyse. En prévenant l'apparition de divergences entre les répliques d'un objet, l'ap-
proche pessimiste privilégie l'unicité de vue sur toutes les répliques d'un objet, la disponi-
bilité de celles-ci étant secondaire. L'unicité de vue peut être indispensable pour certains
types d'applications ou dans des contextes d'exécution particuliers mais induit un nombre
élevé d'échanges de messages pour prévenir les éventuelles divergences. De plus, l'approche
pessimiste limite considérablement la disponibilité des objets répliqués lorsque la fréquence
de modiﬁcations est élevée. En eﬀet, des répliques restent inaccessibles pendant leur mise
à jour. De plus, l'accès peut être bloqué suite à la déconnexion d'un site. Ainsi, cette ap-
proche est mal adaptée à des environnements où des déconnexions de n÷uds sont possibles
et lorsqu'on exige un temps d'accès rapide.
Par ailleurs, chaque protocole de cohérence utilisé pour assurer le modèle de cohérence
forte a des caractéristiques particulières. Le choix du protocole adéquat dépend essentiel-
lement de l'échelle de l'environnement et de la ﬁabilité des sites et des liaisons entre eux.
Il dépend aussi des caractéristiques de l'application, en particulier, l'origine, la fréquence
et la nature des accès aux objets répliqués. L'adaptabilité des mécanismes de gestion de la
cohérence s'avère donc une propriété intéressante.
Réplication optimiste
Principes. L'approche optimiste accepte consciemment des accès concurrents en lecture
et en écriture sur des répliques diﬀérentes d'un même objet. Lors d'une demande d'accès,
il est possible de lire ou d'écrire une réplique qui n'est pas à jour et des mécanismes sont
généralement mis en place aﬁn de réconcilier des répliques divergentes et de résoudre des
conﬂits détectés lors de la réconciliation [RHR+94, KS95].
La gestion de la cohérence 45
Quelques travaux existants. La réplication optimiste a été proposée dans de nombreux
domaines comme les systèmes de ﬁchiers répartis ([KS95, RHR+94, Rat98]), les bases de
données ([PST+97, BK97]) ou encore dans le cadre du travail collaboratif ( Computer-
Supported Cooperative Work , CSCW) ([KBH+88, SE98, AFK+95]).
Dans le domaine des systèmes de ﬁchiers, Coda [KS92] a proposé l'utilisation de la
réplication optimiste. Il utilise des vecteurs de version pour détecter des conﬂits entre
des répliques d'un ﬁchier. Aﬁn de permettre la résolution automatique de conﬂits, les
utilisateurs peuvent associer aux ﬁchiers un logiciel de résolution de conﬂits ( Application-
Speciﬁc Resolvers , ou ASRs). Dès la détection d'un conﬂit, Coda localise l'ASR associé
au ﬁchier et l'exécute.
Bayou [PST+97] est l'un des travaux les plus marquants dans le domaine des bases
de données. Il a été conçu pour des bases de données avec des utilisateurs mobiles. Le
processus de réconciliation se base sur le transfert des opérations réalisées sur les répliques.
Chaque n÷ud exécute les demandes d'accès dans un ordre arbitraire ; les transactions
restent considérées comme provisoires. L'ordre de sérialisation global est l'ordre d'exécution
sur un site désigné comme primaire. Les autres annulent leurs états provisoires et ré-
exécutent les transactions validées dans l'ordre de leur validation sur le site primaire.
Enﬁn, dans le domaine du travail collaboratif, un des travaux marquants est le système
Lotus Notes [KBH+88] qui permet le travail coopératif entre des utilisateurs mobiles dans
une entreprise. Le processus de réconciliation est basé sur la propagation de l'état des
répliques et non pas des opérations réalisées sur celles-ci. Lors d'un conﬂit, il utilise la
politique  le dernier écrivain gagne  ( Last-Writer Wins ) pour sa résolution.
Par ailleurs, l'analyse de l'état de l'art sur la réplication optimiste montre de nombreuses
diﬀérences entre les protocoles existants [SS05].
Tout d'abord, un processus de réconciliation dépend du type d'objet répliqué [KRSD01].
Les diﬀérences incluent aussi la topologie de communication pour la propagation des mises
à jour. Certains protocoles sont mono-maître [MIC98, AL92] ce qui signiﬁe que toutes les
mises à jour sont réalisées sur un site maître puis propagées aux autres répliques. D'autres
protocoles sont multi-maître [RHR+94, KS95, Rat98, KRSD01]. Pour cette approche, les
mises à jour peuvent être eﬀectuées sur n'importe quelle réplique puis échangées en arrière-
plan.
Par ailleurs, la propagation des mises à jour peut se faire sous forme d'état [RHR+94,
Rat98] ou sous la forme d'opérations [PST+97, KRSD01]. Dans le premier cas, on pro-
page les mises à jour sous la forme du contenu de la donnée répliquée dans sa version
actuelle. Dans le deuxième cas, on propage les modiﬁcations sous la forme d'une séquence
d'opérations qui ont fait évoluer l'état de la réplique vers l'état courant.
Enﬁn, nous trouvons dans la littérature deux approches de détection de conﬂits : la dé-
tection syntaxique [KS92] et sémantique [KRSD01]. L'approche syntaxique utilise l'ordre
d'exécution des opérations et l'approche sémantique utilise les connaissances sur la séman-
tique des opérations pour détecter les conﬂits. En ce qui concerne la résolution des conﬂits,
elle peut être manuelle [CP01] ou automatique [KS95]. Le premier type présente deux ver-
sions possibles de la réplique. À partir des deux versions de l'objet, un utilisateur peut alors
en créer une nouvelle ou fusionner les versions ou encore annuler les eﬀets et soumettre à
nouveau l'opération. La résolution automatique des conﬂits est eﬀectuée par une procédure
spéciﬁque à l'application qui prend les deux versions d'un objet et en propose une nouvelle.
Généralement, elle est basée sur des contraintes ou des pré-conditions [KRSD01] associées
aux opérations.
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Analyse. La réplication optimiste autorise des divergences entre les répliques d'un objet
et donc garantit un modèle de cohérence faible. Elle ne peut donc être utilisée que lorsque
l'application tolère ces divergences. Si tel est le cas, la réplication optimiste est bien adaptée
aux environnements où des déconnexions sont possibles : un n÷ud peut accéder à un objet
en étant déconnecté puis, lors de sa reconnexion, le processus de réconciliation eﬀectue les
changements sur les autres répliques. De plus, les demandes d'accès sont exécutées sans les
délais supplémentaires de la propagation atomique des mises à jour.
Les protocoles mono-maître sont appropriés lorsque la majorité des accès sont en lecture
ou s'il y a un écrivain unique. Ils sont simples à mettre en ÷uvre et évitent certains conﬂits.
Cependant, dans les environnements où la connectivité est limitée et changeante, le n÷ud
maître peut devenir diﬃcile à atteindre.
Pour les protocoles multi-maître avec propagation d'état [RHR+94, Rat98], la surcharge
du réseau liée aux échanges dépend de la taille des répliques et la résolution de conﬂits
s'avère diﬃcile du fait de la perte de la sémantique des opérations réalisées [DPS+94,
KRSD01]. Ils sont ainsi mieux adaptés lorsque les objets répliqués sont de petite taille,
le taux de conﬂits est faible, et que ceux-ci peuvent être résolus par une règle syntaxique
simple comme  le dernier écrivain gagne .
Concernant les protocoles multi-maître qui propagent les opérations eﬀectuées, la sur-
charge dûe aux échanges est indépendante de la taille de l'objet mais la complexité al-
gorithmique et l'occupation de l'espace de stockage par les journaux des opérations sont
importants.
De manière semblable à la réplication pessimiste, de nombreuses solutions de réplication
optimiste existent dans la littérature, chacune étant adéquate à un environnement d'exé-
cution particulier. Proposer des mécanismes permettant de changer la solution adoptée en
cours d'exécution peut donc s'avérer intéressant.
Synthèse
Chacune des approches étudiées est appropriée pour satisfaire un ensemble d'exigences
comme le degré de disponibilité et de divergence des répliques. La réplication optimiste
tolère l'évolutivité des réseaux et peut être intéressante pour certaines applications comme
celles qui permettent le travail en mode déconnecté sur les terminaux mobiles. Toutefois,
la complexité algorithmique pour maintenir la cohérence des répliques est généralement
élevée. De plus, les conﬂits exigent habituellement un processus de résolution spéciﬁque à
l'application. Quant à la réplication pessimiste, elle est parfaitement adaptée aux environ-
nements à petite échelle, avec la disponibilité permanente des n÷uds et une connectivité
forte.
La gestion de la cohérence d'un système de réplication doit donc prendre en compte les
spéciﬁcités de l'application et de l'environnement sous-jacent. En général, les caractéris-
tiques du réseau, du type d'objets répliqués et des opérations d'accès ainsi que les besoins
des clients en terme de délai d'accès et de modèle de cohérence déﬁnissent quelle solu-
tion doit être utilisée pour l'application visée. Les mécanismes de gestion de la cohérence
doivent donc être génériques et spécialisables pour couvrir un large spectre d'applications.
De plus, certains aspects du contexte pouvant varier pendant l'exécution de l'application,
ces mécanismes doivent être conçus pour s'adapter à ces évolutions. La section suivante
présente des recherches qui ont traité ces aspects.
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3.4.2 Adaptation et protocoles de gestion de la cohérence
Dans ce paragraphe, nous étudions la prise en compte de l'évolution de l'environnement
d'exécution par les mécanismes de gestion de cohérence existants et montrons leurs limites
dans cette prise en compte. Tout d'abord, nous présentons des approches qui permettent
la spécialisation des mécanismes. Ensuite, nous abordons des approches qui vont au delà
de la spécialisation et qui permettent l'adaptation dynamique des mécanismes proposés.
Systèmes spécialisables
Certains travaux se sont intéressés à la spécialisation des mécanismes de gestion de la
cohérence. Ils proposent des canevas qui guident et donc facilitent le développement de
tels mécanismes. En général, ces canevas supportent plusieurs approches de gestion de la
cohérence et permettent aux développeurs de les conﬁgurer selon les besoins applicatifs et
l'environnement d'exécution. Cette conﬁguration peut concerner trois types d'actions : la
paramétrisation, le choix d'implémentation et l'assemblage de composants, dans le cas d'un
canevas à base de ce type d'entités. Dans la suite, nous présentons des travaux représentatifs
de chaque type de spécialisation.
Travaux existants.
Paramétrisation : En ce qui concerne la paramétrisation, le canevas TACT ( Tu-
nable Availability/Consistency Tradeoﬀ ) [YV02] déﬁnit un modèle générique de gestion
de cohérence basé sur des unités de cohérence, appelées conits. Un conit contrôle la diver-
gence d'une réplique par des seuils, les contraintes de divergence devant être déﬁnies par
les utilisateurs du système pour chaque réplique. Ainsi, TACT permet la mise en place de
diﬀérents degrés d'optimisme en fonction des besoins applicatifs.
Choix d'implémentation : Deux travaux sont représentatifs de ce type de spécia-
lisation. Le premier est Globe [KKST98] qui fournit une plate-forme à base d'objets pour
le développement d'applications distribuées large échelle et qui permet la réplication de
ceux-ci. Il propose pour ceci un modèle d'objet qui inclut une interface générique déﬁnis-
sant les opérations de gestion de cohérence. Cette interface doit être implantée en fonction
des exigences en terme de cohérence pour chaque objet répliqué.
Le deuxième système représentatif de ce type de spécialisation est IceCube [KRSD01,
PSM03]. Il s'agit d'un système de réconciliation générique à base du transfert des opéra-
tions qui permet d'intégrer des contraintes spéciﬁques aux applications. En eﬀet, il traite
la réconciliation comme un problème d'optimisation : elle consiste à exécuter une combi-
naison optimale de mises à jour concurrentes. Pour calculer cette combinaison, il utilise des
contraintes entre les opérations eﬀectuées sur les objets répliqués, contraintes qui ont été
déﬁnies par les développeurs des applications utilisant le système. À partir des journaux
présents sur les diﬀérents sites, il calcule automatiquement un journal optimal contenant
le nombre maximum de mises à jour non conﬂictuelles qui répondent à ces contraintes.
Choix de l'assemblage de composants : Certaines approches permettent de spé-
ciﬁer un assemblage de composants spéciﬁque structurant les mécanismes de gestion de
cohérence. Notamment, [Dra03] réalise un travail important de décomposition des fonc-
tions d'un système de gestion de cohérence aﬁn de proposer le canevas RS2.7. Ce canevas
inclut les fonctions identiﬁées comme obligatoires dans toute solution de gestion de cohé-
rence et il peut être conﬁguré pour en inclure d'autres, optionnelles. Cette spécialisation
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s'eﬀectue en déﬁnissant l'assemblage des composants correspondant aux fonctions souhai-
tées, l'implémentation de chaque composant pouvant aussi être spécialisée.
Analyse. Dans tous ces travaux, la spécialisation permet la construction d'un service de
gestion de la cohérence sur mesure pour les objets à répliquer. Néanmoins, les capacités
d'adaptation des approches existantes sont réduites du fait du nombre limité de types
d'adaptation supportées. En eﬀet, la paramétrisation ou le choix d'implémentation limite
les stratégies possibles de gestion de la cohérence. Le paradigme à composants adopté par
le canevas RS2.7 élargit les possibilités d'adaptation en facilitant, en plus, la composition
de composants qui encapsulent le code métier. Nous pensons que ce travail est sur la bonne
voie et nous nous en inspirons pour notre proposition.
Cependant, la  simple  conﬁguration d'un canevas de gestion de cohérence n'est pas
suﬃsant pour tenir compte des évolutions des conditions d'exécution et des exigences des
applications. La proposition d'un canevas incluant des mécanismes d'adaptation dynamique
s'avère nécessaire.
Systèmes auto-adaptables
L'adaptation dynamique dans les solutions existantes permet de prendre en compte
l'évolution des exigences des applications et de l'état de l'environnement d'exécution. À
notre connaissance, très peu de travaux proposent des systèmes de gestion de cohérence
auto-adaptables. Nous avons relevé trois travaux existants. Nous les caractérisons selon les
types d'adaptation qu'ils permettent et s'ils séparent la gestion de l'adaptation et du code
métier ou non. Dans la suite nous décrivons et analysons ces travaux.
FRACS. FRACS [ZZ03] ( Flexible Replication Architecture for a Consistency Spec-
trum ) est un système de gestion de cohérence qui permet uniquement la modiﬁcation
de paramètres et qui ne sépare pas les mécanismes d'adaptation de ceux de gestion de
cohérence, ce qui le rend plus complexe à faire évoluer. Une fenêtre de mises à jour est
attribuée à chaque réplique et sert de tampon de tentatives de mises à jour locales non
validées globalement. Lorsqu'une réplique accumule un nombre prédéﬁni de tentatives, elle
doit les propager aux autres répliques pour validation. Les nouvelles demandes de modi-
ﬁcation sont bloquées jusqu'à ce que les tentatives de mises à jour aient été validées et
retirées de la fenêtre de mises à jour. En fonction de la taille de cette fenêtre, le degré de
divergence d'une réplique peut être diﬀérent.
Dans FRACS, l'adaptation dynamique consiste à modiﬁer la taille de la fenêtre de mises
à jour des répliques en fonction de l'évolution de la charge engendrée par la propagation
des mises à jour. Ainsi, un paramètre, appelé poids, est mesuré pour chaque réplique. Ce
poids peut correspondre à diﬀérentes mesures comme le taux de mises à jour. Toutefois,
il s'agit d'une connaissance locale de chaque réplique. Pour construire la vue globale du
système sur chaque site, les poids sont inclus dans les messages de mise à jour échangés
entre les répliques. Ainsi, chaque réplique maintient une vision des poids de toutes les
autres répliques et l'utilise pour modiﬁer la taille de la fenêtre.
L'apport principal de cette approche est de permettre de changer dynamiquement le
type de cohérence de chaque réplique (cohérence forte lorsque la taille de la fenêtre de mises
à jour est égale à 0 et cohérence faible dans le cas contraire). Cependant, il s'agit d'une
adaptation paramétrique limitée à la modiﬁcation d'un paramètre, la taille de la fenêtre
de mises à jour. Par ailleurs, les aspects contextuels observés qui guident l'adaptation sont
limités essentiellement au taux de mises à jour et à la latence de communication. De plus,
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les mécanismes d'adaptation n'étant pas séparés du code métier, il est diﬃcile de prendre
en compte d'autres aspects du contexte. Enﬁn, chaque réplique peut décider de modiﬁer
la taille de la fenêtre en fonction des poids de toutes les répliques, aucune coordination de
ces décisions n'est prévue dans l'approche.
DARX. DARX ( Dynamic Agent Replication eXtension ) [MBS03] est un canevas pour
la conception d'applications distribuées multi-agents qui utilise des mécanismes de réplica-
tion adaptatifs pour assurer la tolérance aux pannes. Dans ce système, chaque agent peut
être répliqué. Pour chaque agent répliqué, le modèle de cohérence utilisé peut être diﬀérent
et plusieurs modèles peuvent coexister. Les modèles choisis dépendent des exigences de
traitements des agents et des caractéristiques de l'environnement.
À l'image de FRACS, DARX permet la modiﬁcation dynamique du modèle de cohérence
utilisé pour un agent répliqué. Il utilise également une fenêtre de mises à jour locales non
validées globalement. Cependant, dans DARX la décision de changement de la taille de la
fenêtre est prise par un maître élu parmi les répliques d'un agent. Chaque réplique évalue
son degré de cohérence et l'envoie au maître élu. En fonction de l'ensemble des degrés de
cohérence, il décide du nouveau modèle à adopter et le diﬀuse aux répliques.
Bien que DARX considère la décision d'adaptation en proposant l'utilisation d'un
maître par agent répliqué, la présence dans le système de plusieurs maîtres pose le pro-
blème de la coordination des décisions d'adaptation de chacun. Cependant, cette approche
ne propose pas de solution pour résoudre ce type de problème. De plus, les mécanismes
d'adaptation ne sont pas modulaires ce qui complexiﬁe l'implantation de nouveaux méca-
nismes ou la modiﬁcation des existants.
L'approche de J. C. Leonardo. Comme pour FRACS et DARX, [LYO03] propose
de changer dynamiquement le protocole de cohérence utilisé pour la gestion d'un objet
répliqué. Dans ce travail, le modèle objet Juice [OTY01] a été utilisé pour inclure les
mécanismes d'adaptation. Ce modèle permet aux objets de changer leur implémentation
à chaud en fonction des changements dans l'environnement d'exécution. En eﬀet, l'objet à
adapter est un objet composite qui encapsule trois autres objets. Le premier gère l'état et
l'implémentation courante de l'objet adaptable. Le deuxième objet fournit des stratégies
d'adaptation à appliquer lorsque des changements se produisent. Enﬁn, le troisième objet
applique l'action d'adaptation.
De par l'utilisation du modèle objet Juice, cette approche sépare la gestion de la co-
hérence de l'adaptation. Chaque réplique est implantée selon le modèle Juice et encapsule
donc ses stratégies d'adaptation et les moyens de réaliser eﬀectivement les changements.
Cependant, cette approche ne fournit pas de mécanismes pour permettre aux répliques
d'un objet de prendre une décision de façon collective ou de coopérer avec les répliques
d'autres objets.
3.4.3 Synthèse
La spécialisation du service de gestion de la cohérence permet de réutiliser des mé-
canismes génériques puis de les spécialiser en fonction des exigences des applications et
de l'environnement d'exécution. Cependant, les systèmes actuels ne sont pas suﬃsamment
adaptatifs. D'une part, ils se limitent à tenir compte de quelques aspects de l'environnement
d'exécution, notamment la fréquence de mises à jour des répliques et les caractéristiques
réseau. D'autre part, les types d'adaptation supportés sont la conﬁguration de paramètres
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génériques et le changement d'implémentation. Ceci limite le spectre des stratégies de ges-
tion de cohérence qui peuvent être utilisées.
Par ailleurs, les mécanismes d'adaptation sont, en général, imbriqués dans la gestion
de la cohérence. Pour utiliser un tel système dans un environnement d'exécution diﬀérent,
il est souvent nécessaire de le reconstruire à partir de zéro ou de modiﬁer son code source.
De plus, la gestion de l'adaptation distribuée et coordonnée n'a pas été abordée dans la
littérature.
3.5 Conclusion
Ce chapitre a présenté diﬀérents systèmes de réplication existant dans la littérature et
les a analysé au regard de leur prise en compte de l'évolution des exigences des applications
et de l'environnement. Guidée par les grandes fonctionnalités d'un système de réplication
(placement, sélection et cohérence de répliques), cette analyse a mis en évidence la richesse
de la littérature en solutions pour ces fonctions. Cette richesse s'explique, en autres, par la
nature des propositions : souvent centrées sur une unique fonctionnalité, répondant à des
exigences spéciﬁques et/ou applicables dans des conditions d'exécution particulières.
Par ailleurs, nous avons montré que certains eﬀorts ont été réalisés pour modulariser les
solutions, permettre leur spécialisation et les rendre adaptables à l'évolution des exigences
et de l'environnement d'exécution. Néanmoins, ces eﬀorts restent insuﬃsants. D'une part,
la spécialisation et l'adaptation aux évolutions se limitent à la modiﬁcation d'un ensemble
de paramètres et, pour la gestion de la cohérence, au changement de l'implémentation ou de
l'assemblage des composants qui mettent en place la solution. D'autre part, les approches
qui proposent des solutions modulaires restent limitées à une fonctionnalité d'un système
de réplication et ne considèrent pas l'adaptation coordonnée de leur système.
Construire un système de réplication générique et spécialisable et qui soit muni des
mécanismes nécessaires à la prise en compte de l'évolution des exigences et de l'envi-
ronnement est une tâche complexe. Néanmoins, un tel système présente l'avantage d'être
utilisable par un large spectre d'applications indépendamment de l'environnement dans
lequel elles s'exécutent. Dans cette thèse, nous proposons d'aider à la construction d'un
tel système en proposant un modèle d'un système de réplication modulaire et ﬂexible. De
plus, nous proposons un modèle générique permettant l'adaptation dynamique distribuée
et coordonnée et nous l'appliquons à notre modèle de réplication pour rendre un système
de réplication auto-adaptable.
Chapitre 4
Modèle d'architecture pour
l'adaptation distribuée et coordonnée
4.1 Introduction
Les chapitres précédents ont mis en évidence les avantages et les limitations des ap-
proches actuelles pour adapter des applications distribuées et, en particulier, des systèmes
de réplication de données. Nous avons identiﬁé des besoins et des déﬁs à surmonter pour
améliorer les mécanismes d'adaptation, en particulier, les techniques de distribution et de
coordination de la gestion de l'adaptation.
Dans cette thèse, nous proposons une approche générique répondant à cet ensemble de
besoins et déﬁs pour le développement d'applications distribuées auto-adaptables. Notre
premier objectif est de faciliter la construction du système d'adaptation pour ce type d'ap-
plications en proposant des outils couvrant son cycle de vie, de la conception à l'exécution.
Le deuxième objectif est de fournir une solution de gestion de l'adaptation dynamique
distribuée et coordonnée.
Dans ce chapitre, nous nous intéressons essentiellement à l'aspect architectural d'un
système d'adaptation distribué en le décomposant en fonctions élémentaires qui identi-
ﬁent et séparent les diﬀérentes préoccupations. De plus, nous déﬁnissons des mécanismes
pour distribuer et coordonner les activités de gestion de l'adaptation dynamique. Nous les
illustrons essentiellement par des exemples d'adaptation de systèmes de réplication.
Dans la suite, nous présentons les notations et la terminologie qu'on adopte. Ensuite,
nous précisons les principes de notre approche pour la construction d'applications distri-
buées auto-adaptables. Puis, nous présentons notre architecture logicielle pour la gestion
distribuée et coordonnée d'adaptation dynamique.
4.2 Notations et terminologie
Dans cette section, nous déﬁnissons le concept de composant ainsi que la terminologie
et les notations que nous utilisons dans ce document.
4.2.1 Composant logiciel et modèle architectural
Nous considérons une application comme une collection de composants logiciels qui
collaborent ensemble et qui peuvent être déployés sur plusieurs machines. Nous déﬁnis-
sons un composant logiciel comme étant une entité logicielle réutilisable qui fournit et
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requiert des interfaces fonctionnelles (liées à la logique applicative) et qui fournit un en-
semble d'interfaces de contrôle 1. Les interfaces fournies sont appelées interfaces serveur ;
les interfaces requises sont des interfaces client. Les interfaces de contrôle permettent de
gérer des aspects non fonctionnels comme suspendre/reprendre l'exécution d'un composant
et connecter/déconnecter les composants. Ces interfaces sont toujours de type serveur.
La description de l'architecture logicielle d'une application s'intéresse aux composants,
à leurs connexions et aux informations de conﬁguration et de déploiement des composants
qui la constituent. Il s'agit d'une vision statique à un instant t. Au centre de la ﬁgure 4.1
nous présentons un exemple de description de l'architecture logicielle d'une application.
Elle est constituée de quatre composants ( comp1  -  comp4 ) de trois types diﬀérents
( Type1  -  Type3 ) et de leurs connexions. Pour chaque composant, des informations
nécessaires à son déploiement y sont associées.
Une architecture logicielle est instanciée et déployée (voir partie basse de la ﬁgure 4.1)
en utilisant les informations associées aux composants qui le constituent. Elle doit pouvoir
évoluer suite à des changements dans le contexte d'exécution. Aﬁn de permettre cette
évolution, nous utilisons la notion de modèle architectural. Un modèle architectural déﬁnit
les types de composants existant dans une famille de logiciels et les contraintes à respecter
par cette famille, notamment en terme de nombre d'instances de composants, de connexions
autorisées entre les types et de paramètres de conﬁguration des types de composants. Il
contient ainsi les éléments communs à tous les systèmes qu'on peut instancier et identiﬁe
les points de variation possibles. La partie haute de la ﬁgure 4.1 présente un exemple de
modèle architectural pour une famille d'applications. Il correspond au modèle architectural
respecté par la description d'architecture au centre de la même ﬁgure. Une application est
ainsi développée en spécialisant un modèle architectural déﬁni pendant une phase initiale
de conception.
4.2.2 Modélisation d'une architecture logicielle
Nous utilisons UML 2.3 [Gro10] pour la modélisation des composants d'une architecture
et leur assemblage. En eﬀet, ce standard propose la notion de  component , pour la
modélisation de logiciels à base de composants. Associés à cette notion, plusieurs autres
concepts sont déﬁnis, notamment celui d'interface oﬀerte et requise, de port, de structure
composite et de connecteur. Nous les introduisons rapidement dans ce paragraphe.
UML 2.3 déﬁnit un composant comme étant une partie d'un système qui encapsule son
contenu et qui déﬁnit son comportement en terme d'interfaces fournies et requises. Cette
déﬁnition est compatible avec notre déﬁnition de composant. Les interfaces contiennent
un ensemble d'opérations et de contraintes OCL [Gro10]. Un port est un regroupement
d'interfaces qui déﬁnit un point pour la conduite des interactions entre le composant et son
environnement. Nous utilisons dans nos modèles des ports simples (simple ports). Il s'agit
de ports qui ont une interface unique. Un port est appelé port fourni lorsqu'il s'agit d'une
interface fournie et port requis si l'interface est requise.
Un composant peut être atomique ou composite. Un composant atomique est un élément
exécutable du système. Un composant composite est déﬁni comme un ensemble cohérent
de parties appelées parts. Dans nos modèles, chaque partie correspond à un composant
logiciel.
La connexion entre les interfaces requises et fournies se fait au moyen de connecteurs.
1. Nous utilisons le terme composant pour faire référence aussi bien à une instance exécutable qu'au
composant lui même. Lorsqu'une ambiguïté est possible, le terme instance de composant sera utilisé pour
désigner une instance de composant en cours d'exécution.
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Figure 4.1  Description d'un modèle architectural pour une famille d'applications
On distingue deux types de connecteurs : les connecteurs de délégation et les connecteurs
d'assemblage (voir ﬁgure 4.2). Le connecteur de délégation relie une interface externe via
un port à une partie (part) interne réalisant l'interface. Cela illustre le transfert de l'appel
entre le composant et la partie qui réalise l'opération. Le connecteur d'assemblage est
un connecteur qui exprime la liaison entre deux ports, un composant fournit donc des
opérations que l'autre utilise.
Connecteur d'assemblage 
Connecteur de délégation   
Figure 4.2  Notation graphique des connecteurs UML 2.3
En ce qui concerne la représentation graphique d'un composant, nous utilisons le stéréo-
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type  component , standard dans UML, pour indiquer qu'il s'agit d'un composant (voir
ﬁgure 4.3). Les instances d'un composant et ses interfaces peuvent être anonymes ou nom-
mées. Dans le premier cas, nous représentons le nom d'une instance (resp. interface) sous la
forme  :type du composant  (resp.  :type d'interface ) et dans le deuxième, sous
la forme  nom du composant :type du composant  (resp.  nom d'interface :type
d'interface ). De plus, dans le but de faciliter la distinction entre les diﬀérents types
d'interface dans notre représentation graphique des composants, nous suivons les conven-
tions suivantes :
• les interfaces fonctionnelles serveur sont présentées sur le côté gauche du composant,
• les interfaces fonctionnelles client sont présentées sur le côté droit du composant et
• les interfaces de contrôle sont présentées sur la partie haute du composant.
Enﬁn, nous avons choisi d'annoter un composant par une liste d'attributs et leurs
valeurs. Ces attributs représentent les points de variation permettant de spécialiser un
composant diﬀéremment ou l'adapter dynamiquement en faisant des choix spéciﬁques sur
les valeurs des attributs déﬁnis. Les attributs possibles et leurs signiﬁcations seront décrits
dans le paragraphe suivant.
Attributes:
‐ algorithms=[algo1, .. ,algon]
‐ algoParameters=[[algo1,{p1=value1, .. ,pi=valuei}], .. , [algom,{p1=value1, .. ,pj=valuej}]]
‐ node=nk
nom : Type
<<component>>
nom : Type
nom : Type nom : Type
Interface serveur Interface client Interface de contrôlePort
Figure 4.3  Notation graphique d'un composant logiciel
4.2.3 Description d'un modèle architectural
UML ne déﬁnit pas de diagramme spéciﬁque pour décrire un modèle architectural.
Ainsi, dans ce paragraphe nous présentons notre propre description et sa sémantique et
nous donnons sa représentation graphique.
Nous présentons d'abord les éléments pouvant être présents dans un modèle architec-
tural puis nous donnons la représentation graphique de ces éléments.
• Type d'interface. Un type d'interface est décrit par une liste d'opérations (leur signa-
ture), un rôle (client ou serveur), et une multiplicité.
• Type de port. Sa description comprend uniquement le type de l'interface associée.
• Type de composant primitif. Il est décrit par le type de ses ports et une multiplicité.
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• Type de composant composite. Sa description inclut le type des composants qu'il peut
contenir, les connexions possibles entre eux et le type de ses ports.
• Multiplicité d'un type de composant. Il s'agit d'un intervalle [min..max] d'entiers
positifs qui indique le nombre possible d'instances de composants de ce type. Nous
appelons ce nombre cardinalité du composant. La ﬁgure 4.4 déﬁnit les multiplicités
possibles et leur signiﬁcation.
0..1 Aucune ou une instance
1 Une instance exactement
0..* ou * Aucune ou plusieurs 
instances
1..* Une instance ou plusieurs 
( )au moins une
Figure 4.4  Multiplicités possibles d'un type de composant
• Multiplicité d'un type d'interface client. Il s'agit d'un intervalle [min..max] d'entiers
positifs qui spéciﬁe le nombre possible d'interfaces de ce type pour un composant qui
le déclare. Nous appelons ce nombre cardinalité de l'interface. Un nombre max égal
à 1 signiﬁe que le composant doit avoir au maximum une interface de ce type. Si le
nombre max est *, le composant peut avoir un nombre arbitraire d'interfaces de ce
type.
Par ailleurs, lorsqu'un type de composant déclare un nombre min de 0, un composant
peut s'exécuter sans avoir une interface de ce type connectée à une interface serveur.
Lorsque ce nombre est égal à 1, la ou les interfaces instanciées doivent être connectées
à des interfaces serveur pour que le composant puisse s'exécuter.
• Multiplicité d'un type d'interface serveur. Il s'agit aussi d'un intervalle [min..max]
d'entiers positifs qui spéciﬁe le nombre de composants que peuvent utiliser ce type
d'interface. Comme dans le cas des interfaces client, nous appelons ce nombre car-
dinalité de l'interface. Si le nombre min est 0, l'interface serveur peut ne pas être
fournie. Si min est 1, l'interface est utilisée par au moins une interface client.
Par ailleurs, lorsque le nombre max est 1, l'interface peut être utilisée par une seule
interface client. Si ce nombre est *, elle peut être utilisée par un nombre arbitraire
d'interfaces client.
• Attributs. Les attributs d'un type de composant identiﬁent les propriétés qu'on peut
conﬁgurer. Ces propriétés concernent l'emplacement physique du composant (attribut
node), ses comportements possibles, exprimés par les algorithmes qu'il peut encap-
suler (attribut algorithms), et une liste possible de paramètres de conﬁguration de
chaque algorithme (algoParameters). Lors d'une spécialisation, un composant peut
avoir un nombre arbitraire d'algorithmes, chacun ayant (ou pas) des paramètres de
conﬁguration. Ainsi, par exemple, dans la ﬁgure 4.1, l'algorithme du composant comp2
ne peut pas être modiﬁé mais il est possible d'agir sur ses paramètres. L'algorithme
des composants comp3 et comp4 est modiﬁable mais n'a pas de paramètres.
La ﬁgure 4.5 représente la notation graphique que nous adoptons pour la représentation
d'un type de composant. Le stéréotype  type , standard dans UML 2.3, est utilisé pour
indiquer qu'il s'agit d'un type de composant. Nous précisons en dessous du stéréotype le
nom du type. Nous représentons à gauche le type des interfaces serveur, à droite le type des
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Attributes:
‐ algorithms
‐ algoParameters
‐ node
Type d’interface
min max
<<type>>min..max
..
Type du composant
Type d’interface Type d’interface
min maxmin max ....
Figure 4.5  Notation graphique d'un type de composant
interfaces client et en haut le type des interfaces de contrôle. Une multiplicité est indiquée
pour chaque type d'interface ainsi que pour le type de composant lui-même. Les nota-
tions graphiques de type de port et de type d'interface sont les mêmes que celles utilisés
respectivement pour le port et l'interface aﬁn de montrer facilement dans les schémas la
correspondance entre un modèle architectural et une description d'architecture logicielle.
Enﬁn, la liste des attributs d'un composant est représentée par une annotation. Cette an-
notation n'est pas nécessaire dans le cas d'un composant composite puisqu'on peut annoter
les composants qu'il inclut.
4.3 Principes de construction d'applications auto-adaptables
Nous suivons le principe de séparation entre l'aspect adaptation et l'aspect métier. Ce
principe assure l'externalisation des mécanismes de contrôle de l'adaptation de l'application
et il a été suivi dans plusieurs approches existantes [GCH+04, FHS+06, OMT08].
Si l'application à adapter est elle même conçue de façon modulaire, son adaptation sera
plus ﬁne. L'adaptation d'applications conçues de manière non modulaire peut être eﬀectuée
mais elle sera moins précise.
Pour qu'une application soit adaptable, un ou plusieurs de ses composants doivent l'être.
Un composant adaptable inclut des moyens pour le surveiller et modiﬁer son comportement.
Il peut s'agir des mécanismes de bas niveau fournis par le modèle de composant utilisé (par
exemple, création/suppression de composants) mais il peut aussi s'agir d'opérations plus
évoluées qui se basent sur ces mécanismes. Dans les deux cas, les composants adaptables
exposent des interfaces de contrôle qui incluent ces opérations, interfaces qui pourront
être utilisées par un système d'adaptation concret. C'est en utilisant ces interfaces qu'un
système d'adaptation agit et surveille une application. Nous appelons l'ensemble système
d'adaptation - application, une application auto-adaptable.
Quant au système d'adaptation, nous le concevons de façon modulaire aﬁn de faciliter sa
spécialisation selon l'application cible à adapter (voir ﬁgure 4.6). Pour faciliter sa construc-
tion, nous proposons deux outils. Le premier est un modèle architectural pour la gestion
de l'adaptation. Il spéciﬁe les contraintes à respecter par tous les systèmes d'adaptation.
Un expert en adaptation fournit la description de l'architecture du système d'adaptation.
Dans cette description, les composants que doivent constituer un système d'adaptation, les
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Figure 4.6  Principes de construction d'un système d'adaptation
connexions entre eux et les connexions avec les composants de l'application sont spéciﬁés.
Le deuxième outil est une fabrique qui, à partir de la description d'architecture du
système d'adaptation à déployer, (1) vériﬁe que les contraintes du modèle architectural
sont bien respectées par l'architecture décrite, (2) instancie le système d'adaptation, (3)
recherche les références vers les interfaces de contrôle d'adaptation fournies par l'applica-
tion cible et (4) connecte le système d'adaptation avec l'application selon les connexions
spéciﬁées.
4.4 Fonctions pour l'adaptation dynamique distribuée
Nous considérons un système d'adaptation dynamique comme un assemblage de com-
posants qui implantent les fonctions nécessaires à rendre une application auto-adaptable.
Dans un système d'adaptation distribué, les composants qui implantent chaque fonction
peuvent être exécutés sur des sites diﬀérents. Un tel système peut être utilisé pour adap-
ter une application distribuée. Dans ce paragraphe, nous présentons ces fonctions et leurs
dépendances (voir ﬁgure 4.7), leur modélisation par assemblage de composants et leur
distribution seront adressées dans la section 4.5.
Les deux fonctions principales sont la gestion du contexte et la gestion d'adaptation.
Cette séparation permet de distinguer deux étapes importantes de l'adaptation : la sur-
veillance et la détection de changements du contexte d'exécution d'une part, et la réaction
au changement d'autre part. La distribution logique et physique des entités logicielles as-
surant chaque fonction peut être ainsi étudiée séparément. Associées à ces deux fonctions
principales, l'observation et la reconﬁguration réalisent eﬀectivement les opérations de sur-
veillance et de modiﬁcation de l'application [FLG06]. Enﬁn, à la diﬀérence des travaux
existants, nous considérons la coordination comme une fonction à part entière qui peut
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être assurée par des types de composants dédiés comme le montrera le paragraphe 4.5.6.
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Figure 4.7  Fonctions pour l'adaptation dynamique distribuée
4.4.1 Observation et reconﬁguration
Ces deux fonctions permettent respectivement d'ajouter des sondes et d'agir sur l'ap-
plication. La fonction d'observation assure la collecte des informations sur l'application et
son environnement d'exécution. Cette collecte se fait par un ensemble de capteurs phy-
siques comme une caméra pour localiser un patient à domicile. Elle est assurée aussi par
des capteurs logiques qui permettent d'ajouter des sondes aux composants de l'application.
Par exemple, les requêtes d'accès aux données peuvent être interceptées pour calculer le
nombre de lectures et le nombre d'écritures des données pendant un intervalle de temps.
Par ailleurs, la fonction de reconﬁguration met en ÷uvre les actions d'adaptation par
un ensemble d'eﬀecteurs. Un eﬀecteur est une entité logicielle spécialisée qui applique des
actions d'adaptation primitives comme changer la valeur d'un paramètre ou supprimer une
connexion entre deux composants. Ces actions doivent être déﬁnies selon les modiﬁcations
de l'application souhaitées et les facilités associées au modèle de composants choisi pour
l'implémentation.
Ainsi, ces deux fonctions ajoutent à l'application les mécanismes de base nécessaires
pour être surveillée et adaptée. Nous utiliserons le terme  application adaptable  pour
désigner l'ensemble des fonctionnalités d'une application et des eﬀecteurs et/ou capteurs
logiques.
4.4.2 Gestion du contexte et d'adaptation
Ces deux fonctions assurent les activités nécessaires pour contrôler l'adaptation de l'ap-
plication distribuée. La première collecte, interprète et agrège les données brutes fournies
par les capteurs. Elle rend l'application sensible au contexte et détecte les changements
qui nécessitent l'adaptation. Elle notiﬁe ces changements aux entités appropriées qui par-
ticipent à la réalisation de la fonction de gestion d'adaptation.
La fonction de gestion d'adaptation détermine quelle partie ou quel service de l'appli-
cation doit être adapté et les moyens d'y parvenir. Pour cela, cette fonction doit décider
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des modiﬁcations à apporter à l'application, déﬁnir les moyens de l'atteindre et contrôler
l'exécution des actions d'adaptation réalisées par les eﬀecteurs.
Par la suite, nous utiliserons le terme  application auto-adaptable  pour désigner une
application adaptable enrichie avec la fonction de gestion d'adaptation et de gestion de
contexte.
4.4.3 Coordination
Cette fonction permet de coordonner les activités de la gestion d'adaptation qui peuvent
être réparties entre plusieurs composants logiciels. Ainsi, elle permet à ces composants de
prendre des décisions d'adaptation de façon collective et de coordonner le contrôle de
l'exécution des actions d'adaptation réparties quand nécessaire.
4.5 Modèle architectural pour la gestion distribuée de l'adap-
tation dynamique
L'adaptation dynamique distribuée doit être basée sur un modèle, une méthodologie
et des outils permettant d'en maîtriser la conception et l'implémentation. Pour ceci, nous
avons déﬁni un modèle architectural pour développer des systèmes d'adaptation distribués.
Ce modèle spéciﬁe la structure et la sémantique d'une architecture d'adaptation distribuée
et impose des contraintes explicites pour construire un système d'adaptation respectant
l'architecture. Cette structuration est un moyen de briser la complexité inhérente d'un
système d'adaptation distribué en le divisant en éléments coopérants et réutilisables. De
plus, le modèle déﬁnit des points de variation entre une famille de systèmes d'adaptation.
Il sera l'élément clé du processus de développement d'un système d'adaptation.
L'apport principal de notre modèle est qu'il permet de gérer l'adaptation de manière
distribuée et coordonnée et d'exprimer des points de variation entre les systèmes d'adap-
tation.
Dans ce paragraphe, nous présentons notre modèle architectural pour distribuer la
gestion d'adaptation. Ensuite, nous étendons le modèle pour supporter la coordination des
activités des entités logicielles qui gèrent l'adaptation de façon distribuée et nous précisons
les techniques de coordination des prises de décision et des contrôles de modiﬁcations d'une
application. Finalement, nous décrivons en détail le protocole de négociation que nous avons
déﬁni dans le but d'assurer la coordination des prises de décisions d'adaptation.
Pour la déﬁnition de notre modèle, nous considérons un ensemble de contraintes qui
sont : (i) l'indépendance vis-à-vis des standards et des modèles de composants existants,
(ii) la ﬂexibilité et l'extensibilité du modèle, (iii) la modularité des mécanismes de la gestion
d'adaptation et (iv) la prise en compte de la nature distribuée des logiciels à adapter et de
l'hétérogénéité éventuelle de leurs environnements d'exécution.
4.5.1 Types de composants pour la gestion de l'adaptation
Les deux fonctions principales pour rendre une application distribuée auto-adaptable
sont la gestion de contexte et la gestion d'adaptation. Elles sont assurées par deux types de
composants composites :  ContextManager  (gestionnaire de contexte) et  Adaptation-
Manager  (gestionnaire d'adaptation).
Un composant peut être observable et/ou adaptable. L'observation et l'adaptation sont
assurées par les capteurs et les eﬀecteurs qui exposent respectivement une interface d'obser-
vation de type  ObserveItf  et une interface de reconﬁguration de type  ModifyItf 
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Figure 4.8  Exemple d'un composant auto-adaptable
comme le montre la ﬁgure 4.8. Nous appelons composant adaptable un composant de l'ap-
plication qui oﬀre une interface de type  ModifyItf  pour permettre sa reconﬁguration.
Un composant qui inclut des mécanismes pour le surveiller est appelé composant observable.
Pour qu'un composant soit auto-adaptable, il doit être interconnecté avec un gestionnaire
d'adaptation et éventuellement avec un gestionnaire de contexte.
Un composant de type  ContextManager  interagit avec des capteurs associés à l'en-
vironnement d'exécution et à l'application aﬁn de collecter les informations nécessaires
pour caractériser le contexte d'exécution.
Un composant de type  AdaptationManager  interagit avec les eﬀecteurs pour contrô-
ler l'exécution des actions à l'échelle d'un ensemble de composants aﬁn d'appliquer des
adaptations de comportement, de structure et/ou de distribution de l'application.
Une interaction asynchrone par un mécanisme de  publication-souscription  (publish-
subscribe) permet de notiﬁer via une interface de type  NotifyItf  le gestionnaire
d'adaptation des changements du contexte pouvant nécessiter une adaptation. Un ges-
tionnaire d'adaptation s'inscrit à des événements auprès du gestionnaire de contexte en
utilisant une interface de type  SubscribeItf . La détection d'un changement appro-
prié du contexte déclenche la notiﬁcation de l'abonné. Le gestionnaire d'adaptation peut
ausssi interroger le gestionnaire de contexte en utilisant l'interface de type  MonitorItf 
pour récupérer des informations utiles à l'adaptation en mode requête/réponse.
4.5.2 Distribution de la gestion de l'adaptation dynamique
Pour distribuer la gestion de l'adaptation, notre approche permet de déﬁnir une ar-
chitecture d'un système d'adaptation composé d'un nombre arbitraire de composants de
type  ContextManager  (multiplicité 1..*) et d'un nombre arbitraire de composants de
type  AdaptationManager  (multiplicité 1..*). Le contrôle de l'adaptabilité d'une ap-
plication distribuée résulte des activités des diﬀérents gestionnaires qu'inclut le système
d'adaptation (voir ﬁgure 4.9).
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Figure 4.9  Modèle architectural pour une gestion distribuée d'adaptation
Gestionnaires de contexte et d'adaptation. La portée des activités de chaque ges-
tionnaire du contexte est limitée à un environnement spéciﬁque (WLAN, un groupe de
n÷uds voisins dans un réseau ad hoc...) ou à un ensemble particulier d'aspects contex-
tuels (par exemple un gestionnaire de contexte pour chaque couche : application, réseau et
système d'exploitation). En eﬀet, plusieurs gestionnaires de contexte peuvent être utilisés
surtout lorsque l'environnement d'exécution est fortement hétérogène et qu'un grand vo-
lume d'informations contextuelles doit être géré. La gestion de contexte devient plus eﬃcace
puisque chacun d'eux est dédié à des aspects contextuels particuliers. En outre, l'échange
d'informations de contexte (collecte des mesures et notiﬁcation des changements) peut être
limité à des sous-domaines réseau pour réduire le traﬁc réseau et la latence.
Enﬁn, un gestionnaire de contexte pouvant utiliser un nombre arbitraire de capteurs
physiques ou logiques, une interface client de type  ObserveItf  a une multiplicité 1..*.
Notre approche limite aussi la portée des activités de chaque gestionnaire d'adapta-
tion à un sous-ensemble de composants de l'application distribuée. Un sous-ensemble est
constitué de composants qui collaborent pour assurer un ou plusieurs services spéciﬁques
et/ou sont placés proches géographiquement. La politique d'adaptation d'une application
distribuée est décomposée en sous-politiques, chacune tient compte d'une partie limitée
d'informations de contexte et elle est spécialisée pour adapter un sous-ensemble des com-
posants de l'application. Par conséquent, chaque gestionnaire a un champ d'action limité
et le comportement d'adaptation résulte des diﬀérentes actions locales des diﬀérents ges-
tionnaires d'adaptation.
Chaque gestionnaire d'adaptation s'abonne à des événements auprès d'un ou plusieurs
gestionnaires de contexte selon les composants qu'il adapte et les champs d'action de ces
gestionnaires. Chaque gestionnaire de contexte notiﬁe les gestionnaires d'adaptation abon-
nés des événements qui les concernent et répondent aux requêtes de consultation de contexte
provenant des diﬀérents gestionnaires d'adaptation. Pour cela, les interfaces client et ser-
veur de type  MonitorItf ,  SubscribeItf  et  NotifyItf  ont une multiplicité
1..*.
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Enﬁn, un gestionnaire d'adaptation reconﬁgurant un nombre arbitraire de composants
de l'application, l'interface client de type  ModifyItf  a une multiplicité 1..*.
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Figure 4.10  Exemple de distribution de la gestion d'adaptation dynamique
La ﬁgure 4.10 montre un exemple d'une application et un ensemble d'instances de
gestionnaires de contexte et d'adaptation qui lui sont associées aﬁn de la rendre auto-
adaptable. L'application est composée de 5 composants répartis sur trois n÷uds, trois parmi
eux sont observables et adaptables. Le système d'adaptation se constitue de 2 composants
de type  ContextManager  et de 3 composants de type  AdaptationManager . Le
gestionnaire de contexte gc1 et le gestionnaire d'adaptation ga1 sont associés seulement
au composant adaptable c1 car il est placé loin géographiquement des autres composants de
l'application. Les composants adaptables c2 et c3 sont placés sur deux machines distinctes
et proches. Les aspects contextuels auxquels on s'intéresse pour ces deux composants sont
similaires. Ainsi, on instancie un seul gestionnaire de contexte gc2 pour les gérer. On
applique des politiques d'adaptation diﬀérentes aux deux composants. Donc chacun est
géré par un gestionnaire d'adaptation distinct (ga2 et ga3 ) hébergé sur la même machine
que le composant qu'il adapte.
Coordination. Le modèle présenté permet de distribuer la gestion de l'adaptation dy-
namique. Cependant certains composants de l'application peuvent être dépendants. Ainsi,
certains scénarios d'adaptation nécessitent la coordination des activités des gestionnaires
d'adaptation pour prendre des décisions de façon collective et pour reconﬁgurer des com-
posants applicatifs de manière coordonnée. La coordination s'apparente aux interactions
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entre un groupe de gestionnaires d'adaptation pour coordonner leurs activités de prises de
décisions et de contrôle des reconﬁgurations des diﬀérents composants. Pour cela, les ges-
tionnaires d'adaptation doivent intégrer des composants appropriés pour la coordination.
Notre proposition pour gérer l'aspect coordination sera présentée dans le paragraphe 4.5.6.
4.5.3 Modèle architectural du gestionnaire de contexte
Nous avons déﬁni un modèle architectural de base de gestionnaire de contexte ( Con-
textManager ) en nous inspirant de travaux existants sur les systèmes sensibles au contexte
[DAS01, CFJ03, KMK+03, GPZ04, RCS08].
Dans notre modèle, un composant de type  ContextManager  est un composite qui
inclut 6 types de composants primitifs présentés dans la ﬁgure 4.11. Un gestionnaire de
contexte doit contenir une seule instance de chacun (multiplicité 1). Comme il s'agit d'un
modèle de base, des extensions sont possibles pour ajouter de nouvelles fonctions ou pour
raﬃner les existantes.
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Figure 4.11  Modèle architectural d'un gestionnaire de contexte
Le composant de type  ContextAcquisitionManager  (gestionnaire d'acquisition de
contexte) permet de collecter des mesures, les traiter et générer des données contextuelles
exploitables par les services d'adaptation. Il prend en entrée des mesures des capteurs
physiques ou logiques en utilisant des interfaces client de type  ObserveItf  et expose des
données contextuelles de haut niveau. Par exemple, il peut s'agir de calculer la localisation
de l'utilisateur par triangularisation. Ces données sont stockées pour être utilisées par les
autres services. Le gestionnaire peut observer plusieurs entités donc l'interface client de
type  ObserveItf  a une multiplicité 1..*.
Le composant de type  Interpreter  (interpréteur) interprète des données fournies
par le gestionnaire d'acquisition. Les données reçues sont interprétées séparément pour
chaque type de mesure aﬁn de fournir une donnée contextuelle signiﬁcative. Par exemple,
64 Modèle d'architecture pour l'adaptation distribuée et coordonnée
un événement de diminution de bande passante peut être à lui seul non représentatif. Par
contre s'il se répète dans le temps, il peut indiquer que l'utilisateur s'éloigne d'un point
d'accès et donc être signiﬁcatif. L'interpréteur stocke donc, si besoin, les valeurs mesurées
par type d'événement.
La fonction du composant de type  AggregationManager  (gestionnaire d'agréga-
tion) consiste à regrouper un ensemble de données contextuelles de type diﬀérent aﬁn
d'en créer de nouvelles. Tout d'abord, il collecte les données contextuelles nécessaires qui
peuvent être stockées pour les utiliser ultérieurement. Une fois toutes les informations sont
obtenues, elles sont traitées pour créer une nouvelle information contextuelle. Par exemple,
avec les mesures du temps de transmission et du débit du réseau on peut déterminer si le
réseau est chargé.
Le composant de type  NotificationManager  (gestionnaire de notiﬁcations) per-
met de transmettre les événements du changement du contexte pertinents pour un ou
plusieurs gestionnaires d'adaptation via l'interface client de type  NotifyItf . Pour cela
cette interface a une multiplicité 1..*. Par exemple, suite au dépassement d'un seuil sur
une jauge de consommation de la mémoire, l'attribut mémoire disponible passe de l'état
suﬃsante à l'état insuﬃsante. Les gestionnaires d'adaptation abonnés vont, sur réception
de cet évènement, démarrer un processus d'adaptation.
Le composant de type  ConsultationManager  (gestionnaire de consultation) permet
à un nombre arbitraire de gestionnaires d'adaptation de consulter des données contextuelles
via l'interface de type  MonitorItf . Par exemple, on demande des informations sur la
disponibilité des ressources sur un groupe de serveurs. Ces informations permettent de
choisir sur quel serveur il faut migrer un composant de l'application.
Enﬁn, le composant de type  StorageManager  (gestionnaire de stockage) permet aux
autres composants de stocker des données contextuelles et d'y accéder via les interfaces
de types  StoreItf  et  AccessItf . Par exemple, le gestionnaire d'acquisition de
contexte demande à ce type de composant de stocker des données que le gestionnaire
d'agrégation utilise.
4.5.4 Modèle architectural du gestionnaire d'adaptation
La ﬁgure 4.12 montre le modèle architectural de base d'un composant de type  Adap-
tationManager . Ce modèle ne permet pas l'interaction entre des composants du même
type ( AdaptationManager ) et il sera étendu pour permettre une gestion distribuée et
coordonnée de l'adaptation.
Ce modèle spéciﬁe trois types de sous-composants essentiels pour la gestion de l'adap-
tation :  DecisionMaker  (décideur),  Planner  (planiﬁcateur) et  Executor  (exé-
cuteur). Un gestionnaire d'adaptation est un composite qui contient une seule instance de
chaque type (multiplicité 1). Les trois types de composant ont un attribut node. Ainsi, on
peut spécialiser le n÷ud sur lequel est deployé un composant de chaque type. De plus, il
est possible de spécialiser le comportement des composants de type  DecisionMaker  et
 Planner  en donnant une valeur à l'attribut algoParameters. Cet attribut sert à conﬁ-
gurer l'algorithme qu'implémente le composant. La spécialisation de comportement d'un
gestionnaire d'adaptation sera détaillée dans le paragraphe suivant.
Le composant de type  DecisionMaker  se charge des prises de décisions d'adapta-
tion et il fournit en sortie une stratégie d'adaptation à appliquer. Dans ce but, il s'abonne
à des événements auprès d'un ou plusieurs gestionnaires de contexte en utilisant son in-
terface client de type  SubscribeItf  ayant une multiplicité 1..*. Il est donc notiﬁé
des changements du contexte par les gestionnaires de contexte via l'interface serveur de
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Figure 4.12  Modèle architectural d'un gestionnaire d'adaptation
type  NotifyItf . Il peut être nécessaire aussi d'eﬀectuer des mesures particulières du
contexte en complément des informations contenues dans l'événement. C'est pourquoi le
décideur peut être lié à un ou plusieurs gestionnaires de contexte par l'intermédiaire de
l'interface client de type  MonitorItf . Le décideur choisit la stratégie appropriée qui
précise les changements à apporter à la conﬁguration actuelle (par exemple, modiﬁer l'al-
gorithme du placement des répliques). Il en informe le composant de type  Planner  en
utilisant l'interface client de type  PlanItf .
Le composant de type  Planner  identiﬁe une séquence d'actions d'adaptation sous
forme d'un plan pour mettre en ÷uvre la stratégie choisie par le décideur. Par exemple, il
peut s'agir de désactiver un composant, le remplacer par un autre et démarrer le nouveau
composant. Un composant de type  Planner  peut requérir des informations contex-
tuelles particulières au sujet de l'application ou l'environnement. Pour cela, il a une in-
terface client de type  MonitorItf  ayant une multiplicité 1..* pour interagir avec un
nombre arbitraire de gestionnaire de contexte. Séparer la prise de décision et la planiﬁca-
tion permet de distinguer l'objectif à atteindre (la stratégie) de la manière de l'atteindre
(le plan). Ainsi, une même stratégie peut être adoptée par plusieurs composants, mais exé-
cutée de manières diﬀérentes. Le planiﬁcateur envoie le plan d'adaptation à l'exécuteur en
utilisant l'interface de type  ExecuteItf .
Le composant de type  Executor  contrôle l'application du plan d'adaptation qu'il
reçoit. Pour cela, il interagit avec les eﬀecteurs associés aux composants via l'interface
client de type  ModifyItf  qui a une multiplicité 1..*. Il prend en compte l'exécution
de l'application adaptable qui est en cours et cordonne l'application des actions lorsque
plusieurs composants de l'application sont impliqués.
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4.5.5 Spécialisation de la gestion d'adaptation
Nous adoptons une approche orientée politique décrite dans le paragraphe 2.4.1 où la
logique d'adaptation est décrite sous forme de politiques externes, dissociées de l'implé-
mentation des services. Cette approche présente de nombreux avantages. En premier lieu,
elle facilite le développement du système d'adaptation. En exprimant l'adaptation dans un
langage de haut niveau, le développeur n'est pas obligé de comprendre tous les détails de
la mise en ÷uvre du service d'adaptation lors de la déﬁnition ou la lecture d'une politique
donnée. En deuxième lieu, il est plus facile d'analyser les dépendances entre les diﬀérents
aspects de l'adaptation et de détecter les conﬂits potentiels. En troisième lieu, cette ap-
proche ouvre la porte à la réutilisation des mêmes services d'adaptation dans des contextes
diﬀérents en les spécialisant diﬀéremment selon les besoins d'adaptation de l'application.
Enﬁn, avec le niveau de découplage obtenu, il est plus facile de permettre le changement
dans la logique d'adaptation en cours d'exécution, sans qu'il soit nécessaire de recompiler
et de redéployer le système d'adaptation.
Dans notre approche, une politique est un ensemble de règles sous la forme événement-
condition-action (ECA). Chaque règle se compose d'un  trigger  qui se déclenche lors-
qu'un événement est reçu, d'une condition qui doit être vériﬁée, et d'une action à exécuter.
En eﬀet, l'une des exigences clés des mécanismes d'adaptation proposées est la facilité de
leur spécialisation par un intervenant humain. Les règles ECA est un paradigme bien connu
dans le domaine de la représentation des connaissances [BL04, Sow00] et elles oﬀrent une
bonne lisibilité de la représentation de celles-ci. De plus, l'utilisation de ces règles aborde
l'un des objectifs prioritaires lors de la conception d'un système, à savoir la similitude à la
pensée humaine et l'amélioration de la facilité d'utilisation [BKI06]. Deux types de compo-
sants du modèle d'un gestionnaire d'adaptation utilisent la notion de politique : le décideur
et le planiﬁcateur. Dans les deux cas, la politique spécialise le comportement du composant.
Ainsi, l'attribut algoParameters pour ces types inclut un seul paramètre correspondant à
la politique à utiliser.
ReplicaPlacementAdaptationStrategy
‐ algoParams : Set
l Al i h N S i‐ p acement gor t m ame :  tr ng
hostName : String‐  
Figure 4.13  Classe UML représentant un type de stratégies d'adaptation d'un composant
de placement de répliques
Le décideur interprète une politique que nous appelons politique d'adaptation. Cette
politique spéciﬁe le raisonnement qui permet de décider quelle modiﬁcation est exigée. Le
décideur utilise la politique pour choisir un type de stratégie d'adaptation et le paramétrer.
Ainsi, par exemple, la ﬁgure 4.13 montre le type disponible pour déﬁnir des stratégies
d'adaptation pour un composant de gestion du placement de répliques. Dans ce type, le
nom de l'algorithme de placement ainsi que ses paramètres de conﬁguration et le n÷ud où
doit être déployé le composant peuvent être déﬁnis. Une stratégie d'adaptation consistant à
adopter un algorithme de placement aléatoire avec un degré de réplication égal à 10, consiste
Modèle architectural pour la gestion distribuée de l'adaptation dynamique 67
donc à initialiser l'attribut placementAlgorithmName avec  RandomPlacementStrategy  et
l'attribut algoParams à la valeur 10. Une autre stratégie d'adaptation possible est de migrer
le composant sur une autre machine. Dans ce cas, le nom du nouveau n÷ud qui va héberger
le composant doit être spéciﬁé dans la variable hostName. Le nombre d'attributs dans ce
type de stratégie est suﬃsant pour appliquer deux types d'adaptation : la modiﬁcation du
comportement (algorithme et paramètres) et la modiﬁcation de la distribution.
Un planiﬁcateur interprète un autre type de politique que nous appelons guide comme
dans [BAP07]. Le guide permet au planiﬁcateur de choisir un type de plan d'adaptation
approprié à une stratégie d'adaptation et de conﬁgurer ses variables en se basant sur
les informations indiquées dans la stratégie. Par exemple, il peut extraire, à partir de la
stratégie d'adaptation, le nom d'algorithme à utiliser et les valeurs de ses paramètres de
conﬁguration.
AdoptNewReplicaPlacementBehaviorPlan
‐ actionsList : Sequence
+ modifyPlacementAlgorithm(      
placementAlgorithmName )
+ configureParameters( parameters )
Figure 4.14  Classe UML représentant un plan d'adaptation de stratégie de placement
de répliques
La ﬁgure 4.14 présente un plan qui modiﬁe l'algorithme de placement qu'implémente
un composant d'un système de réplication. Il contient une première action d'adaptation
modifyPlacementAlgorithm pour modiﬁer l'algorithme qu'implémente le composant et une
deuxième action conﬁgureParameters qui conﬁgure ses paramètres (par exemple, l'attribut
qui précise le nombre de répliques souhaitées).
Le paramétrage des stratégies et des plans d'adaptation génériques permet de réduire
l'eﬀort pour déﬁnir les diverses stratégies et plans possibles pour une application particu-
lière. Par exemple, ajouter un nouvel algorithme de placement des repliques ne nécessite
pas forcément de créer un nouveau type de plan.
En ce qui concerne l'exécuteur, son comportement ne peut pas être spécialisé par une
politique. En eﬀet, celui-ci ne fait qu'exécuter les actions du plan qu'il reçoit.
4.5.6 Coordination des activités de gestionnaires d'adaptation
La distribution de la gestion d'adaptation se traduit par une autonomie de chaque
gestionnaire d'adaptation. Ces activités consistent à prendre la décision d'adaptation, dé-
terminer le plan d'adaptation et contrôler l'exécution du plan. Cependant, elles ne peuvent
pas se réaliser de manière isolée dans tous les scénarios d'adaptation. Certains scénarios
nécessitent la coordination des activités d'un groupe de gestionnaires d'adaptation lorsqu'il
existe des dépendances entre leurs buts et entre les actions d'adaptation qu'ils appliquent.
En eﬀet, chaque gestionnaire d'adaptation a une vue réduite de l'application et de son
environnement d'exécution. Il manque de connaissances concernant d'autres composants,
les ressources qu'ils requièrent, les préférences des utilisateurs et de leurs services. Par
conséquent, les diﬀérents gestionnaires d'adaptation peuvent prendre des décisions conﬂic-
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tuelles si chacun eﬀectue ses prises de décision de façon individuelle. Par exemple, un
gestionnaire d'adaptation ne doit pas appliquer des actions d'adaptation qui augmentent
le taux d'utilisation de ressources partagées par les entités qu'il adapte en ignorant les be-
soins en ressources d'autres entités associées avec d'autres gestionnaires d'adaptation. De
plus, un gestionnaire d'adaptation peut avoir besoin d'exploiter les possibilités d'adaptation
d'autres composants sous le contrôle d'autres gestionnaires. Par exemple, le changement
du comportement d'un composant peut améliorer considérablement la qualité de service
d'une application si un autre composant change lui aussi de comportement.
Par ailleurs, des processus de contrôle d'exécution de plusieurs plans qui modiﬁent
les composants de l'application en parallèle peuvent laisser le système dans un état non
cohérent. Ceci provient du manque du contrôle de l'état global de l'application pendant
et après l'adaptation et aussi du manque d'informations sur l'avancement de l'exécution
des diﬀérents plans. Ainsi, il est indispensable de coordonner l'exécution de plusieurs plans
lorsqu'il existe des dépendances entre les composants qu'ils modiﬁent.
Pour cela, notre approche déﬁnit des mécanismes pour :
• assurer la validité et l'eﬃcacité des stratégies d'adaptation choisies en parallèle,
• fournir des plans qui sont applicables parallèlement et qui incluent les traitements
nécessaires pour coordonner leurs exécutions,
• coordonner les exécutions simultanées de plusieurs plans d'adaptation.
Ces mécanismes sont décrits dans les deux paragraphes suivants.
Coordination des prises de décision d'adaptation
Principe. La coordination de prises de décision vise à emmener un groupe de gestion-
naires d'adaptation dans une prise de décision commune pour assurer des décisions non-
conﬂictuelles et complémentaires. La prise de décision de manière collective résulte de la
détermination d'une stratégie globale. Nous déﬁnissons une stratégie globale comme l'en-
semble des stratégies que les gestionnaires d'adaptation choisissent pendant un processus
de prise de décision. Par exemple, une stratégie globale peut se composer de deux stratégies
complémentaires choisies par un gestionnaire d'adaptation associé au service de placement
et un autre associé au service de la gestion de la cohérence des répliques. Le premier choisit
de passer à un nouvel algorithme qui permet la création de répliques de certaines don-
nées sur les terminaux mobiles. Le deuxième décide de passer à un protocole de cohérence
optimiste pour ces données.
Les prises de décision doivent être pertinentes par rapport à la situation globale cou-
rante et doivent prévoir l'eﬀet des stratégies d'adaptation pour éviter des situations inco-
hérentes. Un gestionnaire d'adaptation peut ne pas posséder suﬃsamment d'informations
locales lui permettant de choisir une stratégie d'adaptation adéquate. Par contre, il doit
choisir les stratégies qui permettent de satisfaire un maximum de ses objectifs en respectant
des contraintes envers les composants contrôlés par d'autres gestionnaires. La principale
préoccupation de la coordination de prises de décision doit donc être d'assurer l'adéquation
d'une stratégie d'adaptation avec les contraintes suivantes : (i) maintenir une composition
cohérente des services de l'application, (ii) garantir les intérêts des autres entités applica-
tives en terme de partage de ressources et de services et (iii) assurer de bonnes performances
du système global. Pour cela, notre approche se base sur le principe de faire participer plu-
sieurs gestionnaires dans un même processus de prise de décision et de prendre en compte
les eﬀets non locaux de stratégies d'adaptation résultant de décisions locales. Ainsi, la
construction d'une stratégie globale permet de choisir les stratégies d'adaptation locales de
telle sorte que de mauvais choix soient évités.
Modèle architectural pour la gestion distribuée de l'adaptation dynamique 69
La prise de décisions coordonnées est réalisée en trois étapes. Les deux premières sont
assurées au niveau d'un décideur et consistent à (1) récupérer les informations de contexte
nécessaires et (2) choisir une stratégie d'adaptation. À la ﬁn de l'étape 2, le processus de
coordination (étape 3) est initié. Nous supposons ici qu'un seul gestionnaire d'adaptation
déclenche ce processus. Il est appelé l'initiateur de coordination. L'étape 3 implique les
décideurs des autres gestionnaires appelés eux les participants. Au cours de cette étape, les
décideurs peuvent avoir besoin de récupérer des informations de contexte et de faire un
raisonnement pour déterminer la stratégie globale déﬁnitive. Le cas où plusieurs décideurs
initieraient simultanément une coordination pourrait être traité par un abandon du rôle
d'intiateur sauf pour l'un d'entre eux. Les paragraphes qui suivent détaillent le déroulement
des trois étapes de prise de décision.
Types de composants pour la coordination de prises de décisions. Notre modèle
architectural déﬁnit des types d'interfaces additionnels au composant de type  Decision-
Maker  et un nouveau type de composant  Negotiator  (négociateur) de sorte à per-
mettre à un décideur de prendre part à un processus de coordination. La ﬁgure 4.15 présente
le modèle spéciﬁant les deux types de composants  DecisionMaker  et  Negotiator 
et les liaisons possibles entre eux pour rendre un décideur coopératif.
L'interface optionnelle de type  CoordinateItf  avec une multiplicité 0..* permet
à un décideur de communiquer des messages pour un nombre arbitraire de décideurs. La
politique d'adaptation doit déﬁnir le moment où l'interaction se produit, les décideurs
impliqués, et le contenu des messages. Un composant optionnel de type  Negotiator 
peut être instancié et interconnecté avec le décideur aﬁn de permettre la négociation d'une
stratégie globale. Dans ce cas, un décideur peut entamer des négociations, en utilisant
l'interface optionnelle de type  NegotiateItf  et un décideur d'un gestionnaire parti-
cipant peut être notiﬁé sur le résultat de négociation réussie, grâce à l'interface de type
 NotifyItf .
Par ailleurs, les composants de type  Negotiator  inclus dans diﬀérents gestionnaires
d'adaptation sont reliés entre eux via des interfaces de type  ProposeItf . Chaque né-
gociateur expose une interface serveur de ce type et utilise une interface client du même
type et de multiplicité 0..*. Il a une interface client de type  MonitorItf  avec une
multiplicité 1..* pour récupérer des informations contextuelles. Ainsi, chaque composant
de type  Negotiator  a la possibilité de communiquer avec un nombre arbitraire de
négociateurs et de gestionnaires de contexte.
La politique d'adaptation précise les situations nécessitant le déclenchement de la négo-
ciation par un composant de type  DecisionMaker . Une politique de négociation spécia-
lise le comportement du composant de type  Negotiator  en spéciﬁant les participants
et les règles de contrôle de l'état d'avancement de chaque processus de négociation. Ces po-
litiques sont spéciﬁées dans l'attribut algoParameters des composants  DecisionMaker 
et  Negotiator  respectivement. Un autre attribut des mêmes composants, l'attribut
node permet de choisir leur placement.
Modèles de coordination de prises de décisions. Nous avons déﬁni trois modèles
de coordination de prises de décision entre services de décision : le choix de stratégie par
un maître, la publication de stratégie et la négociation de stratégie.
1. Choix de stratégie par un maître :
Ce modèle permet à l'initiateur de la coordination de se comporter comme un maître
et considère les participants comme des esclaves qui suivent ses ordres. Le maître
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Figure 4.15  Modèle architectural pour des décideurs coopératifs
choisit de façon individuelle une stratégie globale. Ensuite, il assigne la tâche d'ap-
pliquer une stratégie spéciﬁque à chaque participant, en utilisant les interfaces de
type  CoordinateItf . Le message envoyé à chaque participant indique la stra-
tégie et qu'il doit appliquer. Chaque participant démarre un processus d'adaptation
pour appliquer la stratégie assignée en appelant son planiﬁcateur.
Ce modèle est simple à spéciﬁer et limite les coûts de communication entre les déci-
deurs.
2. Publication de stratégie :
Ce deuxième modèle permet à l'initiateur de coordination de notiﬁer les participants
de la stratégie qu'il a choisie pour lui-même. Une fois un participant notiﬁé, celui-ci
analyse son contexte et choisit une stratégie appropriée en tenant compte de la déci-
sion prise par l'initiateur. La stratégie choisie doit être cohérente et complémentaire à
celle de l'initiateur. Comme dans le premier modèle, l'interaction entre l'initiateur et
les participants via les interfaces de type  CoordinateItf  est unidirectionnelle et
un message envoyé à chaque participant indique la stratégie adoptée par l'initiateur.
Par exemple, un décideur associé à un gestionnaire de placement de répliques d'un
groupe de données peut choisir une stratégie consistant à augmenter le nombre des
répliques. Après, il annonce cette stratégie au décideur associé à un autre gestionnaire
de placement de répliques d'un deuxième groupe de données. Ce deuxième décideur
déclenche un processus d'adaptation en choisissant pour ses données une stratégie
consistant à réduire le nombre de leurs répliques car il trouve que la capacité de
stockage globale est faible.
Ce modèle peut être utilisé lorsque chaque participant dispose de possibilités pour
assurer une stratégie globale cohérente et lorsqu'il est facile de gérer les dépendances
entre les services fournis par les composants impliqués.
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3. Négociation de stratégie :
Ce modèle permet l'établissement d'un accord sur la stratégie globale à appliquer
par un processus de négociation entre un groupe de gestionnaires d'adaptation. Par
exemple, la négociation peut avoir lieu entre les gestionnaires d'adaptation associés
aux composants assurant le service de propagation de mises à jour s'exécutant dans
des environnements de caractéristiques diﬀérentes. Ces gestionnaires négocient le pro-
tocole de cohérence des répliques à adopter pour améliorer la performance du système
de réplication en tenant compte des caractéristiques des diﬀérents environnements
comme la disponibilité des ressources.
Dans ce modèle, les négociateurs échangent des propositions et des contre-propositions
aﬁn de parvenir à un accord. L'initiateur informe les autres de la stratégie qu'il veut
adopter et/ou demande d'adopter une stratégie spéciﬁque. L'interaction entre les né-
gociateurs permet d'accepter ou de refuser les propositions et de modiﬁer la stratégie
globale progressivement jusqu'à trouver un accord ou considérer que la négociation a
échoué. Dans le processus de négociation, les négociateurs peuvent avoir des intérêts
diﬀérents envers chaque conﬁguration de l'application et des intentions diﬀérentes.
Le contexte local est utilisé pour faire une proposition ou une contre-proposition aﬁn
de déterminer la décision ﬁnale.
L'apport majeur de ce modèle est de rendre possible la modiﬁcation de la stratégie
initiale choisie par l'initiateur et de construire la stratégie globale progressivement
en prenant en compte les diﬀérents contextes locaux des composants impliqués. Ceci
garantit une meilleure eﬃcacité de la stratégie ﬁnale quand la négociation réussit.
Cependant, celle-ci augmente la complexité du processus de décision en particulier
lorsque le nombre de participants et d'alternatives d'adaptation sont importants.
En eﬀet, les gestionnaires risquent de tarder à converger vers une décision ﬁnale et
consomment des ressources pour le calcul et l'échange des propositions et des contre-
propositions. Nous reviendrons plus en détail sur ce modèle dans le paragraphe 4.5.7.
Chaque modèle de coordination de prises de décision est adéquat pour une famille de
processus d'adaptation particulière. Le choix du modèle dépend essentiellement des dépen-
dances entre les composants de l'application, du nombre de décideurs et de la complexité
du processus de coordination. L'utilisation de politiques rend notre approche ﬂexible. En
eﬀet chaque décideur peut supporter un ou plusieurs modèles. Par exemple, un décideur
peut être un esclave dans un scénario d'adaptation et un initiateur de la négociation dans
un autre scénario. De plus, chaque décideur peut être spécialisé de sorte qu'il choisit un
modèle à utiliser dans un processus d'adaptation en fonction du contexte. Par exemple, il
se comporte comme un maître lorsque les ressources réseau disponibles sont faibles et il
joue le rôle d'un initiateur de négociation lorsque la connectivité est élevée. Les capacités
de prise de décision de chaque gestionnaire d'adaptation sont spéciﬁées en incorporant ou
non un négociateur et au travers de la spéciﬁcation de sa politique d'adaptation.
Coordination des exécutions parallèles de plans d'adaptation
La coordination des exécutions de plans adresse le problème de l'application de plusieurs
plans d'adaptation en parallèle par un groupe de gestionnaires d'adaptation lorsque les
plans contiennent des actions d'adaptation de composants dépendants. Dans de tels cas,
l'application de ces plans doit être coordonnée dans le sens où un enchaînement spéciﬁque
de l'exécution de leurs actions doit être réalisé aﬁn d'aboutir à une conﬁguration cohérente
de l'application. Il peut s'agir par exemple de suivre un ordre particulier pour appliquer
d'abord une action a1 d'un plan P1 puis une action a2 d'un plan P2.
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Dans notre approche, l'aspect coordination des exécutions de plans d'adaptation est
considéré dès la phase de planiﬁcation. Au cours de cette phase, on insère dans les plans
d'adaptation des traitements nécessaires pour coordonner leur exécution lors de la phase
d'exécution. Ces traitements sont spéciﬁés dans un plan sous la forme d'actions de co-
ordination en plus des actions d'adaptation. Nous appelons plan coordonné un plan qui
inclut de telles actions de coordination permettant de prendre en compte les dépendances
envers d'autres plans qui s'exécutent en parallèle. Ensuite, pendant la phase d'exécution,
l'interaction de gestionnaires d'adaptation permet de coordonner les exécutions des plans
d'adaptation.
La détermination d'un plan coordonné est assurée par le type de composant  Planner .
Pour exécuter des plans de façon coordonnée, le gestionnaire d'adaptation doit inclure un
sous-composant additionnel de type  Coordinator  et le composant de type  Executor 
est étendu par de nouveaux types d'interfaces pour communiquer avec son coordinateur.
Dans la suite, nous décrivons comment se fait la planiﬁcation de plans d'adaptation
coordonnés. Ensuite, nous précisons comment un groupe de plans coordonnés sont appliqués
par des exécuteurs coopérants. Un exemple d'adaptation de protocole de cohérence des
répliques illustrera notre proposition.
Planiﬁcation de plans coordonnés. Une planiﬁcation de plans coordonnés consiste à
déterminer des plans d'adaptation à exécuter simultanément par diﬀérents exécuteurs. Pour
cela, le planiﬁcateur associé à chacun de ces exécuteurs détermine un plan en considérant les
dépendances entre des actions d'adaptation spéciﬁées dans ces plans. Chaque planiﬁcateur
interprète son propre guide d'adaptation qui lui permet de choisir et paramétrer le plan
adéquat incluant les actions de coordination nécessaires.
Les actions de coordination incluent deux types de commandes. Le premier type permet
à un exécuteur de diﬀuser des informations locales nécessaires pour le contrôle d'exécution
d'autres plans. Ces informations concernent l'avancement de l'exécution de son plan ou les
états des composants applicatifs qu'il contrôle. Le deuxième type de commandes permet à
l'exécuteur de déléguer au coordinateur la prise de décision concernant la suite du dérou-
lement de l'exécution du plan lorsqu'elle dépend d'autres plans. Le coordinateur analyse
dans ce cas des informations diﬀusées par d'autres exécuteurs et indique à cet exécuteur
comment poursuivre l'exécution du plan. Par exemple, il l'ordonne de démarrer l'action
d'adaptation suivante ou d'ignorer un ensemble d'actions.
Les informations liées à l'avancement de l'exécution sont utiles pour assurer un ordre
d'exécution spéciﬁque de certaines actions d'adaptation incluses dans des plans distincts.
En eﬀet, les actions d'adaptation ne sont pas identiques dans tous les plans d'adaptation
et les planiﬁcateurs ne disposent pas des informations sur la durée de l'exécution de chaque
action. Par conséquent, la vitesse de l'exécution de chaque plan ne peut pas être prévue
d'avance et elle varie d'un plan à un autre. Cependant, certaines actions doivent être
appliquées avant d'autres. Alors, le contrôle de l'exécution doit faire que cet ordre soit
respecté en se basant sur les informations partagées.
Par ailleurs, les actions d'adaptation ne sont pas déﬁnies de manière déﬁnitive au cours
de la planiﬁcation. Pendant l'exécution des plans, le service de coordination prend des
décisions concernant l'exécution de certaines actions d'adaptation. Par exemple, certaines
actions peuvent se trouver inutiles ou un choix entre des actions alternatives doit se faire. En
eﬀet, un planiﬁcateur ne dispose pas toujours des informations sur les états des entités qui
sont contrôlées par les autres gestionnaires d'adaptation. De plus, les actions d'adaptation
n'exigent pas toutes le blocage de certains services de l'application. Ainsi, le blocage peut
avoir lieu pendant des périodes spéciﬁques de l'application d'un plan et pas forcément
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dès le début de son exécution. C'est au cours de l'exécution des plans que le service de
coordination disposera des informations nécessaires sur l'avancement de cette exécution
et sur l'état courant de l'application pour pouvoir décider la suite du déroulement de
l'exécution des actions d'adaptation.
Nous considérons l'exemple de 4 gestionnaires d'adaptation (am1..am4 ) qui contrôlent
ensemble l'adaptation du protocole de cohérence. Comme nous le verrons dans le chapitre
suivant, ce protocole est géré par deux types de composants, les gestionnaires de propaga-
tion de mises à jour et les gestionnaires d'accès, un gestionnaire de propagation de mises
à jour étant connecté à un ensemble de gestionnaires d'accès. Nous allons décrire un scé-
nario d'adaptation pour passer d'un protocole optimiste à un protocole pessimiste à copie
primaire [Rat98]. La stratégie reçue par chaque planiﬁcateur des 4 gestionnaires spéciﬁe le
nom du protocole (primary copy protocol), le groupe de données concerné (group1 ) et la
liste des gestionnaires d'adaptation qui participent à l'adaptation (am1..am4 ).
PessimisticConsistencyProtocolPan : PessimisticConsistencyProtocolPlan
‐ actionsList : Sequence actionsList = 
{"f D t A S i "‐ dataGroup : String
‐ protocolName : String
‐ parameters : Set
reeze a a ccess erv ce , 
"updateAllReplica", 
"checkEndReplicaUpdate", 
« instanceof »
‐ participants : Set "modifyConsistencyProtocol", 
"checkEndProtocolModification", 
"restartDataAccessService"}
+ freezeDataAccessService(dataGroup)
+ updateAllReplica(dataGroup)
+ checkEndReplicaUpdate(participants)
dataGroup = "group1"
 
+ modifyConsistencyProtocol(
dataGroup, protocolName, parameters)
+ checkEndProtocolModification(
protocolName= "primary copy 
protocol"
 
participants)
+ restartDataAccessService(dataGroup)
participants={"am1", " am2",
"am3",  "am4"}
Figure 4.16  Classe UML et l'objet associé déﬁnissant une collection d'actions ordonnées
d'un plan d'adaptation coordonné
Chaque planiﬁcateur choisit et paramètre le plan approprié qui inclut des actions de
coordination. La ﬁgure 4.16 montre le plan d'adaptation fourni par chaque planiﬁcateur
pour notre scénario. Nous représentons le plan sous forme d'un objet associé à la classe
UML dont il est instance. Le premier attribut actionsList est une collection ordonnée qui
précise les noms des actions à appliquer et leur ordre. Le deuxième attribut dataGroup
est une chaîne de caractères qui représente le nom du groupe de données concerné par
l'adaptation. L'attribut protocolName ﬁxe le nom du protocole à appliquer. Le dernier at-
tribut participants est une collection qui précise les noms des gestionnaires d'adaptation
impliqués. Il s'agit ici d'un même plan à appliquer par les 4 exécuteurs. Chacun d'eux
est responsable de l'adaptation d'un gestionnaire de propagation de mises à jour et des
gestionnaires d'accès qui y sont connectés. Ce plan contient quatre actions d'adaptation
et sera appliqué simultanément par les exécuteurs impliqués. Tout d'abord, l'action freeze-
DataAccessService active l'interception des requêtes d'accès au groupe de données group1
et bloque leur traitement. Puis, l'action updateAllReplica force la mise à jour de toutes les
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répliques de ces données puisque les mises à jour manquantes et les conﬂits potentiels entre
elles ne peuvent pas être gérés par le nouveau protocole après l'adaptation. L'action modi-
fyConsistencyProtocol change le comportement du gestionnaire de propagation de mises à
jour et des gestionnaires d'accès correspondants aﬁn de changer de protocole adopté pour
le groupe de données group1. Enﬁn, restartDataAccessService réactive le service d'accès au
groupe de données et lance le traitement des requêtes d'accès aux données en attente.
Dans cet exemple, deux actions de coordination sont nécessaires. L'action checkEnd-
ReplicaUpdate contrôle la ﬁn de la mise à jour de toutes les répliques, car ceci nécessite la
collaboration des gestionnaires de propagation de mise à jour avant de changer leur com-
portement. L'action checkEndProtocolModiﬁcation permet à chaque exécuteur de vériﬁer
que le comportement de tous les gestionnaires de mise à jour et des gestionnaires d'accès
ont été adaptés.
Exécution de plans coordonnés. La coordination des activités d'un groupe d'exécu-
teurs consiste à exercer un contrôle global de l'exécution des diﬀérents plans. Ce contrôle est
assuré par un service de coordination en plus du contrôle local exercé par chaque exécuteur
en appliquant les actions d'adaptation déﬁnies dans son propre plan.
<<type>>
AdaptationManager
Attributes:
node
Attributes:
‐algoParameters=
Propa ateItfPropa ateItf
‐
[[coordinationAlgo,{coordinationPolicy}]]
‐node
CoordinateExecItf
g
0..*
g
0..*
0..1
0..1
OrderItf
<<type>>
CoordinatorPublishItf
ExecuteItf
1 1
1
<<type>>
Executor ModifyItf
1..*
0..1
OrderItf
0..1
Figure 4.17  Modèle architectural pour des exécuteurs coopératifs
Notre modèle architectural déﬁnit un composant optionnel de type  Coordinator 
(coordinateur) qui est associé à un composant de type  Executor  pour lui donner
la capacité de coordonner ses activités avec d'autres gestionnaires d'adaptation (voir ﬁ-
gure 4.17). Un composant de type  Coordinator  est spécialisé par deux attributs :
algoParameters et node. Le premier doit inclure un paramètre correspondant à une poli-
tique de coordination. Le deuxième permet de choisir le placement du composant. Il peut
s'agir du même n÷ud qui héberge l'exécuteur ou d'un autre n÷ud.
En fonction des actions de coordination présentes dans un plan, un exécuteur commu-
nique avec le coordinateur. Celui-ci peut échanger des informations avec d'autres coordina-
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teurs et produire des ordres vers l'exécuteur en interprétant une politique de coordination.
Cette politique est un ensemble de règles sous la forme événement-condition-action. La
séparation des préoccupations de la coordination des exécuteurs et du contrôle de l'exé-
cution d'un plan ainsi que l'utilisation de politiques externes permet une mise en ÷uvre
identique de l'exécuteur avec ou sans coordination et la réutilisation des mécanismes de
coordination du contrôle d'exécution. Le contrôle global est quant à lui, réalisé de façon
distribuée et coordonnée puisqu'il est réparti sur les diﬀérents gestionnaires d'adaptation
incluant chacun un coordinateur.
Pendant la phase d'exécution, les exécuteurs échangent des informations sur l'avance-
ment de l'exécution des plans d'adaptation en utilisant les coordinateurs. Par exemple, un
exécuteur associé à un gestionnaire d'accès doit attendre, avant d'autoriser le traitement
des requêtes d'accès aux données, que les autres exécuteurs associés aux gestionnaires de
propagation de mises à jour terminent la modiﬁcation de leur comportement. En outre,
un exécuteur peut partager avec d'autres des informations sur l'état des composants qu'il
gére. Ce type d'information peut être essentiel pour faire progresser l'application des ac-
tions d'adaptation d'une manière cohérente. Par exemple, un exécuteur a besoin de savoir
si les autres gestionnaires de propagation de mises à jour qui ne sont pas sur son contrôle
stockent certaines mises à jour des répliques à propager. Cette connaissance est utile pour
décider de changer le comportement du gestionnaire de propagation de mises à jour qu'il
adapte ou attendre jusqu'à ce que toutes les mises à jour soient propagées.
Dans notre modèle architectural, un composant de type  Executor  a une interface
client de type  PublishItf  pour communiquer les informations qui sont utiles pour le
progrès de l'exécution des autres plans. Le composant de type  Coordinator  détermine
le groupe de coordinateurs concernés par l'information et utilise l'interface client de type
 PropagateItf  pour communiquer avec ce groupe. Ce type d'interface a une multi-
plicité 0..* aﬁn de pouvoir interagir avec un nombre arbitraire de composants de type
 Coordinator .
Le composant de type  Executor  peut également utiliser une interface client de type
 CoordinateExecItf  pour déléguer au coordinateur la prise de décision à propos de la
suite du déroulement de l'exécution du plan. Le coordinateur prend la décision en se basant
sur les informations reçues des autres coordinateurs. Il en informe l'exécuteur en envoyant
un ordre via l'interface de type  OrderItf , ordre tel que  ignorer l'action d'adaptation
suivante  ou  appliquer l'action suivante  ou encore  appliquer un action X spéciﬁée
dans le plan .
En reprenant l'exemple d'adaptation du protocole de cohérence cité dans le para-
graphe précédent, lorsque un exécuteur atteint l'action de coordination checkEndProto-
colModiﬁcation (voir ﬁgure 4.16), il utilise l'interface de type  PublishItf  pour in-
diquer que la modiﬁcation locale du protocole est terminée (méthode publish(subject
= "endProtocolModificationConfirmation", content = "true")), puis l'interface de
type  CoordinateExecItf  pour indiquer qu'il doit attendre que tous les exécuteurs
aient ﬁni leurs modiﬁcations locales pour continuer (méthode command(subject = "end-
ProtocolModificationCoordination", participants = ["am1","am2","am3","am4"])).
Cet appel est traité par le coordinateur comme un événement et interprète sa politique de
coordination. Pour celui-ci, la politique de coordination précise que la condition à vériﬁer
est que tous les autres participants aient publié un message conﬁrmant la ﬁn de la mo-
diﬁcation locale de protocole avant l'expiration d'un délai d'attente comme le montre la
première règle de la ﬁgure 4.18.
Le coordinateur lance alors un processus qui attend la réception des publications atten-
dues concernant ce sujet jusqu'à l'expiration d'un délai d'attente. Certaines publications
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When:
Rule1
 
commandReception (" endProtocolModificationCoordination ", " all ")
Condition: 
isAvailable (" endProtocolModicationConfirmation ", " all ") 
and hasValue (" endProtocolModicationConfirmation ", " true ", " all ")
and not timeOut ( 10 )
Action: 
Order (" applyNextAction ")
When: 
Rule2
timeOut ()
Condition:  
hasSubject (" endProtocolModicationConfirmation ")
Action: 
order (" rollBack ")
Figure 4.18  Exemple de règles de coordination d'exécution de plans
peuvent être déjà reçues au moment du lacement du processus d'attente selon le coordina-
teur en question et la vitesse de l'exécution des plans. Supposons que tous les exécuteurs
terminent leurs modiﬁcations locales et en fassent la publication. Chaque coordinateur
obtient les connaissances nécessaires avant que le délai ne s'écoule et elles sont positives.
Chacun envoie alors à l'exécuteur auquel il est associé l'ordre applyNextAction pour exé-
cuter l'action suivante dans le plan d'adaptation. En cas d'expiration du délai d'attente
avant de recevoir toutes les publications, la deuxième règle de la ﬁgure 4.18 est déclenchée
et l'adaptation est annulée.
4.5.7 Protocole de négociation de stratégies d'adaptation
Principe
La négociation est un processus coopératif par lequel un groupe de gestionnaires d'adap-
tation parvient à un accord sur une stratégie d'adaptation globale. La négociation doit
garantir l'indépendance dans la prise de décision de chacun des gestionnaires d'adaptation
et assurer la validité globale d'une décision locale. Pour cela, les négociateurs impliqués
évaluent la situation selon les informations dont chacun dispose pour trouver une solution
acceptable à base de compromis.
Par exemple, un système de réplication de données médicales peut utiliser initialement
un algorithme de placement de répliques basé sur la prédiction du placement des diﬀérents
professionnels de santé et un protocole de cohérence optimiste. Suite à une situation d'ur-
gence, une adaptation collective est nécessaire. Un premier gestionnaire d'adaptation peut
souhaiter changer le comportement du système pour utiliser un algorithme de placement
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épidémique. Un autre gestionnaire d'adaptation souhaite un changement du protocole de
cohérence pour assurer une cohérence forte. Cependant le coût de propagation de mises à
jour risque de devenir élevé dans ce cas. Un processus de négociation assure la coordination
des prises de décisions. Le résultat en est par exemple de changer l'algorithme de placement
et de garder le même protocole de cohérence optimiste.
Processus de négociation
Lorsqu'un décideur demande la négociation d'une stratégie, le négociateur crée un
contrat d'adaptation et initie sa négociation avec un ensemble de participants. Le contrat
est un objet qui spéciﬁe l'initiateur, les participants et la stratégie globale à négocier. Celle-
ci est spéciﬁée sous forme de paramètres où chaque paramètre précise une stratégie locale,
le gestionnaire chargé de l'appliquer et les négociateurs impliqués dans sa négociation (voir
ﬁgure 4.19).
Contract
‐ initiatorName : String
ti i t N S t‐ par c pan s ames :  e
‐ contractParameters : Set 
Figure 4.19  Classe UML représentant les attributs d'un contrat négocié
Les participants à chaque processus de négociation peuvent être indiqués explicitement
dans la stratégie d'adaptation. Une autre alternative est de faire que la négociation se
déroule avec tous les négociateurs auxquels l'initiateur est connecté. Enﬁn, notre approche
permet aussi de découvrir de manière automatique la liste des participants à la négociation.
Pour cela, un modèle de dépendances entre les diﬀérents composants adaptables peut être
fourni aux négociateurs. Le modèle spéciﬁe pour chaque composant les types de ses relations
avec les autres composants :
•  uses  et  usedBy  pour désigner que le composant utilise ou est utilisé par un
autre composant,
•  affects  et  affectedBy  pour désigner que le comportement du composant
inﬂuence la performance d'un autre composant ou sa performance est inﬂuencé par
le comportement d'un autre composant.
Dans ce cas, la stratégie d'adaptation spéciﬁe les types de relations à prendre en compte
pour que le négociateur découvre automatiquement les participants.
Le processus de négociation est décomposé en trois phases :
1. La phase de proposition : Cette phase détermine le contrat à proposer par l'initiateur
aux participants.
2. La phase de conversation : Phase durant laquelle des propositions ou des demandes
de modiﬁcations sont échangées. L'initiateur collecte les réponses des participants.
Chaque participant peut soit accepter, soit refuser la proposition. Il peut aussi de-
mander ou proposer des modiﬁcations du contrat. Suite à une proposition ou une
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demande de modiﬁcation d'au moins un participant, on se retrouve dans une nou-
velle phase de proposition.
3. La phase de décision ﬁnale : Cette phase de décision ﬁnale aboutit soit à la conﬁr-
mation d'un contrat, soit à l'annulation du contrat. Cette décision est prise par
l'initiateur selon les réponses des participants aux propositions qu'il leur a faites.
Le comportement de chaque négociateur est spécialisé par une politique de négociation
externe, indiquant entre autre comment résoudre les conﬂits. La première possibilité pour
résoudre un conﬂit consiste à choisir aléatoirement une stratégie parmi celles proposées par
les diﬀérents participants. La deuxième possibilité se base sur l'association de priorités aux
stratégies d'adaptation proposées par les participants.
Le diagramme présenté dans la ﬁgure 4.20 décrit la séquence des messages pour la
négociation d'un contrat entre un initiateur et des participants. Pour des raisons de clarté,
un seul participant y est représenté.
initiator:
Negotiator
initiator:
DecisionMaker
participant1:
Negotiator
participant1:
DecisionMaker
negociate(strategy)
determineParticipants()
elaborateContract()
propose(contract)
reason(contract)
askModification(contract)
proposeModification(contract)
accept (contract)
refuse(contract)
reason(contract)
fi ( t t)
proposeModification(contract)
t t
askModification(contract)
con rm con rac
cancel(contract)
con rac
failure
contract
Figure 4.20  Diagramme de séquence de négociation entre deux gestionnaires d'adapta-
tion
Le décideur de l'initiateur choisit une stratégie d'adaptation. Ensuite, il utilise son
interface de type  NegotiateItf  et demande au négociateur de négocier la stratégie qu'il
a choisi. Ce négociateur construit le contrat. L'initiateur utilise les interfaces appropriées
de type  ProposeItf  pour proposer en parallèle à chaque participant le contrat qui le
concerne.
Le négociateur de chaque participant reçoit le contrat et interprète sa politique pour
raisonner sur son applicabilité. Il peut alors accepter, refuser ou proposer/demander une
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modiﬁcation du contrat puis, il répond à l'initiateur. Lorsque l'initiateur reçoit toutes les
réponses, il raisonne sur les acceptations et/ou l'applicabilité des modiﬁcations demandées
ou proposées. Lorsque tous les participants acceptent le contrat, la négociation réussit. Dans
le cas contraire, il détecte et résout les conﬂits et il peut alors à son tour proposer/demander
une modiﬁcation du contrat. Le processus de négociation est arrêté si un négociateur refuse
un contrat ou si une condition d'arrêt est vériﬁée. Cette condition peut être en relation
avec le temps de négociation maximal autorisé ou avec le nombre maximal de cycles de
négociations.
Si la négociation réussit, le négociateur de l'initiateur retourne au décideur de l'initia-
teur la stratégie résultante de la négociation et envoie au négociateur de chaque participant
le contrat ﬁnal. À la réception de ce contrat, le négociateur du participant utilise l'inter-
face de type  NotifyItf  pour demander au décideur d'adopter la stratégie résultant
de la négociation. Dans le cas contraire, le décideur de l'initiateur et les participants sont
informés de l'échec de la négociation et l'adaptation est annulée.
4.6 Conclusion
Dans ce chapitre, nous avons présenté les concepts fondamentaux liés à notre approche
pour l'adaptation d'applications distribuées à base de composants. Notre contribution
consiste à déﬁnir une approche pour construire des systèmes d'adaptation distribués. Nous
nous sommes intéressés particulièrement à la déﬁnition d'un modèle architectural ﬂexible
et de mécanismes génériques pour assurer la coordination des activités de plusieurs ges-
tionnaires d'adaptation.
La ﬂexibilité de notre modèle permet de spécialiser le comportement, la structure et
la distribution d'un système d'adaptation. Notre approche oﬀre plusieurs manières de co-
ordination des décisions des gestionnaires d'adaptation. En particulier, la négociation de
stratégies d'adaptation permet des prises de décision distribuées et parallèles, la résolution
automatique des conﬂits entre eux et la garantie de leur autonomie. Concernant l'exécution
de l'adaptation, notre approche permet de paramétrer et d'exécuter divers plans pour dif-
férents types de modiﬁcations et d'inclure une variété d'actions selon la stratégie à adopter.
De plus, elle permet de coordonner l'exécution parallèle et distribuée de plusieurs plans
d'adaptation.
La déﬁnition d'une fabrique et l'approche orientée politique facilitent la construction
de systèmes d'adaptation. Néanmoins, le rôle de l'expert en adaptation est fondamental
surtout pour spécialiser le comportement des gestionnaires d'adaptation par des politiques
assurant un fonctionnement harmonieux du système global.
La généricité de notre approche la rend applicable à plusieurs familles de logiciels dis-
tribués. Le chapitre suivant détaillera comment on peut utiliser notre modèle architectural
pour adapter des systèmes de réplication de données.
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Chapitre 5
Modèle d'architecture pour des
systèmes de réplication de données
adaptables
5.1 Introduction
Le chapitre 3 a montré que de nombreuses techniques de réplication de données avaient
été proposées pour diﬀérents domaines d'application. Cependant, très peu de travaux se
sont intéressés aux services de gestion de données répliquées de façon globale et modulaire.
De plus, parmi ces travaux, les approches existantes manquent de ﬂexibilité et de métho-
dologie pour spécialiser un système de réplication en fonction de l'application qui l'utilise
et de l'environnement d'exécution sous-jacent.
Par ailleurs, la grande variation du contexte d'exécution dans les environnements dis-
tribués n'a pas été suﬃsamment prise en compte dans les travaux sur la réplication de
données. De plus, les systèmes actuels ne disposent pas de mécanismes pour proposer des
types d'adaptation diﬀérents et pour gérer l'adaptation dynamique de façon distribuée et
coordonnée.
Notre objectif est d'apporter une solution à ces problèmes en fournissant un modèle
architectural pour la gestion de données répliquées et des outils et méthodes pour faciliter
sa spécialisation en fonction des besoins. À l'image du modèle proposé pour l'adaptation
dynamique, le modèle architectural pour la réplication de données spéciﬁe le type des
composants, leurs paramètres de conﬁguration et leurs connexions possibles pour tout
système de réplication. Il exprime ainsi les éléments communs à une famille de systèmes
mais aussi les points de variation qui peuvent être utilisés pour modiﬁer dynamiquement
une spécialisation particulière du modèle. Cette spécialisation doit être réalisée par un
expert qui décide, en fonction des besoins de l'application cible, des composants à instancier
et de la valeur initiale des paramètres de conﬁguration.
Ce chapitre présente d'abord notre cas d'étude qui porte sur la réplication de données
pour des services de télémédecine. Cette application sera utilisée pour illustrer notre dé-
marche. Ensuite, il présente les principes de développement d'un système de réplication
suivant notre approche. Nous précisons dans la section 5.4 les fonctions d'un système de
réplication que doit supporter notre modèle architectural. La section 5.5 précise notre mo-
dèle architectural pour la réplication de données. Enﬁn, nous présentons dans la section 5.6
un exemple de spécialisation du modèle pour notre cas d'étude.
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5.2 Cas d'étude : gestion de données répliquées pour des ser-
vices de télémédecine
Le maintien à domicile consiste à prendre en charge dans leur lieu de vie des personnes
dépendantes, qu'elles soient âgées, en situation de handicap, malades chroniques ou ayant
des diﬃcultés temporaires. Ce maintien à domicile ne peut pas être uniquement constitué
de services à destination de la personne dépendante mais aussi des services permettant
la collaboration au sein du réseau médical. Un réseau de soins est la collaboration de
professionnels de santé de disciplines diﬀérentes comme des médecins généralistes, des spé-
cialistes, des pharmaciens, des inﬁrmiers, et des kinésithérapeutes. Dans la suite, nous nous
intéressons à des services de télémédecine qui permettent d'eﬀectuer des actes médicaux à
distance de manière collaborative.
5.2.1 Scénario d'utilisation : services de télémédecine
Les services de télémédecine que nous envisageons mettent en rapport, à distance, un
patient et un ou plusieurs professionnels de santé. Ils visent aussi à faciliter le travail
en réseau des établissements de santé et à améliorer la prise en charge des urgences en
assurant l'échange de données médicales entre les diﬀérents participants impliqués dans les
soins d'une personne.
Par ailleurs, des mesures sur l'état de santé du patient dans les conditions de vie de
tous les jours peuvent être prises et accédées, à distance, par des professionnels de santé
qui peuvent ainsi suivre l'évolution de l'état du patient.
D'une manière générale, ces services proposent une approche globale pour :
• suivre les patients grâce à des dispositifs et des applications installés à domicile et
connectés aux établissements de soins,
• récolter et stocker les données médicales pertinentes du patient. Ces données peuvent
être du texte comme les comptes rendus du médecin ou la délivrance de médicaments
mais aussi des images (radiographies par exemple) ou même des vidéos (comporte-
ment du patient pour analyse),
• partager et échanger ces données médicales entre plusieurs professionnels de santé du
même ou de diﬀérents centres médicaux.
Pour établir notre scénario d'utilisation, nous considérons que le dossier médical d'un
patient est stocké par des hébergeurs de données de santé : chaque professionnel ou établis-
sement de santé peut faire appel à un hébergeur diﬀérent. Ensuite, chaque professionnel de
santé peut avoir une  vue  du contenu de ce dossier qui soit adaptée à ses préoccupations.
Le patient à domicile porte des capteurs dits  physiologiques  qui permettent un suivi
en temps réel de ses paramètres biologiques (tension, fréquence cardiaque, rythme respira-
toire...). D'autres capteurs peuvent aussi être utilisés pour surveiller l'activité courante du
patient (par exemple, des caméras réparties dans chaque pièce) ou détecter les chutes (par
exemple, un capteur cinétique). Certaines données mesurées sont stockées, soit sous forme
brute, soit après synthèse, sur un serveur dans le domicile de la personne. La présence de
ces informations au sein du domicile du patient permet à un soignant mobile, par exemple,
d'y avoir un accès rapide en cas de déplacement chez la personne. De plus, les données
acquises sont automatiquement transférées par le service de surveillance du patient sur le
serveur de(s) l'établissement(s) de santé concerné(s) par les mesures lorsque cette action est
pertinente. Puis, elles sont transférées vers l'hébergeur de données de santé correspondant.
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5.2.2 Système de réplication de données auto-adaptable pour les services
de télémédecine
Comme il a été mentionné dans le paragraphe précédent, une caractéristique impor-
tante des services de télémédecine est qu'ils font participer des professionnels de santé de
plusieurs services et même de plusieurs établissements pour soigner un patient de manière
collaborative (voir ﬁgure 5.1). Ce type d'application doit prévoir des fonctionnalités don-
nant aux diﬀérents acteurs un accès eﬃcace aux données médicales qui les concernent et qui
sont souvent partagées entre plusieurs utilisateurs. Pour atteindre cet objectif, une solution
intéressante est d'utiliser un système de réplication des données médicales.
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Figure 5.1  Environnement d'exécution des services de télémédecine considérés
Le système de réplication de données doit tenir compte du contexte d'exécution et
s'adapter en réponse à des changements. Ce contexte inclut notamment les caractéris-
tiques des données, les capacités des terminaux mobiles, la localisation des acteurs, et leurs
proﬁls et préférences. Dans notre cas d'étude, le contexte d'exécution est dynamique : les
utilisateurs peuvent se déplacer avec des terminaux mobiles (inﬁrmières à domicile par
exemple), l'importance des données accédées peut varier en fonction de l'état de santé
de la personne, le nombre de sites disponibles pour héberger les répliques peut changer...
Ainsi, une conﬁguration choisie pour le système de réplication à un instant donné, peut ne
pas être adéquate suite à un changement du contexte.
Par ailleurs, les exigences envers le système de réplication peuvent évoluer au cours du
temps. Par exemple, en cas d'urgence, les contraintes imposées sur le temps d'accès aux
données deviennent plus strictes. De plus, les contraintes sur la cohérence des répliques
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peuvent changer. Par exemple, dans une situation normale de suivi du patient, l'accès
à une réplique d'une donnée médicale divergente (par exemple, la dernière température
prise) peut être toléré mais, une cohérence forte entre les répliques est nécessaire en situa-
tion d'urgence. Ainsi, nous visons à rendre les services de gestion de données répliquées
auto-adaptables selon le contexte d'exécution et extensibles pour supporter des nouvelles
stratégies de réplication.
5.3 Principes de développement de systèmes de réplication
auto-adaptables
Pour faciliter la construction de systèmes de réplication à base de composants, nous
déﬁnissons un modèle architectural de manière similaire à notre modèle pour l'adaptation
dynamique. L'utilisation de notre modèle de réplication permet de déﬁnir une architecture
logicielle d'un système de réplication. Le modèle exprime la variabilité entre plusieurs
systèmes de réplication en déﬁnissant un ensemble d'éléments communs entre eux et aussi
des caractéristiques qui les diﬀérencient.
La fabrique est capable de créer un système concret en utilisant le modèle de réplication
et la description de l'architecture logicielle fournie par l'expert en réplication. À l'image du
système d'adaptation, cette description déﬁnit les composants à instancier, les connexions
entre eux et les valeurs des attributs nécessaires pour conﬁgurer leurs comportements et
leurs placements (voir ﬁgure 5.2). La spécialisation du comportement d'un système de
réplication se fait en fournissant les algorithmes à utiliser par les diﬀérents composants et
leurs paramètres d'initialisation. La fabrique utilise le modèle architectural de réplication
pour vériﬁer si la description fournie respecte l'ensemble des contraintes spéciﬁés par ce
modèle.
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Figure 5.2  Approche pour construire un système de réplication auto-adaptable
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Par ailleurs, un système de réplication doit pouvoir être observé et modiﬁé par un
système d'adaptation construit à partir du modèle architectural présenté dans le chapitre
précédent. Pour ceci, la description de l'architecture logicielle du système doit inclure les
déﬁnitions d'interfaces nécessaires pour l'observation et/ou la modiﬁcation des diﬀérentes
composants.
5.4 Fonctions d'un système de réplication de données
Nous considérons un système de réplication comme un assemblage de composants lo-
giciels qui implémentent l'ensemble des fonctions nécessaires pour gérer des données ré-
pliquées. Nous séparons les traitements de gestion de réplication des données répliquées
elles-mêmes. Ainsi, un objet répliqué n'incorpore pas des traitements spéciﬁques pour cette
gestion. Nous employons dans la suite le terme  application  pour désigner le logiciel qui
utilise les services du système de réplication. Un ou plusieurs  utilisateurs  d'une appli-
cation peuvent demander de répliquer ou lire/écrire des données répliquées. Un utilisateur
peut être un module logiciel de l'application ou un utilisateur humain de celle-ci.
Après analyse d'un ensemble de travaux de recherche comme [Mar03, Dra03, TM05,
FXL08], nous avons identiﬁé des fonctions que nous considérons fondamentales dans un
système de réplication. Dans la suite, nous décrivons ces fonctions. Elles seront présentes
dans notre modèle architectural pour la réplication de données.
Nous considérons qu'un système de réplication possède 6 fonctions principales comme
le montre la ﬁgure 5.3. Il s'agit d'une fonction de gestion du placement des répliques, une
fonction de gestion d'interrogation des données, une fonction de manipulation des répliques,
une fonction de contrôle d'accès aux répliques, une fonction de propagation des mises à
jour entre les répliques et une fonction de contrôle de concurrence d'accès aux répliques.
La ﬁgure précise aussi les dépendances entre ces fonctions et entre une application et un
système de réplication dans l'objectif de maîtriser l'impact de l'adaptation statique ou
dynamique d'une fonction sur les autres.
5.4.1 La gestion du placement des répliques
La fonction de gestion du placement des répliques répond aux demandes de création et
de suppression de données provenant de l'application et décide le degré de réplication et
les sites sur lesquels seront placées les répliques (le schéma de réplication présenté dans la
section 3.2.1). Elle utilise la fonction de manipulation des répliques qui s'occupe de créer
et de supprimer eﬀectivement les répliques pour mettre en ÷uvre les décisions prises par
la gestion du placement. La création et la suppression des répliques se font en réponse
aux demandes provenant de l'application. De plus, elles peuvent se réaliser d'une manière
automatique si la fonction dispose des capacités à déterminer le moment de réplication et
la durée de vie des répliques ou à modiﬁer dynamiquement le schéma de réplication.
5.4.2 L'interrogation des données
Cette fonction répond aux demandes d'accès en lecture/écriture aux données provenant
de l'application. Elle choisit la réplique appropriée pour exécuter les requêtes d'accès et
utilise la fonction de contrôle d'accès pour eﬀectuer les opérations de lecture/écriture sur
celle-ci. Une requête provenant de l'application peut être complexe lorsqu'elle contient plu-
sieurs opérations et/ou elle porte sur plusieurs données répliquées. Dans ce cas, la fonction
d'interrogation assure la répartition spatiale et temporelle de la requête.
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Figure 5.3  Fonctions d'un système de réplication
5.4.3 Le contrôle d'accès aux répliques
Cette fonction contrôle les accès aux répliques sur les diﬀérents sites. L'accès à une
réplique peut être une opération de lecture/écriture aﬁn d'exécuter les requêtes provenant
de l'application ou une mise à jour qui provient d'une autre réplique. Le contrôle consiste
à s'assurer que la réplique à accéder soit disponible et à empêcher, quand c'est nécessaire,
l'accès à d'autres répliques de la même donnée. Cette dernière opération requiert la par-
ticipation de la fonction du contrôle de la concurrence. Le contrôle d'accès inclut aussi la
notiﬁcation des modiﬁcations des répliques à la fonction de propagation de mises à jour et,
éventuellement, la demande des mises jour manquantes avant d'eﬀectuer une opération de
lecture ou d'écriture sur une réplique.
5.4.4 La manipulation des répliques
Cette fonction met en ÷uvre toutes les opérations de manipulation de répliques. Les
demandes de création/suppression de répliques proviennent de la fonction de gestion du
placement, les demandes de lecture/écriture de la fonction de contrôle d'accès.
5.4.5 La propagation des mises à jour
Cette fonction propage les mises à jour entre les répliques d'une donnée. Pour cela elle
détermine les répliques concernées par une mise à jour et véhicule celle-ci vers les répliques
identiﬁées. De plus, elle est responsable de la détection et résolution de conﬁts lorsque ceci
est nécessaire (voir section 3.4).
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5.4.6 Le contrôle de la concurrence
Cette fonction contrôle la concurrence d'accès aux diﬀérentes répliques de chaque don-
née. Elle gère l'ensemble de contraintes que les répliques doivent respecter sur l'ordre d'ap-
plication des opérations. En eﬀet, il peut être nécessaire de bloquer l'accès jusqu'à ce que
l'état d'une réplique reﬂète un ensemble suﬃsant de mises à jour ou jusqu'à ce que les
mises à jour soient propagées sur un ensemble ou sur toutes les répliques (voir section 3.4).
5.5 Modèle architectural d'un système de réplication
Comme pour l'adaptation dynamique, nous déﬁnissons un modèle architectural d'un
système de réplication. Il est représenté dans la ﬁgure 5.4. Ce modèle déﬁnit les types
de composants que peut contenir un système de réplication de données, leurs connexions,
leurs paramètres de conﬁguration et les interfaces permettant d'observer l'application et de
modiﬁer sa conﬁguration. Il identiﬁe alors les éléments communs et les points de variation
possibles d'un système de réplication qui portent sur le comportement, la structure et la
distribution des composants.
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Figure 5.4  Modèle architectural d'un système de réplication de données
5.5.1 Types de composants du modèle
Notre modèle architectural déﬁnit six types de composants pour construire un système
de réplication (voir ﬁgure 5.4). La multiplicité de ces types est de 1..* pour qu'un système
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de réplication puisse inclure une ou plusieurs instances de chaque type. De plus, chaque
type de composant fournit deux types d'interface de contrôle dédiées à l'adaptation : une
interface d'observation de type  ObserveItf  et une interface de reconﬁguration de type
 ModifyItf . Chacun de ces types a une multiplicité 1..*.
Annuaire ( Repository )
Ce type de composant gère les informations sur les répliques des données (des méta-
données) et les met à disposition d'autres composants d'un système de réplication. Ainsi,
par exemple, un gestionnaire de placement demande de mémoriser la localisation des ré-
pliques de chaque donnée. Un gestionnaire de propagation de mises à jour consulte cette
information pour transmettre les mises à jour vers les sites appropriés. Dans notre modèle,
nous imposons que l'emplacement des répliques fasse partie de ces informations mais bien
d'autres peuvent y être présentes en fonction de l'implantation concrète.
Il fournit une interface de type  Repository  pour stocker, consulter, modiﬁer et sup-
primer les métadonnées. La multiplicité de ce type d'interface indique qu'au moins une in-
terface client devra y être connectée, celle d'un composant de type  PlacementManager ,
 UpdatePropagationManager ,  ConcurrencyManager  et/ou  RequestEngine  (voir
ﬁgure 5.4).
Par ailleurs, la multiplicité du type  Repository  indique qu'une architecture concrète
peut inclure une ou plusieurs instances de ce type. Lorsqu'une seule est présente, l'annuaire
est implanté de manière centralisée. Lorsque diﬀérentes instances sont décrites, il est décen-
tralisé et, dans ce cas, une interface de type  RemoteMeta  peut être fournie (multiplicité
0..*) et requise (multiplicité 0..*). Ce type d'interface sert aux échanges entre composants
de ce type pour rendre les métadonnées accessibles de tout annuaire.
Contrôleur d'accès ( AccessController )
Les composants de ce type implémentent la fonction de contrôle d'accès et de ma-
nipulation des répliques. Un composant de ce type reçoit alors des demandes de créa-
tion/suppression de répliques (interface  ReplicaLifeCycle ), de lecture/écriture de ré-
pliques (interface  AccessRequest ) et d'application de mises à jour (interface  Local-
Update ) d'autres composants du système.
Comme mentionné précédemment, le contrôle d'accès utilise la fonction de contrôle de
la concurrence pour s'assurer que les opérations de lecture/écriture peuvent être eﬀectuées.
Dans notre modèle, cette interaction se fait par l'interface client de type  Concurrency-
Control  de multiplicité 1..* pour pouvoir utiliser les services d'un nombre arbitraire de
composants de gestion de concurrence.
Enﬁn, l'interface de type  ReplicaAccessObserve  et de multiplicité 1 est utilisée
pour informer des accès des répliques à un composant de type  UpdatePropagationMan-
ager .
Gestionnaire de propagation de MAJ ( UpdatePropagationManager )
Les composants de ce type assurent la fonction de propagation de mises à jour entre
les répliques. Ils sont notiﬁés des tentatives d'accès aux données via l'interface serveur de
type  ReplicaAccessObserve . En eﬀet, pour certains protocoles, cette notiﬁcation peut
déclencher la mise à jour de la réplique sélectionnée avant d'eﬀectuer l'opération de lecture
ou d'écriture de la réplique. Pour d'autres, seulement la notiﬁcation de modiﬁcation de la
réplique est nécessaire aﬁn de mettre à jour les autres répliques de la même donnée. Dans
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les deux cas, le composant peut mémoriser les modiﬁcations et décide à quel moment les
envoyer aux autres répliques de la donnée. Il s'occupe aussi, si nécessaire, de détecter et
résoudre les conﬂits aﬁn de faire converger les répliques vers le même état.
Par ailleurs, l'interface de type  LocalUpdate  (multiplicité 1..*) est utilisée pour
transmettre les mises à jour aux composants de type  AccessController  qui appliquent
les opérations sur les répliques.
Enﬁn, les interfaces client et serveur de type  UpdatePropagation  (multiplicité
0..*) sont utilisées pour communiquer les mises à jour à un nombre arbitraire de compo-
sants du même type.
Moteur des requêtes ( RequestEngine )
Les composants de ce type implémentent la fonction d'interrogation de données. Pour
cela, ce type fournit une interface  RequestExecution  pour recevoir les requêtes d'accès
aux données de la part de l'application. Ensuite, il choisit les répliques à utiliser pour
satisfaire ces requêtes. Une interface de type  AccessRequest  de multiplicité 1..* est
utilisée pour transmettre les opérations aux composants de type  AccessController 
qui les réaliseront sur les répliques sélectionnées. Enﬁn, ce type de composants dispose d'une
interface  Repository , de multiplicité 1..*, pour interagir avec un nombre arbitraire
de composants de type  Repository  aﬁn de manipuler les informations utiles pour la
sélection de répliques.
Gestionnaire de placement ( PlacementManager )
Les composants de ce type implémentent les fonctions du placement présentées précé-
demment. Ainsi, une interface serveur de type  ReplicationRequest  doit être fournie
pour recevoir des requêtes de création/suppression de données de la part de l'application.
Pour chacune de ces requêtes, il détermine le schéma de réplication (nombre de répliques et
sites sur lesquels les répliques seront/sont placées) et génère les demandes nécessaires pour
la création/suppression des répliques concernées. Il utilise pour ceci une interface client de
type  ReplicaLifeCycle  de multiplicité 1..* aﬁn d'interagir avec un nombre arbitraire
de composants de type  AccessController .
Par ailleurs, il requiert une interface client de type  Repository  de multiplicité 1..*
pour être connecté à un nombre arbitraire de composants de type  Repository  ce que
lui permet de manipuler les métadonnées sur les répliques (notamment leur placement).
Enﬁn, ce type de composants inclut aussi une interface client de type  Concurrency-
Controller  de multiplicité 1..*. Elle est utilisée pour enregistrer une nouvelle donnée à
un  ConcurrencyController  pour qu'il contrôle la concurrence d'accès à ses répliques.
Contrôleur de concurrence ( ConcurrencyController )
Un composant de ce type applique la politique de gestion de concurrence d'accès aux
répliques. Il implémente des mécanismes de verrouillage des répliques lorsque le protocole de
cohérence est pessimiste. Il peut permettre certains accès concurrents sur plusieurs répliques
lorsque le protocole est optimiste. Il oﬀre une interface de type  ConcurrencyControl 
pour être notiﬁé des opérations d'accès et les autoriser ou non. La deuxième interface
fournie est de type  ConcurrencyManagement  et permet de recevoir les informations
nécessaires pour la gestion de la concurrence des répliques lorsqu'une donnée est répliquée.
Par exemple, un composant de type  PlacementManager  peut fournir au contrôleur de
concurrence le nom de l'annuaire qui gère la donnée qu'il a répliqué.
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Par ailleurs, l'interface client  Repository  de multiplicité 1..* permet l'interaction
avec un nombre arbitraire de composants de type  Repository  et l'accès aux métadon-
nées, notamment la localisation des répliques.
Enﬁn, lorsque le contrôle de concurrence est décentralisé, les interfaces client et serveur
de type  RemoteConc  (multiplicité 0..*) servent aux échanges entre composants de ce
type.
5.5.2 Points de variation du modèle architectural
Le modèle architectural d'un système de réplication inclut les éléments communs à tout
système de réplication mais aussi des points de variation. Des valeurs sont données à ces
points lors de la spécialisation du modèle par l'expert en réplication. Elles peuvent, de plus,
être modiﬁées par le système d'adaptation en fonction des politiques déﬁnies par l'expert
en adaptation. Ces points de variation concernent, dans notre modèle, le comportement
des composants (les algorithmes que les composants implémentent et les valeurs de leurs
paramètres de conﬁguration), la structure du système de réplication (le nombre de com-
posants de chaque type et les connexions entre eux) et la distribution des composants (les
placements possibles des composants). Dans ce paragraphe, nous présentons comment ces
points de variation sont décrits dans le modèle ainsi que les principes et contraintes qui
leur sont propres.
Variabilité de comportement
Points de variation. Le choix du comportement des diﬀérents composants d'un système
de réplication se fait pendant la spécialisation ou l'adaptation dynamique de celui-ci. Les
points de variation qui permettent de ﬁxer ce choix sont spéciﬁés dans le modèle architec-
tural en annotant les types de composants par deux attributs (voir ﬁgure 5.4) : l'algorithme
qu'un composant applique et ses paramètres de conﬁguration.
Bien qu'un composant puisse appliquer par défaut un seul algorithme qui peut être
conﬁguré par un ou plusieurs paramètres, il peut être intéressant de lui permettre d'appli-
quer plusieurs algorithmes alternatifs. Ainsi, un composant de type  PlacementManager 
peut être utilisé par plusieurs utilisateurs diﬀérents 1. Chaque utilisateur peut avoir des
exigences diﬀérentes selon les caractéristiques des données à répliquer. Il est donc in-
téressant de permettre aux composants de ce type de choisir l'algorithme à utiliser en
fonction de la source des requêtes. La même démarche peut être menée pour les compo-
sants de type  RequestEngine , le choix de la réplique sélectionnée pouvant dépendre
de l'utilisateur qui demande l'accès. Enﬁn, les composants de type  AccessController ,
 UpdatePropagationManager  et  ConcurrencyController  déﬁnissent, ensemble, le
protocole de cohérence à utiliser pour les diﬀérentes données répliquées. Ce protocole pou-
vant être diﬀérent selon les caractéristiques de la donnée et les exigences de son utilisation,
il est intéressant de permettre à ce type de composants de choisir l'algorithme en fonction
de la donnée concernée.
Classiﬁcation des données et des utilisateurs. Nous appelons  classiﬁcation  la
technique qui permet de répartir des données ou des utilisateurs en groupes aﬁn d'en
appliquer des algorithmes diﬀérents.
Comme mentionné précédemment, la classiﬁcation des données peut guider le choix du
1. La déﬁnition du terme utilisateur a été donnée dans la section 5.4.
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protocole de cohérence 2. Chaque donnée peut appartenir à un groupe auquel un algorithme
spéciﬁque est appliqué pour gérer la cohérence de ses répliques. Par exemple, la ﬁgure 5.5
montre deux groupes de données et un algorithme pour chaque groupe. L'algorithme Algo-
Cohérence1 est appliqué pour le groupe contenant les deux données D1 et D2. Le deuxième
algorithme AlgoCohérence2 est appliqué pour le deuxième groupe contenant la donnée D3.
Par ailleurs, les utilisateurs peuvent être classés aﬁn que les composants de type  Place-
mentManager  et  RequestEngine  puissent eﬀectuer des choix d'algorithme. Bien évi-
demment, les critères de classiﬁcation sont généralement diﬀérents pour les deux com-
posants. Par exemple, la ﬁgure 5.5 montre 4 utilisateurs : Utilisateur1 peut uniquement
accéder à des répliques tandis que Utilisateur2 peut aussi en demander la création. Enﬁn,
Utilisateur3 et Utilisateur4 ne peuvent que demander la création de répliques. Concernant
le moteur de requêtes, les deux utilisateurs appartiennent à deux groupes distincts. Le mo-
teur de requêtes applique l'algorithme AlgoSélection1 lorsqu'il répond aux requêtes d'accès
de Utilisateur1 et AlgoSélection2 pour celles de Utilisateur2.
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Figure 5.5  Exemple de classiﬁcation de données et utilisateurs
Par ailleurs, un gestionnaire de placement applique AlgoPlacement1 quand Utilisateur2
demande de répliquer une donnée et applique AlgoPlacement2 pour l'Utilisateur3. Par
exemple, Utilisateur2 peut être un médecin mobile qui soumet des requêtes de réplication
de données essentiellement pour réduire la latence de ses futurs accès à celles-ci. Par contre,
Utilisateur3 peut être un module du service de surveillance du patient qui demande de
répliquer des mesures faites pour tous les utilisateurs potentiels.
La classiﬁcation des données et utilisateurs est optionnelle. Un algorithme par défaut est
2. Ce choix correspond à celui de l'algorithme utilisé dans chacun des trois types de composant qui
assurent le protocole.
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déﬁni pour chaque composant lors de la spécialisation du modèle architectural en donnant
des valeurs adéquates pour les attributs algorithms et algoParameters. Lorsqu'un compo-
sant est appelé, il vériﬁe si une classiﬁcation existe pour la donnée ou l'utilisateur concerné.
Si elle n'existe pas, l'algorithme par défaut est utilisé. C'est le cas de l'Utilisateur4 pour le
placement dans la ﬁgure 5.5. Si elle existe, le composant choisira l'algorithme correspondant
au groupe auquel appartient la donnée ou l'utilisateur selon le composant.
Par ailleurs, la mise en place de la classiﬁcation des données et des utilisateurs tire
partie du système d'adaptation. En eﬀet, la déﬁnition des groupes est mise en place par
des politiques d'adaptation exécutées par le système d'adaptation. Ainsi, par exemple,
celui-ci peut décider de créer un nouvel groupe d'utilisateurs avec un algorithme particulier
pour un composant de type  RequestEngine  lorsqu'un nouvel utilisateur se connecte.
Le nouveau groupe contient initialement cet utilisateur et pourra en contenir d'autres en
fonction de l'arrivée d'autres utilisateurs.
Dans le cadre de la classiﬁcation, l'adaptation dynamique permet essentiellement de
changer l'algorithme appliqué par défaut. Une fois des groupes sont déﬁnis, elle permet
aussi de changer le groupe auquel une donnée ou un utilisateur appartient. Dans ce cas, il
peut s'agir de la (ou le) déplacer dans un autre groupe existant ou dans un nouveau groupe
avec un nouvel algorithme à appliquer.
Structure interne d'un composant. La structure interne d'un composant suppor-
tant la variabilité de comportement est déﬁnie selon le patron de conception  Straté-
gie  [GHJV95] qui permet de déﬁnir des familles d'algorithmes encapsulés, interchan-
geables et associés à des situations spéciﬁques. Ce patron propose la délégation de l'exécu-
tion de l'algorithme à des objets interchangeables qui respectent une interface commune.
Ainsi, la structure interne d'un composant primitif adaptable est constituée de deux types
d'objets, Selector et Strategy (voir ﬁgure 5.6). Le premier sélectionne l'algorithme à utiliser
pour chaque requête au composant. Il s'agit de l'algorithme par défaut (defaultAlgorithm
dans la ﬁgure) si aucun groupe n'est identiﬁé pour la donnée ou l'utilisateur concernés par
la requête, ou l'algorithme correspondant si la classiﬁcation existe. Cette classiﬁcation est
réiﬁée par les deux attributs groupMembersMap et groupStrategyMap de la ﬁgure. Le pre-
mier classe les données ou les utilisateurs par groupes. Le deuxième identiﬁe l'algorithme
à utiliser pour chaque groupe.
Variabilité de structure et de distribution
Points de variation. Notre modèle architectural inclut deux types de points de variation
qui aﬀectent la structure d'un système de réplication : la multiplicité des types de com-
posant et celle des types d'interface. La première déﬁnit les contraintes à respecter sur la
cardinalité de composants d'un type lors de la spécialisation et de l'adaptation dynamique
d'un système de réplication concret. Modiﬁer les cardinalités des types de composants
requiert la prise en compte des connexions de ces composants et, donc, la modiﬁcation
possible de la cardinalité des interfaces concernées. La structure du système de réplication
est ainsi modiﬁée.
La multiplicité des types d'interface déﬁnit les contraintes à respecter sur le nombre
des composants connectés à une interface serveur et celui des interfaces client d'un type
de composant. Elles doivent être respectées lors de la spécialisation et de l'adaptation
dynamique d'un système de réplication concret. Cette multiplicité décide alors du nombre
de connexions entre les composants. Changer la cardinalité d'interface permet donc de
modiﬁer la structure du système de réplication. Ainsi, par exemple, lors d'une adaptation,
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Figure 5.6  Structure interne d'un composant primitif à comportement variable
la connexion d'un contrôleur d'accès avec un gestionnaire de propagation de MAJ peut
être remplacée par une nouvelle connexion avec un autre gestionnaire de propagation aﬁn
de changer la répartition de la charge.
Concernant la distribution des composants d'un système de réplication, nous incluons
dans le modèle architectural un point de variation dans tous les types de composant. Il
s'agit de l'attribut node qui déﬁnit le n÷ud sur lequel le composant sera déployé. La valeur
de cet attribut pour un composant est ﬁxé lors de la spécialisation du modèle architectural
et peut être modiﬁé lors d'une adaptation (en cours d'exécution) pour mettre en place la
migration de composants.
Contraintes d'instanciation. Le choix des cardinalités des composants et des interfaces
ainsi que des n÷uds sur lesquels les composants sont déployés est guidé par des contraintes
que nous appelons contraintes d'instanciation qui doivent être respectées par l'expert de
réplication et lors de toute adaptation modiﬁant la structure ou la distribution du système
de réplication. La ﬁgure 5.7 présente ces contraintes sous forme d'un diagramme de classes
UML. À gauche de la ﬁgure, nous avons représenté les concepts qui guident l'instanciation
et la distribution et à droite, les composants de notre modèle.
• Concernant les données, les répliques et les n÷uds, la ﬁgure indique qu'une donnée
a un ensemble de répliques chacune d'entre elles étant déployée sur un seul n÷ud.
• Le type  AccessController . Dans notre modèle, un composant de ce type doit
être déployé sur chaque n÷ud pouvant héberger des répliques. Il assure les fonctions
de contrôle d'accès et de manipulation de celles-ci.
• Les types  PlacementManager  et  RequestEngine . Dans notre modèle, chaque
utilisateur est associé à un seul composant de ces types qui gèrent ses requêtes de
lecture/écriture et de création/suppression de répliques. Les experts en réplication et
en adaptation sont libres de choisir quels utilisateurs sont gérés par quel composant
et l'emplacement de ceux-ci.
• Le type  UpdatePropagationManager . Le choix du nombre de ce type de com-
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Figure 5.7  Contraintes sur l'instanciation de composants d'un système de réplication
posants se base sur les contraintes présentées dans la ﬁgure 5.7. Ces contraintes in-
diquent que chaque composant de type  UpdatePropagationManager  est connecté
à un ensemble de composants de type  AccessController . À l'inverse, un com-
posant de type  AccessController  est connecté à un seul composant de type
 UpdatePropagationManager . Ces contraintes signiﬁent qu'un seul composant
 UpdatePropagationManager  est responsable d'initier la propagation des mises à
jour soumises par l'ensemble des composants  AccessController  auxquels il est
connecté. On dit alors que le composant assure la mise à jour des répliques sur le
l'ensemble des n÷uds qui hébergent ces contrôleurs d'accès.
De plus, un composant de type  UpdatePropagationManager  se charge de réper-
cuter les mises à jour provenant d'autres composants du même type sur les répliques
hébergées par cet ensemble de n÷uds. Ainsi, lorsque des répliques d'une même don-
née se trouvent sur des n÷uds gérées par diﬀérents  UpdatePropagationManager ,
ceux-ci coopèrent pour mettre à jour toutes les répliques.
• Le type  ConcurrencyController . Une donnée peut être gérée par un ou plusieurs
composants de ce type. Dans le premier cas, le composant  AccessController 
concerné par une demande d'accès interagit avec le composant  ConcurrencyCon-
troller  correspondant à la donnée accédée. Dans le deuxième cas, le composant
 AccessController  concerné par la demande d'accès coopère avec un des compo-
sants  ConcurrencyController  qui interagit avec d'autres composants du même
type pour assurer le contrôle de la concurrence.
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• Le type  Repository . Les métadonnées d'une donnée peuvent être gérées par
un ou plusieurs composants de ce type. Lorsqu'elles sont gérées par un seul, les
composants clients de celui-ci doivent connaître le composant concerné pour chaque
donnée. Dans le cas contraire, les métadonnées d'une même donnée sont réparties sur
plusieurs composants. Dans ce cas, ceux-ci doivent coopérer aﬁn que les métadonnées
soient disponibles par tout composant de type  Repository .
5.6 Cas d'étude : exemple de spécialisation du modèle archi-
tectural
Pour illustrer les contraintes présentées dans le paragraphe précédent, nous décrivons
ci-après un exemple de répartition d'un système de réplication. Puis, nous allons décrire des
scénarios de réplication d'une donnée et d'accès à celle-ci aﬁn d'illustrer un comportement
possible du système. Ensuite, nous présentons un exemple de spécialisation d'un système
d'adaptation au système de réplication.
5.6.1 Répartition de composants d'un système de réplication
La ﬁgure 5.8 présente un exemple de système de réplication pour le cas d'étude de la
section 5.2. Les composants du système de réplication sont distribués sur 9 n÷uds inter-
connectés. Sur chacun des n÷uds pouvant héberger des répliques, un composant de type
 AccessController  est instancié qui manipulera donc les répliques locales.
Le personnel de santé de l'hôpital H1 peut demander d'accéder et de répliquer des
données. Il manipule les données médicales du patient de manière fréquente. Un composant
req1 de type  RequestEngine  et un autre pla1 de type  PlacementManager  sont
créés sur le serveur de l'hôpital. Ils gèrent les demandes d'accès et de création/suppression
de données du personnel de santé de celui-ci.
Concernant le personnel de l'hôpital H2, il peut accéder à des répliques existantes
mais ne peut pas en créer. En eﬀet, il manipule les données rarement et il intervient
essentiellement dans les situations d'urgence pour collaborer avec le personnel du premier
hôpital. Un composant req2 de type  RequestEngine  est donc instancié sur le serveur
de l'hôpital pour gérer les demandes d'accès du personnel de l'hôpital H2.
Sur le serveur au domicile du patient, le composant pla2 de type  PlacementManager 
s'occupe de la réplication des mesures faites pour le patient. Ce serveur est suﬃsamment
puissant pour héberger et exécuter un ensemble de composants du système de réplication.
Des répliques de taille réduite peuvent être placées sur ce serveur car sa capacité de stockage
est limitée.
Un composant de type  UpdatePropagationManager  assure la mise à jour des ré-
pliques hébergées par un ensemble de n÷uds. Dans cet exemple, quatre composants de ce
type (upd1..upd4 ) ont été instanciés. Chacun s'occupe d'une partie des n÷uds de sorte à as-
surer l'équilibrage de la charge de mise à jour des répliques. Ces composants sont connectés
entre eux sous forme d'anneau pour l'échange des mises à jour lorsque ceci est nécessaire.
Ils sont placés sur des n÷uds ayant de bonnes capacités de calcul et ils sont proches des
contrôleurs d'accès avec lesquels ils interagissent.
Enﬁn, le composant repo1 de type  Repository  et le composant conc1 de type
 ConcurrencyController  sont créés sur le serveur de l'hôpital H1 et gèrent les données
créées par le composant pla1 sur ce même serveur. En eﬀet, ces deux composants inter-
agissent le plus avec les autres composants sur ce serveur. De même, les composants repo2 et
conc2 de type  Repository  et  ConcurrencyController  sur un serveur au domicile
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Figure 5.8  Exemple de répartition des composants d'un système de réplication
du patient gèrent les données créées par le composant pla2 de type  PlacementManager 
sur ce même serveur.
Chaque composant a des connexions vers ceux avec lesquels il interagit. Sur la ﬁgure,
nous ne montrons que celles qui sont importantes pour la compréhension des scénarios
présentés dans le paragraphe ci-après.
5.6.2 Comportement du système
Les diﬀérents composants d'un système de réplication fournissent des services et col-
laborent ensemble pour assurer les diﬀérentes fonctions du système. Dans ce paragraphe,
nous présentons le comportement de ces composants et leurs interactions sur des scénarios
de réplication de données et d'accès aux répliques. Les scénarios sont décrits sous forme de
diagrammes de séquence UML.
Dans nos scénarios, nous considérons un système de réplication qui assure un placement
de données aléatoire, une sélection des répliques qui réduit la latence réseau et un protocole
de cohérence pessimiste ROWA [BHG87] (voir section 3.4).
Les métadonnées sur chaque donnée sont gérés par un seul composant de type  Re-
pository  et un seul composant  ConcurrencyController  intervient pour gérer les
répliques de chaque donnée.
Réplication d'une donnée. La ﬁgure 5.9 décrit un scénario de réplication d'une donnée
D2 initiée par un utilisateur de l'hôpital H1.
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Figure 5.9  Diagramme de séquence de réplication d'une donnée
L'utilisateur envoie sa requête vers le composant pla1 qui gère les créations/suppressions
provenant des utilisateurs de l'hôpital H1. Ce composant décide du schéma de réplication : il
choisit de créer deux répliques sur les n÷uds node2 et node3. Puis, il attribue au composant
conc1 le contrôle de concurrence des accès aux répliques de la donnée en lui précisant le
nom de l'annuaire repo1 qui gère les métadonnées de la nouvelle donnée.
Il interagit ensuite avec les contrôleurs d'accès acc2 et acc3 responsables des n÷uds
choisis en leur demandant de créer chacun une réplique locale et il précise l'identiﬁant du
composant conc1 responsable du contrôle de la concurrence de la donnée.
Puis, le composant pla1 informe les composants de type  UpdatePropagationManager 
et  RequestEngine  de l'identiﬁant du composant repo1 qui gère les métadonnées de la
nouvelle donnée.
Enﬁn, pla1 demande au composant repo1 de stocker le placement des répliques. La
donnée est considérée en cours de réplication tant que cette dernière opération n'est pas
réalisée. Les demandes d'accès sont mises en attente jusqu'à ce que l'annuaire soit capable
de répondre à la demande d'un moteur de requêtes qui essaye de consulter le placement
des répliques de la donnée.
Accès à une donnée. Dans la ﬁgure 5.10, nous représentons le scénario d'une lecture
d'une donnée D2 par un utilisateur de l'hôpital H1. Pour des raisons de clarté, nous ne
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Figure 5.10  Diagramme de séquence d'accès à une donnée
décrivons pas les traitements nécessaires pour la gestion de la cohérence.
L'utilisateur envoie sa requête de lecture au composant req1 qui gère les requêtes des
utilisateurs de l'hôpital H1. Celui-ci consulte le composant repo1 qui connaît le placement
des répliques puis, il sélectionne la réplique hébergée par le n÷ud node2 à utiliser.
Ensuite, il envoie la requête de lecture au composant acc2 sur le n÷ud hébergeant la
réplique choisie. Ce dernier retourne à l'utilisateur le résultat qui est la valeur de la réplique
lue.
Dans le cas d'écriture de la donnée, le scénario est similaire et il se termine par le renvoi
de l'acquittement de la réalisation de l'écriture.
Gestion de la cohérence. Le diagramme représenté dans la ﬁgure 5.11 décrit les trai-
tements de gestion de cohérence en cas de lecture puis, en cas d'écriture de la donnée D2
par un utilisateur de l'hôpital H1.
Lorsque le composant acc2 reçoit l'opération de lecture du composant req1, il interagit
avec le composant conc1 responsable de la donnée pour lui notiﬁer la tentative de lecture.
Celui-ci verrouille l'accès en lecture et en écriture à cette réplique et l'accès en écriture à
toutes les autres répliques de la donnée D2 3. Puis, il informe acc2 que la réplique est dis-
3. Le protocole ROWA ( Read One Write All ) autorise l'écriture sur n'importe quelle réplique, la
propagation de celle-ci aux autres répliques étant atomique. Il autorise aussi des lectures simultanées sur
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Figure 5.11  Diagramme de séquence de gestion de cohérence suite à une lecture/écriture
d'une donnée
ponible pour la lecture. Ce dernier réalise l'opération, retourne la valeur lue au composant
req1 et notiﬁe la ﬁn de l'opération à conc1 qui libère tous les verrous.
Lorsque l'opération est une écriture, conc1 verrouille toutes les répliques de la donnée
en lecture et en écriture dès qu'il est notiﬁé de la tentative d'écriture. Ensuite, acc2 modiﬁe
la réplique choisie et notiﬁe le composant upd2 de cette opération.
Le composant upd2 consulte alors l'annuaire repo1 pour récupérer le placement des
répliques de la donnée D2. Il détermine les répliques à mettre à jour et les mises à jour
à propager 4, puis, il initie la diﬀusion de l'opération aux autres composants de propaga-
tion de MAJ. Cette diﬀusion étant un parcours d'anneau dans notre scénario, upd3 reçoit
l'opération et conclut qu'il ne doit pas propager la mise à jour à d'autres composants de
propagation. Il interagit avec le contrôleur d'accès acc3 responsable du n÷ud node3 qui
héberge la réplique à mettre à jour et lui soumet l'opération.
Enﬁn, le contrôleur d'accès acc2 initial est informé de la réussite de la mise à jour
et notiﬁe le contrôleur de concurrence conc1 de la ﬁn de l'opération pour libérer tous les
verrous sur les répliques.
plusieurs répliques d'une donnée.
4. Dans notre scénario, il s'agit de transmettre l'opération d'écriture qui vient d'être faite aux autres
répliques de la donnée : la réplique hébergée par le n÷ud node3.
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5.6.3 Spécialisation d'un système d'adaptation
Aﬁn d'illustrer l'articulation entre un système de réplication et un système d'adapta-
tion, ce paragraphe présente un exemple de démarche que l'expert en adaptation pourra
suivre. Dans cet exemple, il doit analyser les caractéristiques du système de réplication
à adapter et de son environnement d'exécution pour spécialiser un système d'adaptation
approprié.
Nous considérons un ensemble d'hypothèses selon lesquelles la spécialisation est faite.
D'abord, l'expert constate que les composants du système de réplication s'exécutent dans
des environnements hétérogènes et que l'environnement global est large. Alors, il décide de
distribuer la gestion de contexte ainsi que la gestion d'adaptation. De plus, l'objectif de
l'expert est de sélectionner des composants applicatifs dans le champ d'action de chaque
gestionnaire de contexte et d'adaptation de sorte qu'ils soient proches géographiquement.
Enﬁn, les fonctions de placement de répliques, d'interrogation de données et de gestion de
cohérence des répliques sont sensibles à des aspects de contexte diﬀérents et le système
d'adaptation leur applique des stratégies d'adaptation diﬀérentes. L'expert décide ainsi de
déﬁnir des gestionnaires d'adaptation séparés pour chaque fonction.
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Figure 5.12  Exemple de répartition des composants d'un système d'adaptation
Sous ces hypothèses, l'expert choisit quatre gestionnaires de contexte (gc1..gc4 ) (voir
ﬁgure 5.12). Les gestionnaires gc1 et gc2 surveillent le contexte respectivement au niveau
de l'hôpital H1 et l'hôpital H2. Le gestionnaire gc3 s'intéresse aux informations contextelles
liées au n÷ud qui l'héberge et au patient. Finalement, le gestionnaire gc4 gère le contexte
au niveau des n÷uds 6, 7 et 9. Les types d'informations sur le contexte gérées dans chaque
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environnement diﬀèrent. Par exemple, gc1 tient compte des aspects liés à la mobilité des
utilisateurs comme la connectivité et leurs emplacements alors que gc3 se distingue par la
prise en compte de la situation du patient.
De plus, l'expert déﬁnit plusieurs gestionnaires d'adaptation comme le montre la ﬁ-
gure 5.12. D'abord, les deux gestionnaires de placement répliquent des données diﬀérentes
et sont éloignés géographiquement. Ainsi, un gestionnaire d'adaptation est associé à chacun
d'eux (ga1 et ga2 ). Ensuite, les moteurs de requêtes sont utilisés par des utilisateurs dis-
tincts dans des environnements distants et hétérogènes. Ainsi, il associe à chaque moteur
un gestionnaire d'adaptation spéciﬁque (ga3 et ga4 ). Puis, les gestionnaires de propaga-
tion de mises à jour sont déployés dans des environnements hétérogènes et sont distants.
Donc, l'expert en adaptation associe à chacun un gestionnaire d'adaptation (ga5..ga8 ).
Enﬁn, le contrôleur de concurrence conc1 est dans le champ d'action de ga5 et conc2 dans
celle de ga7. Les quatre gestionnaires d'adaptation responsables de la gestion de cohérence
(ga5..ga8 ) coopèrent. Chacun inclut donc un négociateur et un coordinateur d'exécution
et est connecté aux trois autres. Par ailleurs, les services de placement et de gestion de
cohérence sont dépendants. Ainsi, l'expert choisit un gestionnaire d'adaptation coopératif
associé à un gestionnaire de placement coopératif et le connecte aux gestionnaires d'adapta-
tion des gestionnaires de propagation. Les gestionnaires d'adaptation associés aux moteurs
de requêtes ne sont pas coopératifs. En eﬀet, le choix du comportement d'un moteur de
requêtes ne dépend pas des comportements des autres composants applicatifs. Selon les
composants applicatifs qu'il adapte, chaque gestionnaire d'adaptation est connecté au ges-
tionnaire de contexte fournissant les informations nécessaires. L'expert spécialise aussi le
comportement des diﬀérents composants du système d'adaptation.
5.7 Conclusion
Dans ce chapitre, nous avons présenté notre modèle architectural pour la réplication
de données et nos principes de développement de systèmes de réplication auto-adaptables.
Nous nous sommes intéressés aux diﬀérentes fonctions d'un système de réplication de façon
globale et nous les avons conçues de manière modulaire à base de composants logiciels.
Notre modèle supporte la variabilité de la structure, du comportement et de la distribution
du système de réplication. Ainsi, il oﬀre une grande ﬂexibilité pour spécialiser un système
de réplication en fonction d'une application cible et pour l'adapter dynamiquement. En
eﬀet, notre approche supporte divers types de modiﬁcation du système de réplication et
l'adaptation peut concerner seulement un sous ensemble de données ou d'utilisateurs pour
certaines de ses fonctions. Pour assurer l'adaptation dynamique, le système de réplication
oﬀre des interfaces spéciﬁques pour le connecter à un système d'adaptation dédié.
Les types d'interfaces spéciﬁées dans notre modèle architectural prennent en compte
l'existence de plusieurs approches de réplication en déﬁnissant plusieurs types d'opérations
possibles et plusieurs possibilités d'interaction entre les composants. L'implémentation de
chaque interface peut varier selon le comportement souhaité. Cependant, il est envisageable
d'ajouter de nouveaux types interfaces, voire de nouveaux types de composants. Ceci peut
être nécessaire pour enrichir notre modèle et élargir le spectre de systèmes de réplication
pouvant être déﬁnis.
Notre approche qui se base sur la déﬁnition de deux modèles architecturaux, le premier
pour l'adaptation et le second pour la réplication, peut être suivie pour rendre d'autres
applications auto-adaptables. La généricité de nos modèles permet de mettre en ÷uvre
notre approche avec plusieurs modèles de composants logiciels existants. Le chapitre suivant
décrira notre implémentation des modèles et de la fabrique ainsi que l'évaluation de notre
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approche.
Chapitre 6
Implémentation et expérimentation
6.1 Introduction
Dans ce chapitre, nous présentons la mise en ÷uvre de notre proposition et sa validation
par des expérimentations. Nous décrivons les implémentations de nos deux modèles archi-
tecturaux de systèmes d'adaptation et de systèmes de réplication ainsi que notre fabrique
qui ont été présentés dans les deux chapitres précédents. Nous avons choisi le modèle de
composants Fractal pour réaliser notre prototype. Nous avons utilisé Julia, l'implantation
de référence en Java de ce modèle. Notre prototype permet ainsi de construire un système
de réplication auto-adaptable comme un assemblage de composants Fractal distribués sur
plusieurs n÷uds. Dans la suite de ce chapitre, le premier paragraphe introduit le modèle de
composants Fractal et un ensemble d'outils qui y sont associés et que nous avons utilisés
pour le développement de notre prototype. Le paragraphe 6.3 présente celui-ci. Enﬁn, le
dernier paragraphe décrit des expérimentations que nous avons menées pour évaluer les
performances des implémentations réalisées et discute les résultats obtenus.
6.2 Le modèle de composants Fractal et les outils associés
Pour implémenter notre proposition, nous avons choisi le modèle de composants Fractal.
Ce choix a été motivé par (i) la nature hiérarchique du modèle qui facilite l'implémentation
de nos modèles architecturaux, (ii) les facilités qu'il oﬀre pour mettre en place l'adaptation
grâce à la réﬂexivité (un composant peut s'inspecter et se modiﬁer), (iii) l'extensibilité du
modèle qui permet de personnaliser les capacités de contrôle de chaque composant aﬁn
de déﬁnir celles dédiées à l'adaptation et (iv) l'activité importante autour du modèle et
ses implantations pour le développement d'applications à base de composants (noyaux de
systèmes d'exploitation, bibliothèques de communication, intergiciels à messages, systèmes
de gestion de persistance...).
6.2.1 Le modèle de composants Fractal
Fractal [BCL+06] est un modèle de composants proposé par le consortium OW2 1.
Un composant Fractal est une brique de base pour la construction d'applications qui est
manipulé à l'aide de ses interfaces. Un composant Fractal fournit et requiert des interfaces
fonctionnelles et fournit un ensemble d'interfaces de contrôle. La liste de ces dernières
inclut, entre autres, une interface dédiée à la gestion du cycle de vie du composant et au
contrôle du contenu du composant lorsqu'il s'agit d'un composite.
1. http ://fractal.ow2.org/
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On distingue deux parties dans la structure d'un composant Fractal :
• Une membrane. Elle contient toutes les interfaces du composant ainsi que l'implé-
mentation des interfaces de contrôle.
• Un contenu. Il comprend un ensemble de sous-composants ou d'objets qui implé-
mentent les interfaces fonctionnelles du composant.
Dans Fractal, il existe deux types de composant selon le contenu de celui-ci :
• Composant primitif. Le contenu d'un composant primitif est un objet.
• Composant composite. Le contenu d'un composant composite est un ensemble de
composants (composite ou primitif).
L'exemple de la ﬁgure 6.1 décrit un composant composite HelloWorld contenant deux
composants Client et Server. Ces composants représentent un client et un serveur connectés
via une interface s. Une interface r fournie par le composant client est exportée en dehors
de la composition.
C BC SC LC NCCC
HelloWorld
C BC SC LC NC C BC SC LC NC
Client Server
r r s s
Figure 6.1  Représentation graphique d'un composite HelloWorld
Par convention, on représente à gauche et en rouge les interfaces serveur, et à droite et
en vert les interfaces client. Les interfaces de contrôle sont représentées sur la partie haute
du composant.
Les composants sont liés les uns aux autres via leurs interfaces fonctionnelles. Les
connexions entre interfaces sont nommées  binding . Un composant Fractal a un cycle
de vie. Il peut être dans l'état stopped (arrêté) ou started (en marche).
Le modèle Fractal est un modèle de composants typé. Il déﬁnit un système de types
pour les composants et les interfaces. Le type d'un composant Fractal est l'ensemble des
types de ses interfaces fonctionnelles client et serveur. Un type d'interface est constitué
du nom de l'interface, de sa signature, de son rôle (client ou serveur), de sa contingence
(obligatoire ou optionnelle) et de sa cardinalité (unique ou multiple). Le typage en Fractal
rend possible la vériﬁcation de l'assemblage de composants.
Pour un composant, la spéciﬁcation Fractal déﬁnit diﬀérents contrôleurs :
• AttributeController ou AC. Il permet d'accéder et de modiﬁer les attributs du com-
posant.
• BindingController ou BC. Il permet de gérer les liaisons du composant avec les autres
composants.
• ContentController ou CC. Il permet de gérer le contenu du composant. Ce contrô-
leur existe seulement pour les composants composites. Il est utilisé pour connaître
l'ensemble des sous-composants et des interfaces internes du composant. Il permet
aussi d'ajouter ou supprimer des sous-composants.
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• LifeCycleController ou LC. Il permet de connaître l'état d'exécution du composant,
de l'arrêter et de le démarrer.
• NameController ou NC. Il permet de connaître ou modiﬁer le nom du composant.
• SuperController ou SC. Il permet de connaître le composant père (contenant le com-
posant) du composant.
• Component. Il permet d'accéder aux interfaces externes (clients ou serveurs) du com-
posant.
• Interface. Il permet d'obtenir des informations sur les interfaces du composant : nom,
propriétaire...
Dans la ﬁgure 6.1, chacun des composants primitifs Client et Server dispose de cinq
interfaces de contrôle : Component, BindingController, SuperController, LifeCycleControl-
ler et NameController. Le composite HelloWorld a une interface de contrôle en plus qui
est l'interface ContentController.
6.2.2 Julia : une implémentation de Fractal
Julia 2 est l'implémentation de référence du modèle Fractal pour des applications Java. Il
s'agit d'un canevas logiciel qui permet d'instancier des composants Fractal dont le contenu
est implanté sous forme de classes Java. Ce canevas fournit un ensemble de contrôleurs
standards et une fabrique de composants qui permet d'assembler les composants avec
l'implémentation des contenus. Le canevas se présente sous la forme d'une librairie qui
s'exécute au dessus d'une machine virtuelle Java (JVM) classique.
LifeCycle
ControllerComponent
Binding
Controller
Controller part
J
Content part
Server interface
Client interface
I
 
K
Implementation in JuliaModel
Control Object “Impl” linkInterceptor ObjectInterface Object
Figure 6.2  Julia : l'implantation de référence en Java du modèle Fractal
Dans Julia, un composant en exécution est représenté par diﬀérents objets Java. On
peut séparer ces objets en 3 groupes distincts (voir ﬁgure 6.2) :
2. http ://fractal.ow2.org/current/doc/javadoc/julia/
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• Les objets qui implémentent les interfaces du composant (Interface Objects). Il y a
un objet par interface du composant. Chaque objet a un lien ( impl  link) vers un
objet qui implémente l'interface Java et à laquelle tous les appels de méthode sont
délégués. Cette référence est nulle pour les interfaces client.
• Les objets qui implémentent les contrôleurs du composant (Control Objects et Inter-
ceptor Objects). Un objet contrôleur peut implémenter zéro, une ou plusieurs inter-
faces de contrôle.
• Les objets qui implémentent le contenu du composant dans le cas d'un composant
primitif (non représentés sur la ﬁgure 6.2).
Par ailleurs, on distingue deux types d'objets pour représenter l'implémentation de
l'interface de contrôle :
• Intercepteur. Un intercepteur (Interceptor Object) permet d'intercepter les appels
entrants et sortants sur les interfaces fonctionnelles.
• Contrôleur. Un contrôleur (Control Object) implémente une partie de l'interface de
contrôle. Il peut avoir des références vers d'autres contrôleurs et/ou intercepteurs.
Dans Julia, la fabrique peut être utilisée soit directement en Java (interface programma-
tique), soit en utilisant le langage de description d'architecture (ADL) de Fractal (interface
déclarative). Ce langage est présenté dans le paragraphe suivant.
6.2.3 Fractal ADL : le langage de description d'architecture de Fractal
L'architecture d'une application à base de composants Fractal peut être décrite à l'aide
du langage de description d'architecture Fractal ADL 3. Cet ADL permet, de manière dé-
clarative, de déﬁnir des conﬁgurations d'une application à base de composants Fractal avec
une syntaxe basée sur XML. Les diﬀérents éléments d'une architecture (composants, inter-
faces...) sont déﬁnis dans des modules XML séparés conformes à une DTD. Un atout de cet
ADL est son extensibilité. Par exemple, pour ajouter des contrôleurs dédiés à l'adaptation,
l'ADL peut être étendu facilement pour prendre en compte ces nouveaux contrôleurs. De
plus, de multiples usages sont possibles d'une déﬁnition ADL comme le déploiement, la
vériﬁcation et l'analyse de l'architecture.
Fractal ADL est constitué de deux parties : un langage basé sur XML et une usine qui
permet de traiter les déﬁnitions réalisées à l'aide du langage. Nous présentons ces deux
éléments dans les deux paragraphes suivants.
Le langage Fractal ADL
L'ADL de Fractal est basé sur XML et est déﬁni par un ensemble de DTDs dont les
éléments déﬁnis peuvent être utilisés dans toute description Fractal ADL. La ﬁgure 6.3
illustre un exemple de description en Fractal ADL du composant que nous avons présenté
graphiquement dans la ﬁgure 6.1. L'élément deﬁnition doit être utilisé pour démarrer la
description de tout composant. Il a un attribut obligatoire name qui spéciﬁe le nom du
composant décrit. Ensuite, un élément XML component peut être ajouté comme un sous-
élément d'un élément deﬁnition ou d'un autre élément component pour spéciﬁer des sous-
composants. Dans la ﬁgure 6.3, les composants Client et Server sont contenus dans le
composite HelloWorld.
Fractal ADL déﬁnit d'autres éléments et attributs XML pour spéciﬁer l'architecture
d'une application, les interfaces d'un composant, l'implantation des composants primitifs
et la partie contrôle des composants. De plus, concernant les informations de déploiement,
3. http ://fractal.ow2.org/current/doc/javadoc/fractal-adl/
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le langage permet de préciser sur quels n÷uds les composants sont placés. Dans notre
exemple, le client sera déployé sur le n÷ud node1 et le serveur sur le n÷ud node2.
<definition name="HelloWorld">
i f " " l " " i "j l bl "/< nter ace name= r  ro e= server  s gnature= ava. ang.Runna e >
<component name="Client">
<interface name="r" role="server" signature="java.lang.Runnable"/>
Description de l’interface 
fonctionnelle serveur   
<interface name="s" role="client" signature="Service"/>
<content class="ClientImpl"/>
<controller desc="primitive"/>
i l d " d 1"/
Description de l’interface 
fonctionnelle client
<v rtua ‐no e name= no e >
</component>
<component name="Server">
Référence vers la classe qui  implémente 
la partie fonctionnelle du composant
Référence vers la description
<interface name="s" role="server" signature="Service"/>
<content class="ServerImpl"/>
<controller desc="primitive"/>
i t l d " d 2"/
    
de la partie de contrôle
Référence vers le nœud 
qui héberge le composant<v r ua ‐no e name = no e >
</component>
<binding client="this.r" server="Client.r"/>
   
<controller desc="composite"/>
/d fi iti< e n on>
Figure 6.3  Exemple de description de composants en Fractal ADL
Par ailleurs, Fractal ADL permet d'exprimer des relations de référencement et d'héri-
tage entre des descriptions ADL aﬁn de faciliter l'écriture de déﬁnitions ADL.
L'usine de Fractal ADL
L'usine de Fractal ADL permet de traiter les descriptions écrites en Fractal ADL.
Elle est implantée par cinq composants Fractal (voir ﬁgure 6.4) qui traitent les diﬀérents
éléments de Fractal ADL décrits dans le paragraphe précédent.
• Le composant Factory assure le contrôle de l'exécution de l'usine. Après avoir ini-
tialisé les composants de l'usine, il appelle successivement les composants Loader,
Compiler et Scheduler.
• Le composant Loader est en charge de construire une AST (Abstract Syntactic Tree)
à partir des ﬁchiers ADL qui décrivent l'application. Il contient une chaîne de sous-
composants. En particulier, un composant Parser lit les ﬁchiers de description et les
transforme en AST puis un ensemble de composants analysent l'AST généré pour
des vériﬁcations sémantiques particulières.
• Le composant Compiler est en charge de parcourir l'AST et de créer des tâches à exé-
cuter aﬁn de déployer l'architecture spéciﬁée. Ce composant contient un ensemble de
sous-composants chacun dédié à la création d'une tâche spéciﬁque comme la création
d'un composant, l'établissement d'une liaison...
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Loader
Factory
Compiler Backend
Scheduler
Figure 6.4  Architecture de l'usine de Fractal ADL
• Le composant Backend encapsule un ensemble de sous-composants fournissant l'im-
plantation concrète des tâches créées par le Compiler. Des composants Backend dif-
férents peuvent être utilisés pour obtenir des caractéristiques de déploiement dif-
férentes. Par exemple, parmi les Backend fournis dans le paquetage de l'usine de
Fractal ADL, on en trouve un qui déploie directement une conﬁguration ADL sur
une machine virtuelle Java, alors qu'un autre génère le code de déploiement.
• Le composant Scheduler exécute les tâches créées par le composant Compiler dans
un ordre correct en résolvant leurs contraintes de dépendance.
6.2.4 Fractal RMI
Fractal RMI 4 est un intergiciel qui permet des communications synchrones distantes
entre des composants Fractal. Il est constitué d'une dizaine de composants Fractal regrou-
pés dans un composant composite qui oﬀre l'interface NamingContext. Une instance de ce
composite est nécessaire sur chaque n÷ud (ou par machine virtuelle).
L'interface NamingContext permet de gérer l'espace de nommage utilisé par Fractal
RMI : création d'un nom pour un objet local et création d'une chaîne de liaison vers un
objet distant désigné par son nom.
Parmi les composants internes de Fractal RMI, on trouve des composants implémentant
des protocoles et notamment le protocole d'invocation de méthode à distance, un composant
pour gérer le paquetage et le dépaquetage des messages, un composant pour créer des talons
et squelettes, ainsi que des composants de gestion de ressources (cache de tampons mémoire
pour lire et écrire les messages, pools de threads...).
6.3 Notre prototype
Aﬁn de proposer des outils concrets pour la construction de systèmes de réplication
auto-adaptables et valider notre approche par des expérimentations, nous avons réalisé
4. http ://fractal.ow2.org/current/doc/javadoc/fractal-rmi/
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une implémentation de notre proposition. Cette implémentation représente une infrastruc-
ture pour le développement et la mise en place de systèmes de réplication auto-adaptables
par assemblage de composants Fractal. Elle doit notamment supporter la variabilité des
conﬁgurations (implémentation, structure, distribution) de systèmes de réplication et de
systèmes d'adaptation. Elle implante alors le modèle architectural d'un système d'adapta-
tion distribué et celui d'un système de réplication de données en utilisant des mécanismes
oﬀerts par Fractal. De plus, nous avons implanté une fabrique qui instancie un système
de réplication et un système d'adaptation et les interconnecte ensemble. Dans la suite,
nous décrivons l'implémentation de notre modèle architectural de systèmes d'adaptation
puis, celle de notre modèle architectural de réplication. Ensuite, nous présentons la mise
en ÷uvre de la fabrique.
6.3.1 Implémentation du modèle architectural d'adaptation
L'implémentation de notre modèle architectural d'adaptation avec le modèle de com-
posants Fractal nécessite la mise en ÷uvre des diﬀérents types de composants d'un système
d'adaptation, la déﬁnition des points de variation et l'expression de contraintes spéciﬁées
dans notre modèle. De plus, nous avons développé un ensemble de traitements communs
spécialisables qui représentent des implantations réutilisables des composants d'un système
d'adaptation.
Projection du modèle architectural vers le modèle de composants Fractal
La projection de notre modèle vers le modèle de composants Fractal a nécessité de
prendre en compte quelques diﬀérences structurelles entre le modèle Fractal et le modèle
de composants UML. Notamment, la notion de port est absente dans Fractal. En eﬀet,
les points d'entrée d'un composant dans le modèle Fractal sont déﬁnis par les interfaces
de contrôle et les interfaces fonctionnelles. Il n'existe pas non plus de notion explicite de
connecteur, bien qu'on puisse très bien utiliser un composant standard pour jouer ce rôle.
Par ailleurs, le modèle Fractal introduit le concept de liaison (binding) comme support
des interactions entre les composants. Une liaison est un lien orienté, correspondant à un
canal de communication, entre une interface client et une interface serveur. Nous utilisons
Fractal RMI qui fournit une fabrique de liaisons (binding factory) pour créer des liaisons
entre des composants distribués.
Enﬁn, la description d'un type de composant dans nos modèles inclut en plus des types
des interfaces fonctionnelles, les points de variation de comportement et de distribution des
composants et le type des interfaces de contrôle dédiées à l'adaptation pour les composants
applicatifs.
Description des types des composants du système d'adaptation
Nos avons mis en ÷uvre les déﬁnitions de types de composants primitifs contenus
dans les composants de type  ContextManager  et  AdaptationManager  à l'aide du
langage Fractal ADL.
Nous répartissons la déﬁnition ADL de chaque type de composant primitif dans deux
ﬁchiers. Le premier décrit l'ensemble des types des interfaces fonctionnelles du composant.
Le deuxième ﬁchier étend (via un attribut extends) cette description en y rajoutant les
autres éléments. Il précise des attributs du composant qui spécialisent son comportement,
une référence au ﬁchier d'implémentation du contenu, une référence à un descripteur de la
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partie de contrôle du composant et une référence au n÷ud qui doit héberger une instance
du composant.
Points de variation. Pour exprimer les points de variation, les descriptions en Fractal
ADL contiennent des arguments dont les valeurs sont attribuées au moment de l'instancia-
tion des composants. Ces arguments représentent les points de variation reliés au compor-
tement et au placement du composant. Un argument peut représenter la classe qu'implante
le composant ou un paramètre de conﬁguration de l'algorithme qu'implémente le compo-
sant. De plus, un argument représente le n÷ud qui héberge le composant. Par exemple,
les ﬁgures 6.5 et 6.6 représentent respectivement la description des types d'interfaces fonc-
tionnelles en Fractal ADL d'un composant de type  Negotiator  et la déﬁnition ADL
complète du composant qui l'étend.
La première description montre les diﬀérents types des interfaces du composant. Il a
deux interfaces serveur de type  NegotiateItf  et  ProposeItf  et trois interfaces
client de type  ProposeItf ,  MonitorItf  et  NotifyItf . Les multiplicités des
interfaces sont exprimés avec les attributs cardinality et contingency. Par exemple, la mul-
tiplicité 0..* de l'interface client de type  ProposeItf  est exprimée en déﬁnissant une
contingence optionnelle (nombre d'interfaces peut être égale à 0) et une cardinalité collec-
tion (nombre d'interfaces peut être supérieure à 1).
Dans la déﬁnition complète (ﬁgure 6.6), nous distinguons deux arguments : negotia-
tionPolicy et remoteNode. Le premier permet de choisir une classe Java qui représente la
politique de négociation utilisée par le composant. Cette classe est un paramètre de conﬁ-
guration de l'algorithme de négociation qu'implante le composant. Le deuxième argument
sert à ﬁxer le n÷ud qui héberge le composant. La classe qu'implante le composant (fr.irisa.
coordination.decision.implementations.NegotiatorImpl) et la description des interfaces de
contrôle (primitive) sont communs à tous les composants de ce type.
Des descriptions similaires avec un argument représentant une politique à choisir par
l'expert sont déﬁnies pour les autres composants de type  DecisionMaker ,  Planner 
et  Coordinator . En eﬀet, le comportement d'un composant d'un de ces types est
spécialisable par une politique.
Assemblage de composants. Concernant l'assemblage des composants, la structure
peut varier d'un système d'adaptation à un autre. Plusieurs choix sont possibles pour
le nombre de gestionnaires d'adaptation et de gestionnaires de contexte ainsi que pour
la composition d'un gestionnaire d'adaptation. De plus, le nombre d'instances de certains
types d'interface varie et la manière d'interconnecter les composants diﬀèrent d'un système
d'adaptation à un autre. En conséquence, nous avons déﬁni une API de programmation
pour notre fabrique. L'expert en adaptation utilise cette API pour spéciﬁer l'architecture
souhaitée du système d'adaptation. Une description détaillée de notre fabrique est présentée
dans le paragraphe 6.3.3.
Interfaces de contrôle. En Julia, la description des interfaces de contrôle des compo-
sants est réalisée dans un ﬁchier de conﬁguration particulier, julia.cfg. Ce ﬁchier est
structuré en diﬀérentes parties déﬁnissant notamment les interfaces des contrôleurs et leur
implémentation. Pour un système d'adaptation, nous utilisons les interfaces et implanta-
tions déﬁnies par défaut dans ce ﬁchier.
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<?xml version="1.0" encoding="ISO‐8859‐1" ?>   
<!DOCTYPE definition PUBLIC "‐//objectweb.org//DTD Fractal ADL 2.0//EN" 
"classpath://org/objectweb/fractal/adl/xml/standard.dtd">
<definition name="fr.irisa.coordination.decision.api.NegotiatorAbstract">
<interface signature="fr.irisa. coordination.decision.api.NegotiateItf" role="server" name="negotiate"/>
<interface signature="fr.irisa. Coordination.decision.api.ProposeItf" role="server" name="propose"  
contingency="optional"/>
<interface signature="fr.irisa. coordination.decision.api.ProposeItf" role="client" name="proposer" 
cardinality="collection" contingency="optional"/>
<interface signature="fr.irisa.adaptation.contextManagement.api.MonitorItf" role="client" 
name="monitor" cardinality="collection" contingency="optional"/>
<interface signature="fr.irisa.adaptation.decision.api.NotifyItf" role="client" name="notifier"/>
</definition>
Figure 6.5  Description des types d'interfaces fonctionnelles d'un composant de type
négociateur
Implémentations réutilisables des gestionnaires d'adaptation
Pour faciliter la mise en place d'un système d'adaptation, nous avons mis en ÷uvre des
traitements communs qui implémentent les fonctionnalités des gestionnaires d'adaptation.
Les classes qu'implantent les composants de type  DecisionMaker ,  Planner ,
 Negotiator  et  Coordinator  sont développées pour être communes à tous les ges-
tionnaires d'adaptation et à tous les systèmes d'adaptation. L'implémentation de chacun
est spécialisée par une politique externe déﬁnie comme un attribut du composant. Au
cours de leur exécution, la politique associée à chacun de ces composants Fractal peut être
changée en modiﬁant la valeur de l'attribut correspondant.
Le composant de type  Executor  est réutilisable sans qu'il soit nécessaire de spé-
cialiser son comportement. La classe qu'implante ce composant est capable d'appliquer les
actions de tout plan qu'il reçoit.
La ﬁgure 6.7 montre la correspondance entre la description d'un composant de type
 Negotiator  avec un attribut représentant sa politique et les traitements nécessaires
pour conﬁgurer le composant. Ces traitements sont inclus dans la classe Java NegotiatorImpl
qu'implante le composant et en particulier dans la méthode setNegotiationPolicy.
La description en Fractal ADL du composant précise que celui-ci a un attribut ne-
gotiationPolicy. Cette politique est décrite sous forme d'une classe Java et elle est nom-
mée NegotiationPolicyOfConsistencyAdaptation1 dans cet exemple. La fabrique utilise le
contrôleur d'attributs de Julia pour aﬀecter une valeur à l'attribut negotiationPolicy dans
la classe Java qu'implante le composant. L'appel de la méthode de l'interface de contrôle
d'attributs réalise une instanciation d'un objet de la classe représentant la politique et
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<?xml version="1 0" encoding="ISO 8859 1" ?>.   ‐ ‐  
<!DOCTYPE definition PUBLIC "‐//objectweb.org//DTD Fractal ADL 2.0//EN" 
"classpath://org/objectweb/fractal/adl/xml/standard.dtd">
<definition name="fr.irisa.coordination.decision.api.Negotiator" 
extends="fr.irisa.coordination.decision.api.NegotiatorAbstract" arguments="negotiationPolicy
,remoteNode">
<content class="fr.irisa. coordination.decision.implementations.NegotiatorImpl"/>
<attributes signature="fr.irisa.cooperation.decision.implementations.negotiation.NegotiatorAttributes">
<attribute name="negotiationPolicy" value="${negotiationPolicy}"/>
</attributes>
<controller desc="primitive"/>
<virtual‐node name="${remoteNode}"/>
</definition>
Figure 6.6  Déﬁnition d'un composant de type négociateur en Fractal ADL
aﬀecte cet objet à negotiationPolicy.
Concernant la forme des politiques, nous nous sommes inspirés du paradigme ECA
(Événement - Condition - Action). Une politique est donc constituée d'un ensemble de
règles, chacune constituée de trois éléments :
• une spéciﬁcation d'un type d'événement qui active la règle lorsqu'il a lieu ;
• une condition qui est expression booléenne déﬁnissant la situation dans laquelle on
applique l'action ;
• une action à eﬀectuer si la condition est satisfaite.
La ﬁgure 6.8 montre un exemple de règle d'une politique de négociation. Cette politique
spécialise le comportement d'un négociateur ayant la capacité de participer à des processus
de négociation à propos le changement du protocole de cohérence de répliques.
Dans cette règle, un test est eﬀectué pour vériﬁer qu'il s'agit de négociation d'adapta-
tion du protocole de cohérence. Ensuite, la règle extrait, à partir du contrat d'adaptation
proposé, la stratégie d'adaptation souhaitée. Cette stratégie précise le nom du protocole
visé. La règle utilise l'interface client de type  MonitorItf  du négociateur reliée au
gestionnaire de contexte contextManager0. Cette interface permet de mesurer la fréquence
des écritures sur les sites dont le gestionnaire de propagation de mises à jour en question
est responsable. Si cette fréquence est élevée et la stratégie d'adaptation vise à appliquer
un protocole de cohérence optimiste, le négociateur accepte la proposition spéciﬁée dans le
contrat de négociation. Un attribut du contrat d'adaptation est aﬀecté par la valeur accept.
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…
<content class="fr.irisa. coordination.decision.implementations.NegotiatorImpl"/>
<attributes
signature="fr.irisa.cooperation.decision.implementations.negotiation.NegotiatorAttributes">
< tt ib t " ti ti P li " l "${ ti ti P li }"/>a r u e name= nego a on o cy  va ue= nego a on o cy
</attributes>
…
public class NegotiatorImpl implements ProposerItf, 
NegotiateItf, NegotiatorAttributes, BindingController
public class NegotiationPolicyOfConsistencyAdaptation1 
implements NegotiationPolicy
, LifeCycleController { 
NegotiationPolicy negotiationPolicy;
{
public Object reason(Contract contract){…}
}
…
public void setNegotiationPolicy(String policyDef) {
…
Class policyClass = Class.forName(policyDef); Negotiator
…
negotiationPolicy = policyClass .newInstance();
…
}
…
}
Figure 6.7  Spécialisation du comportement d'un négociateur
Implémentations réutilisables des composants de gestion du contexte
Pour pouvoir adapter une application aux évolutions de son contexte d'exécution, il
faut, bien évidemment, connaître ce contexte. Selon l'application à adapter, un choix
concernant les algorithmes qu'implantent les composants de chaque gestionnaire de contexte
chargés de cette fonctionnalité est nécessaire. En particulier, les composants de type  Con-
textAcquisitionManager ,  Interpreter  et  AggregationManager  qui se chargent
de l'acquisition des données brutes et du raisonnement sur ces données doivent être spé-
cialisés selon les caractéristiques du contexte qui guident les processus d'adaptation. Nous
avons réalisé une implémentation de ces composants de sorte à pouvoir gérer plusieurs
types d'informations contextuelles nécessaires pour l'adaptation de systèmes de réplica-
tion. Ces implémentations peuvent être réutilisées et éventuellement étendues en fonction
du système de réplication en question. Pour d'autres types d'application, il est nécessaire
de déﬁnir d'autres implémentations spéciﬁques à l'application en question.
6.3.2 Implémentation du modèle architectural de réplication
L'implémentation de notre modèle architectural de système de réplication de données
met en ÷uvre les types de composants du système et les contraintes de paramétrage et
d'assemblage des composants, des traitements réutilisables pour la gestion de données ré-
pliquées et aussi des mécanismes pour rendre les composants observables et/ou adaptables.
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…
if (contract getParametersNumber() == 1 &&
Condition
  .        
contract.getContractParameter(0).getClass().equals(ModifyConsistencyStrategy.class));
{
ModifyConsistencyStrategy adaptationStrategy = (ModifyConsistencyStrategy) 
(contract.getContractParameter(0)).getAdaptationStrategy();
String consistencyStrategy = adaptationStrategy.getConsistencyStrategy();
MonitorItf monitor=(ContextMonitorItf) monitorList.get("contextManager0");    
String writeFrequency=(monitor.measure("writeFrequency")).toString();
if (adaptationStrategy.getProtocolName().toString().equalsIgnoreCase("optimistic‐consistency") 
&&
writeFrequency.equalsIgnoreCase("high") ) {
(contract.getContractParameter(0)).setlocalPosition("accept");
} A ti
…
c on
Figure 6.8  Exemple d'une règle de négociation d'adaptation du protocole de cohérence
Description des types des composants du système de réplication
Nous avons décrit les types des composants de notre modèle architectural de réplication
avec le langage Fractal ADL. Comme nous l'avons fait pour le modèle d'adaptation, un
premier ﬁchier ADL décrit le type des interfaces fonctionnelles du type de composant. Puis,
un deuxième ﬁchier ADL rajoute les autres éléments : un attribut précisant le nom de
l'algorithme qui spécialise son comportement, l'implémentation du contenu, une référence
à un descripteur des interfaces de contrôle du composant et le nom du n÷ud qui héberge
le composant.
Points de variation. Parmi les éléments ajoutés dans le deuxième ADL, le nom de
l'algorithme et le nom du n÷ud doivent être ﬁxés par l'expert en réplication pour instancier
le composant. Ces deux éléments représentent donc des points de variation du système
de réplication. Ils servent à choisir le comportement et le placement du composant. Par
ailleurs, et à la diﬀérence des systèmes d'adaptation, nous ne déﬁnissons pas dans l'ADL des
éléments représentant les paramètres de chaque algorithme puisque, dans Fractal ADL, il
est possible de spéciﬁer seulement des paramètres de type primitif ce qui n'est pas suﬃsant
pour certains algorithmes. De plus, les paramètres diﬀèrent d'un algorithme à un autre en
terme de nombre, nom et type. Les paramètres sont donc déﬁnis dans la classe Java qui
implémente l'algorithme sans les déclarer dans la description ADL du composant. Nous
avons développé un contrôleur spéciﬁque utilisé pour conﬁgurer ces paramètres. Il sera
décrit dans le paragraphe suivant.
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Assemblage des composants. La description de l'assemblage des composants du sys-
tème de réplication se fait au moment de sa spécialisation. Il n'est pas possible d'écrire
toutes les conﬁgurations possibles d'un système de réplication en Fractal ADL. Par exemple,
le nombre de composants de chaque type que peut inclure un système est arbitraire. Comme
pour le système d'adaptation, la description d'architecture est réalisée via l'interface fournie
par la fabrique. Cette interface masque l'utilisation de Fractal ADL et de l'API Fractal pour
instancier les composants sur les n÷uds appropriés, les conﬁgurer et les interconnecter.
Interfaces de contrôle. Lors de la déﬁnition ADL des types de composants, la partie
contrôle doit être spéciﬁée. Dans le système de réplication, elle doit inclure les nouveaux
contrôleurs dédiés à la conﬁguration et à l'adaptation des composants. Cette extension des
capacités de contrôle des composants est décrite dans les deux paragraphes suivants.
Spécialisation d'un système de réplication
Pour spécialiser la structure d'un système de réplication, la fabrique utilise l'ensemble
des interfaces de contrôle standards oﬀrant des primitives de base pour conﬁgurer les com-
posants. Ces primitives permettent au moment de déploiement du système de réplication
d'instancier ces composants et de les assembler.
Pour spécialiser le comportement nous déﬁnissons un nouveau contrôleur que nous ap-
pelons le  contrôleur de conﬁguration  (ConﬁgurationController). Ce contrôleur remplace
le contrôleur d'attributs standard de Julia qui permet de manipuler seulement des attri-
buts de type primitif comme les entiers et les chaînes de caractères. Ce nouveau contrôleur
permet de déﬁnir les valeurs des paramètres de conﬁguration de l'algorithme implémenté
quels que soient leurs types (un tableau d'entiers, une instance d'une classe Java spéci-
ﬁque...). Il fournit pour ceci une interface qui sera implémentée de la même manière par
tous les composants. Une partie de cette interface est présentée dans la ﬁgure 6.9. Elle
déﬁnit des opérations pour manipuler deux sortes de paramètres : l'algorithme (algorithm)
et ses paramètres (ﬁled). La réﬂexivité en Java est utilisée pour manipuler les paramètres
de l'algorithme indépendamment de leur type.
public interface ConfigureItf {
void setAlgorithm (String algorithm);
String getAlgorithm ();
Object getField (String fieldName);
void setField (String fieldName, 
Object fieldValue);
…
}
Figure 6.9  Interface fournie par un contrôleur de conﬁguration
Observation et modiﬁcation d'un système de réplication
Dans notre prototype, l'adaptation dynamique est réalisée par des objets séparés des
objets Java qui implémentent les fonctionnalités des composants. Elle se base sur deux
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nouveaux contrôleurs que peut inclure la membrane de chaque composant du système de
réplication.
Le premier est le contrôleur d'observation (ObservationController) qui joue le rôle de
capteur. Il est utilisé pour surveiller le composant applicatif auquel il appartient. Par
exemple, il permet de compter le nombre d'appels d'une méthode implémentée par le
composant de type  AccessController  demandant l'accès à une donnée.
Le deuxième est le contrôleur de modiﬁcation (ModiﬁcationController) qui joue le rôle
d'eﬀecteur. Il exécute les opérations d'adaptation du composant applicatif auquel il appar-
tient. Par exemple, il modiﬁe la valeur du paramètre qui indique le nombre de répliques à
placer sur le réseau.
La ﬁgure 6.10 représente la description de la partie de contrôle d'un composant de
type  PlacementManager . Elle inclut les interfaces de contrôle standards component-
itf, binding-controller-itf, super-controller-itf, lifecycle-controller-itf et name-controller-itf.
De plus, on y rajoute l'interface commune à tous les composants du système de réplica-
tion conﬁguration-controller-itf et les deux interfaces de contrôle dédiées à l'adaptation
observation-controller-itf et modiﬁcation-controller-itf.
# control part of a placement manager 
(placementManagerControllers
(
'interface‐class‐generator
(
## control interfaces
'component itf‐
'binding‐controller‐itf
'super‐controller‐itf
'lifecycle‐controller‐itf
'name‐controller‐itf
'configuration‐controller‐itf
'observation‐controller‐itf
'modification controller itf‐ ‐
)
(
## control objets
'component‐impl
'container‐binding‐controller‐impl
'super‐controller‐impl
'lifecycle controller impl‐ ‐
'name‐controller‐impl
'configuration‐controller‐impl
'observation‐controller‐placement‐impl
'modification‐controller‐placement‐impl
)
…
Figure 6.10  Description de la partie de contrôle d'un gestionnaire de placement
Contrôleurs d'observation des composants. Pour surveiller les composants, un ges-
tionnaire de contexte utilise l'interface fournie par le contrôleur d'observation. Cette inter-
face permet de mesurer les valeurs décrivant la conﬁguration du composant et des carac-
téristiques de l'exécution de ses fonctionnalités.
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L'implémentation de l'interface d'observation inclut un ensemble d'opérations pour sur-
veiller le composant. Chaque opération consiste en un traitement nécessaire pour acquérir
une information contextuelle brute. Par exemple, l'opération getUserNumber est fournie par
le contrôleur d'observation appartenant à un composant de type  PlacementManager 
ou  RequestEngine  pour mesurer le nombre d'utilisateurs connectés au composant.
bli i t f Ob Itfpu c  n er ace  serve
{
public Object applyObservation(String name      , 
Object... params)
throws IllegalObservationException, 
InvocationTargetException;
}
Figure 6.11  Interface fournie par un contrôleur d'observation
L'interface oﬀre une méthode applyObservation qui permet d'invoquer une de ces opé-
rations. La méthode prend en argument le nom de l'opération et un nombre arbitraire
d'arguments. Dans notre cas, la méthode accepte un nombre arbitraire de paramètres de
type Object pour invoquer l'opération.
Le contrôleur d'observation utilise les capacités d'introspection du modèle Fractal per-
mettant de connaître l'état de la conﬁguration d'un système. Par exemple, l'opération
getFcSubComponent du ContentController permet de connaître l'ensemble des sous compo-
sants d'un composant donné. Donc, le contrôleur d'observation peut utiliser ces primitives.
Ainsi, il n'est pas nécessaire d'utiliser la description de l'architecture réalisée au moment
de la spécialisation évitant ainsi de maintenir cette description à jour.
Le contrôleur d'observation peut aussi utiliser les opérations fournies par le contrôleur
de conﬁguration appartenant au même composant ce qui lui permet par exemple de mesurer
la taille d'un tableau contenant les identiﬁants des utilisateurs aﬁn de déterminer leur
nombre.
Par ailleurs, le contrôleur d'observation peut intercepter les appels entrants et sortants
d'un composant pour observer l'exécution des fonctionnalités du composant. Il peut ainsi
observer les appels des méthodes (nombre d'appels, paramètres d'appel, résultat d'invoca-
tion...) et mesurer la performance du système comme le temps de réponse à une demande
d'accès à une donnée ou le temps de placement de répliques.
Les opérations exposées par l'interface d'observation masquent l'utilisation des autres
contrôleurs. Un composant de type  ContextManager  est lié à une seule interface fournie
par le composant applicatif qu'il doit observer. Il est donc plus facile de spécialiser le
comportement d'un gestionnaire de contexte pour acquérir les données contextuelles brutes
grâce à l'utilisation d'opérations bien déﬁnies oﬀertes par le contrôleur d'observation.
Contrôleurs de modiﬁcation des composants. Un gestionnaire d'adaptation assure
la modiﬁcation d'un système de réplication en utilisant les interfaces fournies par les contrô-
leurs de modiﬁcation. Chaque contrôleur de modiﬁcation expose une interface pour invo-
quer un ensemble d'opérations pour l'adaptation du composant auquel il appartient. Ces
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opérations déﬁnies dans le contrôleur représentent des actions d'adaptation et elles peuvent
être composées pour constituer des actions d'adaptation plus complexes spéciﬁées au niveau
des plans d'adaptation.
L'interface du contrôleur de modiﬁcation déﬁnit une seule méthode applyModiﬁcation
comme le montre la ﬁgure 6.12. La méthode a un argument name représentant le nom de
l'opération d'adaptation et un nombre d'arguments variable de type Object.
public interfaceModifyItf   
{
public Object applyModification(String name      , 
Object... params)
throws IllegalModificationException, 
InvocationTargetException;
}
Figure 6.12  Interface fournie par un contrôleur de modiﬁcation
Pour réaliser ses opérations, le contrôleur de modiﬁcation utilise des opérations primi-
tives d'intercession des contrôleurs standards et les opérations du contrôleur de conﬁgu-
ration. Le tableau suivant présente les opérations primitives décrites dans la spéciﬁcation
Fractal pour chaque contrôleur.
Ces opérations produisent des modiﬁcations simples d'une conﬁguration comme l'ajout
de liaison ou la modiﬁcation de la valeur d'un attribut d'un composant. De plus, l'ensemble
de ces opérations est restreint. Le contrôleur de modiﬁcation permet alors de composer
et d'étendre ces opérations pour augmenter les capacités de modiﬁcation du système de
réplication. Il expose des opérations de plus haut niveau aﬁn de masquer l'utilisation des
primitives des autres contrôleurs.
Pour un système de réplication, trois types de modiﬁcations doivent être possibles :
comportementale (algorithmes et paramètres), structurelle et de distribution. Nous pré-
sentons ces adaptations par la suite.
Modiﬁcation de comportement : La modiﬁcation du comportement d'un com-
posant implique le changement de l'algorithme utilisé ou des valeurs des paramètres de
celui-ci. Le contrôleur de modiﬁcation utilise le contrôleur de conﬁguration pour assurer
ces changements. Ce dernier oﬀre les méthodes nécessaires pour ﬁxer l'algorithme à utiliser
et ses paramètres de conﬁguration. Cependant des traitements supplémentaires peuvent
être requis avant ou après la modiﬁcation aﬁn de ramener le système dans un état spéci-
ﬁque. Par exemple, avant de changer le protocole de cohérence des répliques, il peut s'avérer
nécessaire de forcer la mise à jour de toutes les répliques (l'opération updateAllReplica) car
les mises à jour non encore propagées ne peuvent pas être traitées par le nouveau proto-
cole. C'est le contrôleur de modiﬁcation qui oﬀre les actions nécessaires pour assurer ces
traitements.
Par ailleurs, le contrôleur de modiﬁcation inclut aussi des opérations pour appliquer la
technique de classiﬁcation que nous avons présentée dans la section 5.5.2. Nous nous basons
sur le patron de conception  Stratégie  qui permet de déﬁnir pour un composant une
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Contrôleur Opérations dans l'API Java
ContentController • void addFcSubComponent(Component subComponent) : ajoute le sous‐         
composant donné au composant  
• void removeFcSubComponent(Component subComponent) : retire le sous‐
composant donné du composant  
BindingController • void bindFc(String clientItfName, Object serverItf) : lie l'interface cliente
dont le nom est donné en paramètre à une interface serveur passée en
paramètre
• void unbindFc(String clientItfName) : rompt le lien de l'interface cliente
donnée
Lif C l C t ll id t tF () dé l' é ti d ti ité d l te yc e on ro er • vo s ar c  :  marre  ex cu on  es ac v s  ans  e composan
• void stopFc() : suspend l'exécution des activités dans le composant
NameController • void setFcName(String name) : change le nom du composant
AttributeController • void setX(Object value) : change la valeur de l’attribut du composant
Genericfactory • Component newFcInstance(Type type, Object controllerDesc, Object 
contentDesc) : crée un nouveau composant
Factory • Component newFcInstance() : crée un nouveau composant 
Figure 6.13  Opérations primitives d'intercession dans Fractal
famille d'algorithmes encapsulés, interchangeables et associés à des contextes spéciﬁques
(voir ﬁgure 5.6).
La classe Selector délègue l'exécution d'une fonctionnalité du composant à l'un des al-
gorithmes. Elle implémente aussi l'interface du contrôleur de conﬁguration aﬁn de pouvoir
modiﬁer les algorithmes utilisés et leurs paramètres de conﬁguration. Cette interface in-
clut les opérations primitives nécessaires pour appliquer la technique de classiﬁcation. Ces
opérations sont représentées dans la ﬁgure 6.14 et peuvent être utilisées par le contrôleur
de modiﬁcation. Premièrement, les méthodes setGroup et getGroup permettent d'attribuer
une donnée ou un utilisateur identiﬁé par l'argument id à un groupe d'identiﬁant groupId
et de récupérer l'identiﬁant du groupe respectivement. Les méthodes setAlgorithm et ge-
tAlgorithm permettent de consulter et modiﬁer l'algorithme adopté pour un groupe ayant
l'identiﬁant groupId. Enﬁn, getField et setField permettent de manipuler les paramètres
de conﬁguration d'un algorithme adopté pour un groupe particulier.
Modiﬁcation de la structure et de la distribution : Pour adapter la structure,
les contrôleurs de modiﬁcation des composants applicatifs oﬀrent les opérations suivantes :
• une opération qui suspend l'activité du composant en utilisant le contrôleur de cycle
vie,
• une opération qui déconnecte une liste d'interfaces client du composant en utilisant
le contrôleur de liaisons,
• une opération qui connecte une liste d'interfaces client du composant en utilisant le
contrôleur de liaisons,
• une opération qui démarre l'activité du composant en utilisant le contrôleur de cycle
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public interface ConfigureItf {
…
void setGroup (String id, String groupId);
String getGroup (String id);
void setAlgorithm (String groupId,  String algorithm);
String getAlgorithm (String groupId);
Object getField (String groupId,  String fieldName);
void setField (String groupId, String fieldName, Object 
fieldValue);
}
Figure 6.14  Opérations fournies par un contrôleur de conﬁguration pour la classiﬁcation
vie,
• une opération qui récupère l'état d'un composant en récupérant les valeurs des at-
tributs de l'objet qu'il implante (nécessaire quand le composant va être remplacé),
• une opération qui injecte un état au composant en attribuant des valeurs aux attri-
buts de l'objet qu'il implante (nécessaire quand le composant a été remplacé).
La migration d'un composant se fait en utilisant aussi les opérations décrites. Elle
consiste à suspendre l'activité du composant à migrer et à supprimer ses liaisons. Après
l'instanciation du composant sur le nouveau n÷ud, le système d'adaptation recrée de nou-
veau les liaisons et démarre l'activité du composant. Les opérations concernant la gestion
de l'état sont obligatoires pour certains algorithmes de gestion de données répliquées.
Algorithmes interchangeables et réutilisables pour la gestion de données répli-
quées
Nous avons implémenté une bibliothèque d'algorithmes réutilisables pour tester notre
prototype. Ces algorithmes spécialisent diﬀéremment le comportement du système de ré-
plication en ce qui concerne les fonctionnalités de placement des répliques, la sélection
de répliques et la gestion de cohérence des répliques. Pour la fonction de placement de
répliques, nous avons implémenté trois algorithmes : le premier place les répliques aléatoi-
rement, le deuxième les place sur tous les sites disponibles et le troisième choisit les sites
avec une latence réseau minimale pour un ensemble d'utilisateurs.
Pour la sélection, un premier algorithme choisit une réplique aléatoirement et un deu-
xième choisit la réplique qui minimise la latence entre le client et le site sélectionné. Enﬁn,
concernant la gestion de cohérence, nous avons implémenté un protocole pessimiste et un
autre optimiste. Le premier correspond au protocole ROWA (voir paragraphe 3.4.1) et le
deuxième est inspiré du système Coda. Il propage les mises à jour sous forme d'opérations
et utilise des vecteurs de versions pour réconcilier les répliques. Chacun des composants
de type  UpdatePropagationManager ,  AccessController  et  ConcurrencyCon-
troller  implémente un algorithme spéciﬁque selon le protocole.
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6.3.3 Fabrique pour construire des systèmes de réplication auto-adaptables
Rôle de la fabrique
Pour assurer une mise en ÷uvre simple d'un système de réplication et d'adaptation
conforme à nos deux modèles architecturaux, nous avons développé une fabrique de sys-
tèmes de réplication auto-adaptables.
L'intérêt principal de la fabrique est qu'elle masque l'utilisation de l'API Fractal et du
langage Fractal ADL. Ainsi, les experts en réplication et en adaptation utilisent des mé-
thodes pour créer des composants et d'autres pour les connecter. Une fois la conﬁguration
du système de réplication auto-adaptable déﬁnie, la fabrique se charge de mettre en place
le système d'une façon automatique.
La cohérence entre la description de l'architecture Fractal, des interfaces et les infor-
mations des contrôleurs est garantie par la fabrique. Par exemple, dans Fractal, le nom
des interfaces doit être rigoureusement le même entre la description d'architecture et l'uti-
lisation de ces noms dans le contrôleur de liaisons. De même, les signatures des interfaces
Java ou des classes d'implémentation doivent être référencées dans le ﬁchier de description
d'architecture. Sans support, cette cohérence est diﬃcile à maintenir et donc propice aux
erreurs. L'utilisation de notre fabrique permet de supprimer le travail lié au maintien de la
cohérence entre les éléments de spéciﬁcations et de se concentrer uniquement sur les choix
concernant les points de variation.
Utilisation de la fabrique
La fabrique fournit une interface qui déﬁnit des méthodes pour instancier, conﬁgu-
rer et interconnecter les diﬀérents composants pour construire un système de réplication
auto-adaptable. L'expert invoque ces méthodes pour décrire la conﬁguration souhaitée du
système. La fabrique se charge de mettre en place le système en fonction de cette conﬁgu-
ration.
Construction du système d'adaptation. La ﬁgure 6.15 montre un ensemble de mé-
thodes de l'interface oﬀerte par la fabrique. Ces méthodes représentent les opérations de
base pour construire un système d'adaptation.
Les quatre premières méthodes permettent d'instancier et d'ajouter des gestionnaires
d'adaptation au système d'adaptation. La première permet d'ajouter un gestionnaire d'adap-
tation qui n'inclut pas de composants assurant la coordination (négociateur et coordina-
teur). Les trois autres permettent au gestionnaire d'adaptation d'inclure seulement un
négociateur ou seulement un coordinateur ou aussi un négociateur et un coordinateur en
même temps.
La spécialisation du comportement nécessite de ﬁxer les politiques à utiliser entre un
ensemble de politiques alternatives sous forme de classes Java. Un expert peut écrire lui-
même des politiques pour spécialiser le système d'adaptation. Il peut aussi réutiliser ou
éditer des politiques existantes. L'expert spéciﬁe dans les paramètres des méthodes les po-
litiques à utiliser. Parmi les paramètres, il y a aussi le nom du gestionnaire d'adaptation et
les identiﬁants des n÷uds où seront placés les composants primitifs qu'inclut le gestionnaire
d'adaptation.
Un autre ensemble constitué de trois méthodes permet de connecter deux gestionnaires
d'adaptation ensemble aﬁn de coordonner leurs activités. Les liaisons peuvent être entre
deux décideurs, deux négociateurs ou deux coordinateurs inclus dans deux gestionnaires
d'adaptation distincts. Deux arguments de chaque méthode spéciﬁent les noms des deux
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public interface Factory {
public void addAdaptationManager (…);
public void addAdaptationManagerWithNegotiator (…);
public void addAdaptationManagerWithNegotiatorAndCoordinator ( );
Méthodes de création de 
gestionnaires d’adaptation  …
public void addAdaptationManagerWithCoordinator (…);
public void bindDeciders (…);
public void bindNegotiators (…);
Méthodes de liaisons entre 
gestionnaires d’adaptation
public void bindCoordinators (…);
public void addContextManager (…);
Méthode de création de 
gestionnaires de contexte
public void bindAdaptationManagerToContextManager (…);
public void bindContextManagerToAdaptationManager (…);
Méthodes de liaisons entre 
gestionnaires de contexte 
et gestionnaire d’adaptation 
public void bindAdaptationManagerToModificationControllers (…);
bli id b d b ll ( )
  
Méthodes de liaisons entre 
le système d’adaptation
pu c vo in ContextManagerToO servationContro ers … ;
… 
}
et les composants applicatifs
Figure 6.15  Opérations de base pour construire un système d'adaptation
gestionnaires d'adaptation à connecter. Un troisième argument précise si la liaison est
unidirectionnelle (une interface client du premier composant est liée à une interface serveur
du second) ou bidirectionnelle (chacun des gestionnaires d'adaptation a une interface client
liée à une interface serveur de l'autre).
Par ailleurs, une méthode permet d'ajouter un gestionnaire de contexte au système
d'adaptation. Les arguments consistent en le nom du gestionnaire, les noms des classes
qu'implantent ses sous-composants et le placement de ces derniers. L'expert peut utiliser
les méthodes bindAdaptationManagerToContextManager et bindContextManagerToAdap-
tationManager pour connecter un gestionnaire de contexte et un gestionnaire d'adaptation
en précisant les noms des deux composants.
Enﬁn, deux méthodes permettent d'interconnecter les composants du système d'adap-
tation aux interfaces de contrôle dédiées à l'adaptation qui sont fournies par les com-
posants applicatifs. Les composants applicatifs doivent évidement être créés avant de
réaliser ces connexions. La première méthode bindAdaptationManagerToModiﬁcationCon-
trollers permet de lier un exécuteur inclus dans un gestionnaire d'adaptation à un en-
semble d'interfaces de contrôle de modiﬁcation fournies par des composants applicatifs. La
deuxième méthode bindContextManagerToObservationControllers relie un composant de
type  ContextAcquisitionManager  à des interfaces de contrôle d'observation fournies
par les composants applicatifs.
D'autres méthodes plus avancées ont également été déﬁnies. Chacune de ces méthodes
permet de connecter plusieurs composants à la fois aﬁn de faciliter la description de l'ar-
chitecture logicielle. Par exemple, la méthode bindNegotiatorToAllNegotiators permet de
connecter un négociateur particulier à tous les autres négociateurs inclus dans le système
d'adaptation.
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Le nombre d'instances des interfaces client d'un système d'adaptation liées aux inter-
faces de contrôle fournies par les composants applicatifs est variable. Il y a les interfaces
client de type  ModifyItf  d'un composant de type  Executor  inclus dans un gestion-
naire d'adaptation et les interfaces client de type  ObserveItf  d'un composant de type
 ContextAcquisitionManager  que contient un gestionnaire de contexte. Le nombre des
interfaces client d'un gestionnaire d'adaptation pour communiquer avec d'autres gestion-
naires d'adaptation ou avec des gestionnaires de contexte varie aussi ainsi que le nombre
d'interfaces client d'un gestionnaire de contexte liées aux gestionnaires d'adaptation. Pour
toutes ces interfaces, la description ADL des types de composants précise un préﬁxe pour
les noms des interfaces. Après, le nom complet est attribué par la fabrique de manière
automatique et transparente à la création de la liaison au moyen d'un entier ajouté pour
chaque type d'interface et incrémenté en fonction du nombre d'instances de l'interface. Par
exemple, un négociateur (voir ﬁgure 6.5) lié à trois autres négociateurs aura trois interfaces
client de type  ProposeItf  ayant les noms : proposer0, proposer1 et proposer2. L'expert
précise alors seulement les noms ou les types des composants qu'il souhaite interconnecter.
public interface Factory {
…
public void addPlacementManager (…);
public void addRequestEngine (…);
public void addAccessController (…);
Méthodes de création des 
composants du système 
de réplication 
public void addUpdatePropagationManager(…);
public void addConcurrencyController (…);
public void addRepository(…);
public void bindPlacementManagerToAccessController(…);
public void bindPlacementManagerToRequestEngine(…);
public void bindPlacementManagerToUpdatePropagationManager(…);
public void bindPlacementManagerToRepository(…);
public void bindPlacementManagerToConcurrencyController(…);
public void bindRequestEngineToAccessController(…);
public void bindRequestEngineToRepository( );
Méthodes de liaison de 
deux composants d’un 
système de réplication  …
public void bindAccessControllerToUpdatePropagationManager(…);
public void bindAccessControllerToConcurrencyController(…);
public void bindUpdatePropagationManagerToAccessController(…);
public void bindUpdatePropagationManagerToRepository(…);
public void bindUpdatePropagationManagerToUpdatePropagationManager(…);
public void bindRepositories(…); 
public void bindConcurrencyControllers( );  …
…
}
Figure 6.16  Opérations de base pour construire un système de réplication
Construction du système de réplication. Comme pour le système d'adaptation, la
fabrique expose des méthodes permettant de créer les composants d'un système de répli-
cation et de les interconnecter. La ﬁgure 6.16 montre les méthodes fournies par l'interface
de la fabrique pour cette création. Les six premières méthodes sont utilisées pour instan-
cier des composants de chacun des 6 types de composant que peut inclure un système de
réplication. Les paramètres de chaque méthode déﬁnissent le nom du composant, l'algo-
rithme qu'il utilise et son placement. Toutes les autres méthodes de la ﬁgure représentent
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les opérations de base permettant la création de liaisons autorisées entre les composants.
Chaque méthode lie l'interface client d'un premier composant à une interface serveur du
même type fournie par un autre composant. Les deux composants sont de même type ou
de types diﬀérents selon les contraintes ﬁxées dans notre modèle architectural.
L'interface oﬀre d'autres méthodes non représentées dans la ﬁgure. Chacune crée des
liaisons entre plus de deux composants. Par exemple, la méthode bindPlacementManager-
ToAllAccessController permet de lier un composant de type  PlacementManager  à tous
les composants de type  AccessController .
À l'image du système d'adaptation, les noms des interfaces de type collection dans un
système de réplication sont gérés par la fabrique de façon transparente.
Architecture de la fabrique
La fabrique est composée d'un ensemble de composants Fractal qui mettent en place le
système de réplication auto-adaptable et d'un ensemble de ﬁchiers et bibliothèques (voir
ﬁgure 6.17). Le composant SARS Factory ( Self-Adaptable Replication System ) inclut un
composant SARS Builder qui fournit l'interface introduite dans le paragraphe précédent. Ce
composant utilise les opérations fournies par les diﬀérents composants prédéﬁnis dans Julia :
Bootstrap Component, Fractal ADL Factory et Fractal RMI Binder. Les deux premiers
sont utilisés pour instancier de nouveaux composants primitifs. Le dernier sert à mettre
en place des liaisons réparties entre des composants Fractal distribués. Ces composants
utilisent des ﬁchiers et des bibliothèques que nous avons implémentés aﬁn de mettre en
÷uvre les composants du système de réplication et du système d'adaptation en Fractal :
Bootstrap Component
SARS Factory
GenericFactory
TypeFactory
SARS Builder
Fractal ADL Factory
Factory Factory
Fractal RMI Binder
NamingContext
Définitions ADL 
& Interfaces Java 
&  Fichier de 
Classes Java 
d’implantation 
d
Politiques pour 
la spécialisation 
d è
Algorithmes pour 
la spécialisation 
d è d
Classes 
d’implémentation 
d ôlconfiguration de 
Julia
es composants e syst me 
d’adaptation
e syst me  e 
réplication
es contr eurs et 
des intercepteurs
Figure 6.17  Architecture de la fabrique
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• Nous avons mis en ÷uvre les déﬁnitions ADL des types de composants et les inter-
faces Java que fournissent les composants du système de réplication et du système
d'adaptation. De plus, le ﬁchier de conﬁguration de Julia inclut les descriptions des
contrôleurs des diﬀérents types de composants. Ces ﬁchiers déﬁnissent, ensemble, un
squelette d'un système de réplication et celui d'un système d'adaptation.
• Nous avons développé les classes qu'implantent les composants. En particulier, les
classes qu'implantent un gestionnaire d'adaptation et les composants d'un système
de réplication sont réutilisables et on peut les spécialiser selon le besoin.
• Aﬁn de spécialiser le système de réplication, nous avons réalisé une bibliothèque d'al-
gorithmes pour la gestion de données répliquées. Nous avons déﬁni aussi un ensemble
de politiques pour spécialiser les gestionnaires d'adaptation. Ces politiques peuvent
être éditées ou d'autres peuvent être déﬁnies pour assurer un comportement diﬀérent
d'un système d'adaptation
• Des classes Java ont été développées pour implémenter les interfaces de contrôle
dédiées à l'adaptation. Les opérations déﬁnies sont génériques et permettent plusieurs
types d'observation et de modiﬁcation des composants d'un système de réplication.
Ces classes peuvent être étendues par de nouvelles opérations en cas de besoin.
6.4 Évaluation de performances
Cette partie présente des expériences réalisées pour évaluer notre travail. L'évaluation
est composée de deux catégories d'expériences. En premier lieu, nous avons cherché à mettre
en évidence l'intérêt de la gestion distribuée de l'adaptation dynamique et ses impacts. En
deuxième lieu, nous avons évalué l'intérêt de l'adaptation pour améliorer la qualité des
services d'un système de réplication.
6.4.1 Plateforme expérimentale
Nos expériences ont été réalisées sur une grappe de serveurs qui comprend 10 machines
Dell PowerEdge 1855 équipées de processeurs Bipro Intel Xeon 3.40GHz et disposant de
4 gigaoctets de mémoire. Le réseau d'interconnexion est un réseau GigabitEthernet. Ces
serveurs représentent les n÷uds qui hébergent les composants d'un système de réplication et
ceux d'un système d'adaptation. Une machine Dell Latitude D630 équipée d'un processeur
1.20GHz et ayant 2 gigaoctets de mémoire a été utilisée comme terminal utilisateur. Depuis
cette machine, on envoie des requêtes de réplication de données et des requêtes d'accès aux
répliques de ces données.
Les serveurs sont relativement performants par rapport à d'autres types de terminaux.
Cependant, les résultats des expériences peuvent être étudiés indépendamment de la conﬁ-
guration matérielle. En eﬀet, nos expérimentations se basent sur des comparaisons entre des
expériences réalisées en parallèle avec diﬀérentes conﬁgurations de systèmes d'adaptation
et dans les mêmes conditions. D'autres expériences comparent les performances d'un même
système de réplication réparti sur un ensemble de serveurs avant et après son adaptation
dynamique.
Du point de vue logiciel, chaque serveur exécute un système Linux. Notre prototype
utilise l'implémentation de référence Julia 2.1.3 du modèle de composants Fractal. Nous
utilisons la version 1.5.0 de la machine virtuelle Java de Sun Microsystems.
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6.4.2 Comparaison des approches de gestion d'adaptation : centralisée
et distribuée
Nos expériences ont visé à déterminer l'impact de la distribution de la gestion d'adap-
tation sur les performances du système d'adaptation, et plus précisément son temps de
réponse. L'objectif est d'évaluer les coûts de coordination des activités des gestionnaires
d'adaptation. À cette ﬁn, nous avons examiné le scénario d'adaptation du protocole de
cohérence pour un groupe de données médicales. Nous avons considéré la conﬁguration du
système de réplication décrite dans le paragraphe 5.6 du chapitre précédent. L'adaptation
concerne donc plusieurs composants répartis : quatre composants de type  UpdateProp-
agationManager , huit composants de type  AccessController  et deux composants
de type  ConcurrencyController .
Le système d'adaptation est composé de quatre composants de type  ContextManager 
et quatre composants de type  AdaptationManager . Un gestionnaire de contexte et un
gestionnaire d'adaptation, instanciés sur le même n÷ud, sont associés à chaque gestion-
naire de propagation de mises à jour et aux contrôleurs d'accès qui y sont reliés. Il s'agit du
même n÷ud qui héberge le gestionnaire de propagation de mises à jour. Chacun des deux
contrôleurs de concurrence est géré par un couple (gestionnaire de contexte, gestionnaire
d'adaptation) qui sont les plus proches de lui géographiquement.
Chaque gestionnaire d'adaptation inclut un composant de type  Negotiator  et un
autre de type  Coordinator  pour avoir la capacité de coopérer avec les autres. En ef-
fet, dans le scénario d'adaptation considéré, les quatre négociateurs coopèrent ensemble
pour choisir une stratégie d'adaptation du protocole de cohérence. Deux cycles de négo-
ciation produisent un accord sur la stratégie. Ensuite, chaque planiﬁcateur détermine un
plan d'adaptation coordonné pour modiﬁer les composants dans le champs d'action du
gestionnaire d'adaptation en question. Enﬁn, les quatre exécuteurs et les coordinateurs qui
y sont associés se chargent d'appliquer les quatre plans de manière coordonnée. Il s'agit des
mêmes actions d'adaptation décrites dans la ﬁgure 4.16 mais deux des plans incluent de
plus les actions nécessaires pour modiﬁer le comportement du contrôleur de concurrence.
Le comportement de ce système d'adaptation distribué a été comparé à un système
d'adaptation centralisé. Dans le cas centralisé, un seul gestionnaire de contexte et un seul
gestionnaire d'adaptation sont instanciés et sont chargés d'adapter tous les composants as-
surant le protocole de cohérence. Le gestionnaire de contexte surveille tous ces composants.
Le gestionnaire d'adaptation choisit la stratégie d'adaptation puis il détermine et applique
un plan d'adaptation. L'exécuteur inclu dans ce gestionnaire est lié à tous les composants
applicatifs pour pouvoir les modiﬁer.
La première expérience que nous décrivons concerne le temps de prise de décision dans
les deux conﬁgurations. Nous mesurons le temps entre la réception de l'événement dé-
clenchant l'adaptation et le choix de la stratégie d'adaptation, y compris la consultation
des informations contextuelles. Nous faisons varier le nombre de paramètres du contexte
analysés aﬁn de modiﬁer la complexité du processus de décision.
La ﬁgure 6.18 montre le temps de prise de décision mesuré pour les deux conﬁgurations.
Elle montre que le processus de prise décision distribuée donne un délai supplémentaire
lorsque le nombre de paramètres analysés est petit (inférieur à 6). Cela est dû au temps
passé dans les deux cycles de négociation. Toutefois, la distribution donne une moyenne de
35% d'amélioration des performances lorsque le nombre de paramètres est supérieur à 6.
Cette amélioration est due au fait que chaque décideur est plus proche géographiquement du
gestionnaire du contexte avec lequel il communique pour consulter les informations contex-
tuelles. De plus, chaque décideur analyse un nombre réduit de paramètres du contexte
et les analyses se réalisent en parallèle. Ainsi, nous constatons que le modèle de négocia-
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Figure 6.18  Temps de prise de décision avec une conﬁguration centralisée vs. distribuée
tion peut être approprié en particulier lorsque la consultation et l'analyse des informations
contextuelles sont coûteuses.
Une deuxième expérience concerne le temps d'exécution pour les conﬁgurations distri-
buée et centralisée. Dans le cas centralisé, on mesure le temps entre le début et la ﬁn de
l'exécution du plan d'adaptation. Dans le cas distribué, on mesure le temps entre le début
de l'exécution du premier plan et la ﬁn de l'exécution de tous les plans.
Nous augmentons le nombre de répliques à mettre à jour aﬁn d'augmenter le nombre
d'appels des opérations d'adaptation primitives à eﬀectuer. La ﬁgure 6.19 montre les ré-
sultats. Nous notons qu'une action de mise à jour des répliques d'une donnée nécessite
un temps d'exécution important. Par ailleurs, le contrôle distribué rend l'exécution plus
rapide malgré la surcharge de coordination. Ceci est dû au parallélisme dans l'exécution
des plans et la diminution de la latence de communication entre chaque exécuteur et les
eﬀecteurs qu'il contrôle. Dans cette expérience, le gain moyen dans le temps avec gestion de
l'exécution distribuée est de 358 millisecondes. La distribution de la gestion de l'exécution
est appropriée pour des plans d'adaptation coûteux qui contiennent des actions nécessitant
un temps d'exécution élevé et des interactions intenses entre l'exécuteur et les eﬀecteurs
(les contrôleurs de modiﬁcation).
Nos expériences montrent des avantages signiﬁcatifs dans le temps de réponse des pro-
cessus d'adaptation distribués. Toutefois, les coûts de coordination peuvent contrebalancer
les avantages de la gestion distribuée d'adaptation. L'expert d'adaptation doit tenir compte
des coûts de coordination (en temps et en utilisation des ressources de calcul et réseau)
et essayer de trouver un compromis entre les avantages de la distribution de la gestion
d'adaptation et les coûts de coordination.
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Figure 6.19  Temps d'exécution avec une conﬁguration centralisée vs. distribuée
6.4.3 Gains et coûts de l'adaptation de la gestion de données répliquées
Nous avons mené un ensemble d'expériences pour déterminer si l'adaptation dynamique
peut améliorer les performances du système de réplication et satisfaire les exigences des
utilisateurs de façon signiﬁcative dans plusieurs situations.
Une des expériences a consisté à réaliser un processus d'adaptation du protocole de
cohérence pour passer d'un protocole pessimiste à optimiste. Nous nous sommes intéressés
à une donnée modiﬁable ayant quatre répliques. Dans notre expérience un client eﬀectue
une lecture suivie d'une écriture une vingtaine de fois de manière à avoir des demandes
d'accès avant, au cours et après le processus d'adaptation.
L'objectif de cette expérience est de déterminer d'une part le coût d'adaptation en terme
de temps de blocage des requêtes d'accès aux données à cause du processus d'adaptation
et d'autre part le gain d'adaptation en terme de réduction de temps d'accès aux données.
Nous avons mesuré le temps moyen de réponse à une demande d'écriture de la donnée
avant et après l'adaptation ainsi que le coût de cette adaptation.
Le temps moyen d'écriture était de 198 ms avant adaptation et 151 ms après adapta-
tion. Ces mesures mettent en évidence le gain de l'application d'un nouveau protocole de
cohérence. Le temps d'arrêt de service est égal à 288 ms. Ce coût d'adaptation peut être
compensé s'il y a par la suite une longue série d'accès à la donnée. De manière générale,
le gain total est égal à la somme des gains de toutes les requêtes d'accès à la donnée lan-
cées pendant et après le changement de comportement du système de réplication. Ce gain
dépend du nombre de requêtes d'accès et du moment de leur lancement :
• Le nombre de requêtes. Le gain total peut être important quand le nombre de requêtes
est grand. Par exemple, si après la ﬁn d'adaptation, les clients exécutent 10 requêtes
d'écriture, le gain total est 10 * 47 ms.
• Le moment de lancement de requêtes. La requête peut être bloquée à cause de l'arrêt
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de service pendant l'adaptation et/ou le traitement des requêtes précédentes qui ont
étés bloquées à cause de l'adaptation. Dans le cas contraire, la requête est exécutée
sans attente due à la réalisation de l'adaptation.
D'autres exemples d'adaptation pouvant être bénéﬁques pour l'utilisateur concernent
le changement de l'algorithme de placement permet de mieux rapprocher les répliques des
utilisateurs. L'adaptation peut aussi faire qu'une réplique locale soit créée pour un utili-
sateur particulier suite à un changement de contexte. Par exemple, on utilise l'algorithme
de placement AnywherePlacement et on le conﬁgure pour placer des répliques sur un sous
ensemble spéciﬁque des sites disponibles. L'adaptation du comportement d'un gestionnaire
de placement n'est pas coûteuse lorsqu'elle ne nécessite pas de coordination d'adaptation.
De plus, une telle adaptation peut avoir lieu suite à l'occurrence d'événements spéciﬁques
qui précèdent la demande d'accès à la donnée en question. Ainsi, on évite le temps d'at-
tente de la ﬁn de l'adaptation. Similairement, l'adaptation de comportement d'un moteur
de requêtes n'est pas coûteuse puisqu'elle n'exige pas de coordination.
Enﬁn, nous avons aussi noté que la modiﬁcation du comportement par changement
d'algorithme est beaucoup moins coûteuse que le remplacement de composant qui est gé-
néralement adopté dans les approches orientées composant. On réduit de façon importante
le temps de réalisation de la modiﬁcation. De plus, il est plus simple de déﬁnir les plans
d'adaptation. C'est un point positif de notre approche lorsque l'application qu'on adapte est
distribuée. Nous évitons le remplacement de plusieurs composants dans certains processus
d'adaptation pour changer le comportement de l'application.
6.5 Conclusion
Dans ce chapitre, nous avons montré comment implémenter les propositions de modèles
architecturaux formulées dans les chapitres 4 et 5 en utilisant le modèle de composants
Fractal. Le prototype qui a été décrit est fonctionnel. L'étude expérimentale a montré que
ce prototype a été utilisé avec succès pour construire des systèmes de réplication de données
auto-adaptables.
L'utilisation de la fabrique montre que le développement de systèmes d'adaptation et
de réplication peut être considérablement facilité. En eﬀet, plusieurs tâches de développe-
ment sont automatisées au moins partiellement. Cependant, les capacités de la fabrique
pourraient être étendues pour automatiser d'avantage le processus de spécialisation d'un
système. Par exemple, il serait intéressent d'étudier des travaux sur le déploiement automa-
tique et voir dans quelle mesure ils peuvent être intégrés dans notre fabrique pour rendre
le choix de placement des composants automatique. Une autre perspective sera d'intégrer
dans la fabrique des mécanismes d'analyse et de vériﬁcation des propriétés dynamiques qui
concernent les comportements du système comme l'absence d'interblocage. Ainsi, il sera
possible de déceler les erreurs dans la spécialisation du comportement. Plusieurs solutions
existent dans ce domaine comme les méthodes de model-checking ou les techniques de test
et de simulation.
Nos expérimentations montrent que la gestion distribuée de l'adaptation dynamique est
proﬁtable dans le contexte des applications distribuées. Cette distribution permet d'amé-
liorer les performances lorsque l'environnement d'exécution est large et très ﬂuctuant. Elle
permet l'exécution des activités de chaque phase d'adaptation de manière distribuée et
parallèle. Elle peut aussi réduire les coûts des communications comme celles faites pour
collecter les données contextuelles brutes et pour contrôler les modiﬁcations des compo-
sants applicatifs. Par contre, la coordination peut augmenter dans certains cas les coûts
d'adaptation en terme de consommation de ressources et de délai comme lorsque le nombre
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de cycles de négociation est élevé. L'expert en adaptation doit alors trouver un compromis
entre les avantages de la distribution de la gestion d'adaptation et les coûts de coordina-
tion. Par ailleurs, nous avons montré que les prises de décisions d'adaptation du système
de réplication adéquates permettent d'optimiser le temps d'accès aux données et de garan-
tir leur disponibilité en dépit du fait que le contexte d'exécution change. Les expériences
réalisées ont montré que le coût d'adaptation en temps peut être amorti rapidement par le
gain obtenu suite à l'adaptation surtout lorsque le nombre d'accès aux données est élevé.
Chapitre 7
Conclusion et perspectives
Pour clore la présentation de notre travail de thèse, nous présentons dans la section 7.1
une synthèse de nos contributions pour la construction d'applications distribuées auto-
adaptables puis, dans la section 7.2 les travaux futurs qui compléteraient le travail réalisé.
7.1 Résumé des contributions
Dans cette thèse, nous nous sommes intéressés à étudier l'adaptabilité des applications
distribuées. L'objectif principal que nous nous sommes ﬁxé vise à proposer une solution
pour permettre la gestion distribuée et coordonnée de l'adaptation dynamique et à faciliter
le développement d'applications distribuées auto-adaptables.
Dans cette optique, nous avons proposé une approche générique pour adapter les appli-
cations distribuées à base de composants. Puis, nous avons décrit comment notre proposi-
tion d'adaptation se décline dans le cas particulier des systèmes de réplication de données.
Notre démarche peut se résumer en trois étapes. La première étape a consisté à dé-
ﬁnir les fonctionnalités d'un système d'adaptation distribué, son architecture logicielle et
la variabilité possible de sa conﬁguration pour le spécialiser selon l'application cible. La
deuxième étape a été de déﬁnir de façon modulaire l'architecture logicielle d'un système de
réplication et la variabilité de sa conﬁguration au moment de sa spécialisation et au cours
de son exécution. La troisième et dernière étape a été la proposition d'une fabrique pour
faciliter la spécialisation et la mise en place d'un système de réplication et d'un système
d'adaptation distribués.
Cette démarche nous a permis de réaliser les contributions suivantes :
• Nous avons proposé un modèle architectural de systèmes d'adaptation distribués.
Il propose la structuration d'un tel système à l'aide de types de composants et il
ﬁxe des contraintes à respecter dans l'assemblage et la conﬁguration des composants
du système. Ce modèle assure la modularité du système d'adaptation et permet de
spécialiser son comportement, sa structure ainsi que sa distribution selon l'application
à adapter.
Nous avons également déﬁni un ensemble de mécanismes réutilisables et ﬂexibles
pour coordonner les activités de prise de décision d'adaptation d'une part, et de
contrôle d'exécutions simultanées de plans d'adaptation d'autre part. Concernant la
coordination d'une prise de décision, les mécanismes proposés permettent de distri-
buer le processus de décision. Ainsi, par exemple, nous avons proposé un modèle de
négociation qui permet de réaliser des analyses distribuées et parallèles du contexte
d'exécution et de résoudre les conﬂits éventuels entre les gestionnaires d'adaptation.
Par ailleurs, les mécanismes de coordination de l'exécution de plans d'adaptation
132 Conclusion et perspectives
permettent de prendre en compte l'avancement des diﬀérentes exécutions et les états
des composants applicatifs impliqués dans l'adaptation.
• Nous avons déﬁni un modèle architectural de systèmes de réplication pour permettre
l'adaptation ﬁne d'un tel système et un large spectre de types de modiﬁcations pos-
sibles. Ce modèle spéciﬁe des types de composants et les interactions possibles entre
eux pour gérer des données répliquées. Il déﬁnit des points de variation du compor-
tement, de la structure et de la distribution du système permettant ainsi de déﬁnir
plusieurs conﬁgurations alternatives. Notre modèle permet aussi d'inclure dans un
système de réplication des interfaces de contrôle dédiées à l'adaptation. Ces inter-
faces servent à lui associer un système d'adaptation et elles déﬁnissent un ensemble
d'opérations primitives pour observer et modiﬁer les composants applicatifs.
• Nous avons proposé une fabrique pour la construction de systèmes de réplication
auto-adaptables. Cette fabrique facilite la mise en place du système de réplication et
du système d'adaptation associé. Pour cela, elle utilise nos modèles architecturaux
et une description de l'architecture du système global souhaitée. La fabrique permet
ainsi de masquer l'utilisation du modèle de composants choisi et des outils associés
et elle automatise certaines tâches de développement.
Enﬁn, ces contributions ont été implémentées en utilisant le modèle de composants
Fractal et expérimentées dans des scénarios de réplication de données médicales pour des
services de prise en charge collaborative de malades chroniques.
7.2 Perspectives
Nos contributions constituent une réponse aux problématiques abordées dans cette
thèse. Cependant plusieurs voies d'exploration sont ouvertes, soit pour corriger des limita-
tions, soit pour élargir les perspectives d'utilisation de notre approche.
Validation de la conﬁguration d'un système d'adaptation.
Comme nous l'avons signalé en conclusion du chapitre 6 (section 6.5), notre fabrique
eﬀectue des vériﬁcations sur l'assemblage des composants de l'architecture envisagée pour
un système d'adaptation. Par contre, aucune vériﬁcation n'est proposée au niveau de la spé-
cialisation des comportements des composants. La vériﬁcation automatique de la cohérence
des comportements choisis pour les diﬀérents composants serait intéressante.
Considérons par exemple les politiques de négociation pour la prise de décision. Si une
politique indique à un négociateur de choisir une proposition donnée X, on pourrait véri-
ﬁer que les politiques des participants à la négociation incluent les méthodes pour pouvoir
réagir à cette proposition. Ces vériﬁcations doivent être réalisées au moment de la spécia-
lisation et aussi en cours d'exécution du système en cas de changement de politique.
Extension des techniques de décision et de coordination.
Les mécanismes de décision et de coordination proposés dans le chapitre 4 reposent
sur le paradigme ECA (Événement - Condition - Action). C'est un paradigme couram-
ment employé dans les systèmes d'adaptation. Cependant, d'autres techniques peuvent
être envisageables comme l'apprentissage automatique ou les techniques de prise de déci-
sion distribuées inspirées des systèmes de vote ou des systèmes d'enchères. Par ailleurs, il
serait intéressant de proposer plusieurs techniques de coordination de plans comme celles
citées dans le chapitre 2 et d'en adapter le choix au contexte des systèmes d'adaptation au
moment de leur spécialisation.
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Fiabilité du système d'adaptation.
Une autre voie de recherche concerne la ﬁabilité du système d'adaptation. En eﬀet, la
probabilité d'une défaillance partielle du système d'adaptation ou du réseau d'intercon-
nexion ne peut pas être négligée dans certains environnements distribués. L'objectif est
donc d'assurer la continuité des services d'adaptation et d'éviter des incohérences dans
l'application dues à ces pannes. Par exemple, une panne d'un gestionnaire d'adaptation
peut bloquer la réponse à une proposition réalisée au cours d'un processus de négociation
ou encore interrompre l'exécution d'un plan d'adaptation. La tolérance aux pannes consis-
terait à détecter les pannes et à les réparer de manière transparente. La gestion de panne
peut consister à annuler le processus de prise décision ou d'exécution. Elle peut être aussi
la continuation du processus en remplaçant le composant défaillant par un nouveau ou en
attribuant la poursuite de la réalisation du processus à un composant homologue existant.
Dans une seconde phase de recherche, il serait intéressant de pouvoir prévenir les pannes
et empêcher ainsi l'occurrence de certaines d'entre elles avant leur apparition.
Automatisation du processus de spécialisation du système d'adaptation.
Notre fabrique et l'utilisation de politiques facilitent la construction d'un système
d'adaptation. Néanmoins, le travail de spécialisation restant à l'expert en adaptation est
non négligeable. La semi-automatisation de cette spécialisation s'avère donc une piste de
recherche intéressante. La fabrique pourrait notamment être étendue pour choisir automa-
tiquement la structure d'un système d'adaptation et sa distribution. Pour cela, elle pourrait
appliquer des règles prenant en compte les caractéristiques de l'application à adapter et
de l'environnement d'exécution comme la disponibilité des ressources, la distribution des
composants applicatifs et les dépendances entre eux. Les travaux sur le déploiement auto-
matique constituent un point de départ intéressant pour cette perspective.
Adaptabilité du système d'adaptation.
Comme nous l'avons vu dans le chapitre 2, il existe plusieurs techniques pour la prise
de décision d'adaptation. Il serait envisageable de déﬁnir des mécanismes pour rendre un
système d'adaptation capable d'utiliser de multiples techniques et de choisir dynamique-
ment l'une d'entre elles selon un ensemble de critères. L'algorithme de planiﬁcation utilisé
pourrait aussi être changé pendant l'exécution. Un travail dans cette direction est en cours
au sein de notre équipe [FAEDGN+10]. Par ailleurs, la modiﬁcation de la structure et de
la distribution du système d'adaptation pendant l'exécution peut s'avérer nécessaire no-
tamment dans le contexte de l'informatique mobile. Pour ce faire, il faudrait déﬁnir des
mécanismes pour que le système d'adaptation ait de telles capacités. De plus, comme les
composants applicatifs peuvent être déployés sur des terminaux mobiles, il serait intéres-
sant de permettre la modiﬁcation du champ d'action d'un gestionnaire de contexte et d'un
gestionnaire d'adaptation. Cette extension serait possible grâce à des techniques de décou-
verte et de connexion dynamique de composants comme celles proposées dans les travaux
de [RRSC10].
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