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Abstract
Background:  For parsimony analyses, the most common way to estimate confidence is by
resampling plans (nonparametric bootstrap, jackknife), and Bremer support (Decay indices). The
recent literature reveals that parameter settings that are quite commonly employed are not those
that are recommended by theoretical considerations and by previous empirical studies. The
optimal search strategy to be applied during resampling was previously addressed solely via
standard search strategies available in PAUP*. The question of a compromise between search
extensiveness and improved support accuracy for Bremer support received even less attention. A
set of experiments was conducted on different datasets to find an empirical cut-off point at which
increased search extensiveness does not significantly change Bremer support and jackknife or
bootstrap proportions any more.
Results: For the number of replicates needed for accurate estimates of support in resampling
plans, a diagram is provided that helps to address the question whether apparently different
support values really differ significantly. It is shown that the use of random addition cycles and
parsimony ratchet iterations during bootstrapping does not translate into higher support, nor does
any extension of the search extensiveness beyond the rather moderate effort of TBR (tree
bisection and reconnection branch swapping) plus saving one tree per replicate. Instead, in case of
very large matrices, saving more than one shortest tree per iteration and using a strict consensus
tree of these yields decreased support compared to saving only one tree. This can be interpreted
as a small risk of overestimating support but should be more than compensated by other factors
that counteract an enhanced type I error. With regard to Bremer support, a rule of thumb can be
derived stating that not much is gained relative to the surplus computational effort when searches
are extended beyond 20 ratchet iterations per constrained node, at least not for datasets that fall
within the size range found in the current literature.
Conclusion: In view of these results, calculating bootstrap or jackknife proportions with narrow
confidence intervals even for very large datasets can be achieved with less expense than often
thought. In particular, iterated bootstrap methods that aim at reducing statistical bias inherent to
these proportions are more feasible when the individual bootstrap searches require less time.
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Background
"Without some assessment of reliability, a phylogeny has
limited value" (Sanderson 1995: 299) – an examination
of the recent phylogenetic literature shows there is a gen-
eral agreement on this fact, and only few molecular phyl-
ogenetic studies of the past 15 years exist in which no
estimate of confidence is provided. In the context of cla-
distic (parsimony) analyses, two basic types are most
common: resampling plans (bootstrap, jackknife), and
those based on the length difference of trees (Bremer
support).
Bootstrap and jackknife in parsimony analyses
Bootstrap and jackknife are computer intensive statistical
methods for error estimation [1,2]. With regard to their
applicability in phylogenetics [3,4], elaborate discussions
exist in the literature [5-9]. The fact that fundamental sta-
tistical assumptions may not be met in the phylogenetic
context (such as independent, identically distributed vari-
ables) could not prevent the bootstrap from becoming the
most popular method for reliability assessment, in partic-
ular since many researchers consider bootstrap and jack-
knife merely as indications of relative support, not in a
hypothesis-testing framework. Felsenstein [10] provides
an easy-to-read but detailed description of resampling
plans in phylogenetics and addresses solutions to circum-
vent some of these more fundamental problems.
Aside from that, the majority of applied phylogenetic
studies hitherto do not provide a justification for using a
certain number of replicates or a particular search strategy
during each bootstrap (or jackknife) replicate. Unfortu-
nately, often the parameter settings that are employed are
not those that appear recommendable in view of the exist-
ing theoretical and empirical work that provides a guide-
line for the number of replicates [e.g., [11]] or search
strategies [12-14] to be used. Phylogenetic trees are tools
for understanding biological processes and gain more and
more importance far outside the field of pure phylogenet-
ics. Ideally, biological conclusions based on a given node
in the tree should take into account the level of confidence
one can have in the existence of the node. Therefore, it
appears necessary to more efficiently spread the existing
knowledge on the performance and interpretability of the
bootstrap and jackknife under different circumstances,
but also to address those questions that still remain open.
The number of replicates
Hedges argued that at least 1825 replicates are needed if
one wants to attain ±1% accuracy for bootstrap propor-
tions of 95% or higher [11]. The underlying considera-
tions are based on the binomial distribution, which has
the favorable characteristic of a variance σ2 that equals
np(1-p). In the context of resampling plans, n  is the
number of replicates and p is the bootstrap or jackknife
support value (bootstrap percentage or bootstrap p value)
expressed as a fraction of 1, i.e., the proportion of repli-
cates that yielded a tree containing a particular phyloge-
netic group. Therefore, the n needed to attain ±a accuracy
(as 95% confidence interval spanning ±1.96 σ) at a sup-
port level p can readily be calculated as
n = p (1-p)(1.95996.../ a)2.   (1)
Hedges (1992) based the determination of the confidence
interval upon an approximation of the binomial distribu-
tion by the normal distribution. However, when np ≤ 5
and n(1-p) ≤ 5 (roughly), much precision is gained when
standard errors are based on the binomial distribution.
This condition is easily fulfilled at high probabilities.
Here, the confidence intervals become asymmetric.
Let Y be the number of successes (replicates that yield a
given node) out of n trials (replicates), and p the success
probability of each trial. The lower endpoint of the (1 -
α)100%-confidence interval around the estimated p
(derived from observing m = pn successes) is given by the
pl such that
Similarly, the upper endpoint is defined by finding the pu
such that
Rather than odd numbers such as "1825", researchers cur-
rently use "500", "1000", etc. replicates, and the question
arises, what the confidence interval for a given p may be
when these number of replicates are used. This is easily
derived from Eq. (1) or (more precisely) from Eqs. (2)-
(3), and Fig. 1 graphs these intervals for support levels of
≥50 and common replicate numbers. With help of this
graph, the frequent issue whether two apparently different
support values really differ can relatively easily be
addressed visually. The decrease of BS/JS (bootstrap or
jackknife support) standard deviations with an increase of
the number of replicates (Fig. 1), which theoretically fol-
lows from the above equations, was confirmed in detailed
empirical studies on the topic using real datasets of Saxi-
fragaceae [12] and Orchidaceae [15].
Search extensiveness
From a theoretical point of view, the question of the opti-
mal number of bootstrap replicates is easier to solve than
that of the optimal heuristic search strategy to be applied
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during bootstrap replicates of cladistic analyses. Farris et
al. [4] initially argued that thorough swapping during rep-
licates is unnecessary. The whole point of using resam-
pling is "to avoid drawing poorly-supported conclusions"
[4: 117] and identifying those groups that are strongly
supported by the data. The most strongly supported
groups are certainly easily identified via bootstrapping or
jackknifing when no swapping is performed, but at the
expense of risking that some nodes are ignored that could
gain significant support (whatever one regards as signifi-
cant). 1 - s is conventionally interpreted as type I error (α)
in hypothesis tests where a group of taxa will be consid-
ered monophyletic if BS > s  (H0: group is not mono-
phyletic, H1: group is monophyletic; α: probability of
rejecting H0 while it is true; [16]). Thus, BS/JS that is sys-
tematically too low at least does not entail an increased
danger of mistakenly inferring monophyly. It does, how-
ever, lead to rejecting monophyly incorrectly too often,
which is not desirable, either. Nonetheless, one of Farris &
al.'s main points was to contrast the speed of their jack-
knifing approach with the slower neighbor-joining boot-
strap and extensive heuristic parsimony searches to
identify MP trees (most parsimonious trees); branch
swapping during each replicate would have strongly low-
ered the performance contrast. Therefore, the first version
of Farris' jackknifing application, 'JAC', did not perform
branch swapping at all.
A number of studies provided practical evidence from real
datasets that the non-branch swapping approaches (as in
JAC or the "fast" option in PAUP*) yield significantly
lower support estimates than analyses performing some
kind of branch swapping [12-14,17,18]. Accordingly,
branch swapping was later added in the upgrade 'XAC'. In
line with Farris & al.'s basic assumptions, however, it was
concluded that swapping on more than 1 to 2 trees per
iteration does not change support significantly [15]. This
implied that the increased computational effort con-
nected with more extensive searches per replicate does not
necessarily translate into more accurate estimates. Note
that these examinations used the random addition search
strategy available in PAUP* [19], which is known to rela-
tively soon fail to find shortest trees as the number of ter-
minal sampled increases (Nixon, 1999). This is why
95% confidence intervals at jackknife and bootstrap frequencies between 50 and 100 Figure 1
95% confidence intervals at jackknife and bootstrap frequencies between 50 and 100. 95% confidence intervals at 
jackknife and bootstrap frequencies between 50 and 100. For a detailed explanation see text.
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cladistic analyses of datasets approaching or exceeding
100 to 150 taxa (although strongly depending on the
dataset) usually make use of the parsimony ratchet [20] or
other fast cladistic algorithms, available through a
number of software tools [21-24].
These results raise the question in how far bootstrap per-
centages are affected by trees found in each bootstrap rep-
licate being far from most parsimonious. The above-cited
increase in search exhaustiveness, namely moving from
non-branch swapping via NNI and SPR to TBR, yielded a
considerable increase in support [12,18]. Swapping on
more trees (via RAS) apparently did not increase, but
sometimes even lessened the average support [15]. These
investigations, however, were conducted on datasets for
which it was quite likely that shortest trees could be
encountered without much search effort per iteration
because size and homoplasy still allowed that shortest
trees could be found with intermediate effort without
algorithms designed for particularly large datasets.
If the standard error of the BS/JS value itself is neglected
(e.g., assuming bootstrap/jackknife searches with an infi-
nite number of replicates and a confidence interval for
each BS/JS frequency approaching zero width), a dataset-
dependent graph can be imagined in which the bootstrap
is a function of the exhaustiveness of the search. If we fur-
ther ignore for a moment the effect of how many trees per
replicate are actually used in the majority rule consensus
[14], and whether tree weighting is employed for these,
this graph will asymptotically approach a "BS/JS level of
saturation" at which further increase in exhaustiveness
does not increase BS/JS. As a rough guideline we expect
that the more taxa, the later this level of saturation will be
reached. Certainly other factors such as homoplasy and
phylogenetic signal inherent to characters play a signifi-
cant role, but the mere fact that the number of possible
tree topologies soon reaches astronomical dimensions
[25] provides the most severe limitations to search algo-
rithms. Somehow a point has now to be chosen at which
one decides that the increase in support is not worth the
additional search effort. A statistic could be chosen that
describes the support level for each discrete level of
exhaustiveness and subjected to hierarchical significance
tests.
Without the unrealistic assumption of an infinitely nar-
row confidence interval around each support level, things
become more complicated. The size of the (let's say 95%)
confidence interval depends on the support level one
looks at, less dramatically so when the number of repli-
cates becomes very large (Fig. 1). Thus, to a considerable
extend, drawing conclusions on the relative merits of cer-
tain search strategies has to take into account the support
levels of interest. Commonly, these will fall in the interval
[80;100], but less likely only in the standard interval
[95;100] due to the frequently cited conservativeness of
the nonparametric bootstrap [14,16,26,27].
The relationship between the number of trees per replicate
fed into the consensus calculation and the BS/JS is still less
straightforward. The more conservative approach of using
strict consensus trees of each replicate for the final consen-
sus tree [e.g., [28]], referred to as "strict-consensus
approach" (SC) by Davis et al. [29], can be expected to
always result in equal or lower support than the standard
approach in PAUP*, for which the term "frequency-
within-replicates approach" (FWR) has been coined
[29,30]. The latter employs tree weights that maintain
information on nodes that other trees found in the same
replicate lack. This theoretical expectation was empirically
corroborated very recently using a 218-terminal dataset
[29]. The SC approach [28] may more closely reflect the
use of the bootstrap outside the field of phylogenetics, but
is only rarely pursued in published analyses [e.g., [31-
33]]. Restricting the discussion to the tree-weighting
approach in PAUP*, it is hard to predict whether addi-
tional trees saved per replicate will decrease resolution of
the final majority rule consensus, because these addi-
tional trees are usually also swapped upon and thus
enhance the probability of finding trees closer to the opti-
mal score of the current replicate. The latter effect is coun-
ter to the first, and which effect will be stronger depends
on a whole array of parameters, probably above all on the
sampling size and thoroughness of the search. Using a
173 taxa data set with 1180 parsimony informative char-
acters, Freudenstein et al. found that beyond 2 trees, sav-
ing more trees considerably decreases overall support, if
these trees are from the same RAS (random addition
search) iteration and not obtained via additional RAS rep-
lications [15: 151]. The authors, however, did not test the
effect of increasing search extensiveness beyond 2 RAS
replicates per jackknife replicate.
Jackknifing versus bootstrapping
Principally, all considerations below apply equally to the
bootstrap and jackknife. Farris et al. argue that, in order to
directly compare jackknife frequencies with bootstrap fre-
quencies, the probability that a character appears in the
resampled matrix has to be set to 1-1/e [4] (along with
other requirements). This was recently emphasized again
by Freudenstein et al. [15]. Felsenstein disagrees with that
view, demonstrating that at least sometimes a 50%-dele-
tion-jackknife more closely reflects bootstrap proportions
[10]. In any case, when comparing the behavior of boot-
strap and jackknife, differences in the support levels areBMC Evolutionary Biology 2005, 5:58 http://www.biomedcentral.com/1471-2148/5/58
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also a function of the probability that a character appears
in the resampled matrix and, thus, the amount of data
used for tree inference in the pseudoreplicates.
The Bremer support
The Bremer support [BrS, [34-36]], a synonym of "decay
index" [37], "length difference" [38], or "support index"
[SI, [39,40]], is a completely different measure of branch
support and has been addressed in detail recently [41,42].
For intermediate to large datasets, the calculation of BrS
can be problematic, because support values can turn out
to be severe overestimations of support [35] unless rela-
tively thorough search strategies are invoked to assess sup-
port of each branch. It has been demonstrated that using
the parsimony ratchet during Bremer support analysis is
highly advantageous in such cases [43]. However, the
data-dependent optimal compromise between ratchet
search time and improved support accuracy has not been
addressed so far and therefore will be briefly dealt with
below.
Results and discussion
Bootstrapping and jackknifing
Empirical studies on four different molecular datasets (see
Methods) of 86, 89, 385, and 567 taxa, respectively,
yielded the following results. Using 10 or 20 parsimony
ratchet cycles per jackknife replicate instead of one simple
addition search with one saved tree yielded no enhanced
support for the 86 and 89 taxa datasets (sign test: p <
0.05). This confirms conclusions from RAS searches on
data sets of similar dimension [100 taxa, ref. [13]] or twice
as big [173 taxa, ref. [15]]. For the considerably larger 385
and 567 taxa datasets, 10 ratchet cycles could not enhance
support significantly, either (sign test: p < 0.05). Moreo-
ver, the effect of saving more than one shortest tree per
jackknife iteration and using a strict consensus tree of
these for the final jackknife consensus tree became obvi-
ous. This is detailed in Table 1 for the 567 taxa tree: com-
puting a strict consensus of the n  shortest trees found
during 10 ratchet iterations (0 <n < 11) provides less sup-
port than saving only one out of these shortest trees (p <<
0.05). The same effect was previously observed in a 173
taxa dataset [15] when 20 trees were saved (in one RAS
cycle per jackknife replicate, applying tree weights rather
than using consensus trees): support decreased compared
to the outcome of the same analysis saving only one tree
(32 clades received at least 4% lower support; the others
remained the same. This amounts to a highly significant
effect given the number of replicates used by the authors).
Consequently, for larger data matrices, reduced search
effort (but not as much reduced as using no or less effi-
cient branch swapping) yields rather slightly overesti-
mated support compared to the support found with
higher effort. While it has been shown that not applying
TBR can severely underestimate support [12,15], using
still more thorough search approaches (e.g., several RAS
or ratchet cycles, saving several trees) does not signifi-
cantly raise or even lowers support.
In all, extending the search extensiveness beyond the
rather moderate effort of TBR and saving one tree per rep-
licate does not translate into significantly increased sup-
port. Compared to Bremer support, theoretical
considerations show that there is a lower risk of signifi-
cantly overestimating support by using less thorough
searches (enhanced type I error of accepting a clade that in
fact is not there). The lack of inflated estimates caused by
less extensive searches was corroborated using real data-
sets [12] and simulation studies [13]. These studies, how-
ever, compared searches without branch swapping or less
effective swapping with searches that include TBR, while
not addressing the factor of the number of trees saved and
used in the bootstrap/jackknife consensus. The investiga-
tion of Freudenstein et al. [15] with 20 saved trees already
indicated that support might well drop with more con-
flicting topologies taken into account per jackknife repli-
cate. In their experiment, however, the option of saving
Table 1: Contrasting jackknife support at nodes of the 3-gene jackknife tree for three different search approaches. Contrasting 
jackknife support (from 500 replicates) at 429 resolved nodes of the 3-gene jackknife-50%-majority-rule-consensus tree (567 terminals) 
for three different search approaches per jackknife replicate. (1) one heuristic search saving one tree and using simple addition 
("simple"); (2) 10 parsimony ratchet iterations, starting from a tree found with simple addition, using the first shortest tree only found 
within the 10 iterations for consensus tree calculation ("10sv1"); (3) as before, using a strict consensus of all shortest trees found within 
the 10 ratchet iterations per jackknife replication ("10svAll").
Compared search 
strategy
Sign test, % first <
second
Sign test, p Wilcoxon test, T Wilcoxon test, p Higher support in...
Simple vs. 10sv1 54.9 0.173 10685.5 0.311 ---
Simple vs. 10svAll 42.3 0.038 7442.5 0.005 Simple
10sv1 vs. 10svAll 6.9 0.000 1107 0.000 10sv1BMC Evolutionary Biology 2005, 5:58 http://www.biomedcentral.com/1471-2148/5/58
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(and swapping on) 20 trees also enhanced the likelihood
of finding still shorter trees per replicate. In the present
study, the pure effect of ignoring all but one of the topol-
ogies with the best score per jackknife replicate becomes
evident: support is significantly higher than in a jackknife
consensus tree based on all shortest trees found. Thus, for
very large trees, there appears to be a small risk of overes-
timating support. However, this risk probably cannot be
judged problematic, in particular not in view of the gen-
eral conservativeness of nonparametric jackknife and
bootstrap estimates in phylogenies [14,16,26,27], which
in general should more than counterbalance this slight
effect; at least it does so for the dataset analyzed here. As a
response to this general conservativeness, α-levels have
been raised far above the common 1% – 10% in empirical
phylogenetic studies, leading to the acceptance of the
presence of nodes with <<90% BS, or at least to referring
to such nodes as "highly supported" [e.g., [44]]. One
could easily recommend reducing this small risk of over-
estimating support by representing each bootstrap repli-
cate by a consensus tree derived from multiple searches,
but this probably suffers from a too high cost-benefit ratio
to be practical in most analyses: 10 ratchet iterations
require roughly a 20-fold search time compared to a sim-
ple search.
On the other hand, even for large trees, there appears to
be no severe risk to underestimate support, as long as one
simple-addition tree is swapped using TBR. In contrast,
using random addition or random trees as starting trees
during each replicate leads to highly significantly underes-
timated support (tested for the 385 taxa dataset; sign test:
p << 0.05).
Note that the above considerations aim at contrasting
search strategies and do not extend to fundamental statis-
tical bias existing in bootstrap and jackknife proportions
[5,6,45,46] that may deteriorate with increased taxon
sampling [14] but improves with increased character sam-
pling. For datasets with many taxa, computational limita-
tions of search strategies become confounded with this
bias. Therefore, Sanderson and Wojciechowski [14] could
not preclude that part of the decline in BS they observed
when increasing sampling size (≤140 taxa) was due to the
failure of the simple addition search (saving one tree) to
find shortest trees. In view of the results presented here,
this effect was probably negligible compared to the statis-
tical bias from random homoplasy distributed among
taxa [explanation 3 in 14]. To reduce this bias and achieve
more accurate confidence limits, much more computer-
intensive, iterated bootstrap methods have to be taken
[e.g., [5,45-47]], frequently thought to be too time-con-
suming to be practical for large amounts of data. Sander-
son and Wojciechowski argue that relying on search
algorithms with only little branch swapping may circum-
vent this computational limitation, allowing multiple
rounds of bootstrapping by saving time during each indi-
vidual bootstrap [14: 684]. The outcome, they say, may
still be somewhat too conservative because of the failure
of these algorithms to find MP trees, but would still be
more indicative of true support than conventional BS/JS.
In light of the performance of varyingly extensive search
strategies on datasets even larger than that in ref. [14], it
appears that iterated bootstrap methods are not as
impractical as previously thought and should more fre-
quently be considered.
Finally, as shown in Fig. 1, the higher the number of rep-
licates, the lower the error margin for the BS/JS support.
To evaluate differences in support for a particular clade,
confidence intervals have to be kept in mind to arrive at a
statement on the significance of differences. The number
of replicates needed to narrow down the confidence inter-
vals to a desired level is a function of the BS/JS. If, for
example, one restricts conclusions from a tree topology to
nodes >90 and is happy with knowing (at a 5% risk) that
a "91" cannot equally likely be a "89" (±1%), more repli-
cates than 3458 are not needed.
Bremer support
Fig. 2 shows how the Bremer support develops at the 25
randomly selected nodes with increasing search extensive-
ness. Values obtained by a simple search with TBR branch
swapping (saving 1 tree) are compared with those
obtained with 1 – 50 parsimony ratchet iterations. Vertical
lines mark the average number of iterations at which 90%
of the final support difference (observed after 50 itera-
tions) are exceeded first. In the smallest dataset (86 taxa)
this is the case at the 12th ratchet iteration. For the slightly
larger 89 taxa dataset, less iterations are needed until sup-
port values become comparably saturated. This dataset,
however, displays much less homoplasy than the first
and, thus, is easier searchable. Consequently, less effort is
needed here to arrive at a similar result. The 385 taxa data-
set is comparable to the 89 taxa set in terms of homoplasy
but is much larger. Unsurprisingly, the Bremer support
settles later here. The same reasoning applies to the larg-
est, 567 taxa dataset, for which the 90%-level is reached
only after 17 iterations. In view of the range of different
taxon and character sampling covered by these four anal-
yses, saturation appears to happen at quite similar times.
Obviously, the 90%-level is an arbitrary measure, and one
might want to extend analyses until an average 95% of the
final Bremer support differences are reached. This, how-
ever, would not change much the relative times at which
that is achieved. As a rule of thumb it appears that not
much is gained relative to the additional effort when
searches are extended beyond 20 iterations, at least not for
datasets that fall within the size range observable in cur-
rent publications. For datasets with a still smaller taxonBMC Evolutionary Biology 2005, 5:58 http://www.biomedcentral.com/1471-2148/5/58
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Differences in Bremer support for 25 randomly selected nodes Figure 2
Differences in Bremer support for 25 randomly selected nodes. Differences in Bremer support for 25 randomly 
selected nodes (x-axis), comparing values obtained by a simple search (saving 1 tree) with those obtained with subsequent par-
simony ratchet iterations (y-axis). Vertical lines mark the average number of iterations at which 90% of the final support differ-
ence (observed after 50 iterations) are exceeded first.
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sampling and still less homoplasy, for which using the
ratchet principally does not save time, a single simple
addition search (saving a limited number of trees) may
already yield Bremer support values close enough to the
"true" values (found, e.g, by branch-and-bound searches).
As soon as the size and structure of a dataset entails that
shortest trees are principally only encountered when at
least a random addition search is performed, using the
ratchet and the 90%-levels found here as a guideline
seems a reasonable strategy.
Conclusion
One consequence of the above findings is that calculating
bootstrap- or jackknife proportions with narrow confi-
dence intervals can be achieved with less expense than
often thought, even for very large datasets. In turn, this
means that iterated bootstrap methods that aim at reduc-
ing statistical bias inherent to bootstrap proportions are
more feasible, since the individual bootstrap searches may
be performed using less time-intensive heuristic searches
during each replicate.
As a further consequence of these reflections, finding
bootstrap or jackknife proportions with reasonable confi-
dence can be achieved with much less costs than trying to
find the correct Bremer support for large datasets. Boot-
strap or jackknife values saturate immediately after one
simple addition search, while finding satisfyingly accurate
Bremer support may require 20 or more iterations, much
depending on what one subjectively accepts as "satisfy-
ingly accurate" (90% of the maximum difference that
could be achieved with exhaustive searches ?). If we take
the 385 taxa dataset as an example, bootstrap support
with 1% accurateness at ≥95% could be gained by 1825
simple searches (with TBR), while Bremer support would
require  N*(1+13*2) such searches, where N  is the
number of nodes to test (typically far less than the theo-
retically possible number of internal nodes). If we approx-
imate that TBR swapping on one tree takes roughly
equally long irrespective of the particular resampled
matrix or the particular constraints in effect at a given
node, calculating Bremer support for the 339 nodes
resolved in the strict consensus [48] takes five times longer
than bootstrapping or jackknifing (6.5 times if 95% of the
final support difference are to be achieved, which on aver-
age happens at the 17th iteration for that dataset).
The relative speed of both methods strongly varies with
the accurateness aimed at, but even calculating 19592
jackknife iterations needed for 0.5% accurateness at nodes
with ≥85% (meaning that the size of the confidence inter-
val matches the precision at which BS/JS proportions usu-
ally are reported) is faster than obtaining Bremer support
with the precision outlined above, which may only be the
case beyond an equivalent of 339*(1+(50*2)) = 34239
such jackknife iterations. The relatively higher perform-
ance of jackknifing and bootstrapping further increases
with the taxon sampling size. Strictly speaking, a compar-
ison of the speed at which both support types are comput-
able makes not much sense, due to the fundamental
differences of both. On the other hand, along with consid-
erations on the interpretability of Bremer support com-
pared to the bootstrap and jackknife [41], such practical
considerations may assist in choosing which support type
to report when the time available for analyses is limited.
Methods
Four different datasets were chosen that differed not only
in the number of taxa sampled but also in the kind of
DNA sequence data used (e.g., absolute number of
informative characters, overall sequence divergence, over-
all support levels and levels of homoplasy). Two are com-
paratively large: a three-gene dataset [44], containing
DNA sequences of 18S rDNA, rbcL, and atpB (4592 char-
acters, 2153 parsimony informative) for 567 angiosperm
taxa, and a matK dataset [48] for 385 angiosperm taxa
(1749 chars, 1075 parsimony informative). Two are of
intermediate size: one, using the trnK intron [49], pro-
vides high overall support (89 taxa, 3538 characters, 1441
parsimony informative), the other [50] less so (trnL-F and
rps4, 86 taxa, 1204 characters, 286 parsimony
informative).
Bootstrap and jackknife
The fast search approach (no branch swapping) has been
frequently shown to yield considerably lower support val-
ues [12-15]. The same applies to less thorough branch
swapping algorithms such as NNI (as opposed to TBR;
[12,15]. Also, RAS has no beneficial effects on BS/JS as
compared to the simple addition sequence – a conclusion
based on a 173 taxa set [15]. For still larger datasets, RAS
has been frequently shown to be inferior to other strate-
gies such as the parsimony ratchet. In consequence, an
extensive testing of the effect of RAS on the datasets ana-
lyzed here appeared not warranted. Therefore, the effect of
using a limited number of ratchet iterations per jackknife
resampling replicate was assessed with help of the
author's short C++ program PRAT [24] in conjunction
with PAUP* [19].
Since too few replications would hamper contrasting the
strategies due to rather wide confidence intervals around
the JS values, and since a series of repeated ratchet analy-
ses soon becomes quite time consuming, 500 replicates
served as a compromise between variance and computa-
tion times. Since the sign test used (see below) ignores the
magnitude of differences and since stochastic deviations
from the expected BS/JS equally likely are positive or neg-
ative, the accurateness achieved with 500 replications
should be sufficient in view of the high number of nodesBMC Evolutionary Biology 2005, 5:58 http://www.biomedcentral.com/1471-2148/5/58
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contrasted. Note, however, that knowing the BS or JS of a
particular clade with relatively high confidence would
require more iterations for values ≥90% (Fig. 1). For the
two largest datasets, the ratchet found much shorter trees
within the first 10–20 ratchet iterations than simple
searches or RAS in PAUP* (in line with common
observations; see also Table 1 in [43]). Thus, in terms of
the proximity to the putatively minimal tree score, the
contrast between TBR on one shortest tree and 20 ratchet
iterations is higher than that between 20 ratchet iterations
and any number of additional iterations. Therefore, it was
first tested whether searches of 10 and 20 ratchet itera-
tions per BS/JS replicate make a difference prior to using
more iterations.
To compare jackknife values on two trees, the JS values of
all nodes resolved in one tree were compared to the corre-
sponding JS values of the other tree using (a) a sign test
and (b) a Wilcoxon test. The first excludes the magnitude
of the difference between a pair and only takes pairs with
differing values into consideration. The second was used
to crosscheck the outcome of the sign test by incorporat-
ing information on the magnitude of divergent pairs and
retaining information on how many pairs actually consist
of equal values. Both tests fully agreed on rejecting or
accepting an overall equality of JS (see Table 1).
Bremer support
For each of the four datasets, 25 nodes of the strict consen-
sus tree were randomly chosen (using JAVA's Random
class) and subjected to a simple heuristic search in
PAUP*, saving only one tree, followed by a parsimony
ratchet analysis of 50 iterations (25% characters with dou-
ble weight, saving one tree). Thus, unlike in the jackknife
analyses, not all resolved nodes were monitored due to
the considerable search time needed per node. All analy-
ses were performed with PRAP [43] in combination with
PAUP*. Monitoring and evaluating the change of support
over time was achieved with additional small JAVA classes
written for this study.
Acknowledgements
I am indebted to Joseph Felsenstein for very helpful, critical comments on 
this manuscript. Moreover, John V. Freudenstein, Mark P. Simmons, Tho-
mas Borsch, and anonymous reviewers provided helpful comments that 
helped to improve the text.
References
1. Efron B, Gong G: A leisurely look at the Bootstrap, the Jack-
knife, and cross-validation.  The American Statistician 1983, 37:36/
48.
2. Efron B: The Jackknife, Bootstrap, and other resampling
plans.  In CBMS-NSF Regional conference series in applied mathematics
Philadelphia, Society for industrial and applied mathematics; 1982. 
3. Felsenstein J: Confidence limits on phylogenies: An approach
using the bootstrap.  Evolution 1985, 39:783-791.
4. Farris JS, Albert VA, Källersjö M, Lipscomb D, Kluge AG: Parsimony
Jackknifing outperforms Neighbor-Joining.  Cladistics 1996,
12:99-124.
5. Efron B, Halloran E, Holmes S: Bootstrap confidence levels for
phylogenetic trees.  Proceedings of the National Academy of Sciences
of the United States of America 1996, 93:13429-13434.
6. Holmes S: Bootstrapping phylogenetic trees: Theory and
methods.  Statistical Science 2003, 18:241-255.
7. Brown JKM: Bootstrap Hypothesis Tests for Evolutionary
Trees and Other Dendrograms.  Proceedings of the National Acad-
emy of Sciences of the United States of America 1994, 91:12293-12297.
8. Sanderson MJ: Confidence limits on phylogenies: the bootstrap
revisited.  Cladistics 1989, 5:113-129.
9. Sanderson MJ: Objections to bootstrapping phylogenies: a
critique.  Systematic Biology 1995, 44:299-320.
10. Felsenstein J: Inferring Phylogenies.  Sunderland, Sinauer; 2004. 
11. Hedges SB: The number of replications needed for accurate
estimation of the bootstrap p value in phylogenetic studies.
Molecular Biology and Evolution 1992, 9:366-369.
12. Mort ME, Soltis PS, Soltis DE, Mabry MJ: Comparison of three
methods for estimating internal support on phylogenetic
trees.  Systematic Biology 2000, 49:160-171.
13. DeBry RW, Olmstead RG: A simulation study of reduced tree-
search effort in bootstrap resampling analysis.  Systematic
Biology 2000, 49:171-179.
14. Sanderson MJ, Wojciechowski ME: Improved bootstrap confi-
dence limits in large-scale phylogenies, with an example
from Neo-Astragalus (Leguminosae).  Systematic Biology 2000,
49:671-685.
15. Freudenstein JV, van den Berg C, Goldman DH, Kores PJ, Molvray M,
Chase M: An expanded plastid DNA phylogeny of
Orchidaceae and analysis of jackknife branch support
strategy.  American Journal of Botany 2004, 91:149-157.
16. Felsenstein J, Kishino H: Is there something wrong with the
bootstrap on phylogenies? A reply to Hillis and Bull.  System-
atic Biology 1993, 42:193-200.
17. Lipscomb D, Farris JS, Källersjö M, Tehler A: Support, ribosomal
sequences and the phylogeny of the eukaryotes.  Cladistics
1998, 14:303-338.
18. Salamin N, Chase MW, Hodkinson TR, Savolainen V: Assessing
internal support with large phylogenetic DNA matrices.
Molecular Phylogenetics and Evolution 2003, 27:528-539.
19. Swofford DL: PAUP*. Phylogenetic Analysis Using Parsimony
(*and other Methods).  Sunderland, Sinauer Associates; 1998. 
20. Nixon KC: The Parsimony Ratchet, a new method for rapid
parsimony analysis.  Cladistics 1999, 15:407-414.
21. Nixon KC: WINCLADA.  1996 [http://www.cladistics.com]. New
York, Program distributed by the author
22. Goloboff PA: NONA: A tree searching program. Program and
documentation.  1994 [http://ftp.unt.eduar/pub/parsimony].
23. Goloboff PA, Farris JS, Nixon KC: TNT: Tree Analysis Using
New Technogy.  1999.
24. Müller K: PRAT: Computer program for phylogenetic analysis
of large data sets with PAUP*.  2001 [http://www.nees.uni-
bonn.de/downloads/PRAT.htm]. Bonn, Program distributed by the
author, Nees-Institute, University of Bonn
25. Felsenstein J: The number of evolutionary trees.  Systematic
Zoology 1978, 27:401-410.
26. Hillis DM, Bull JJ: An empirical test of bootstrapping as a
method for assessing confidence in phylogenetic analysis.
Systematic Biology 1993, 42:182-192.
27. Zharkikh A, Li WH: Statistical properties of bootstrap estima-
tion of phylogenetic variability from nucleotide sequences. I.
Four taxa with a Molecular Clock.  Molecular Biology and Evolution
1992, 9:1119-1147.
28. Sanderson MJ, Wojciechowski MF: Diversification rates in a tem-
perate legume clade: are there 'so many species' of Astra-
galus (Fabaceae)?  American Journal of Botany 1996, 83:1488-1502.
29. Davis JI, Stevenson DW, Petersen G, Seberg O, Campbell LM, Freu-
denstein JV, Goldman DH, Hardy CR, Michelangi FA, Simmons MP,
Specht CD, Vergara-Silva F, Gandolfo M: A phylogeny of the
Monocots, as inferred from rbcL and atpA sequence varia-
tion, and a comparison of methods for calculating Jackknife
and Bootstrap values.  Systematic Botany 2004, 29:467-510.
30. Soreng RJ, Davis JI: Phylogtenetics and character evolution in
the grass family (Poaceae): simultaneous analysis of mor-
phological and DNA restriction site character sets.  Botanical
Review 1998, 64:1-85.Publish with BioMed Central    and   every 
scientist can read your work free of charge
"BioMed Central will be the most significant development for 
disseminating the results of biomedical research in our lifetime."
Sir Paul Nurse, Cancer Research UK
Your research papers will be:
available free of charge to the entire biomedical community
peer reviewed and published  immediately upon acceptance
cited in PubMed and archived on PubMed Central 
yours — you keep the copyright
Submit your manuscript here:
http://www.biomedcentral.com/info/publishing_adv.asp
BioMedcentral
BMC Evolutionary Biology 2005, 5:58 http://www.biomedcentral.com/1471-2148/5/58
Page 10 of 10
(page number not for citation purposes)
31. Michelangi FA, Penneys DS, Giza J, Soltis DE, Hils MH, Dan Skean J: A
preliminary phylogeny of the tribe Miconieae (Melastomata-
ceae) based on nrITS sequence data and its implications on
inflorescence position.  Taxon 2004, 53:279-290.
32. Davis JI, Simmons MP, Stevenson DW, Wendel JF: Data decisive-
ness, data quality, and incongruence in phylogenetic analysis:
An example from the monocotyledons using mitochondrial
atpA sequences.  Systematic Biology 1998, 47:282-310.
33. Bolmgren K, Oxelman B: Generic limits in Rhamnus L. s.l.
(Rhamnaceae) inferred from nuclear and chloroplast DNA
sequence phylogenies.  Taxon 2004, 53:383-390.
34. Bremer K: The limits of amino acid sequence data in
angiosperm phylogenetic reconstructions.  Evolution 1988,
42:795-803.
35. Bremer K: Branch support and tree stability.  Cladistics 1994,
10:295-304.
36. Källersjö M, Farris JS, Kluge AG, Bull C: Skewness and
permutation.  Cladistics 1992, 8:275-287.
37. Olmstead RG, Bremer B, Scott KM, Palmer JD: A parsimony anal-
ysis of the Asteridae s.l. based on rbcL sequences.  Annals of the
Missouri Botanical Garden 1993, 80:700-722.
38. Faith DP: Cladistic permutation tests for monophyly and
nonmonophyly.  Syst Zool 1991, 40:366-375.
39. Kluge AG, Farris JS: Quantitative phyletics and the evolution of
anurans.  Systematic Zoology 1969, 18:1-32.
40. Davis JI: Character removal as a means for assessing stability
of clades.  Cladistics 1993, 9:201-210.
41. DeBry RW: Improving interpretation of the decay index for
DNA sequence data.  Syst Biol 2001, 50:742-752.
42. Oxelman B, Backlund M, Bremer B: Relationships of the Buddle-
jaceae s.l. investigated using parsimony jackknife and branch
support analysis of chloroplast ndhF and rbcL sequence data.
Systematic Botany 1999, 24:164-182.
43. Müller K: PRAP - computation of Bremer support for large
data sets.  Molecular Phylogenetics and Evolution 2004, 31:780-782.
44. Soltis DE, Soltis PS, Chase MW, Mort ME, Albach DC, Zanis M, Savol-
ainen V, Hahn WH, Hoot SB, Fay MF, Axtell M, Swensen SM, Prince
LM, Kress WJ, Nixon KC, Farris JS: Angiosperm phylogeny
inferred from 18S rDNA, rbcL, and atpB sequences.  Botanical
Journal of the Linnean Society 2000, 133:381-461.
45. Zharkikh A, Li WH: Estimation of confidence in phylogeny: the
complete-and-partial bootstrap technique.  Molecular Phyloge-
netics and Evolution 1995, 4:44-63.
46. Rodrigo AG: Calibrating the bootstrap test of monophyly.
International Journal of Parasitology 1993, 23:507-514.
47. Shimodaira H: An approximately unbiased test of phylogenetic
tree selection.  Systematic Biology 2002, 51:492-508.
48. Hilu KW, Borsch T, Müller K, Soltis DE, Soltis PS, Savolainen V, Chase
M, Powell M, Alice LA, Evans R, Sauquet H, Neinhuis C, Slotta TA,
Rohwer JG, Campbell CS, Chatrou L: Angiosperm phylogeny
based on matK sequence information.  American Journal of Botany
2003, 90:1758-1776.
49. Müller K, Borsch T, Legendre L, Porembski S, Theisen I, Barthlott W:
Evolution of carnivory in Lentibulariaceae and the Lamiales.
Plant Biology 2004, 6:477-490.
50. Buck WR, Goffinet B, Shaw AJ: Testing morphological concepts
of orders of pleurocarpous mosses (Bryophyta) using phylo-
genetic reconstructions based on trnL-trnF and rps4
sequences.  Molecular Phylogenetics and Evolution 2000, 16:180-198.