The approximations are obtained by using uniform asymptotic expansions of the incomplete beta function, in which an error function or an incomplete gamma function is the dominant term. The inversion problem is started by inverting this dominant term. Further terms in the expansion are obtained by using standard perturbation methods, which were recently introduced in a paper describing a m&hod for asymptotic inversion of the incomplete gamma functions. Numerical results indicate that for obtaining an accuracy of four correct digits the asymptotic method can already be used for a+ba5.
Introduction
The incomplete beta function is defined by where a and 6 are fixed positive numbers. We are especially interested in solving (1.3) for large This problem is of great importance in probability theory and mathematical statistics. The incomplete beta function is a standard probability function, with as special cases the (negative) binomial distribution, Student's distribution, and the F (variance-ratio) distribution. Several approaches are available in the (statistical) literature, where often a first approximation of X, based on asymptotic estimates, is constructed, but this first approximation is not always reliable. Higher approximations may be obtained by numerical inversion techniques, which require evaluation of the incomplete beta function. This may be rather time consuming, especially when a and b are large.
In the present method we also use an asymptotic result. The approximation is quite accurate, especially when the Fararreters a and b are large. It follows from numerical results, however, that a three-term asymptotic expansion already gives an accuracy of four significant digits for a + b >, 5, uniformly with respect to p E [0, l].
The method of this paper is used earlier in [4] for the asymptotic inversion of the incomplete gamma functions. The present problem is more difficult, of course, since now two large parameters are considered. In fact we consider three asymptotic representations of the incomplete beta function with a + b + 00, valid in the following cases:
(il a = b d-0, where p stays fixed; iii) a/b and b/a are bounded away from zero; (iii) at least one of the parameters a, b is large. In the first two cases both parameters are large, in the third case we allow one parameter to be fixed or substantially smaller than the other one. In the first two cases the underlying beta distribution can be approximated by a normal (Gaussian) distribution, and we use an error function as main approximant. In the third case the distribution may be quite skew, and we consider an tgs.-ins&nation in terms of the gamma distribution, with an incomplete gamma function as main approximant. It is possible to restrict ourselves to a 3 b, since we have the relation
This relation is used in the third case, where the only condition is that the sum a + b should be large.
The nearly symmetric case
We write b = a + p, where p is fixed. We obtain from (1.11,
We transform this to a standard form with a Gaussian character by writing
(2 1) .
We can write t as function of 5:
where the second square root is nonnegative for real values of the argument. The same relation holds for x as function of 7. It easily follows that
and that the following standard form (in the sense of [2]) can be obtained:
(2 3) . The function 4(C) is analytic in a strip containing R; the singularities nearest to the origin occur at +, 2&exp( +, fin). The first coefficients of the Taylor expansion
From results in [2] it follows that the standard form (2.3) can be written in the form
whm q is defined in (2.11, and erfc is the error function defined by 2 = erfc f =-VJ e-" dt. P 2 (2 8)
.
We try to solve (1.3) with the above representation of the incomplete beta function. First we soIve (1.3) in terms of q; afterwards, we determine x from the inverse relation of the second line in (2.1) (that is, (2.2) with t, 5 replaced by x, q, respectively). When a is large, we consider the error function in the equation (2 9) . as the dominant term, and a first approximation q. of q is defined by the solution of the equation
The exact solution of (1.3) (in terms of 7j) is written as 'p) =rl,+e, (2.11) and we try to determine E. It apnears that we can expand this quantity in the form
as a + =c. The coefficients ej can be expressed in terms of q. and p. From (2.31, (2.9) and (2.10) we obtain dp -= drl0 dP e-a% /2
where f is given in (2.4). Upon dividing, we obtain
dllo=e -Substitution of (2.11) gives the differential equation
We write q in place of qo; that is, we try to find E as function of q that satisfies (see also (2.4)) = eac(V+E/2)m (2.14)
When we have obtained c from this equation (or an approximation), we use it in (2.11) to obtain the final value q. The first coefficient (Ed of (2.12) is obtained by comparing dominant terms in (2.14). Since @(a) = 1 +@(a-'), we obtain 1 Cl = -1n 4(q).
'17
This quantity is analytic (as a function of 'p7) on R; 4(q) is positive on IR, and 4(O) = 1. Using (2.7) we obtain for small values of q,
Further terms ci can be obtained by using more terms in (2.6) and by expanding 4(rl+ E) = 4(q) + e4'( 77) + +*4"( rl) + l l l 9
in which (2.12) is substituted to obtain an expansion in powers of a-'. In this way we find 1 E2 2174
+ 24'9 i-254 -4+, der r as a large parameter, and 8 bounded away from 0 and $v. The maximum of the ial function occurs at t = sin%. Hence, the following transformation brings the nential part of the integrand into a Gaussian form:
where the sign of 5 equals the sign of t -sin28. The same transformation holds for x c-) 17 if t g are replaced with x and q, respectively. From (3.2) we obtain, dJ sin% -t -c,, = t(1 -t) '
and we can write (3.1) in the standard form (cf. (3 3) .
(3 4) .
( 3 5) .
(3 6) .
(3.7)
(3 8) . 
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This approximation is substituted in the left-hand side of (3.2), and we invert this equation to obtain t, or, equivalently, X.
The IncompIete gamma
In this section we consider the asymptotic condition that the sum a -i-b should be large. We concentrate on the case a 2 b. In the other case we can solve (1.3) by using (1.4) . From [3, formula (9.16)] it fallows that we can write
. (4 5) .
In [3] an asymptotic expansion of Ra,&$ in (4.1) is derived, which holds for a + 00, uniformly with respect to x E [O, l] and b E [0, 00).
We obtain the solution of (1.3) for large values of a, by first determining Q, the solution of the reduced equation (4 6) .
This involves an inversion of the incomplete gamma function, which problem is considered [4], especially for large values of 6. As in the previous sections, the exact solution of (1.3) written as 7 = Q + E, and we expand E as in (2.12). We have (cf. (2.13)), in is dP ab dP
Upon dividing these equations and using (4.5), we obtain where w is given by (4.9). Considering the functions Ei as functions of qo, we obtain using (4.10), El e2 63 7yq0+~+~+;;5+"', which is substituted in the left-hand side of (4.2). Solving for X, we finally obtain the desired approximation of the solution of (1.3).
In this section, the functions @(a), 4(q), c have expansions with coefficients ci, di, l i in which the parameter p = b/a may assume any value in [0, ~1. This aspect demonstrates the uniform character (with respect to p) of the present approach. In Section 2 large values of p are not allowed, and in Section 3 the value of 8 should be bounded away from 0 and in. Of course, the transformations and expansions of this section are more complicated than those in the previous sections. Moreover, to start the inversion procedure, first (4.6) including an incomplete gamma function should be solved, whereas in the foregoing cases only an error function has to be inverted. See (2.10) and (3.9).
Numerical aspects
In numerical applications one needs the inversion of the mappings given in (2.1), (3.2) and (4.2). Only (2.1) can be inverted directly, as shown in (2.2). For small values of 15 1 we have t =-;+&Ep&fi~3+&-\/Z-[5+ .=*.
The inversion of (4.2) can be based on that of (3.2), with other parameters. We give some details on the inversion of (3.2).
For small values of 1 c 1 we have 13s4 -13s2 + 1 13+
where s = sin 6, c = cos 8. For larger values of 1 ll, with f < 0, we rewrite (3.2) in the form t(l-t)a=L6, cr=cot28, u=exp -$*+s21ns2+c21nc2 7.4. Io-5 7.4 -lo+ 5.3 -1o-3 2.3 -1O-2 9.0 -lo-?
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9.1 -1o-4 9.1 -1o-4 9.1 -1o-4 9.1 -lo-$ Table 5 We have tested the inversion process of the incomplete beta function for several values of the parameters. We describe the testing for the method of Section 2. After obtaining the first approximation q0 by inverting (2.101, we computed the values of Ed, e2, e3, defined in (2.1%(2.17) (with v replaced with qJ. The coefficient e3 is included only when q. is small enough for using the Taylor series given in Section 2. Next, (2.11) gives the final approximation of q, which is used in the second line in (2.1), to obtain the approximation of X. Finally we verified (1.3) by computing the incomplete beta function with this value x. We used the continued fraction given in [l, formula 26.5.8] .
In Tables 5.1-5.3 we show the relative errors I(Z,(a, b) -p)/p I, where x is obtained by the asymptotic inversion methods of Sections 2-4. As is expected, it follows that the larger values of /3 give less accuracy in the results in Table 5 .1. The same holds for smaller values of 8 in Table 5 .2. From Table 5 .3 it follows that the results are not influenced by large or small values of p. This shows the uniform character of the method of Section 4. In fact, this method can be used in extreme situations: the ratio a/b may be very small and very large, and p may assume values quite close to zero or to unity. 
