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           原点未知の3母数対数正規分布について










modi自ed moment estimators及びmaximum1ike1ihood estimatorsを示し，modiied moment esti－
mates及びmaximum1ike1ihood estimatesに対するアルゴリズムを示した．
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              データからのモードの推定（2）
                                    川 合 伸 幸
 昨年に引き続き，連続データからのモードの推定について考えた。
 さて昨年の年度研究報告会で報告したモード推定量は，variab1e partition histogramによるdensity
estimateで々＝1としたもののモードにたっていることがわかった（Variab1e partition histogramに
ついてはIzenman（ユ991）参照）．Devroye andGyo拍の証明によりこのモード推定量は，真のdensity
！に関する条件たしに真のモードに対するム、の意味でのStrOng COnSiStent eStimatOrにたっているこ
とがわかる（Izenman（ユ991））．
 さて，昨年の推定量はこのように理論的にはすっきりしているが実際的ではない．第1点は，現実の
データというのは有効数字3桁か4桁に丸められているもので，そういうデータに対してはこのモード
推定量は一意に決まらたいことが多い．そこで一意に決まる範囲でなるべくwindowを狭くとるいくつ
かの試みについて考えた．しかしbiasは確かに小さくなるがvarianceが大きくなるということがある．
これはいわばkeme1的た方法の宿命であって，windowを小さくとっているためいわばその外のデータ
を捨てていることになりVarianCeが大きくなるのは当然のことたのである．そこで一意に決まる範囲で
たるべくwindowを狭くとるのではなく，左右対称とみたせる範囲でなるべくwindowを広くとらねば
たらたいと考えるようにたった．分布は一山と仮定し，左右対称性を検出するために正規分布をあては
め，一つの正規分布と孤立点として分布の特徴を抽出することを考えた．正規分布をいくっにとればよ
いのか，どれを孤立点とするかの判断には，自由パラメータの数をいくつにしたらよいかの問題が起こ
り，そのためAICを利用することにした．そして一番たくさんのサンプルを含む山の平均をモードの推
定量とすることを考えた．これをm－modeとよぶ．また分布は一山と仮定するたら最小間隔でつながっ
ているサンプルの平均値をとるという！ソプルな推定量が考えられる．これを∫一modeとよぶ．Weibu11
分布α＝1，M＝2，γ＝Oでシミュレーションをやってみて，MSE（MeanSquaredError）を評価したと
ころ，中央値が一番良く∫一modeは中央値にわずかに劣り次いでm－modeという結果になった．しかし，
中央値は明らかに一致性はなく，一致性にこだわるたら∫一modeを使うべきであろう．
