Abstract. We investigate powerspace constructions on topological spaces, with a particular focus on the category of quasi-Polish spaces. We show that the upper and lower powerspaces commute on all quasi-Polish spaces, and show more generally that this commutativity is equivalent to the topological property of consonance. We then investigate powerspace constructions on the open set lattices of quasi-Polish spaces, and provide a complete characterization of how the upper and lower powerspaces distribute over the open set lattice construction.
Introduction
Given a topological space X, the lower powerspace A(X) is the set of closed subsets of X with the lower Vietoris topology, the upper powerspace K(X) is the set of (saturated) compact subsets of X with the upper Vietoris topology, and the convex (or Vietoris) powerspace L(X) is the set of lenses in X with the Vietoris topology. If X is Hausdorff, then the notion of lens and compact subset become equivalent, and L(X) is the well-known hyperspace of compact subsets often used by topologists (see Section 4.F of [17] ). This is also the same Vietoris construction used in [18] (but restricted to Stone spaces) to provide coalgebraic semantics for modal logics. A(X) and K(X) are generally non-Hausdorff and might seem less familiar to some topologists, but A(X) should be easily recognized as the topological space underlying the well-known Effros Borel space (see Section 12.C in [17] ), at least when X is countably based.
In domain theory, the upper and lower powerdomains (see Section IV-8 of [10] ) coincide with the upper and lower powerspaces for continuous dcpos with the Scott topology, although the constructions differ in general for non-continuous dcpos. Under some additional mild assumptions, the Plotkin powerdomain and convex powerspace are also known to coincide. Powerdomains are often used in theoretical computer science to model the semantics of non-deterministic programs.
In this paper, we investigate the powerspace constructions with a focus on the category of quasi-Polish spaces [5] , which is general enough to contain all Polish spaces and all ω-continuous domains. We show that the powerspace constructions preserve the property of being quasi-Polish, and as a result we can view the constructions as monads on the category of quasi-Polish spaces. We will also provide topological characterizations of when the powerspace constructions commute, and investigate the interaction between the powerspace constructions and the functor O which maps a space X to its lattice of open subsets O(X) equipped with the Scott-topology.
The locale theoretic versions of the powerspace constructions are known as powerlocales and have a very rich theory [15, 24, 16, 20, 25, 26] . Although the powerspace and powerlocale constructions behave differently in general, some of the more notable differences (such as the failure of the commutativity of upper and lower powerspaces) disappear when one restricts to powerspace constructions on quasi-Polish spaces. As we will further explain below, several of our topological results for the powerspaces on quasi-Polish spaces correspond to wellknown results for powerlocales, and in some cases our results can be easily obtained using known results and techniques from locale theory. However, we expect that the topological proofs provided here will be more accessible to those that are unfamiliar with locale theory, even though they come at the expense of using classical logic.
In Sections 3 through 5 we show that the lower, upper, and convex powerspace constructions preserve the property of being quasi-Polish. Although we use straightforward topological proofs, the preservation results for the lower and upper powerspaces can also be obtained using known results in locale theory. R. Heckmann showed in [14] that every countably presented locale is spatial and that the corresponding spaces are precisely the quasi-Polish spaces. Furthermore, results by S. Vickers showing the geometricity of the lower and upper powerlocales (see Theorems 7.5 and 8.8 in [25] ) demonstrate that the powerlocale constructions preserve the property of having a countable presentation. Finally, it is known (see Propositions 6.26 and 7.39 in [20] ) that if X is a sober space, then the lower (or upper) powerspace of X is homeomorphic to the space of points of the corresponding powerlocale. Combining these results provides a locale theoretic proof that the lower and upper powerspace of a quasi-Polish space is quasi-Polish.
In Section 6, we will show that a topological property known as consonance (see [8, 19, 4, 3] ) is equivalent to the commutativity of the upper and lower powerspaces in the sense that A(K(X)) ∼ = K(A(X)) under a naturally defined homeomorphism. Analogous commutativity results are known in both domain theory and locale theory. In domain theory, K.E. Flannery and J.J. Martin showed in [9] that the upper and lower powerdomain constructions commute for all bounded complete algebraic dcpos. R. Heckmann [12] later extended this result to all dcpos. In [13] , R. Heckmann proved a commutativity result for the lower powerdomain and a modified version of the upper powerdomain using topological methods that are more closely related to the approach we take here. In locale theory, P.T. Johnstone and S. Vickers showed in [16] that the upper and lower powerlocales commute for all locales. It can be shown that the upper powerlocale of a non-consonant space is not spatial, which explains why the powerlocales can commute even in the cases where the powerspaces do not.
Every quasi-Polish space is consonant, and the functions in Definition 14 can be interpreted as distributive laws (in the sense of Beck [2] ) between the upper and lower powerspace monads on the category of quasi-Polish spaces. The locale theoretic version of this observation has already been made by S. Vickers in [25] . At the time of this writing we have been unable to verify whether the upper and lower powerspace constructions preserve consonance, which prevents us from extending this result to the more general category of consonant spaces.
Section 6 also provides connections between the composition of the upper and lower powerspace constructions with the double powerspace construction. Given a topological space X, we define the double powerspace of X to be O(O(X)). In general, the contravariant endofunctor O does not preserve the property of being quasi-Polish. However, the double powerspace construction O • O does restrict to a covariant endofunctor on the category of quasi-Polish spaces, and is naturally isomorphic to the composition of the upper power space monad with the lower powerspace monad (or vice versa) in this case. These results are analogous to the properties of the lower, upper and double powerlocales investigated in [25, 26] , and show that consonance is a key property needed for the spatial and localic theories of the power constructions to agree.
If X is quasi-Polish then O(X) is quasi-Polish if and only if X is locally compact. If X is quasi-Polish but not locally compact, such as the Baire space, then O(X) will not even be countably based. From R. Heckmann's results we know that spaces of the form O(X) for quasi-Polish X are precisely the countably presented frames equipped with the Scott-topology. We investigate the powerspace constructions on these spaces in Sections 8 and 9 and show that A(O(X)) ∼ = O(K(X)) and K(O(X)) ∼ = O(A(X)) under natural homeomorphisms whenever X is quasi-Polish. Together, these results provide a complete picture of how A, K, and O interact on quasi-Polish spaces.
Preliminaries
A topological space is quasi-Polish if and only if it is countably based and the topology is induced by a Smyth-complete quasi-metric (see [5] ). Several equivalent characterizations of quasi-Polish spaces exist, but for this paper the most relevant characterization is that a space is quasi-Polish if and only if it is homeomorphic to a Π 0 2 -subset of an ω-algebraic domain (i.e., a countably based algebraic domain). A subset A of a topological space X is a Π 0 2 -subset if there exist sequences (U i ) i∈ω and (V i ) i∈ω of open subsets of X satisfying x ∈ A if and only if (∀i
We denote the collection of Π 0 2 -subsets of X by Π 0 2 (X). If X is quasi-Polish then a subspace A of X is quasi-Polish if and only if A ∈ Π 0 2 (X). The specialization order on a topological space X is defined as x ≤ y if and only if x is in the closure of the singleton set {y}. Given a subset A ⊆ X, we define ↑A = {y ∈ X | (∃x ∈ A) x ≤ y} and ↓A = {y ∈ X | (∃x ∈ A) y ≤ x}. Note that the argument to ↑ and ↓ is always a set, and when A = {x} is a singleton we do not abbreviate ↑A by ↑x in order to avoid potential ambiguities when working with powerspaces.
We refer the reader to [10] and [11] for background on domain theory and the Scott topology on partially ordered sets. A. Schalk's thesis [20] is a valuable source of information on the powerspace constructions for general topological spaces, as well as the corresponding powerdomain and powerlocale constructions.
Lower powerspaces
The lower powerspace A(X) is defined to be the set of closed subsets of X with the lower Vietoris topology. The lower Vietoris topology is generated by sets of the form ♦U = {A ∈ A(X) | A ∩ U = ∅} for open U ⊆ X. Note that the specialization order on A(X) is subset inclusion.
It is well known that A is a monad on the category of topological spaces:
Given a partially ordered set P , the weak topology on P is generated by open sets of the form {y ∈ P | y ≤ x}, where x varies over elements of P . See Proposition 1.7 and Section 6.3 in [20] for the following. Although we will not need it later, we also mention the following:
Proof. First assume X is sober and has a countable basis B. Sobriety implies that η A X (X) is precisely the subset of irreducible closed subsets of X. Furthermore, A ∈ A(X) is irreducible if and only if A is non-empty (i.e. A ∈ ♦X) and
which clearly defines a Π 0 2 -subset of A(X). For the converse, simply note that A(X) is always sober, that X is homeomorphic to η A X (X), and that every Π 0 2 -subset of a sober space is sober [6] .
⊓ ⊔
A space is Baire if countable intersections of dense open sets are dense. A space is completely Baire if every closed subspace is a Baire space. Characterizations and applications of (possibly non-Hausdorff) completely Baire spaces can be found in [1] , [14] , and [6] . It was shown in [5] that every quasi-Polish space is a Baire space, and therefore every quasi-Polish space is completely Baire because every closed subspace of a quasi-Polish space is quasi-Polish. 
Let e : X → Y be the embedding of X into Y , and let f = A(e) :
, hence the theorem will be proved by showing that S = range(f ).
First we show range(f ) ⊆ S. Fix A ∈ A(X). Assume i ∈ ω and B ∈ B are such that
Finally, we show that S ⊆ range(f ). Fix A ∈ S. We prove that X is dense in A, hence
As shown by D. Scott [22] (see also [5] ), a topological embedding e : X → Y which identifies X with a Π 0 2 -subspace of Y is actually an equalizer for a pair of continuous functions f, g : Y → P(ω), where P(ω) is the powerset of the natural numbers with the Scott topology. Therefore, the above proposition would be trivial if the functor A preserved equalizers. However, it is easy to see that A does not preserve equalizers in general. As a simple counter example, let 2 = {0, 1} have the discrete topology, define f to be the identity on 2, and let g be defined as g(0) = 1 and g(1) = 0. The equalizer of f and g is the embedding e : ∅ → 2 of the empty subspace ∅ into 2. Note that A(∅) = {∅} has exactly one point, whereas the equalizer for A(f ) and A(g) is the two-point subspace {∅, 2} of A(2). Therefore, A(e) is not the equalizer of A(f ) and A(g).
Proof. We can assume without loss of generality that X is a Π 0 2 -subspace of some ω-algebraic domain D (in particular, we can always take D = P(ω)). It is well known (see, e.g., the results by M. B. Smyth [23] and A. Schalk [20] ) that A(D) is an ω-algebraic domain. Since every ω-algebraic domain is completely Baire, Proposition 4 implies A(X) is homeomorphic to a Π 0 2 -subspace of A(D). Therefore, A(X) is quasi-Polish. ⊓ ⊔
Upper powerspaces
The upper powerspace K(X) is defined to be the set of compact saturated subsets of X with the upper Vietoris topology. A subset of a topological space is saturated if and only if it is equal to the intersection of all of its open neighborhoods. The upper Vietoris topology is generated by sets of the form
It is well known that K is a monad on the category of topological spaces:
The proof of the next proposition was inspired by work by M. Schröder on the Scott topology on the open set lattice of sequential spaces (see, e.g., [21] ).
Proposition 6. If X is sober and countably based, then the upper Vietoris topology on K(X) coincides with the Scott topology (where K(X) is ordered by reverse subset inclusion).
Proof. It is known that if X is sober then K(X) is sober with respect to the upper Vietoris topology (see Lemma 7.20 in [20] ). It follows that the upper Vietoris topology is contained within the Scott topology on K(X).
Conversely, let H ⊆ K(X) be any non-empty Scott-open set and fix K ∈ H. Assume for a contradiction that for every subset U ⊆ K(X) which is open with respect to the upper Vietoris topology, if K ∈ U then U ⊆ H. K(X) is countably based because X has a countable basis, so our assumption can be used to inductively construct a sequence (K n ) n∈ω of elements in K(X) \ H that converges to K with respect to the upper Vietoris topology.
For each k ∈ ω, define W k = n≥k K n ∪ K. Using the fact that the K n converge to K with respect to the upper Vietoris topology, it is straightforward to see that each W k is a compact saturated subset of X. We claim that K = k∈ω W k . Clearly K is contained in each of the W k . Conversely, assume x ∈ X is some element that is not in K. Then U = X \ ↓{x} is an open subset of X that contains K. Convergence of the K n to K implies that all but finitely many K n are in U . Therefore, x is in at most finitely many W k , hence
Since the ordering on K(X) is reverse subset inclusion, the W k are an increasing chain in K(X) and K is the least upper bound of this chain. Since H is Scott-open, there must be some
Therefore, there must be U ⊆ K(X) which is open with respect to the upper Vietoris topology and satisfies K ∈ U ⊆ H. It follows that the upper Vietoris and Scott topologies coincide on K(X).
⊓ ⊔ We include the following for completeness. Note that sobriety is not required for the following.
. Proof. Let B be a countable basis for X which is closed under finite unions. Each K ∈ K(X) is equal to the saturation of a compact T 1 -subspace of X (see, e.g., [7] ), which implies that
Clearly this defines a Π 0 2 -subset of K(X).
⊓ ⊔
Using the same counter-example we gave for A, it is easy to see that K does not preserve equalizers in general. However, we have the following, which was proven in [7] . 
Proof. (Sketch). Assume Y is a countably based space, and let B be a countable basis for Y which is closed under finite unions. Assume X ∈ Π 0 2 (Y ), and let
Let e : X → Y be the embedding of X into Y , and let f = K(e) :
The theorem is then proved by showing that S = range(f ). We refer to the original paper [7] for a full proof.
⊓ ⊔
Proof. The proof is similar to that of Theorem 5. Note that K(D) is an ω-algebraic domain whenever D is (see M. B. Smyth [23] and A. Schalk [20] ). ⊓ ⊔
Convex (Vietoris) powerspaces
The convex (or Vietoris) powerspace L(X) is defined to be the set of lenses in X with the Vietoris topology. A subset L ⊆ X is a lens if and only if there is A ∈ A(X) and
The Vietoris topology is the join of the lower and upper Vietoris topologies, and is generated by sets of the form
Proof. The space A(X) × K(X) is quasi-Polish by Theorems 5 and 10 and because quasiPolish spaces are closed under topological products. Furthermore, it is easy to see that L(X) is homeomorphic to the subspace of A(X) × K(X) consisting of all pairs A, K satisfying Cl X (A ∩ K) = A and ↑(A ∩ K) = K. We can therefore identify L(X) with this subspace of A(X) × K(X) and it only remains to show that it is a Π 0 2 -subspace. Let B be a countable basis for X which is closed under finite unions (hence B contains the empty set as the empty union). We define S to be the subset of A(X) × K(X) of all pairs A, K satisfying the following two conditions for each U, V ∈ B:
(1) If A ∈ ♦U and K ∈ V then A ∈ ♦(U ∩ V ), and
Since there are only countably many conditions, and each condition is an implication between open subsets (predicates), it is clear that S is a Π 0 2 -subset of A(X) × K(X). We conclude by proving that L(X) is homeomorphic to S.
First, let A, K be any pair in A(X)×K(X) satisfying Cl X (A∩K) = A and ↑(A∩K) = K. Fix any U, V ∈ B.
(
Conversely, let A, K be any element of S.
(1) We prove that K is dense in A, hence Cl X (A ∩ K) = A. Since K is a compact saturated set, the assumption that B is closed under finite unions implies there exists D ⊆ B such that K = D. For each V ∈ D we clearly have K ∈ V , and if U ∈ B is any basic open satisfying A ∈ ♦U , then the assumption A, K ∈ S implies A ∈ ♦(U ∩ V ). Therefore, each V ∈ D is dense in A. The countability of B implies D is countable, hence K = D is dense in A because X is completely Baire. (2) If W is any open set containing A∩K, then the compactness of K and the assumption that B is closed under finite unions implies there exist U, V ∈ B such that U ⊆ X \A and V ⊆ W and K ⊆ (U ∪ V ). Since A, K ∈ S and A ∈ ♦U , we must have
The two sets of conditions used in the above proof to construct L(X) as a Π 0 2 -subset of A(X) × K(X) correspond to two of the axiom schema in the locale theoretic presentation of the Vietoris locale as introduced by P.T. Johnstone in [15] . In particular, these are the two axiom schema which integrate the ♦ and modalities.
Double powerspaces and consonance
In this section we will show that a topological property known as consonance (see [8, 19, 4, 3] ) is equivalent to the commutativity of the upper and lower powerspaces under a naturally defined homeomorphism. Our characterization was inspired by A. Bouziad's characterization of consonant spaces in [3] . In particular, our Theorem 24 is closely related to Theorem 2 in [3] .
Lemma 12. Let X be a topological space.
(1) The topology on A(K(X)) is generated by sets of the form
The topology on K(A(X)) is generated by sets of the form
Proof. In the following, {U i j | i ∈ I and j ∈ J i } vary over doubly indexed families of open subsets of X with J i a finite index set for each i ∈ I.
Part (1) easily follows from the fact that the topology of A(K(X)) is generated by sets of the form
where the second equality holds because ♦ commutes with unions and commutes with finite intersections.
For Part (2) , first note that the topology of K(A(X)) is generated by sets of the form
For any K ∈ U , the compactness of K implies there is finite F ⊆ I such that
Let S be the set of all selection functions s that map each i ∈ F to some s(i) ∈ J i . Then
by distributivity. Using again the fact that ♦ commutes with unions and with finite intersections, we obtain
which completes the proof. ⊓ ⊔ Proposition 13. The topology on K(A(X)) coincides with the weak-topology.
}} is open with respect to the weak topology on K(A(X)). We show that ♦U is equal to the complement of ↓{↑{(X \ U )}}. For K ∈ K(A(X)) we have K ∈ ♦U if and only if there exists A ∈ K such that A ⊆ (X \U ) if and only if (X \U ) ∈ K (because K is saturated) if and only if ↑{(X \U )} ⊆ K if and only if K ∈ ↓{↑{(X \ U )}} (because the specialization order of K(A(X)) is reverse subset inclusion).
⊓ ⊔ Definition 14. For each topological space X define σ X : A(K(X)) → K(A(X)) and
We will usually omit the subscripts from σ X and τ X when the space is clear from the context. R. Heckmann used similarly defined functions in [13] to prove a commutativity result for the lower powerdomain and a modified version of the upper powerdomain.
Lemma 15. The function σ is well-defined for each topological space X. Furthermore,
Proof. We first show that σ is well defined. Fix A ∈ A(K(X)). By the Alexander subbase theorem it suffices to show that every cover i∈I ♦U i of σ(A) admits a finite subcover. Let U = i∈I U i . Every A ∈ σ(A) has non-empty intersection with U , hence X \ U is not in σ(A). By the definition of σ this implies there is K ∈ A such that K ⊆ U . As K is compact, there is finite F ⊆ I such that K ⊆ i∈F U i . Each A ∈ σ(A) intersects K, hence each A ∈ σ(A) intersects U i for some i ∈ F . Therefore, σ(A) ⊆ i∈F ♦U i . This proves that σ(A) ∈ K(A(X)), hence σ is well defined.
Conversely, if σ(A) ∈ ♦U then every A ∈ σ(A) has non-empty intersection with U , hence X \ U ∈ σ(A). This implies there exists K ∈ A such that (X \ U ) ∩ K = ∅ thus K ⊆ U . Therefore, A ∈ ♦ U . It immediately follows that σ is continuous. Furthermore, our observation that σ −1 ( ♦U ) = ♦ U for each open U ⊆ X implies that every open subset of A(K(X)) is equal to the preimage under σ of some open subset of K(A(X)). Since A(K(X)) and K(A(X)) are both T 0 -spaces, it follows that σ is a topological embedding.
⊓ ⊔ Lemma 16. The function τ is well-defined. Furthermore,
Unfortunately, the previous lemma does not guarantee that τ is continuous. Our next goal is to characterize the spaces for which τ is continuous.
Given a topological space X, we let O(X) denote the lattice of open subsets of X ordered by inclusion and equipped with the Scott-topology. O determines a contravariant endofunctor on the category of topological spaces by mapping a continuous function f : X → Y to the corresponding frame homomorphism O(f ) : O(Y ) → O(X), which is clearly Scottcontinuous.
For K ∈ K(X) we define
which is known to be a Scott-open filter in O(X).
Definition 17 (See [8]). A space X is consonant if and only if for every Scott-open H ⊆ O(X) and every U ∈ H there exists
By the Hoffmann-Mislove theorem (see [10] ), if X is sober then X is consonant if and only if the Scott topology on O(X) has a basis consisting of Scott-open filters. It was shown in [7] that quasi-Polish spaces are consonant, and it is known that a separable co-analytic metrizable space is consonant if and only if it is Polish [3] . In particular, the space of rationals with the subspace topology inherited from the reals is not consonant [4] .
Definition 18. For each topological space
X define φ X : K(A(X)) → O(O(X)) and ψ X : O(O(X)) → K(A(X)) as φ X (K) = {U ∈ O(X) | K ∈ ♦U }, ψ X (H) = U ∈H ♦U.
⊓ ⊔
We will usually omit the subscripts from φ X and ψ X when the space is clear from the context.
Lemma 19. The function φ is well-defined for each topological space X.

Proof. Fix I ⊆ O(X) and assume
U = V ∈I V is in φ(K). Then K ⊆ ♦U = V ∈I ♦V . Since K is compact there is finite F ⊆ I such that K ⊆ V ∈F ♦V = ♦ V ∈F V . Therefore, V ∈F V is in φ(K), hence φ(K) is Scott-open. ⊓ ⊔
Lemma 20. The function ψ is well-defined for each topological space X. Furthermore, U ∈ H if and only if ψ(H) ∈ ♦U for each H ∈ O(O(X)).
Proof. We first prove the second claim. Clearly, if U ∈ H then ψ(H) ⊆ ♦U . Conversely, ψ(H) ⊆ ♦U implies (X \ U ) ∈ ψ(H) hence there is V ∈ H such that (X \ U ) ∈ ♦V . Therefore, V ⊆ U which implies U ∈ H because H is an upper set. Next we show that ψ(H) is compact. Fix I ⊆ O(X) and assume ψ(H) ⊆ V ∈I ♦V . By setting U = V ∈I V we obtain ψ(H) ∈ ♦U hence U ∈ H. Since H is Scott-open there is finite F ⊆ I such that V ∈F V ∈ H. It follows that every A ∈ ψ(H) has non-empty intersection with some V ∈ F hence ψ(H) ⊆ V ∈F ♦V .
⊓ ⊔
A locale theoretic version of the following was first shown by S. Vickers [25] and S. Vickers and C. Townsend [26] . Recall that K(X) is ordered by reverse subset inclusion.
Theorem 21. K(A(X)) and O(O(X)) are isomorphic lattices for every topological space X.
Proof. It is easy to see that φ :
Therefore, φ and ψ are inverses of each other.
⊓ ⊔
We can say more when X is countably based.
Theorem 22. If X is a countably based space then K(A(X)) with the upper Vietoris topology is homeomorphic to O(O(X)) with the Scott topology. The Scott topology on O(O(X)) has a subbasis given by sets of the form
⊠U = {H ∈ O(O(X)) | U ∈ H} for open U ⊆ X. ⊓ ⊔
Proof. Since A(X) is always sober, Proposition 6 implies the upper Vietoris topology and Scott topology coincide for K(A(X)). Theorem 21 then implies K(A(X)) and O(O(X))
are homeomorphic. The topology on K(A(X)) is generated by sets of the form ♦U , hence the topology on O(O(X)) is generated by sets of the form
The next result is inspired by A. Bouziad's Theorem 2 in [3] .
Theorem 24. The following are equivalent for every topological space X:
Proof. (1 ⇒ 2). Assume X is consonant. We already showed that σ is injective in Lemma 15, so it only remains to show that σ is a surjection. Fix K ∈ K(A(X)). For each U ∈ O(X) we have
. Fix any K ∈ ♦U and let A ∈ A(K(X)) be such that σ(A) = K. Lemma 15 implies A ∈ ♦ U , so there is some K ∈ A such that K ⊆ U . Since σ(A) = K, every A ∈ K has non-empty intersection with K, which implies
is Scott-open and U ∈ H then ψ(H) ∈ ♦U by Lemma 20. The assumption on τ implies τ (ψ(H)) ∈ ♦ U , hence there is K ∈ τ (ψ(H)) with K ⊆ U . By the definition of τ , every A ∈ ψ(H) has non-empty intersection with K. It follows that whenever V ⊆ X is open and K ⊆ V then ψ(H) ∈ ♦V hence V ∈ H. Therefore, X is consonant.
⊓ ⊔ Lemma 15 and Theorem 24 together imply the following. In particular, if X is quasi-Polish, then A(K(X)), K(A(X)) and O(O(X)) are all naturally homeomorphic and quasi-Polish. The naturality of the transformations σ, τ , φ, and ψ is easily verified by noting how the modality operators on basic open sets change under preimages of the relevant maps. Similarly, it can be shown that σ and τ are distributive laws (in the sense of Beck [2] ) between the monads A and K on the category of quasi-Polish spaces. The locale theoretic version of this observation has already been made by S. Vickers in [25] . Currently we do not know if A and K preserve consonance, but if A and K are well-defined monads on the category of consonant spaces then σ and τ are distributive laws in this more general setting as well.
It is important to note that O(X) will not be quasi-Polish in general. In fact, if X is quasi-Polish then O(X) is countably based if and only if O(X) is locally compact if and only if X is locally compact. O(O(ω ω )), where ω ω is the Baire space, is an example of a complete lattice which is quasi-Polish but not locally compact when given the Scott topology.
Co-consonance and strongly compact sets
In this section we gather together some results which will be useful when we later investigate the powerspace monads on O(X). Thus, a space X is consonant if the range of the mapping
is a subbase for the Scott topology on O(X), and X is co-consonant if the range of the mapping
, A → △A is a subbase. Both of these mappings are continuous embeddings when X is countably based.
Proposition 28. If X is a countably based space then O(X) is both consonant and coconsonant.
Proof. Let U ⊆ O(O(X)) be Scott-open and assume H ∈ U. Since X is countably based, Theorem 22 implies there are U 0 , . . . , U n ∈ O(X) such that H ∈ ⊠U 0 ∩ · · · ∩ ⊠U n ⊆ U. Then K = ↑{U 0 , . . . , U n } is in K(O(X)) and H ∈ ▽K ⊆ U, which shows that O(X) is consonant. Furthermore, ↓{U i } ∈ A(O(X)) and ⊠U i = △↓{U i }, which shows that O(X) is co-consonant.
⊓ ⊔
Next we give a characterization of co-consonant spaces in terms of their compact subsets.
Definition 29 (R. Heckmann [13]). A compact subset K of a space X is strongly compact if and only if for every open
Proof. Assume X is co-consonant and
For any y ∈ K the set V = X \ ↓{y} is an open set which does not contain K, hence V ∈ A∈F △A. It follows that there is some A ∈ F such that A ⊆ ↓{y}, hence x A ≤ y. Therefore, K ⊆ ↑F ⊆ U . For the converse, assume X is consonant and every compact subset of X is strongly compact. If U ⊆ X is open and K ∈ K(X) is such that U ∈ ▽K, then by strong compactness of K there is finite F such that K ⊆ ↑F ⊆ U . Then U ∈ x∈F △(↓{x}) ⊆ ▽K, hence X is co-consonant.
⊓ ⊔
In the following sections we will need to use the fact that K(X) is co-consonant whenever X is quasi-Polish. This will easily follow from the fact that every quasi-Polish space is a Wilker space, which is an important result in its own right. 
The following definition is due to V. Becher and S. Grigorieff [1] . Note however that we use the opposite of the relations defined in that paper so that they will be compatible with subset inclusion. We also explicitly include uniqueness in the fourth item of the definition because we are only concerned with T 0 -spaces.
Definition 32. Let X be a topological space. A convergent approximation relation for X is a binary relation ≺ on some basis B ⊆ O(X) such that for all U, V, W ∈ B:
is a neighborhood basis for a unique x ∈ i∈ω U i . A topological space X is a convergent approximation space if and only if there is a convergent approximation relation ≺ for X on some basis B.
⊓ ⊔ As shown in [1] , if B and D are bases for X and ≺ is a convergent approximation relation on B, then we can obtain a convergent approximation relation ≺ ′ on D by defining
For simplicity, in this paper we will only consider convergent approximation relations on X for B = O(X).
Proposition 33 (V. Becher and S. Grigorieff [1]). A countably based T 0 -space is quasiPolish if and only if it is a convergent approximation space.
Let ω <ω denote the set of finite sequences of natural numbers. We write ε for the empty sequence. For s ∈ ω <ω and n ∈ ω we write s ⋄ n to denote the finite sequence obtained by appending n to the end of s. A finite sequence of the form s ⋄ n is called an immediate successor of s. For s, t ∈ ω <ω we write s ⊑ t to denote that s is an initial prefix of t, and s ⊏ t if s ⊑ t and s = t. Similarly, we write s ⊏ p to denote that s is a finite initial prefix of a countably infinite sequence p ∈ ω ω .
A tree is a subset T ⊆ ω <ω such that s ⊑ t ∈ T implies s ∈ T . An infinite sequence p ∈ ω ω is a path in T if s ⊏ p implies s ∈ T for each s ∈ ω <ω . We denote the set of paths in T by 
⊓ ⊔ A tree T is finitely branching if every s ∈ T has at most finitely many immediate successors in T . It is well known that [T ] is a compact space whenever T is finitely branching.
The following was observed during discussions between the first author and Klaus Keimel, and we are grateful to Klaus Keimel for allowing us to include the result here.
Theorem 36. Every quasi-Polish space is a Wilker space.
Proof. Let X be quasi-Polish with convergent approximation relation ≺. Fix K ∈ K(X) and U 1 , U 2 ∈ O(X) and assume K ⊆ U 1 ∪ U 2 .
We inductively define two sequences of finite sets
Assume we have defined F k , G k ⊆ ω k , and f (s) for each s ∈ F k , and g(t) for each t ∈ G k . Let
implies that for each x ∈ K there is s ∈ F k with x ∈ f (s) or there is t ∈ G k with x ∈ g(t). It follows from the definition of a convergent approximation relation that there is V ∈ I with x ∈ V . From the compactness of K there exist V 0 , . . . , V n ∈ I covering K. Define
Let S = k∈ω F k and T = k∈ω G k . It is clear from the above construction that S and T are finitely branching trees, and f : S → O(X) and g : T → O(X) are approximation schemes. It follows that the ranges of the functions f : [S] → X and g : [T ] → X are compact subsets of X. Let K 1 be the saturation of the range of f and let K 2 be the saturation of the range of g. Clearly,
there is finite s ⊏ p such that f (s) ⊆ W , hence the compactness of [S] and the construction of f implies there is k ∈ ω such that f (s) ⊆ W for all s ∈ F k . Similarly, if K 2 ⊆ W then there is k ′ ∈ ω such that g(t) ⊆ W for all t ∈ G k ′ . Therefore, it is impossible for both K 1 and K 2 to be subsets of W , hence
Proof. Fix K ∈ K(K(X)) and U ∈ O(K(X)) such that K ⊆ U . From the compactness of K and the definition of the upper Vietoris topology, there exist U 0 , . . . , U n ∈ O(X) such that
is quasi-Polish and hence a Wilker space, therefore there exist 
⊓ ⊔
We will usually omit the subscripts from α X and β X when the space is clear from the context.
Lemma 40. The function α is continuous for each quasi-Polish space X.
Proof. Since K(X) is co-consonant, it suffices to show that Proof. The function is well defined because the right hand side of the definition is a lower subset of O(X) which is closed under directed joins, hence Scott-closed. For H ∈ O(O(X)) and U ∈ O(K(X)) we have Proof. From the previous lemmas, it suffices to show that α • β and β • α are the identify functions. First, for U ∈ O(K(X)) and A ∈ A(K(X)), from the proofs of Lemmas 40 and 41 we have
The homeomorphisms α and β determine natural isomorphisms between the contravariant functors A • O and O • K when we restrict the domains of the functors to the subcategory of quasi-Polish spaces. To see that 
which maps each open U ⊆ K(X) to its preimage under η K X , is a frame homomorphism and therefore Scott-continuous. Given A ∈ A(O(X)) we have
It is also interesting to note that the composition α • η A O(X) is the continuous function which maps U ∈ O(X) to U ∈ O(K(X)). 
We will usually omit the subscripts from γ X and δ X when the space is clear from the context.
Lemma 47. The function γ is well-defined and continuous for every quasi-Polish space X.
Next we show that γ is continuous. For K ∈ K(A(X)) and K ∈ K(O(X)) we have Proof. Clearly, if A ∈ S then S ⊆ ♦(X \ A). Conversely, if S ⊆ ♦(X \ A) then there must be A ′ ∈ S such that A ′ ∈ ♦(X \ A), which implies A ′ ⊆ A. Since S is an upper set, we obtain A ∈ S. ⊓ ⊔ Lemma 49. The function δ is well-defined and continuous for every quasi-Polish space X.
Proof. In order to prove that δ is well-defined we must show that δ(U ) ∈ K(O(X)) for each U ∈ O(A(X)). It is easy to see that δ(U ) is an upper set, so we only need to show that δ(U ) is compact. Let I ⊆ K(X) be such that δ(U ) ⊆ K∈I ▽K. Define A ∈ A(K(X)) to be the closure of I in K(X). Set K = σ(A), where σ : A(K(X)) → K(A(X)) is the homeomorphism from Definition 14.
We show that K ⊆ U . If A ∈ K then A ∩ K = ∅ for each K ∈ I, hence (X \ A) ∈ K∈I ▽K, which implies (X \A) ∈ δ(U ). Therefore, A ∈ U by Lemma 48 and the definition of δ.
Using the same methods as in the proof of Lemma 12, it is easy to see that the basic opens of the form U ∈F ♦U for finite F ⊆ O(X) form a basis for A(X) that is closed under finite unions. Therefore, by compactness of K there must be U 0 , . . . , U n ∈ O(X) such that K ⊆ ♦U 0 ∩ · · · ∩ ♦U n ⊆ U . Thus A ∈ ♦ U 0 ∩ · · · ∩ ♦ U n , hence there exist K i ∈ A ∩ U i for 0 ≤ i ≤ n, and as A is the closure of I, each K i can be chosen from I. Now we show that δ(U ) ⊆ ▽K 0 ∪ · · · ∪ ▽K n . If U ∈ O(X) and U ⊆ ♦U then ♦U 0 ∩ · · · ∩ ♦U n ⊆ ♦U , hence ♦ U 0 ∩ · · · ∩ ♦ U n ⊆ ♦ U . Since K i ∈ U i we obtain ↓{K 0 , . . . , K n } ∈ ♦ U , hence K i ⊆ U for some i ≤ n. Therefore, U ∈ ▽K 0 ∪ · · · ∪ ▽K n . It follows that δ(U ) is compact, hence δ is well-defined.
Finally, we show that δ is continuous. Fix H ∈ O(O(X)). Then for U ∈ O(A(X)) we have It is also interesting to note that the composition γ • η K O(X) is the continuous function which maps U ∈ O(X) to ♦U ∈ O(A(X)).
We obtain the following corollary from A. Schalk's characterization of the algebras of the upper powerspace monad (see Section 7.3 in [20] ).
Corollary 52. If X is quasi-Polish, then O(X) is an algebra of the upper powerspace monad K, with set-theoretical intersection as the structure map. ⊓ ⊔
