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1. Introduction
Let Γ be a graph. For a positive integer l, an l-walk of Γ is a sequence of vertices (α0,α1, . . . ,αl)
such that αi is adjacent to αi+1 for 0  i  l − 1. If in addition αi−1 = αi+1 for 1  i  l − 1, then
an l-walk is called an l-arc; while if further all the αi are distinct then the l-arc is called an l-dipath
(directed path). The identiﬁcation of an l-dipath (α0,α1, . . . ,αl) and its reverse (αl, . . . ,α1,α0) is
called an l-path, and denoted by [α0,α1, . . . ,αl]. An m-cycle is an (m-1)-path [α1, . . . ,αm] such that
αm is adjacent to α1.
Following [4], we call Γ a near-polygonal graph if there exist a number m and a collection C of
m-cycles in Γ such that each 2-path of Γ is contained in exactly one cycle in C . If m is the girth
g(Γ ) of Γ then the graph is called polygonal.
Up until now, the only examples of 2-arc transitive polygonal graphs with arbitrarily large valency
had girth no larger than seven, and the 2-arc transitive polygonal graph with largest girth had valency
ﬁve and girth twenty-three (in fact, even with no restrictions on the automorphism group, there were
no examples of polygonal graphs with odd girth greater than twenty-three) [5].
The main purpose of this paper is to construct polygonal graphs of arbitrarily large valency and
girth. We will prove the following results.
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m 3.
Corollary 1.2. There are inﬁnitely many polygonal graphs of girth m for all m 3.
2. Notation and preliminary results
As in [2], an (l,m)-path-cycle cover of a graph Γ is a set C of m-cycles such that each l-path of Γ
is covered by at least one cycle in C; sometimes an (l,m)-path-cycle cover is simply called an (l,m)-
cover. If in addition every l-path of Γ lies in a constant number λ of cycles of C , then C is called
a regular λ-(l,m)-cover, or simply called a λ-(l,m)-cover. Hence near-polygonal graphs are the graphs
that have a 1-(2,m)-cover for some m.
For a graph Γ and a group G  Aut(Γ ), an (l,m)-cover C is called G-symmetrical if C =
{C1,C2, . . . ,Cn} is such that
(i) the restriction G|Ci of G to each Ci contains all rotations of Ci ;
(ii) G induces a transitive action on C .
There are two possibilities for G|Ci to contain all rotations of Ci , namely Ci ∼= Zm or Ci ∼= D2m . The
corresponding symmetrical covers will be called G-rotary or G-dihedral, respectively. For a positive
integer l, a graph Γ is called (G, l)-arc transitive, (G, l)-dipath transitive, or (G, l)-path transitive if G
acts transitively on l-arcs, l-dipaths, or l-paths of Γ , respectively. In the case of dipath and path
transitivity, we also require that l-dipaths or l-paths exist in Γ , respectively.
We now present the basis for the construction of near-polygonal graphs in [2].
Lemma 2.1. (See [2, Lemma 1.1].) Let Γ be a regular graph of valency at least three, let G  Aut(Γ ), and let
l 1 be an integer. Then (a) ⇒ (b) ⇒ (c) ⇒ (d) holds for the following four statements (a)–(d).
(a) Γ has a G-dihedral (l,m)-cover for some m 3.
(b) Γ is (G, l)-dipath transitive.
(c) Γ has a G-rotary (l,m)-cover for some m 3.
(d) Γ is (G, l)-path transitive.
Moreover, if Γ has a G-dihedral (l,m)-cover C and G acts sharply transitively on the l-dipaths in Γ then C is
a 1-(l,m)-cover.
We will use Lemma 2.1 in conjunction with the following method for construction.
Construction 2.2. (See [2, Construction 2.1].) Let (α0, . . . ,αl) and (α1, . . . ,αl,αl+1) be l-dipaths in a graph Γ
(allowing that α0 = αl+1), let G  Aut(Γ ), and suppose that there exists g ∈ G such that αgi = αi+1 holds for
0 i  l. Let C be the cycle generated by the vertices α〈g〉0 , and let C = CG .
We shall refer to the method described in Construction 2.2 as spinning an l-dipath. In order to
apply Lemma 2.1, we need to ensure that a target group G occurs as a group of automorphisms of
some graph Γ . That goal can be achieved by deﬁning Γ as a coset graph (also called orbital graph),
as described below.
For a group G and a subgroup H < G , denote by [G : H] the set of right cosets of H in G . For an
element g ∈ G \ H with g2 ∈ H , the coset graph Γ := Cos(G, H, HgH) is deﬁned as the graph with
vertex set [G : H] such that two vertices Hx and Hy are adjacent if and only if yx−1 ∈ HgH . Observe
that from the condition g2 ∈ H it follows that HgH = Hg−1H and Hx and Hy are adjacent if and only
if Hy and Hx are adjacent, implying that Γ is undirected. Denote by α the vertex H of Γ and by β
the vertex αg = Hg . Note that β g = αg2 = α, Gα = H , Gβ = Hg , and Gαβ = H ∩ Hg . The neighbor set
NΓ (α) of α consists of the cosets in HgH , and the valency of α is the index |Gα : Gαβ |.
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ning element can be described easily in terms of the coset graph.
Lemma2.3. (See [2, Lemma 2.3].) For a coset graphΓ = Cos(G, H, HgH)with g2 ∈ H, letα = H and β = αg .
Then an element f ∈ G maps α to β if and only if f ∈ Gα g. Furthermore, for f ∈ G such that α f = β , we have
that β = α f −1 if and only if f ∈ Gα g \ Gαβ g.
Finally, we will use the following well-known lemma as stated in [2].
Lemma 2.4. (See [2, Lemma 2.4].) Let Γ be a graph, and let G  Aut(Γ ) be transitive on the vertex set of Γ .
Then Γ is (G,2)-dipath transitive if and only if Gα acts 2-transitively on NΓ (α); furthermore, Γ is sharply
(G,2)-dipath transitive if and only if Gα acts sharply 2-transitively on NΓ (α).
3. A family of polygonal graphs with cycles of a ﬁxed odd length
This is a generalization of the construction in [2, Section 3]. Let m = 2k + 1, k ∈ N.
We deﬁne G to be the direct product of k copies of PGL(2,q), where q is a prime power, i.e. G :=∏k
i=1 PGL(2,q). The elements of PGL(2,q) can be identiﬁed with equivalence classes of 2×2 invertible
matrices over the ﬁeld GF(q), with two matrices equivalent if and only if they are scalar multiples of
each other. With a slight abuse of notation, we shall write that the matrices themselves are elements
of PGL(2,q), and that the elements of G are k-tuples of matrices. We identify H ∼= AGL(1,q) with
the set of (equivalence classes of) lower triangular matrices
{[ a 0
b c
]
: a,b, c ∈ GF(q), ac = 0} and deﬁne
H := Diag(∏ki=1 AGL(1,q)) = {(h,h, . . . ,h): h ∈ H} G .
For a ∈ GF(q), let p(a) := [ 1 0
a 1
] ∈ H and p(a) := (p(a), p(a), . . . , p(a)) ∈ H . Moreover, if a = 0
then let d(a) := [ a 0
0 1
] ∈ H and d(a) := (d(a),d(a), . . . ,d(a)) ∈ H . Let P = {p(a): a ∈ GF(q)}, P =
{p(a): a ∈ GF(q)}, D = {d(a): a ∈ GF(q)∗}, and D = {d(a): a ∈ GF(q)∗}. Then H = P D, H = P D, P  H ,
and P  H .
For y ∈ GF(q)∗ , let g(y) = [ 0 y−1 0
]
. Then, for g = g(y1, y2, . . . , yk) := (g(y1), g(y2), . . . , g(yk)) ∈ G
we have g2 = 1 ∈ H , so we can deﬁne the coset graph Γ = Γ (y1, y2, . . . , yk) := Cos(G, H, HgH). Let
α denote the vertex H and let β denote the vertex Hg . First we determine the number of vertices,
the valency, and bound the number of components of Γ . The number of vertices is
|G : H| = |G|/|H| = qk−1(q − 1)k−1(q + 1)k. (1)
For any d ∈ D we have dg = d−1, so Gαβ = H ∩ Hg  D . Since D is a maximal subgroup of H , we
must have equality here, and so the valency of Γ is
|Gα : Gαβ | = |H : D| = q. (2)
For a vertex δ of Γ , let W (r)(δ) denote the set of vertices reachable by an r-long walk from δ.
Then we have the following, which has the same proof as [2, Lemma 3.1]:
Lemma 3.1. W (r)(α) = HgP gP · · · gP (r iterations of g P ).
Now we will bound the number of components of Γ .
Lemma 3.2. Let y1, y2, . . . , yk be distinct elements of GF(q)∗ . Then Γ has at most 2k−1 components.
Proof. The component containing α consists of the cosets reachable by some walk in Γ , that is,
the cosets in
⋃
r0 H(gH)
r = 〈H, g〉. If we deﬁne G∗ := 〈H, g〉, then the number of components of Γ
will be |G : G∗|. Since the yi are all distinct, G∗ contains a nondiagonal subgroup G∗∗ that projects
bijectively on each coordinate of
∏k
i=1 PSL(2,q) with a different map for each coordinate, and this can
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implying that Γ is connected. If q is odd the |PGL(2,q) : PSL(2,q)| = 2 and G  G∗ > G∗∗ (since each
coordinate of G∗ surjects onto PGL(2,q), this last containment is strict). |G : G∗∗| = 2k , so this implies
that the number of components is
∣∣G : G∗∣∣ 2k−1, (3)
and its exact value depends on how many pairwise yi y j are squares in GF(q). 
Lemma 3.3. For all y1, y2, . . . , yk ∈ GF(q)∗ , the graph Γ is near-polygonal.
Proof. The group H = Gα acts sharply 2-transitively on the cosets of D = Gαβ so, by Lemma 2.4, the
graph Γ = Γ (y1, . . . , yk) is sharply (G,2)-dipath transitive. We will show that Γ has a G-dihedral
(2,n)-cover for some n, which, by Lemma 2.1, will show that Γ is near-polygonal. To this end, we
deﬁne
f = f (y1, y2, . . . , yk) := p(1) ·
(
g(y1), . . . , g(yk)
)=
([
0 y1
−1 y1
]
, . . . ,
[
0 yk
−1 yk
])
. (4)
We have f ∈ Hg \ Dg and so, by Lemma 2.3, the vertex
γ := α f −1 = H
([
y1 −y1
1 0
]
, . . . ,
[
yk −yk
1 0
])
(5)
is different from β and (γ ,α,β) is a 2-dipath. Spinning the dipath as in Construction 2.2, we obtain
a cycle C = [δ0 = α, δ1 = β, δ2, . . . , δn−1 = γ ] for some n, and the (2,n)-cover C = CG . We claim the
group element
z :=
([−1 0
−1 1
]
, . . . ,
[−1 0
−1 1
])
(6)
is an involution satisfying δzi = δn−i for 1  i  n − 1. Direct computation shows that z2 = 1 and
f z = f −1. So βzf = β f −1z = αz = α, implying δz1 = βz = α f
−1 = γ = δn−1. Then, by induction on
i = 1,2, . . . ,n− 1, it follows that δzi+1 = δ f zi = δzf
−1
i = δ f
−1
n−i = δn−i−1. Hence 〈 f , z〉 acts as the dihedral
group on C and so C is a G-dihedral (2,n)-cover. Consequently, Lemma 2.1 implies that Γ is a near-
polygonal graph. 
Next, we describe how to choose the values y1, . . . , yk such that Γ = Γ (y1, . . . , yk) has a 1-(2,m)
cover. We deﬁne a sequence of polynomials un(y) by u0(y) := 0,
u2n+1(y) :=
n∑
j=0
(−1) j
(
2n − j
j
)
yn− j, (7)
u2n+2(y) :=
n∑
j=0
(−1) j
(
2n + 1− j
j
)
yn− j for n 0. (8)
We now have the following, which as far as we know was ﬁrst stated in [6]:
Lemma 3.4. Let j  1 be an integer.
(a) The roots of u j(y) in C are the numbers ξ + ξ−1 + 2, where ξ is a jth root of unity different from ±1.
(b) For all j  1, we have u2 j(y) = u2 j−1(y) − u2 j−2(y) and u2 j+1(y) = yu2 j(y) − u2 j−1(y).
E. Swartz / Journal of Combinatorial Theory, Series A 117 (2010) 783–789 787(c) For all j  0, we have
u2 j+1
(
x+ x−1 + 2)=
2 j∑
i=0
x− j+i, (9)
u2 j+2
(
x+ x−1 + 2)=
j∑
i=0
x− j+2i . (10)
(d) Let f (y) := [ 0 y−1 y
]
. Then for all j  1, we have f (y) j = [ a j b jc j d j
]
, where a j = −y
 j2 u j−1(y),b j =
y

j+1
2 u j(y), c j = −y j2 u j(y), and d j = y
 j2 u j+1(y).
We can use Lemma 3.4 to prove the following:
Lemma 3.5. Let q ≡ ±1 (mod m), and let ζ = ζm be a primitive mth root of unity in GF(q2). Then, if yi :=
ζ i + ζm−i + 2 ∈ GF(q)∗ for 1 i  k, all the yi are distinct and the graph Γ = Γ (y1, . . . , yk) has a 1-(2,m)-
cover.
Proof. First we prove that yi ∈ GF(q). Indeed, computing in GF(q2) we have
yqi =
(
ζ i + ζm−i + 2)q = ζ qi + ζ q(m−i) + 2 = ζ i + ζm−i + 2 = yi (11)
since q ≡ ±1 (mod m), which implies that yi ∈ GF(q). Note further that yi = 0 if and only if ζ i = −1,
and since m is odd, ζ i = −1 and so for all 1  i  k, yi ∈ GF(q)∗ . We also have yi = y j for i = j
because
yi − y j = (ζ
i − ζ j)(ζ i+ j − 1)
ζ i+ j
= 0 (12)
by our assumptions on i and j. By Lemma 3.4(c), um(yi) = 0 and then Lemma 3.4(b) implies
um+1(yi) = −um−1(yi) for 1  i  k. Hence, by Lemma 3.4(d), for the spinning element f =
f (y1, . . . , yk) as deﬁned in Lemma 3.3 we have f m = 1. Moreover, since ζ is a primitive mth root
of unity, we have un(y1) = 0 for 1 n <m because ζ is not an nth root of unity. Therefore f n /∈ H .
This means that the cycle spinned by f has length m and so Γ has a 1-(2,m)-cover. 
We now proceed to show that the girth of the graph Γ we have just constructed is at least m. We
deﬁne
r(l)(y) :=
l∏
i=1
g(y)p(ai), (13)
where y ∈ GF(q)∗ and for all i, ai ∈ GF(q)∗ . Note that we view r(l)(y) as a function of y for given
arbitrary ﬁxed units a1, . . . ,al ∈ GF(q)∗ .
Lemma 3.6. If r(l)(y) =
[
r(l)11(y) r
(l)
12(y)
r(l)21(y) r
(l)
22(y)
]
, then for all l 2,
(a) r(l)12(y) = yr(l−1)11 (y).
(b) deg(r(l)11(y)) = l.
(c) r(l)11(y) = y

l
2 sl(y), where sl(y) is a polynomial of degree  l2  in y with leading coeﬃcient a1a2 · · ·al .
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will prove our inductive step in (b) and (c). Furthermore, we note that
r(l)(y) = r(l−1)(y) ·
[
yal y
−1 0
]
=
[
r(l−1)11 (y) r
(l−1)
12 (y)
r(l−1)21 (y) r
(l−1)
22 (y)
]
·
[
yal y
−1 0
]
=
[
yalr
(l−1)
11 (y) − r(l−1)12 (y) yr(l−1)11 (y)
yalr
(l−1)
21 (y) − r(l−1)22 (y) yr(l−1)21 (y)
]
. (14)
This proves (a), and this also gives us
r(l)11(y) = yalr(l−1)11 (y) − r(l−1)12 (y)
= yalr(l−1)11 (y) − yr(l−2)11 (y), (15)
immediately using the result from (a).
To prove (b), we proceed by induction and assume it is true for all n < l. By (15), r(l)11(y) is by
inductive hypothesis the difference of a polynomial of degree l in y and a polynomial of degree l − 1
in y and hence is itself a polynomial of degree l in y.
To prove (c), we again proceed by induction on l and assume it holds for all n < l. Applying our
inductive hypothesis,
r(l)11(y) = yalr(l−1)11 (y) − yr(l−2)11 (y)
= yal · y
 l−12 sl−1(y) − y · y
 l−22 sl−2(y)
= y
 l2 (y
 l+12 −
 l2 alsl−1(y) − sl−2(y)). (16)
Since sl−1(y) has leading coeﬃcient a1a2 · · ·al−1, we now see that sl(y) has leading coeﬃcient
a1a2 · · ·al−1al , and
deg
(
sl(y)
)= deg(r(l)11(y))−
⌈
l
2
⌉
= l −
⌈
l
2
⌉
=
⌊
l
2
⌋
, (17)
as desired. 
We now can prove our main results.
Proof of Theorem 1.1. If m = 2k + 1 for some k ∈ N, q ≡ ±1 (mod m), ζ is a primitive mth root of
unity in GF(q2), and yi := ζ i + ζm−i + 2, then, by Lemma 3.5, Γ = Γ (y1, . . . , yk) is a near-polygonal
graph with cycles of length m. Assume Γ has girth n <m. This means that α ∈ W (n)(α) = H∏ni=1 gP
by Lemma 3.1 and that there was no “backtracking” along our n-walk, i.e. we have an (n − 1)-dipath
(δ0 = α, δ1, . . . , δn−1) with δn−1 adjacent to α and no shorter dipaths from α to itself in Γ . Thus
H
∏n
i=1 gP = H , which means that there exist a1,a2, . . . ,an ∈ GF(q) such that
∏n
i=1 gp(ai) ∈ H , which
in turn implies that
∏n
i=1 g(y j)p(ai) is a lower diagonal matrix for each 1  j  k. Note that for
1 t  (n − 1), at = 0, since otherwise
n∏
i=1
gp(ai) = gp(a1) · · · gp(at−1)g1gp(at+1) · · · gp(an)
= gp(a1) · · · gp(at−1 + at+1) · · · gp(an), (18)
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n∏
i=1
g(y)p(ai) = r(n−1)(y) · g(y)p(an)
=
[
r(n−1)11 (y) r
(n−1)
12 (y)
r(n−1)21 (y) r
(n−1)
22 (y)
]
·
[
yan y
−1 0
]
=
[
yanr
(n−1)
11 (y) − r(n−1)12 (y) yr(n−1)11 (y)
yanr
(n−1)
21 (y) − r(n−1)22 (y) yr(n−1)21 (y)
]
, (19)
and so
n∏
i=1
gp(ai) =
([
y1anr
(n−1)
11 (y1) − r(n−1)12 (y1) y1r(n−1)11 (y1)
y1anr
(n−1)
21 (y1) − r(n−1)22 (y1) y1r(n−1)21 (y1)
]
, . . . ,
[
ykanr
(n−1)
11 (yk) − r(n−1)12 (yk) ykr(n−1)11 (yk)
ykanr
(n−1)
21 (yk) − r(n−1)22 (yk) ykr(n−1)21 (yk)
])
, (20)
and by Lemma 3.6(c)
yr(n−1)11 (y) = y · y

n−1
2 sn−1(y). (21)
Hence each yi is a root of (21) in GF(q) since
∏n
i=1 gp(ai) is lower diagonal. We know from
Lemma 3.5 that for all i, yi = 0. Hence each yi for 1 i  k must be a root of sn−1(y) in GF(q) if the
girth of Γ is n. The yi are all distinct, and so this implies that deg(sn−1(y)) k. But, by Lemma 3.6(c),
deg
(
sn−1(y)
)=
⌊
n − 1
2
⌋

⌊
2k − 1
2
⌋
= k − 1, (22)
since n <m, a contradiction. Therefore the girth of Γ is at least m, and Γ is polygonal of girth m. 
Proof of Corollary 1.2. We note that in [3, Section 3], an example of an inﬁnite family of polygonal
graphs of girth four is given, and in [1], a construction is given that takes a polygonal graph of girth
m and valency r and produces a new polygonal graph of girth 2m and valency r. Combined with
Theorem 1.1, this gives us the means to construct inﬁnitely many polygonal graphs of any girth. We
should note, however, that it is not immediately clear whether the graph resulting from the doubling
construction will be a 2-arc transitive graph if the starting graph is 2-arc transitive. 
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