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ABSTRACT
Until the recent advent of Gaia Data Release 2 (DR2) and deep multi-object spec-
troscopy, it has been difficult to obtain 6-D phase space information for large numbers
of stars beyond 4 kpc, in particular towards the Galactic centre, where dust and crowd-
ing are significant. We combine line-of-sight velocities from the Abundances and Radial
velocity Galactic Origins Survey (ARGOS) with proper motions from Gaia DR2 to
obtain a sample of ∼ 7,000 red clump stars with 3-D velocities. We perform a large
scale stellar kinematics study of the Milky Way bulge to characterize the bulge velocity
ellipsoids in 20 fields. The tilt of the major-axis of the velocity ellipsoid in the radial-
longitudinal velocity plane or vertex deviation, is characteristic of non-axisymmetric
systems and a significant tilt is a robust indicator of non-axisymmetry or bar presence.
We compare the observations to the predicted kinematics of an N-body boxy-bulge
model formed from dynamical instabilities. In the model, the lv values are strongly cor-
related with the angle (α) between the bulge major-axis and the Sun-Galactic centre
line-of-sight. We use a maximum likelihood method to obtain an independent mea-
surement of α, from bulge stellar kinematics alone, performing a robust error analysis.
The most likely value of α given our model is α = (29 ± 3)◦, with an additional sys-
tematic uncertainty due to comparison with one specific model. In Baade’s window,
the metal-rich stars display a larger vertex deviation (lv = −40◦) than the metal-poor
stars (lv = 10◦) but we do not detect significant lv−metallicity trends in the other
fields.
Key words: Galaxy: structure – Galaxy : formation – galaxies: individual: Milky
Way.
1 INTRODUCTION
Being the nearest bulge to us and therefore the most acces-
sible for deep observations, the MW bulge has become the
testbed for bulge formation theories in spiral galaxies. Over
the past 20 years, instrumentation advances have allowed us
to custom-build photometric and spectroscopic surveys (see
Babusiaux 2016 for a surveys list and references therein) to
? E-mail:isimion@shao.ac.cn
answer important questions about the bulge origin, struc-
ture and evolution. Photometric surveys primarly focused
on bright stars and were pivotal in revealing the bar mor-
phology (Stanek et al. 1994, Robin et al. 2012, Wegg & Ger-
hard 2013, Simion et al. 2017). Spectroscopic surveys were
crucial in proving the dynamical origin of the bar by pro-
viding line-of-sight velocities (Rich et al. 2007, Kunder et al.
2012, Ness et al. 2013b, Ness et al. 2016). Proper motions are
difficult to measure at bulge distances of 4-12 kpc as they
are intrinsically small and therefore require great accuracy.
© 2020 The Authors
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Initially, only a small number of ∼430 bulge stars possessed
measurements of their transverse motions in a low extinction
region named the Baade’s window (Spaenhauer et al. 1992).
This number increased by three orders of magnitude with
the NASA/ESA Hubble Space Telescope (HST; Kuijken &
Rich 2002; Koz lowski et al. 2006; Clarkson et al. 2008; Soto
et al. 2012, 2014) and the Optical Gravitational Lensing Ex-
periment II (OGLE II; Sumi et al. 2004; Rattenbury et al.
2007) which provided proper motions with accuracies of the
order of 0.9 - 3.5 mas/yr, particularly in low extinction fields
or along the bulge minor axis. The new generation surveys,
the Vista Variables in the Via Lactea survey (VVV; Minniti
et al. 2010; Smith et al. 2018) and more recently Gaia Data
Release 2 (Gaia DR2, Gaia Collaboration et al. 2016), have
released proper motions for tens and hundreds of millions of
bulge stars with sub-milliarcsecond accuracy.
In this work we build a catalog of bulge stars with full
phase-space information to study the bulge velocity ellip-
soids. In particular, we search for evidence of bulge triaxial-
ity in our sample which contains proper motions from Gaia
DR2 and radial velocities from the Abundances and Radial
velocity Galactic Origins Survey (ARGOS; Freeman et al.
2013). Stellar kinematics studies were late to show any evi-
dence of bulge triaxiality compared to star counts, measure-
ments of the integrated light and kinematics of the atomic
and molecular gas studies, which were all providing strong
evidence that the bulge is triaxial and rapidly rotating al-
ready by the early ‘90s (de Zeeuw 1992). The main difficulty
was obtaining accurate measurements at bulge distances, es-
pecially in the highly dust-obscured regions. The first study
of bulge triaxiality from kinematics used a sample of 62 K
giants (Zhao et al. 1994) with proper motions, radial ve-
locities and metallicities in a low extinction bulge window,
Baade’s window at (l, b) = (1◦,−4◦). The distributions of
these stars projected onto three velocity planes (vl-vb, vl-vr
and vr -vb) were fitted by velocity ellipsoids with Gaussian
profiles (Zhao et al. 1994). Although the velocity distribution
in the vl-vr diagram was symmetric with respect to the vr
and vl axes, the long axis of the velocity ellipsoid appeared
tilted at an angle lv with the longitudinal velocity vl axis.
The orientation of the axis of the velocity ellipsoid in the
vl-vr plane, lv or vertex deviation, is a measure of the corre-
lation between the radial and longitudinal velocities and is
affected by the bulge non-axisymmetry. In an axi-symmetric
bulge, lv should be consistent with lv ∼ 0◦ along the minor
axis (l ∼ 0◦). However, the metal-rich stars in Baade’s win-
dow have lv ∼ 40◦ (Zhao et al. 1994; Babusiaux et al. 2010;
Soto et al. 2012); this was the “first clear evidence for vertex
deviation, a ‘smoking gun’ of bulge triaxiality” (Zhao et al.
1994). On the other hand, the vl-vb and vr -vb diagrams did
not display significant lv . Soto et al. (2007) confirmed this
result with an expanded dataset of ∼300 stars, in the same
region. The addition of spectroscopic measurements made it
possible to study the variation of the vertex deviation with
metallicity (Babusiaux et al. 2010; Hill et al. 2011; Ness et al.
2013a), suggesting that only the more metal rich stars dis-
play a tilted velocity ellipsoid distribution. For a review on
the correlations between kinematics and metallicity prior to
Gaia DR2, see Babusiaux (2016). Simulations have shown
that the metal poor and metal rich components have differ-
ent spatial distributions (Debattista et al. 2017) which could
explain the difference in the vertex deviation trends with
metallicity. Perhaps the most complete 3D sample to date
was provided by Soto et al. (2012), who compiled a sample
of ∼3200 stars observed by HST and VLT, in 6 bulge fields.
They used HST proper motions and VLT/VIMOS Integral
Field Unit (IFU) radial velocities with ∼ 1 mas/yr and 50
km/s accuracies respectively.
The sample we use in this work contains ∼ 7000 likely
red clump (RC) bulge stars with <0.5 mas/yr proper mo-
tions and 1 km/s radial velocity accuracies respectively, dis-
tributed in 20 fields across the bulge, following the ARGOS
footprint. RC stars are excellent standard candles, with a
luminosity weakly dependent on age and metallicity, provid-
ing 5-10% distance uncertainties (Stanek et al. 1997, Girardi
2016, Hawkins et al. 2017). We could thus obtain the full
phase-space information for our sample. The ARGOS fields
of view are situated at latitudes beyond 4◦ from the plane,
avoiding the high extinction regions close to the Galactic
plane, spiral arms and the long thin bar (e.g. Wegg et al.
2015, 2019). Our catalog is suitable for studying the kine-
matics of the boxy/peanut bulge, successfully traced by star
count studies using RC stars. Studies with RC stars have
consistently reported that the bulge is triaxial with the ma-
jor axis at an angle α ≈ 20-30 degrees with respect to the
Sun-Galactic Centre line (Stanek et al. 1997, Wegg & Ger-
hard 2013, Cao et al. 2013, Simion et al. 2017). Asymmetries
in the star counts (Stanek et al. 1997) show that the near
end of the bar is situated at positive longitudes.
This work investigates the relationship between the
bulge velocity ellipsoid evidenced by our data sample and
the bulge non-axisymetric density distribution induced by
the viewing angle α, with the help of a numerical model.
Numerical models of a boxy bar/bulge where the angle α
can be easily varied, are helpful to study the relationship
between the two and interpret the observations.
Earlier bulge models (Zhao et al. 1994; Häfner et al.
2000) were built and scaled to reproduce the morphologi-
cal, chemical and kinematic properties of the MW, provid-
ing precious insight into the chemo-dynamical history of the
bulge. It is generally agreed that the MW hosts a boxy bulge
(Kormendy & Kennicutt 2004), which forms from a bar in-
stability in the disc and is subsequently thickened proba-
bly by the buckling instability (Raha et al. 1991; Debat-
tista et al. 2005; Martinez-Valpuesta et al. 2006; Shen et al.
2010). Other bar thickening mechanisms involving resonant
heating were discussed by e.g. Combes et al. (1990), Quillen
et al. (2014) and Sellwood & Gerhard (2020). The evolution
of these bulges is affected by the exchange in angular mo-
mentum with the disc and dark halo, and the in-plane and
vertical stellar motions (Debattista et al. 2017, Fragkoudi
et al. 2017, Di Matteo et al. 2019). There is consensus be-
tween radial velocity (Howard et al. 2009) and proper motion
(Sanders et al. 2019b; Clarke et al. 2019) surveys that the
bulge rotates cylindrically with the rotational velocity pro-
file almost independent of height, a behaviour that is well
matched by a fully-evolutionary N-body model of a boxy/-
peanut bulge formed through the internal dynamical insta-
bilities of the of the disc (Shen et al. 2010; Qin et al. 2015).
Such a model also naturally explains the existence of an
X-shaped structure visible at intermediate latitudes (Nataf
et al. 2010; McWilliam & Zoccali 2010; Saito et al. 2011; Li
& Shen 2012; Nataf et al. 2014, 2015; Shen & Li 2016; Ness
& Lang 2016). The 3D kinematics through the X-shape was
MNRAS 000, 1–14 (2020)
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studied by Vásquez et al. (2013). While the Milky Way has
an obvious boxy bulge, the presence of a ‘classical’ bulge
has not been completely excluded (Shen et al. 2010; Saha &
Gerhard 2012). ‘Classical’ bulges form differently from boxy
bulges, either through hierarchical merging (Bender et al.
1992) or monolithic collapse (Eggen et al. 1962), in a similar
fashion to mini-elliptical galaxies.
While our work falls in line with the studies of Zhao
et al. (1994) and Soto et al. (2012), there are several stud-
ies which use models to explain the observed links between
kinematics and metallicity, or morphology and metallicity.
Athanassoula et al. (2017) found good qualitative agreement
between the observed radial velocity dispersion variations in
the bulge as a function of metallicity (Ness et al. 2013b,
Babusiaux 2016, Zasowski et al. 2016) and the output of a
numerical simulation which included gas/star formation and
a major merger event (Athanassoula et al. 2016). Debattista
et al. (2019) used a cosmological simulation from the FIRE1
project to study the vertex deviation as a function of age
and metallicity in Baade’s window. In agreement with the
observations, they find that the high metallicity population
has a large vertex deviation (lv ∼ 40◦) while it is negligi-
ble for metal poor stars. The variation of lv with age has
not yet been studied in observations, but Debattista et al.
(2019) find that the younger stars display a higher vertex de-
viation than older ones (their figure 10). The same lv trends
with age and metallicity can be observed even if the accreted
stars are not included, proving that they are not necessarly
caused by an accreted population.
In this work we aim to perform a quantitative compari-
son between observations and a self-consistent N-body simu-
lation of bar formation, focusing on the links between bulge
kinematics and bulge morphology. In particular, we study
the relationship between the tilt of the velocity ellipsoid lv
and the bar viewing angle α.
In Section 2, we describe the data selection and the N-
body boxy bulge model (Shen et al. 2010, thereafter the S10
model). In Section 3, we map the bulge velocity ellipsoids as
seen in the data and the simulations while in Section 4 we
outline the fitting method and present the results. In Section
5 we add a new dimension to our 6D sample, the metallicity,
and in Section 6 we present the conclusions.
2 DATA AND THE N-BODY BOXY BULGE
MODEL
2.1 Data
The data originates from two surveys, ARGOS and Gaia
DR2.
2.1.1 ARGOS
ARGOS is a spectroscopic survey of 28000 predominantly
giant stars in 28 fields (Freeman et al. 2013; Ness et al.
2013b), selected for follow-up from the Two Micron All Sky
Survey (2MASS, Skrutskie et al. 2006), in the magnitude
range K = 11.5 to 14 mag. The observations were taken
with the AAOmega multi-fiber spectrograph on the Anglo
1 https://fire.northwestern.edu/
Australian Spectrograph at the Siding Spring Observatory,
which can observe up to 340 stars simulatenously. We are in-
terested in studying the bulge kinematics therefore we focus
only on the 20 fields (marked in red in Fig. 1, left panel) that
are closest to the main bulge population. The fields have a
diameter of ∼ 2◦ and in each field around 1000 stars were
randomly observed.
The radial velocity vr , effective temperature Teff , surface
gravity log(g), metallicity [Fe/H] and alpha element abun-
dace [α/Fe] were determined for each star using the ARGOS
stellar pipelines (Ness et al. 2012). Radial velocities were
computed via cross-correlation with synthetic spectra and,
at the ARGOS typical resolution of R = 11, 000 and S/N ∼ 50
- 80, the velocity errors are smaller than 1.2 km/s (Freeman
et al. 2013). In the following sections we assume a constant
value of δvr = 1 km/s.
The distances were computed for the whole ARGOS
sample via isochrone fitting (Ness et al. 2013a), but we
choose to work only with a subsample of RC stars as they
are great distance indicators and possess smaller distance
uncertainties. The RC stars are selected based on their
temperature and surface gravity, 4500 <Teff/K< 5300, 1.9
<log(g)< 3.1, as marked by the black lines in the ARGOS
Hertzsprung−Russell (H-R) diagram (bottom right panel of
Fig. 1; see also figures 2 and 3 from Ness et al. 2013a).
Despite these cuts, the contamination from the background
population of red giant branch (RGB) stars could be up to
30% (Freeman et al. 2013). It is difficult to separate the RC
from the RGB but in this selection box, centred on the RC,
they should have similar intrinsic brightness (see a model
intrinsic luminosity curve MK for the bulge giants in Simion
et al. 2017, fig. 3). For the stars that are not on the RC,
the MK values were derived using isochrone fitting (Freeman
et al. 2013). Reassuringly, we find a very close agreement be-
tween the distances provided by ARGOS and the distances
computed directly from the extinction corrected photometry
using the absolute magnitude value of the RC, MK ∼ −1.61
mag (Alves 2000; Hawkins et al. 2017) for our selected sam-
ple. The largest source of uncertainty is the spread of the
RC absolute magnitude, δMK ∼ 0.22 mag (Alves 2000; Ness
et al. 2013a), which gives uncertainties .1.5 kpc at the bulge
distances. The errors due to 2MASS photometry and inter-
stellar reddening are small at the ARGOS survey latitudes
of |b| > 4.5◦.
In the top right panel of Fig. 1, we show the projection
of the ARGOS RC stars onto the x-y plane, where the Sun
is placed at (x, y, z)= (-8.3, 0, 0) kpc (Gillessen et al.
2017). While The GRAVITY Collaboration et al. (2019)
found x = 8178 pc, we don’t expect the small difference
to impact our study, as the RC distances and transverse ve-
locities dominate the uncertainties. We adopt a left-handed
Galactic Cartesian system with the x-axis positive in the
direction of the Galactic center, y-axis oriented along the
Galactic rotation and the z-axis directed towards the north
Galactic pole. In the following analysis, we only select stars
within |x | < 3.5 kpc (orange lines in top right panel of Fig.
1) from the Galactic Centre (GC) (x, y) = (0, 0) kpc in order
to minimize contamination from disc and foreground stars.
MNRAS 000, 1–14 (2020)

























































Figure 1. Left panel : The ARGOS survey (red) and the S10 model (gray), in Galactic coordinates. The number of particles in the model
decreases dramatically with distance from the Galactic plane: to select at least 2000 simulation particles around each ARGOS pointing,
we vary the radius of the simulation fields of view, each centred on a survey pointing. Top right panel : Projection onto the x-y plane of
the ARGOS dataset and the simulation for a bar viewing angle of 30◦. In this configuration, the Sun is located at x = -8.3 kpc, y =
0 kpc and the positive longitudes are in the direction of positive y. The near end of the bar is at x < 0 kpc and l > 0◦. To minimize
contamination from foreground stars, we only select stars within |x| < 3.5 from the Galactic centre (vertical orange lines). Bottom right
panel : H-R diagram of the ARGOS stars with Gaia DR2 proper motions. Stars within the black box are likely RC stars. To build a
clean sample of bulge RC stars with 6-D phase-space information, we also perform proper motion error cuts in addition to the x distance,
log(g) and Teff selection.
2.1.2 GAIA DR2
Gaia DR2 provides accurate proper motions measurements
for the majority of ARGOS stars: from the initial ARGOS
sample, we discard targets which do not have a Gaia DR2
counterpart or have large proper motions uncertaintities
σµRA, σµDec > 0.2 mas/yr. The cross matching between AR-
GOS and the 2MASS - Gaia DR2 value added catalog was
done within a 1′′ radius but, after applying the proper mo-
tions error selection, all matches were within 0.3′′ with a
mean angular distance of 0.05′′. We have also checked that
the K magnitudes in the ARGOS and 2MASS - Gaia DR2
catalogs were matching. Finally, our sample of bulge RC
stars with complete 6D phase space information amounts to
∼ 7,000 stars, or around 400 stars per pointing.
In Fig. 2 we show the median of the 3 velocity com-
ponents in each ARGOS field from Fig. 1: the line-of-sight
velocity vr (top panel), the longitudinal velocity vl (middle
panel) and latitudinal velocity vb (bottom panel). Only stars
in front of the GC (−3.5 < x/kpc < 0) are shown because the
ARGOS sample is more complete at nearby heliocentric dis-
tances than behind the GC. The velocities were corrected
for the Solar reflex motion assuming the default astropy
values for the Sun’s peculiar motion, (U, V, W) = (11.1,
12.24, 7.25) km/s (Schönrich et al. 2010) and for the cir-
cular velocity at solar radius, 220 km/s. From these maps,
it is immediately clear that the stars do not have random
motions: the stars at positive/negative longitudes have pos-
itive/negative radial velocities respectively resulting from a
perpective effect of the approaching right-side versus retreat-
ing left side of the bar (see also Ness et al. 2013b). The vl
velocities are all positive, as expected for stars in front of
the bar (Qin et al. 2015, fig. 4). The vb velocities are small
across the bulge, within |vb | < 50 km/s, compared to the
values of vr and vl .
Beyond |l| > 10◦, the central boxy-peanut bulge of the
MW transitions to a longer, flatter bar which extends out
to l ∼ 25◦ (e.g. Wegg et al. 2015, , fig. 9); however, being
limited by the survey to fields beyond |b| > 4.5◦, the long
(thin) bar is not visible in our l ∼ ±10◦, ±15◦ fields. At
l ∼ 20◦, the outermost longitude of ARGOS which is not
considered in this work, the long bar lies at a distance of ≈
5.2 kpc from the Sun and a height above the plane of 180
pc, still well below the ARGOS visibility threshold of ∼400
pc at this distance. Therefore, we can safely assume that the
long bar does not affect the kinematics observed in the fields
considered in this work, and we do not discuss it in the next
sections.
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Figure 2. Top panel : Radial velocity map of the S10 model and,
overlaid, the median radial velocity in each ARGOS pointing, in
Galactic Coordinates. Only stars with −3.5 < x/kpc< 0 (in front
of the GC) are shown, to facilitate the comparison between the
simulation and the data, which are less complete behind the GC.
Middle panel : same as above, but for vl . Stars in front of the GC,
due to the bar’s rotation, move from left (negative longitudes) to
right (positive longitudes) causing vl to be positive. In addition,
there is little variation with latitude because the bulge rotates ap-
proximatively cylindrically. Bottom panel : Same as above, but for
vb . The vertical motion is small (notice the colour-scale change)
with |vb | . 50 km/s.
2.2 Simulations
We use the S10 model, an N-body simulation with 1 million
disc particles rotating in a rigid dark matter potential. In
this model, a bar is formed in the early stages of evolution
which buckles to produce a boxy peanut shaped bulge. The
S10 model is successful at reproducing and explaining some
of the observed morphological bar properties such as the
double red clump, X-shape and kinematics (Li & Shen 2012;
Molloy et al. 2015b,a; Nataf et al. 2015; Qin et al. 2015). The
simulation does not include gas and star formation therefore
is expected to characterise the kinematics of the older bulge
stellar population. As newly formed stars reside closer to
the Galactic Plane (Debattista et al. 2015) and ARGOS is
limited to |b|> 4.5◦, we are not concerned with the highly
star forming disc regions.
Strong variations in the bar pattern speed ΩP (of the
order of ±10 km/s/kpc) are expected to have an effect on
the bulge mean radial velocities and velocity dispersions (see
Portail et al. 2017, fig. 10). However, the bar pattern speed
in the S10 model, ΩP ∼ 40 km/s/kpc (Shen 2014), matches
closely the MW value measured from kinematics: Portail
et al. (2017) computed ΩP = 39±3.5 km/s/kpc using ARGOS
data and, more recently, Sanders et al. (2019a) found ΩP =
41 ± 3 km/s/kpc using proper motions from Gaia DR2 and
VVV. Because the bar pattern speed ΩP of the model closely
matches the observations, we do not expect it to be the cause
of significant kinematic differences between the data and the
model.
A first qualitative comparison between our data and
the S10 model kinematics is shown in Fig. 2, within the
−3.5 < x/kpc< 0 distance range (in front of the GC). For
the S10 model we assume a bar viewing angle of α = 30◦.
The three panels of the figure are maps of the median veloc-
ity values of the three velocity components in the S10 model.
The median velocities in each ARGOS field are shown with
colour-coded circles (see Sec. 2.1). The S10 maps look sim-
ilar for different bar viewing angles α within this distance
range. If we considered the region with 0 < x/kpc< 3.5 (be-
hind the GC), only the vl map would change significantly,
as stars at these distances have vl < 0 km/s. Overall, the
velocity trends observed in the data and the S10 model are
consistent. In the next sections, we perform a quantitative
comparison between the two.
3 BULGE VELOCITY ELLIPSOIDS
3.1 Data
The ARGOS velocity distributions in the radial-longitudinal
velocity plane are shown in Fig. 3, where each subpanel
corresponds to a survey pointing, shown in red in Fig. 1,
where we exclude the three fields with b > 0◦. The near-
end of the bar is situated at positive longitudes, in the left
hand-side of the figure, while the far-end is situated at neg-
ative longitudes in the right hand-side. For any line of sight,
we model the velocity distributions along the longitudinal
(l), radial (r) and latitudinal (b) velocity directions with a
single-component 3-dimensional Gaussian. We assume that
the distributions in each pointing are Gaussian although we
might expect deviations from Gaussianity due to incomplete
sampling and large measurement uncertaintities for the stars
on the far side of the bar. To compute the model likelihood
we use the Extreme Deconvolution (ED, Bovy et al. 2011)
method implemented in the astroML (Vanderplas et al. 2012)
package. In Fig. 3 we show the contours containing 68%
(thick red line) and 95% (thin red line) of the ARGOS veloc-
ity distributions fitted in each individual field. The number
of RC stars that satisfy all the selection criteria outlined in
Section 2 and that are used to fit the velocity ellipsoid, is
given in the upper left corner of each subpanel.
The ED method requires that the uncertainty of
MNRAS 000, 1–14 (2020)




















































































S10 model (σ = 30∘) + ARGOS
Figure 3. Velocity ellipsoids for the ARGOS survey (each panel corresponds to a pointing in Fig. 1). The 68% and 95% contours of the
ARGOS velocity distributions are shown in red, and the 68% contour of the distance-resampled S10 model (see Fig. 4) with a viewing
angle of 30◦, in green. The tilt of the ellipsoids lv is indicated by the red/green lines which extend between the 68% and 95% contours of
the data/simulation velocity ellipsoids. The number of ARGOS RC bulge stars (red points) in each panel is given in the top-left corner
and the corresponding lv value in the bottom-left corner. The lv values of the distance-resampled S10 model and the data are also shown
in Fig. 6.
each velocity component δVi = {δvl , δvb , δvr }i is provided.
For each star we have the 6D phase-space information
(see Sec. 2) provided by the Gaia - ARGOS cross-match
{α, δ, D, µα∗, µδ, vr }i . The uncertainties δVi are computed via
Monte-Carlo re-sampling where the diagonal terms of the
covariance matrix are the Gaia DR2 errors on the right as-
cension σα∗ , declination σδ and proper motions σµα∗ , σµδ
and the ARGOS heliocentric distance uncertainties σD and
radial velocity error of 1 km/s. The Gaia cross-terms be-
tween the coordinates ρ(α, δ) and proper motion components
ρ(µα∗, µδ ), including ρ(α, µδ ), ρ(δ, µα∗ ), are also taken into
account. We use the standard deviation of 1000 evaluations
of Vi = {vl, vb, vr } as an estimate of the star’s velocity un-
certainty δVi . Because the uncertainties on the vl and vb
components are dominated by the distance errors, our most
uncertain measurement, they can reach σvl , σvb ∼ 30 − 40
km/s.
3.2 Simulations
For each particle in the S10 model, the 6D phase-space
{x, y, z, vx, vy, vz }i is provided in the Galactocentric frame.
The transformations to the Galactic frame were performed
using galpy. The advantage of using a simulation is that we
can adopt any angle between the Sun-GC line and the bar
major axis, α, by rotating the reference frame. The simu-
lation particles are selected from circular fields of varying
radius, centred on the ARGOS fields. As the density of par-
ticles drastically diminishes with distance from the Galactic
Centre, we increase the radius of the simulation fields with
increasing longitude and latitude (black circles in Fig. 1), so
that each field contains approximately 2000 particles within
|x | < 3.5 kpc. From Fig. 1 it is clear that the simulation fields
at b = ±10◦ are significantly bigger than the corresponding
ARGOS fields but we do not expect a small difference in
field size to have a major effect on the kinematics of stars at
these latitudes as they are situated on the outskirts of the
main bulge population (see the number density map in gray,
in the left panel of Fig. 1).
In Fig. 3, we show the 68% contour (green dotted line)
of the S10 model velocity distributions within each simula-
tion field, for α = 30◦. The model closely matches the data
68% contour (red line) in most fields. The distance distri-
bution of the simulation particles was resampled according
to the distribution of the ARGOS distances, with a process
detailed in Fig. 4. In the left column of the figure we show
the model for two α values and in right column we show
the distance distribution of the simulation particles before
resampling (black histogram) in 5 fields: 3 along the minor-
axis (labelled a, b, c), one on the near end of the bar (d)
and one on the far side of the bar (e). While the S10 model
particles are concentrated around the GC as expected from
star count models (e.g. Simion et al. 2017), the distribution
of the ARGOS distances (red histogram) is skewed, with the
majority of stars located in front of the GC, likely due to a
mismatch between the S10 model density and the MW bulge
density distribution, incomplete survey sampling, extinction
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Figure 4. Left panels: To find the most likely bar viewing angle
from the ARGOS velocity distribution, we compute the probabil-
ity of the data (red points) to belong to a model velocity ellipsoid
fitted on the distance-resampled S10 model. We show the model
for 2 bar angles, α =-30◦ (blue) and α =30◦ (same as in Fig. 3,
green). For one field, we have added the uncertainties on the vl
component for stars outside the 68% contour. The errors vary be-
tween 15 to 50 km/s, with larger values for the stars behind the
bar, which have vl < 0 km/s. In the fields labeled c, d and e, the
vertex deviation is lv ≈ 0◦ for both models, indicating that these
fields are not good predictors of the bar viewing angle. On the
other hand, the model velocity ellipsoids and the tilt of their ma-
jor axis, are different in the a, b fields, for the two angles. Right
panels: The distance distribution of the simulation particles is
centred on the GC (black histogram) but the data tends to have
more stars in front of the bar (red histogram) due to the survey
sampling. The models shown in the left column correspond to
a resampled distance probability distribution (green histogram),















































Figure 5. The lv map of the S10 model for 3 viewing angles: 30◦
(top panel), where the near end of the bar is located at positive
longitudes as in the MW; 0◦ (middle panel) where the bar major-
axis is alligned with the Sun-GC line of sight; −30◦ (bottom panel),
where the near end of the bar is located at negative longitudes.
All the particles in the simulation with |x | < 3.5 kpc were used for
these maps. The lv map changes when the distance distribution
of the simulation is resampled to match the ARGOS distances
distribution, as shown in the top panel. The resampled particles
were selected from circular fields (red circles in Fig. 1) centred on
the ARGOS fields.
and magnitude limits. The distance to the stars is important
as the stellar kinematics varies within the bar: for example,
the 2D velocity distribution of ARGOS stars (red points)
in Figures 3 and 4 shows there is a higher concentration of
stars for vl > 0 km/s values than for vl < 0 km/s, which is
to be expected if the majority of stars is in front of the bar
(Qin et al. 2015). Therefore, to build a model that best de-
scribes the data, we resample the particles in the simulation
to follow the same distance distribution as the ARGOS RC
stars in each field.
Before resampling, to mimick the observational proce-
dure, we randomly perturb the heliocentric distances D in
the simulation, which are unaffected by errors, by the typi-
cal uncertainties expected for RC stars of δMK ∼ 0.22 mag
assuming a Gaussian error distribution with a standard de-
viation of σD ≈ δMK × 0.2 × D × ln(10). From the per-
turbed sample we draw 25000 random particles, allowing
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Figure 6. Top panel: Same as in top panel of Fig. 5. The lv values
were computed using only the particles within the red circles in
Fig. 1. The simulation was resampled so that the heliocentric dis-
tance D distribution matches the ARGOS data sampling. Middle
panel: The data lv map is in good agreement with the resampled
simulation, in particular in the 4 central fields delimited by the
red lines. Bottom panel: The difference between the resampled
simulation and data lv shows no systematic trends.
for duplicates, according to the probability distribution of
the ARGOS distances (red histogram in Fig. 4), modelled
with a kernel density estimation (KDE) in each individual
pointing. The probabily density distribution of the resam-
pled S10 model distances is shown with a green histogram
in Fig. 4 and it closely matches the data, red histogram, by
construction.
We also add realistic velocity errors to the simulation
particles. In each field of view, we assign the median AR-
GOS velocity uncertainty of stars in that field, to each S10
model particle. The 3D velocity distribution of these parti-
cles is then fitted with a multivariate Gaussian, for a speci-
fied viewing angle α, in each individual pointing. In the right
column of Fig. 4 we show the 68% contours of two models,
one with the near end of the bar at positive longitudes l > 0◦
and α = 30◦ (green) and one with the near end of the bar
at negative longitudes l < 0◦ and α = −30◦ (dotted blue
line). The model in Fig. 3 (green line, α = 30◦) is identical
to the one in Fig. 4 and is also computed using the distance-
resampled S10 model.
3.3 Vertex deviation map
Another quantity that is useful in describing the velocity
ellipsoid is the vertex deviation lv (Zhao et al. 1994), the
angle which measures the tilt of the longest axis of the ve-













where σrl , σrr and σll are the convariance and standard
deviation terms of the velocity components along the line-
of-sight (r) and longitude (l) directions. By definition, lv
takes values between -45◦ and +45◦.
We map the lv variation in the simulation for three bar
angles α = 30◦ in Fig. 5 (top panel), α = 0◦ (middle) and α =
−30◦ (bottom) using all particles in the S10 model within
|x | <3.5 kpc. The maps provide clear evidence that lv is
strongly dependent on the bar viewing angle α, especially in
the fields close to the GC, |b| . 7.5◦. In addition, for a given
α, lv is not constant across the bulge as already suggested
by the velocity trends in Fig. 2.
The vertex deviation values computed with the
ARGOS-Gaia DR2 sample are in disagreement with the S10
model predictions for α = 30◦ before resampling (top panel
of Fig. 5) but in good qualitative agreement after distance-
resampling (Fig. 6). The residuals between the distance-
resampled S10 model lv values and the ARGOS data (bot-
tom panel of Fig. 6) are close to 0◦ in most fields and show no
systematic trends, proving that resampling is a fundamental
step in building the S10 model velocity ellipsoid.
In Fig. 5 we mapped the S10 model vertex deviation
for α = 0◦, ±30◦ and showed that the bar viewing angle
has a direct influence on kinematics (hence on lv). In Fig.
7, we show the variation of lv with α for a grid of val-
ues between −90◦ and +90◦, for both the resampled (green
curve in Fig. 7) and the non-resampled (black curve) sim-
ulation. The black curve passes through (α, lv ) = (0◦, 0◦)
marked with a black cross in the figure, confirming that for
an axisymmetric system the vertex deviation is null across
the bulge. In addition, the amplitude of the lv variation is
stronger for the non resampled model (black curve) than
for the resampled model (green curve), suggesting that the
ARGOS distance sampling will slightly affect the lv mea-
surements. In particular, the resampling affects lv in the
low latitude fields at b = −5◦ except for the most central
field (l, b) = (0◦,−5◦) which displays the strongest lv vari-
ation with α with values between +35◦ and −35◦ for both
the distance-resampled and non-resampled model. Slightly
smaller lv variations of ±25◦ can be seen in the three adja-
cent fields (l, b) = {(5◦,−5◦), (−5◦,−5◦), (0◦,−7.5◦)} (delimited
by a red box in Fig. 6) but they sharply decrease beyond that
(Fig. 7). This is confirmed by Fig. 4 where the S10 model
velocity ellipsoids in three fields c (0◦,-10◦), d (-10◦,-5◦) and
e (10◦, -5◦) almost overlap for α = 30◦ and α = −30◦ and
lv is almost identical, a strong indication that beyond the 4
central fields, the kinematics (and lv) is not sensitive to the
bar viewing angle.
Our measurements along the minor axis are consistent
with the results from Soto et al. 2012 who obtained lv ∼
-43◦/40◦ at (1◦, -4◦) for all stars/RGBs and -17◦ at (0◦, -6◦)
for all stars. We have obtained remarkably similar results,
lv = −40◦ at (0◦, -5◦) and lv = −19◦ at (0◦, -7.5◦). Both stud-
ies agree that the lv values decrease at increasing latitudes
and longitudes, away from the Galactic Centre.
In the next section, we provide a more quantitative com-
parison between the data and the simulation based on the
velocity vectors of the individual stars.
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Figure 7. Vertex deviation of the resampled (green line) and non-resampled (black dotted line) model as a function of bar viewing angle,
α, for 180 values between −90◦ and +90◦. For α = 0◦, the vertex deviation is lv = 0◦ (see black cross), therefore an axisymmetric density
distribution, would not generate a tilted velocity ellipsoid, as it can be seen also in the middle panel of Fig. 5. In the fields close to the
GC the vertex deviation variation at α = 0◦ is very steep, which causes the circular artifact at |l |, |b | < 5◦.
4 RETRIEVING α FROM KINEMATICS
We aim to constrain the angle between the MW bar major-
axis and the Sun-GC line α, a fundamental property of the
MW bar morphology from stellar kinematics.
4.1 Kinematic modelling
We determine the most probable bar angle from kinematic
observations via a maximum likelihood method. The proba-
bility density in velocity space of a bulge RC star defined by
its three velocity components Vi = {vl, vb, vr }i to belong to
a model M (µ, Σ′; α), fitted on the S10 model velocity distri-








(Vi − µ)TΣ′−1(Vi − µ)
)
(2)
where n = 3 is the size of the data vector Vi , µ is the centroid
of the velocity ellipsoid, and Σ′ the total covariance matrix























The diagonal terms are the velocity dispersions along







determine the orientation of the velocity ellip-
soid. ΣD is a diagonal matrix which contains the data uncer-





computed using Monte Carlo resampling, as explained in
Section 3.1. Both the centroid µ and the covariance matrix
Σ are computed on the S10 model and are α dependent.
Throughout this work, we have abbreviated µ(α) and Σ(α)
with µ and Σ.
For each pointing, the probability density of the ob-
served sample of velocities V under the model M (µ, Σ; α) for










is a minimum, where the sum is carried out for the total
number of stars N , in each pointing. The viewing angle αmin,
which minimizes Eq. 3, is then the Maximum Likelihood es-
timate (ML). The 1σ error on αmin is defined by the inter-
val ∆ln(L) = 0.5, above the minimum of the log-likelihood
curve2.
4.2 Results
We have applied the fitting method to the individual fields
and we show the log-likelihood variation with α in Fig. 8.
The log-likelihood was evaluated for 180 α values using the
distance-resampled S10 model (the vertex deviation of this
model for each angle is given in Fig. 7 and is discussed in
Section 3.3) and it reaches a minimum for different values
2 see Bevington & Robinson (2003)
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Figure 8. The log-likelihood of the data computed using the model fitted on the resampled S10 model. The blue point is the best-fit





















250 αmin = (35±3)∘
Test (α∘=35∘)
Figure 9. Left panel: Final result obtained from the sum of the
log-likelihood curves in the 4 fields marked in red in Fig. 8. The
minimum is obtained at αmin = (29±3)◦, where the uncertainty was
computed over a 9σ interval. Right panel: We perfomed a test on
a mock sample with α0 = 35◦ and the same distance distribution
as the data. We have done the test using different angles for the
mock sample, and each time we successfully recover the true angle,
α0.
of α in each field. In the figure we placed the minimum log-
likelihood at 0 in each pointing.
ARGOS is a survey at intermediate latitudes and it can
only sample the outer edges of the bulge stellar density dis-
tribution. The fields (l, b) = {(5◦,−5◦), (−5◦,−5◦), (0◦,−7.5◦)}
are the closest to the bulge center and contain a large pro-
portion of bulge stars. Here, the stellar kinematics is most
affected by the bar morphology as we have shown in Fig.
7: the 4 central fields exhibit large lv variations with α and
have clear minimae while the outer fields have much smaller
variations especially after resampling (green curve). For this
reason (see also Sec 3.3), to determine the best-fit viewing
angle αmin we sum the log-likelihood curves only in the 4
central fields marked in red in Fig. 8. The result is shown in
the left panel of Fig. 9.
To determine αmin, a parabola was fitted over a ∆ln(L) =
40.5 (9σ) interval (black dashed line around the minimum).
The final value is αmin = (29 ± 3)◦. This value is an inde-
pendent measure of the MW bar viewing angle from the
kinematics of ∼ 7000 ARGOS-Gaia DR2 RC stars, and is
consistent with previous studies of bar morphorlogy using
star counts (Stanek et al. 1997, Wegg & Gerhard 2013, Cao
et al. 2013, Simion et al. 2017 - see their fig. 17 for a com-
parison between different works).
4.3 Validation tests
4.3.1 Mock sample
We test whether we are able to recover the correct bar angle
of a mock sample of particles drawn from the S10 simulation
with the bar major-axis at a given angle α0 with the Sun-
GC line, replicating the same fitting procedure applied to
the data.
The mock sample distances include realistic heliocentric
distance errors, modelled assuming a Gaussian error distri-
bution with a standard deviation of σD ≈ δMK × 0.2 × D ×
ln(10). From the perturbed sample, in each field, we draw
the same number of particles as in our data sample, accord-
ing to the probability distribution of the ARGOS distances
in each field. Thus, the distances of the mock stars are not
matching the initial positions in the simulation, which in
turn affects the velocity distribution. In addition, we have
assigned a constant velocity error to the mock particles in
each field, corresponding to the median uncertainty on each
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of the 3 velocity components in the data. To summarize, the
mock sample has realistic velocity and distance errors, the
same number of particles as the data, and the same distance
distribution.
We compute the log-likelihood values for the mock sam-
ple on a grid of 180 α values between −90◦ and +90◦, fol-
lowing the same kinematic modelling procedure described in
Sec. 4.1. The sum of the ln(L) curves in the 4 central fields is
shown in Fig. 9, right panel, where α0 = 35◦ is the bar angle
set for the mock catalog and αmin = 35 ± 3◦ is the retrieved
bar viewing angle. We repeated this test for numerous ran-
dom samples and different α0 and, despite the small num-
ber of mock particles of around N ∼ 400 per field-of-view
(matching the RC sample), the mock catalogue’s viewing
angle α0 can be recovered. The best fit value was found fit-
ting a parabola over an α interval in which ln(L) varies by
9σ, or ∆ln(L) = 40.5 (dotted curve). We have also tested
different intervals to check that a 9σ interval is adequate:
an interval of 8− 10σ would produce an identical result and
intervals within 5 − 12σ would produce a variation smaller
than ±3◦, however, the exact input value could be obtained
for a 8 − 10σ interval. This led us to adopt a 9σ interval for
the data (left panel of the figure).
4.3.2 S10 model snapshots
The S10 model used in this work is a specific instance of a
simulated galaxy and while it has been successful at match-
ing observations in the bulge region, it is likely not a perfect
match to the MW due to its simple nature. To check whether
small differences in the model density distribution will affect
our determination of the bar angle α from the Gaia-ARGOS
stellar kinematics, we test our kinematic modelling using
three snapshots of the S10 model at early times, 1.8, 2.4
and 3.6 Gyrs. Their density distribution projected onto the
x-z plane is shown in Fig. 10, right panel. At 1.8 and 2.4
Gyrs the bulge density distribution is not completely sym-
metric with respect to the Galactic Plane, but at later times
(see t = 3.6 Gyrs), as the buckling instability gradually satu-
rates, it becomes increasingly symmetric. MW observations
suggest that our bulge is relatively symmetric with respect
to the plane, therefore later snapshots may provide a better
description of the bulge. We repeat the kinematic modelling
procedure using the three earlier snapshots and find that
the best estimates of α (Fig. 10, left panel) are consistent
with the value αmin = 29◦ we found using the canonical S10
model at t = 4.8 Gyrs (Fig. 9, left panel). The test suggests
that the result of our fitting method will not be affected
by small changes in the density distribution of the model,
likely because of the large distance and vl errors that were
implemented in the model to mimick the data.
4.3.3 Distance systematic offsets
A distance offset could be introduced if, for example, the in-
trinsic magnitude MK of the RC was under/over-estimated.
The presence of a younger RC population would also in-
troduce a systematic offset: the RC of a 5 Gyrs population
is −0.1 mag brighter than that of a 10 Gyrs population,
the bulge age commonly assumed. Simion et al. (2017) es-
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Figure 10. Left panel: Same as in the left panel of Fig. 9 but
here the model was constructed using three early snapshots of
the S10 model, at 1.8 Gyrs, 2.4 Gyrs and 3.6 Gyrs. Although the
models have different density distributions, the angle α0 could be
recovered successfully. Right panel: The density distribution of
the S10 model projected on the x-z plane at 1.8 Gyrs (top), 2.4
Gyrs (middle) and 3.6 Gyrs (bottom).
located within |b| < 4◦, therefore it should not have a large
contribution to the ARGOS fields.
The ARGOS collaboration assume MK = −1.61 mag for the
RC. As a test, we have updated the ARGOS distances as-
suming two other values, MK = −1.51 and MK = −1.81. We
have then applied the fitting method described in Section
4.1 to the updated datasets. The best fit viewing angles we
retrieved are α = (31±3)◦ and α = (24±3)◦ respectively. We
note that the typical uncertainty expected for the RC stars
σMK ∼ 0.22 is taken into account in the fitting procedure.
We are aware that the parallaxes reported by Gaia DR2
have a systematic offset of ∼ −0.03 mas (Lindegren et al.
2018) which can potentially translate into proper motion
systematic offsets, via the cross-terms. Such offsets could
affect our computations of vl and vb, and finally of lv . Per-
forming Monte-Carlo resampling we computed the effect of
the parallax offset on the velocities and we found that they
change by less than 5 km/s; in fact, the majority of vl (65%)
and vb (80%) have only changed by 1 km/s. The effect on
lv is smaller than 0.1◦.
4.3.4 RGB contamination
We have also tested how a 30% contamination rate from the
RGB stars would affect our results. In each field of view,
we draw new MK values for 30% of the targets between -
3 and +0.5 mag. from an exponential distribution which is
commonly used to model the RGB, using the parameters
computed by Simion et al. (2017). We ran the fitting proce-
dure on the new dataset where 70% of the sample remained
unaltered. While the best fit α values in the individual fields
vary by ±2◦ compared to the values reported in Fig. 7, the
final result remains α = (29 ± 3)◦.
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Figure 11. Vertex deviation variation with metallicity. For each pointing, the number of stars in each metallicity components is given
in the upper left corner. Because of the bulge metallicity gradient with latitude, there are more metal rich stars close to the Galactic
Plane than at lower latitudes. The vertex deviation and the median metallicity for all stars in a given pointing is marked with red.
5 VERTEX DEVIATION AS A FUNCTION OF
METALLICITY
In this section, we investigate the metallicity-kinematics cor-
relation in all ARGOS fields.
We split the sample in each pointing into three metal-
licity populations, following the definitions in Ness et al.
(2013a): the high metallicity component A, intermediate
metallicity component B, and the low metallicity compo-
nent C. The metal poor components D and E have very few
numbers of stars (see their weights in table 3, Ness et al.
2013a) and we classify them as component C according to
the decision boundaries determined using the parameters in
tables 2 and 3 in Ness et al. (2013a). As it is apparent from
figures 11 and 12 in Ness et al. (2013a), the decision bound-
aries and the weights of each metallicity component vary
with latitude, as is expected due to the bulge metallicity
gradient (e.g. Gonzalez et al. 2013). In Fig. 11, we show the
vertex measurements in each field as a function of metallicity
for all stars in the field (red) and for the 3 sub-populations
(black). The lv uncertaintities shown in Fig. 11, are the stan-
dard deviation of 500 lv evaluations on as many bootstrap
resampling trials. In the inset we specify the number of stars
in each component, with the metal-poor population C+E+D
in the left.
The field at (0◦, -5◦) is the closest to the GC and here
lv is most sensitive to changes of α (see Fig. 7). From Fig.
11, we notice that it also displays the strongest lv trend with
metallicity, in very good agreement with earlier studies and
simulations in Baade’s window at l, b ∼ (1◦, -4◦) (Soto et al.
2007; Babusiaux 2016; Debattista et al. 2019): metal rich
stars with [Fe/H] > -0.5 have a much higher vertex deviation
(lv ∼ -40◦) than metal poor stars [Fe/H] < -0.5 (lv ∼ 15◦).
The fields at b = −10◦ are consistent with lv ∼ 0◦ at all
metallicities as expected (see the last row of Fig. 7) while
for the remaining fields we do not observe obvious trends.
The stars at l > 0◦ (left panels in Fig. 11) will likely belong
to the near end of the bar, while the stars at l < 0◦ (right
panels in Fig. 11), will either be located in the far end of
the bar or in the foreground disc population, due to the
ARGOS sampling which preferentially targets closer stars.
The vertex deviation of an axisymmetric system such as the
disc, should be lv ∼ 0◦, close to the values we compute in
several metallicity bins at l < 0◦.
6 CONCLUSION
We have compiled a sample of ∼ 7000 bulge RC stars with
6D phase-space information and metallicity from ARGOS
and Gaia DR2. The sample is large enough to allow for a
comprehensive study of the bulge kinematics at intermediate
latitudes:
• We mapped the ARGOS-Gaia DR2 velocity distribu-
tions in Fig. 2 and bulge velocity ellipsoids in Fig. 3;
• For a specific instance of a simulated galaxy (the S10
model) we have built maps of the bulge vertex deviation for
three bar viewing angles α = +30◦, 0◦,−30◦ (Fig. 5). The sig-
nificant differences between the three maps indicate that the
bulge morphology has a direct impact on the bulge kinemat-
ics;
• We have used the S10 model to show the lv variation
with α and found that lv ∼ 0◦ in all fields when either of the
bulge axes is aligned with the Sun-GC line-of-sight (Fig. 7),
as expected for axisymmetric systems;
• We evaluated the probability of our dataset on a star-
by-star basis to belong to a kinematic model based on the re-
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sampled S10 model via a maximum-likelihood method (Fig.
8). The most likely bar angle we retrieved is αmin = (29±3)◦,
with an additional uncertainty due to comparison with one
specific model.
We have thus obtained an independent measurement of the
MW bar viewing angle from kinematic data alone. In this
work we have chosen the S10 model for kinematic modelling
(Sec 4) because of its simplicity and because it is able to re-
produce a large number of the MW bulge morphological and
kinematical properties (Sec. 1). Systematic biases resulting
from model mismatches with the MW (e.g. density distri-
bution, bar pattern speed) are difficult to estimate. In Sec.
4.3.2 we have shown that small changes in the model den-
sity distribution provide consistent best-fit α values. In the
future it will be useful to quantify possible biases using dif-
ferent models, in particular more complex bar models should
be used for modelling the kinematics at lower latitudes. The
quality of data may also be responsible for fluctuations in
the best-fit α measurement. For instance, in Sec. 4.3 we have
found that the RGB contamination does not significantly af-
fect our result but the intrinsic magnitude assumed for the
RC can alter the result in a major way: an offset of ±0.2
mag (±0.1 mag) would produce an α change of ±5◦ (±2◦).
In the four central fields centred on (l, b) =
{(0◦,−5◦), (5◦,−5◦), (−5◦, 5◦), (0◦,−7.5◦)}, the tilt of the S10
model velocity ellipsoids lv is very sensitive to the bar view-
ing angle α and it takes values between lv ∼ +45◦ and
lv ∼ −45◦ (Fig. 7). These four fields were therefore chosen to
derive αmin as the adjacent fields have smaller lv-α variation
and do not have as much constraining power. At b = −10◦
the log-likelihood curves are too noisy and were not consid-
ered. Finally, distance-resampling was a key ingredient of our
kinematic modelling. In the top panels of Figures 5 and 6, we
show the lv map in the S10 model before and after distance-
resampling respectively and found that only the latter can
match the ARGOS-Gaia DR2 data (Fig. 6). Using the S10
model we have also showed that incompleteness could affect
the constraining power of the data: the amplitude of the
lv variation with α is larger for a complete sample, as evi-
denced by the non-resampled S10 model (black curve, Fig.
7) compared to a resampled model (green). Future studies
using more complete data should be able to determine α also
in the outer bulge fields.
The variation of the vertex deviation with metallicity
is consistent with previous studies in Baade’s window, with
metal-rich stars having a higher vertex deviation than metal-
poor stars. With a more complete sample it will be possible
to draw firmer conclusions about the vertex deviation vari-
ation with metallicity in the remaining fields; however, at
low latitudes where the bar does not affect the kinematics,
the values are all consistent with lv ∼ 0◦ as expected for an
axi-symmetric system. The Blanco DECam Bulge Survey
(Johnson et al. 2020) is a photometric survey that can pro-
vide metallicities for millions of bulge stars for which Gaia
proper motions are readily available. But before we can re-
produce the results in Fig. 5 with an increased number of
stars, more radial velocities at bulge distances are needed.
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wood M., Combes F., Gómez A., 2019, A&A, 628, A11
Eggen O. J., Lynden-Bell D., Sandage A. R., 1962, ApJ, 136, 748
Fragkoudi F., Di Matteo P., Haywood M., Gómez A., Combes F.,
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2015, MNRAS, 447, 1535
Ness M., Freeman K., Athanassoula E., Wylie-de-Boer E. et al.,
2013a, MNRAS, 430, 836
Ness M., Freeman K., Athanassoula E., Wylie-de-Boer E. et al.,
2013b, MNRAS, 432, 2092
Ness M., Freeman K., Athanassoula E., Wylie-De-Boer E. et al.,
2012, ApJ, 756, 22
Ness M., Lang D., 2016, AJ, 152, 14
Ness M., Zasowski G., Johnson J. A., Athanassoula E. et al., 2016,
ApJ, 819, 2
Portail M., Gerhard O., Wegg C., Ness M., 2017, MNRAS, 465,
1621
Qin Y., Shen J., Li Z.-Y., Mao S., Smith M. C., Rich R. M.,
Kunder A., Liu C., 2015, ApJ, 808, 75
Quillen A. C., Minchev I., Sharma S., Qin Y.-J., Di Matteo P.,
2014, MNRAS, 437, 1284
Raha N., Sellwood J. A., James R. A., Kahn F. D., 1991, Nature,
352, 411
Rattenbury N. J., Mao S., Debattista V. P., Sumi T., Gerhard
O., de Lorenzi F., 2007, MNRAS, 378, 1165
Rich R. M., Reitzel D. B., Howard C. D., Zhao H., 2007, ApJ,
658, L29
Robin A. C., Marshall D. J., Schultheis M., Reylé C., 2012, A&A,
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