Abstract-The optimal constrained linear inverse method (OCLIM) is a new algorithm for magnetic source imaging that approximates an unknown continuous current distribution as a weighted sum of current sources in fixed p e sitions, uses prior information about the expected source power density and measurement noise, and can be efficiently computed. It achieves the minimum possible mean square reconstruction error for any linear estimator and provides statistical confidence limits on the reconstructed source amplitudes. The minimum-norm least squares and weighted peeudoinverse methods are included as special cases. However, OCLIM can produce reconstruction artifacts if the true current distribution is inconsistent with the assumed priors.
tion, obtained by anatomic imaging or other methods, to improve the resolution and accuracy of functional imaging by constraining the set of possible solutions.
Given only the possible spatial locations of the sources and the locations of the detectors, the natural method for the inverse problem is the minimum-norm least-squares (MNLS) method [5; 61. This method finds the minimumnorm current distribution that minimizes the squared difference between the measured and reconstructed fields.
Given in addition the statistics of the measurement noise, maximum-likelihood (ML) methods [8] maximize the likelihood of obtaining the measured fields given the reconstructed current distribution.
If prior anatomical information is available from trans mission tomography or magnetic resonance imaging, then it may be possible to define the a priori source variance as a function of position. Then minimum mean-square error (MMSE) methods [9; 10; 111 minimize the mean (average) squared difference between the true and reconstructed current distributions.
SOURCE MODEL
We choose to model the unknown current distribution f(3 as a weighted sum of N known elementary sources z(3 to obtain N J73=&L(3 .
(1) n=l Each elementary source z(f') is a vector-valued function giving the vector current density at any position r'. The source positions are fixed a priori; only the source amplitudes qn are unknown and must be estim2ted.
Possibilities for the elementary sources Jn(3 include current dipoles on a regular or irregular grid; finite elements; lead fields; multipole expansions; and Fourier basis functions.
The vector q of the source amplitudes qn is assumed to be a random vector with mean zero and covariance matrix A = E qqT with entries a:j = E qi'iQi. Since A is a covariance matrix, it is symmetric and positive semidefinite.
A dipole source of unknown orientation can be represented as a triplet of orthogonal dipoles with suitable variIf the elementary sources are assumed to be statistically independent, are normalized to unit power, and are localances.
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IV. THE FORWARD PROBLEM
Using the Biot-Savart Law, the magnetic field due to Tis Now suppose that there are M detectors, the mth of which measures the component of the field in direction s7, at position Fm. Furthermore, the measurement is contaminated by some noise wm. Then that measurement bm can be written as where is the response of the mth detector to the nth source.
Or, in matrix form,
v. NOISE MODEL
The noise vector w is assumed to be a random vector with mean zero and covariance matrix E = E wwT with entries U?. = E wiwj. Each diagonal entry uKm is the expected noise power of the mth detector. Since E is a covariance matrix, it is symmetric and positive semidefinite. The cross-covariance between the source and noise amplitude vectors is I' = E qwT with entries ynm = E qnwm.
In many applications, there will be no sourcenoise corre lation and I' will be zero.
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VI. SPECIAL PRIOM There are two special cases in which the priors take special forms leading to simplified problems.
Independent Priors: Different sources are known (or assumed) to have different expected power but are assumed to be independent; the noise amplitudes are assumed to be independent of each other and of the sources. Then the source covariance A and noise covariance E are diagonal; the crosscovariance I' is zero.
Uniform Priors:
The approximate amplitude of the elementary sources is known but there is no basis for believing that any one is more active than any other; and the same is true of the noise amplitudes. That is, the source amplitudes are independent and identically distributed; so are the noise amplitudes. Then every source has the same expected activity a2, the covariance matrix A takes the form a21, and the map of expected activity is uniform; the noise covariance E takes the form a21 and the crosscovariance I' is zero.
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VII. THE INVEME PROBLEM The inverse problem is to find a "best" estimate G of the unknown source amplitude vector q from given values for the response matrix F, the field measurements b, and perhaps other information such as the noise covariance E and the source covariance A.
This paper considers only linear inverse methods. That is, the best estimate 4 is always computed in the form
where H is a linear operator possibly depending on A, E, I?, or other prior information.
The simple solution 4 = F-'b does not work in general for inverse problems; F is rarely invertible and usually rectangular. The inverse problem is often both overdetermined in the sense that no solution exactly solves Fq = b and underdetermined in that many different values of G provide equally close approximations. Different criteria for the "best" approximation lead to different inverse methods.
VIII. MINIMUM-NORM LEAST SQUARES METHOD The least squares criterion is to minimize the residual
which is a measure of the discrepancy between the measured and reconstucted field values. The least squares solution is not necessarily unique; there may be many different solutions that achieve the minimum x2. The minimumnorm least squares (MNLS) criterion chooses from all these minimum-residual solutions the unique solution with smallest norm 11$112. No prior information is necessary and the value of x2 can be computed for any given b.
Computing the MNLS solution may be done using the Moore-Penrose generalized inverse (also called the pseudoinverse). Suppose that F has the singular value decomposition K F = C X~U I ; V Z . 
The Moore-Penrose inverse in its pure form is not generally suitable for inverse problems with measurement noise.
Recall that b = Fq + w and consider the estimate 4 = Ftb = FtFq + Ftw. The error due to noise is Rounding the weights ck to 0 or 1 yields an optimal truncated pseudoinverse.
Shim and Cho have applied the optimal truncated and optimal weighted pseudoinverse methods to PET reconstruction; Jeffs, Leahy, and Singh [4] have used the optimal truncated pseudoinverse for magnetic source imaging of the brain.
x. OPTIMAL CONSTRAINED LINEAR INVEME METHOD
The Shim-Cho weighted pseudoinverse is optimal (in the mean square error sense) over all possible weighted pseudoinverses but is not, in general, optimal over all possible linear estimators of the form 4 = Hb.
The optimal constrained linear estimator is given by the matrix H that minimizes the mean square error
The optimal estimator is H = (AFT + I')(FAFT + F r + rTFT + E)-' . (17) This will be called the optimal constrained linear inverse method (OCLIM).
If the noise is uncorrelated with the sources, then I' = 0 and the optimal estimator simplifies to
which is closely related to the filtered backprojection alge rithm for image reconstruction.
The matrix FAFT+E is symmetric positive definite, and the estimate 4 = Hb can be efficiently computed using the Cholesky decomposition.
XI. SPECIAL CASES Coaxial priors: Suppose that the covariance matrices A, E, and I' are all diagonal in the coordinate axes defined by the singular vectors of F. Then OCLIM reduces to the optimal weighted pseudoinverse of Shim and Cho.
Uniform Priors: The assumption of uniform priors means that A = a21, = r2I, I' = 0, and all are coaxial with any F. Then the OCLIM estimator simplifies to
which can be considered a Tikhonov or Marquardt regularization of the pseudoinverse. The only prior knowledge required is the ratio a 2 / n 2 ; thus this special case is useful for noisetolerant reconstruction given only rough estimates of source and noise amplitude.
No Prior Information or No Noise: Taking the limit
which is the Moore-Penrose inverse or MNLS estimator.
XII. CONFIDENCE LIMITS
Given the additional assumption that q and w are jointly Gaussian, the a posteriori variance, or the variance of the reconstructed current distribution, is
Note that the a posteriori variance does not depend on the actual measurements b and thus can be computed in advance.
Each diagonal entry tiin of A is the a posteriori variance of the corresponding estimate &, ; hence each &, has a standard error equal to ti,,, from which confidence limits can be computed for any desired probability.
XIII. SIMULATION RESULTS
The following theoretical conclusions have been confirmed by Monte Carlo simulation using three different source and detector geometries and five different signal-tenoise ratios Uniform Priors: OCLIM and OWPIM provide identical results. MNLS has better mean residual E x 2 = E Ilb -FQ1I2 than either but much worse mean square error v2 = E llq-G112. The mean residual and mean square error both increase as the noise increases. Knowing the approximate signal and noise amplitudes but not the expected source pattern allows OCLIM or OWPIM to provide a significant reduction in reconstruction error. Independent Priors: OCLIM now has a better mean square error than any of the other methods. Prior inform* tion as to the expected source power distribution reduces the reconstruction error. pointing out of the page. Grey shading indicates areas of current flow into the page. Figure 2 shows three reconstructions in which the true source position is consistent with the priors. The peak produced by OCLIM is consistently higher and narrower than the one produced by OWPIM. For both methods, the peak gets broader and lower as the source gets further from the detector array. Figure 3 shows two reconstructions in which the true source position is inconsistent with the priors. In the first pair, the true source is close to a plausible source and OCLIM maps the true source into a plausible source with substantial artifacts in form of spurious peaks elsewhere. OWPIM finds the true location of the source. In the second pair, the true source is well separated from any plausible source. Both OCLIM and OWPIM find the true source but OCLIM generates several spurious'ridges.
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