We present the result of searching for clusters of galaxies based on weak gravitational lensing analysis of the ∼ 160 deg 2 area surveyed by Hyper Suprime-Cam (HSC) as a Subaru Strategic Program. HSC is a new prime focus optical imager with a 1.5 diameter field of view on the 8.2-meter Subaru telescope. The superb median seeing on the HSC i-band images of 0.56 arcsec allows the reconstruction of high angular resolution mass maps via weak lensing, which is crucial for the weak lensing cluster search. We identify 65 mass map peaks with signal-tonoise (SN) ratio larger than 4.7, and carefully examine their properties by cross-matching the clusters with optical and X-ray cluster catalogs. We find that all the 39 peaks with SN> 5.1 have counterparts in the optical cluster catalogs, and only 2 out of the 65 peaks are probably false positives. The upper limits of X-ray luminosities from ROSAT All Sky Survey (RASS) imply c 2014. Astronomical Society of Japan.
Introduction
Clusters of galaxies are important tools for testing theories of structure formation and constraining cosmological parameters via the abundance and its evolution. Traditionally, clusters have been identified using their optical or X-ray emission and thus the resulting catalogs are inevitably biased toward the selection of more luminous objects. In the dark matter dominated universe, however, it is challenging to quantify the selection function of such catalogs, given the uncertainty in the connection between dark and luminous objects. Ideally we want to select clusters of galaxies based on their masses, which are the the most critical parameter in characterizing clusters. A mass selected sample of clusters allows more direct and straightforward comparisons with N -body simulations, which leads to better understanding of the connection between luminous and dark matter in clusters as well as more direct tests of structure formation theories.
Weak gravitational lensing has the potential to offer the most reliable route to select clusters independently of any assumptions about their baryon contents and thermal and dynamical states. This technique uses statistical measures of distorted shapes ("shear") of faint distance galaxies induced by the tidal gravitational field integrated along the line-of-sight. This, in turn, allows a reconstruction of two-dimensional surface mass density maps (Kaiser & Squires 1993; Seitz & Schneider 1995; Schneider 1996) where we are able to locate the dark matter concentrations from the peak positions. The redshift information can be obtained by correlating the peak location with optically selected cluster catalogs. Because the selection function of the peaks can be defined in a straightforward way (Hamana et al. 2012) , such shear-selected cluster catalog is useful for both cluster astrophysics and cosmology. For example, the shear selected cluster sample will complement studies planned by eRosita all sky X-ray cluster surveys through the comparison of the cluster selection functions.
While the weak lensing search of clusters has several advantages as discussed above, it has not been possible to construct a large sample of shear selected clusters due to observational difficulties. First, the demand on the observing facility is high. In order to locate the cluster scale dark matter halo via weak lensing, deep imaging with the limiting magnitude deeper than iAB ∼ 24.5 is necessary to achieve sufficient number density of source galaxies. At the same time, wide field imaging camera is necessary to search for rare objects like clusters. Satisfying both the depth and wide area for constructing a large sample of shear selected clusters has been difficult in previous imaging surveys. Second, because the lensing kernel is broad along the line-of-sight direction, the two-dimensional lensing signal is affected by small foreground and background structures along the line-of-sight, which may cause "fake" signals that are not associated with single massive objects (White et al. 2002; Hennawi & Spergel 2005) . Such contaminations by projections may reduce the value of shear selected cluster catalogs. For example, Hamana et al. (2004) evaluated the contamination rate of shear selected clusters based on the weak lensing ray-trace simulation and found that the contamination rate can reach up to 42% when one sets the threshold of the signal-to-noise ratio (SN, or ν) to 4. Adopting a higher threshold for SN mitigates such contaminations, although this further reduces the number of shear selected clusters.
Observationally, there have been several attempts to search for clusters via weak lensing (see also Table 1 ). The Deep Lens Survey is one of the pioneering projects where Wittman et al. (2001) announced the first discovery of a galaxy cluster at z = 0.276 by weak lensing. Schirmer et al. (2007) identified 17 mass map peaks with ν > 4.5 on 19 deg 2 area imaged by MPG/ESO 2.2-meter telescope where the average galaxy number density is ng = 12 arcmin −2 with the median seeing of 0.9 arcsec. They examined the galaxy over-density on the R-band image around the peak (< 2 ′ ) and found that 65% of the peaks accompany the galaxy concentrations. The rest of the peaks were most likely artifacts due to the noise because these preferentially appear on the shallower imaging data. When they raised the peak detection threshold up to 6, all the peaks have optical counterparts. Miyazaki et al. (2007) showed that nearly 75% of the peaks (ν > 4.5) have optical or X-ray counterparts on a 2.2 deg 2 field observed by 8.2-meter Subaru with Suprime-Cam under the seeing of 0.55 arcsec (ng = 46 arcmin −2 ). Even if the detection threshold is decreased down to 4, the purity was kept high, around 80%. This demonstrates that the contamination Miyazaki et al. (2015) * only S-statistics peaks are considered in this compilation.
level can be indeed reduced using deeper and sharper imaging data.
Following these pilot studies, weak lensing mass map peaks have been searched on much wider survey area such as 4-meter CFHT Legacy Survey (CFHTLS). Shan et al. (2012) presented the results from a 51 deg 2 area (∼ 30% of CFHTLS-Wide Survey area, ng = 11.5 arcmin −2 with the median seeing of 0.71 arcsec). They found 51 mass map peaks with ν > 4.5, 59% of which have counterparts in the optical cluster catalogs generated using photometric redshifts from the same CFHTLS data set (Thanjavur et al. 2009 ). Liu et al. (2015) also identified ∼ 40 mass map peaks with ν > 4.5 from ∼ 130 deg 2 of CFHT Stripe 82 Survey. There have also been attempts to constrain cosmological parameters from the number counts of peaks, although not necessarily using high ν peaks Liu et al. 2015; Hamana et al. 2015; Kacprzak et al. 2016 ).
Shear selected cluster catalog can uniquely address the abundance of clusters with anomalously high mass-to-light ratios. The possibility of such dark halos is argued by e.g., Weinberg & Kamionkowski (2002) . However, previous shear selected cluster searches mentioned above did not successfully distinguish dim clusters from false positive peaks caused by the noise or the line-of-sight projection of small systems, mainly due to the lower detection thresholds for selecting peaks from mass maps. The lack of follow-up data might also have complicated the cross-correlation of peaks and galaxy concentrations. This paper presents the first attempt to generate a useful shear selected cluster catalog where the contamination is mitigated by adopting a higher peak detection threshold than what was adopted by previous works and the catalog is validated by comparing with optically selected groups/clusters based on the multi-color deep Hyper Suprime-Cam (HSC) data. HSC realizes seeing limited imaging on Maunakea over the entire 1.5 degree diameter field of view (Miyazaki et al. 2017) . Combined with the large aperture of the Subaru telescope, the camera is an ideal facility for weak lensing surveys. Using the commissioning data of HSC over 2.3 deg 2 , Miyazaki et al. (2015) indeed showed that the angular resolution of the weak lensing mass map is fine enough to collect un-contaminated cluster samples over the wide redshift range, 0.2 < z < 0.7. In this paper, we extend the previous work to construct a large sample of shear selected clusters from the HSC Subaru Strategic Program (SSP) survey data, which already covered more than 100 deg 2 with full five broadband colors.
This paper is organized as follows. In Section 2, we describe the HSC-SSP data used for generating weak lensing mass maps. The mass maps are presented in Section 3, and peaks in the mass maps are identified in Section 4. We discuss properties of our sample of shear selected clusters in Section 5, and give conclusion in Section 6. Unless explicitly stated, we adopt a WMAP9 cosmological model with ΩM = 0.287, ΩΛ = 0.713, σ8 = 0.820, H0 = 100h km s −1 Mpc −1 with h = 0.693 (Hinshaw et al. 2013 ).
Imaging data set and the shape measurements
The HSC-SSP is a legacy optical imaging survey consisting of three layers; Wide, Deep and UltraDeep. HSC-Wide is designed to be a competitive cosmological survey in which nearly ten times larger survey field is covered with one magnitude deeper imaging compared with the existing CFHTLS. HSC-Deep andUltraDeep uniquely combine narrow-band imaging with broadband imaging to explore frontiers of studies in high redshift objects and galaxy evolution. In total 300 nights were awarded for the HSC-SSP. The survey started on March 2014 and will continue for about six years. The details of the HSC-SSP survey is given in Aihara et al. (2017) .
In this paper, we adopt the HSC-Wide data from an internal data release called S16A. The integration time of a single exposure is 200 sec in i-band. The survey area is covered by the camera's circular field of view with dithered pointings. The dithering pattern is determined so that any location on the sky is visited by at least six exposures for i-band, yielding the total exposure time of 1200 sec. The HSC-Wide i-band imaging is preferentially conducted under good seeings, resulting in a median seeing measured over three years of 0.56 arcsec FWHM (Miyazaki et al. 2017) .
The survey fields are mostly located along the equator (S16A field names XMM, GAMA09H, WIDE12H, GAMA15H, and VVDS) except the one (S16A field name HECTOMAP). The total area of the HSC-Wide S16A data used for this work amounts to ∼ 160 deg 2 .
The data reduction is made with the HSC pipeline (Bosch et al. 2017) , which is based on "LSST-Stack" (Ivezić et al. 2008; Axelrod et al. 2010 ), a software suite being developed for the LSST project. We adopt the re-Gaussianization method (Hirata & Seljak 2003) for measuring shapes of galaxies. Detail of the Point Spread Function (PSF) corrections, shear measurements, and the results of null tests are shown in Mandelbaum et al. (2017) . In this HSC S16A shape catalog, the faint magnitude cut is conservatively chosen to i < 24.5. With this conservative cut, however, the number density of source galaxies is still high, with a raw number density of ng = 25 arcmin −2 . Additional systematics tests using weak lensing mass maps for the HSC S16A shape catalog are given in Oguri et al. (2017b) , in which small residual systematics in weak lensing mass maps are confirmed. While the mass maps are constructed without applying any cut in photometric redshifts of source galaxies, we adopt mizuki photometric redshift (Tanaka et al. 2017 ) to select background galaxies behind clusters when we conduct radial profile fitting for individual shear selected clusters. We note that the selection of photometric redshift in Tanaka et al. (2017) does not affect the individual mass estimate compared with the error.
Weak lensing mass maps

Reconstruction of mass maps
In order to locate the position of dark matter concentrations by weak lensing, we generate two-dimensional mass map from the shear catalog. Since the reconstructed mass map is noisy, smoothing is crucial for detecting any structure in the map. A useful statistics is the so-called aperture mass (Schneider 1996) , which uses essentially a smoothed lensing convergence field κ(θ) defined as
where U (θ) is a circular-symmetric filter function. When a compensated filter is chosen, dθθU (θ) = 0, the zero point of kappa does not contribute to Map. Using the shear γ, Map can be rewritten as
where γT is the tangential shear at the point θ with respect to the point θ0, and Q(θ) is related to U (θ) as
The filter U (θ) must be chosen carefully depending on the purpose. In order to construct a shear selected cluster sample efficiently, the angular size of the filter has to be roughly the scale radius of massive clusters of interest (Hamana et al. 2004) . In order to maximize the signal from mass concentration with NFW (Navarro et al. 1997 ) profile, it is most efficient to choose the spatial filter that follows the radial convergence profile of the NFW profile (Maturi et al. 2005; Marian & Bernstein 2006) . However, near the center there are many observational uncertainties, including the non-linearity in the shape measurement, the dilution by cluster member galaxies, and the large baryonic effect that modifies the density profile near the center. Thus in practice we want to choose the filter Q(θ) that suppresses the contribution from the cluster center (i.e., small |Q(θ)| at θ ≈ 0). Also it is useful to consider a compensated filter for U (θ) in order to minimize the effect of the large-scale structure in selecting clusters from mass map peaks (Marian et al. 2010) .
In this paper, we consider a generic form for simplicity, adopting a truncated Gaussian (Hamana et al. 2012) for θ ≤ θout and UG(θ) = QG(θ) = 0 for θ > θout. The parameter θs represents the angular scale of the filter, whereas U0 is introduced so as to satisfy the condition dθθU (θ) = 0. Then the aperture mass is calculated in the two-dimensional grids over the observed data to yield the Map map. In practice the integral in equation (2) is replaced by a discrete sum of tangential shears estimated from image ellipticities
where ǫT,i(θi, θ0) is the tangential component of the ellipticity of the i-th galaxy located at θi with respect to the center of the aperture, θ0. The parameter wi is the shear weight and mi is the multiplicative bias for the i-th galaxy, both of which are derived in Mandelbaum et al. (2017) . The noise of Map(θ0) is estimated from the variance of the Map values where the galaxy orientations are randomized in each realization. When we randomize the rotation angle φi uniformly from 0 to 2π, the variance is calculated by
We define the signal-to-noise ratio of Map at the point θ0 as
Throughout the paper, we employ reduced shear estimated from the shape measurements as an approximation of the shear. This makes ν slightly increased; 2 % and 5 % for ν = 4.7 and 9.0 peak, respectively. We also note that the multiplicative bias m does not affect the value of ν for each grid because it changes both Map and σ in the similar manner. However, it changes the absolute value of Map and σ, and therefore changes the cluster mass scale for a given ν.
Figures 1, 2, and 3 show the SN map of each field when we adopt the truncated Gaussian filters of θs = 1.5
′ with the map grid spacing of 0.25 ′ . The filter is truncated at θout = 15 ′ .
Objects in the shear catalog have various flags such as a bright star flag (Mandelbaum et al. 2017) . We eliminate objects with such flags from lensing analysis and this acts as masking of inappropriate field position. The peaks on the SN map indicates the locations of the mass concentrations of dark matter halos. We recognize the local peaks when three connected pixels on the map exceeds the threshold of ν = 4.3. The location of the peak is simply read from the center of the grid whose ν is maximum. The maximum value is assigned for the SN of that peak.
Based on the discussion made in Section 3.2, we set the peak SN threshold at ν = 4.7 in this paper. The number of peaks depends on the choice of the filter scale θs. We adopted the value that is slightly larger than Hamana et al. (2012) , who adopted θs = 1 ′ , because in this paper we only consider highly significant peaks whose counterpart clusters tend to be located at relatively low redshift and have larger angular extents. Indeed, the numbers of peaks with the two different filters are 56 and 65 for θs = 1 ′ and 1.5 ′ , respectively. In principle, we can consider multiple mass maps with different filter sizes, which will definitely increase the information content extracted from the mass maps (Marian et al. 2012; Lin et al. 2016 ), but in this paper we fix the filter size throughout for simplicity.
Peaks on the B-mode map and the rate of false signals
Because the weak lensing is induced by the scalar (gravitational) potential, no B-mode signal is generated from lensing in principle. We can use this fact to see whether we have systematic errors in our analysis. B-mode SN map can be made from the same galaxy shape catalog where the each galaxy orientation is rotated by 45 degree. In Figure 4 (a), we show the pixel value distribution function of the B-mode map as cross symbols (×). As is shown, there is no pixel value beyond ν = 5. Solid line shows the Gaussian distribution with σ = 1 with the amplitude normalized to the B-mode pixel frequency at ν = 0, which nicely agrees with the distribution of the observed B-mode distribution. This suggests that B-mode map is a Gaussian random field and is not significantly affected by systematic errors. This result, together with the analyses presented in Mandelbaum et al. (2017) and Oguri et al. (2017b) , suggests that systematic errors on the E-mode mass maps are also not significant and highly significant peaks (ν > 5) on the E-mode maps are not likely to be generated by the noise or systematic errors. The numbers of less significant peaks on E-mode and B-mode map are 22 and 4, respectively. Therefore, up to ∼ 20% of such less significant E-mode peaks can be false signals caused by the noise.
Figure 4 (b) shows a local peak height (and trough depth for negative SN) distribution function. Here the local peak (trough) is identified by pixels on the maps whose pixel value are higher (lower) than any values in the surrounding eight pixels This is another representation of the nature of the maps and can be directly compared with the theoretical calculation (Jain & van Waerbeke 2000) . We see significant excess of the peak counts over noise estimated by B-mode peak counts. We could also see the small excess of trough over the noise at SN < 4.5.
Identifications of the peaks
In total we identify 65 peaks with ν > 4.7 for the smoothing size θs = 1.5 ′ , which are summarized in Table 2 . The peaks are sorted by ν and we call the order 'rank'. We now compare the peaks with optical and X-ray cluster catalogs.
Optical counterparts
Based on the same HSC-SSP multi-color photometric data used in this paper, Oguri et al. (2017a) generated an optical cluster catalog using the "Cluster finding algorithm based on Multiband Identification of Red-sequence gAlaxies" (CAMIRA), which was developed in Oguri (2014) . CAMIRA makes use of the stellar population synthesis (SPS) model of Bruzual & Charlot (2003) to compute SEDs of red-sequence galaxies, estimates the likelihood of them being cluster member galaxies for each redshift using χ 2 of the SED fitting, constructs a threedimensional richness map using a compensated spatial filter, and identifies cluster candidates from peaks of the richness map. The richness threshold is set to Nmem = 15 in identifying the clusters.
The locations of the CAMIRA clusters are overlaid on Figures 1, 2, and 3, as small filled circles. Clusters are searched around the peaks with the a loose matching tolerance of first. Next, we calculated the comoving distance between the peak and the cluster center using the estimated cluster redshift. The cluster center is the position of the brightest cluster galaxy, BCG, recognized through the CAMIRA algorithm. Then, we identify the peak with the cluster when the distance is within 1.5h −1 Mpc. In some cases, multiple clusters are matched with a peak where cares must be taken because the weak lensing mass estimate is complicated for such peaks.
In Table 2 , we list the coordinates of the detected peaks sorted by the SN together with the CAMIRA redshift, z cl , the richness, Nmem, and the distance, d, between the peak and the cluster location. Open circles on Figures 1, 2, and 3 show the locations of the peaks matched with a single CAMIRA cluster. When multiple clusters are matched, the multiplicity is indicated by the number of concentric open circles. The diameter of the circle roughly reflect the rank of the cluster such that highly ranked peaks have larger circles. Table 3 summarizes the multiplicity of the matching.
The angular resolution of the weak lensing mass map is usually poorer than that of X-ray map and therefore, the peak position could not be the best proxy for the real dark matter halo center. However, the offset between the real center and our detected peak cannot largely exceed 1.5 arcmin because we adopted the smoothing scale of 1.5 arcmin. The simulation study done by Dietrich et al. (2012) also shows that the offset between the peak position and dark matter halo center is usually smaller than 1 arcmin. On the other hand, the cluster center (the BCG position) is known to have larger scatter up to 1h −1 Mpc with respect to the X-ray center as is shown in Fig.12 of Oguri et al. (2017a) . Therefore, in this work, we adopt the peak position as an approximate position of dark matter halo center because not all of X-ray data are in hand. Figure 5 shows the distance between the peak and the cluster center versus SN of the peak where the larger scatters is observed for less significant peaks. This might suggest that the physical association of the peak with the clusters is unlikely whose separation is as large as 1.5h
Mpc although we are not certain how large the actual scatter of BCG position is in CAMIRA catalog.
We have 11 peaks which have no counterpart in the CAMIRA cluster catalog. What is the nature of these peaks? We search for the counterparts in a cluster catalogs generated by Wen & Han (2015) (WHL15), which is based on the Sloan Digital Sky Survey, with the same matching tolerance of 1.5h −1 Mpc in physical distance. Eight peaks out of the 11 peaks are found to have the counterparts within 0.5h −1 Mpc.
The mean richness of the entire WHL15 clusters is 24.7. Half of the matched counterparts have richness that exceed the mean and the other half have the richness below the mean.
Each cluster catalog has different selection criteria. For example, CAMIRA has set the lowest redshift limit to z = 0.1 and this explains why the peak rank 6 (Abell 2457 at z = 0.0594) is unmatched with CAMIRA catalog. The richness threshold is also different such that CAMIRA richness threshold is more conservative than WHL15. We note that the definitions of the richness are different between CAMIRA and WHL15, and therefore we cannot directly compare the richness values between these two catalogs.
Three peaks are still unmatched with neither with CAMIRA nor WHL15 (rank = 23, 40, 59). We inspect the images around peak 23, and find, with a distance of 21.3 arcsec from the peak position, a peculiar group of galaxies that consist of five cores. The system was studied by Filho et al. (2014) in which they confirmed that it is indeed a multiple dry merger at z = 0.18. It is however unlikely for this system alone to generate the observed lensing signal of ν = 5.42 unless we assume the unusually high mass-to-light ratio. We revisit the three-dimensional richness map where the CAMIRA clusters are searched, and find that there is a low richness (Nmem ∼ 10) group at z = 0.18 which coincides with the peak 23. It is also found that the galaxy catalog, on which the CAMIRA cluster was based, does not include these five galaxy cores. It appears that the existence of a bright star (B = 14) close to the mergers (distance of 16.6 arcsec) masks out these galaxies from the galaxy catalog. Once we count on these five galaxies that undergo dry merger, the richness of this cluster candidate reaches the richness threshold (Nmem = 15) set for CAMIRA cluster search. Therefore, we conclude that the lensing signal is likely to be generated by this galaxy cluster at z = 0.18.
As for the peaks 40 and 59, their ν do not exceed five significantly, implying that these two peaks can be induced either by statistical errors or a chance projection of small systems along the line-of-sight. Following Utsumi et al. (2014) , we evaluate a probability to find a spurious peak with ν ∼ 5 in the weak lensing map analytically. Given a smoothing length of θs = 1.5
′ and an effective area of 160 deg 2 , the analytical calculation gives the probability to find a spurious peak with ν ∼ 5 is ∼ 2σ level. Also, we calculate an expected number of spurious peaks exceeding ν = 4.7 on the 160 deg 2 weak lensing map using Equation 10 in Utsumi et al. (2014 In Figure 4 (a) we find that the negative E-mode signal is visible above the noise level. This should reflect the existence of less dense region (chain of voids) along the line-ofsight. We identify two significant trough of ν < −5 at (RA2000, DEC2000) = (216.947, −0.234896) and (179.606, 0.312002). Visual inspections of these regions indeed show that they are less populated by galaxies.
X-ray counterparts
We now correlate our mass map peaks with published X-ray clusters to compare the selection functions of lensing and Xray cluster searches. Piffaretti et al. (2011) sorted out catalogs of X-ray clusters to generate a useful meta-catalog, called MCXC. Among them, we are interested in the catalogs based on 1 We note that peak 40 has a counterpart with a separation of 30 arcsec in a catalog by Goto et al. (2002) (SDSS CE J216.867157-00.209108) z = 0.174 and peak 59 matches with a group at z = 0.03855 identified by Berlind et al. (2006) . Because their clusters are more abundant due to their choice of lower detection threshold, the match could be accidental.
the ROSAT All Sky Surveys (RASS) composed of the northern NORAS and southern REFLEX (Voges et al. 1999) . Figure 6 shows the sky distribution of the NORAS/REFLEX clusters compiled in the MCXC catalog. The Figure indicates that our survey fields are buried well within the area where the X-ray clusters were searched. We find that two peaks are matched with the X-ray clusters under the tolerance of 5 ′ (see Table 4 ).
Here we adopt the slightly increased tolerance radius of 5 ′ following the argument by Shan et al. (2012) where they argue the existence of additional noise in the X-ray centers. The Table  also shows that there are two X-ray clusters which are within our survey field but have no counterpart in the peak list. The redshifts are 0.0175 and 0.1259, respectively, and the latter has a counter part in the CAMIRA catalog although the former does not because of its low redshift value (the CAMIRA cluster catalog is constructed only at z > 0.1). The locations of these four X-ray clusters are shown by large open triangles in Figures 1, 2 , and 3. One of our survey field is designed to overlap with the wide field survey by the XMM-Newton satellite called XXL (Pierre et al. 2016) . We compare the peak list with X-ray clusters published in Pierre et al. (2016) . The location of the XXL brightest 100 clusters are presented as small open triangles in Figure 1 . In the overlap region, we find 39 XXL clusters among which three weak lensing peaks are matched under the tolerance of 5 ′ , as is summarized in Table 5 . Turning the problem around, two peaks do not have any counterparts in the cluster catalog although they are well inside the XXL survey footprint.
Mass estimate of the clusters
For each peak, we estimate the cluster mass from the observed tangential shear radial profile which is azimuthually averaged in the annulus. We assume that the density of the dark matter halos follows the NFW profile
where ρs is the characteristic density and rs is the scale radius. The two-dimensional surface mass density is computed as
where R is the projected radial distance. The differential surface mass density is then given by,
and
where g(R, rs) is given by equation (8) in Ford & VanderPlas (2016) . In this paper, we define the cluster radius r∆ within which the mass density is a factor of ∆ larger than the critical mass density, ρc. The mass inside the r∆ is naturally calculated as
Here we introduce the concentration parameter c∆ as
In the mean time, Navarro et al. (1997) showed that ρs is given by
where we adopt ∆ = 500 in this paper. Observationally, the differential surface mass density, ∆Σ(R), is constrained by the tangential shear γT (R). In the case of spherically symmetric dark matter halo which we assume throughout this paper,
where
with D l , D ls , Ds being the angular diameter distances to the lens, between the lens and source galaxies and to the source, respectively. The distance factor, D ls /Ds is averaged over the background source galaxies whose photometric redshift is 5% larger than the redshift of the lens. By fitting the radial profile of the tangential profile, we can constrain (ρs, rs) using equations (13), (14), and (18), and then (M∆, c∆) is obtained using equations (15) to (17). We assume a flat cosmology where ρc(z) is given by
Fitting is made in the physical scale between 0.2 to 7h −1 Mpc for all cases.
As an example, Figure 7 shows the observed radial profile of differential surface mass density for rank 4 peak. The error of each point is estimated from the orthogonal shear component. The best-fit NFW profile is shown by the solid line, which have the mass and the concentration parameter values of (M500, c500) = ((2.97 ± 0.69) × 10 14 h −1 M⊙, 2.1 ± 1.0). We present the (M500, c500) of all isolated peaks (that matched with one CAMIRA cluster) in Table 2 . The mass of multiply matched peaks are not shown to avoid confusion. We note that the constraint on the concentration parameter is poor for these individual peak analysis because the constraint in the inner region is limited.
The measured mass depends largely on the outskirts of the dark matter halo and we do not include the central part of the shears for fitting in order to avoid the influence from dilution effect (See. 5.4), the error caused by the uncertainties of the dark matter halo center is negligible. 
Discussions
Number of the observed peaks
We compare the observed numbers of peaks with the analytic model calculation, which is presented in Appendix 1. The analytic model is verified by the peak numbers derived from 100 mock galaxy catalogs from all-sky N -body simulations with ray-tracing calculations (Oguri et al. 2017b; Takahashi et al. 2017) . The observed peak count is shown in Figure 8 as a histogram whereas the peak counts expected from the analytical model assuming the WMAP nine year cosmological parameter results (Hinshaw et al. 2013 ) is shown as a solid line (hereafter WMAP9). We see a good agreement between the observation and the model. Dashed line in the figure shows the expected peak count assuming the Planck 2015 cosmological parameter results (Planck Collaboration et al. 2016a) whose σ8 is higher than that of WMAP9 (hereafter Planck15). The result suggests that our observation favors the low σ8 WMAP9 cosmology. We estimate the effect of the dilution by cluster member galaxies (see Appendix 2 for details), and find that it is not sufficiently large to change our conclusion. However, as discussed in Appendix 2, our calculation may underestimate the dilution effect. More careful assessment of the dilution effect should be made before drawing any firm conclusion.
In addition to the comparison of the number counts, the analytic model allows us to estimate the the selection function of the shear selected cluster sample. Figure 9 compares the selection function in the the M500-z plane derived from the analytic model is compared with estimates of M500 for individual peaks from fitting of tangential shear profiles presented in Section 4.3. We find that masses and redshifts of individual peaks are indeed located in the relatively high completeness region of the M500-z plane. The expected number counts of shear selected clusters are obtained by combining the completeness with the mass function of dark halos. Figure 10 compares the redshift distribution of our shear selected cluster sample with the theoretical expectation, which again shows a good agreement. The well-defined selection function is one of the biggest advantages of a shear selected cluster sample.
Weak lensing masses of X-ray clusters
We find that two peaks have counterparts in the MCXC catalog (Section 4.2), both of which are Abell clusters. Table 4 presents the mass estimates for these clusters, both from the tangential shear lensing signals and from the X-ray luminosity from Piffaretti et al. (2011) . Although the error associated with X-ray mass estimate is not given in the literature, at least a level of 20% error is expected considering the large intrinsic scatter in the LX -MX relation. Therefore, we find that both the lensing and the X-ray mass estimates are consistent for these two clusters.
There are two other MCXC clusters inside our survey area, for which no counterpart is found in the shear selected cluster catalog. One is MCXC J0920.0+0102 at the redshift of 0.0175 whose mass estimated from X-ray luminosity is 0.13 × 10 14 M⊙. Because the redshift of the cluster is too low, the lensing efficiency is small for this cluster and as a result the probability to detect the clusters of that mass is less than 10% according to Figure 9 . The other one is MCXC J1415.8+0015 at z = 0.1259 with the mass of 1.2×10 14 M⊙ which is inconsistent with our 2σ upper limit of 0.6 × 10 14 M⊙. From Figure 9 , we estimate that the probability to detect a cluster with the mass and redshift of MCXC J1415.8+0015 is 80%. Therefore, the discrepancy between the two mass estimates is not negligible for this cluster. In summary, the weak lensing mass estimates of three out of four clusters are consistent with those from Xray, whereas one cluster shows mild inconsistency in the mass estimates. Figure 11 presents the comparison of the shear selected clusters with the MCXC clusters in the the M500-z plane. Among the shear selected clusters, those that are matched with single CAMIRA clusters are shown here to guarantee the accuracy of the weak lensing mass estimates. This comparison indicates that weak lensing shear tends to probe less massive clusters toward higher redshifts, although there is an overlapping region in which clusters from both the cluster samples are distributed. We are particularly interested in shear selected clusters above the typical mass limit of MCXC estimated from the flux limit of 1.8 × 10 −12 erg s −1 cm −2 combined with the L-M relation given by the equation (10) in Böhringer et al. (2014) (solid line in Figure 11 ) and the redshift below 0.2 where mass estimates are expected be more robust. There are five peaks in our catalog that satisfy this criterion, which are summarized in Table 6 . We check the XMM, Chandra and Suzaku X-ray archives to identify X-ray counterparts for these five peaks, and find that peak rank 31 has its counterpart in the Chandra archive. Because the X-ray source falls in the gap of the Chandra CCDs, only partial image is obtained. The X-ray emission is extended, and from the partial image we derive the lower limit of the X-ray source to be 2.2 × 10 43 erg s −1 .
For the other four peaks (rank 3, 24, 38, 46), neither Suzaku, XMM-Newton, nor Chandra archive data are currently available. We thus estimate the X-ray luminosity of each cluster from the RASS spectrum integrated from a circular region centered on the peak. The extraction radius is 1 ′ (∼ 1 Mpc) for rank 3, 38, 46, whereas it is 9 ′ for rank 46 because of the lack of data within 6 ′ . Assuming that the observed RASS spectrum is represented by a sum of ICM thermal emission, the Galactic soft X-ray emission (0.1 keV Local Hot Bubble and 0.3 keV Milky Way Halo components), and the comic X-ray background (Kushino et al. 2002) , we perform the spectral fitting and derive the 3σ upper limit on the 0.1-2.4 keV X-ray luminosity (Table 6 ). Here the APEC thermal plasma model (Smith et al. 2001 ) is assumed for the ICM component and the temperature and the metal abundance are fixed at 5 keV and 0.3 solar, respectively. From a comparison with the massluminosity relations given in Figure 3 of Giles et al. (2015) , it appears that shear-selected clusters tend to be underluminous in X-ray. Due to large uncertainties associated with the present analysis, however, further deep observations using Chandra or XMM-Newton would be essential to constrain X-ray temperature and other properties. In fact, inside the search radius of 3 ′ , two peaks, rank 24 and 38, are found to have faint X-ray sources on the second ROSAT all-sky survey catalog (Boller et al. 2016 ); 2RXSJ162010.5+422811, 2RXSJ120955.7-003234, respectively.
We then compare the masses of the four clusters that have matched with the published X-ray clusters in the XXL survey. The mass estimate XXL cluster is based primarily on the X-ray temperature inside the fixed 300 kpc aperture which was calibrated by the weak lensing data taken by CFHT Legacy Survey (Lieu et al. 2016 ). The results shown in Table 5 indicate that our weak lensing mass estimates are consistent with the XXL mass estimates for the four clusters. This is somehow inconsistent with the suggestion by Giles et al. (2015) that weak lensing selected clusters tend to be embedded in the filaments viewed near the line-of-sight and the mass tends to be overestimated by the filaments. Hamana et al. (2012) also argued, based on ray-tracing simulations and an analytic halo model, that shear selected clusters exhibit the orientation bias such that their major axes are preferentially aligned with line-of-sight direction, which also induces the mismatch between lensing and X-ray masses. We see no evidence of such a bias in our weak lensing selected samples shown above, presumably due to the small sample size.
In the cross-match of the peaks with the published XXL clusters, there are two peaks that do not have counterparts in the XXL cluster list. We show these samples in the M500-z plane in Figure 12 , together with other XXL clusters inside our HSC S16A survey area. Both peaks are located above the 50% completeness limit of the XXL cluster sample. Therefore, given their lensing masses these clusters should have been detected by XXL, assuming that these clusters follow the standard mass-luminosity scaling relation. We note, however, that the XXL cluster catalog was constructed by using both X-ray core size and flux, and therefore such non-detected clusters might be more extended rather than under-luminous. Further studies over wide field is vitally important to understand X-ray gas properties and also to study some other systematic bias in different techniques to search clusters. The eROSITA will provide a good opportunity to conduct this type of work.
Stacked X-ray emission
As we were able to identify only a limited number of X-ray counterparts for the shear-selected peaks, we stack the X-ray emission from ROSAT around the shear selected peaks with a procedure somewhat similar to Anderson et al. (2015) . As the shear peaks have limited centering accuracy, we used the position and redshift of the optical cluster counterparts that correspond to our shear-selected peaks. We first extract a RASS image in the energy band (0.5-2.0) keV around the optical counterparts extending out to the mean 2R500c, as well as the corresponding RASS exposure map. Dividing the RASS image by the exposure map, yields an image with the counts per second for each cluster. We then perform a weighted addition of these RASS images together to produce a stacked image. The weight we use
, standardizes the flux to its expectation at the median redshift of our shear selected clusters (z med = 0.27). Known point sources are excluded in the stacking procedure. Such a stacked image is shown in Figure 13 and shows that we can clearly detect emission from our shearselected clusters once they are stacked. We have checked that our stacked image is similar even if we first stack the raw count images and divide by the total exposure at the end.
We then compute the count rate of X-ray photons within R500c for the average mass and subtract the expected count rate due to the background estimated within an annulus of [1, 2] R500c. We obtain a net count rate (3.2 ± 0.6) × 10 −2 cnt/s, where the errors on the count rates were estimated using the jackknife technique. These count rates are then converted to a X-ray luminosity assuming a metallicity which is 0.2 solar, the average column density NH = 3 × 10 20 cm −2 . The X-ray luminosity we obtain for our shear selected clusters is Lx = (1.5 ± 0.3) × 10 44 ergs −1 in the 0.1 − 2.4keV.
To compare with X-ray selected clusters, we similarly stacked the RASS images around clusters in MCXC catalog Piffaretti et al. (2011) with an X-ray luminosity greater than that expected given the mass-detection threshold for our shearselected clusters (see Figure 9) . We also applied the following selection criteria 0.01 < NH /10 22 cm −2 < 0.06 and 0.01 < z < 0.6 which corresponds to the same range as those for shearselected clusters. The average X-ray luminosity of these clusters based on the MCXC catalog is Lx = 2.9 × 10 44 ergs −1 in the 0.1 − 2.4keV band. Our procedure for computing Lx based on the stacked RASS image (see right panel of Figure 13 ) yields (29 ± 2) × 10 −2 cnt/s at a median redshift of z = 0.14.
This corresponds to Lx = (3.1 ± 0.2) × 10 44 ergs −1 in agreement with the average value based on the MCXC catalog. This shows that the X-ray luminosity of our shear-selected clusters is about half of that expected from X-ray selected clusters at ∼ 5σ level. Since the shear-selected clusters are unbiased to selection effects in X-ray surveys concerning X-ray luminosity and dynamical states, this demonstrates its potential power to discover X-ray underluminous clusters. Once selection effects due to orientation biases are accounted, the shear selected clusters could potentially provide hints to resolving the discrepancy in the number of clusters discovered through the SZE (Planck Collaboration et al. 2016b) or X-ray (Pacaud et al. 2016 ) method and the predictions for these abundances based on cosmological parameters inferred from the cosmic microwave background observations (Planck Collaboration et al. 2016a).
Average radial density profile of clusters from stacked lensing
The lensing signal depends both on the total mass of the cluster and its radial density profile. More concentrated clusters are more likely to be detected by lensing. In order to see how our weak lensing clusters sample differs from clusters studied so far, we check the average radial density profile of our sample. As is presented in Figure 7 , lensing signals from individual clusters are not sufficient to constrain the radial profile accurately. Instead, we carry out a stacked lensing analysis. We compute the differential surface mass density (equation 18) for each cluster. We select source galaxies behind the cluster based on the photometric redshift. We then stack them to obtain the average differential surface mass density
where we calculate averaged Σcr for each i-th cluster and the angular separation from the center, θ, is scaled to physical length when stacking. Figure 14 shows the stacked differential surface density profile around 50 weak-lensing peaks that are matched with single isolated CAMIRA clusters. The average redshift of the sample is 0.27. The data is fitted to an NFW profile on the physical scale between 0.3 to 1.7h −1 Mpc to obtain the mass, M500 and the concentration parameter, c500 as (2.03 ± 0.13) × 
10
14 h −1 M⊙ and 1.91 ± 0.37, respectively. Here we adopted 1.7h −1 Mpc for the outer radius limit to avoid possible contamination from 2-halo term. This result is shown in Figure 15 as a open circle. In projection, the 2-halo term is nearly constant out to about 3 virial radii, so that the 2-halo contribution to the differential surface mass density (∆Σ) is negligible at small cluster-centric distances, and it becomes dominant only at large distances, R ∼ 5 virial radii (Oguri & Hamana 2011 ). These expected behaviors are consistent with recent cluster weak-lensing observations (e.g. Okabe & Smith 2016) , and the NFW density profile provides an excellent description of the projected matter distribution around clusters out to about 2 virial radii (Umetsu et al. 2016) . Therefore, the 2-halo term with in the physical scale of 1.7h −1 Mpc is negligible.
If cluster member galaxies are mis-identified as background galaxies, the observed lensing signal can be systematically underestimated progressively toward the cluster center (Medezinski et al. 2010) , in proportion to the fraction of unlensed galaxies whose orientations are randomly distributed. This dilution effect is a major source of cluster weak-lensing measurements, and is not accounted for in our analysis described above. To establish optimal source selection schemes for unbiased cluster weak-lensing measurements, Medezinski et al. (2017) examined the degree of cluster contamination by analyzing a large sample of ∼ 900 CAMIRA clusters with richness greater than 20 identified in ∼ 160 deg 2 of HSC-SSP data. According to the findings of Medezinski et al. (2017) (see Figure 10 of Medezinski et al. 2017) , the level of dilution reaches up to 15% at a cluster-centric radius of r = 0.3h −1 Mpc and becomes less than 10% at r > ∼ 0.5h −1 Mpc.
2
We ac-2 We note that Medezinski et al. (2017) measured the weak-lensing signals count for this dilution effect by applying corrections obtained by Medezinski et al. (2017) at each cluster radius r. The filled circle in Figure 15 shows the best-fit c-M relation (M500 = (2.13 ± 0.13) × 10 14 h −1 M⊙, c500 = 2.41 ± 0.46) derived from our stacked lensing analysis after correcting for the dilution effect. Compared with the original estimates (open circle), the dilution correction increases M and c by 5 % and 26 %, respectively. Note that M and c in Table 2 are the values before the dilution correction. Mis-centering of dark matter concentration can also lower estimates of the concentration parameter. Here, we adopted the peak position as the center, whose uncertainty is expected to be an order of the smoothing scale that we adopted, i.e., ∼ 1 ′ . This angular scale is smaller than the innermost radius of radial profile fitting, 0.3h −1 Mpc, for the clusters below the redshift of 0.5 where most of our samples are located. Thus the mis-centering does not affect the estimate of the concentration parameter significantly. It is interesting to adopt the CAMIRA's BCG positions as the center of halo and to try the same stacking analysis. The best fit parameter that obtained through this trial is (M500, c500) = (1.78 ± 0.12) × 10 14 h −1 M⊙, 1.13 ± 0.23). Compared with the original estimates, the mass does not change significantly whereas c drops largely. This suggests that the adoption of the BCG position in fact increase the degree of mis-centering of the dark matter halos, which is consistent with the expectation as discussed in Sec. 4.1. Several groups have reported observational results from NFW fits to the lensing profiles of X-ray luminous clusters (Umetsu et al. 2009; Okabe & Smith 2016; Umetsu & Diemer around CAMIRA clusters as a function of comoving cluster radius, whereas we stack clusters in proper length units.
2017). They obtained
which corresponds to c500 ∼ 3 and is consistent with our results. Mandelbaum et al. (2006) estimated the mass-concentration relation using galaxy-galaxy lensing based on the SDSS data and showed that cvir = 5 ± 1 (c500 ∼ 2.5) in our mass range. Therefore, our estimate is also consistent with their result.
On the other hand, Umetsu et al. (2011) obtained cvir = 7.68 +0.42 −0.40 from spherical NFW fits for a sample of four strong-lensing-selected superlens clusters with Mvir ≃ 1.5 × 10 15 h −1 M⊙, corresponding to c500 = 4.22 ± 0.25 at M500 = (10.08 ± 0.58) × 10 14 h −1 M⊙. The superlens sample is characterized by large Einstein radii > 30 arcsec (for a fiducial source redshift of z = 2). Their concentration is apparently higher than our c measurement of the shear selected clusters. Oguri et al. (2012) found similarly high concentration parameter estimates for their strong-lensing clusters selected from SDSS data. This discrepancy can be solely explained by the selection and projection bias of strong-lensing-selected clusters as discussed in Oguri et al. (2012) and Umetsu & Diemer (2017) .
Since the lensing-derived concentration parameter is sensitive to the selection and projection effects, if we obtain a halo concentration that is consistent with the theoretical massconcentration relation, it may imply that shear selected cluster populations of clusters are statistically different from those selected by the strong-lensing properties and they are not biased toward very high concentrations. Unlike strong-lensingselected cluster samples, our weak lensing clusters are selected primarily because they are massive. While Hamana et al. (2012) predicted the moderate orientation bias for shear selected clusters, the bias is predicted to be much weaker than that for stronglensing-selected clusters. Therefore we may need a much larger sample of shear selected clusters to find any possible evidence of the selection bias for shear selected clusters. A caveat is that Hamana et al. (2012) predicted larger orientation bias for higher ν peaks, which should also be tested with observations. In Figure 15 , several numerical predictions are shown, including Duffy et al. (2008) , Dutton & Macciò (2014) , Bhattacharya et al. (2013), and Kravtsov (2015) , where different models are calibrated for different ΛCDM cosmologies. For the Diemer & Kravtsov (2015) model, which is applicable for any cosmology, we assume the WMAP9 cosmology. Combined with the result with Umetsu & Diemer (2017) and taking the dilution correction into account, we slightly disfavor the prediction by Duffy et al. (2008) which assumes WMAP5 in their calculation.
The cluster mass-concentration relation is sensitive to cosmological parameters. In particular, its normalization is highly sensitive to the combination of Ωm and σ8, As demonstrated in Dutton & Macciò (2014) , more recent cosmological models (since WMAP3) take higher values of (Ωm, σ8), thus predicting a higher normalization in the mass-concentration relation. This may explain the inconsistency against Duffy et al. (2008) adopting WMAP5 whose normalization is lower than the later WMAP and Planck.
Among the concentration models considered here, all except Diemer & Kravtsov (2015) show a monotonic decrease of c as M increases. Diemer & Kravtsov (2015) , however, predicts an upturn at high masses due to dynamically un-relaxed, forming halos (Ludlow et al. 2010) . With the full survey data in hand where we expect more than a six times larger sample, we will be able to distinguish these concentration models and to observationally establish the mass-concentration relation over a wide range of the cluster mass and the redshift.
Conclusion
We have constructed a shear selected cluster catalog containing 65 mass map peaks with ν > 4.7 from the HSC-SSP Wide S16A dataset covering ∼ 160 deg 2 . The cluster catalog is large in size yet has small contaminations from false positives. We have found that all the mass map peaks with ν > 5.1 have physical counterparts, and only 2 out of the 65 clusters are probably false positives. The peak counts are found to be consistent with the predictions from WMAP9 cosmology but the tension appears to exist if we adopt the Planck15 cosmology. The comparison with the published X-ray catalogs have shown that cluster masses estimated from lensing are consistent with X-ray mass estimates, although the matched sample is small. On the other hand, there exist a few X-ray undetected shear selected cluster candidates which should have been detected by the existing X-ray surveys if the clusters follow the standard mass-luminosity relation. We stacked RASS X-ray images around the shear-selected clusters and compare with X-ray selected clusters given the same selection function of the mass. We found that the average X-ray luminosity for the shear-selected clusters are about half of that of the X-ray selected clusters at the ∼ 5σ level. It indicates the existence of the population of X-ray underluminous clusters and that the shear-selection can discover such a population. Future studies to constrain the abundance of such clusters are necessary. Stacked lensing analysis suggests that the average radial mass profile of the shear selected clusters is not too concentrated, which implies that shear selected clusters do not exhibit strong selection bias on the orientation or the internal structure, and that the clusters are selected basically because they are massive.
This paper presents the initial results on shear selected clusters from the HSC-SSP survey. At the completion of the HSC-SSP survey, the shear selected cluster sample would potentially be at least six times larger, which is sufficiently large to conduct various statistical studies with high accuracy.
Here we present a halo model prediction of the number counts of peaks, focusing on the high ν region where single clusters dominate the signals.
The signal to noise ratio ν defined in equation (10) considers only the pure statistical noise of the measurement, σnoise, which is proportional to σe/ N gal , where σe and N gal is the intrinsic galaxy ellipticity per component and the number of source galaxies, respectively. In the real cluster search with weak lensing mass peaks, the large-scale structure along the line-of-sight acts as a noise, which we describe as σLSS. It can be computed from the cosmic shear power spectrum C ℓ as
whereÛ (ℓ) is the Fourier counterpart of the filter U (θ)
The cosmic shear power spectrum is related to the matter power spectrum Pm(k; z) as
where the critical surface density Σcr is defined in equation (19). We fully take account of the redshift distribution of source galaxies by computing D ls /Ds by averaging the distance ratios over the sum of the probability distribution functions of photometric redshifts of individual galaxies (Tanaka et al. 2017) . For the matter power spectrum Pm(k; z), we use the halofit model of Smith et al. (2003) and Takahashi et al. (2012) . For a single NFW halo with the mass M , the concentration parameter c, and redshift z, the peak SN ν peak is computed as
where κNFW is the convergence profile for the NFW halo. Again, we include the redshift distribution of source galaxies in Σcr that is used to compute κNFW. We then compute the number density of mass map peaks with ν1 < ν < ν2 as
where dn/dM is a mass function of dark halos (Tinker et al. 2008) , dp/dc is the distribution of the concentration parameter which we assume log-normally distributed dp dc
We use the model of the concentration parameter presented by Diemer & Kravtsov (2015) , which takes account of the cosmology dependence of the concentration parameter as a function of halo mass and redshift. The selection function S(M,z,c;ν1,ν2) is
where we consider σLSS (equation 22) to incorporate the noise enhancement by large-scale structure. The selection function S(M,z,c;ν1,ν2) take accounts of the scatter of peak heights due to the shot noise (σnoise) as well as random projections of halos along the line-of-sight (σLSS). Given that this model includes the situation that ν of halos with relatively small masses are significantly boosted by σLSS, peaks generated by projections , whereas filled triangles with errors show the peak counts from mass maps with 100 mock shear catalogs (Oguri et al. 2017b ). In both analytic and mock calculations, WMAP9 cosmology is assumed, and the multiplicative bias is set to m = 0.
of multiple small halos along the line-of-sight are taken into account in this model, at least to some extent. In a simple case where the source galaxy density is uniform across the survey area, the shot noise σnoise in equation (26) can be simply estimated as
where σe is the rms error on the galaxy ellipticity per component. In practice, however, σnoise is not uniform but has a spatial pattern due to the effects of the boundary, masking, and the inhomogeneous source number density. The spatial pattern of the noise σsigma can be estimated from the variance in mass maps using randomized galaxy shape catalogs, as done in Section 3.1. This allows us to derive the mass map area as a function of σnoise. Specifically, we denote Ωi as the total area of mass maps that have the estimated shot noise σi − ∆σ/2 < σ(θ0) < σi + ∆σ/2. In this case, the total number of mass map peaks with ν1 < ν < ν2 is given by
To check the accuracy of this analytic model prediction, we compare the number counts from equation (34) with results from mock shear catalogs. Oguri et al. (2017b) constructed mock shear catalogs for the first-year HSC shear catalog. The mock has the same spatial distribution as the real shear catalog from the observations, but the ellipticities of individual galaxies with mock ellipticity values. The mock ellipticity values are determined first by randomly rotating the orientations of indi- we adopt a uniform σnoise, which is computed from the input source number density ng and the intrinsic ellipticity of σe = 0.4. In the calculation we also include the evolution of the mean source redshift as a function of ng assuming the relation ng = 30z
vidual galaxies and then adding cosmic shear taken from raytracing simulations (Takahashi et al. 2017 ). The comparison is given in Figure 16 . In this comparison, we assume WMAP9 cosmology for both the analytic and mock calculations. The multiplicative bias is also set to m = 0 for this comparison. We find a good agreement between the analytic model and mock result.
The analytic model allows us to explore the expected number density of mass map peaks as a function of various survey parameters. As a specific example, we predict the number density of mass map peaks with significant SN, ν > 5, as a function of the survey depth. Deep imaging increase both the source number density ng and the mean source redshiftzm. We include this correlation assuming a simple monotonic relation between these two as ng = 30z 3 m arcmin −2 , which roughly reproduces the observed trend. We also include the redshift distribution of the source galaxies assuming n(z) ∝ z 2 exp(−z/z0) with z0 =zm/3. The result shown in Figure 17 indicates that the peak number counts is indeed a very steep function of the survey depth. For example, the peak number density is enhanced by a factor of ∼ 20 from ng = 10 arcmin −2 to ng = 30 arcmin −2 .
This prediction highlights the importance of deep imaging surveys as realized by the HSC-SSP survey for constructing a large sample of shear selected clusters. are taken from the CAMIRA catalog. M500,XXL−T are taken from Pacaud et al. (2016) , and M500,XXL−WL from Lieu et al. (2016) . L 500(XXL) is measured in the 0.5 -2 keV band. We find the counterpart of the peak 32 on Chandra archive. All the other upper limit come from RASS.
