The Odd Cycle Transversal problem (OCT) asks whether a given undirected graph can be made bipartite by deleting at most k of its vertices. In a breakthrough result, Reed, Smith, and Vetta (Operations Research Letters, 2004) gave a O(4 k kmn) time algorithm for it; this also implies that instances of the problem can be reduced to a so-called problem kernel of size O(4 k ). Since then, the existence of a polynomial kernel for OCT (i.e., a kernelization with size bounded polynomially in k) has turned into one of the main open questions in the study of kernelization, open even for the special case of planar input graphs.
an equivalent instance with size bounded by some function of k, a so-called kernelization. 1 However, the kernel size bound implied is the same function f (k) as occurs in the running time bound, which for nontrivial parameters will almost certainly be superpolynomial in k (e.g., unless P = NP).
A more useful notion of efficient data reduction is polynomial kernels; that is, kernelizations with kernel size bounded polynomially in the parameter. Prominent examples of this include, for example, the classic reduction of VERTEX COVER to 2k vertices [Nemhauser and Trotter 1975; Chen et al. 2001 ] and the recent reduction of FEED-BACK VERTEX SET to size O(k 2 ) by Thomassé [2010] . Having small (polynomial) kernels provides a formalization of efficient data reduction, and, additionally, producing them often requires significant insight into the combinatorial structure of a problem. Accordingly, the search for more and better kernelizations has evolved into a main branch of parameterized complexity, and, in particular, the existence of a polynomial kernelization for a problem is seen as a significant threshold, comparable to the existence of an FPT algorithm in the first place. This is reinforced by the seminal work of Bodlaender et al. [2009] and Fortnow and Santhanam [2011] , which provides techniques to show that certain problems do not admit polynomial kernels unless the polynomial hierarchy collapses.
Still, some problems have so far resisted classification with respect to existence of polynomial kernels. Among these, emerging as the most important and most frequently raised questions is the existence of polynomial kernels for the problems Odd Cycle Transversal (OCT) and Directed Feedback Vertex Set (DFVS) (cf. [Bodlaender et al. 2010] ). Both problems are also open even in the restricted case of planar graphs [Bodlaender et al. 2009a] . In this article, we focus on OCT, where the question was first raised in Guo et al. [2006] ; see also the recent survey on lower bounds for kernelization by Misra et al. [2011] .
The Odd Cycle Transversal Problem. The Odd Cycle Transversal problem asks whether a given graph G can be made bipartite by deleting at most k of its vertices. Together with natural variants such as edge bipartization, the edge deletion version, and balanced subgraph, the problem of removing odd-parity cycles in signed graphs, this problem has numerous applications (see, e.g., Hüffner [2009] and Hüffner et al. [2010] ), and has received significant research attention [Reed et al. 2004; Guo et al. 2006; Fiorini et al. 2008; Hüffner 2009; Hüffner et al. 2010; Kawarabayashi and Reed 2010; Guillemot 2011] . With respect to parameterized and exact computation, the breakthrough result was the O(4 k kmn) time algorithm by Reed, Smith, and Vetta [2004] 2 ; the currently fastest algorithm, runtime O(2.3146 k n c ), is due to Lokshtanov et al. [2012] . The best known approximation result for OCT is O( log n) due to Agarwal et al. [2005] , improving on earlier results with a ratio of O(log n) [Garg et al. 1996 ]. For edge bipartization there is also an O(log OPT)-approximation by Avidor and Langberg [2007] . Under the unique games conjecture, neither problem can have a constant-factor approximation [Khot 2002] .
To understand why the OCT problem has resisted kernelization for so long, we consider a few common features for related problems with polynomial kernels. We restrict ourselves to the class of graph modification problems; that is, finding a minimum number of modifications of vertices and/or edges in a given graph to achieve a given property (like bipartiteness). We claim two major themes: namely, problems defined by sparse target properties (e.g., being a forest for feedback vertex set; see Thomassé [2010] for a kernel) and problems defined by a constant number of constant-sized forbidden structures (e.g., induced paths on three vertices for cluster editing; see Chen and Meng [2012] for a kernel). Only few polynomial kernels are known for target properties that do not have either characteristic, and for those that exist, one can often argue an exception. For example, there is a polynomial kernel for feedback arc set in tournaments [Bessy et al. 2011 ], but here it is sufficient to consider directed cycles of length 3. Similarly, there is a polynomial kernel for chordal completion [Natanzon et al. 2000 ], but here, a large obstacle is helpful in that a chordless cycle of length t requires at least t − 2 edges to be added. No such useful exception is known for OCT.
We also point out that OCT is not covered by any of the meta-kernelization results that apply for graph problems restricted to sparse inputs, such as planar, bounded genus, and H-minor free graphs [Bodlaender et al. 2009b; . Thus, the question is open even for planar inputs.
Our Work. In this article, we give a randomized polynomial kernelization for OCT, for unrestricted input. The kernel takes the form of a compression of the instance into a polynomial-sized matrix (with bounded entry lengths), such that the independent sets of columns in the matrix reveal whether the instance is positive or negative. By the NP-completeness of OCT, this then implies a randomized polynomial kernel.
Let us briefly outline how this result is obtained. A core component is the algorithm of Reed et al. [2004] , which takes an approximate solution X and shrinks it to an OCT of optimal size. This process consists of first creating an auxiliary graph G , with a set of terminals X corresponding to X, and then for 3 |X| partitions X = S ∪ T ∪ R computing the minimum (S, T )-vertex cut in G − R. We observe that the required information for this step-namely, the sizes of all such min-cuts-can be encoded into a matroid with O(|X|) elements. Furthermore, a representation of said matroid as a matrix of total coding size cubic in |X| can be computed in randomized polynomial time. The particular type of matroid used, called a gammoid, was introduced by Perfect [1968] ; we use a result of Marx [2009] for computing the representation (see Section 2 for definitions). To get the initial set X, we use the O( log n)-approximation of Agarwal et al. [2005] to produce an O( √ OPT)-approximation, giving an O(k 4.5 )-size randomized polynomial compression and completing the kernelization.
The approach of applying matroid theory to kernelization is a new tool in the field, which has already had applications to further kernelizations; see related work discussed later. The current work is also one of very few randomized polynomial kernelizations; the first one appears to be Harnik and Naor's probabilistic compression for subset sum [Harnik and Naor 2010] . Our result also implies anÕ(k 3 ) compression for the tanglegram layout problem from computational biology [Fernau et al. 2010 ] via the reduction given by Böcker et al. [2009] ; a polynomial kernel for this problem was left open by Böcker et al. [2009] .
Related Work. Generally, not much is known yet about excluding polynomial kernels for graph modification problems compared to the wide range of problems that belong to this class. Although a few kernelization lower bounds [Dom et al. 2009; Kratsch and Wahlström 2009; Dell and van Melkebeek 2010; Guillemot et al. 2010 ] and FPT infeasibility results [Lokshtanov 2008 ] exist, for many problems in this class the question of polynomial kernels is open (e.g., for DFVS and, until now, OCT).
Another related set of problems is graph separation problems; here as well, there are many FPT problems where the existence of polynomial kernels is unknown, such as multiway cut [Marx 2006; Chen et al. 2009 ]. However, recent work of Cygan et al. [2012] excludes polynomial kernels for the problems multicut, directed multiway cut, and k-way cut, which were only recently shown to be FPT [Bousquet et al. 2011; Marx and Razgon 2011; Chitnis et al. 2012; Kawarabayashi and Thorup 2011] . Furthermore, the methods introduced in the present work were extended to provide further polynomial kernels for a list of problems, including multiway cut with deleteable terminals, multiway cut and multicut when the number of terminals is bounded by some constant, and Almost 2-SAT .
Compression of problems has also been studied outside the framework of kernelization in work of Harnik and Naor [2010] and Fortnow and Santhanam [2011] . Both papers also consider probabilistic aspects and give definitions for randomized compression; the one we use is closer to Fortnow and Santhanam [2011] (see Section 2).
Connections between parameterized complexity and matroid theory have previously been studied by Marx [2009] , who also gives a self-contained description of representation tools and issues for matroids. For more on mathematical and algorithmic aspects of matroid theory see Oxley [2011] and Schrijver [2003] .
Organization. Section 2 gives general preliminaries. In Section 3, we review the FPT algorithm of Reed, Smith, and Vetta [2004] and give an overview of the kernelization procedure. In Section 4, we give the application of matroid theory to encoding terminal cuts, and, in Section 5, we use this to complete the kernelization. Finally, Section 6 concludes the paper.
PRELIMINARIES

Parameterized Complexity and Kernelization
We use the following standard notation from parameterized complexity; for more background on this area, we refer the reader to the standard textbooks [Downey and Fellows 1998; Flum and Grohe 2006; Niedermeier 2006] .
A parameterized problem over alphabet is a language Q ⊆ * × N; the second component of instances (x, k) ∈ * ×N is called the parameter. A kernelization (or kernel) of Q is a polynomial-time computable mapping K : * × N → * × N : (x, k) → (x , k ), such that (x, k) ∈ Q if and only if (x , k ) ∈ Q and with |x |, k ≤ h(k) where h is a computable function; h is called the size of the kernel. A kernelization is a polynomial kernelization if the size h(k) is polynomially bounded.
We use the term compression of Q (into L) to denote the variant where K is allowed to map to any (also unparameterized) language L; if L is a parameterized problem, then this is often called a bikernel [Alon et al. 2010] or generalized kernelization [Bodlaender et al. 2009 ]. When L is in NP and Q with parameter coded in unary is NP-complete then, using the implicit Karp reduction, a polynomial compression of Q into L implies a polynomial kernelization for Q (cf. Bodlaender et al. [2011] ).
We define a natural randomized version of kernelization with one-sided error and no false negatives corresponding to the complexity class coRP (variants for RP and BPP could be defined similarly). Our matching notion of polynomial coRP-compression is essentially equivalent to that of the probabilistic compression of Fortnow and Santhanam [2011] , except for our one-sided error and that Fortnow and Santhanam [2011] define the parameter to be given in unary.
Definition 2.1 (coRP-kernelization). Let Q ⊆ * × N. A randomized polynomial-time algorithm K with inputs and outputs in * × N is a randomized kernelization without false negatives (or coRP-kernelization) for Q if there is a computable function h : N → N such that, for all (x, k) ∈ * × N: The notions of coRP-compression and polynomial coRP-compression are defined in the natural way.
Note that, unlike algorithms for BPP, RP, or coRP we cannot use majority, disjunction, or conjunction over the outputs of N independent runs to boost the success probability because kernelizations and compressions typically do not solve instances. Harnik and Naor [2010] observed that a similar effect may be attained by making a combined instance from the result of N independent runs of the compression (e.g., in our setting, creating an output that is to be interpreted as ((
Strictly speaking, this approach gives a compression, but it can again be turned into a kernelization by the argument via the Karp reduction.
Matroids
Matroids are interesting combinatorial structures, generalizing the notion of independence from linear algebra while also drawing from graph theory. There is an extensive theory of matroids, as well as several important algorithmic results; see Oxley [2011] and Schrijver [2003] .
Formally, a matroid is a pair M = (E, I), where E is the ground set and I ⊆ 2 E a collection of independent sets, such that: (i) ∅ ∈ I; (ii) if I 1 ⊆ I 2 and I 2 ∈ I, then I 1 ∈ I; and (iii) if I 1 , I 2 ∈ I, and |I 2 | > |I 1 |, then there exists some x ∈ (I 2 \I 1 ) such that Let A be a matrix over a field F and let E be the set of columns of A. Let I be the set of all sets X ⊆ E of columns that are linearly independent over F (as vectors). Then, (E, I) defines a matroid M, and we say that A represents M. A matroid is representable (over a field F) if there is a matrix (over F) that represents it. A matroid representable over some field is called linear. Several results in matroid theory apply only for linear matroids (e.g., the matroid parity problem; see Lovász [1980] ); in this work, all matroids will be linear. From a representation of M, one can easily get a representation of M * over the same field, by first reducing A to a form (I r×r , B r×(n−r) ) via row operations, then transforming this to A * = (B T (n−r)×r , I (n−r)×(n−r) ); then A * is a representation of M * . Here, r = r(M) and n = |E|, and indices on a matrix denote its dimension.
Finally, we define minors of a matroid. For a matroid M = (E, I) and a set T ⊆ E, deleting T results in a matroid M\T = (E\T , I ) where I = {I ∈ I : I ⊆ E\T }. Contracting T results in a matroid M/T = (M * \T ) * ; if T ∈ I, then the independent sets of M/T are the sets X ⊆ E\T , such that X ∪ T ∈ I. A minor of a matroid M is any matroid produced from M by deletions and contractions. Both operations can be performed in such a way that one obtains also a representation for the resulting matroid (cf. Marx [2009] ).
OVERVIEW OF THE KERNELIZATION
Before we move into the technical material, we first present a brief overview of the kernelization procedure. The results claimed will then be rigorously proved in later sections. Because the kernelization is closely connected to the algorithm of Reed, Smith, and Vetta [2004] , we begin by describing this algorithm.
The Reed-Smith-Vetta Algorithm
The FPT algorithm of Reed, Smith, and Vetta [2004] solves OCT by a recursive approach, which has since been dubbed iterative compression: Solve the problem for
where v is an arbitrary vertex. If this produces a solution X v of size at most k, then X := X v ∪{v} is a solution of size at most k + 1 for G, and the following compression version of the problem is solved. E) , an integer k, and a bipartization set X. Parameter: |X|. Question: Is there a bipartization set Y for G, such that |Y | ≤ k?
By starting from a base case (e.g., a trivial solution for the empty graph) and applying this compression step n times, we get a solution to the original problem.
The compression routine in the Reed-Smith-Vetta algorithm exhaustively enumerates all ways in which the set X could interact with a smaller solution Y and reduces each such case to a maximum flow computation. Concretely, we create a graph G = (V , E ) from G and X in the following way: By subdividing edges, we may assume that there are no edges inside X. Let S 1 ∪ S 2 be a bipartition of G − X, and let
, and for every x ∈ X additionally connect x 1 to all neighbors of x in S 2 and x 2 to all neighbors of x in S 1 . Note that G is bipartite with partitions
The compression algorithm searches for cuts through
The following lemma is a direct consequence of Reed et al. [2004] . Clearly, given this result and a bipartization set X, one can find an optimal bipartization set for G by looping over the 3 |X| options for U , S, and T . To achieve a total running time of O(3 k kmn), one would follow the procedure outlined earlier and apply the compression step n times, each time with a solution X such that |X| = k +1. However, as the lemma shows, this is not an intrinsic property of the compression; however, sacrificing runtime, a single run of the iterative compression routine on G and an approximate solution X for G suffices. This is the setting we use to give a polynomial kernelization for OCT. We finally note that alternative interpretations and proofs of the algorithm have been given in the literature [Hüffner 2009; ].
Kernelization
We are now ready to give the kernelization. In rough outline, the procedure consists of the following steps. Let (G = (V, E), k) be an instance of OCT.
(1) Produce an approximate solution X in polynomial time, with |X| = O(k 1.5 ).
(2) Apply the transformation of Reed, Smith, and Vetta [2004] , as described in Section 3.1, producing an auxiliary graph G with terminal set X , where |X | = 2|X|. (3) Encode the sizes of terminal cuts through X (including all cuts probed by Lemma 3.1) into a data structure of size O(|X| 3 ).
This produces in polynomial time an output of size O(k 4.5 ), from which the size of an optimal OCT for G can be extracted (i.e., a polynomial-time O(k 4.5 )-compression). This can be extended to a polynomial kernel by a Karp reduction; see the following text. The main work in the kernelization is done by the encoding in Step 3. For this step, we need to involve tools from matroid theory; these tools are given in Section 4. These tools are then applied in Section 5 to produce Lemma 3.2, cited later.
We now proceed to give the final result. The actual algorithm is complicated somewhat by the issue of error probabilities. We show a compression algorithm that takes an explicit error parameter ε > 0 and that produces no false negatives.
We use the following result from Section 5:
LEMMA 3.2. The problem compression OCT has a randomized polynomial compression within NP, with output size O(|X| 2 (|X| + log(1/ε))) and running time polynomial in |V (G)|+log(1/ε). Here, (G, k, X) is the input to the problem and ε > 0 an error parameter. The compression is correct with probability at least 1−ε and produces no false negatives.
The approximation result used in Step 1 follows by combining the algorithm of Reed, Smith, and Vetta [2004] with the O( log n)-approximation of Agarwal et al. [2005] . PROOF. Begin by running the algorithm of Reed, Smith, and Vetta [2004] with parameter k = log n. Upon success, we return an optimal solution; otherwise, we conclude that OPT > log n. Now convert the input into an instance of Almost 2-SAT (called min 2-CNF deletion in Agarwal et al. [2005] ) and run the O( log n)-approximation of Agarwal et al. [2005] . The answer returned will now be an O( √ OPT)-approximation. The conversion into Almost 2-SAT can be done, for example, by introducing two variables x,x for every vertex x, constructing high-cost 2-clauses for every edge in the graph, and finally creating unit-cost 2-clauses (x ∨x) and (¬x ∨ ¬x) for every vertex x.
For the second part, we note that Agarwal et al. [2005] is based on the randomized rounding of an SDP-relaxation. In polynomial time, we can find a near-optimal assignment to the relaxation (say, within an additive error of 1/3); call this value λ. The analysis of Agarwal et al. [2005] shows the existence of a solution of value O(λ log n) = O(λ √ OPT); thus, OPT = O(λ √ OPT) and λ is the claimed lower bound of value ( √ OPT).
We now give the full compression proof.
THEOREM 3.4. Let ε > 0 be a given real. OCT has a randomized compression with output size O(k 3 (k 1.5 + log(1/ε))), and edge bipartization has a randomized compression with output sizeÕ(k 2 (k+log(1/ε))). Both compressions have one-sided error with no false negatives and an error probability bounded by ε, and running times are polynomial in the input size and log(1/ε).
PROOF. We begin with compression for OCT. We need to either produce a solution X with |X| = O(k 1.5 ) or detect that no such solution exists (or, with probability bounded by ε, explicitly signal a failure). To this end, let λ be the lower bound on OPT provided (deterministically) by Lemma 3.3. If λ > k, reject the instance (by producing an arbitrary constant-sized negative instance as output). Otherwise, repeat the randomized approximation (log(1/ε)) times or until a solution X of size O(λ log n) is produced. Upon failure, signal failure (or, formally speaking, output an arbitrary constant-sized positive instance as output); note that the probability of this event is O(ε). In the remaining case, we have a solution X as required for Lemma 3.2. The output of Lemma 3.2 is a compression of the problem.
For edge bipartization, the stronger bound follows from the O(log OPT)approximation of Avidor and Langberg [2007] .
In both cases, the claims about randomness and running time are easily verified.
The result implies polynomial kernels for a handful of problems that are known to reduce to OCT. COROLLARY 3.5. OCT, edge bipartization, balanced subgraph, and tanglegram layout (see Böcker et al. [2009] ) have polynomial coRP-kernelizations.
PROOF. All listed problems are NP-hard with parameter values bounded by the instance size (because values of k exceeding the number of vertices or edges, respectively, are meaningless) and can be reduced to OCT or edge bipartization without increasing the parameter. From there, we can apply our polynomial coRP-compression as provided by Theorem 3.4. It is implicit in the proof of Theorem 3.4 that the output of the compression is with respect to some language in NP because the compression itself is taken from Lemma 3.2. Now, from any compressed instance of size polynomial in the parameter, we immediately get a kernelization by applying a Karp reduction to the respective NP-hard problem that we started with; here, it is crucial that the compression is into YES-and NO-instances for some language in NP. The final size is polynomial because Karp reductions increase the size at most polynomially, and the polynomial bound on the final parameter value follows by our initial statement on the NP-hardness for parameter value bounded by instance size.
POLYNOMIAL ENCODING OF TERMINAL CUTS USING GAMMOIDS
In this section, we treat the issue of encoding terminal cuts in small space. The basic situation handled in this section is the following. Let D = (V, A) be a directed graph and let X ⊆ V be a set of terminals. We want to reduce the graph to a data structure of size polynomial in |X| and log |V | that encodes the size of a minimum (S, T )-vertex cut for all sets S, T ⊆ X. Here, a vertex cut is understood as being allowed to delete vertices of S or T as well as other vertices of V ; thus, the min-cut sizes are bounded by |X|. We refer to such cuts as terminal cuts. As an extension, we also require that we may specify any set R ⊆ X as removed; that is, we also want to know the sizes of minimum (S, T )-cuts in D − R. Clearly, this question is closely connected to the search for polynomial kernels for FPT cut problems.
Let us recall a few helpful definitions. For S, T ⊆ V , the set T is linked to S if there exist |T | vertex-disjoint paths from S to T , where the endpoints of the paths must also be disjoint. The sets S and T do not need to be disjoint; a vertex is linked to itself by a path of length zero. This information is sufficient to deduce the minimum cut size between S and T : by Menger's theorem, if S and T are disjoint, then the size of a minimum (S, T )-vertex cut, which may delete vertices from S and T , equals the maximum cardinality of a subset of T , which is linked to S. Thus, from information about whether T is linked to S for arbitrary sets S, T ⊆ X, we can also compute the sizes of all terminal cuts for X. Perfect [1968] showed that, given any D = (V, A) and S ⊆ V , the subsets of T that are linked to S in D form a matroid of a class now called gammoids (see Oxley [2011] and Schrijver [2003] ); we let (D, S) denote the gammoid defined by D and S. Marx [2009] gave a randomized polynomial-time procedure for finding a representation of this matroid. The following follows from Perfect [1968] and Marx [2009 ]: THEOREM 4.1 (PERFECT [1968 AND MARX [2009] ). Let D = (V, A) be a directed graph and let S ⊆ V . The subsets T ⊆ V that are linked to S form the independent sets of a matroid over V . Furthermore, given any ε > 0, a representation of this matroid over the rationals can be obtained in randomized polynomial time with one-sided error bounded by ε, with matrix entries of bit-length polynomial in |V | + log(1/ε).
Here, one-sided error means that dependent (nonlinked) sets are preserved, but independent (linked) sets in the graph may not be; that is, if the procedure returns a matrix A, then there may, with probability at most ε, be some subsets of T that are linked to S but that are not independent in the matroid represented by A.
It remains for us only to bound the bit-length of the entries of the matrix. This is easily done by standard methods. PROOF. First, apply Theorem 4.1 with error parameter ε/3 to produce an |S| × |V | matrix over the rationals; let A be this matrix, with all columns associated with vertices v / ∈ T discarded. Then, A is an |S|×|T | matrix that, with probability 1−ε/3, represents M, with one-sided error as earlier, and our remaining task is to reduce the bit-length of the entries. Without loss of generality (by scaling), A has only integer entries. Now, let p be a randomly chosen prime such that p ≤ N, for some N to be decided later, and let A p be the matrix A with every entry taken modulo p. We argue that for a large enough bound N, the matrices A and A p represent the same matroid with high probability, while the latter has bit-length bounded by log N.
For this, first observe that for any square submatrix A[R, C] of A, we have det A p [R, C] = det A[R, C] mod p because the determinant is a polynomial in the matrix entries. In particular, for the question of linear independence, we find that if det A[R, C] = 0, then det A p [R, C] = 0 in all cases; and if det A[R, C] = 0, then det A p [R, C] = 0 if and only if p divides |det A[R, C]|. Because p is chosen uniformly at random, the risk of the latter is proportional to the number of distinct prime factors of |det A[R, C]|, which in turn is bounded by log 2 |det A[R, C]|. Thus, let C be an arbitrary independent column set in A; we bound |det A[R, C]|, using this to bound the probability of the event that C is dependent in A p . We then finish our argument by taking the union bound over the set of all independent column sets C.
To bound |det A[R, C]|, let be the maximum bit-length of A. Because C is independent, we have |C| ≤ |S|, thus |det A[R, C]| ≤ |S|! · 2 |S| ; that is, the number of distinct prime factors is bounded by log 2 |det A[R, C]| ≤ |S| + |S| log |S| = (|V | + log 1/ε) O(1) . Let this value be denoted by t. Let π (x) be the prime-counting function; for each column set C that is independent in A, the probability that C is dependent in A p is bounded by t/π (N). If I denotes the number of independent column sets in A, then to apply the union bound we need that It/π (N) < ε/3 (i.e., π (N) > 3It/ε). Because π (x) = (x/ ln x) by the Prime Number Theorem, it suffices that N = ((It/ε) log(It/ε)). With this choice, the bit-length of the entries in the output is bounded by log N = O(log I + log t + log(1/ε)) = O(log I + log |V | + log(1/ε)); because I ≤ min(2 |T | , |T | |S| ), the claimed bound holds.
Finally, regarding picking a random prime, uniform sampling has a polynomial probability (in log N) of finding a prime by the Prime Number Theorem, and the choice can be verified in polynomial time by the AKS primality testing algorithm [Agrawal et al. 2002] . With a sufficiently high number of repeated attempts, the risk of failure is bounded by ε/3; in such a case, we may pick an arbitrary fixed prime. It can be seen that errors throughout are one-sided.
The following proposition extends the available gammoid structure to allow any subset S of the terminals as sources (i.e., without fixing it in advance) and to also support deletion of terminals. The argument is straightforward, and the undirected variant will follow immediately. PROPOSITION 4.3. Let D = (V, A) be a directed or undirected graph and let X ⊆ V be a set of terminals. Let a directed graph D be defined as D augmented with additional vertices X := {v | v ∈ X} as well as additional arcs (v , v) for all v ∈ X. Any set
PROOF. We consider first any independent set I ⊆ X ∪ X of the gammoid (D , X ). There are |I| vertex-disjoint directed paths from X to I in D ; fix any such packing P of directed paths. Because X has only outgoing edges in D , all paths of P are either of form (u ) with u ∈ X or of form (u , u, . . . , v) (including the case (u , u) ) and containing no vertices of X \{u }.
Because v ∈ I, it follows immediately that (v ) is a path in P because this is the unique directed path ending in v . Thus, P must contain a path P = (u , u, . . . , v) with u = v. Because u and u are on P, no other path of P can end in u or u , thus u, u / ∈ I and, hence, u ∈ S. Finally, no vertex p ∈ R can be on P since, by p ∈ I, that would require another path of P to end in p. Now, the subpath (u, . . . , v) contained in D − X is also a directed path from S to v ∈ T in D − R. Repeating this argument for all v ∈ T and using vertex-disjointness of paths in P yields that T is linked to S in D − R. Now, let P be a set of |T | vertex-disjoint paths from S to T in D − R. We construct a set P of directed vertex-disjoint paths from X to I in D , where I is obtained according to the statement of the proposition. For each path (u, . . . , v) ∈ P, we add the path (u , u, . . . , v) to P . Clearly, those paths exist in D , and they are vertex-disjoint. We also require paths ending in the vertices of I\T . This includes vertices r ∈ R and vertices v with v / ∈ S ∪ R. It is easy to see that adding paths (r , r) and (v ), respectively, for all those vertices yields the required path packing P (key fact: in the initial |T | paths we only used v when v ∈ S, and vertices r ∈ R were unused). Thus, I is an independent set of the gammoid (D , X ).
The undirected variant for an undirected graph G = (V, E) with terminal set X follows immediately via the directed graph D = (V, A) with the same terminals X, where A contains both possible orientations of each edge in E. Because we care only for vertex-disjointness, this can be easily seen to be equivalent.
Because it appears a very useful form (e.g., for obtaining polynomial kernels for other cut problems), we explicitly state the combination of Corollary 4.2 with Proposition 4.3 as a corollary. PROOF. First, we construct an independent set I 0 ⊆ I by including v for every v ∈ R and v for every v ∈ (X\(S ∪ R)). Note that |I 0 | = |X\S| and that I 0 corresponds to a choice S , T , R ⊆ X where T = ∅, proving that I 0 is independent. The result now follows by considering a maximal independent set I with I 0 ⊆ I ⊆ I.
A RANDOMIZED COMPRESSION FOR ODD CYCLE TRANSVERSAL
In this section, we provide the proof of Lemma 3.2, finishing the technical material of the article. The procedure closely follows Steps 2 and 3 of the outline of Section 3.2, modified only slightly for correct error behavior and dependency on ε.
Let (G, k, X) be the input to compression OCT and ε > 0 the error parameter. The complete procedure goes as follows:
(1) If |X| ≤ k, return a constant-sized YES-instance.
(2) If k ≤ log n, run the Reed-Smith-Vetta algorithm in time O(3 k kmn) = n O(1) (polynomial in n) and return a constant-size YES-or NO-instance accordingly. (3) Otherwise, create the auxiliary graph G from G and X, as in Section 3.1. Let X = X (X). (4) Apply Corollary 4.4 to G with terminal set X and error parameter ε, creating a matrix A. (5) Output A, k, and a key mapping each variable of X to four columns of A as a polynomial-sized compression of (G, k, X). The key is required for technical reasons to make the output a self-contained decision problem.
The total coding size of the matrix A is cubic in |X| (up to factors logarithmic in 1/ε), as requested. The polynomial kernel follows by Karp reduction, as discussed in Section 2.1. We now complete the proof of Lemma 3.2.
PROOF OF LEMMA 3.2. We need to prove that there is a randomized algorithm for compression OCT that constitutes a polynomial compression within NP: Concretely, given an input (G, k, X) and an error parameter ε > 0, the algorithm takes time polynomial in |V (G)| + log(1/ε) and produces an output of size O(|X| 2 (|X| + log(1/ε))) that is a correct compression with probability at least 1 − ε and with errors restricted to false positives. The algorithm proceeds as described earlier. If k ≤ log n, then the correctness is trivial; thus, assume that G and X are the result of Step 3 and the matrix A the output of Corollary 4.4. The running time and output size are given by Corollary 4.4; we only have to argue that the output (A, k, and the mapping key) contains all the information needed to decide the status of the compression OCT instance (G, k, X) and that the output is a compression within NP. We assume |X| > k.
First, let (D, X ) be the "ideal" gammoid created in Proposition 4.3 (i.e., ignoring for now issues of error in the representation). Recall the definition X (U ) = {x 1 , x 2 : x ∈ U } for U ⊆ X. By Lemma 3.1, the instance of compression OCT is positive if and only if there is some U ⊆ X and some valid split (S, T ) of U, such that there is an (S, T )-vertex cut in G − X (X\U ) of size at most k − |X\U |. Let R = X (X\U ). By the definition of a valid split, S ∪ T ∪ R partitions X (X); let I be the corresponding set of elements of (D, X ). By Proposition 4.5, the minimum size of an (S, T )-vertex cut in G − R can be directly computed from the rank of I in (D, X ). Thus, if we have a correct representation A of (D, X ) and a key enabling us to find the correct set of columns I of A, then we can verify in polynomial time whether a proposed valid split (S, T ) of some U ⊆ X corresponds to a positive witness for the input instance, showing that the compression is within NP.
The remaining issues, namely, the one-sidedness and dependency on the error bound ε, follow from Corollary 4.4 (note that this is the only source of error in the procedure). Note also that an error in Corollary 4.4 corresponds to an underestimation of the flow size and thus may induce a false positive, but never a false negative.
CONCLUSION AND DISCUSSION
We have presented randomized polynomial kernelizations for OCT and edge bipartization. The key contribution is the introduction of matroids into kernelization by encoding the compression step of the Reed-Smith-Vetta [2004] algorithm for OCT by means of a matroid. This leads to a compression of the problem into size O(k 4.5 ) for OCT andÕ(k 3 ) for edge bipartization, which is easily turned into a kernelization by back-reductions to the original problems. The kernelization has one-sided error, producing no false negatives, and the failure rate can be made exponentially small in k at only a constant factor cost to the size.
Recently, we continued this line of work (see ), building also on previous work of Lovasz [1980] and Marx [2009] . It is shown, for certain cut problems, how to use gammoids to find vertices that are irrelevant and may be deleted safely. This leads to polynomial kernels for Almost 2-SAT and for multiway cut and multicut when the number of terminals is bounded by some constant.
A Note on Randomness and Lower Bounds
Finally, we make a few remarks about the size of the kernelization and the role of randomized versus deterministic kernels. One should first note that there is a difference between the role of randomness in a kernelization, as here, and the use of randomness in, for example, a decision algorithm. In most of computer science, a randomized algorithm is, generally speaking, considered as good as a deterministic one. Reasons for this includes complexity-theoretical reasons to believe that P = BPP (e.g., Impagliazzo and Wigderson [1997] ) and, perhaps above all, the ability to boost the success probability of a randomized algorithm by repeated executions, down to error risks exponentially small in the input length. On the other hand, randomness in a kernel, as used here, cannot be countered by repeated application without also paying a price in the output size. In particular, to get a failure rate of O(2 −n ), one would have to multiply the output size by O(n), thus contradicting the notion of a kernelization.
That said, limited versions of randomness (namely coRP-kernels and more generally coNP/poly-compressions) were handled already by the original kernelization lower bounds framework [Bodlaender et al. 2009; Fortnow and Santhanam 2011] , and more recent results can exclude general randomized compressions with two-sided error bounded by a constant [Drucker 2012 ]. The latter also extends to concrete polynomial lower bounds (e.g., to exclude the existence of kernels of size O(k c−ε ) for any ε > 0 for problems with polynomial kernels), as done, for example, for c-SAT by Dell and van Melkebeek [2010] . This reinforces the position that a randomized kernelization, at least for purposes of theory, is as good as a deterministic one.
We also wish to point out that the kernels produced in the follow-up work , although randomized, no longer have an output size depending on ε. In particular, this allows for a polynomial kernelization with failure rate O(2 −n ) in polynomial time.
Open Problems
We close with some open problems. It is still interesting whether there exist deterministic polynomial kernelizations for OCT and edge bipartization, either as a derandomization of our methods or (which would have independent interest) as a properly combinatorial kernelization. Additionally, for both problems, there is the question of the correct size bound. We note that an O(polylog(OPT))-approximation for OCT, which is consistent with approximation theory lower bounds, would improve our result toÕ(k 3 ), but this still leaves a gap to the O(k 2−ε ) lower bound given by Dell and van Melkebeek [2010] . Finally, existence of (randomized) polynomial kernels is an exciting question for several related problems, including DFVS and the general case of multiway cut. The robust way in which the introduction of matroids into kernelization helped to settle the question for OCT gives reason to believe that it will play a key role for some of these problems as well. This is also emphasized by the recent extensions that provide irrelevant-vertex style reduction rules.
