Taking care of the elders constitutes a major issue in the western societies. Smart homes appear to be a socially and economically viable solution. They consist in habitats augmented with sensors and actuators enabling to achieve activity recognition and to provide assistive services to a resident. Stationary aspect of sensors used in most smart homes makes the concept difficult to deploy in existing homes, and involves a high cost. In this paper, we propose an inexpensive non-vision-based system ably to recognize, in real-time, activities and errors of a resident. This proposed recognition system is based on a shoe equipped with a single sensor: a three-axis accelerometer and on a statetransition algorithmic approach using fuzzy logic. We have examined the learning data as frequency distributions, where the probability histograms have been directly interpreted as fuzzy set. We conducted experiments of the system in our smart home by simulating (multiple times) several scenarios based on a morning routine. These scenarios were based on clinical data gathered in a previous experiment We obtained promising results showing that the proposed activity and error recognition system are highly effective.
Introduction
The growing impact of the aging population [1] in western societies has significant consequences for healthcare systems, including medical staff shortages for home care services, and an increasing number of people suffering from dementias. As we known, silver-aged people want to stay at home as long as possible, in a familiar environment where they feel safe and comfortable. These new challenges as lead to the emergence of the assistive smart home concept [2] , which imposed itself as an interesting approach for exploiting the technology in order to improve his autonomy and to increase his quality of life. A smart home can be seen as an augmented environment with embedded sensors and actuators, able to keep track of the resident ongoing activities and able to assist him when required [9] , in the most adequate prompting form.
In the past few years, many smart home systems have been developed trying to address such a challenge. These systems often focused on activity analysis, and rarely on error recognition, which constitutes the key issues toward the development of proactive assistance for a resident. As for example, a smart floor, embedding pressure sensors, has been deployed in the Aware Home to enhance quality of life by tracking the position of inhabitants and recognize their gait [3] . The MavHome [4] , the Place Lab [5] and the Gator Tech [6] are in line with the aim of increasing comfort and productivity by anticipating activities and location of their residents based on their routines and repetitive task patterns. They all use a large amount of binary sensors such as motion sensors, electromagnetic sensors, pressure mats, and analog sensors. RFID tags, video capture, temperature sensors are often exploited for this purpose. The COACH system is dedicated for cognitive assistance and surveillance of adults with dementia attempting to complete hand washing activity by using sensors and a camera [2] . Nevertheless, most of these systems use stationary sensors, which are generally expensive, unwieldy and complex to integrate inside the house as emphasized by Helal et al [6] . Indeed, many software implementations must be developed so that the many technical means should be put in place for hiding them from the residents. In contrast of these human-object interaction sensors [7] , wearable sensors such as accelerometers, gyroscope, or even pressure sensors are lighter and less costly but need a microcontroller for the acquisition. They can be easily integrated in the network of smart home via wireless capabilities. They allow completing activity tracking and can enhance the information about what activity is actually done by analyzing physical movements. They can also fill the gap in design of most smart homes in the context of cognitive assistance and help to build an error recognition system necessary in this perspective.
In that sense, we propose a new approach for non-vision-based recognition with a unique sensor able to analysis pattern error. The main contribution of the paper is then a system that can accurately recognize almost six classic activities in real-time based on the gait, and able to detect those which are erroneous among pre-established series of activities, that we called an error. These errors have a consequence on the health or dangerousness of the environment. The originality of our proposal relies on a simple algorithmic approach of recognition for both normal activities and errors, and on the use of only a tri-axis accelerometer hidden in a mobile object (a shoe) that follows the occupant. This could reduce the number of sensors in the house. In a non-intrusive context, their location must be chosen carefully. Instead of a belt, or directly on the body with medical gauze [8] , we have integrated the accelerometer inside a shoe because it is an everyday wear. In this way, the resident will not see nor feel it. Furthermore, this prototype has the advantage of being easily implementable in existing homes. This paper is structured as follows. Section 2 details the important works related to our proposal, allowing positioning the contribution. Section 3 describes the proposed system, the recognition algorithm, and the shoe-mounted prototype. Section 4 exhibits an experiment conducted in a real environment to evaluate the proposed system. An analysis and a discussion are presented about the theoretical and practical performances of our algorithm. Finally, Section 5 concludes the paper with future works.
Related work
In ubiquitous computing, the use of wearable sensors is rather recent for activity recognition. Many approaches exist and can join the main goal of all assistance systems like those designed for smart homes.
To anticipate random execution aspect of activities and the inaccuracies of such sensors, a stage of activity learning is frequently incorporated. They can be based on probabilistic models found mainly in offline analysis, based state-space, which can be declined in real time, and based on pattern recognition that is more directed towards a real-time application.
Myong-Woo Lee et al. [9] proposed a hardware remarkably close to our project due to the application in ubiquitous environments. In this way, they studied a single tri-axial accelerometer-based on a personal life log (PLL) system capable of human activity recognition and estimation of exercise information. This recognition of state of daily activities is based validation active via linear discriminant analysis and hierarchical artificial neural networks. The statistical and spectral features used come from the accelerometer signal. Although the system operates in real-time, the use of a ten seconds length window does not allow to evaluate some issue coming from the current activity whereas short window lengths are optimal for their short duration postures/activities according to Tapia [10] . The major problem is that the accelerometer is placed on the chest which can be felt by the resident and perceived as a hindrance in the process of assistance. Currently, the analysis is not embedded and thus reduces its interest for assistance.
Liang Wang et al. [11] proposed a real-time, hierarchical model to recognize both simple gestures and more complex activities. They implemented sensors network similar to the concept used in smart homes, but on the body. First, they computed the distance between accelerometer data in a window and a template by Dynamic Time Warping. Next, they computed scores between this distance and discriminative patterns mined for each activity by including other information on objects. A certain threshold is then used to infer the activity. Their approach is optimal with a time window of one second (near meantime activity [12] ). The computing time is low and is on average 10 ms. The activities inferred are mostly manual because wearable sensors are located on the forearm, and do not reflect the inhabitant's gait, therefore, not recognizing risks of falling, gait issues or foot gesture movement.
Illapha Cuba Gyllensten et al. [13] advanced an analysis of reproducibility of the accuracy of laboratory-trained classification algorithms in free-living subjects during daily life. A single accelerometer has been used for data collection during a laboratory trial. Then, they trained three models: a support vector machine, a feed-forward neural network, and a decision tree. With a window size of 6.4s and a sampling rate of 20 Hz [14] , real-time activity recognition could be achieved but not for distinguishing a fast sequence of short activities. However, they are able to recognize transition activities.
As we have seen, the definition of real time makes crucial the choice of window-length depending on whether activities are unique movements or a sequence of gestures. According to Huynh [12] , the necessity of a gait analysis process must be done in a window size around 1s. Therefore, an activity recognition algorithm has to take that into account while being easy implementation toward a microcontroller (low power consumption). Also, it is interesting to have a system that does not need human intervention for installation. It is why we propose, in this paper, a recognition system based on shoe-mounted accelerometer using a sequential algorithmic approach exploiting a states-transitions model with fuzzy logic classification [15] . We tried to find a representation of the training data efficiently to compensate for the required too-large dataset, often pointed to as a weakness of previous methods [16] . The nature of actions to recognize and the possibility of error recognition also directly affect the place of the accelerometer on the body. Locomotion activities are mostly pedestrian movements, where the shoe has been reflected in the closest contact with the floor.
The Proposed Real-Time Recognition System
The system architecture is shown in Fig 1a. A shoe-mounted accelerometer is attached on the external side of the shoe of the resident with an alligator clip. Ours is powered by a standard battery, and integrates a tri-axial accelerometer and a USB Bluetooth dongle with a PIC24 microchip microcontroller shown in Fig 1b. In this way, on the right foot we would have the x-axis parallel to the floor and directed to the front of the foot, the y-axis perpendicular to the ground and directed into the ground, and the z-axis directed towards the inside of the foot. Next, the acquired accelerometer data of the associated device is sent wirelessly to an antenna installed on the smart home server. By applying the well-known NyquistShannon theorem [17] , the sampling rate of human activities generally used is 50 Hz. Nevertheless, as the floor vibration is around 100 Hz, we have chosen to use 200Hz. The collected information is then processed in real-time by our activity recognition algorithm implemented on this server. High level data are therefore generated representing the name of the current activity among our six activities analyzed in this work, but not limited to: lying, ascend/descend stairs, standing, standing on tiptoes and walking through home, and afterwards written to a database. In parallel, an error recognition algorithm, also implemented on the server, takes in parameters the recognized activities and pulls the database to know the state of the various existing sensors inside the house. The errors which have occurred can be, thereafter, used by another third-party program and possibly create an assistance process. 
The detailed operation of activity and error recognition algorithm
Our algorithm responsible for processing the accelerometer data and achieve real-time recognition is able to detect these six It is composed of three different threads as shown in Fig 2. The first one stores, every 5 ms, the voltage output of each incoming acceleration signal in a specific queue. The second thread is an infinite loop which waits until at least 200 elements are present in the queues corresponding to the mean duration of a gesture among our activities, and thus our windowlength of one second. When this happens, it creates a copy of each axes, and computes the resultant of acceleration squared as fourth input. Then, it creates counters for activities initialized to an unknown state and treats each of our axes separately in different newly crea the future, would allow to increase the number of vectors passed as parameter and accept other vectors of added sensors.
In the first stage, we compute a list of height features on each axis: minimum, maximum, mean, standard deviation, percentile (50%), Kurtosis, skewness and the energy to which are added the Pearson's product-moment coefficients (measure of the correlation) between x-y axis, x-z axis, and z-y axis. In the learning phase, they had been analyzed to form frequency distribution histograms. In fact, each of those feature distributions represents a fuzzy set of one given feature on one given axis of one given activity. We had then stocked them inside an interval-tree structure where the searches can be completed in O(log n) since there is any overlap in these intervals [18] . Next, we compute the logical AND (Zadeh) between each probability (μ) associated with each feature (Fj) in Equation (1) for each activity (Ai) in our intervaltrees storing our fuzzy sets from our dataset.
(1) Fig. 2 . Flowchart of activity recognition algorithm However, consider a single axis does not necessarily mean that the recognized activity is the current correct activity. Consequently, the maximum value among the counters is the most probable activity because all axes have been treated. Before doing this inference, we have added a correction to help to found that using a threshold on the standard deviation of the y-axis (this is the minimum of all standard deviations of the activities on y-axis) is more efficient thanks to the orientation of the body. It then suffices to compare the mean value of x-axis and z-axis with the mean of y-axis to conclude. The third thread receives the activities recognized, and sends to the database every 500 ms, the most frequent activity. The error recognition can be externalized of our algorithm as suggested in Fig 2. or alternatively integrated in the third previous thread. It takes as input a graph where the nodes are state of changes of the smart-home's sensors, and the transitions between these states are the activities that we can recognize. Among all the possible paths, those with errors are marked. When it recognizes one or more activities inside the graph, introduced in the initialization, belonging to a non-compliant sequence, our program sends this error to the server where a program could act accordingly e.g. with effectors.
Validation: Implementation and Experiment
In order to validate the proposed recognition approach, we implemented the entire system presented in Fig 1, including the shoe-mounted accelerometer, and also the algorithm presented in Fig 2. The system was then deployed and tested inside our smart home infrastructures. This real size living-lab allows us to rapidly assemble and test new prototypes. It consists of a complete apartment equipped with pressure mats, movement detectors, Radio Frequency Identification Data (RFID) tags on objects, electromagnetic contacts, temperature and light sensors, prompting systems (with auditory, pictorial, video and light prompts), ultrasound sensors, Bluetooth antenna, etc. All the systems are controlled via a server where the algorithms of artificial intelligence are deployed. Then, the server computes in real time the data gathered from the multiple sensors. For the testing phase, we exploited the Bluetooth antenna, the server, the shoemounted accelerometer prototype, and the daily living home environment to simulate activities. The main objective of this experiment was to evaluate the accuracy of the activity recognition process and to validate the ability of the system to recognize errors.
Experimental Protocol and Experimental Results
We wanted to elaborate an experiment close to real life conditions, taking into accounting few aspects, such as the imperfections or changes in how to perform the same movement. To do so, we created several scenarios, constituting together a morning routine. They are based on former trials that we conducted with actual Alzheimer's patients [19] . Each scenario has duration of approximately 1min30. The complete routine regroups all the actions that we are able to recognize. The scenarios are defined as follows:
The resident is in his room on his bed (1), he gets up to stand (2), he walks (3) up to the bathroom where he stops in front of the mirror (4); he leaves the room by walking (5) toward the kitchen where he stops (6) to the sink to fill a glass of water, he caught in a wall cabinet (7) (8); once the water off, he leaves the kitchen and walks (9) out of his apartment (he should stop (10) to open the front door), he then goes out to do (11) exercise; once on site (12), the exercise is to climb staircases (13), turn-back walking (14) , and descent (15); once he got his breath back, he stops (16) a few seconds at the bottom of staircases), he returns, tired to his apartment (17) , he stops in front of the bed (18) and lies down (19) without even closing his door.
For the experiment, an actor simulated ten times each scenario (the complete routine), while wearing the shoe-mounted prototype. The collected data were used for the learning phase of the algorithm. We then firstly used the same data as input of the activity recognition algorithm; we evaluated the accuracies of each of six activities by varying the time of the outgoing information of our activity recognition algorithm from 40 ms to 1s by step of 40ms, as shown in Fig 3. The average, in red, has been added to observe the trend. Among the scenarios recorded, we have selec By normalizing the activities of other scenarios, by using the sensors in the smart home and the signal of the accelerometer, we have computed the rate of truth for each activity and on the total duration relative to the "pattern" in blue and to a perfect pattern (without recognition errors) in red, as shown in Figure 4a . 40  80  120  160  200  240  280  320  360  400  440  480  520  560  600  640  680  720  760  800  840  880  920  960 The Fig 4b represents a given graph to the error recognition. The black arrows express the possible actions authorized for going from a node to another. The nodes designate a change of state of one sensor in the smart home, where 1 is sensory tactile mat at the foot of the bed, 2 is sensory tactile mat in front of the bathroom's mirror, 3 is an electromagnetic contact on wall cabinet in the kitchen and 4 is an Therefore, the red arrows are errors, which must be recognized. In this figure, we added a blue path (a sequence of activities) of the resident turning into a green path after an error. The histogram in Fig 5 indicates with a red line the beginning of the error. 
Analysis of the results t t
First, curves in Fig  recognized theoretically without any errors. By contrast, the accuracies of the other dynamic activities, as the average, start around more chaotic and decreases after 520ms. This last notification is linked to the fact that this activity is very short in time (1 or 2s), and increasing the period would be flooded by other activities recognized. The maximum average of accuracies is between 98.96% and 98.92% corresponding to 40 and 520 ms, that we could call a high confidence in the recognition. Second, the practical accuracy is a bit lower than the theorical one. Indeed, we obtained rates around 73.11% and 71.11% respectively with comparison with the pattern and a perfect sequence. These percentages are very close, and it is something that reproduces on the different activities. We can conclude that a scenario recorded either by our device or home, performed by the same resident, could be used as input for our error recognition algorithm without major consequences. Looking more closely, we find that the activities with the smallest rate are the 13 th and 15 th (climbing and descending stairs), because these movements are variable in their executions. Thus, these percentages indicate that we must extend our our brief stop in front of the stairs (17) could mean that the size of the window is maybe too large or a correction is needed. Finally, we tested the error recognition, which worked (see Fig 5) . 
Conclusion
In this paper, we propose a new way to achieve real-time error recognition in the context of assistance in a smart home. This low-cost solution is constituted of a non-intrusive shoe-mounted sensor and on an activities/errors real-time recognition algorithm. It could be used in most architecture of smart homes or even on a mobile device to be use outside. Our implementation is straightforward; the execution is fast, and the shoe does not require the intervention of a specialist to be installed. A learning phase is necessary for training, which only require less than fifteen minutes (or training data) to be effective. We conducted a complete set of experiment of the system in our smart home living-lab by simulating (multiple times) several scenarios based on a morning routine, implying six main pedestrian events. These scenarios were based on clinical data gathered in previous experiment ed promising results showing that the proposed activity and errors recognition system is highly effective. In future works, we will need to detect more pedestrian events (ex. turn left and right). We also need to test the system in multiple environments (ex. different homes) with a larger group of persons.
