1,2,3 There is a strong desire to improve the ability to determine the relative position of a network of vehicles (such as aircraft, tanks, troops, etc). This research uses twoway time-transfer (TWTT) measurements, which are already being used for precise relative time measurements, to improve relative positioning of a vehicle network. This research characterizes the impact of using TWTT measurements to improve positioning of vehicle networks. The results show that including TWTT measurements in particular scenarios can reduce the 3-dimensional positioning errors by 11-42% and reduce the relative clock errors from 15% to over 99%.
INTRODUCTION
Global Position System (GPS) measurements can be used to determine relative positioning of vehicles. When doing so, it is often necessary to estimate the relative clock errors between the vehicles as "nuisance parameters," because these errors are present in the GPS observables. (As described later, double differencing removes the need to calculate differential clock errors, but at the cost of degraded measurement geometry). The main concept behind this paper is to evaluate the impact of using additional TWTT measurements to estimate the relative 1 U.S. Government work not protected by U.S. copyright. 2 The views expressed in this paper are those of the authors and do not reflect the official policy or position of the United States Air Force, Department of Defense, or the U.S. Government. 3 IEEEAC paper #1486, Version 1, Updated December 9, 2005 clock errors (along with the GPS observables), and in doing so, improve the relative positioning solution. This paper also proposes a new way to use TWTT measurements. Normally, TWTT measurements are used in a way that cancels out the impact of the vehicle position, in order to obtain a precise relative time measurement. However, these same measurements can be applied in a different way to actually obtain a precise measurement of the vehicle position. This approach shows the ability to enable high-precision relative positioning of a vehicle network using systems that are intended for other purposes. Another benefit of using TWTT measurements is that it reduces by two the number of GPS measurements required to get a position This paper describes a relative positioning simulation environment in which an arbitrary number of vehicles can be positioned using a combination of simulated GPS code and carrier-phase measurements with and without additional TWTT measurements. By using a simulation, we were able to conduct trade studies to identify the key factors that influenced system performance.
TWTT OVERVIEW
Before describing the simulation, it is useful to provide a background on TWTT transfer techniques.
History
The technique of synchronizing clocks using the two-way satellite time transfer method is not new. The first satellitebased, two-way time transfer took place between the United States and the United Kingdom in 1962 using the Telstar satellite, an early telecommunication satellite [1] . During the period of 1962-1965, experiments used the Telstar II and Relay satellites and included participation by Japan [2] . These experiments utilized large fixed earth stations, pulses as the signals, and frequency division multiple access. Results during this period were accurate to the order of 0.1 to 20 μs. These results illustrated the potential of the method for great improvements in time coordination on a global basis.
After more than forty years of improving the two-way time transfer technique, successful results are continuously obtained that include 20 ps time synchronization over fiber and sub-nanosecond time synchronization over satellite communications channels [3] .
Theory
There are a variety of methods for TWTT. This paper is based upon some recent work in dynamic TWTT [3] , in which geostationary communications satellites are used as a relay between two clocks that are on moving vehicles separated by large distances. The clocks are then effectively connected using a transmitter and antenna, an uplink to the satellite, a path through the satellite, a downlink (at a different frequency from the uplink), and an antenna and receiver [4] . This can be seen in The basic time interval measurements are made with Time Interval Counters (TICs) at each site. The TICs are started by a pulse from the local clock and stopped by the received pulse from the second station's clock. At the same time as the local clock pulse is starting the TIC it is also being transmitted to the other station. The same process goes on at both stations. Typically a one pulse per second (PPS) signal is used. This time interval data is recorded at both sites and then the data files are exchanged and differenced. Generally there is ample bandwidth in the communications link that the data can be transferred at the same time that the timing pulses are being transmitted. Thus the two-way technique can in effect be used in real time [4] . The time interval information that is recorded at each station contains the clock differences as well as the delays as shown in the following equations. 
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Equipment Delays
There is no reason for the transmit and receive delays of the earth station equipment to cancel perfectly since they are caused by physically different pieces of equipment. This is one of the main sources of inaccuracy in the two-way technique.
Propagation Delays
This research is based on an assumption that the uplink and downlink frequencies being the same. Therefore, nearly all of the propagation delays cancel out due to symmetry.
It is possible for the uplink frequency to be different than the downlink frequency in which case the propagation delay will not be exactly the same.
Satellite Delays
The satellite delays, d SAB and d SBA , may perfectly cancel since in some cases the same satellite transponder is used for both directions. In other cases different transponders are used and then the cancellation is not exact.
Sagnac Delay
The value of the Sagnac delay is 2ωAr/c 2 for stations on the Earth's surface, where ω is the angular velocity of the earth, c is the speed of light, and Ar is the area defined by the projections onto the equatorial plane by the line segments connecting the satellite and the earth's center to the two earth stations.
Motion-Related Errors
Motion of the vehicles will introduce additional relativistic and non-relativistic errors. However, if the motion is known or can be approximated, these terms can be calculated and removed [4] .
For this research we are not simulating the Sagnac delay or motion-related effects, since they are mostly deterministic, so their effects can be calculated and removed.
METHODOLOGY
This research is based on a MATLAB ® -based simulation, described below. The overall approach is to use a batch least-squares algorithm to estimate position and clock error for each receiver in the network. This is done independently at each measurement epoch. First, the user is able to input desired parameters. Those parameters are then fed into a truth model and used to determine "true" positions, ranges, and clock errors. The "true" clock errors are then propagated using a clock model as described below. Simulated measurements are created using approximate positions and additional input errors to simulate a realistically-known scenario. Finally, an iterative Least Squares Estimation Filter is used to determine the relative positioning errors in the simulated measurements, which can then be compared to the "truth" data to determine the accuracy.
Parameters
The simulation for this research starts with parameters which are input by the user. Some of the key parameters include: 1) the number of receivers to use 2) the time history of receiver position (allowing for both moving or static receivers) 3) a broadcast ephemeris file as well as the corresponding precise ephemeris file for the date desired 4) type of observables to use (single and/or double differenced pseudoranges and phase measurements, and whether to include the TWTT technique or not) 5) measurement noise values for all measurements
Truth Data
The truth model takes inputs from the parameters specified by the user. The receiver locations specified by the user are assumed to be the "true" locations at each time epoch. Using the precise ephemeris, the precise satellite positions and their corresponding clock errors can be determined which are assumed to be the "true" position and clock error for each satellite.
The number of visible satellites for each receiver and the pseudo-random noise (PRN) identifiers of those satellites are determined and stored for future reference. The true ranges between each receiver and the satellites that are visible to that receiver are simply:
Where: R true = true range between the satellite and receiver X sat = true ECEF satellite position (x,y,z) X rec = true ECEF receiver position (x,y,z) t = time epoch
The communications satellite used for the two-way transfer is typically in geosynchronous orbit above the receivers. The user can input the location of the satellite and that is considered the "true" position. For this research the twoway reference satellite was specified to be directly above where the equator and Greenwich Meridian intersect.
The true range between the communications satellite and the receivers can be calculated using equation (3.1).
Clock Model
Satellite clock synchronization is achieved by estimating the time offset, drift, and drift rate of each satellite clock relative to GPS time and transmitting the clock parameters of the estimated model in the satellite's navigation message [1] . In this research it was imperative to properly simulate the real performance of the Rubidium 4 atomic clocks used by the GPS satellites. Therefore the true GPS clock performance had to be measured and approximated for use in the least squared filter. Without accurately estimating the time dependent clock errors of GPS, it would have been impossible to correctly simulate the satellite positions and velocities and therefore impossible to simulate the pseudorange and phase measurements between the receivers and the satellites.
The performance of atomic clocks can be simulated using a 3-state polynomial process driven by white noise. The discrete process model and its covariance can be written as [6] :
Where:
x 1 (t k ) and x 1 (t k+1 ) = the clock bias error at times t k and t k+1 x 2 (t k ) and x 2 (t k+1 ) = the clock drift error at times t k and t k+1 x 3 (t k ) and x 3 (t k+1 ) = the clock drift rate error at times t k and t k+1 τ = t k+1 -t k = the time interval w 1 (k), w 2 (k), and w 3 (k) = independent white noises q 1 , q 2 , and q 3 = the continuous process noise power spectral densities representing the bias, drift, and drift rate respectively
The initial clock bias and drift parameters were collected from [7] for each satellite in order to calculate each GPS satellite clock's 3-state random process. The initial drift rate was assigned a value of zero. The bias, drift, and drift rate initial values were propagated each time step using equation (3.3).
Each receiver was given a random initial bias and drift. The drift rate (time derivative of drift) was assumed to start at zero for each receiver. The receiver clock biases, drifts, and drift rates were simulated to be similar to the satellite values and were propagated using the satellite clock propagation procedure described above.
Generated Measurements
Using the broadcast ephemeris, an approximate position and clock error can be determined for each satellite. The estimated satellite position is used along with the true receiver position plus the position error specified by the user in order to estimate the range between receivers and satellites.
( ) ( The pseudorange values are the normalized true range measurements plus the pseudorange noise specified by the user, the satellite clock bias, and the receiver clock bias. Where: υ PM = phase measurement error expressed in meters
The time difference between the reference receiver clock and the remaining receiver clocks was calculated using the two-way time transfer technique. The sagnac term was not included (since it's deterministic and can be removed, therefore it would have no impact on the results of the simulation) and all of the other delays cancel in the differencing.
There is also another observable that can be obtained from the TWTT measurements that can be used to decrease positioning error as well. The sum of the delays in the TWTT are obtained by adding equations (2.1) and (2.2). This simulation does not include this observable as of the date of submission.
( ) where ΣD is the sum of the four delays shown in equations (2.1) and (2.2). These four delays represent distances between the receivers and the (moving) TWTT satellite, and they clearly could be used as an additional range-like observable in the estimation algorithm. This method provides an additional ranging measurement, so once it is included in the simulation we expect that the positioning errors will be further reduced. This method is proposed, but it has not yet been implemented in the simulation described in this paper.
Least Squares Estimator
The state vector X for the Least Squares estimation filter is comprised of the receiver positions plus the position error multiplied by the random number generator, and the receiver clock bias plus the clock error multiplied by the random number generator. 
Where: x 1 ,y 1 ,z 1 = ECEF positions of receiver 1 δt 1 = clock bias for receiver 1 x n ,y n ,z n = ECEF positions of receiver n δt n = clock bias for receiver n This state vector gets updated with each iteration of the least squares filter.
For each of the possible scenarios defined by the user (ie: single and/or double differenced pseudoranges and phase measurements) the actual data or observation relation -the relation between what we observe and the state -(z), the observation matrix (G), the linearized observation matrix (H), and the covariance matrix (Q) are formed. If the user specifies to not use one of the scenarios, all of these matrices are empty for that scenario. At the end of the least squares filter, each of the "total" z, G, H, and Q matrices are formed by combining all of the individual scenario matrices. For example:
The total observation relation (z), as shown in equation (3.11) is a column vector composed of the double differenced pseudoranges, single differenced pseudoranges, double differenced phase measurements, single difference phase measurements, two-way time transfer measurements, and the receiver 1 measurements 6 (if all are desired). The values used in the observation relation are the pseudoranges and phase measurements described in equations (3.6) and (3.7), which are based on the true satellite and receiver position and clock errors.
The observation vector is a column vector whose values are the pseudoranges, phase measurements, and clock bias's written in terms of the x,y,z and δt components for both the satellite and receiver. The observation vector uses the estimated positions and clock errors. For example, if only the single differenced pseudorange measurements between two receivers were desired, the G-matrix would look like equation (3.12) .
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Where: x,y,z 1 = calculated ECEF position (from broadcast ephemeris) of the first common visible satellite between receivers 1 and 2 x,y,z 1,2 = nominal ECEF position for receivers 1 and 2 (from state vector) x,y,z i = calculated ECEF position of the i th common visible satellite between receivers 1 and 2 x,y,z j = calculated ECEF position of the j th satellite visible to receiver 1 6 Note that the values for the reference receiver must be included to avoid singularities due to the fact that the measurements are differences but the final desired output are receiver positions and their corresponding clock errors.
Residuals are calculated by differencing the observation relation and the observation matrix:
The linearized observation matrix is calculated by taking the partial derivatives of each component of the observation vector (G) with respect to each component of the state vector (X).
14)
The observation covariance matrix is a block diagonal composed of the covariance matrices for each group of measurements in the z-matrix. The covariance matrix describes the inter-dependence (if any) of the measurements. The Q-matrix contains the correct dimensions to effect unit conversions when they are needed to handle unit compatibility.
If the measurements contained in 'z' are independent, 'Q' is a diagonal matrix with the diagonal values are the standard deviations of the measurements squared: 
Where there are N scalar measurements of this kind in the zmatrix. Then: 
For simplicity, the identity matrix was used for the state transition matrix (Φ).
We define:
The covariance of the correction (P) is: P = inv (H ' *invQ * H) (3.18) This matrix must be invertible for an estimate to exist. This requirement is also known as the observability condition.
Then the state correction vector at each epoch is:
This correction vector is added to the state vector and the updated state vector is compared to the previous state vector.
new previous
The least squares estimation filter continues to iterate at each epoch until the estimated state vector is suitably close to the true state vector (which is known from the user input parameters for the receivers).
Random Number Seed
In order to provide an "apples-to-apples" comparison between different observables, the random number seed was reset to the same value at the start of each simulation run. This ensured that any differences observed were due to changes in the noise levels, as opposed to different random numbers being generated.
RESULTS
Data over one 24-hour period was sampled every 15 minutes to yield 96 time epochs. Data was collected at each epoch and averaged over the total collection time. All simulations described in this section used nondifferenced pseudorange measurements to estimation the position of receiver 1, in addition to various difference measurements (which were simulation-dependent). This was necessary to make all of the states observable, because all of the other measurements are difference measurements, which have no absolute positioning information. The primary goal of this research is to improve the relative positioning solutions, so only relative positioning results are presented. It is also seen in Since the x-direction is in the vertical direction, it is no surprise that the RMS error in that direction is larger than in the other 2 directions-this is commonly seen with GPSbased positioning. Augmenting the GPS measurements with the TWTT consistently reduces the positioning and clock errors. Note that the clock terms get subtracted out in the double difference phase measurements, so the clock errors do not affect these results. Including the TWTT measurements makes the most significant impact in the single differenced pseudorange scenario. When comparing the GPS pseudorange-only case with highest accuracy TWTT case ( Δ ρ +TT(D)), the TWTT reduces the positioning error by over 62% in the x-direction alone, and over 42% in the combined 3-D position. Even when using a TWTT accuracy of 3m, the pseudorange-based positioning errors are reduced by 11%.
Due to the fact that the carrier phase measurements are more precise than the pseudorange measurements, the impact of the TWTT measurements is not as evident. However, it should be noted that in order to perform cm-level positioning with carrier-phase GPS measurements, it is Table 4 .3 Consolidated Simulation Results for All Simulations generally necessary to determine the integer ambiguities of the carrier-phase measurements. This forces the use of the double differenced phase measurements, which remove the effects of clock error and make the ambiguities truly integer in nature. However, using the TWTT approach with a high level of precision would enable ambiguity resolution to be performed using single-differenced measurements. The point of comparison for phase-based positioning should therefore be to compare between double differenced phase results (3-D RMS value of 0.082m) with single-differenced phase results with TT(D) (3-D RMS value of 0.042 m). This is effectively an improvement of almost 50% in already-precise carrier-phase-based positioning.
CONCLUSION
The use of TWTT measurements for navigation is a great example of leveraging an existing system for other purposes.
It has promise to significantly improve navigation accuracy depending upon the TWTT approach that is used and which GPS measurements it is supplementing.
