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TNTR0DUCCln-14
Dado un espacio topológico X y una aplicación
n :XxR -y X con las propiedades :
I) VXEX, n(x,0)= x
	
'
II) VxcX, Vh,keR, n(n(x,ii),k))=n(x,h+k) .
III) n es contínua en XxR,
se dice que la terna (X,R,a) es un sistema dinámico ordina-
rio, definición axiomática que se inspira en algunas propie
dades de las soluciones de un sistema diferencial autónomo
sobre Rn .
Si xcX se llama solución de (X,R,n) pasando por
x, a la aplicación ax :R;X definida por n x (t)= n(x,t),y se
llama trayectoria de x al conjunto {n(x,t) :tcR} .
Si la trayectoria de x se reduce al punto x, di .
cho punto es llamado crítico o de equilibrio . Una propiedad
de especial interés es que si x es crítico, de ser y~x con
n(y,tn )yx, tiene que ser
tni+m ó tni--, es decir que los
puntos críticos no pueden alcanzarse en tiempos finitos .
Un estudio detallado de los sistemas dinámicos
ordinarios, se encuentra en el libro de V .V .Nemytskii y V .V
Stepanov, Qualitative Theory of Differential Equations,1947,
y una puesta al día de esta teoría,con indicación de los
campos estudiados y técnicas empleadas en los últimos años,
puede verse en (S), obra desarrollada preferentemente en
el caso en que el espacio fase X es métrico localmente com-
pacto . En Topological Dinamics and Ordinary Differential
Equations, (1971), G .R . Sell estudia el caso en que X es un
espacio uniforme .
Modificando algunos elementos de la terna que
constituye un sistema dinámico ordinario, se obtienen algu-
nas ele las generalizaciones que conducen al concepto de se
mi-sistema dinámico discreto débil sin unicidad - , cuyo estu-
dio es, en parte, un objetivo de la presente memoria .
Citaremos algunas de ellas .
Si se considera n.XxR+ -->X se obtienen semi-
si.stemas dinámicos, estudiados por N .P . Bhatia y 0 .Hajek
en (3) . Como particularidades importantes propias de
	
los
semisistemas dinámicos pueden señalarse :
a) El concepto de punto de partida : .Si.tuacio -
nes que no pueden ser intermedias del fenómeno considerado
y sí pueden ser condiciones iniciales .
b) Un punto crítico puede ser alcanzado en tiem
po finito .
En 1 .970 M .Slemrod en (29) define sistemas diná
micos débiles (en realidad semi-sistemas) manteniendo inal
_
terados los axiomas I y II, y reenunciando . III de modo
que, (siendo X un espacio de Banach),
III') Si ¡tn -tl-0 y xn~x (débilmente) enton-
ces ,r(xn,tn)-.n(x,t) (débilmente) .
Si la aplicación n es multívoca se obtienen, a
partir de los sistemas dinámicos ordinarios, los sistemas
dinámicos sin unicidad , que constituyen un estudio axiomát_i
co de las ecuaciones diferenciales ordinarias con existen-
cia de solución y prolongación de cada una de ellas a toda
la recta real . y que han sido estudiados por G .P . Szego y
G .Treccani en (32) .
Análogamente, si la aplicación n es multívoca ,
se obtienen a partir de semisistemas dinámicos ordinarios
los sistemas generales de control , un estudio de los cuales
puede verse en "Stability in general control systems"(1965)
de E .Roxin .
También en 1 .970, G .P .Szego y G . Trecceni pre-
sentan en Varenna (Como,Italia) la comunicación "An abs-
tract formulation of minimizaban algorithms, recogida des-
pués en (30), en la que se introduce el concepto de semi
sistema dinámico discreto , que considerado en la linea de
las anteriores generalizaciones, toma la aplicación
n :XXI
+
-&
y el axioma III queda, .si X es un espacio métrico .
III') Si xn-x entonces n(xn) k) sn(x,k) Vkcl,
donde el símbolo R indica la convergencia en una adecuada
topología introducida en F(X), espacio de las partes no va-
cías y compactas de X .
En el mismo trabajo se aplica la Teoría de Semi-
sistemas dinámicos discretos para dar una prueba elegante de
la convergencia de determinados algoritmos de minimización
de funciones sobre Rn .
yn efecto, si J :Rn---~R, y se trata de determi---
nar sus mínimos, un * procedimiento es constr+id r una sucesión
{xn)C Rn	tal que
a) J(x0)>J(x1) > . . .
b) (xn ) tiene como límite un punto x*, en el
que J tiene un mínimo .
Si J es suficientemente regular como para que
las operaciones que se indican tengan sentido, un método pa
Ya construir {xn ) es el llamado del gradiente, en el que, a
partir de un punto inicial arbitrario xo se toma :
-Grad .J(x n_)_xn+1 = xn
+ p n
siendo
11 Grad .J (xn )1I
p - arg .min . J( xn + p
'Grad .J(xn) )
n
	
()
p e [O,k]
Grad . J (xn)II
con k>0 previamente fijado .
Se trata de definir sobre Rn un semi-sistema
dinámico discreto adecuado, (Rn ,I
+
, r) de modo que, si xeRn
ir(x,k) sea el conjunto de los puntos obtenidos a partir de
x por k aplicaciones sucesivas del algoritmo, aprovechando
propiedades del semisistema para probar.su convergencia .
Observamos que :
a) El proceso sólo tiene sentido en una direc -
cibn, y además sería de desear que el punto crítico se al-
cance en un número finito de pasos .
b) Fijado xn sucede que p n , y por tanto xn+1
no está unícambnte determinado, lo que hace pensar en la
ne
cesidad de prescindir de la unicidad .
c) Fijado xn los posibles xil+1 forman
un com-
pacto de Rn . Los compactos no vatios jugarán un papel funda
mental en toda la Teoría de semisistemas dinámicos discre-
tos .
En (B) se hace un estudio extenso de cierta cl_a
se de semisistemas dinámicos discretos sobre Rn , que en
(3d) G . Treceani aplica a la minimizacibn de funciones so-
bre Rn .
También se expónen resultados en la misma línea
en (26) .
De modo formalmente similar a como se efectua
en Rn , pueden aplicarse resultados de la Teoría de Semisi_s
temas dinámicos discretos al estudio de la convergencia de
algoritmos de minimización de funcionales sobre un espacio
de Banach, presentándose en este caso las lógicas dificulta
des derivadas de no ser localmente compacto el espacio con-
siderado . Una aportación a este respecto es el trabajo de
F .Castillo (8), en que, definiendo sobre un espacio real de
Hilbert separable semisistemas adecuados, se prueba la con-
vergencia (fuerte) al mínimo de un funcional dado, de
	
las
sucesiones obtenidas por la aplicación del algoritmo ante-
riormente descrito sobre'Rn .
Sin embargo, en la mayoría de los algoritmos de
minimización de funcionales definidos sobre un espacio de
Banach reflexivo, extensamente estudiados en (10) y (14),se
construyen sucesiones que, bajo determinadas condiciones pa
ra d9.chos funcionales, convergen débilmente a su mínimo .
Ello condujo al doble problema de definir sobre
un espacio de Hilbert semisistemas dinámicos discretos ade-
cuados, y a probar que, en efecto son aplicables al estudio
de la convergencia débil de algoritmos de minimización, tal
como se hizo en los casos anteriores .
La principal dificultad para el primero de es-
tos propósitos radicaba en la expresión de un modo adecuado
de un "axioma de continuidad" para la aplicación multívoca
definidora del semisistema dinámico discreto, o en otros
términos, de hallar una forma idónea del axioma IIj .
La distribución de la presente memoria en sec-
ciones, es la siguiente :
-En la Sección 1 se estudian, con vistas a la
enunciación del antedicho axioma de continuidad, determina
dos tipos de convergencia secuencial en el espacio F(H) de
las partes no vacías débilmente compactas de H, que para una
de ellas resulta ser un espacio con límite .
En la Sección Z se definen Semisistemas diná 15
micos discretos débiles sobre H, (terminología que pare-
ce la más natural en consonancia con la de sistema dinámi
eo débil), y se eltudian propiedades de invariancia, con-
juntos límite, estabilidad, funcionales de Liapunov,atrac
ci6n, minimalidad, etc ., siempre bajo el. doble aspecto
(habitual en semisistemas dinámicos sin unicidad) de con-
direrarlas para el cono completo de soluciones (propieda-
des "fuertes") y para las soluciones individuales (propie
dades "débiles") . Se ha procurado mantener esta acepción
del término 'débil', evitando su empleo en las correspon
dientes propiedades topológicas,que se han distinguido
con el prfijo v habitual .
Las definiciones relativas a los conceptos
de invariancia, estabilidad etc ., se ha procurado expre-
sarlas de modo que constituyan generalizaciones de las
usuales, aunque en las que son de naturaleza topol6gica
se haya hecho necesario desdoblarlas, apareciendo, por
ejemplo, conjuntos limite fuerte y débil de soluciones,
atracción fuerte y débil, etc .
El estudio de estos semisistemas dinámicos,
se ha hecho con vistas a su aplicación a las pruebas de
convergencia de algoritmos de minimizaci6n de funcionales
sobre H, por lo que no se tratan los conceptos "negativos" .
La Sección 3 se dedica a exponer los métodos
a seguir para probar la convergencia débil al mínimo, de
ciertos algoritmos de minimización de funcionales,
defi -
niendo para ello semisistemas dinámicos discretos débiles
adecuados, y mostrando que las sucesiones que generan son
soluciones del correspondiente semisistema, soluciones
cu
ya convergencia débil a un cierto compacto (que'en este
caso será el formado por el punto en que el funcional al-
canza su mínimo), se ha probado en la sección procedente .
Es de notar que si. {x n ) es una sucesi8n de
la que se ha probado que converge débilmente al mínimo x*
16 ;del funcional considerado J, nose sigue necesariamente, si
H es de dimensión infinita, que {J(xn)} converja a J(x'°)
ya que la mayoría de los funcionales empleados en la prác
tica, no son débilmente contínuos (Cfr . 1 .1 .) . Ello imPo
ne sensibles cambios con respecto a los métodos usuales
en dimensión finita, - en los que la continuidad juega un
papel esencial .
El disponer de esta interpretación "dinámi.c a"
de los algoritmos de minimi.zaci6n de funcionales, aparte
de la unicidad de los-métodos y consiguiente mayor elegan
cia,'puede aportar una contribución a su estudio en condi
ciones menos exigentes para el funcional, as¡ como al com
portamiento de nuevos algoritmos o,a la extensión a dime_n
sión infinita de otros conocidos para Rn .
Se supondrá dado en lo que sigue un espacio real
de Hilbert I- 1, separable, en el que se considerarán las topolo
gías débil y de la norma . Si {xn) es una sucesión en H se em
plearán los símbolos
	
xn '- x y xn ' x para indicar que
converge a xcH respectivamente en cada una de ellas .
La topología débil de H será denotada con el pre-
fijo 6 Para el producto interno, norma y distancia en H se
usarán las notaciones habituales y d( ., .) res -
pectivamente .
quedará :
1 .1 . : NOTACIONES
1 .2 . : LEMA
Sean {xn } {yn } sucesiones en 11 tales que
xn-1 x, Yn --~ Y,
verificando además que, para cada n=1,2, . . .
Ilyn - xn ll < k .
Entonces se tiene que Ily k .
Prueba :
Para cada entero positivo i, y para todo vec-
tor acH, se cumple que :
I (yi/a)-(xi-a) I = I (yi - xi/a) I 6' Ily i, xi N hall
4 k hall .
Por tanto :
lim j(yi/a)-(xi/a) k llall
lo que, por hipótesis equivale a
I(y/a) - (x/a) 1 1 k,lla11
Tomando en particular
a- y - x
Uy - xil
(y-x / a) 1 = ¡(y-x/ .-Y-x 11 ) 1= Ily-xu ~ k . Uag -k
II y-x II
lo que completa la demostración .
ls
1 .s . TEOREMA
Sea
	
BCH un conjunto débilmente compacto .
Entonces
S[B,c] = {xE11 : d(B,x) `- E }
es débilmente compacto .
Prueba :
Sea {xn } una sucesión en S[B,c] .
Al ser S[B,cJacotado, la sucesión dada ad
mite una subsucesión {xnp } débilmente convergente a un pun
to xcH .
Como para cada pel+ , x n c SfB,e], d(B,xn )=can
P P pcon a
nP
< c .
Al ser B débilmente compacto, es fácil compro -
bar que , existe Ynp eB (p=1, . . . ) tal que :
d(B,xnp) = Ilynp - xnp ll = anp 6 e (p=1, . . . ) .
B es débilmente secuencialmente compacto, por lo
que (ynp )C B admite una subsucesión (que puede suponerse
es ella misma) débilmente convergente a un punto ycB .
Como, obviamente, xnp % x, por el ama an-
terior se tendrá que
Ily - X11 4 s
y de aquí que x eS[B,c] probándose as¡ que S[B,e] es dé-
bilmente secuencialmente compacto, siguiéndose la conclusión
de `-
11
En lo que sigue F(H) es el conjunto de las par
tes no vacías débilmente compactas de H .
1 .'4. . : DEFINICION
Dados A,BeF(H) se llama semidesviación de A res
pecto de B al número real
B(A,B) ® sup {d(x,B)} .
x6 A
1 . 5 . : TEOREMA
Para cualesquiera A,B,CeF(H) se cumple :
1 . 5 .1 . B(A,B) = 0 G~ AC B .
1 . .5 .2 . a(A,B) < e ACS(B,c)-{xcH :d(x,B)<c} .
1 .5 ,3 . : En general, B(A,B) ¢ B(B,A) .
1 .5 .4 . : B(A,B) `- B(A,C) + B(C,B) .
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La prueba se omite, por ser simple consecuencia
de la definición .
obtiene una base de una topología sobre F(H), que satisface
el primer axioma de numerabilidad, y que es no T1 .
La comprobación es inmediata .
AnS~A indicará en adelante que la sucesión
{An }cF(H) converge en esta topología al conjunto AcF(H) .
1 .7 DEFINICION
Sea (An } una sucesión en F(H), y sea AcF(H) . Se
dice que {An } a-converge a A, ( An -1 A), si para toda su
cesi6n'{xn } con xn cAn (n=1, . . .) puede obtenerse una subsu
cesión xn	co xn- XEA .
p p
Con esta convergencia F(H) no es un espacio
con limite (Cfr . 20 . I ) .
1,6 . TEOREMA
Sean AcF(H) y S0 (A,r)={ BcF(H) : B(B,A)<r) .
Si se defi.n e £ = (S B (A,r) : AcF(H), r>p} se
1 . DEFINICION
Sea {An ) una sucesión ep F(H), y sea AcF(H) . Se
dice que (An ) ó-converge a A, (An
a A), si para cual-
quier subsucesión {Ank } de {An ) se tiene que Ank 1 A .
1 .9 . . TEOREMA
F(H) con la convergencia a , es un espacio con
límite .
Prueba :
Sea (An } una sucesión en F(H), y sea A&F(H) .
Es sabido que F(H) es un espacio con límite pa-
ra la convergencia á, si verifica :
1) Si á-lim A n=A y k 1 <k 2 . . . entonces
nó-lim Akn = A .
2) Si para cada n, An=A, entonces 1-ñjm An =A .
3) Si (An } no á-converge a A., contiene una
subsucesión tal que ninguna de sus suhsucesiones I-converge
a A .
n
toque Sara alguna subsucesión
	
{Al,,) } de {An } se tiene que
Anp-f--~ A .
En tal caso, al menos una subsucesión {Anp _ }de
{Anp } verifica que
Anp7 -°~-) A .
tiene que
Para ver (1) supongamos que An =--1 A mietras
Pero como
{AnP7
es subsucesión de (An } se ob-
ti
An ° -1 ; A
en contra de lo supuesto .
Si, para cada n, An=A, y {Anp } es una subsu-
cesión arbitraria de{An } entonces tomando {xp }cH con
x
pCAnp
	(p=1, . . . ), por ser A débilmente compacto, puede su
ponerse que xp---Ix EA . Luego Ajlp -2--> A, y al ser arbitra-
ria la subsucesión {Anp }, se tiene que Anp A, estable-
ciéndose de este modo (2) .
Si la sucesión {An } no Q -converge hacia A, al
® guna subsucesión suya verifica que Anp °~-~ A . Probaremos
que ninguna subsucesión de {Anp }áconverge al compacto A .
a En efecto : Caso contrario, si la sucesión {Anp1 }
extraida de Anp verificase que Anpy.	) A, en particu
lar también se tendría que
Anp, o--> A
y si tomamos cualquier sucesión {xnp }e H, con xnp EAnp
(p=1, . . . ),una subsucesión de
{xnp)
}
_ converge débilmente a un punto de A .
Pero, al ser esa misma,subsucesión de {xn
P
} se
obtiene, en definitiva que
Anp
ó
-i A
una contradicción .
Se ha demostrado pues (3) y con ello el teore
ma . O
Nótese que la convergencia a verifica en F(H)
los axiomas (2) y (3), mas no el (1) . No obstante :
1 . 14 . : ' TEOREPIA
Sean {An ) CF(H) , AeF(11) . An-a 4 A si y sb-
alo si, para alguna subsucesión An A .
P
Prueba :
Si para alguna subsucesi6n '{Anp} de (An ) se 21
tiene que
	
Ann -°-r A, entonces dada cualquier sucesión
{xn}Cl{, con xneAn	( =1,2, . . . ), {xnp } admite una subsuce --
si6n débilmente convergente a un punto de A . Luego también
{xn } admite una subsucesión .débilmente convergente a un pun-
to de A, y, en consecuencia, An -a- T' A .
1 .- 1 j .' : ' TEOREMA
Sea {An } una sucesí6n en F(H) .
Si Anp A, entonces An % A .
Prueba :
Si An-4 A, dado k>0 se tiene que S(An ,A)<k
salvo, quizás, para un número finito de subíndices . Puede
suponerse, por tanto, que
An CS[A,k] n=1,2, . . .
Si (xn ) es
cualquier sucesión con xn eAn para
n=1,2, . . . entonces '{xn)CS[A,k] y como consecuencia de 1 .
3 . ., admite una subsucesi6n {x np } con x np xe5[A,k] .
Como B(Anp ,A) - " 0, también anp
= d(xnp ,A) -" 0 .
De modo .análogo al expuesto en la prueba de 1 .3 , ., puede ha
llarse una sucesión {Ynp}CA', tal que
d(xnp ,ynp )= d(xnp ,A) =a
P
.
Al ser A_débilmente compacto, puede suponerse
que , Ynp.-S YCA .
' Dado e>0, puede hallarse p(e)cI+ tal que si
p 5 p(e), d(xnp,Ynp~ =a np <e,
lo que, en virtud del lema 1 .2 ., implica que d(x,y)?e .
Luego, necesariamente -d(x,y)=0, es decir qué
xeA, completándose de este modo la demostración .
Sea {An } una sucesión
en F(H) . Sea AcF(11) .
Si An 0 . . A,
entonces An a ~-- . A .
Prueba :
Si An 0 ' A, para cualquier subsucesi6n {Anp }
de {An } se tiene que Anp-
5 -~- Q, y en consectiencia, , lpor
a
el teorema anterior, AnP
° A . Luego An > A .
0
Si
	
{e i ) es una base ortonormal en 11, entonces
® 221a sucesión ({e i }jcF(M) verifica que {e i } a {0)
Pero 5({0} ) 1te¡] , = para odo i=1,2, . . . .
Por lo tanto el recíproco del anterior teorema
ylcA arbitrario, . . . ,yn9^1cAn9-1 arbitrario,
(1) (~)ynl=xnleAni, . . . , yn2_1 _-xn2_1eAn2_1 .
_ a) _ (3)._ yn .2 _xn2 eAn2 , . . . , yn3-1-xny1 eAn3 _ 1 , . . .
Obviamente :
d(yni .A)
! 2, . .
.
. .d(yn2 _1~A) 12
d(yn3 _ 1 ,A) -N 2 ; . . . .
Como yncAn n=1, . . ., y An 1 A por hipótesis,
puede obtenerse una subsucesión {ynk } de .{yn } tal que
ynk ^syeA
y además,para cada k, d(ynk,y) ! d(Ynk,A) .
te modo' :
1 -13 . : OBSERV!1CTON
es falso .
i
1 .14 . : TEOREb1A
Sea {An ) una sucesión en F(H) .
. Si Al, ° A puede encontrarse una subsucesión
{Anp } de {A re }, tal que Anp C S[A,k] p=1,2, . . . , p . a al
gún k>0 .
' (0, en otros términos, {An } está contenida fr_e
cuentemente S[A,k]* para algún k>0) .
Prueba :
Caso contrario {An ) está últimamente no conte-
nida en S[A,k] para todo k>0 .
Dado k=2 3n 1 .	/ si ninl B(An,A) á 2 .
Dado k=2 sn2 >n ) si ni n2 B(An) A) 22
Se construye ahora la sucesión (y¡ } del siguien
d (yn2?A)12 2 , . . ,
Dado k=2p 3nP>nP_1/ si n~np
Por tanto :
B(An ,A) 2p
Dado k=2 3n 1 / si n''-n, 3xñeAn d(xñ,A)12
' Dado k=22 3ñ2 >nj / si niin 2 3xñeAn d(xñ,A)!!2 2
. "Dado k=2p 3np>np_1/ si-n-np 3xñeAn d(xñ,A)12P
2 3
Por lo tanto,
	
{d(Ynk,y)} está minorada por
una sucesión numérica no acotada, lo cual es absurdo ya que
si ynk -~ y, existe
K1>(1 tal que
lYnk - YO < M, (k=1, . . . )-
Sea J : H ---3 R un funcional sobre Fi tal que
1 .15 .1 .! J es débilmente secuencialmente contínito
en H .
1 .15 .2 . : J admite un mínimo,x* .
Entonces si J(x0) > J(x*), el conjunto de nivel
14(x0 ) = {z E FI~ , J(z)4J(x 0) }
es no acotado .
Prueba :
Sea (xn ) una sucesión en H tal que xn	x* .
Al ser J débilmente secuencialmente continuo,
J (x*) .
por lo que, para n suficientemente grande
J(xn) - J(x *) < J(x0)-J(x*) .
Puede suponerse, pues, que {x n }Cl4(x0) . .
Por otra parte, si {el,e2, . . .,en` - }es la base
ortonormal canónica de H, se tiene que :
ep+xP ,
. . . x *
2ep+xp ,
. . . _._-~ x*'
kep+xo , . . . --> x*
continuo
1 .15 " : TEOREMA
Por lo que, al ser J débilmente secuencialmente
J( el+x1), . . ., J( ep+xp) , . . . -. J(x*)
J(2el+xl), . . ., J(2ep +xp) , . . . -> J (x*)
J(kel+x1), . . ., J(kep+xp) , . . . ' J(x*)
el +x 1 , e2+x2' . . .
2e l +xl , 2e 2+x 2 , . . .
. ke i +x 1 , ke 2 +x 2 , . . .
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Sea r= J(xo)-J(x*) . Dado r/2, se tiene que
an i CI + ~ si n'-n 1 J(en+xn)-J(x*)<r/2
-in ? £I + 1 si n''-n 2 J(2en +xn)-J(x*)<r/2
3nkeI + 1 si n=nk J(ken+xn)-J(x*)<r/2
De donde
J( ene +xnk )<J(x*)+r/2=J(xo ). -r/2<J(xo)
J (2en2+xn2) <J (x*)+r/2=J (x0) -r/ 2<J (x'o).
J(kenk+xnk)<J(x*)+r/2=J(xo),r/2<J(xo)
Obteniéndose así la sucesión
	
{kenk+xnk},
obviamente no acotada y contenida en W(x o), completándose
de este modo la prueba .
Nótese que 1 .15 ..1 se da, por ejemplo, si
el funcional J es Gateaux diferenciable en H y si además se
verifica que
xn x 1
yn _~ yi=5 J , (xn 1Yn)--> J', (x y)
. 2 . :
	
SEMISISTEMAS D INÁMICOS DISCRETOS DÉBILES ' 25
SOBRE H
2 .1 . : DEFINICION
Se denomina semisistema dinámico discreto debil
sin unicidad sobre H a la terna (H,I + ,  ), donde
n : HX I + ---~ F (H)
verifica :
2 .1 .1 . :,r (x,0) _ { x} Vx£H .
2 .1 .2 . :Si xn ` x en H, entonces, para cada
entero no negativo k, ,r (x ,k) - °-) r (x . k) .
2 .1 .3 . : ,r (,r (x,h) ,k) = ,r (x,h+k) VxeH, V h,kFI + .
2 .2 . : OBSERVACIONES
2 .2 .1 . .
En 2 .1 .3 . se afirma implícitamente que es dé -
bilmente compacto el conjunto
n (n (x, h) k) = b__..s n (y . k) .
yen (x,h)
Ello es consecuencia de los axiomas anteriores,
en el siguiente sentido :
Si McF(H), y F(H) 'verifica los
axiomas 2 .1 .1 . y 2 .1 .2 ., entonces el conjunto
,r (M,k) = U n-(y,k)
ychí
es débilmente compacto .
En efecto :
Sea (xn }C,r(M,k) .Por definición puede obtenerse
otra sucesión {y n } C M, tal que xncir(yn ,k) (n=1,2, . . .) .
Como M es débilmente compacto, {yn } admite una
subsucesión (ynp} tal que
Ynp " " YEM,
lo que,en virtud de 2 .1 .' ., implica que
n (ynp , k) or . n (Y, k) .
Como x npe,r(Ynp ,k) (p=1,2, . . .), la sucesión
{xnp } ad mite una subsucesión {xnp* } tal que
xnp* ` xc,r (y,k) Cn (NI,k) .
Se ,ia probado, pues, que ,r(Df,k) es débilmente
secuencialmento compacto y, p o r t a n t o t a m b ié n q u e es
débilmente compacto . .
2 .2 .2 . .
La definición de semisistema dinámico discreto
sin unicidad sobre un espacio métrico X, dada en (30) y re
cogida en (26), es como sigue :
(X,I n) es un s .s .d .d . sobre X si
-n :XxI +	F( )
ve
	
1) ,r(x,0) _ {x} VXeX .
2) ,r(,r(x,k),h)= ,r(x,k+h) V cX Vh,k£I+
3) Phra cada kcI+ , xn3 x ==> n(X 11 k) 1 ,r(x,k) .
Como consecuencia de 1 .12 ., es claro que todo
semisistema dinámico discreto sin unicidad sobre Rn , es un
semisistema dinámico discreto debil sin unicidad sobre Rn .
Recíprocamente, supongamos que x jl + x en Rn .Entonces, por
2 .1 .2 ., para cada entero no negativo k, n(xn ,k) -~,r(x,k)
Veamos que también n(x n ,k) ~,r(x,k) :
Caso contrario existee>0 tal que, para una sub-
sucesión S(,r(xnp,k), ,r(x,k)) -1 e .Puede encontrarse enton-
ces ynp e ,r(x np ,k) p=1,2, . . . tal que d(Ynn ,'T(x ,k))'- e .
Como xnp -> x, necesariamente ,r(xnp ,k) á, ,r(x,k), en cu-
yo caso, para una subsucesión de {ynp } (que, por comodi-
dad supondremos es ella misma) :
Ynp - Ye n(x,k)
es decir, d(Ynp,y)-;0, y . por tanto, d(Ynp,'L(x,k))-0, lo
que es absurdo .
Luego, sobre Rn, coinciden los conceptos de se-
misistema dinámico discreto y semisistema dinámico discreto
debil .~
rifica :
2 .2 .3 . :
El axioma 2 .1 .2 ., puede expresarse de modo equ_i
valente afirmando que :
2 .1 .2 .' : Si xn-- ' x en H, entonces para cada
entero no negativo, k, ,r(xn ,k) ~ > ,r(x
ti En efecto, si xn --~ x y'se tuviera que
,r(xn ,k) -°1 > n(x,k), para alguna suUsucesión
x(xnP,k) -° f-~ ,r(x,k)
pero como xnp ` x, en virtud de 2 .1 .2 ., , .
,r(xnp ,k) 2 ~ ,r (x ,k) .
lo que es contradictorio .
Por lo tanto, si se considera el espacio topo-
lógico (H,a) como espacio con límite, al igual que (F(H),ó) 2
todavía puede redactarse de otro modo .el axioma consáderado'
semejante al_ introducido originalmente en (30) :
2 .1 .2" : Para cada k,eI + , la aplicación
a ( . ,k) :
	
1{ F (H)
es a-a-continua en H .
Naturalmente, la continuidad debe entenderse en
el sentido de (22) .20 .111 .
2 .2 .4 . .
Si ir(x,k) está constituido por un número fini-
to de puntos, para todo kcI+ , se dice que (H,I ;,r es local
mente finito en x .
Si para cada xel1, existe ycH tal que w(x,1)={y)
(11,1
+ ,n) se dice que tiene unicidad positiva .
El siguiente teorema proporciona un método
"standard" para definir sobre H un semisistema dinámico dis
creto débil :
que :
2 .3 . : TEOREMA
Sea ,r( .,1) : H ----i F(11) una aplicación tal
2 .3 .1 . : Si xn ` x en H, entonces
__
n(xn11)
á,~ n(x,1), en F(H) .
Si se define m:llXI -~ F(H) de modo que :
ir(x,0) = (x) ' d xcH . ,
n(x,k+1) = L__o.Jn(Y,1)
yeu(x,k)
la terna (H,I ,n) constituye un semisistema dinámico dis-
creto sobre H, que denominaremos inducido en 11 por la apli-
cación ,r( .,1) dada .
Prueba :
,r :HXI +-> F(H) está bien definida como conse _
cuencia de 2 .2 .1 .,y verifica 2 .1 .1 ., por construcción .
Veamos que cumple también 2 .1 .3 . :
Se procederá por inducción sobre k . Para k=1 se
cumple por la misma definición de n .Supongámoslo válido pa
Ta k-1 .
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de donde
ze,r(z l ,1) C d(u(x,h+k-1),1) = ,r(x,k+h),
es decir que también ,r(r<(x,h),k) C ,r(x,h+k), completándo-
se la prueba de 213. . .i
v Por último.veamos, por inducción sobre k,que se
verifica 2 .1 .2 . :
Para k=1 es evidente .
Si x
	
x en H consideremos la sucesión {z }n , n
con znerr(xn ,k), n=1,2, . . . .
Como ,r(x,k)= rr(rr(xk-1)1) existe una suce-nn,,,
sibn {yn} con yn e ,r(xn,.k-9) Vn=1,2, . . . .,ta1 que zcu(yn ,l .,
para cada n=1,2, . . . .
Si zcr(x,h+k), existe z l crr(x,h+k-1) tal que
1), y porhipótesis de inducción, z1cu(,r(x,h),k-1) .
Sea ycrr(x,h) tal que z l c,r(y,k-1) . Entonces :
zex(zl,l)Crr(rr(y,k-1),1) y por tanto zcrr(y,k),
de donde
zen(rr(x,h),k) '
con lo que se demuestra que r(x,h+k) C a (,r (x, k), k) .
Sea ahora ze,r(ir(x,h),k) . Puede encontrarse
ycu(x,h) tal que
zc ,r(Y,k) = n(n(Y>k-l)),l) .
Entonces si z l e,r(y,k-1) es talque ze,r(zl,,1),
.se tiene que :
z 1 cu(y,k-l)C,r(rr(x,h),k-1) = rr(x,h+k-l)
ze,r(z 1
Por hipótesis de inducción ,r(xn ) k-1) -24n(x,k-~
y de aquí que {yn) admite una subsucésión {ynp } tal que .
pero entonces
Ynp yerr(x,k-l)
ir (Y,P el) á n(Ylo que implica que {znp ) admite una subsucesión'{znp* }tal
que : 11
znp* ` zerr(y,1) .
Como yerr(x,k-1), zcrr(v(x,k-l),1) = ,r(x,k) lo
que demuestra que n(xn ,k) -2--4r(x,k), probándose as¡ el -
teorema .
2 .4 . : EJEMPLOS
O
Como consecuenci.a del teorema anterior, pueden
i darse definiendo únicamente una aplicación n( .,1) :H -F(F1),
sobreentendiéndose que se trata del semi :;istema dinámico dis
débil que induce en H .creto
2 .4 .1 . . :
Sea biaF(li), fijo .
W .i (x,l) = M .
Obviamente verifica 2 .3 .1 ., y por tanto
	
(F1,I
+
7' i )
es un semisistema dinámico discreto débil sobre 11 .
z 7' = (x 7'/v i(n) )v i ( i1 )
y al ser F finito, para algún io£F
tal que
znp = (xnp/vio) vio
caso es inmediato que
{znp }
en cuyo
(11,1 ,7'2 )
H .
luego
Se define para
2 .4 .2 . :
Sean F un conjunto fini.to no
B= {vi : icF}CH.
Definimos 7' 2 (x,1)= {(x/v i )vi : ¡EF}
Si xn_s x en H, sea (z 7' } tal que
n=-1, . . . . Puede escribirse entonces que :
znp	\ (x/Vio)Vioc7'2(x°1)'
Luego ,r2(xny1) T 7'2(x,1) Y
es un semisistema dinámico discreto
ax + ve S[ax,k] = 7'3(x,1)
todo x de H :
vacio y
znE,r 2 (x 7' ,1)
existe una subsucesión
de aquí que
débil sobre
2 .4 .3 . :
Sean k>0 y acR, fijos .
Se define 7'3(x,1) = SIax,k]
Si xn	xen H, sea {z 7' } tal que z n e7'(xni)
En tal caso
z7' = xxn + v7' con
11vntik, (n=1,2, ) .
Al ser {v7' } acotada, puede extraerse de ella
una subsucesión
vnp ', VES [0 ,k]
Por tanto, 1f3(xn > 1) - "3(x, 1 ) , y,
en conse-
cuencia, (H,I+ , n3) es un semisistema dinámico discreto débil
sin unicidad sobre H .
2 .4 .4 . .
Sean 1,1 F(11) , y adt, fijos .
Se dc:finC
	
Ir-4(,X , Í )= a X TI ,.
¡ De forma análoga a los ejemplos anteriores se
prueba que verifica 2 .3 .1 ., y, en consecuencia,
(H,I
+
, , r¡j es un semisistema dinámico discreto débil sobre I1 .
2 .4 .5 . :
Sea A :¡¡ .--~ H tal que cumple que
xn --~ x A (xn) . ~ A (x ) .
Si se define ns(x,l)= A(x) trivialmente se tiene
que (H,I + ,ns) ds un semisistéma dinámico discreto debil so-
bre H, localmente finito en cada xE11, y con unicidad positi-
va .
En lo que sigue, se supondrá dado un semisistema
dinámico discreto débil
2 .5 . :' ' DEFINICION
Se llama solución de (11, I + . ,  ) a través de x. H, a
toda aplicación
X :Ix
H
que verifique las siguientes propiedades :
2 .5 .1 . : I
+
CI CI .X
2 .5 .2 . . x(0)= x .
2 .5 .3 . : x(j)EU(x(h),j-Ii) Vj,hEI x j h .
Las imágenes de I + , I Xn I , I por la aplica
ción X se denominan, respectivamente semitrayectoria posi-
tiva por x, semitrayectoria negativa por x, y trayectoria de
la solución X .
En adelante, cuando--no haya lugar a confusión,no
se distinguirá entre una solución y su recorrido o trayecto-
ria, empleándose el mismo símbolo para su designación .
2 .6 . : TEORGIA
Sea xclI . Si ye,r(x,k) para algún kEI + , enton-
zes existe una solución x por x, tal que x('.c)= y .
Prueba :
Cfr . (26) .l .
sobreentendiéndose que se trata del semi~;istema dinámico dis
creto débil que induce en H .
2 .4 .1 .. :
Sea NIF(I1), fijo . Se define para todo x de 11 :
W .1 (x,l) = M .
Obviamente verifica 2 .3 .1 ., y por tanto (H,I + n 1 )
es un semisistema dinámico discreto débil sobre 1-I .
2 .4 .2 . .
Sean F un conjunto finito no vacío y
B= {v . : ieF}CH .
1
Definimos ,r 2 (x,1)= {(x/vi )v i : ieF}
Si
	
xn--'. x en
H, sea (zn) tal que znc,r 2 (xn,1)
n=-1, . . . . Puede escribirse entonces que :
7-n= (xn/vi(n))vi(n)
y al ser F finito, para alg6n i,EF existe una subsucesión
(zllp} tal que
znp = (xnp/vio) vio
en cuyo caso es inmediato que
Luego , r2(x n Y1)T n2(x,1) y
de aquí que
(H,I
+
,rr2 ) es un semisistema dinámico discreto débil sobre
H .
2 .4 .3 . :
Sean k>0 y acR, fijos .
Se define n3(x,1) = S.[ax,k]
Si x 11-~ x en H, sea {zn ) tal que z n crr(xn t)
En tal caso
zn
= xxn + vn	co nvni
~ k, (n=1,2, . . .) .
Al ser (vn ) acotada, puede extraerse de ella
una subsucesión
vnP ves[0,k]
./
luego
znP
Por tanto,
cuencia, (H,I ,n3) es
sin unicidad sobre H .
znp " (x/vi o ) Vi o c ,r2(x,l) .
ax + ve S[ax,k] = n3(x,1)
,r3(xn ,1)
--)°3(x,1), Y, en conse-
un semisistema dinámico discreto débil
2 . 4 .4 . .
Sean 1,1f(11), yad2, fijos .
Se define
	
rr'y(x, 1 )= rs x + Di . .
T .
.
De forma análo,,a a los ejemplos anteriores se
prueba que n 4G,1) verifica 2 .3 .1 ., y, en consecuencia,
es un semisistema dinámico discreto débil sobre H .
2 .4 .5 . .
Sea A :H ---~ 11 tal que cumple que
xn -- 1 x =-~ A (xn) -1 A (x ) .
Si se define ns(x,1)= A(x) trivialmente se tiene
que (H,I + ,ns) es un semisistema dinámico discreto debil so-
bre H, localmente finito en cada x F11, y con - unicidad positi-
va .
En lo que sigue, se supondrá dado un semisistema
dinámico discreto débil
2 .5 . : DEFINICION
Se llama solución de (11, I + .,x) a través de x. H, a
toda aplicación
X :1
X
---~	H
que verifique las siguientes propiedades :
2 .5 .1 . : I + CI C I .
X
2 .5 .2 . . x(0)= x .
2 .5 .3 . : X(j)en(X(h),j - ti) Vj,hEI t j h .
Las imágenes de I + , I Xn I , I por la aplica
ci6n x se denominan, respectivamente semitrayectoria posi-
tiva por x, semitrayectoria negativa por x, y trayectoria de
la solución x . -
En adelante, cuando-no haya lugar a confusión,no
se distinguirá entre una solución y su recorrido o trayecto-
ria, empleándose el mismo símbolo para su designación .
. 2 .6 . :_ TEOREDIA
Sea xe11 . Si yc7r(x,k) para algún keI+ , enton-
ces existe una solución X por x, tal que x('()= y .
Prueba : '
Cfr . (26) .1 .
tales que
que
2 .7 . : TEOIZ17MA
Sea {Xn} . una sucesión
de soluciones de (11,I+,n)31
X n (0)
	
` xeH .
Existe entonces una solución X a través de x,tal
X(i) =
a-pim
Xnp (i) ('i=1,2, . . .)
siendo {X np } subsucesión de {Xn} (que depende de i ) .
Prueba : '
Xn(1)en(X n (0),1), lo que, como consecuencia . de
2 .1 .2 . da que puede extraerse una subsucesión {Xn1 (1)} de
Xn(1)} tal que xn1(1) yeTr(x
Xn1(2)cn(xn1(1),1), por lo que, como consecuen-
cia de 2 .1 .2 ., puede extraerse una subsucesión {xn 2 (2)} de
{xn1 (2)} tal que Xn2 (2) ` y2c,r(y1,1) .
Xnk-1(k)c n(Xnk-1(k-1),1), por lo que, como con-
secuencia de 2 .1 .2 ., puede extraerse una subsucesión {X nk k}
de {Xnk-1 (k)} tal que X nk (k) ` yke,r(yk-1,1) .
La . aplicación X :I +~H definida de modo que
X(k) =yk , es, obviamente, solución de (H,I
+ ,n) que verifica
la tesis propuesta si se toma x(o)= yo=x .
2 .8 . : DEFINICION
Sea xeH . Los conjuntos
T+ (x) = U X(I+ ) T (x)= L__J X(I xOI )
x(0) =x x(0)=x
son llamados respectivamente, semiconos de trayectorias pos¡
tivo y negativo, a través de x .
2 . 9 . : DEFINICION '
Un conjunto MCH se dirá ser
2 . 9 .1 . : Positivamente invariante, si T + (M)= M .
2,9. , .2 . : Negativamente inváriante, si T+ (H-M) =
,o
= H .M .
2 . 9, :3 . : Invariante, si es a la vez positiva y
negativamente invariante .
2 .'4, .4 . : Cuasipositivamente invariante (o débil-
mente positivamente invariante), si para todo xcM existe una
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solución X a través de x, tal que su semitrayectoria posi-
tiva está contenida en M .
2 . 9 .5 . : Cuasi negativamente invari.ante (débil
mente negativamente invariante) si para todo xeM existe una
solución X a través de x, tal que
	
X(I X n i )C T1 .
tiene que'
7, .10 . .1 TEOREMA
Los conjuntos positivamente invariantes de H,
-constituyen una topología sobre H .
Prueba :
. Puede considerarse que la aplicación multivalua
da rr(,,1) : H-) 2H hace que (H,rr( .,1)) sea un grafo .,
Mostraremos que :
Si (X,n) es un grafo, existe una topología
T(a) sobre X, tal que un conjunto es t(n)-abierto si y só-
lo si n(U)C U .
En efecto :
Si se define E x= { Ve 2X : {x)Uir (x) c V} se
1) Si S£Cx y S'cZ, entonces Sn S'CEx .
2) Si SeC x y U D S, entonces Ue{x .
3) Si SEC . entonces xcS .
Por lo tanto
T(v) = {Ue2X : Ucc. para cada xeU}
es una topología sobre X .
Si a (U) C U, para todo xeU, n (x) C U, es decir
que para todo xeU, Uezx y en consecuencia, U es T(n)-abier-
{ to .
Recíprocamente, si UF-T(A), para todo xeU,UeCx ,
y en consecuencia, para todo xcU,n(x) C U, es decir que
a (U)CU .
Como los conjuntos positivamente invariantes M
son los mismos que verifican que wG1,1)C M, se obtiene
2 . - 1'1 . : TEOREMA
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Sea MC H . M es débilmente positivamente inva
riante si y sólo si
Para todo xeM, ,r(x,1)é1M ¢ á .
2 .12 . : COROLARIO
La unión de cualquier colección de corpuntos dé-
bilmente positivamente invariantes, es débilmente positiva- 33
mente invariante .
2 .13 . : TEOREMA
Sea b1,11 . Si M es débilmente positivamente in-
variante, entonces es fl (cierre secuencial débil de M) ta_m
bién lo es .
Prueba :
Sea . xcos ht . Existe una sucesión {x,} M tal que
xn---\ x, y como M es débilmente positivamente invariante,
para cada xn existe una solución xn a través de xn tal
que su semitrayectoria positiva está contenida en M.
Por el tc,oreraa 2 .7 . , existe una solución
	
X a
través de x,verificando que
X(i)= Q-lim Xn (i) (i=1, . . .) .p-.m p
de donde se deduce que, para cada entero positivo i,
.
X(i)e "Fi
y la conclusión se sigue ahora de 2 .11 .
2 .14 . : DEFINICION
Sea xeH . Si para todo yell y para cada entero
positivo k, x1w(y,k), x es llamado punto de partida .
2 .15 . : DEFINICION
Sea xeH. Si T+ (x)= {x}, entonces x es llamado
punto critico .
2 .16 . : DEFINICION
Sea xeH . Si xcn(x,1), entonces x es 'llamado pun
to singular .
2.11 . : DEFINICION
Sea xeH . Se dice que x es un punto periódico si
existe kc I+ - {0} tal que xen(x,k ) .
En tal caso se tiene también que xcn(x,nk ) ncN.
Se llama período del punto periódico x al
p(x) - min {kcI + -{0} : xcn(x,k)}
dad .
2 . 18 . :
	
o~sE~zvnc IOi4ES
Todo punto crítico es periódico y singular .
Todo punto singular es periódico de período un¡
Si x es crítico {x} es positivamente invariante,
y si x es singular, ;x} es débilmente positivamente inva-
riante .
que :
Igualmente :
n(n(x,p)~ko) C n(n(x,ko+p),ko)
por lo que
,r(x,k o +p) c (x,2ko+p) .
Procediendo de igual forma se llega a la conclu_
si6n deseada .
de modo que
2 .19 . : TEOREMA
S .i xeH es periódico de período ko se verifica
n (x,P) e n (x, ko±p) e n (x, 2ko+p) e . . . (Vpe I +) .
Prueba :
Por hipótesis, xen(x,ko) . Entonces :
n(x .P)c n(n(x,ko),p) = n(x,ko+p) .
2 .20 . : TEOREMA
Si xeH es periódico de período ko entonces y
s61o entonces existe una solución x a través de x tal que
x(nk o ) = x VncI + .
Prueba :
Como xen(x,k o ), por 2 .6 . sabemos que existe una
solución x* a través de. x ; con x*(ko )=x .
Naturalmente, se cumple que :
x*(0) = Xen(x,0) e n(x,ko)
x*(1)en(x,l)
x * (2) en(x,2) ,
x*(ko-1)en(x,k o -1)
Podemos entonces definir la aplicación x :I+--. H
x(0)= x(ko) = x(nko) = . . . = x
x(1)= x(k0+1)=x r2k0+1) = . . . = x*(1)
x(2)= x(k +2)=x(2k +2) = . . . = x*(2)
x(ko - 1)=z(2ko-l) =x(nko-1) = . . . = x*(ko-1)
Como c~¿n-~secuencia del teórema antéri -or, x es só
lucibn de (H,I
+ ,n) que verifica la tesis del teorema, com
pletándose de este modo su prueba .
	
11
tivo de X .
CONJUNTOS LIMITE
2 .21 . : DEFINICION
Sea X una solución de (H,I
+
,n) .
Se llama conjunto norma-limite secuencia) pos¡
al
L+ (X) = {ycH : 3{kn)CI+, kn-.m ,x(kn ) -' Y}
2 .22 . : DEFINICION
Sea x una,solucibn de (H,I
+
,n) .
Se llama conjunto límite débil secueücial pos¡
tivo de X, al
LQ(x)= {ycH : s{kn}cl+, kn-
,x(k11) ', Y}
2 .23 . : DEFINICION
Sea x una solución de (H,I + ,,r) .
Se llama conjunto límite finito de X,al
LF (X)= {ycH : s{kn}cl+, kn~m ,X(kn ) = Y}
2 .'24 . : DEFINICION
Sea x una solución de (H,I+ , tt), sin puntos de
.partida, con I = I x
.
Se llama conjunto norma-límite secuencia) nega
tivo de x, al
L - (X)= {ycH : 3{kn )cI, kn -"_m ,X(kn) -'' y)
2 .25 . : DEFINICION
Sea x una solución de (H,I + ,R), sin puntos de
partida, con I= I x .
Se llama conjunto límite débil secuencia) nega
tivo de x, al
C(-x)- {ycH : 3(kn)cI, kn-.-m .x(kn ) -'- y}
Z .26 . : OBSERVACION
Obviamente LF (X) C
L+(X) C LQ(X) para cada
solución X de (H,I ,n) . También, si X es cualquier solu--
cibn apropiada, L. (x) -- LQ(X) .
es un punto de partida .
'
	
Todo punto de
ten puntos críticos .
.La aplicación ir :I-1 11 definida de modo que
r .
,y(0) = xeS[0,1] (i=1,2, . . .)
«i) = 1/2 1 e l (i=1, . . .)
es, igualmente, una solución de (H,I + ,al) para la que se
tiene:
L¢ (V~) = L* (J) = {0}
Lo (VP) _ {0} .
2 .28 . TEOREMA
Sea x una solución de (H,I + ,,r) .
El conjunto L+ (X) es débilmente positivamente
invariante .
Prueba : '
Sea yeLQ()() . por definición e xiste {kn }cI + '
i kn-m , tal que X(kn ) ` y . Entonces :
Sea (H,I+ ,n,) el semisistema dinámico discreto
debil sin unicidad introducido en 2 .4 .1 .
que :
2 .27 . : FJEMPLOS
Obviamente se tiene :
LF (x) = {e 2 ,e3 ,e 5 , . . . , ek , . . . kEI+ primo }
L*, (X) = LF(x)-
La (x) ='{0)ULF(x) .
Por otra parte, si xi S[0,1), necesariamente
S[0,1] es singular, y no exis-
Sea {ei } una base ortonormal de 11 .
Considérese la siguiente solución : x :I+- 11 tal
x(0) =x(1) = e 1
x(2) =X.(4) = x(8) _ . . . = x(2P ) = . . . =e2
X(3) =x(9) = X(33)= . . . = x(3P ) = . . . =e3
X(5) =x(25)= x(5 3)= . . . = x(5P) = . . . =e5
x(6) = e6
x(7) =X(49) = x(7 3 ) = . . . = x(7P ) = . . . =e 7
rt (X (kn) 1 1 )
	
-°~ ,n (Y")
y como X(kn+1)e,r(x(kn),1) la sucesión {X(kn+1 )} admite 37
una subsucesión {x(kni+1)} con
x(kni+1) ` y*en(Y .1)
-CómS- kni+1-+ +m, y*cL + (x), y por consiguiente
La (x)nn(y,1)
siguiéndose la conclusión de 2 .11 .
Nótese que L+(x) no es, en general, positiva-
mente invariante, como se pone de manifiesto en el ejemplo
anterior .
Si xell es periódico de período k entonces
existe una solución X a través de x tal que xELF (x), y su
semitrayectoria positiva coincide con sus conjuntos .límite .
positivos .
Prueba :
Basta tomar la solución x construida en la prue
ba
Su semitrayectoria positiva consta de k pun-
tos, por lo que
LP (x)
= L+ (X) = L+ (X) = Im .(X) = {x,X*(1), . . .
. . , x*(k -1) ) .
2 .30 . : TEOREMA
de 2 .20 . .
2 .29 . : TEOREMA
O
Sea x una solución de (11,1+,70.
El conjunto LF (x) no contiene subconjuntos pro
pios positivamente invariantes .
Prueba :
Sea Aeli, positivamente invariante cono ¢Ar-L I.(x)
El conjunto {heí + : x(h)eA) es entonces no va-
La aplicación x* :1 + H definida con x* (j) =
x (hA+j) es una solución de (H,I ,") a través de x*(O) =
=X(hA ) eA, luego :
Pero si te LF (x) existe una sucesión {kn }CI '
kn-,m con X(kn ) = t, por lo que te{x(h)
: h ~l hA} Por lo
tanto L F (x) C{x(h) : h 1 hA ), y, .en consecuencia :
LF (x) = A . 0
2 .31 . : TEOREMA
38
	
Sea X una solución de (1-I,I ,rr),a través de xeH .
Si (H,I + ,n) es localmente finito en x, entonces
LF (x) es débilmente positivamente invariante .
Prueba :
Sea yeLF (X) . Por definición, existe una suce-
sión {kn } CI + ,kn~m, con -,(kn )=y, de donde
-(Y .1)=-(x(kn) .1) . (n= 1, . . . ) .
Si tomamos X(kn+1)en(X(kn),1), al ser necesa-
riamente finito el conjunto n(y,1)=n(X(kn),1), para una su_b
sucesión {kñ+1}e I+ , kñ+1y-, se cumplirá que
z= X(kñ+1) (n=1, . . .)
luego
siguiéndose la conclusión de 2 .11 .
y al ser k +1+mn
x(kn+1) eLF (x)
o lo que es lo mismo,
zeLF(x) "
Como también zen(y,l) se obtiene que
n(Y, 1 )nL F (x) Y
2 .32 . : TEOREMA
13
Sea X una solución de (H,I + ,n), a través de xeH
Si para todo kcI + , n(x,k) está constituido por
un solo punto, (es decir si el semisistema tiene en x unic_i
dad positiva), entonces LF (X) es positivamente invariante .
Prueba :
Sea ycLF(X) . Por definición existe {kn }CI + ,
kn+m, tal que x(kn)= y .
Como X(kn +1)en(X(kn ) .1) = n(y,1) . (n=1, . .) Y
el semisistema tiene unicidad positiva en x, quedará que
n(x,kn+1) = n(y,1) = {X(kn+1)}
n(Y,1) C LF (X)
lo que equivale a que LF (x) es positivamente invariante .
O
2 .'33 . : COROLARIO
Si (H,l + ,a) tíeiie unicidad positiva en x, y pa-
ra la solución correspondiente X a través de x, LF (X)¢D en
tonces existe hEI + , dependiente sólo de x, tal que
LF(x) ={X(k)cFl : k ' h} = Mh
Si
	
(X,1 4',n) es un semisistema dinámico discre- 39
to sobre el espacio métrico X, el conjunto límite de cual-
quier solución x,.para la topología de la norma, es cerra-
do en dicha topología . (30) .
En nuestro caso cabría esperar que L+ (X) fuera
débilmente secuencialmente cerrado .
Sin embargo, en general no es así, como se pone
de manifiesto en el siguiente ejemplo :
de modo que :
ma que :
2 .34 . : 013SERVACION
2 .34 .1 . .
Sea {e i } una base ortonormal de H .
Consideremos la sucesión {x i } en H, construida
x 1 = e l + el x2= e l + e2 xs = el + e 3
x3e e2+2e3 x5= e2+2e2 xe = e2 +2e3
x4= e3+3el x y= e3+3e2 x o = e 3 +3é3
Se define la aplicación 11( .,1) : H-" F(H) de for-
11(x i ,1) = {xi,x j+1)
11(x,1) = S[0,1] si xc{0,e,,e1 , . . .} = B
11(x,1) = {x} si XLB y XI IM .{X i =NI .
Nótese que VxcH, xcn(x,1) .
Sea {yn } H
Pueden darse las siguientes alternativas (no
triviales)
a) Una subsucesión {ynj } extraída de {yn } es
tal que ynj E B V M (Vj=1,2 . . . . ) .
Entonces v (ynj ,1) = {ynj } ----~ ,r(y,1) ya que
Ynj' Ycn(Y,1)
Como consecuencia de 1 .h . ., se cumple, entonces
que m(yn,1) --2-4 n(Y .1)-
tal que yn ` y .
b) Una subsucesión { ynj } extraida de {yn } es
tal que Ynj' ep(j) (j=1,2,
. . .) .
En tal caso, sea finito o no el conjunto
(ep(j)
: j=1, .
+
. .} , necesariamente y = 0 o bien y= e j	p
ra algún j cI .
a
En ambas situaciones T(ynj, 1 ) -~ Ti (Y,1) Ya
0
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que Tr(ynj,1) = S[0,1] = ,r(y,1) . También por 1 .10, se sigue
que
c) Una subsucesión {ynj } extraida de {yn }
	
es
tal que Ynj a xp(j) (7=1, . . . ) .
Si {xPj : j=1, . . .} es finito, claramente
T' (Ynj ,l) _ {xn j ,xnj
+l} -° i Tr(y,1)
Si {xP0} : j=1, . . .} es infinito, necesariamente
es el rango de una subsucesión de una fila de (1), pues, de
otro modo, {y nj } sería no acotada, lo que es absurdo .
Ponlo tanto, puede suponerse que
ynj " y= e res .
y entonces Tr(y,1) = S[0,11 .
Si tomamos una sucesión {zj } con zj e,r(ynj ,1)
j=1, . . . necesariamente tiene su rango en la unión de las fi
las r-1,r,r+1 de (1), por lo que una subsucesión extraida
de ;z j ; converge débilmente, bien a er-1, a e r ó a e r+l per-
ténecientes a S[0,1] .
Luego también u(Yn .,1) ~«y,1)
-(Yn .1) ~> Tt(Y'1)-
7
tres casos,
Tr(y 1 1) n(Y'1)-
Se ha llegado , en resumen, a probar que, en los
La aplicación n( .,1) induce en H un semisiste-
ma dinámico discreto debil, sin unicidad, para el cual,
es una solución, a través de X(O)=X l . .
Pero
no es débilmente secuencialmente cerrado, ni (por tanto) dé-
bilmente cerrado .
Para que se de una situación análoga a la del
ejemplo anterior, es esencial que el conjunto {x(i) :i=1, . . .}
sea no acotado, como puede verse en el siguiente :
2 .35 . : TEOREMA
Sea xeH, tal que T+ (x) es acotado .
Entonces, para cada solución X a través de x,
L
+
(X) es no vado y débilmente compacto .
Prueba :
(x(n)}
	
_(n=1,2,. . .) es una sucesión en T+ (x), ;q _
que, por estar contenida en un conjunto acotado, admite una
subsucesión débilmente convergente : .
(x (nJ. .) r con X(n i ) --~ ZCH .
Como nzcL
+
Q (x) íf m . . .
Sea ahora yeL+(x) . Por definición y es limite
debil de una sucesión de elementos de T+ (x), luego yc O TFXT ;
es decir que La (x) QG T*-Ux7 .
Al ser T + (x) acotado, su clausura débil es un
conjunto débilmente compacto, y por consiguiente, también
acotado . ;
Sea (yn}CL+(x), yn--~ y . Existen sucesiones de
enteros no negativos, {kp} , kp 1-,tales que x(kp)--~-' yn ,
(n=1,2, . . . ) .
Como T + (x) es acotado, su topología relativa
de la débil de H, es definible mediante una métrica d*( ., .)
y podemos suponer que las sucesiones . {x(kn)} verifican que
d* ( x(kp) .yn ) 6 1/p (Vn ° 1, . . .) .
y también que kn <kn+i
Es fácil ver, entonces, que x(kn ) --~ y lo
que implica que yeL+ (x) .
L+ (x) es pues débilmente secuencialmente cerróa
do, y al estar contenido en un conjunto débilmente compacto
es débilmente secuencialmente compacto, y por consiguiente,
débilmente compacto, completándose de este modo la prueba .
d
Se dice que (H,I + ,n) es estable-en el sentido
de Lagrange, en el punto xcH, si T + (x) es acotado .
Se dice que (H,I + ,n) es estable en el sentido
de Lagrange, si lo es en cada punto xc H .
El teorema anterior pone de manifiesto la ¡in
portancia de este tipo de semisistemas .
que :
2 .36 . : DEFINICION
2 .37 . : DEFINICION
Se considera la aplicación a + :H -~ 2H tal
si existe una solución X por x tal
42
	
+(x)
_ que L + (X)° 0 .
L * (x) en caso contrario .
X (0)= x
Para cada xcH,a + (x) se denomina conjunto norma
limite positivo de x .
que :
que :
2 .38 . : DEFINICI0N
Se considera la aplicación aá :H ---) , 2H tal
X (0)=x
2 .39 . : ' DEFINICION
Se considera la aplicación X F :H -) 2H tal
0 si existe una solución x por x tal
X (0)=x
LFCx) en caso contrario .
Para cada xeH, ao(x) (XF(x)) se denomina conjun
to límite secuencial debil (conjunto limite finito) de x .
2 .40 . : 'TEOREMA
Sea xeH . El conjunto aa(x) es débilmente positi
vamente invariante .
Prueba : , . '
Es simple consecuencia de 2 .12 . y 2 .28 .
2 .41 . :" TEOREMA
si existe una solución X por x tal
que LQ (X ) = 0 .
~~ L+v (x) en caso contrario .
que LF(x )= 0 .
Sea xeH . Si (H',I+ ,n) es localmente finito en x,
entonces IF(x) es débilmente positivamente invariante .
Prueba :
Es simple consecuencia de 2 .12 ., y 2 .31 .
2 .42 . : DEFINICION
2 .43 . : - OBSERVACIOIJES
Sean VCH y J : V--4R .
Se dice que J es un funcional de Liapunov para
(H,1 TI) Si Y 5610-si :
2 .42 .1 . : J es débilmente secuencialmente infe-
riormente semicontfnuo .
2 .42 .2 . : Si x es cualquier solución de (H,I
+ ,n)
contenida en V, y (kn } cualquier sucesión creciente de ente-
ros positivos, con
	
x(kn) - veV, entonces J(x(kn))-J(v) .
2 .42 .3 . : J(x) 'k J(x(1)) para todo xcV y para
cualquier soluciofi x por x -con x(1)cV .
2 .43 .1 . : Un semisistema dinámico dicreto ..débil
dado, puede no admitir mas funcionales de Liapunov que las
constantes, como sucede, por ejemplo, al introducido en
2 .4 .3 . para a-l, pues si x,ycH son tales que para algún fun
cional de Liapunov J(x) # J(y), como existe en el semisiste-
ma una solución por x que contiene al punto y, J(y)
1 J(x),y
recíprocamente, al existir también una solución a través de y
en cuya trayectoria está x, J(x) *' J(y), obteniéndose en tal
caso una contradicción .
2 .43 .2 . : Si J es un funcional sobre Vc li, débil-
mente secuencialmente continuo, verifica trivialmente 2 .42 .1
y 2 .42 .2 ., y será funcional de Liapunov para el semisistema
considerado si es no creciente a lo largo de las trayectorias
de sus soluciones .
2 .43 .3 . : Si H es de dimensión finita, y J cual-
quier función sobre 11, cont£nua,a valores reales acotada infe
riormente y con todos sus conjuntos de nivel acotados, puede
definirse
de modo que
n( .,1) : H -3 F (H)
r(x,1) = W(x .)= (zeH : J(z)L/J(x) }
Claramente está bien-defini.da, pues para'cada x
de H, n(x,1) es serrado y acotado .
Veremos inmediatamente que induce sobre H un se
misistema dinámico discreto, y note-mos que es esencial el
requerir que 11 sea de dimensión finita, en virtud de 1 .15 .
Sea ahora
	
{ xn} C 11 tal que xn-~ xe H .
Si {yn}CH es tal que yne,r(xn ,1) (n=1, . . .), en
tonces J(yn) ~ J(xn ) (n=1, . . .) y como J es acotado infe-
riormente, existe Me R tal que
M l~ J(yrl ) `- J(xn) (n=1, " . .) .
y al ser convergente la sucesión numérica {J(xn )} podemos
concluir que {J(yn )} es acotada, pudiendo extraersele una
subsucesión {J(xnj
}} con
J(xnj) --~ reEM,J(x)]
Consideremos ahora la correspondiente sucesión
{J(xnj )} que converge a J(x) :
Puede ocurrir alguno de los siguientes casos :
a)
J(xnj ) = J(x) salvo, quizás, para algún núme-
ro finito de subíndices .
En tal caso, como J(yn ) J(xnj ) = J(x) se
tendrá que {ynj }C W(x), salvo, quizás, para un número fin¡
to de subíndices nj .
Al ser W(x) (débilmente)compacto, puede supo-
nerse que
Yn) -i.
yew(x)
lo que prueba que
y, como consecuencia de 1 .10 .,
ir (xn
b)
Una subsucesión de J(xnj ) (que, por comodidad
de escritura supondremos es ella misma) converge a J(x)
por la derecha .
En-este caso puede suponerse también que la su-
cesión numérica considerada es mondtona decreciente .
Como J(xnj) 1 J(x nj ) (j=1, . . .) se tendrá
que {ynjl C W(xn1 ), completándose como en (a)la prueba de
que
n(xn ,1) -°-~
Una subsucesión de {J(xnj l converge a J(x) por
la izquierda .
En este caso, como en el (a) puede obtenerse
c
una subsucesión de ¡ynjl contenida en W(x), completándose co
mo allí la prueba del mismo resultado .
En todos los casos se tiene, en definitiva, que 45
xn-) x
	
~ n(xn,t) °- n(x,')
_-
y, como consecuencia de 2 .3 ., la aplicación n( .,I) indu-
ce en H un semisistema dinámico discreto (debil), sin unici-
dad, que denominaremos asociado al funcional J dado .
Si xeli y x es cualquier solución á través de
x,
J(x(1)) 6 J(x)
ya que x(1)en(x,1)= W(x) .,
Al ser J (débilmente secuencialmente)contínuo
por hipótesis, y no creciente a lo largo de las soluciones
de (H,I ,n), es un funcional de Liapunov para dicho semisis
téma .
2 .44 . : TEOREMA
Sean V C H y J :V --i R un funcional de Liapu
nov para (H,I+ ,n) .
Si V es débilmente secuencialmente cerrado, y x
cualquier solución de semitrayectoria posítiva .contenida en
V, con L*(x) Y 0, entonces J está definido y es constante
sobre LQ (x) .
Prueba :
. Al estarla semitrayectoria positiva de x conte
nida en V, y éste ser débilmente secuencialmente cerrado,se
tendrá que si xcLQ(x) entonces xcV, es decir que J está
definido sobre L*(x) .
Sean y,zcL+ (x), con J(y) J(z) . ,
Pueden encontrarse sucesiones {h n )eI+ , {kn }CI,
hn _._, kn+m, tales que
x(hn ) 1 z, x(kn) " y .
Ambas sucesiones pueden ser tomadas de modo que
hn<kn	(n=1,2, . . . ), por lo que, para cada n se tiene :
J(x(kn )) ` J(x(hn))
de donde
J(x(kn)) 6 ~im J(x(hn ))
obteniéndose, por 2 .42 .,2 .
J (Y) b, J (z)
lo cual es una contradicción, pobándose de este modo el teo
rema .
2 .45 . : DEFINICION
Sean McF(H), xeH .
2 .45 .1 . : x es a-atraido por M, si, para cualquier
solución por x, a-lim (X(n)) = yeM .
2 .45 .2 . : x es norma-atraido por M si, para cual-
quier soluei6n x por x,
	
IIIFlim (X(n)) = yeM
n-"m
2 .45 .3 . : x es débilmente a-atraido por M si
aó(x) ~, y X+ (x)CM .
2 .45 .4 . : x es débilmente norma-atraido por M, si
1+ (x) m, y a+ (x) C M .
2 .45 .5 . : x es fuertemente atraído por 11, si para
todo norma-entorno U de M, existen un norma-entorno V de x
y un entero positivo kU tales que ir(V,n) C U dn 1 KU .
2 .45 .6 . : x es uniformemente norma-atraido por M,
si existe un norma-entorno V de x tal que toda soluei6n X,
a través de ycV está últimamente en todo norma entorno de M
2 .45 .7 . : x es uniformemente a-atraido por M, si
existe un norma-entorno .V de x tal que toda solución X por
y 11 está últimamente en todo u-entorno de M.
2 .45 .8 . : x es débilmente atraído por A1 si cual-
quier solución a través de x, tiene su semitrayectoria últi
mamente contenida en todo norma-entorno de M.
2 .45 .9 . : x es finitamente atraido por 11 si exis-
te una solución X por x, . tal que LF (x)CM.
2 .46 . : DEFINICION
Sea McF(H) .
2 .4ó .1 . : El conjunto {xeH : x es o-atraido por M;
= A° (M), es llamado región de o-atracción de M.
2 .46 .2 . : El conjunto {xeH : x es norma atraído
por 11) = A(bl), es llamado regi6n de norma atracción de M .
2 .46 .3 . : El conjunto (xelt : x es débilmente
o-atraido por M) = Aá(M), es llamado región de a-atracción
debil de M.
2 .46 .4 . : El conjunto {xeH : x es débilmente
norma atraido por M) = Ad (M), es llamado región de norma
atracción débil de M.
2 .46 .5 . : El conjunto (xcH : x es fuertemente
atraido por M} = A f (M) es llamado región de atracción fuer 47
te de M .
2 .46 .6 . : El conjunto {xcll : x es uniformemente
norma atraido por M} = Au (M), es llamado región de norma
atracción uniforme de M .
2 .46 .7 . : El conjunto {xcH : x es uniformemente
o-atraido por M) = Aú, es llamado región de a-atracción un¡
forme de M .
2 .46 .8 . : El conjunto {xc1i : x es débilmente atra
Aw (M) es llamado región de atracción puntualido por M}
debil de M .
2 .46 .9 . : El conjunto (xcH : x es finitamente
atraido por M) = AF (M), es llamado región de atracción fin¡
ta de M .
niciones :
2 .41_ :
	
EJEMPLOS Y OBSERVACIONES
2 .47 .1 . : Son consecuencia inmediata de las defi
2 .47 .1 .1 . : Af (11)CA.(M)CAu(M)
2 . 47 .1 .2 . : A (M) c A7 (M) C Aá (M)
2 . 47 .1 .3 . : A (M) C Ad (A1) C Ad3'(M)
2 .47 .2 . : Sea (H,I + , ni) el semisistema dinámico ;
discreto débil introducido en 2 .4 .1 .
Sea M= S[0,1]
AF (M) = Af (M) = Aú(M) = A.(M) = Aw(M)=A'(M)= H .
Para todo xcH, la solución x descrita en 2 .2 .
(tomando x(0) =x) verifica que LF (x) = L+ (x) C M, pero es fa
oil construir otra solución a través del mismo x con L+ (y)=
~, de donde
Ad (M) = A(M) _
y también puede obtenerse una solución por x que considera-
da como sucesión, no tenga límite débil (aunque necesaria-
mente ha de tener puntos de acumulación), por lo que
A'(M) = 0 .
2 .47 .3 . : Para ef semisistema dinámico discreto
débil engendrado en H por el operador identidad, se tiene
que todas las regiones de atracción del compacto débil {x),
definidas en 2 .46 , se reducen a {x} .
2 .47 .4 . : Sea vcl1, fijo . Considérese la aplica-
48 ción t :H-F(1¡) / t(x) = {-x+v} .
Engendra t en 11 un semisistema dinámico discre-
to debil, para el cual, xocH es débilmente norma atraído
por el compacto débil M= {xp,v) pero no es norma atraído
por M .
Por otra parte, .si W es
T+(W) = IV U v-IV . Tomando como norma
to WUSCv,e] fácilmente. s e ve que
atraído por M . Sin embargo,
do por M .
un norma-entorno de x,,
entorno de M el conjun-
xo no es fuertemente
xo es uniformemente norma atrai
2 .47. .5 . : Sea B={u,v} con (u/v) = 0 y 11u11=
Ilvll = 1/2 . Sea (H,I+ ,p) el semisistema dinámico discreto
debil sobre 11 dado por :
VG(,1) = {(x/u)u,(x/v)v}
p(x,2) = {0,
	
4 (x/u)u, L (x/v)v}
p(x,k) = {0, 1 (x /u) u, 1(x/v)v}
4k-1 4k-1
Para 61 se verifica :
A({0}) = A° ({0}) = A'({0}) = Ad ({0}) = Aw({0})=
= li .
2 .47 .6 . : Supongamos H=C2, y sea x=(x1,x2, . . .)EH
Sea (H,I+ ,6) el semisistema dinámico discreto debil induci-
do sobre H por la aplicación
6( .,1) :H-F(H) / 6(x,1)= (0,x1,x,., . . .) .
Se tiene que :
A° ({o}) = AáA'«0» =Aú({o } )= 11
A ({0}) = Aw ({0}) = Ad ({0}) = {0}
Au ({0}) = A f ({0)) =
AF ({0}) = {0 } .
2 .48 " : TEOREMA
Sean xcH, McF(H) .
Si xeAu (11) y av(x) ¢ o, entonces xcAd (M) .
Prueba :
Sea ycx*(x) .Existe una solución x a través de
x, tal que ycLo(x), es decir que ; para alguna sucesión
{kn) C I +	 n
~m,
	
x (kn ) ' y .
Si ylM, al ser H débilmente paracompacto, y por
'49_
tanto normal, obtenemos abiertos débiles G 1 y G 2 , disjun--
tos, tales que M C G 1 1 ycG 2 , y como x(kn) está últimamente
en G 2 , no . puede estar últimamente en G 1 . Por ello se tie-
ne que x¡A u (M), contra la hipótesis .
Luego yeM, y en consecuencia, a o (x)C M, es de-
cir que xeAd(M) .
O
Sea M&F(H) . Se verifica que Au (M) C Ad (M) .
Prueba :
Sean xcAu (M) y x una solución arbitraria a
través de x .
Dado e>0, existe ke cI + tal que si k 1 ke
x(k)eS(M,e) CS[M,e]
S[M,e] es débilmente compacto en virtud de 1 .31
por lo que puede obtenerse una subsucesi6n
x (kp) - y .S[M,e] .
Si, en estas circunstancias, y¿M, podrían, co-
mo antes, obtenerse abiertos débiles disjuntos G1 y G2 .
tales que
como G 1 es también norma-entorno de M, y xs
Au (M), las sucesión x(k) está últimamente en G 1 , con lo
que es imposible que esté frecuentemente en G 2 ; y por tanto
se llega a una contradicción .
Luego yeM, y además, por construcción ycL* (x)
Procediendo de forma análoga con cualquier ele
mento de LQ(x), se obtiene que La+ (x)C M, y al ser x arbi-
traria
2 .49 . : TEOREMA
M CG1	y 2 .
a + (x) ¢ m y a
+
(x)C Ma a
lo que prueba._que xeA
od (M), completándosé la demostración .
anterior .
O
TEOREMA
-Sea McF(H) . Se verifica que AW (M) C Ad(M) .
La demostración se omite por ser idéntica a la
19
Sea McF(H) . Se verifica que Af (M)CAd(11) .
Prueba :
Sea xeAf (M) . Consideremos los norma entornos de
M de la forma S[h1,1/ln] (nEI + ) . Por definición podemos en
contrar una sucesión de norma entornos Vn de x, y una s_u
®
	
cesión de enteros positivos kn tales que
® VO kn , ir (Vn ,k) C S[M,1/2n] (n=1, . . .) .
Si x es cualquier solución arbitraria a tra-
vés de x, como
0(n(vn ,kn ), M) ` s( S[M,1/2n), M) --i 0
y xJkn)ea(Vn,kn) (n-1, . . .), como consecuencia de 1 .11 ., se
deduce que una subsucesión (X(knp )}
extraida de(X(kn)} cu_m
ple que,
X(knp) ` YE11
Luego L + (x) ¢o y también, por ser x arbitraria
av (x) y
Si zc1,á(x), un razonamiento análogo al expuesto
en 2 .49., muestra que ZCM, y, en consecuencia a* (x) C M,
-1 lo que completa la prueba .
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2 . 5 1 . : TEOREMA
2 ."52 . : ' TEOREMA
O
Sea McF(H) : El conjunto AG(M) es positivamen-
te invariante .
Prueba :
Caso contrario existirían xeAO(M) » y una solu-
ción x a través de x, tales que para algún entero positivo
h,' x(h)d Aa(A1), lo cual implica que, o bien XQ(X(h)) = 0,
o aa (X (h)) St M.
Existe, por lo tanto una solución 0 a través
de x(h) tal que
LQ	o bien LQ (J) SEM .
La aplicación C :I +-~ H definida de modo
que
(j) = x(j) j 1 h
, I(j) .= «j - h) j> h
es usa solución a través de x, con LQ(C) = LQ(V+) . Se ten-
dría entonces que xíAd (M), en contra de la hipótesis .
Sea McF(H) . Son positivamente inváriantes~'las _51
regiones
	
A(M), A° (M), Ad (M) AW (M)
y por
2 . 5 3 . : TEOREMA
- La prueba es idéntica a la del teorema anterior
tanto se omite .
2 .54 . : TEOREMA
Sea McF(H) . Si para todo xcH se verifica que
el norma-interior de v(x,1) es no vatio, entonces la re
gi6n Au (M) es cuasipositivamente invariante .
Prueba :
Caso contrario existe xeAu (M) tal que
,r(x,1)nAu (M) = m
Sea entonces zcu a- int .(n.(x,1)) . Como zIAu (M),
para todo norma entorno de z, y en particular para n(x,1)
existe yc,r(x,1) tal que alguna solución X a través de y,no
está últimamente en algún norma entorno de M .
X puede ser prolongada, como se hizo en la prue
ba de 2 .52 ., de modo que sea solución a través de x, y en-
tonces para todo norma entorno V de x,existe un punto, el
propio x,'tal que una solución por x no está últimamente en
algún norma entorno de M . Luego xl Au (M), contra la hip6te
sis .
2 .55 . :'' TEOREMA
0
Sea McF(H) . Si para todo xcH se verifica que
il II-int .(n(x,1)) ¢ 0, entonces Aú(M) es cuasipositivamente
invariante .
La demostración es idéntica a la anterior .
2 .56 . : TEOREMA
Sea McF(H) . Si para todo xcH, II II-int .(z(x,1))#
m , entonces Af (M) es cuasipositivamente invariante .
Prueba :
Caso contrario, existe xcAf (M) tal que
n (x,1) n A f (M) =
Sea zcIIII-int .(Ti(x,1)) . Como z¿Af (M), existe
un norma entorno Uz de M tal que para todo norma entor
®	
no V de z puede hallarse una sucesión creciente de ente-
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ros positivos {kV) tal que n(V,kV )<4Uz . Tomando, en par-n 11
ticular V= n(x,1), obtenemos la correspondiente sucesión
(k~'.'>}=_{kn} para la que
n(n(x,1)rkn) Uz
es decir :
n(x,kn+1) 0 U z
Entonces, si W es cualquier norma entorno de
x, es claro que
n(x,kn+1) c n(W,kn+1)
y por tanto
n(W,kn+1) d Uz
de donde se deduce que x¿Af (M) contra lo supuesto .
o
2 .57 . : DEFINICION
Sea McF(H) .
2 .57 .1 . : Si A'(M) es norma entorno de
dice que M es o-atractor .
2 .57 .2 . : Si A (M) es norma entorno de
dice que M es norma atractor .
2 .57 .3 . : Si AG(M) es , norma-entorno de
dice que M es a-atractor debil .
. 2 .57 .4 . : Si Ad (M) es norma-entorno de
dice que M es norma atractor debil .
2 .57 .5 . : Si Af (M) es norma-entorno de
dice que M es atractor fuerte .
2 .57 .6 . : Si A7(M) es norma entorno de
dice que M es a-atractor uniforme .
2 .57 .7 . : Si Au (M) es norma entorno de
dice que M es norma atractor uniforme .
2 .51 .8 . : Si AW (M) es norma entorno de
dice que M es atractor puntual debil .
2 .57 .9 . : Si AF (M) es norma entorno de
dice que M es atractor finito .
nes, se deduce de forma inmediata :
M, se
M, se
M, se
M, se
M, se
M, se
M, se
M, se
M, se
2 .58 . : OBSERVACIONES
Sea McF(H) . Como consecuencia de las definicio
'53'
2 .56 .1 . : Si M es atractor fuerte, entonces es
norma atractor uniforme .
` 2 .58 .2 . : Si M es norma atractor uniforme, en-
tonces es a-atractor uniforme .
2.58 .3 . : Si M es norma atractor, entonces es
o-atractor .
1.58A . : Si M es á-atractor, entonces es a-a-
tractor débil .
2 .56 .5 . : Si M es norma atractor, entonces es
norma atractor débil .
2 .58 .6 . : Si M es norma atractor debil, enton-
ces es a-atractor débil .
2 .58 .7 . : Si M es norma atractor uniforme, en-
tonces es o-atractor débil .
2.58 .8 . : Si M es atractor puntual debil, en-
tonces es o-atractor débil .
2 .58 .9 . : Si M es atractor fuerte, entonces es
atractor débil, en norma .
2 .58 .10 . : Con las notaciones de 2 .47 .2 ., se ve
rifica que M es atractor fuerte, atractor puntual débil,
norma atractor uniforme, atractor finito y también
a-atractor débil, pero no es norma atractor, norma atrac-
tor debil ni a-atractor . Se tiene as¡ un contraejemlo que
prueba la falsedad de los recíprocos de 2 .58 .4 . y 2 .58 .6 .
2 .58 .11 . : En el semisistema descrito en 2 .47 .
S., DI=401 es norma atractor, atractor, a-atractor débil
norias atractor débil y atractor puntual débil . .
2 .58 .12 . : Para el semisistema dinamico discre
to definido sobre H= L2 ,en 2 .47 .6 ., M={0} es a-atractor
o-atractor débil, o-atractor uniforme . No es en cambio,nor.
ma atractor, atractor puntual débil, atractor fuerte,
	
ni
norma atractor débil .
Se tiene as¡ un contraejemplo que muestra la
falsedad de los recíprocos de 2 .58 .7 ., 2 .58 .8 ., y 2 .58.9
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Sea McF(H) . Se dice que M es estable si, para
cada xdr1, ycM existen sendos norma entornos U de x, V de
® y, tales que :
2 .59 . : DEFINICION
U- (1 T+ (V) = 0 .
2 .60 . : DEFINICION
Sea McF(H) . Se dice que M es orbitalmente esta
ble, si existen norma entornos de M positivamente invarian
tes arbitrariamente pequeños .
2 .61 . : TEOREMA
Sea McF(H) . Si M es orbitalmente estable, en-
tonces es positivamente invariante .
Prueba :
Caso contrario, existe xcT+ (M)-M. Cómo M es
norma cerrado, existe un norma abierto V tal que M CV y
xdV, en cuyo caso :
MCVCH-{x}
' Por tanto, H - {x} es un norma entorno de M y
como M es orbitalmenté estable, contiene un norma entorno
U de M, positivamente invariante .Es decir :
xcT+ (M) C T+ (U) .CU C H- {x},
lana contradicción .
2 .62 . : TEOREMA
2 .63 . : - TEOREMA
0
Sea McF(H) . Si M es estable, entonces es posi-
tivamente invariante .
Prueba:
Si xcM e y£M, por definición existen norma
entornos U de x, V de y tal que Uf1T+ (V) = m , y, en par
ticular x4T+(y) . Al ser y arbitrario en M, obtenemos quex«+(M)-
Luego H-M C H- T+ (M), o lo que es lo mismo
T+ (M)CM
lo que prueba que M es positivamente invariante .
D
Sea McF(H) . Si M es orbitalmente estable, en
tonces es estable .
Prueba :
-
	
Al ser NI débilmente compacto es débilvien,td ce-- _5_S
rrado y por tanto, norma cerrado ; si x¿M existen norma
abiertos disjuntos W, U, con 11C W y xcU . -
Como ches orbitalmente estable, existe .un norma
entorno V de M, positivamente invariante contenido en W de
donde
T
+
(V) C V CW .
Luego UnT + (V) y como V es, obviamente,
entorno de cada yeM, sE concluye que M es estable :
O
2 .64 . : TEOREMA
Sea McF(H) . Si 11 es orbitalmente estable y nor-
ma atractor debil, entonces es atractor puntual debil .
Prueba :
Sean xeAd (M) y V un norma entorno arbitrario de
M . Como Ad (11) es norma entorno de M, también lo es UAd (11)
y por ser M orbitalmente estable existe un norma entorno W
de M, positivamente invariante, tal que W C Ad (11)f1V .
-Sea x una solución arbitraria por x, y {x(i)}
su semitrayectoria positiva . Sabemos que L+ (x) Y * y L+ (x)CM
por lo que {x(i)} está frecuentemente en cada norma entorno
de DI y en particular en 11 II-int . (W) CW . Pero al ser IV pó
sitivamente invariante, se tendrá que {x(i)} está Gltimamen
te en W, y por consiguiente en V .
Por lo tanto x cAW (M), obteniéndose pues qué
Aw(M) D Ad (M)
de donde se deduce que M es atractor puntual debil .
2 .65 . : DEFINICION
Sea McF(H) .
2 .05 .1 . : M es a-asintóticamente estable, si es
orbitalmente estable y -o-atractor .
2 .65 .2 . : M es asintóticamente norma estable si
es orbitalmente estable y norma atractor .
2 .66 . : EJEMPLOS
2 .66 .1 . : En el semi -sistema dinámico discreto in
ducido en 11 por el operador identidad, si xcH, todo conjun
56_to de la forma (x} es estable y orbitalmente estable, pero
no es atractor en ninguno de los sentidos definidos .
2 .66 .2 . : El conjunto M= S10,11 es orbitalmente
estable en el semisistema dinámico discreto (H, I + ,nl) des-
crito en 2 .47 .2 .
2 .66 .3 . : Con las notaciones de 2 .47 .5 ., (0) es
asint6ticamente norma estable en
2.66 .4 . : Para el semisistema dinámico discreto
sobre L2 definido en 2 .47 .6 ., M= {0} es asint6ticamente
a-estable, pero no asint6ticamente norma estable .
2 .67 . : DIAGRAMA
TEOREMA
Sean VCH,, y . J :V ---~ R un funcional de
	
??,
Liapunov para
Sean McF(H), y WcF(H), con M CIVCV, tales que
W es norma entorno de M
2 .68 .2 . : W es positivamente invariante .
2 .68 .3 . : Si xcW-M y X es cualquier solución a
través de x, J(x(1)) <J(x) .
Entonces M . es o-atractor debil, y Ad(M)7w.
Prueba :
Sean xcW y X una solución arbitraria a tra-
vés de x . .Su semitrayectoria positiva es una sucesión en W,
por ser éste positivamente invariante .
Al ser W débilmente compacto, para una subsu-
cesi6n {X(np)} se verifica que
x (np ) 1 yelV . +
Por lo tanto, L* (x) 0 m , y al ser x arbitra -
Tia, XQ(x) Y Q .
Por otra parte, si zel
+
(x)-M, existe una solu-
ei6n 0 a través de x, tal que zeLQ(V+)-M .
Como L
o
* (*) es cuasipositivamente invariante,
existe una solución E a través de z tal que E(1)cLa (o) .
Al ser z¿M se puede afirmar que
J(z)>J(E(1))
pero esto es una contradicción, pues se ha probado en 2 .44 .
que J es constante sobre L
+
+ (o) .
Por consiguiente, x + (x) - M - o , o-, lo que es
lo mismo, . ac(x) C M.
Al ser el conjunto límite débil de x, no vacío
y contenido en M, se tiene que x cAc (M), completándose de
este modo la demostración .
COROLARIO
O
Con las mismas notaciones e hipótesis que en
2,68 ., si para algún x"cH, M-{x"} , entonces :
2 .69 .1 . : M es o=atractor .
2 .69 :2 . : Para todo xcW, J(xk) 11 J(x) .
Prueba :
Sea xcW . Sea X una solución arbitraria por x .
Si se tuviera que X(n) --/- x*, existirían
un abierto débil U, entorno de x*, y una subsucesi6n
{X(np)} de{X(n)} tales que
	
x(np )éU p=1,2 . . . . .
Al ser {X(np )}C W, para una subsucesi6n
X(nPi) 11
zcw .
Por un razonamiento idéntico al empleado en 2
74 ., se obtiene que zcM, y en consecuencia :
x(npi) x*
lo cual es absurdo, pues X(npi )1U i=1, . . . .
Necesariamente, por tanto, x(n) ` x*, y
entonces xeA° (M), completándose la prueba .de .2 .69 .1 .,
Para ver 2 .69 .2, supongamos que para algún ycW
J(Y)<J(x*) "
Como y¡11, dada cualquier solución X por y,
J(x(1)) <J(Y)< J(x* )
luego X(1)1M .
Procediendo de igual forma se llega a estable -
cer que
J(x*)>J(Y)>J(x(1))>J(x(2)) .> . . .> J(x(n))> . . .
Pero, por 2 .75 .1 . sabemos que X(n) -~ x*,y al
ser J débilmente secuencialmente inferiormente semicontínuo,
J(x*) _' lim inf J(X(n))
una contradicción .
' 2 .'70 . : COROLARIO
Con las mismas hipótesis y notaciones de 2 .68 .,
si J es constante sobre M y M'£F(H), M'C M, verifica 2 .68 .
5 -., entonces- ~.M" = M .
Prueba :
Si XCM -11 ; como para cualquier solución X a
través de x, J(x(1))< J(x), al ser J constante sobre M,n_e
cesariamente X(1)cW-M .
Si x(2)cM se llega a una contradicción, pues
J(x(1))> J(x(2)) . Luego también x(2)eW-A1 y repitiendo el
razonamiento puede llegar a establecerse que
J(x)>J(x(i))>J(x(2)). > . . .
'Como M'es atractor débil y su correspondiente
región de atracción contiene a 1V, L+(x) es no vacío y con_
tenido en M ; es decir que para alguna subsucesi6n
(x (np)1
	
extraida de (X(n)) se tendrá que
X (np) -; zeM' C M
por lo que - '- - 1S9
J(X(np )) --i J(z)
___
y, en consecuencia :
- J(x)>J(z)
lo que es absurdo, pues J , es constante sobre M .
Luego M'-M = 4, es decir M' = M .
MINIMALIDAD
2 .71 . : DEFINICION
2 .72 . : ' DEFINICION
.2 .73 .' :' OBSERVACIONES Y EJEMPLOS
O
El conjunto' M C H es positivaménte minimal, si
es a-cerrado, positivamente invariante, y no posee ningún
subconjunto propio con ambas características .
El conjunto M C H es débilmente positivamente
minimal, si es a-cerrado, débilmente positivamente inva-
riante, y no posee ningún subconjunto propio con ambas ca-
racterísticas .
2 .73 .1 . : En el semisistema dinámico discreto
debil (H,I * , A1) descrito en 2 .4 .1 ., el conjunto M= S~0,1l
es positivamente minimal .
2 .73 .2 . : En el semisistema dinámico discreto
débil (H,1 w3) descrito en 2 .4 .3 ., el conjunto M-H es
sitivamente minimal .
Pi
2 .73 .3 . : Dos conjuntos positivamente minimales,
o coinciden o son disjuntos .
2 .73 .4 . : Un conjunto positivamente minimal, no
necesariamente es débilmente positivamente minimal, como su
cede, púr ejemplo, al M de 2,7 .1 .
2 .73 .5 . : Si xcH es un punto critico, entonces
M -'{x) es positivamente minimal, y débilmente positivamen
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te minimal .
2 .73 .6 . : En el semisistema dinámico discreto
débil (H,I + , nl) (2 .4 .1 .) , el conjunto M= {0} es débil-
mente positivamente minimal, pero no positivamente minimal .
La situación es extensible a cualquier punto
singular no crítico .
	
.
2 .73 .7 . : Sea xcH . Si el conjunto M C H, M ¢ {x},
es positivamente minimal, entonces no contiene puntos crít_i
cos . Si M es débilmente positivamente minimal, no contiene
puntos singulares .
2 .73 .8 . : Sea (H,I + ,,r) un semisistema dinámico
discreto débil, para el que todo punto es singular . En él
se verifica que .dos conjuntos débilmente positivamente mini
males, o coinciden o son disjuntos .
2 .74 . : 'TEOREMA
Todo conjunto débilmente compacto no vacío y
débilmente positivamente invariante, contiene algún subcon-
junto débilmente positivamente minimal .
Prueba :
Consideremos la'familia 1 de los subconjuntos
-del compacto débil considerado M, que sean no vacíos a-ce -
rrados y débilmente positivamente in ariantes . Obviamente,
E es no vacía y la inclusión es en ella una relación de o_r
den parcial .
Sea {Mi)isr _una cadena en ella .
Toda parte finita de {Mi}ier tiene intersec-
ción no vacía, y al ser M a-compacto, esto basta para afir-
mar que dicha cadena tiene intersección no j%acía y a-cerra-
da .
Sea pues xe n m i = MR . . Probaremos queier
,r(x,1)n M* Y 0 .
En efecto, para cada ier , xEMi , y como Mi	es
débilmente positivamente invariante,
`Ni= ,r(x,I)n mi T, g,
Además, si i<j, Mi DMj , por lo que Ni=)Nj y
'y de aquí que cada parte finita de la cadena (Ni)iei. tiene
intersección no vacía, y al ser M o-compacto,
	
- '61 .
Como
n(x,1)f1M* = n (x,1) (1Afi	= N*,
ier
se prueba que M* es débilmente positivamente invariante .
Se ha visto, pues, que toda cadena en E tiene
cota inferior en 1 . Por el lema de Zorn, existen .en E ele-
mentos minimales, y cada uno de ellos, es cerrado, no vacío
y débilmente positivamente invariante, por lo que es débil-
mente positivamente minimal (y además débilmente compacto),
completándose de este modo la demostración . O
2.75 . : TEOREMA
Sea ME F(H) . M es débilmente positivamente mini
mal, si y sólo si para cada solución X a través de x, de
semitrayectoria positiva contenida en M, LQ(:X)- M .
Prueba :
Supongamos que M es débilmente positivamente mi
nimal .
Sean xcM y x una solución a través de x con
{g(n)1 E M (nal,,, .) . Uiste una tal solución por ser M
débilmente positivamente invariante .
Al ser McF(H) sabemos por 2 .38 . que L+ (X) es
no vacío, débilmente compacto, y contenido en M.
Como, en virtud de 2 .29, L*(X) es también dé-
bilmente positivamente invariante, la minimalidad de 11 impli
ca que
LQ()() = M .
. Recíprocamente, sea P C M, no vacío a-cerrado
y débilmente positivamente invariante :
Si xcP, existe una solución 0 a través de x,
con j(n) c P (n=1, . . . ), y como, obviamente
La (W) CP
y al ser, por hipótesis, M- L.+ (J), se sigue que
MCP
y de aquí que P= M, y que, M es débilmente positivamente
minimal . 0
Si (H,I
+
,,r) tiene unicidad positiva, el con
junto MEF(H) es positivamente minimal si y sólo si, para
todo xcM :
Y . Por
2 .76 . : TEOREMA
T+ (x) = M
Prueba :
Sea xeM . Si bf es positivamente minimal, es
positivamente invariante, por lo que
	
T + (k)C M, de donde
v + Q_
T (x) C M = M .
Como (H,I+ ,,r) tiene unicidad positiva,
T+(x) = x(I+)
para la solución x a través de x .
Al estar x(I ) contenida en el compacto dé-
bil M, su clausura débil coincide con su clausura débil
secuencias pudiendo escribirse que :
QT
+
(x) = aX(I+) _ . X(I +) UL+ (X) = P
Si ycL*(x), para una sucesión{kn }CI+ , kn
x(kn) `	y, en cuyo caso ir (x(kn )11) ° n(Y,1
por lo que, para una subsucesibn
X(kni+1) ` ze n(Y,1)
de donde se deduce que zeL+ (X), es decir que
ía}m R(Y,1) C L9 (x)
o lo que es lo mismo, que La(x) es positivamente invarian
te .
Como x(I +) es también . positivamente invarian-
te (por la unicidad positiva del,semisistema considerade),
se sigúe que P . es positivamente invariante .
Al ser M minimal, se obtiene que P= M, lo
que completa la prueba del directo .
Recíprocamente, si N C M es no vacío débil-
mente cerrado y positivamente invariante, para cualgier xeN
T+ (x)C N
consiguiente
a
.T+(x)= M C
a
N = N
siguiéndose que N=M, y que M es positivamente minimal .
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?. .77 . : DEFINICION
Sean Á ;. B, subconjuntos de H .
2 .17 .1 . : B es recursivo respecto de A si y s61o
si, para cada TeI + existe tcI + tal que t>T y
n(A,t) (1 B ¢ o .'
2 .77 .2 . : B es débilmente recursivo respecto de
A si y s6lo si para todo xeA
	
existe 'una solúci6n Xx a 'tra e
vés de x, cuya semitrayeccoria positiva está frecuentemente
en B .
Si A es recursivo respecto de A (débilmente re-
cursivo respecto de A) se dice que A es autorrecursivo (dé-
bilmente autorrecursivo) .
2 .78 . : DEFINICION
2 .78 .1 . : El conjunto McF(H) es estable en el
sentido de Poiss6n, si todo entorno débil de M es recursivo
respecto de 11 .
2.78 .2 . : El conjunto MrF(l1) es débilmente esta
ble en el sentido de Poiss6n, si todo entorno débil de 11 es
débilmente recursivo respecto de M.
2 .79 . : DEFINICION
Sea xcH.
2 .79 .1 . : Se dice que x es no errante, si todo
entorno débil de x es autorrecursivo .
2 .79 .2 . : Se dice que x es débilmente no errante
si todo entorno débil de x es débilmente autorrecursivo .
2 .8o . : EJEMh1PLOS Y OBSERVACIONES
2 .80 .1 . : Si B es débilmente recursivo respec-
to de A, entonces B es recursivo respecto de A, pues para
todo x£A existe una sñlución Xx tal que para una sucesión
{kn } CI , k->-, {Xx (kn)}C B . Como Xx (kn)cn(x,kn) se ob -
tiene que n(A,kn )(1B ¢ m, es decir, que B es recursivo
respecto de A.
2 .80 .2 . : Sin embargo, para el semisitema dinám_i
64¡co discreto débil descrito en 2 .37 .1 . no es cierto el recí-
proco :
Sean los conjuntos :
	
A= S Ix 1 ,1/8], B={x2 ,x6 ,
x 7 , . . . }
B no es débilmente recursivo respecto de A,
pues basta tomar xeA-{x 1 } : Por x no pasa mas que la solu--
ci6n {x,x,x, . . . }que no está frecuentemente en B .
\'o obstante, B es recursivo respecto de A ,
pues para la
ne que :
2 .80 .3 . : Como consecuencia de 2 .86 .1 ., se tie-
Si A es débilmente autorrecursivo, es autorre-
cursivo .
Si xcH es débilmente no errante, es no errante .
Si McF(H) es débilmente Poissón estable, es Po_i
ss6n estable .
2 .80 .4 . : Para el semisistema dinafiico discreto
débil (H,1° , n1) de 2,4 .1 ., el conjunto M = S[0,1] es re-
cursivo y débilmente recursivo respecto de cualquier subco_n
junto B C H . Por lo tanto es débilmente Poissón estable .
Si xcM es no errante y débilmente .no errante,
.ocurriendo lo contrario si x4M.
2 .80.5 . : Para el semisistema dinámico discreto
débil descrito en 2 .4 .5 ., (n=1) se tiene que . s i A y B son
cualesquiera subconjuntos no vacíos, A es débilmente recur-
sivo respecto de B .
En particular, todo conjunto McF(H) es débil-
mente Poissón estable . Todo punto xclí es débilmente no
errante .
2 .80 .6 . : Todo conjunto McF(H) autorrecursivo es
estable en el sentido de Poislon . Todo conjunto McF(H) dé-
bilmente autorrecursivo, es .débilmente estable en el senti-
do de Poissón .
sucesión {2-1, 6-1, . . .} CI' se verifica que
n(A,2-1)f1B ¢ o ya que tienen en común x 2
n(A,6-1)(1B y o ya que tienen en común x6
rt(A,7-1)O B # o ya que tienen en común x7
2 .81 . : TEOREMA
Todo conjunto
	
Me F(H) débilmente positivamente¡ 65
invariante, es dé'. "ilmente estable según Poisson .
Prueba :
Sea U - un entorno débil arbitrario de M .
Si xE M existe una solución x a través- de x con
semitrayectoria positiva contenida en M, es decir, en U.
Por lo tanto U es débilmente recursivo respec-
to de M, y al ser U arbitrario, M es débilmente estable
Poisson . o
2 .82 . : COROLARIO
Si (H,I+ ,,r) es estable Lagran e y x es cual-
quier solución de dicho semisistema, entonces L* (X) es dé-
bilmente estable Poisson, y por tanto, estable Poisson .
Prueba :
Es simple consecuencia de 2 .29 . y 2 .38 .
O
2 .83 . : COROLARIO
Sea Mc F(H) . Si M es estable, o bien orbitalmente
estable, -entonces es débilmente estable en el sentido de Poi
ss6n .
2 .84 . : TEOREMA
Sea X una solución de (H,I + ,n) con limite se-
cuencial débil no vacío .
. Si xsL' (X), entonces es no errante . .
Prueba :
Sea xcL*(X) . Por definición existe una sucesión
(kn ) C I + , kn~m, tal que X (kn )
__.% y .
Si U es cualquier entorno débil de x, existe un
entero positivo k(U) tal que, si kn > k(U) = kno
por :lo que U es autorrecursivo .
x (kn ) cU .
Si llamamos y= X(k(U)), ocurre que :
X(kno+p )en(y,kno+p - kno ) (P= 1, . . .)
luego
'a(y,kno+P-k Uno ) n
es decir que
ir (U,kno+p -kno )n u Y 'D
(P= I, . . .)
(P= >> . . .)
SEMISISTEMAS DINÁMICOS DISCRETOS DEBI1_E_5
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SOBRE UN CONJUNTO DÉBILMENTE COAIPACTO
Sean WEF(H) y F(W) el conjunto de las partes
no vacías débilmente compactas en W. Nótese que F(W)C F(H) .
Llamaremos semisistema dinámico discreto débil
sin unicidad sobre W, a la terna (IV,I + , n) donde
ir :WXI + -j F(11)
	
.
verifica :
. 2 .85 .1 . : a(x,0)= {x} VXe1V .
2 .85 .2 . : Si {xn } CW es tal que xn-1 x, en-
tonces n(xn ,l:)- (x,k) en F(W), VkrI' .
2 .85 .3 . : v(v(x,h),k) = v(x,h+k) VxcW, Vh,krI 4'
2 .85 . : DEFINICION
Si .Mc F(W) entonces, de forma enteramente anál_o
ga a como se hizo en 2 .2 .1 ., se comprueba que +r(M,k)EF(H) .
Damos ahora, sin desarrollarla prueba, el re-
sultado correspondiente al teorema 2 .3 . :
2 .86 . : TEOREMA
Sea ,r( .,1) :W -}F(W) una aplicación tal que :
2 .86 .1 . : Si xn--~ x en W, n(xn,1)+ " (x,1) en
Si se define v :WXI*49Cde modo que :
e(x,0) - {x}
v(x,k+1) - v(y,1) (k=1, . . .)
yev(x,k)
entonces (W,I4 ,v) constituye un semisistema dinámico dis-
creto débil sobre W que denominaremos inducido en W por _la
aplicación dada .
De forma idéntica a como se hizo para semisist_e
mas dinámicos discretos débiles sobre H, se definen en este
caso, con las modificaciones (formales) obvias, soluciones,
conjuntos invariantes y débilmente invariantes, conjuntos
límite, funciones de Liapunov etc . No se repetirán tales de
finiciones, ni se establecerán más resultados que los inme-
diatamente aplicacbles al estudio de algoritmos de minimiza
ción de funcionales .
Se omitirán las pruebas reproducibles de modo
evidente, a partir de sus correspondientes para semisiste -
mas sobre }1 .
	
.
2 .87 . : OBSERVACION
Si (H,I',u) es un semisistema dinámico discreto
débil para el que todo punto de W es singular, entonces
la aplicación
wW( .,1) : W --~ F(W) / ,rw (x,1)= Ti (x,1)nW
induce sobre W un semisistema dinámico discreto débil,que
diremos es 'La restricción a W de (H,I+ ,,r) .
La condición de que todos los puntos de W
sean singulares, puede debilitarse exigiendo únicamente
que VxcW, ,r (x, 1) n W i o .
invariante .
2 .g8 . : TEOREMA
Sea x una solución de (W,I ,n) .
Entonces LQ(X)EF(W) .
Prueba :
Cfr . 2 .35 .
2 .89 . : TEOREMA
Sea X una solución de (W,I' ,a) . .
El conjunto L*(X) es débilmente positivamente
Prueba :
Cfr . 2 .28 .
2 .90 . : TEOREMA
Sea J :W -4 R un funcional de Liapunov para
(W,I',w) . Sea X cualquier solución de dicho semisistema .
En estas condiciones, J es constante sobre el
1
conjunto L
+
* (x) .
Prueba :
Cfr . 2 .44 .
2 .91 . : TEOREMA
Sea J : W -->R un funcional de Liapunov para
(W,ISea MEF(W) .
Si se verifica :
2 .91 .1 . : W es norma-entorno de M .
2 .91 .2 . : Para todo xeW-M y para cualquier sol_u
ci6n X a través de x, J(x(1)) <J(x) .
Entonces M es a-atractor débil y su región de
atracción es W .
Prueba :
Cfr .2 .68 .
2 .9?. . : TEOREMA
Sean J :W -+R una función de Liapunov para
y x*eW tales que :
2 .92 .1 . : Si x¢x* y x es cualquier solución a
través de x,, J(x(1))<J(x) .
Entonces X(n)- x* y J(x*) 11 J(x) VxcW.
Prueba :
Desde luego,una subsucesión de {X(n)} es .débil-
mente convergente, por serWeF(H) . Si
X(np)
	
k y~x*
como ycLQ(X) y LQ(X) es cuasipositivamente invariante, exi_s
te una solución 0 a través de y con semitrayectoria positi-
va contenida en LQ(x), y en particular con 0(1)cLQ(X) .
Pero, por 2 .92 .1 ., J(0(1))<J(y), obteniéndose
un absurdo pues J es constante sobre los conjuntos limite
de soluciones . Luego y=x* .
Si {X(n)} no converge débilmente a x*, existe
un abierto débil U que contiene a x*, y una subsucesión
{x(np)} tal que x(np)íU (p=1 . . . ) . Repitiendo con esta
subsucesión el razonamiento expuesto en los párrafos ante-
riores, se llega a probar que X(n~) --~ x*, una contradic-
ción,
La prueba de que J(x*) 11 J(x) VxeW es idént_i
ca a la de 2 .69. .2 .
verificando :
continua
para todo
IH<MINI11I2.ACION DE FUNCIONALES
El objetivo de esta
mas dinámicos discretos débiles
ci6n de algunos de los algoritmos
nales --obre H, cuyo estudio desde
cucntra en (10) 6 en (14) .
Consideraremos
J : H
	
) R
HIPOTESIS Y PLANTEAMIENTO DEL PROBLEMA
en lo que
-H .1 .
Para cualesquiera x,y cH existe
J . (x'Y) - '¡m J (x'8Y)
-J (X)
e
lineal y
,,H.3 .
Si {un ) es
e-" o
y la aplicación y+ J'(x,y) es
H . 2,
Existe en H un
es precisamente su mínimo .
lim J (un)
n-O. m
+H .4 .
J es convexo en H .
u . S .
Para todo ycH,
x " xn
i H.6 .
sección es definir semisiste
adecuados para la descrip -
de minimizaci6n de funcio-
otro punto de
sigue un funcional
continua .
único punto x" crítico de J, que
cualquier sucesión en H
si y 5610 Si ,un ¡ ,
J'(xnsy)->J'(x,y)
La aplicáción
en algún conjunto de la forma
W(x0) = {XCH 1 J (x) ` J (xo) }
ycH con ityu =1 .
u + J'(u,y) es uniformemente
vista, se en
Obsérvese que, como consecuencia de H .1 y H.4,
J es débilmente secuencialmente .inferiormente semicontínuo .
(Cfr . (10),Ch .2, 1-4) .
te
es tal que
Como, en virtud de H .3
mente compacto .
Por
tos posteriores, sería de desear que J
cuencialmente contínuo, mas se ha visto
mensión infinita ello es contradictorio
un conjunto de nivel acotado .(11(x o )) .
Hechas las 'hinótesis anteriores, en lo que sigue
escribiremos
vJ x
P(x)= J IIvJ(x»
1
verificar J
lo que
además
por lo
siendo
Por otra parte, el conjunto 1"J(xo) es débilme_n
secuencialmente cerrado, pues si la sucesión fx n }c!V(x0)
xn--~ x, entonces J(x) `- lim inf .J(xn) 1 J(xo) .
W(x0) es acotado, es también débil
hipótesis
simplifi-car notablemente los planteamien -
fuera débilmente se-
que, si H es de di
con la existencia de
Sea
	
{x } C Hn
Por tener limite débil,
a .5 . se sigue que
vJ (xn ) -~ vJ (x)
implica, igualmente,que {JIVJ(xn)JJ}es acotada en
tal que xri x#x,, : (xJx* n=1, . . .)
{xn } es acotada
0 < BVJ(x)9 á lim inf . HVJ(xn)H
que, para una subsucesión
. W (xnn) p --> y = 1 im inf. 11 vJ (xn ) 11
y por
R, y
de donde
¡in
P(xnP) -- y i! Z = Jyx n p(x) =a . P(x),
y
No es cierto, en general, que
anteriores, y {un) {vn} son sucesione's en H
Un - u, vn	v J(vn) b, J(un)
necesariamente se siga que J(v) 4 J(u) . No obstante, admiti-
remos que J verifica :
b H,7 .
Si tn
-. t en R y xn---L x
si J
J (xn -tnP (xn) ) . J (xn-c(uvJ (xn)G) P (xn) )
cumple
en H, con
entonces
J(x -t«P(x)) ¿ J(x -cCvJ(x)II)p(x))
c:R+ -.R+ contínua. ,y las restantes notaciones
introducidas ,al comienzo del presente nárrafo .
las
con
las
En adelante se supone dado .un funcional J sobre
H, verificando, salvo advertencia en contrario, las condicio
3 2 . :
	
DFF-1NTn0-1-
La función d : R*-) R+ es llamada f-función si,
vara toda sucesión {xn } C R+ , d(xn ) -" 0 si y sólo si xn-+0 .
71
Sea a = sup . { dVJ(x) - VJ(Y)u : x,yc1V(x 0) )
La función 6 ;R+)R+ definida de modo que
inf .{px-ylI :x,yeW(x0), IIVJ(x)- VJ(y)pat , si te[O,a)
d (t)I lim - á(s) si tE
s->a
es llamada "módulo inverso de continuidad de J en W(x 0)"
Está bien definida como consecuen da de H .6 . y es
una f-función acotada y monótona creciente en R+ .
La sucesión {xn}C H es minimizadora para J si y
sólo si J(xn)- J(x*) .
La sucesión ixnj C H es critizadora para J si y
5610 s i II VJ (xn ) d -o .
luego
te :
luego
3 .3 . : --DEFINICION
3 .4 . : DEFINICION
3 .5 . : DEFINICION
3 .6 . : TEOREMA ((14),T 4 .3 .1 .) .
Si {xn } es critizadora, es minimizadora .
Prueba :
Como J(x*) = inf . {J(x) : x£W(x0 )} podemos obtener
una sucesión {yn}C W(xo ), tal que J(yn)-+J(x*) .
Al ser J convexo
J(Yn) - J(xn) ( Yn-xn> VJ(xn)) .
Ahora bien :
I (Yn- xn . J (xn)) I llyn-VI . 119j(%)11
y como las sucesiones {yn}{xn } son acotadas, y {xn }
es cri
tizadora :
Mm I(Yn -xn . J(xn))I = 0
lim sup . (J(yn)-J(xn)) 1 0 .
Por construcción existe lim J(yn.), y por otra
par
J(x*) 4 lim inf .J(xn) 2 . lim sup J(xn) &'limj(yn)=J(x*)
Los algoritmos
72 de
tipo iterativo, es
" "'to inicial
	
x0cH, se
que, si xi Yx*, J(x i+ 1)<J(xi)
donde la dirección p i y el escalar p i se calculan en cada
paso
de minimización considerados serán
decir en los que, fijado un cierto pun-
construye una sucesión {x i }_de suerte
en función de xi (y del funcional J) .
p = VJ(x)/ IIVJ(x)II, si
dimiento de cálculo del
,elección se hace, en la
lo dependiente de xi
La sucesión anterior se forma de modo que
xi+1_ xi
-
pipi
Como
dt
J(x+tp)I t_0 = (VJ(x),p) , vemos que J
es instantáneamente más rápidamente decreciente en la.direc--
ción . p que verifique :
(VJ(x),p) = - II VJ(x)II = sup (VJ(x),y)
iy¡=1
dirección llamada de máximo descenso, y que en un Espacio de
Hilbert es
vJ x
p= 1113N511
lo que justifica la notación anteriormente adoptada .
Todos los algoritmos considerados en esta sección
serán del tipo del máximo descenso ( es decir, en los que
x¢x*) variando en cada caso el proce
escalar p i ("amplitud de paso") cuya
mayoría de los métodos, en un interva
y de p(xi) .
_
La convergencia de un algoritmo implica poder ga-
rantizar que la sucesión {x i } obtenida converge (débilmente
o en norma) al mínimo del funcional, lo que en dimensión inf_i
nita, no necesariamente va ligado al hecho de que J(xi)-+J(x*) .
Un modo natural de calcular p i es darle el valor
del primer mínimo de la función t-+J(x-tp(x)) .(Método de Curry)
que puede generalizarse prefijando una sucesión{a n } con Ogan4
Éa<1 .En estas condiciones se toma pi igual al primer mínimo
local positivo de la función
t-J(xi - tp(xi)) - aitIVJ(xi )II .
(Tomando al =0 resulta el algoritmo habitual) .
En adelante nos referiremos a al algoritmo aquí
descrito mediante el nombre de "método de Curry generalizado"
(Cfr . (14) Secc .4 .3) .
3 .7 . : TEOREMA 73
Para cada xeH se define el conjunto
f(x)={x-tp(x) : c(IIvJ(x)Y)lIt, J(x-tp(x))`-J(x-c(IIvj(x)D)P(xllJ(x)}
siendo c:R -R* ., úna f-función continua verificando que c(t)/t
es monótona creciente, y tal que haga f(x)YO para cada xeH .
Entonces se tiene :
3 .7 .1 . : f(x)cF(H) ; VxcH .
3 .7 .2 . : xn-u x en H, f(xn) -1 f(x) en F(H) .
Prueba :
3 .7 .1 .
Si x=x* f(x)={x*}cF(H), obviamente .
Si x¢x*
	
y tomamos una sucesión {yn}c f(x), será .
yn
= x - tnp(x), con J(yn) s J(x-c(uVJ(x)l1)p(x)) .
Como, para cada n, n x-tnp(x )11 a u-tnp(x) 11 - u x11
si la sucesión {tn } no fuera acotada, tampoco lo seria en nor-
ma la sucesión lx-tnp(x)}, lo que es absurdo pues está conteni
da en el conjunto de nivel W(x), que es acotado en virtud de
H.3 .
en cuyo caso
Puede suponerse pues que
tn + trR*
yn ~ Y- x - tP (x)
y como J es débilmente secuencialmente inferiormente semicontí
nuo
J(y) 6 lim inf J(x-t,p(x)) 6 J(x-c@IVJ(x)1)p(x)) .
Además, al ser c(IIVJ(x)11) li~ t n , también
c( avi(x)1) 6 t, deduciéndose de ello que ycf(x.), y en conse
cuencia que f(x) es débilmente compacto . (En realidad se ha
probado que es compacto para la topología de la norma) .
3 .7 .2 . :
a) Consideremos en primer lugar el caso en que
xn#x* (n=1, . . .) y también x¢x* .
Tomemos la sucesión {yn } con yncf(xn) (n=1, . . .) .
Será yn = xn-tnp(xn) .
Al cumplirse que xn- ' x, como consecuencia de H.5
.
VJ(xn VJ(x), por lo cual puede suponerse- que
Y71= . 11 VJ (xJ1-Y .-
Además no puede ser y=0, pues como
IIVJ(x)II `- lim inf Yn = Y,
74-si fuera este el caso, necesariamente 11VJ(x)11=0, y entonces
x sería crítico en contra de lo supuesto .
Veamos, por otra parte, que {tn } es acotada :
Caso contrario, como
Ilxn- tnp(xn ) n
	
'- II - tnP(xn )U - II xnil
y para un cierto MeR es Ux np`- M (ya que {xn} tiene límite
débil), quedará :
Ilxn- tnP(x n) II '- I t ni - M
y en el supuesto considerado
Ilxn- tnP (xn) II --
lo que, en virtud de H .3 ., implica que :
J(xn- tnP(xn ))-m ---> J(xn-c(11U(xn)II)P(xn))im
lo cual, nuevamente en virtud de H .3 ., daría que
Ilxn - c(1U(XJ) P(xn)II am
lo cual es absurdo pues, por H .S .
xn- c (0 U (xn)u) VJ (xn) x - c y VJ (x )
NVJ (xn)N y
. Por lo tanto, {tn } es acotada, y para una subsu
cesión
y entonces
yo
x=XQ .
tnk t
xnk-tnkP(xnk) ' x-t VJ(x) = x -
t gVJ x
P(x)= y
teniendo en cuenta H .7 . : y Y
J(x- t pVJ x
Ilp(x)) L J(x - c(IIVJ(x)II)P(x))Y
Como, además c( II VJ(xnk)II) 4 tnk , se tendrá
que c(y) ¿ t ; La función c(t)/t es monótona creciente y
al ser uVJ(x)W4 y
c( 11 VJ(x)11 ) 4 c(y ,C t
uVJ(x)11 Y Y
luego
c( V VJ(x)11) t IIVJ(x)11
Y
lo que prueba que yef(x), y por tanto que f(xn)
a
f(x) en
este caso .
b) Supongamos ahora que xnY xR (n=1, . . .) y que
Si y¢0, procediendo como en el caso anterior obte
nemos una subsucesi6n --
.	
xnk-tnkp(xnk) -~ x*-Y VJ(x*) = x*ef(x*)
con lo que también f(xn) Z f(x*) . 75
Si y=7 la sucesión (xn) es critizadora, y por
tanto minimizadgra, es decir J(X 11 ) -+ J(x*) .
Como J(yn) 1, J(xn-c(JIVJ(xn )II)p(xn)) d J(xn)
en virtud de H .3 . deducimos que {yn} es acotada, y ' para una
subsucesión
de donde
Ynk -- y
y
J(y) 1 lim inf J(Ynk) 11 lim inf J(xn) = J(x*)
y'al ser x* el único mínimo de J en H
y=x*
lo que completa la prueba de que f(xn) f(x*), y también
la del teorema .
O
3 .8 . : COROLARIO
Bajo las hipótesis de 3 .7 ., si se define
n f:HxI* i F(H), de modo que
f (x,0) = {x }
f (x, 1)= f(x)
, f (x,k+1) nf(Y,1)yeir f (x,k)
la terna (H,I+ ,,r f ) constituye un semisistema dinámico discre
to débil sobre H .
La existencia de una f-función c que verifique
las condiciones exigidas en 3 .7 . dependerá en cada caso de
las características del funcional J .
entonces
3.9 . : OBSERVACION
Si escribimos, como es habitual, (H(u» ,+y) =
J (u,~.,rV), y, por ejemplo, existen m>0,
M<+m, tales que pa
ra todo uYCH (H(u)y,y) = mJyH 2 , y 11H(u)1JIM, entonces se
demuestra en (8),5 .3 ., que si
0 < a `- b 4 2m/M2
xcH es no critico y
ac [a livJ (x)J), b 1wJ (x))1]
J (x - ap (x)) <J (x)
bastando pues en este caso tomar c(t) E a .t .
entonces :
3 .10 . : TEOREMA
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Sean x o cH arbitrario no critico y W={xcH :J(x)=
-_ J(xo)}
Si se define, para cada xcIV, f(x) como en .3 .7 .,
3 .10 .1 . : f(x)eF(W) .
3 .10 .2 . : Si xn __1 x en W, f (xn ) ° f (x) en F (IV) .
Prueba :
Si XEW y ujf(x), entonces J(u) 1!J(x) 1'J(xo ),
por lo que f(x)CW . '
El resto de la demostración es idéntico a la prue
ba de 3 .7 .
3 .11 . : COROLARIO
Si se define u f : WxI + -+ F(1V) de modo que
1nf(x,0) = x
i
,rf(x,1) = f(x) '
,rf(x,k+1) '~ ,rf(y,1
yey(x,k)
la terna (W,I+,°f) constituye un semisistema dinámico dis-
creto débil sobre W .
3.12 . : TEOREDU
Sea c 2 c(0,.1) fijo ;
Si existe una f-función continua c :R'-R+ verif_i
Bando las condiciones del teorema 3 .7 . y además,'para todo
xcW, que
c(pvi(x)E) 4 6(c2 Avi(x)D,
entonces J es un funcional de Liapunov para (W,I
+
,nf) .
Prueba :
El único extremo no evidente es que si
X (n) =_un
es una solución del semisistema considerado, con un--' u, entón
ces J(un) -" J(u) .
Para mayor simplicidad escribiremos :
P.(un) = Pn . lvj(un)11 =Yn
Al ser, para cada n, un+l en f (un ,1) se tiene que
un+1 = un
	-
tnpn .
Si tn 4 6( c2yn), puede verse en 14 .4 .2 .4 ., que
J(un) - J(un+1) -1 c(Yn)(Yn - c2Yn )
	
(1)
Si, pera algún n, t n>6(c2yn ), o bien ,
J(un_tnpn) J(un-d(c 2Y n)Pn) (2)
o bien, dada la convexidad de J, existe tñcrc(yn),d(CZyn)]
con
J(un-tnpn ) - J(un - tñPn) (3)
por lo que , si %>8(C2yn ), es decir en los casos (2) y (3),
puede afirmarse que, para algún TnC[c(Y n),6(c2Yn)]
J(un)_J(un+1) á! J(un)_ J(un
_i nPn)
por lo que, de cualquier forma
J (un) -J (un+1) ' c (yn) (Yn_ c2Yn )
Al ser J acotado inferiormente, necesariamente
Yn -" 0
ya que c es una f-función . Luego {un } es critizadora, y
por lo tanto'minimizadora : .
J (un) i J (x*)
-y como también
J(u) lim inf J(un) = J(x*)
se deduce,'por ser x* mínimo de J, que
J (U) - J (x*)
y por consiguiente
J (Un) - J (u)
completándose la prueba .
.o
Veremos a continuación que las sucesiones obteni
das a partir de x mediante aplicación reiterada del métodoo +
de Curry generalizado, son soluciones del semisistema (W,I ,Tf) .
3 .13 . : TEOREMA
Si existe una f-función c verificando las condi
ciones de los teoremas 3 .7 . y 3 .12 ., y (xn 1 es una suce-
si6n obtenida a partir de xocH por aplicación del algoritmo
de Curry generalizado, entonces
x ` x .n
Prueba :
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Escribiremos,para mayor simplicidad
78'
	
¡¡vi (xn) II = Y n = (vJ (xn) ,p (xn) ) ' - p (x n) = pn .
Veremos en primer lugar que la aplicación
x :I
+ -. W definida de forma que X(n)=xn , es una solución
del semisistema (W,I + .n f ) .
Prefijada una sucesión {a n } con 0 !~a n6'a<1,para
cada ncl, por la naturaleza del algoritmo se tendrá :
y, si
(J(xn+tPn)+antYn)It=t =
n
0 E T4tn
~t ( ,7 (xn+tPn) _a ntYn)It=T = 0 (2)
por lo que, para 0 él T 11 tn
J(xn+tnpn)_antnYn L' J(x+TPn)_anTYn
Pero (1) puede reescribirse
(VJ(xn+tnpn ) . Pn) - an (vi(xn) .Pn ) = 0 (3)
y, fijado c 2e(0,1-a), si se tuviera que tn<6(c 2 Yn ), por
definición de la función 6, se tendría que
I(vi(xn+tnpn )-VJ(xn) . Pn )I c 2Yn
o, lo que es lo mismo
I((oJ(xn+tnpn) -anVJ(xn))-(VJ(xn)-a nVJ(xn ) ),pJ/
/ c2 Yn .
lo cual implicaría que
I(vJ(xn+ tnpn ) .Pn) -an (YJ(xn) .Pn)+(1-an)Yn i- c2Y n
y, teniendo en cuenta (3) quedará
I(1-an) Ynl6 c2Yn	=4 1-an tÉc2< 1-a ==> an>a
una contradicción .
Luego tn~Ió(c2Yn) 1 c(Yn )
Por otra parte, teniendo nuevamente en cuenta
la definición de tn , para todo Te lo-%]
queda que
J(xn) _ J(xn+tnpn) -1 J(xn) _(J(xn+TPn
)+nnTYn_
-antnYn ) = J(xn) - J(xn+Tpn)+an(tn-T)Yn 1- J(xn)-J(xn+Tpn)
y tomando en particular
' T= c(Yn) f 6 (c2Yn) tn
J (xn) -J (xn+1) 1 J(xn) - J(xn- c(Yn)P(xn))
es decir que
	
xn+1 cn f (xn ,t) - f(xn) .
semisistema a través de x#x", veamos que J({(1))<J(x) : -
En efecto ; Será c(1) = x - tp(x) con c(IIVJ(x1)b't,
y Ex - cOIvi(x)II)p(x)) 1 J( &(1)) .
Si tc[c(IIVJ(x)II),6(c21Ivj(x)II)], en (14)4 .2 .4 . se
muestra que
J(x) -J(x-tP(x)) '! c(uVJ(x)II)( W(XII-c21VJ(x)II)>0
y, al ser x¢x"
J(x) > J(C(1))
Si t> &(c 2 1I vJ (x)II) , como también
J(x-tp(x)) & J(x-c(IHvJ(x)II)P(x))
de cualquer modo se tendrá que
entonces se
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Por otra parte, si 1 es cualquier solución del
J(E(1)) < J(x) .
Pueden construirse semisistemas dinámicos discre-
tos débiles sobre W, maá sencillos que los hasta ahora con-
siderados, si vJ verifica en dicho conjunto una condición de
Lipschits :
y se define, prefijados
de .modo que
La conclusión del teorema se sigue ahora de 2 .98
O
3 .14 . : TEOREDIA
Si, para cualesquiera x,yeW
IIvi (x) - vJ (y)¡¡ : L II x -y 1
c,c'E(0,1), la aplicación f :W ->2W
f(x) = {x-tyJ(x) : cgt& (1-c')/L }
tiene :
3 .14 .1 . : f(x)eF(W)
3 .14 .2 . : Si xn-" x en W, f(xn) 9, f (x) en F(W) .
Prueba : .
Veremos en primer lugar que f verifica la tesis
3 .14 .1 .
Desde luego, si VJ(x) verifica la condición del
enunciado, entonces es inmediato ver que 6(t) la t/L .
Por lo tanto, si xcW y cl t b'(1-c')/L, entonces :
c .IIVJ(x)II` tJIVJ(x)II `- ((1-c')IIVJ(x)II/L)4
6 6'((1-c')IIvi(xyl)
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y, como se muestra en (14),4 .2 .4 . también en este caso
J(x-tVJ(x))=J(x-t JVJ(x)11 p(x)) <J (X) (si ;:¢x*).
luego
x-tvJ(x)E W (Vte[c,(1-c')/L]) .
es decir,
	
f(x)C W . El resto de la prueba es muy similar a
la de 3 .14 .2 . y se omite .
Para probar la segunda conclusión supongamos
que xn --'1 x en W y tomemos yn ef(xn ) (n=1, . . .) .
Será yn =_
xn-tn VJ(xn ), con tn
con lo que
Para una subsucesión
tnk i terc, (1-c')/L~
ynk~ x- t vJ(x) ef(x),
de donde se sigue que .f(xn) 1 f(x) .
Si se define n :WxI -. F(W) como en 3 .11 ., entón
ces la terna (W,I + , n) constituye un semisistema dinámico
discreto débil sobre W, para .el que J es un funcional de
Liapunov .
3 .16 . : TEOREMA
Bajo la hipótesis del teorema 3 .14 ., si {xn }
es cualquier sucesión construida de modo que
entonces
del 2 .97 .
Nótese que no se ha hecho uso de H.7 .
3 .15 . : COROLARIO
La prueba es idéntica a las de 3 .11 y 3 .12 .
xn;1 = xn - tn VJ(xn) tne[c,(1-c')/L-
Prueba :
Es simple consecuencia del teorema anterior y
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