Abstract. Given a (conservative) symmetric Markov process on a locally compact separable metric space we consider related bilinear forms with vector and scalar potentials that generalize the energy form for a single charged particle in an electromagnetic field. Independently we define a strongly continuous semigroup in terms of a suitable Feynman-Kac-Itô formula, what produces another bilinear form, now closed. If the given Markov process is Feller, the associated Dirichlet form admits a carré du champ and its jump measure has a kernel, then the two bilinear forms agree on a certain core and the second is the closure of the first. We provide the explicit form of the associated Hamiltonian and also a semigroup approximation. Our methods rely on Nakao's stochastic calculus for additive functionals and its analytic counterpart, the first order calculus for Dirichlet forms.
). Various generalizations of formulas (1) and (2) and corresponding closability results are known. Many classical results for magnetic Hamiltonians on Euclidean spaces can for instance be found in [12, 67, 76] , for cases with more singular potentials see e.g. [67, 75] . Magnetic Hamiltonians on Riemannian manifolds are studied in [13, 40, 36, 35, 37, 34, 72, 11] , on lattices and graphs in [4, 6, 25, 26, 39, 42, 71, 77] , and on quantum graphs in [14, 41, 56] . Of course this list of references is by no means complete. Some recent first results for fractals may be found in [47, 48] .
The time evolution of the quantum system described by the corresponding magnetic Schrödinger equation for (2) is given by the unitary group of operators (e itH a,v ) t∈R . Nevertheless it is also useful to study the associated semigroup (P a,v t ) t>0 , given by P a,v t = e −H a,v t , t > 0.
In many cases explicit information about the semigroup provides a way to settle various questions about the domain of H a,v , [76] , its spectrum, see e.g. [35, 78] , estimates and longtime behaviour of the semigroup (P a,v t ) t>0 and its heat kernels, [29, 35, 60] , diamagnetic inequalities [38, 60, 74, 76] , inequalities of Kato, Golden-Thompson or Lieb-Thirring type, [28, 29, 35, 38] and so on. For a ≡ 0 the operators P 0,v t can be represented in terms of Brownian motion B = (B t ) t≥0 on R 3 using the classical Feynman-Kac formula,
see e.g. [53, 76] . A nonzero vector potential a leads to a similar expression in terms of a stochastic oscillatory integral, usually referred to as the Feynman-Kac-Itô formula, div a(B s )ds, the first integral being an Itô integral. To our knowledge this formula (for Euclidean spaces of arbitrary dimension n) was stated first for divergence free fields a (so that the Itô and the Stratonovich integral agree) in Simon's book on functional integration, [76 [39, 40] for further developments.
Here we consider generalizations of (1), (2) and (3) for cases where a µ-symmetric Hunt process Y = (Y t ) t≥0 on a locally compact separable metric space (X, ̺), endowed with a Radon measure µ with full support, replaces the Brownian motion. So a first novelty is that we can allow much more general state spaces, even fractals, [5, 55] . We make use of the regular symmetric Dirichlet form (E, F ) uniquely associated with Y , [20, 32] . For convenience and to improve the visibility of some conceptual ideas we assume that (E, F ) (hence Y ) is conservative and the potentials a and v have regularity properties that in a sense come naturally with the setup. These assumptions are not necessary and undoubtedly our results can be adapted to more general cases. A second novelty we would like to mention is that Y may have jumps, for instance, we may consider the independent sum of a Brownian motion and an isotropic α-stable Lévy process on R n , see Examples 4.1 for details. Formulas (1) and (2) can be generalized using the first order theory for Dirichlet forms as introduced Sauvageot in [69] and Cipriani and Sauvageot in [23] . This theory provides a certain abstract first order derivation operator ∂ taking energy finite functions into members of a space H of generalized L 2 -differential 1-forms (or L 2 -vector fields). The natural probabilistic counterpart of this functional analytical theory is Nakao's stochastic calculus for additive functionals, see [65, 32] and in particular, [16] . Both are essentially one and the same theory, what is made precise by Nakao's theorem (Theorem 5.1 below). It states that the Hilbert space H as in [23] and the Hilbert spaceM of martingale additive functionals of Y of finite energy are isometrically isomorphic, see [65, Theorem 5.1] and [45, Theorem 9.1] . A part of this connection, namely the connection between gradient fields ∂f of energy finite functions f ∈ F and martingale additive functionals of type f (Y t ) − f (Y 0 ), mainly due to Fukushima, [20, 32] , is the backbone of the probabilistic theory of Dirichlet forms. On the other hand the gradients ∂f span only a subspace of H, and a general vector field a ∈ H decomposes uniquely a = ∂f + η into a gradient part ∂f and a divergence free part η, see Section 4 or [44, 46] . To prove a generalization of the Feynman-Kac-Itô formula (3) we use Nakao's theorem in full generality.
A common way to introduce the Hilbert space (H, ·, · H ) of generalized L 2 -differential 1-forms as in [23] is to consider the algebra C := F ∩ C c (X), to endow C ⊗ C with the seminorm determined by
to factor out zero elements and finally, to complete. This is a version of standard constructions in algebra, [27, 33] , and in view of results like [7] the application of Dirichlet forms to model magnetic fields seems to support the opinion of the authors of [23] that Dirichlet form theory, even in the commutative case, has a number of structural features close to noncommutative geometry, [33] . However, for a more probabilistic point of view it is more advantageous to use a describe the space H in terms of the Markovian transition kernels P t (x, dy) associated with (E, F ). The space H is isometrically isomorphic to the Hilbert space H of (classes of) Borel functions a on X × X for which lim t→0 1 2t X X |a(x, y)| 2 P t (x, dy)µ(dx)
is finite. (Here µ is the volume measure on X satisfying the usual conditions, [32] .) This is essentially just a version of [15, Lemma 3.5 ]. Consequently we may represent an element a ∈ H by a function a on the product space X × X. For a given real valued vector potential a ∈ H and a real valued Borel function v we now introduce the magnetic energy forms by
As already mentioned in [23] the Beurling-Deny decomposition (see [32, Section 3.2] ) of (E, F ) into a strongly local part E c and a pure jump part,
carries over to the space H and hence also to H. If we write a = a c + a j for the corresponding decomposition of the vector potential a into a local part a ∈ H c and a nonlocal part a j ∈ H j then we observe
as follows from Lemma 4.2. The strongly local part E a c is of the same form as already observed in [47, Section 4] and can be expressed using the local part ∂ c of the first order derivation ∂ in the sense of [23] ,
Apparently formula (4) generalizes (1) .
To generalize the Feynman-Kac-Itô formula (3) consider the µ-symmetric Hunt process
, generalizing Itô's formula. Here M = (M t ) t≥0 is a martingale additive functional of finite energy and N = (N t ) t≥0 is a continuous additive functional of zero energy. Endowed with the mutual energy as scalar product the collection of martingale additive functionals of finite energy yields a Hilbert spaceM, see Section 5 below or [32, Section 5] . Let Θ denote the isometric isomorphism Θ from H ontoM according to Nakao's theorem (Theorem 5.1). The image Θ(g∂f ) of a 1-form g∂f is a stochastic integral g • M f of Itô type. This was proved in [65] , and in the same paper a functional Λ onM with values in a certain space N * c of continuous additive functionals was introduced, see Section 5 or [16, 65] . It is sometimes called the divergence functional, what can be justified by its connection to the divergence operator ∂ * associated with the derivation operator ∂ (up to sign, the adjoint of ∂) from [23] . See Remark 6.1 below or [45, Corollary 9.3 ]. Now we set (5)
to define the Stratonovich line integral of a ∈ H along the path of Y , Definition 6.1. For the manifold case this was proved as a result in [65, Theorem 5.2] , based on a different definition in terms of local coordinates. For a real valued element a ∈ H and a suitable function v we can then define operators P a,v t , t > 0, by
for bounded Borel functions f . If the purely nonlocal part a j of a is antisymmetric formula (6) yields a strongly continuous and conjugate symmetric semigroup (P a,v t ) t>0 of bounded operators on L 2 (X, µ), Theorem 8.1. Consequently there exist an associated closed quadratic
. It provides another generalization of (1), and its Hamiltonian (H a,v , dom H a,v ) generalizes (2) . A priori the forms E a,v and Q a,v may not be related. Our main results now discuss the structure of H a,v and relate the two bilinear forms. In Theorem 9.1 we assume that (E, F ) admits a carré du champ in the sense of [10, Chapter I] . This is equivalent to saying that all energy measures Γ(f ), f ∈ C, in the sense of Silverstein [73] , LeJan [59] and Fukushima [32] , are absolutely continuous with respect to the given reference measure µ. We expect that in the context of magnetic fields the existence of a carré du champ may be crucial and not just a technical condition. A second assumption concerns the jump part of (E, F ), it is void in the strongly local case. We assume that the jump measure J is of form J(d(x, y)) = n(x, dy)µ(dy) with a kernel n(x, dy) on (X, B(X)) such that n(x, {x}) = 0. Here B(X)) denotes the Borel σ-algebra on X. Then we observe that whenever f satisfies certain smoothness and integrability conditions and
A comparison of this preliminary result with (4) now suggests that under these conditions Q a,v and E a,v should coincide. This is made precise in Theorem 9.2. There we assume in addition that the semigroup (P t ) t>0 associated with the Dirichlet form (E, F ) is a Feller semigroup and that there is an L 2 (X, µ)-dense subspace C L of the domain of the Feller generator consisting of compactly supported functions. Under these hypotheses the forms Q a,v and E a,v agree on C L . This shows in particular that (E a,v , C L ) is closable and (H a,v , C L ) is essentially self-adjoint. It also comes with an explicit representation formula for the Hamiltonian,
f ∈ C L , generalizing 2) in the expected way. As a consequence we also observe a semigroup approximation for H a,v ,
see Corollary 9.2. Another immediate consequence of Theorem 9.2 is the diamagnetic inequality E 0,v (|f |) ≤ E a,v (f ), see Corollary 9.3. The main tool to prove Theorems 9.1 and 9.2 is stochastic calculus, [66] , and the pattern of proof is as in [76] .
We would like to point out some details connecting our paper to preceding results of Chen, Fitzsimmons, Kuwae, Zhang and others, [16, 17, 18, 19, 22, 30, 31, 32, 65] , see also [61, 62] . To prove the symmetry of the operators P a,v t defined in (6) we verify the time-antisymmetry of the Stratonovich integral Y ([0,t]) a. In the classical case this feature is well known, and in the context of magnetic fields it corresponds to the gauge invariance of the field, see for instance [76] . For diffusions it was already shown in [30] and follows also from [62] . One original contribution here is to prove this time antisymmetry if the underlying Hunt process has jumps, Theorem 7.1. Let M = Θ(a) be the martingale additive functional uniquely associated with the real vector potential a ∈ H under Nakao's isomorphism Θ. Then we observe in Theorem 7.2 that
In Markov process terminology, [16, 70] , this means that the jump function of M is given by a j (seen as a function on X × X as discussed above). To our knowledge this observation is new. Now assume that the jump part a j of the vector potential a ∈ H is antisymmetric, a j (y, x) = −a j (x, y). Together with an alternative representation of the divergence functional Λ shown in [16, Definition 3.3 and Theorem 3.6] formula (8) yields
This allows to merely read off the time-antisymmetry of the Stratonovich integral, Theorem 7.1. See Sections 7 for details.
Our results apply to diffusions and jump processes on Euclidean spaces, domains, manifolds, graphs and quantum graphs. They also apply to processes on metric measure spaces [5, 21] , for which the related vector analysis had been investigated for instance in [24, 44, 45, 46, 47, 48, 51] and is in good agreement with the meanwhile well established analysis on fractals, [55] . It is certainly promising to evaluate the Feynman-Kac-Itô formula (6) further to gain more insight into the mathematical physics of such spaces. Another interesting idea is to relate the present setup to non-symmetric diffusions [2, 3, 64] .
We proceed as follows. In Section 2 we briefly look at universal 1-forms from a purely algebraic point of view and in Section 3 connect them with jump measure to illustrate some basic ideas of the first order calculus from [23, 69] . In Section 4 we consider conservative regular Dirichlet forms and take a semigroup perspective upon 1-forms. We observe related Beurling-Deny and Hodge-type decompositions and introduce the energy forms E a,v with magnetic and electric potential. From Section 5 on we take a more probabilistic perspective to which Nakao's theorem is central. We recall the definition of Nakao's divergence functional in Section 6 and use it to define Stratonovich line integrals. This is followed by a dicussion of their time-antisymmetry in Section 7, including the identification (8) of jump functions as jump parts of 1-forms. The Feynman-Kac-Itô formula (6) is used in Section 8 to define a strongly continuous semigroup. Section 9 finally shows that under the conditions mentioned above this semigroup is associated to the form E a,v . The guiding examples we discuss repeatedly are the case of Brownian motion on R n , an α-stable Lévy process on R n and their independent sum. Given a symmetric bilinear expression such as E(f, g) we agree to write E(f ) := E(f, f ).
Algebraic preliminaries
Let X be a nonempty set and let D be a space of bounded complex valued functions on X which together with pointwise multiplication forms an algebra, obviously commutative. First assume that D is unital, i.e. that 1 ∈ D (otherwise we can use the unitisation of D, see below).
In particular, d1 = 0. With left and right actions of D on D ⊗ D given by
By Ω 1 (D) we denote the subbimodule generated by the elements f dg and (df )g. It agrees with the kernel of the multiplication operator from D ⊗ D onto D, obtained as the linear extension of f ⊗ g → f g. To Ω 1 (D) one usually refers as space of universal 1-forms. See for instance [33, Section 8.1] or [27, Chapter 16] .
With the interpretation ( i f i ⊗ g i )(x, y) = i f i (x)g i (y) as bounded complex valued functions on X × X we may view the elements df , gdf and (df )g as functions on X × X that vanish on the diagonal,
In the next section we will consider the elements of Ω 1 (D) as functions on X × X \ diag, where diag := {(x, x) : x ∈ X} denote the diagonal in X × X.
Remark 2.1. For commutative algebras one sometimes prefers to consider a quotient of Ω 1 (D) in order to identify gdf and (df )g algebraically, see for instace [33, Section 8.1] . For now we omit this additional factoring because in a later construction below it will turn out to be equivalent to the locality of a given Dirichlet form. See Remark 4.2 (ii).
Unitisation. If D does not contain the constants then we consider the unitisation D e of D, given by D e := D ⊕ C with multiplication (f, λ)(g, ν) := (f g + λg + νf, λν) for all f, g ∈ D, λ, ν ∈ C. Its unit element is (0, 1). Viewing C × R with the product (a, b)(c, d) := (ac + ad + bc, bd) we may consider the multiplication in D e as pointwise operation. The map f → (f, 0) provides an injection of D into D e . Below we will therefore identify f and (f, 0), note that in this sense D may be seen as an ideal of D e . In a similar manner as before we can defined left and right actions of D e on D e ⊗ D e , introduce the universal derivation
, and consider the corresponding subbimodule Ω 1 (D e ). Again we may view the elements (g, 0)d(f, 0) of Ω 1 (D e ) with functions on X × X, for instance
will be identified with the function (x, y) → g(x)(f (x) − f (y)). In this sense we will always assume that the elements df , gdf and (df )g may be written as in (11) and view them again as functions on X × X \ diag.
Non-local forms and magnetic potentials
Throughout this section let X be a locally compact separable Hausdorff space and assume D is an algebra of bounded functions on X such that C c (X) ∩D is uniformly dense in C c (X).
Functions on the product space. We consider the bimodule Ω 1 (D) as constructed in the preceding section. Now suppose in addition that J is a symmetric nonnegative Radon measure on X × X \ diag such that for all f ∈ D the elements df are square integrable with respect to J. Then obviously all elements a of Ω 1 (D) are J-square integrable functions (x, y) → a(x, y) on X × X \ diag, and
defines a Hilbert seminorm on Ω 1 (D). Whether the seminorm of an element (11) of Ω 1 (D) is zero or not depends on the support properties of functions the f and g and the structure of the measure J.
, the space of compactly supported continuously differentiable functions on R n . Given 0 < α < 2 and ε > 0, let the measure J be given by
Now if f and g are such that f is constant on {x ∈ R n : dist(x, supp g) < ε} then (df )g has zero seminorm.
The space Ω 1 (D) is rich enough to reproduce the entire space of (classes of) J-square integrable functions.
Proof. Obviously the closure of
whenever f and g have disjoint supports. By the Stone-Weierstrass theorem we can approximate any function from C c (X × X \ diag) uniformly by linear combinations of such functions (x, y) → f (x)g(y) and, using Cauchy-Schwarz and a simple cut-off argument, also in L 2 (X × X \ diag, J). This implies that the integral of any function from C c (X × X \ diag) with respect to the measure a
Note that the left and right actions (10) of the algebra
Differential 1-forms. There is an alternative, more abstract way of defining the same space. Instead of passing from D⊗D to a subbimodule Ω 1 (D) and later to L 2 (X ×X \diag, J) we can write
to define a Hilbert seminorm directly on D ⊗ D. Factoring out zero seminorm elements and completing again yields a Hilbert space H. This is a special case of a construction proposed by Sauvageot [69] and by Cipriani and Sauvageot in [23] . Following their terminology we refer to H as the space of differential 1-forms associated with J. For some further developments of this idea see also [23, 24, 45, 46, 47, 48, 51] .
, defined as the linear and continuous extension of
provides an isometric isomorphism between the two spaces. We can therefore identify the elements of the abstract space H with functions in
Extending this definition we can obtain a linear map
taking a function into a 1-form. A comparison with (10) motivates to declare a right action of D on H by
and continuous linear extension, note that for any finite linear combination a = i f i ⊗ g i we have
and therefore also for arbitrary a ∈ H. Then (x, y) → h(y)a(x, y) represents ah and in particular, (df )g represents (∂f )g. The H-class of gdf is (f g) ⊗ 1 − g ⊗ f , what suggests to modify (10) by defining a left action of D on H by
and continuous linear extension. Similarly as before we have
a priori for finite linear combinations as above and consequently for all a ∈ H. Then (x, y) → h(x)a(x, y) represents ha, and in particular, gdf represents g∂f . These definitions now yield a (global) Leibniz rule for ∂,
i.e. the map ∂ is a derivation. Energy forms. We turn to energy forms for functions. By
we can define a nonnegative definite (conjugate) symmetric bilinear form on D and clearly f → E(f ) 1/2 provides a Hilbert seminorm on D. Viewed with respect to the energy seminorm on D the abstract derivation ∂ becomes a bounded operator,
Examples 3.2. Consider X = R n and for fixed 0 < α < 2 let the measure J be given by
We may for instance take D to be the space of Lipschitz functions compact support. Then the form
is closable on L 2 (R n ) and up to a constant its closure (E,
is the bilinear form associated with the fractional Laplacian (−∆) α/2 and the isotropic α-stable Lévy process on R n , [9, 32, 68] .
Another class of examples is given by weighted graphs (V, b, µ) in the sense of [38] . Here V = ∅ is a countable (vertex) set, b is a nonnegative symmetric (real valued) function on V ×V vanishing on the diagonal and satisfying q∈V b(p, q) < +∞ for all p ∈ V , and µ is a positive real valued function on V . These functions b and µ are regarded as edge weights and volume measure, respectively. Two elements p, q ∈ V are neighbors, p ∼ q, if b(p, q) > 0, and in this case the pair (p, q) defines an edge of the graph. We assume that (V, b, µ) is locally finite (i.e. every p ∈ V has only finitely many neighbors) and connected (i.e. for any p, q ∈ V there exist finitely many vertices p 0 , ..., p n ∈ V such that p 0 = p, p j+1 ∼ p j , j = 0, ..., n − 1 and p n = q). Endowed with the discrete topology V is locally compact, separable and Hausdorff. All complex valued functions f on V are continuous,
with corresponding energy form
Energy forms with magnetic potential. Now let H R denote the subspace of real valued elements of H. Given a ∈ H R we can introduce a (a priori possibly extended real valued) bilinear form
Lemma 3.2. Let a ∈ H R . Then E a is a conjugate symmetric bilinear form on D and for any f ∈ D we have
To a ∈ H R we refer as magnetic (or vector) potential. In terms of physics the idea to modify a the difference operator df to include a phase as in (21),
is a variant of the Peierls substitution, see for instance [1, Section 2.2.3] and the references given there.
Proof. The conjugate symmetry is inherited from the scalar product in L 2 (X × X \ diag, J).
For the estimate note that
and since e ia(x,y) − 1 = ia(x, y)
1 0 e ita(x,y) dt, the second integral on the right hand side is bounded by
Energy forms with magnetic and electric potentials. Let κ be a Radon measure on X. Then we may consider the bilinear form
To κ we refer as electric (or scalar) potential. In the many cases we have dκ = vdµ, where µ is a nonnegative Radon measure with full support on X (volume measure) and ν is a suitable Borel function.
Examples 3.4. We continue Example 3.3. In [25, 38] the authors consider antisymmetric functions a :
By the local finitness of (V, b, µ), the definition of b, and because compactly supported functions are used, it is sufficient to have a being locally square integrable, what is trivially satisfied.
Dirichlet forms, semigroups and magnetic potentials
In this section we generalize the preceding considerations to bilinear forms that may have a local and a non-local component. We assume that we are given a conservative regular symmetric Dirichlet form, what allows to phrase several statements in terms of semigroup approximation.
Let (X, ̺) be a locally compact separable metric space and µ a nonnegative Radon measure on X with full support. Further, let (E, F ) be a regular Dirichlet form on L 2 (X, µ), [20, 32] . A priori Dirichlet form theory is formulated for real valued (classes of) functions. We later pass to complex valued functions by taking the natural complexification, and to keep notation short we will do so without introducing new symbols.
Semigroup approximation. By (P t ) t>0 we denote the associated µ-symmetric Markovian semigroup. In particular, (P t ) t>0 acts as a strongly continuous contraction semigroup of symmetric operators on L 2 (X, µ) and
Let (P t (·, ·)) t>0 denote the associated family of Markov transition kernels. For any t > 0 and any bounded Borel function we have
and for any t > 0 the nonnegative Radon measure
is symmetric on X × X. We assume that (E, F ) is conservative, i.e.
f, g ∈ F . Now set C := F ∩ C c (X). The Beurling-Deny decomposition of (E, F ) reads
where E c is a nonnegative definite symmetric bilinear form on C that is strongly local and
with a symmetric nonnegative Radon measure J on X ×X \diag. Both E c and J are uniquely determined. See for instance [32, Section 3.2] . There is no additional killing term in (24) because (23) implies that for any f, g ∈ C with f ≥ 0 and 1 {f >0} ≤ g ≤ 1 we have
which is zero by the symmetry of Π t .
Functions on the product space. The next two results are more or less folklore, but we state them for convenience.
Lemma 4.1. For any ε > 0 and any a ∈ C c (X × X \ diag) we have
Proof. Given f, g ∈ C such that supp f ∩ supp g = 0 we observe
The algebra generated by functions (x, y) → f (x)g(y) with f, g as above separates the points of X × X \ diag and vanishes nowhere. By Stone-Weierstrass it is therefore uniformly dense in C 0 (X × X \ diag). On the other hand, the measures in question are locally bounded.
Corollary 4.1. For any f, g ∈ C we have
and consequently also
Let H 0 denote the space of complex-valued Borel functions a on X × X such that
The limit on the right hand-side exists and equals the supremum over t > 0, as can for instance be seen using the Chapman-Kolmogorov equations for (P t (·, ·)) t>0 . By polarization the Hilbert seminorm · H induces a nonnegative definite conjugate bilinear form on H 0 , and by H we denote the Hilbert space obtained by factoring out zero seminorm elements and completing. In fact, H arises as the inverse limit of the spaces L 2 (X × X, Π t ), t > 0, the projection being the identity. Therefore any element of H can be represented as a Borel function on X × X that is square integrable with respect to all measures Π t , t > 0.
Differential 1-forms. Let D := C if X is compact, otherwise use its unitisation D := C ⊕ C as described in Section 2. Clearly Ω 1 (D) is contained in H 0 , and similarly as in (13) we may set (25) f ⊗ g H := (df )g H to obtain a Hilbert seminorm on C ⊗ C. Note that
where Γ(f ) denotes the energy measure of f ∈ C, [59, 73, 32] . If Γ c (f ) denotes the strongly local part of Γ(f ), then ). Let H denote the Hilbert space obtained by factoring out zero seminorm elements and completing. Similarly as in Section 3 we follow Cipriani and Sauvageot [23] and refer to H as the space of differential 1-forms associated with (E, F ).
The continuous linear extension of f ⊗ g → (df )g yields an isometric isomorphism ι : H → H, and its image ι(H) is a closed subspace of H. Therefore any element a ∈ H can be represented by a Borel function ι(a) on X × X and in particular, any element of D ⊗ D is represented by a continuous function on X × X vanishing on the diagonal. To simplify notation also ι(a) will be denoted by a.
Again the H-class corresponding to df is ∂f := f ⊗ 1. Right and left actions of D on H can be defined as in (15) and (17) , and the estimates (16) and (18) remain valid. Also the global Leibniz rule (19) holds, and we observe
It is not difficult to show that for any a ∈ H there exists a nonnegative Radon measure Γ H (a) satisfying (27) X ϕdΓ H (a) = ϕa, a H , ϕ ∈ C, we refer to it as the energy measure of a ∈ H. Note that Γ H (∂f ) = Γ(f ), f ∈ C. See [45, Section 2] for details.
The operator ∂ extends to a densely defined closed unbounded operator ∂ : L 2 (X, µ) → H with domain F . Let −∂ * denote its adjoint. That is, a ∈ H is in dom ∂ * if there is some g ∈ L 2 (X, µ) such that for all f ∈ C we have ∂f, a H = − f, g L 2 (X,µ) , and in this case, we set ∂ * a := g. For all a ∈ dom ∂ * we then have the integration by parts identity
The symmetry of the measures Π t implies
for a.e. y ∈ X. Let (L, dom L) denote the infinitesimal generator of (E, F ), that is the unique non-positive definite self-adjoint operator on L 2 (X, µ) such that for any f ∈ dom L and g ∈ F we have E(f,
Lf (x) = lim
We observe that
See [45, Section 3] for further details.
Remark 4.1.
(i) Seen as unbounded operators between Hilbert spaces, the derivation ∂ and its adjoint ∂ * obviously depend on the choice of the reference measure µ.
(ii) The adjoint ∂ * has a distributional version (sending 1-forms into a dual of C) which does not depend on the reference measure. See for instance [45] .
As the space H is a generalization of the L 2 -space of differential forms on Riemannian manifolds, we interpret (with the Riesz representation theorem for linear functionals on Hilbert spaces in mind) the elements of H also as L 2 -vector fields, and the operators ∂ and ∂ * as abstract gradient and divergence operators. Hodge decomposition. The image
of the derivation is a closed subspace of H, see for instance [44, Section 4] . Therefore the space H also decomposes orthogonally into the range Im ∂ of ∂ and its orthogonal complement (Im ∂) ⊥ in H, which by (28) equals the kernel ker ∂ * of ∂ * ,
In other words, any a ∈ H admits a unique representation a = ∂w + η where w ∈ F and η ∈ ker ∂ * . This may be viewed as a Hodge (or Helmholtz) type decomposition.
By Lemma 4.1 it is dominated by · H and we have {̺(x,y)≤ε}
Obviously H c := ker · H j is a closed linear subspace of H, and we obtain the orthogonal decomposition
where H j denotes the orthogonal complement of H c , easily seen to coincide with ker · Hc .
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The orthogonal decomposition (32) of H induces an orthogonal decomposition
of H, where H c and H j are the images of H c and H j under ι. Each element a ∈ H may therefore uniquely be written as a = a c + a j with a c ∈ H c and a j ∈ H j . From (31) it follows that the local part a c vanishes outside any given neighborhood of the diagonal. For a = df , f ∈ C, we use the notation ∂f = ∂ c f + ∂ j f . Note that
and that ∂ j f is represented by the projection of df onto H j . Note also that by
we obtain the local part Γ H,c (a) of the energy measure Γ H (a) of a ∈ H. In particular, (24) we are in a situation discussed in Section 3. If on the other hand (E, F ) is strongly local, i.e.
Then we have gdf = (df )g in H and therefore also g∂f = (∂f )g in H if and only if df, dg
In particular, if (E, F ) is (strongly) local then gdf and (df )g agree.
Also ∂ c and ∂ j are densely defined and have adjoints −∂ * c and −∂ * j (with domains defined in a similar manner as before). In particular,
and if J(dxdy) = 1 2 n(x, dy)µ(dx) with a kernel n(x, dy) on (X, B(X)), we have
(a(y, x) − a(x, y))n(x, dy).
In this case Lf
Together the orthogonal decompositions (30) and (33) yield
, where ker Hc ∂ * c = {a ∈ H c : ∂ * c a = 0} and ker H j ∂ * j is defined similarly. Examples 4.1.
In this case (P t ) t>0 is the classical Gauss-Weierstrass semigroup, more precisely,
Its generator on L 2 (R n ) is 1 2 ∆, seen as a self-adjoint operator with domain H 2 (R n ), and we have
The space H = H c is isometrically isomorphic to the space of L 2 -differential 1-forms on R n . Up to this isometry, the operator ∂ coincides with the exterior derivative acting on functions, f → df . Interpreting the elements of H as vector fields, ∂ coincides with the gradient f → ∇f . The operator ∂ * agrees with (half) the divergence
The corresponding generator is given by
The local part ∂ c f of a gradient ∂f may be identified with ∇f and the non-local part ∂ j f with the difference operator df . The local part ∂ * c of a divergence ∂ * v of a vector field v ∈ H is represented by 1 2 div v, and for the non-local part we have
|x − y| n+α dy.
Magnetic energies. As before we write H R for the space of real valued elements of H. Given a ∈ H R consider the bilinear form
We obtain the following analogs of Lemma 3.2 and formula (24).
Lemma 4.2. Let a ∈ H R . Then we have
and E a is a conjugate symmetric bilinear form on C. It may be written
where , y) ).
Proof. The estimate (37) follows similarly as in the proof of Lemma 3.2. It allows to view E a as a bilinear form on C by polarization. The conjugate symmetry of E a follows from the conjugate symmetry of the scalar products in the spaces L 2 (X × X, Π t ), t > 0. The second statement is a consequence of the identity (39) (∂ c − ia c )f {̺(x,y)≤ε}
{̺(x,y)≤ε}
where
Similarly as in Lemma 3.2 and (37) we see that
for any ε > 0. Let K ⊂ X be a compact set containing the support of f . Then I 1 and I 2 both are supported in K × K. Also, we may assume that f is not identically zero. Suppose a ∈ C ⊗ C with a H > 0, represented as a continuous function on X × X vanishing on the diagonal and therefore uniformly continuous on K × K. Then for any δ > 0 there is some ε > 0 such that |a(x, y)|
H for all x, y ∈ K with ̺(x, y) ≤ ε. For such ε we then obtain lim t→0
{(x,y)∈K×K:̺(x,y)≤ε}
Formulas (41) and (42) together with Cauchy-Schwarz and the trivial identity (40) for such a. For general nonzero a ∈ H R we can use the density of C ⊗ C in H together with (37), Lemma 3.2 and an estimate similar to (41) .
Note finally that in the expression for E j it suffices to consider the jump part a j of a, as can be seen from the estimate
Energy forms with magnetic and electric potentials. Let v be a real valued locally integrable Borel function on X. Then we may consider the bilinear form
In Section 9 we will see that under certain additional conditions on the Dirichlet form (E, F ), the magnetic potential a and the electric potential v the form E a,v (restricted to a possibly smaller core) is closable on L 2 (X, µ).
Additive functionals and Nakao's theorem
In this section we discuss probabilistic counterparts of the preceding concepts. As before let (X, ̺) be a locally compact separable metric space, µ a nonnegative Radon measure with full support and (E, F ) a regular Dirichlet form on L 2 (X, µ). Again we write C := F ∩C c (X).
The generator of (E, F ) is denoted by (L, dom L).
Let Y = (Ω, G, G t , Y t , θ t , ζ, P x ) x∈X (in short notation Y = (Y t ) t≥0 )) be the µ-symmetric Hunt process on X uniquely associated with the regular Dirichlet form (E, F ) in the sense of [32, Chapter 7] . Without loss of generality we may assume that Y is in canonical representation. That is, the sample space Ω is the space D([0, ∞), X ∆ ) of cadlag functions from [0, +∞) to X ∆ , where X ∆ = X ∪{∆} is the one-point compactification of X and the point at infinity ∆ is a trap for Y , and for any t ≥ 0 and ω ∈ Ω we have Y t (ω) = ω(t). The σ-algebras G and G t are the minimum completed σ-algebras obtained from G . By ζ(ω) := inf {t ≥ 0 : Y t (ω) = ∆} we denote the lifetime of Y . We say that a property holds quasi-everywhere (q.e.) on X if it holds outside a set of zero (E-capacity, see [32, Chapter 2] for details. By conservativeness we have P x (ζ = +∞) = 1 for q.e. x ∈ X. Recall that for any t ≥ 0 the time shift operator θ t : Ω → Ω is defined by (θ t ω)(s) := ω(t + s) for any s ≥ 0.
As Y is a Hunt process it is right continuous with left limits (càdlàg). For any t > 0 let ω(t−) := lim h→0 ω(t − h) denote the left limit of ω at t and define ω(0−) to be ω(0). Then (ω(t−)) t≥0 is left-continuous.
More generally, given a stochastic process Z = (Z t ) t≥0 on Ω (with values in a metric space) we set Z t− (ω) := lim h→0 Z t−h (ω), ω ∈ Ω, and Z 0− := Z 0 . By construction the process (Z t− ) t≥0 is left-continuous. Applied to Y these contructions are consistent, i.e. Y t− (ω) = ω t− for all t.
Recall that given a Radon measure m on X we write P m (A) = X P x (A)m(dx), and for a random variable Z we use the notation
, where E x is the expectation with respect to P x . Additive functionals. A process A = (A t ) t≥0 is an additive functional (AF) of Y (in the sense of [32, Chapter 5] ) if A t is G t -measurable for all t ≥ 0 and there are a set D ∈ G ∞ and an exeptional set N ⊂ X such that the following conditions are satisfied: For any x ∈ X \ N we have P x (D) = 1, for all t > 0 we have θ t D ⊂ D, and for any ω ∈ D the function t → A t (ω) is càdlàg, A 0 (ω) = 0, |A t (ω)| < +∞ for all t, and (45) A t+s (ω) = A s (ω) + A t (θ s ω)
for all s, t ≥ 0. Every function f ∈ F has a quasi-continuous representant f . (There is an increasing family (F n ) n of closed subsets of X such that the E-capacity of X \ F n goes to zero as n goes to infinity. The Borel function f is continuous on every F n ∪ {∆}, with the usual extension f (∆) := 0). See [32, Section 2] . To simplify notation we write f in the sequel with the silent agreement to always work with this quasi-continuous representant f .
Fukushima's decomposition theorem, [32, Theorem 5.2.2], states that for the additive functional
for quasi-every x ∈ X. Here M f = (M f t ) t≥0 is a square integrable P x -martingale for quasievery x ∈ X and N f = (N (46) is a semimartingale decomposition with respect to P x for q.e. x ∈ X or, in other words, a special case of Dynkin's formula for generators of Markov processes, see for instance [52, Lemma 19.21] .
Polarizing the energy e we obtain a bilinear form that turns the space of martingale additive functionals of finite energy into a Hilbert space (M, e). Given M, N ∈M let M, N denote their sharp bracket and µ M,N the (signed) Revuz measure of M, N . We write µ M for µ M,M . For a martingale AF of form M f as in (46) with f ∈ C we observe
For g ∈ L 2 (X, µ M ) the stochastic integral g • M ∈M of g with respect to M is defined by the identity
For g ∈ C and each t > 0 we have Here the right hand side may be interpreted as a usual stochastic integral of a predictable integrand with respect to a square integrable martingale. Recall that the (G t ) t≥0 -predictable σ-algebra is the smallest σ-algebra on [0, ∞) × Ω containing all P ν (G)-evanescent sets for all probability measures ν on X ∪ {∆} and with respect to which all (G t ) t≥0 -adapted càglàd (left continuous with right limits) processes are measurable. Nakao's theorem. As in Section 4 let H denote the space of differential 1-forms associated with (E, F ). Given f ⊗ g ∈ C ⊗ C put
where M f ∈M is the martingale additive functional in (46) . Since Θ is a linear map and
we can extend Θ to an isometry of C ⊗ C intoM.
Theorem 5.1. The map Θ extends to an isometric isomorphism of H intoM and for a ∈ H and M = Θ(a) we have µ M = 2Γ H (a).
As observed in [45, Theorem 9.1] Theorem 5.1 follows merely as a byproduct of the approach to 1-forms associated to Dirichlet forms as proposed by Cipriani and Sauvageot. Nakao proved this theorem in [65] for diffusions on Riemannian manifolds, following earlier work of Ikeda, Manabe and Watanabe [49, 50] . In [65, Section 5] We record an immediate consequence of the orthogonal decomposition (30) together with Theorem 5.1. SetM
Denote byM c the closed subspace ofM spanned by the continuous martingale AF's of finite energy and letM j denote its orthogonal complement. The first statement in the next lemma is obvious, the second follows from [32, Lemma 5.3.3] .
Corollary 5.1. The image of Im ∂ under Θ equalsM ∂ . Therefore the latter is a closed subspace of H. The images of H c and H j areM c andM j , respectively.
Together with the Beurling-Deny decomposition (33) this implies that any element M ∈H may uniquely be written as an orthogonal sum
where M ∂,c ∈M ∂ ∩M c and M ∂,j ∈M ∂ ∩M j and the remaining summands M ⊥,c and M ⊥,j are the projections of M onto the complements ofM ∂ ∩M c inM c andM ∂ ∩M j in M j , respectively. This is formula (36) , rewritten for martingale additive functionals of finite energy.
Divergence functionals and Stratonovich line integrals
We now discuss divergence functionals and define Stratonovich line integrals of vector fields along the paths of Y . We use the same setup and the same notation as in the preceding section.
The divergence functional. Let N * c denote the space of continuous AF'
for M ∈M, where w is the unique element of F such that
To Λ one usually refers as Nakao's divergence operator. The AF Λ(M) is characterized by the limit relation
By Theorem 5.1 and Corollary 5.1 the orthogonal decomposition (30) of H induces an orthogonal decomposition ofM intoM ∂ and its complement. The latter turns out to be the kernel of Λ.
Corollary 6.1. The image of ker ∂ * under Θ is ker Λ and consequentlẙ
In particular, we have (i) For the special case a = g∂f we obtain is integrated. However, differential forms are not discussed in [57] . (iii) Recall Remark 6.1. For a ∈ H R of form a = ∂w + η with w ∈ dom L and η ∈ ker ∂ * we observe that
which in this case is a (càdlàg) P x -semimartingale for q.e. x ∈ X. (iv) For a = ∂w with w ∈ dom L formula (48) yields
which is just Dynkin's formula, rewritten in a style close to classical mechanics (the integral of a gradient field along a path depends only on the endpoints). See [76, p. 161] for the classical case.
Examples 6.1. If X = R n , (B t ) t≥0 denotes the n-dimensional Brownian motion on R n and a is a smooth real vector field, then
is the usual Stratonovich integral of (a(B t )) t≥0 with respect to B. See [50] and [76] .
Corresponding examples for the isotropic α-stable Lévy process on R n and for random walks on weighted graphs are provided at the end of the next section.
Time reversal and jump functions
We now investigate the Stratonovich line integral under time reversal. Basically it is well known that it is antisymmetric, see for instance [76] for the classical case and [30] for symmetric diffusions on more general spaces. Here we provide the arguments needed to see the time-antisymmetry for general conservative regular Dirichlet forms. It implies the symmetry of a Feynman-Kac-Itô type semigroup defined in the next section. Along the way we observe some connections between purely discontinuous AF's and differential 1-forms that have not yet been recorded previously.
Time antisymmetry. For t ≥ 0 the time reversal operator r t : Ω → Ω is defined by
recall that for any t > 0 ω(t−) := lim t−h ω(t − h) is the left limit of ω at t and ω(0−) is defined to be ω(0). Following [16] and [30] we call an AF A = (A t ) t≥0 of Y even if A t • r t = A t P µ -a.e. for each t > 0 and odd if A t • r t = −A t P µ -a.e. for each t > 0. Each AF A = (A t ) t≥0 may uniquely be written as the sum of its even part, given by A even t (A t − A t • r t ). See [30] . Theorem 7.1. Let a ∈ H R be such that its jump part a j ∈ H j is antisymmetric, i.e. a(y, x) = −a(x, y). Then the Stratonovich line integral
a defines an odd additive functional S = (S t ) t≥0 of Y . It agrees with the odd part of Θ(a). The even part of Θ(a) is given by −Λ (Θ(a) ).
For the strongly local case Theorem 7.1 was proved by Fitzsimmons in [30, Theorem 3.1 and Corollary 3.1]. In this case the result also follows from representations in terms of forward and backward martingales proved by Lyons and Zhang, [62] . In [16, Theorem 2.18 and Remark 3.4 (ii)] it is already shown that for general regular Dirichlet forms and under some integrability conditions on M ∈M the AF Λ(M) is continuous and even. Although it is not fully spelled out there, Theorem 7.1, stating that Λ(Θ(a)) is precisely the even part of Θ(a) and hence (S t ) t≥0 must be odd, follows from these results. For the convenience of the reader we sketch this conclusion below for the conservative case. To do so we make use of a simplified version of a representation formula for Λ(Θ(a)) verified in [16, Theorem 3.6] .
Jump functions. An apparently new contribution we provide in this section deals with so called jump functions and their interpretation in terms of 1-forms. For any finite càdlàg 23 AF M = (M t ) t≥0 of Y there exists a Borel function ϕ on the product space X × X vanishing on the diagonal, ϕ(x, x) = 0, x ∈ X, and such that
This function ϕ is uniquely determined J-a.e. and usually referred to as the jump function of M. See [16, formula (1.8) ] and [19, Lemma 3.2] . By definition the continuous part M c of M has jump function zero, hence the jump function depends only on the jump part M j (which may replace M in the above identity). Using Theorem 5.1 we can identify the jump function of M ∈M as the jump part a j = Θ −1 (M j ) of the 1-form a = Θ −1 (M). Recall that we agree to write a both for a ∈ H and for the Borel function ι(a) ∈ H on X × X representing a. Theorem 7.2. Let a ∈ H and M = Θ(a). Then the jump function of M is given by a j , that is
To prove Theorem 7.2 we use the Lévy system formula. A pair (N, H) is called a Lévy system for Y if N = N(x, dy) is a kernel on (X, B(X)) with N(x, {x}) = 0 for any x ∈ X and H is a positive continuous AF of Y such that for any (G t ) t≥0 -predictable process (Z t ) t≥0 , any nonnegative Borel function ϕ on X × X vanishing on diag and any x ∈ X we have
Formula (50 is equivalent to its more commonly used special case for Z ≡ 1, see [20, p. 437] and [70, p. 346 ] as well as [8] for the case Z ≡ 1. Any Hunt process admits a Lévy system, but in general the Lévy system is not unique.
Proof. For f, g ∈ C the jump function of the martingale additive functional g • M f is given by g(x)(f (x) − f (y)) = gdf (x, y), i.e. P µ -a.s. we have
See for instance the proof of [16, Theorem 3.6 ]. For general a ∈ H let a n := f n ⊗ g n with f n , g n ∈ C be such that (a n ) n approximates a ∈ H. By projection clearly also lim n a n j = a j in L 2 (X × X \ diag, J) and by Theorem 5.1 the martingale AF M = Θ(a) is approximated inM by the stochastic integrals M n := g n • M
fn (see also [32, Lemma 5.6.3] ). To pass to the limit we employ a simple version of the arguments of [32, Theorem 5.2.1]. For any n the process M − M n is a square integrable P µ -martingale, hence for any T > 0 and ε > 0 Doob's inequality yields
Now let (a n k ) k be a subsequence such that
for all k. Then byČebyshev's inequality we have
for all T > 0, and by Borel-Cantelli there exists Ω 0 ∈ F with P µ (Ω 0 ) = 1 such that for all T > 0 we have lim
This implies that
for all t > 0 P µ -a.s.
On the other hand we know that for any T > 0 we have
H , where we have used the Lévy system formula (50), the fact that Y is conservative and that a c = 0 J-a.e. Using (51) we observe
for all T > 0, and again we can find Ω 1 ∈ F with P µ (Ω 1 ) = 1 such that for all T > 0 we have
This implies that
for all t > 0, P µ -a.s. Combining with (52) we obtain (49). Now Theorem 7.2, [16, Definition 3.3] and [16, Theorem 3.6] immediately imply the following result.
Corollary 7.1. Let H R be such that a j is antisymmetric and let M = Θ(a). Then we have
Remark 7.1. The application of [16, Definition 3.3 ] to a martingale AF of finite energy M ∈M yields
where ϕ is the jump function of M,φ (up to a multiplicative constant) is its symmetrization, ϕ(x, y) = ϕ(x, y) + ϕ(y, x), and (K t ) t≥0 is the unique purely discontinuous martingale AF such that K t − K t− = ϕ(Y t− , Y t ) for all t > 0 P µ -a.s. See [16, Lemma 3.2] for details. In generalφ is required to satisfy a certain integral condition which in our case ϕ = a j trivially satisfied becauseφ ≡ 0 by the antisymmetry of a j . Moreover, the proof of [16, Lemma 3.2] shows that K t ≡ 0. (Alternatively, note that (K t ) t≥0 is continuous, hence K t ≡ 0, which implies that, seen as P µ -martingale, it is identically zero.) Now Theorem 7.1 follows easily.
Proof. For fixed t > 0 we have Y t− = Y t P µ -a.s. and since a j vanishes on the diagonal, a j (Y t− , Y t ) = 0. Consequently for any fixed t > 0,
Combined with Corollary 5.1 we observe the following consequence of Theorem 7. n(x, dy)µ(dx). Let a ∈ H R be such that a j is antisymmetric and M = Θ(a). For any t > 0 we have
Under the hypotheses of the lemma N(x, dy) = n(x, dy) and H(t) = t form a Lévy system (N, H) for Y . (i) Let X = R n , 0 < α < 2, and let Y = (Y t ) t≥0 the isotropic α-stable Lévy process on
Proof. By Theorem 7.2 we have
|x − y| −n−α dxdy) be antisymmetric and such that
The martingale AF M = Θ(a) is purely discontinuous and
According to Lemma 7.1 we have
(ii) In the situation of Examples 4.1 (ii) the associated process is the sum B t + Y t of an n-dimensional Brownian motion B = (B t ) t>0 and an isotropic α-stable Lévy process Y = (Y t ) t>0 that are independent under P x for q.e. x ∈ X. We obtain
is a weighted graph as in Example 3.3 then the discrete energy form (20) is closable on L 2 (V, µ). Let Y = (Y t ) t≥0 be the associated continuous time Markov chain on V . If moreover a ∈ H R is bounded, then y∈V |a(y, x)|b(x, y) < +∞, and as the number of jumps in a compact interval is bounded, we have 
Feynman-Kac-Itô formula
Suppose a ∈ H R is such that a j is antisymmetric and v is a real valued Borel function. For any t > 0 and any bounded Borel function f set
Symmetric semigroups. The following Theorem 8.1 tells that the Feynman-Kac-Itô type formula (53) defines a semigroup on L 2 (X, µ). A priori it may not necessarily connected to the energy forms considered in Section 4. Given a real valued function v, let v − := −(u ∧ 0) denote its negative part.
Theorem 8.1. Let a ∈ H R be such that a j is antisymmetric and let v be a real valued Borel function such that v − is uniformly bounded. For any t > 0 the operator P a,v t extends to a bounded linear operator on L 2 (X, µ) satisfying
and the family (P a,v t ) t>0 is a strongly continuous symmetric semigroup of bounded linear operators on L 2 (X, µ). Moreover, for any t > 0 the operator P a,v t extends to a bounded linear operator on L 1 (X, µ) with
and (P a,v t ) t>0 is a strongly continuous semigroup of bounded linear operators on L 1 (X, µ). As a ∈ H R is fixed, we use again the abbreviation S t = Y ([0,t]) a.
Proof. The estimate (54) follows from
note that as (P t ) t>0 is Markov, any P t is also contractive on L 1 (X, µ). For any s, t > 0 and µ-a.e. x ∈ we have
by the Markov property and additivity (45) . This proves the semigroup property. The strong continuity follows from
because the first summand is bounded by
what vanishes as t goes to zero due to the cadlag property of (S t ) t≥0 , and the second summand vanishes by the strong continuity of (P t ) t>0 . To see the symmetry of the operators P a,v t note that by the µ-symmetry and conservativeness of (P t ) t≥0 we have
for any t > 0 and any F t -measurable function F , see [30, 
for any fixed t > 0. The L 1 (X, µ)-bound and the strong continuity on L 1 (X, µ) follow similarly as in (55) and (56) .
We observe that we may replace S t in the Feynman-Kac-Itô formula (53) by S t− . For two functions f ∈ L 1 (X, µ) and g ∈ L ∞ (X, µ) we write u, v := X f gdµ to denote the L 1 -L ∞ dual pairing.
Lemma 8.1. For any t > 0 and any f ∈ L 1 (X, µ) and g ∈ L ∞ (X, µ) we have Similarly if f, g ∈ L 2 (X, µ).
Proof. This is again an immediate consequence of the facts that for any fixed t > 0 we have Y t− = Y t P µ -a.s. and S t − S t− = a j (Y t− , Y t ) with a j vanishing on the diagonal. for any f ∈ L 2 (R n ) and g ∈ L 2 (R n )∩L ∞ (R n ) with I t,ε = for any f ∈ dom H a,v and v ∈ F a,v . In the next section we will investigate the connection between Q a,v and the conjugate symmetric bilinear form E a,v as in (44) . Some consequences. We end this section with a brief remark on semigroup estimates and kernels. In general the semigroup (P t ) t>0 will not be positivity preserving and in particular not Markovian. However, the following diamagnetic inequalities are immediate from (53) . for any f ∈ L 1 (X, µ), and for any t > 0 and µ-a.e. x ∈ X there exists a Borel function p a,v (t, x, ·) on X such that for any bounded Borel function f .
If (P t ) t>0 is a Feller semigroup (see next section), then the last statement holds for all x ∈ X.
Identification and closability
If the reference measure µ and the energy (E, F ) are related in a sufficiently simple way and if in addition the jump measure J admits a kernel, then the conjugate bilinear form Q a,v appears as the closure of the bilinear form E a,v as in (44) . In this case we can obtain an explicit representation of the self-adjoint operator (H a,v , dom(H a,v )). We say that the regular Dirichlet form (E, F ) admits a carré du champ if all energy measures Γ(f ), f ∈ C, are absolutely continuous with respect to µ. In this case they have µ-integrable densities x → Γ(f )(x). See [10, Chapter I] .
A result in terms of duality. Recall that B(X) denotes the Borel σ-algebra on X and that (L, dom L) denotes the generator of (E, F ) on L 2 (X, µ). Set (57)
Lf ∈ L 1 (X, µ)} .
Theorem 9.1. Let (E, F ) be a conservative regular Dirichlet form on L 2 (X, µ) with generator (L, dom L). Assume that it admits a carré du champ and that its jump measure J is of form J(d(x, y)) = n(x, dy)µ(dx) with a kernel n(x, dy) on (X, B(X)) satisfying n(x, {x}) = 0. Let a ∈ H R be of form a = ∂w + η with w ∈ dom L and η ∈ ker ∂ * and assume a j is antisymmetric. Moreover, let v be a real valued Borel function with uniformly bounded negative part v − . Then we have (f (x) − e ia j (x,y) f (y))n(x, dy)g(x)µ(dx) + vf, g for all f ∈ D L and g ∈ F ∩ L ∞ (X, µ).
The collection of vector fields a = ∂w + η with w ∈ dom L and η ∈ ker ∂ * as considered in Theorem 9.1 is dense in H R . This follows from (30) and from the density of dom L in F .
Coincidence in the Feller case. Under additional assumptions it can also be guaranteed that the space D L is reasonably large. Recall that the semigroup (P t ) t≥0 is called a Feller semigroup if it is a strongly continuous semigroup of (in this case) contractions on the space C 0 (X) of continuous functions vanishing at infinity. If it is Feller, we denote its C 0 (X)-generator by (L, dom C 0 (X) L). Note that as dom C 0 (X) L is uniformly dense in C 0 (X), it is also dense in L 2 (X, µ), hence D L is dense in L 2 (X, µ).
Corollary 9.1. Let the hypotheses of Theorem 9.1 be in force. If in addition (P t ) t>0 is a Feller semigroup then dom C 0 (X) L ⊂ D L and (58) holds for all f ∈ dom C 0 (X) L and g ∈ F ∩ L ∞ (X, µ).
As a consequence we can obtain sufficient conditions on the closability of E a,v . For convenience we assume that dom C 0 (X) contains sufficiently many compactly supported functions. Theorem 9.2. Let the hypotheses of Theorem 9.1 be in force. In addition assume that (P t ) t>0 is Feller with C 0 (X)-generator (L, dom C 0 (X) L) and that
The conjugate bilinear form (E a,v , C L ) is closable on L 2 (X, µ), and its closure is (Q a,v , F a,v ). Moreover, for the associated non-negative self-adjoint operator (H a,v , dom(H a,v )) we have C L ⊂ dom H a,v and Examples 9.1. For the isotropic α-stable case from Example 7.1 a slight modification of the above statement shows that the form (E a,v , C
