A computational method for the approximation of functions in the space L[0, 1]  by Rubio, J.E
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 19, 56-66 (1967) 
A Computational Method for the Approximation of Functions 
in the Space L[O, I] 
J. E. RUBIO 
Department of Electrical and Electronic Engineering 
Univtmity of Lee&, England 
Submitted by R. P. Boas 
I. I~R~DUCTI~N 
This paper is concerned with the development of a computational method 
for the linear approximation of real-valued, continuous functions in the space 
L[O, I]. That is, given (m + 1) real-valued, independent, continuous func- 
tions f(t), gi(t), i = I,..., m, defined over the interval [0, I], the problem 
consists in determining among the class of vectors X with real components 
A’, i = l,..., m, one for which the following expression assumes a minimum 
value: 
The general problem of linear approximation of functions in linear, normed 
spaces has been studied by many authors. A rather complete picture of the 
state of the art appears in the books [l] and [2], which also contain many 
references. From them, one can conclude that questions of existence and 
uniqueness of the minimizing linear approximation have been studied in detail 
for the space L.[O, l] (f or instance, it is known that for this, as for any other 
linear normed space, the minimum of (1) is actually attained for a vector h); 
however, no method seems to have been devised for computing this vector, 
in contrast with the situation prevailing for the approximation of functions 
in inner product spaces, for which the computing methods are simple and 
straightforward [2]. 
It will be convenient in what follows to redefine the problem by introducing 
a real positive parameter K multiplying the integral (1). That is, define 
Z(h) = J’ 1 x(t, A, k) [ dt; (3) 
0 
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the problem now consists in finding a vector h* such that I@*) < Z(h) for all 
X E P, the Euclidean m-space. Clearly, this vector will not depend on k. 
The purpose of this is twofold: firstly, it will be necessary to limit the 
maximum value of x(f, h, K) on [0, I] to a value of unity. Since f(t) and 
gi(t), i = l,..., m, are bounded on [0, 11, this can be obtained for any X by 
introducing a multiplier k of sufficiently small value. On the other hand, 
several results will be derived by allowing /z to vary. 
The problem of how to choose the constant k will be discussed at length 
below. Difficulties arise because the process to bc introduced to determine 
A* involves the construction of a sequence {Xz) in R” which converges to 
h*, each vector hz being itself the limit of a sequence; for each of these 
vectors, it will be necessary that I .r(t, h, k) 1 be less than or equal to one for 
1 E [O, 11. Clearly, a value of k that satisfies this requirement will exist if all 
the possible h’s that might occur as the scqucnccs are computed are in a 
bounded set in H”. It will be proved that this is the case after the nature 
of the sequences is introduced. 
In the next section, a fixed-point method is presented to gcneratc the 
sequence {hz} whose limit is the minimizing vector X*. 
II. A FIXED-POINT METHOD 
Consider now the series 
i x 1 L= 1 - (alu :- a.# + *** + anUn + *a-), 
where u -= 1 - 9, and 
(4) 
1 1 1.3 
cd1 =-, 
2 ff2==.2!( %=mp 
etc; all these coeflicients are positive, and x:-1 CL. - 1. The binomial series (4) l 
is uniformly convergent for 0 < u < 1, that is, for 1 x ( < 1. Define now: 
F,(u) se a1 + ci2u + a# j- * *. + a&“-l 
(5) 
where u(t, h, k) 5 1 -- x(t, h, k)2; if k and h are such that 0 < u(t, h, k) < 1, 
it is simple to prove that 
0 < F,(u(t, A, k)) < 1 for t E [O, 11. 
The aim now is to find a vector % such that 
ML P P) B ho* PFL) for all AER” and fixed p. (6) 
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Since J,(h, cl) is a quadratic form in h’, i = l,..., m, this is a simple com- 
putational problem. Since k depends upon p”, an operator T,, will be defined 
such that 
ii, = T,,/A (7) 
Suppose now that the operator T,, is found to have a fixed point [3], that 
is, that theie is a solution hz to the equation h = T,h. This would imply that 
h E R’“. 
The importance of this property will be apparent later, when it is used to 
prove that the limit of {A,*}, h*, satisfies I@*) <I(h) for all /\ E R”. 
The problem of obtaining ,& such that it satisfies (6) can be considered 
in the setting of an inner product space of real-valued, continuous functions 
defined on [0, I] on which the inner product is defined as 
provided that 0 < u(t, TV, k) < 1 for t E [0, 11, that is, that 
0 <<Ju(t, I*, A)) < 1. Therefore [2], the components &,‘, i = l,..., m, 
of 1, , satisfy the following system of equations 
ig k‘kf ,gA = (f,gA, i = L..., m. (9) 
Each component 1,’ is the ratio of two determinants, the denominator 
being the Gramian of the independent functions gi(t), i = l,..., m; it is then 
positive, and the vector &, exists therefore for all TV and k such that 
In the theorem to follow, the convergence as p tend to infinity of the 
sequence {T,P 40) is investigated. It is demonstrated in the Appendix that all 
X’s of the form T,,P A,, are in a set S, : {h 1 I( h II1 = {xzr ,V2}1/2 < R}; R does 
not depend upon rz, p or &, . If h, itself is chosen from Sk , then all A’s likely 
to arise in the process of computing the sequence {T,,P &}, for all n, will be 
in SR, which implies that a value of k can be chosen at the outset of the 
process such that 1 .r(t, h, K) I < 1, that is 0 < u(t, h, K) ,< 1, for t E [0, l] 
and all h that might occur during the iterations. 
THEOREM 1. If 0 <u(t,h,k) \( 1 for YES, mrdtE[O, 11, the~equeme 
{T,,p &,} converges as p tends to hjindy for all h, E SR; its limit, A: , is a fired 
point of the operator T,, . 
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PROOF. (i) It will be proved first that T, is a contraction operation [3] for 
sufficiently small values of k. Consider the solutions of the system of equa- 
tions (9). Each u ’ IS the ratio of two polynomials in $, j = l,..., m, the 
components of II. Since the denominator is a Gramian, and thus positive, 
auja,,j is a continuous function of the $‘s for all p and k such that 
0 < u(t, CL, k) ,< 1 for t E [0, 11. Then, since for k -= 0, (d$,i;~pj) = 0 for 
i = 1 )...( m, j = 1 )..., m, continuity implies that 1 c’&,z/Zp~ I can be made as 
small as desired for all p by choosing k sufficiently small; therefore, it can be 
made smaller than a number a itself smaller than 1 /rn for all i and j. 
Due to the theorem of the mean, 
where T(b) is the matrix with entries ZQ/+j evaluated at some point 2. 
Define now 11 p II2 = maxi I pi I . Then, 
for all pL1 , p2 and all n. Since am < 1 and it is independent of h and p?, 
then [3] T,, is a contracting operator for sufficiently small values of k, and the 
sequence {T,pA,,} converges for any A,, E SR and sufficiently small k. Since all 
norms arc equivalent in R”, this sequence also converges under the norm 
1’ II1 * 
(ii) This sequence converges, however, for any k such that 
0 < u(t, A, k) < 1 for A E SR . Select an integer j, 1 < j < m, and call f,(k) 
the jth component of T,,p& , so as to simplify the notation. The convergence 
of the sequence {f,(k)} will be established now for k such that 
0 < u(t, A, k) < 1 for h E S, , and any j such that 1 < j < m. 
The sequence {f,(k)} converges, by i, for k E (0, K), for K sufficiently 
small. Each of its members is the ratio of two polynomials in k of order 
2m(n - 1); that is,f,(k) = P,,(k)/Q,(k). It is clear that the sequences {P,,(k)} 
and {Q,(k)} converge to polynomials in k of the same order, Z’(k) and Q(k) 
respectively, for k E (0, K). 
Consider {P,(k)}. Take points ki , i = l,..., 2m(n - 1) + 1, ki E (0, K), 
and write P,(k) = C P,(ki)Li(k), P(k) = x P(kJL,(k), where L,(k) is a 
Lagrange polynomial, and where the summations extend from i = 1 to 
i-:2m(n-l)+l.Fork>K, 
I f’,(k) - J’(k)1 < C I PJkt) - J’(k)1 I b(k)‘* 
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Since P,(K,) tends to P(K,), and the polynomials L,(K) are bounded, it is 
apparent that P,(K) tends to P(k) f or all k. The convergence of {Q,(k)} can 
be established in a similar way, k having to be constrained this time to be 
such that 0 < u(f, h, K) ,< 1 for h E SR . Thus, {f,(K)} converges for such 
values of K, and so does {T,PA,,} under any of the norms introduced above. 
(iii) It is a simple matter to prove the continuity of the operator T,, . 
It follows, therefore [4], that the limit of (T,PA,,}, h$, is a fixed point of the 
operator T,, . The Theorem is then proved. 
At last in this section, the convergence of the sequence {hz} will be in- 
vestigated. It will be established that, if the same initial vector h, is used for 
all the iterative processes that lead to the sequence {A,*}, then this sequence 
converges. The fact that the same h, has to be used for all values of n to 
ensure convergence is a consequence of the possible existence of several 
fixed points for a given sequence {T,PA,,} for different starting vectors h,. 
Surely it cannot be expected that the sequence {hz} would converge if each 
h,* were to be chosen arbitrarely from the set of all fixed points of the 
operator T,, . 
THEOREM 2. The sequence {AZ} converges to a vector A* E Rm if the initial 
vector A, in the sequences { T,,P&,} is the same for all values of ft. 
PROOF. Assume that {T,pA,,) tends to h,* and {T,,,pA,,} to Ad as p tends to 
infinity. Then, given l 1 > 0 and l a > 0, a number IV, can be found such that 
II Tn% - A,* IL < ~1 (10) 
il L% - %Z 111 < c2, (11) 
for p > Ni . It is simple to prove that Ni depends only on or and c2, and 
not on n or M. 
By taking n and m large enough, the function F,(U) and F,(U) can be made 
as close as desired for 0 ,< II < 1; therefore, the corresponding coefficients 
in (9) can be made as close as desired, and, given l a > 0, a number N, can be 
found such that 
iI ??“4, - I’,“‘& 111 -=c -53 (12) 
for n, m > N, . 
From (IO), (II) and (12), 
for n, m > Ns . Then, h*, is a fundamental sequence, and thus converges to 
x* E 12”. 
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III. THE FUNDAMENTAL THEOREM 
THEOREM 3. A sector A*, obtained as described in the previous section, has 
the property that Z(X*) < Z(h) for all X; that is, 
(13) 
for all X E P’. 
I'R~oF. (i) Since A* = limn+= AZ, and each AZ satisfies (8), it is clear that 
](A*, A*) 2 I@, A*) for all XERm, (14) 
where 
and 
(ii) The aim now is to show that 
I(4 A*) 2 J(k A) (1% 
for all A E R” and sufficiently small K. If this is proved, the inequality (14) 
will imply that J(h*, A*) 2 ](A, A) f or all h E Rm and small enough k. But 
J(h, A) = 1 - Ilk If(t) - f h”gi(t) / dt; 
i-l 
it follows that: 
for all h E R* and sufficiently small k. But of course (16) implies (13), and 
it is enough to prove (15) for sufficiently small k. 
The inequality (14) implies that 
I l (up, A*, k) 
- u(t, A, k))F(u(t, A*, k)) dt 3 0. (17) 
0 
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By using this inequality, it will be proved now that, for sufficiently small k, 
(’ [u(t, A*, k) - u(t, A, k)] dt >, 0 (18) 
‘0 
for all AERm. 
Since 
4~ A*, k) - UP, A, k) = k2 [(f(t) 
this is equivalent to showing that 
G(k) = ,: [(f(t) - g. %iW)2 - 
- 
for all h E Rm and small enough k. 
In the same way, (17) implies: 
H(k) = I’ [(f(t) - f %(t))2 - (f(t) - ,.$ Ai*.&))] 
0 i-l 
x F(u(t, A*, k)) dt > 0. (20) 
Since the integrands in (19) and (20) are continuous functions of t and k, 
the integrals themselves are continuous in k. Note that, as k tends to zero, 
F(u(t, A*, k)) tends to one for 1 E [0, 11, which implies that G(k) and H(k) 
tend to the same limit as k approaches zero. This limit, which depends on 
A** = lim,, A*, will or will not be zero. Call L, the set of all h E IP such 
that lim,,, G(k) # 0, and L, its complement. If h eLI , (20) implies that 
G(k) is non-negative for sufficiently small k. Otherwise, if this integral were 
to be negative for small k, H(k), which can be made to approach G(k) as 
close as desired by making k small enough, would also be negative, since the 
common limit of both functions is not zero. 
Suppose now that h = 2 EL, . Clearly, 8 satisfies the equation of a quadric 
in R”; therefore, in any neighbourhood of 4 there will be a A for which this 
expression is not zero. If the integral G(k) were to be negative for A = 2 
and small k, since it is continuous in A, it would be negative in a 
neighbourhood of 4, which would imply that it is negative for a h for which 
lim,,, G(k) is not zero; this contradicts the previous result. Therefore, the 
inequality (19) holds for all X E R” and sufficiently small k. 
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In the same way, it can be proved that 
I 
l (u(t, x*, k)* - u(t, A, k)2) dt 
0 
= 
I 
1 (u(t, x*, k) - u(t, A, k)) (u(t, x*, k) + u(t, A, k)) dl 
0 
is non-negative for small enough k, since (18) holds and, by choosing k 
sufficiently small, u(t, X*, k) + u(t, A, k) can be made arbitrarely close to 
two for t E [0, 11. As a matter of fact, a similar proof applies for all inequalities 
of the type 
I ’ (u(t, A*, k)* - u(t, A, k)~) dt > 0, q = 2, 3, 4..., (21) 0 
since 
aQ - bQ = (a - b) (i &-ig--1) , 
j=l 
and 
g1 44 A*, k)Q-5 u(t, A, k)‘-1 
can always be made arbitrarely close to the number q by malting k sufficiently 
small. 
It follows that: 
s’ [F(u(r, A*, 4) -F(u(t, A, k))] dt = 9 j--l (u(t, A*, k)2 - u(t, A, k)2) dt 
0 0 
+ 
. . . 
+ %+1 I 
’ (u(t, A*, k)e - u(t, A, k)q) dt + ..a 
0 
in non-negative for sufficiently small k. 
Therefore, since by making k small enough u(t, h, k) can be made higher 
than or equal to a positive number d for all t E [0, l] and all h E SR , it follows 
that: 
I’ d-+(C A*, 4) -fl(u(t, A, k))] dt > d j-’ [F(u(t, A*, k)) - F(u(t, A, k))] dt 
0 0 
for sufficiently small k. This inequality is the same as (15), and the theorem 
is then proved. 
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COROLLARY. The inequalities (18) and (21) hold fw all k such that 
0 ,< u(t, A, k) Q 1. This follows from the fact that A* does not depend on k, as 
can easily be seen from (13). 
A method has been presented for minimizing the integral (1) which is 
characterized by its simple computing requirements. A good approximation 
to X* is a vector T,,pA,, for n and p large enough; the computation of this 
involves the solution of p linear systems of m equations and unknowns each. 
APPENDIX 
It is sufficient to show that the vector % belongs to the set S’, for all ~1 E Rm 
and k such that 0 < u(t, t.~, k) < 1 for t E [0, I]. Since the vector & that 
satisfies (6) minimizes the following quadratic form: 
J: [f(t) - iI ~i~df)]PFn(~(t, /+ k)) dt; (22) 
it is well known [2] that 
where 
,D,, is the infimum over all X of the expression (22) and 
D is the set {h ( [! h l!i = 11. 
Clearly, 
Besides, 
(23) 
for all h E R”. 
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Assume now that si (xEI Xigi(t))2 dt attains its infimum for A = 1 E D. 
Then, 
for all X E D. Therefore, from (24) and (29, it follows that 
Jo (Al h'g,(t))2 F,(u(t, cL, k)) dt 3 cyl Jo (Al foci) dt 
for all h E D. This implies 
Since the functions gi(t), i = l,..., m, are independent, M > 0. 
The form (22) attains its minimum at &; assume that 
jl [f(t) -- El hiRi(t)]2 dt 
attains its minimum at i. Then, 
in = 11 [f(t) -- g, %‘gitt)]2Fn(u(t, tL, k)) dt 
< j:, (f(t) - f i&(t))” dt = /I. 
i=l 
From (23), (26) and (27) it follows that: 
(25) 
(26) 
(27) 
R does not depend upon n or t.~; all possible x’s of the type T,,%& will be in 
the set SR . The value of R can be estimated prior to the iterative process, 
so as to choose K such that 0 < u(t, h, k) < 1 for all X likely to arise during 
the process. 
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