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Abstract. In CPM 2017, Amir et al. introduce a problem, named ap-
proximate string cover (ACP), motivated by many aplications including
coding and automata theory, formal language theory, combinatorics and
molecular biology. A cover of a string T is a string C for which every
letter of T lies within some occurrence of C. The input of the ACP
problem consists of a string T and an integer m (less than the length of
T ), and the goal is to find a string C of length m that covers a string
T
′ which is as close to T as possible (under some predefined distance).
Amir et al. study the problem for the Hamming distance.
In this paper we continue the work of Amir et al. and show the following
results:
1. We show an approximation algorithm for the ACP with an ap-
proximation ratio of
√
OPT , where OPT is the size of the optimal
solution.
2. We provide an FPT algorithm with respect to the alphabet size.
3. The ACP problem naturally extends to pseudometrics. Moreover,
we show that for some family of pseudometrics, that we term ho-
mogenous additive pseudometrics, the complexity of ACP remains
unchanged.
4. We partially give an answer to an open problem of Amir et al. and
show that the Hamming distance over an unbounded alphabet is
equivalent to an extended metric over a fixed sized alphabet.
1 Introduction
Motivation. Redundancy is a common trait of all natural data and was in-
tensely studied over the years for its descriptive capabilities [24,27]. Errors can
occur at any point in the data manipulation process, but by the use of redun-
dancy they may be detected and, perhaps, corrected before propagation.
Consider the transmission of a message over a radio frequency. Since we
transmit over radio, we must use a digital to analog converter, that mod-
ulates our signal in amplitude and/or phase. In our example, we consider
amplitude shift keying (see, e.g., [23]). At the other end, the signal must be
converted back, but we must check for transmission errors. If the channel is not
too noisy, we may round the received amplitude to the spectrum we are using.
However, we must be able to at least tell when it is too noisy. Since the signal
we sent is smooth and periodic, we may smooth our data and identify interfer-
ence as unnatural spikes in the received input. This, however, only accounts for
major interferences, and we cannot possibly do more at the physical level, since
we may not assume smoothness of the sent data itself and must rely instead on
the redundancy at some higher data, that is no longer agnostic to the message’s
form.
Periodicity is a very important phenomenon when analyzing physical data
such as an analogue signal. In general, natural data is very redundant or repet-
itive and exhibits some key patterns or regularities [17,31,32]. Periodicity itself
has been thoroughly studied in various fields such as Signal Processing [30],
Bioinformatics [11], Dynamical Systems [18] and Control Theory [8], each bring-
ing its own insights.
However some phenomena are not periodical by nature, even if they are
very redundant. Consider for instance the string abaabaababa: even though it is
not periodic it clearly exhibits a single pattern, aba, and thus, we shall call it
quasi − periodic (see [4]). Depending on the specific perturbations this may or
may not be adequate. For example, abaabaababa could be a repeated aba that
suffers from two as so close together that they fuse (or some other desynchro-
nization), as sounds sometimes do in natural language. In fact even abaabaabcba
and abaabaabaaca exhibit the pattern aba and the nonconforming c could result
from some echo or corruption. Depending on the task at hand we may want to
retrieve either the information (aba) or the peculiarities in its transmission (the
non-periodicity).
a b a a b a a b a b a a b a a b a a b
c
b a
Fig. 1: The string aba sent repeatedly
over a channel as an ASK signal, with
a desynchronization moment
Fig. 2: The string aba sent repeatedly
over a channel as an ASK signal, with
an echo
For example, in signal processing we may confidently rely upon periodicity,
since we induce it ourselves and have an environment upon which we may make
some assumptions. However, when trying to decode information which was not
encoded by us, we may not expect to find periodicity. Even when the information
was imbued with periodicity, if the environment exerts a degrading force, a
posteriori it is entirely possible that it is no longer be periodic. If however it
is not too degraded, it still holds faithful to its original form and hence exhibit
quasi-periodicity. Note that the incurred perturbations may be inevitable in the
typical usage environment, especially for industrial uses [15].
Related work. Quasi-periodicity was introduced by Ehrenfeucht in 1990 (ac-
cording to [4]) in a Tech Report for Purdue University, even though in was not
published in Elsevier until 1993 [6]. Apostolico, Farach and Iliopoulos were the
first to consider quasi-periodicity in computer science [7]. They define the quasi-
period of a string to be the length of its shortest cover and present a linear (time
and space) algorithm for computing it [7]. This notion attracted the attention of
numerous researchers [9,10,22,25,26]. The following surveys summarize the first
decade of results: [5,19,20].
However, quasi-periodicity takes many forms, depending on the type of pat-
terns we want to recover. Further work has been concerned with different variants
such as seeds [16], the maximum quasi-periodic substring [28], k-covers [13], λ-
covers [16], enhanced covers [14], partial covers [19]. Another variation point is
the context, e.g. indeterminate strings [3] or weighted sequences [12]. Some of
the related problems are NP-hard.
For some applications, such as molecular biology and computer-assisted mu-
sical analysis, we need a weaker definition of quasi-periodicity. Thus, quasi-
periodicity takes the form of approximate repetitions. We may define an ap-
proximatively repeating pattern as a substring whose occurrences leave very few
gaps, or that all repetitions are near an “original” source. Landau and Schmidt
study first this form of quasi-periodicity and focus on approximate tandem re-
peats [21].
In this paper we elaborate on the work of Amir et al. [1,2] who introduce
approximate string covers.
Let w be a string over the alphabet Σ. We say that w is periodic if it is a
succession of repetitions of some proper substring p of it that do not overlap
i.e. w = pn, for some n ∈ N∗. Note that for a given w there may be multiple
candidates. For example, abaabaabaaba can be written as both (abaaba)2 or
(aba)
4
. The period of a string w is the shortest candidate string p. For instance,
the period of abaabaabaaba is aba.
Let w be a string over the alphabet Σ. We call p a cover of w if p is shorter
than w and any character of w belongs to some occurrence of p in w. Equivalently,
w is covered by p if w is a succession of repetitions of p that may or may
not overlap. Note that a periodic string is always covered by its cover and any
multiple of it and hence a string may admit multiple covers. As is the case for
periods, we are only interested in the shortest cover. For instance the shortest
cover of abaabaabaaba is aba.
Determining the shortest cover of a given string w is called the Minimal
String Cover Problem (SCP for short) and is solvable in linear time [7].
Let w be a string over the alphabet Σ. We call p an approximate cover
of w, if p is a cover of an “approximation” w′ of w. The approximation error
is the distance between w and w′ with respect to some metric. By abuse of
notation we say that p is the approximate string cover of w if it is the shortest
cover of the closest approximation w′ of w that admits a cover. Note that if w
admits a cover then its approximate string cover is its own shortest cover and the
approximation is zero with regard to any metric. For example the approximate
cover of abaabaababa is aba.
Determining the approximate cover of a given string w is called the
Approximate String Cover Problem (ACP for short). Amir et al. prove that
ACP is NP-hard with respect to the Hamming distance [2].
Let w be a string over the alphabet Σ. We call p a seed of w if |p| < |w| and
there exists a super-string w′ of w such that p is a cover of w′. When the error
tolerance is small, with a small degree of incertitude we can find in polynomial
time[1] a small set of candidates containing either the approximate cover of w,
p, or a seed of p.
Our results In this paper we follow up on the work of Amir et al. [2,1] and
investigate the ACP. In Section 2 we introduce notation and we define formally
the ACP problem. In Section 3 we present a polynomial approximation algo-
rithm for ACP that returns an approximate cover that matches at least Ω (
√
n)
characters of the given input w, where n is the number of characters matched
by the (best) approximate cover of w. Then, in Section 4 we design a fixed-
parameter (probabilisitic) algorithm for solving the ACP for (super)addtivie
metrics—the (super)aditive metrics are also defined in Section 4.
In Section 5 we show that ACP naturally extends to pseudometrics and that
for a family of pseudometrics, which we call homogenous additive the complexity
of ACP remains unchanged. Finally, in Section 6 we show that the Hamming
distance over any unbounded alphabet is equivalent to an extended metric on
any fixed size alphabet. We call this metric a block variation of the Hamming
distance. We prove that ACP is just as hard with regard to an additive (ex-
tended) (pseudo)metric as it is with regard to its block variation. Due to space
constraints some proofs are placed in the appendix.
2 Preliminaries
For m ≤ n ∈ N, let m, n = {m, m+ 1, . . . , n}. For two symbols x, y ∈ X let
δx, y be the Kronecker delta, i.e. δx, y = 1 if x = y or 0 if x 6= y. For a string w
and a character c ∈ Sigma, let freqw(c) be the number of occurences of c in w.
Definition 1 (tilings). We define a tiling of size n to be a pair (I, i) where
I ⊆ 1, n and i : 1, |I| → I such that:
– ∀i ∈ 1, |I| Ii = i (i)
– I1 = 1, Ilast = I|I|, ‖I‖ = n+ 1− Ilast
– ∀i ∈ 1, |I| − 1 0 ≤ Ii+1 − Ii ≤ ‖I‖
We consider Tn to be the set of size-n tilings and i will generally be omit-
ted, being deferred to the subscript notation above, where additionally we write
Ilast = I|I|.
Example 1. For instance I = {1, 4, 6} ∈ T8 is a tiling with ‖I‖ = 3. For an
illustration see Figure 3.
1 2 3 4 5 6 7 n = 8
‖I‖ = 3
I1 I2 Ilast
Fig. 3: Example of a tiling
Definition 2 (valid tilings). Let I ∈ Tn be a tiling. We say that a word
w ∈ Σ∗ over a given alphabet leads to a valid tiling (w, I) iff |w| = ‖I‖ and
∀i ∈ 1, |I| − 1, j ∈ 1, Ii − Ii+1 + ‖I‖ − 1 wj = wIi+1−Ii+j i.e. there are no
conflicts in the tiling itself. In this case we say that w is a cover of I (w) ∈ Σn
where ∀i ∈ 1, |I|, j ∈ 1, ‖I‖ I (w)Ii−1+j = wj.
Example 2. For the tiling in Figure 3 we want to find a word w ∈ Σ3 such that
w1 = w3.
For instance, if w = aba we obtain I (w) = abaababa, but w′ = abb does not
lead to a valid tiling. For an illustration see Figure 4.
1 2 3 4 5 6 7 n = 8
I1 I2 Ilast
a b a a b aa b a
match
1 2 3 4 5 6 7 n = 8
I1 I2 Ilast
a b b a b ba b b
conflict
Fig. 4: Example of a valid and an invalid tiling
We are interested in the opposite process: given a string w ∈ Σ∗ we are
to determine a cover of it. This must be a substring, and moreover if there be
multiple covers we aim for the smallest one, because w is always a cover of w.
This is called the minimal cover problem. If s is the minimal cover of w, then s
is the minimal cover of s. This stems from the fact that a cover of a cover of a
string is also a cover of that string.
Problem 1 (Minimal String Cover Problem, SCP). Given w ∈ Σ∗ find
arg min{|c||c ∈ Σ∗, ∃I ∈ T|w|, w = I (c)} where any such c leads to a valid
tiling (c, I).
It is clear that we are looking for a I ∈ T|w| and moreover we request that
‖I‖ < |w| so as not to consider the trivial solution {1} ∈ T|w| and we would like
to relax this problem by means of approximation.
Problem 2 (Approximate String Cover Problem, ACP - specific version). Let
δ be a metric over Σ∗ and ΣI ⊆ Σ‖I‖ denote the set of words that
lead to valid tilings over it. We define w∗ = I∗ (s∗) = arg min {|c||c ∈
arg min
{
δ (w, I (s)) ∣∣I ∈ T|w|, ‖I‖ = m < |w|, s ∈ ΣI}}. The goal of the
problem is to find s∗, I∗. Informally, s∗ is the string of fixed size m, that pro-
duces valid tiling I∗ (s∗) of minimum distance to w.
Problem 3 (Approximate String Cover Problem, ACP - general version). Let
δ be a metric over Σ∗ and ΣI ⊆ Σ‖I‖ denote the set of words that
lead to valid tilings over it. We define w∗ = I∗ (s∗) = arg min {|c||c ∈
arg min
{
δ (w, I (s)) ∣∣I ∈ T|w|, ‖I‖ < |w|, s ∈ ΣI}}. The goal of the prob-
lem is to find s∗, I∗. Informally, s∗ is the shortest string that produces valid
tiling I∗ (s∗) of minimum distance to w.
3 A polynomial-time approximation algorithm
Consider Problem 2 (ACP - specific version) for which we are asked for a fixed-
size string s∗ such that m = |s∗| that produces a valid tiling w∗ = I∗ (s∗) of
minimum distance to the input string, w. This section addresses approximation
algorithms for the case of the Hamming distance.
Lemma 1. The string s′ = αm always produces a valid tiling w′ = αn and
|w| − d (w, w′) = freqw (α)
Proof. Consider the tiling I given by 1, n−m+ 1 ∋ i → i (i) = i. We have
that ∀i ∈ 1, m− 1 s′i = α = s′i+1 = s′m−(m−1)+i and hence we indeed have a
valid tiling w′ = I (s′) = αn for which |w| − d (w, w′) =∑ δwi, w′i =∑ δwi, α =
freqw (α) ⊓⊔
Corollary 1. We can always match at least the most frequent character i.e.
|w| − d (w, w∗) ≥ max
α
freq (α) = freqmax
Definition 3 (Cover Efficiency). We define the cover efficiency function as:
Σ∗ ×Σ∗ ∋ (w, w′)→ η (w, w′) = |w|−d(w,w
′)
|w|−d(w,w∗) ∈ [0, 1]
Thus, an algorithm for the ACP problem is an O (f (|w|)) approximation of iff
1
ηA
∈ O (f (|w|)), where ηA is the efficiency function of the algorithm.
Lemma 2. If freqmax ∈ Ω
(√|w|) then the algorithm providing
1, n−m+ 1 ∋ i → i (i) = i and
(
argmax
α
freqw (α)
)m
∈ ΣI is a Ω
(√|w|)
approximation.
Proof. 1η =
|w|−d(w,w∗)
|w|−d(w,w′) ≤ |w|freqmax ∈ O
(
|w|√
|w|
)
= O
(√|w|) ⊓⊔
Lemma 3. |w| − d (w, w∗) ≤ m · freqmax
Proof. |w| − d (w, w∗) = ∑i δwi, w∗i = ∑i, α δwi, αδα,w∗i ≤ ∑i, j δwi, s∗j δs∗j , w∗i ≤∑
i, j δwi, s∗j =
∑
j freqw
(
s∗j
) ≤∑j freqmax = m · freqmax ⊓⊔
Corollary 2. If m ∈ O
(√|w|) then the algorithm providing 1, n−m+ 1 ∋
i→ i (i) = i and
(
argmax
α
freqw (α)
)m
∈ ΣI is a Ω
(√|w|) approximation.
Proof. 1η =
|w|−d(w,w∗)
|w|−d(w,w′) ≤ m·freqmaxfreqmax = m ∈ O
(√|w|) ⊓⊔
Lemma 4. If m ∈ Ω
(√|w|) , m ≤ ⌊|w|/3⌋ and α ∈ Σ then there is a valid
tiling I ∈ T|w| with s′ = α . . . αw⌈m/3⌉+1w⌈m/3⌉+2 . . . wm−⌈m/3⌉−1α . . . α ∈ ΣI.
Proof. Let T kn = {I ∈ Tn||I| = k, s′ ∈ ΣI} and T k = ∪nT
k
n . We are interested
in the quantity |I (s′)| which induces N k = {n ∈ N|∃I ∈ Tn, s′ ∈ ΣI}.
Note that s′ ∈ ΣI ⇔ ‖I‖ = m, min
i
Ii+1 −Ii ≥ m− ⌈m/3⌉. Hence, N k+1 =
{n+ d|n ∈ N k, d ∈ m− ⌈m/3⌉, m}.
By definition, N 1 = {m}. Hence N 2 = 2m− ⌈m/3⌉, 2m and generally
N k = k ·m− (k − 1) ⌈m/3⌉, k ·m. If there is a k such that k ·m ≥ (k + 1) ·m−
k⌈m/3⌉ ⇔ k ≥ m⌈m/3⌉ then if |w| ≥ m · k we have |w| ∈ ∪k′N
k′ and the theorem
is proven. Since k = 3 is a viable option and |w| ≥ 3⌊|w|/3⌋ ≥ 3m, then this is
the case. ⊓⊔
Combining the previous results we obtain the desired approximation ratio.
Theorem 1. Let α be the most frequent character in w ∈ Σ∗. We can compute
an O
(√|w|) approximation for the ACP problem in O (|w|3) time.
Proof. Let α = argmax
β
freqw (β) which we can obtain in linear time. The
algorithm works as follows.
1. If m ∈ O
(√|w|) then return αm.
2. If m ≤ ⌈n/3⌉ then return α . . . αw⌈m/3⌉+1w⌈m/3⌉+2 . . . wm−⌈m/3⌉−1α . . . α.
3. Otherwise, we have |I| ≤ 3 and thus we can check all the possibilities in
cubic time.
⊓⊔
4 An FPT Algorithm for the Approximate String Cover
Problem
Definition 4 (Product Metrics). Let {(Xi, di)}i∈1, n be metric spaces. Then
a metric d such that
(
n∏
i=1
Xi
)2
∋
(
n⊕
i=1
xi,
n⊕
i=1
yi
)
= (x, y) → d (x, y) ≥
n∑
i=1
di (xi, yi) ∈ R+ is called superadditive. We define similarly subadditive and
additive metrics.
The Hamming distance over Σn is the additive metric for Xi = Σ and
di (x, y) = 1− δx,y with i ∈ 1, n. Another additive metric is that for shift spaces
i.e. d (u, v) =
∑
i
di(u, v)
2i .
Theorem 2. For a (super)additive metric ACP can be solved in
O (|Σ|mm2|w|2) (probabilistic) time with O (|w|) space.
Proof. For a given vector v ∈ Z|w|+1−|s| such that v1 = 1 and ∀i ∈
2, |w| + 1− |s| vi > 0 iff there exists a valid tiling of arbitrary length I such
that Ilast = i, s ∈ ΣI and then vIlast = I|I|−1, we say that v encodes J i.e.
J ∈ Dec (v) iff ∀i ∈ 1, |J − 1| vJi+1 = Ji.
Given the last position of the encoded tiling we can always recover it by
following the backward orbit described above i.e. there is a function v, i →
dec (v, i) ∈ Ti−1+|s|. Consider the sequence i1 = vi, ij+1 = vij which is cyclic
after a point with a 1-cycle around 1. Hence i−1 (1) = {1, k 6= 1} and so we
define |dec (v, i)| = k+1, dec (v, i)j = ik+2−j . This applies if and only if the first
position is not 1 in which case we have the trivial tiling dec (v, 1) = {1} ∈ T|s|
If d (w, I (s)) < δ and J = (I1, . . . , I|I|−1) then due to supperadditivity
d (w, J (s)) < δ where w is the appropiate truncation of w and moreover if v
encodes I then it also encodes J . Hence, there exists I under the tolerance
limit iff it is encoded by a vector which only encodes tolerable tilings. This
gives the FPT algorithm for super-additive metrics, using the sequence vn∈N
∗ ⊆
Z
|w|+1−|s|, defined as follows:
{
v1i = δi, 1
vn+1i = choose− one
({j|vnj > 0, |s|+ j − i ∈ ∆s, d (w, dec (v, j) ∪ {i}) < δ})
Moreover, if the metric is additive, then a greedy algorithm works and as
such we have the sequence vn∈N
∗ ⊆ Z|w|+1−|s|, defined as follows:

v1i = δi, 1
vn+1i = argmin
j
({d (w, dec (v, j) ∪ {i}) |vnj > 0, |s|+ j − i ∈ ∆s})
To prove that the greedy approach let I∗ the optimum tiling for a given tile s.
By construction, since a tiling ending with I∗last exists, v|w|+1−|s| > 0 and hence
our algorithm always provides a tiling. Moreover, it agrees with the optimum
tiling on the last element. Hence, if |w| = |s| the optimum tiling is provided. ⊓⊔
5 Pseudometrics and Halo Factorization
Firstly, we generalize the ACP for pseudometric spaces. Recall the definition of
a metric space.
Definition 5 (Metric Spaces). Let X be a set and d : X ×X → R map the
pairs of points in X to the reals. d is a metric on X if and only if:
d (x, y) ≥ 0 ∀x, y ∈ X (positivity)
d (x, y) = d (y, x) ∀x, y ∈ X (symmetry)
d (x, y) + d (y, z) ≥ d (x, z) ∀x, y, z ∈ X (triangle inequality)
x = y ⇔ d (x, y) = 0 ∀x, y ∈ X(identity of indiscernibles)
Let Σ be the set of message types in a communication protocol where q is
some poll, with y and n being acceptable answers and NACK meaning that the
poll was not accepted by the other party. It might be that the pattern we are
looking for contains a successfull dialogue, regardless of its content per se. Then,
for us the strings qy and qn should be indiscernible. Metric spaces do not allow
this. If we relax the identity of indiscernibles we obtain a pseudometric.
Definition 6 (Pseudometric Spaces). Let X be a set and d : X × X → R
map the pairs of points in X to the reals. d is a pseudometric on X if and only
if:
d (x, y) ≥ 0 ∀x, y ∈ X (positivity)
d (x, y) = d (y, x) ∀x, y ∈ X (symmetry)
d (x, y) + d (y, z) ≥ d (x, z) ∀x, y, z ∈ X (triangle inequality)
x = y ⇒ d (x, y) = 0 ∀x, y ∈ X
Let ≈ denote indiscernibility on X with regard to the pseudometric d. Then
≈ is an equivalence relation on X and d is a metric on X/ ≈. The elements of
X/ ≈ are called halos, i.e. xˆ = {y ∈ X |d (x, y) = 0} is the halo around x. We
prove that if d is additive and homogenous ACP has the same complexity on
(X, d) as it does on (X/ ≈, d).
This result is particularly useful when analyzing patterns in communication
which can be recovered from use of metadata alone. Consider a validation proc-
cedure [29] in which a device sends a value to be transferred to a client’s account
by a host, the host replies with the same value and an asset number for the device
(to confirm the athority of the host) and an index number to be written on the
printed ticket and gets a print confirmation from the device. Any of these steps
can go wrong, but a successfull transaction is easy to recognize. Two messages
can be considered indiscernible if they have the same type.
Remark 1. For two indiscernible strings, w ≈ w′, ACP has the same solution
with respect to w as it does with respect to w′. Since w ≈ wˆ from any solution
over the metric space we obtain a solution over the pseudometric space, and all
we need to do the oposite is to be able to quickly compute the factorization of
a given string. This can only be done quickly under some additional conditions
such as pseudometric additivity and homogeneity.
Definition 7 (Additive Metrics). Let {(X1, d2) , (X2, d2) . . . , (Xn, dn)} be
a family of (pseudo)metric spaces. A (pseudo)metric d over
n⊕
i=1
Xi is additive if
d (x1x2 . . . xn, y1y2 . . . yn) =
n∑
i=1
di (xi, yi) , ∀xi, yi ∈ Xi. Moreover d is homoge-
nous if di = dj∀i, j ∈ {1, 2, . . . , n}.
Remark 2. If d is an additive pseudometric over
n⊕
i=1
Xi then x1x2 . . . xn ≈
y1y2 . . . yn ⇔ xi ≈ yi∀i ∈ {1, 2, . . . , n}.
Corollary 3. A pseudometric d is additive over
n⊕
i=1
Xi if and only if it is additive
over
n⊕
i=1
Xi/ ≈.
If we have access to the function that mapped each X1 to X1/ ≈, then
factorizing the indiscernibles is an easy task, since we can perform it element by
element. This map can be computed in quadratic time, O (|X ||X/ ≈|). However,
we have to prove that collisions are handled properly.
For a given string s to be a cover of some w, w has to be a sequence of
repetitions of s, with some eventual overlaps. On these overlaps, some suffix of
s has to match some prefix. In [1], Amir et al. represent this using string masks,
where the mask m of a string s is a vector m [1, . . . , |s|] where mi = 1 if and
only if the i-length prefix matches the i-length suffix of s. We choose to represent
legal overlaps as sets.
Definition 8. For a given string s, let ∆s be the set of legal overlaps of s:
∆s = {i ∈ {1, . . . , |s|}|sj = s|s|−i+j∀j ∈ {1, . . . , i}}
In our setting, to factorize each character is equivalent to sequentially replace
each occurence of a character x with its chosen representative xˆ. This is where
homogeneity comes into play: if xˆi 6= xˆj for some i, j ∈ {1, . . . , |s|, then their
collision is restricted, and thus the best tiling may be invalidated by factorization
(consider the case where for some characters x, y ∈ Xi∩Xj we had di (x, y) = 0
but dj (x, y) 6= 0 ).
Lemma 5. Let {(Xi, di)} be pseudometric spaces and d be the additive pseudo-
metric. Then uˆ = vˆ ⇔ ∀i ∈ 1, n uˆi = vˆi.
Proof. uˆ = vˆ ⇔ 0 = d (u, v) = ∑i di (ui, vi) ⇔ ∀i ∈ 1, n d (ui, vi) ⇔ ∀i ∈
1, n uˆi = vˆi ⊓⊔
Lemma 6. Let s ∈ Σ∗ and s′ be the string obtained by replacing all the oc-
curences of a character α ∈ Σ in s with β ∈ Σ. Then ∆s ⊆ ∆s′ .
Proof. ∆s = {δ ∈ N∗|∀j ∈ 1, δ sj = s|s|−δ+j} = {δ ∈ N∗|∀j ∈
1, δ
(
sj = s|s|−δ+j = α ∨ sj = s|s|−δ+j = β
) ∨ sj = s|s|−δ+j 6= α, β} ⊆ {δ ∈
N
∗|∀j ∈ 1, δ s′j = s′|s′|−δ+j = β ∨ s′j = s′|s′|−δ+j 6= α, β} = {δ ∈ N∗|∀j ∈
1, δ s′j = s
′
|s′|−δ+j} = ∆s′ ⊓⊔
Corollary 4. Let I ∈ Tn, s, s′ as above. Then s ∈ ΣI ⇒ s′ ∈ ΣI.
Theorem 3. Let (Σ, d) be a pseudometric space. Then SCP/ACP for the ad-
ditive pseudometric over Σn is equivalent with the MSC/ACP for the addive
metric over (Σ/ ≈)n, modulo O (|w||Σ|) work.
Proof. Let (s∗, I∗) be the ACP solution forw with respect to the pseudometric d,
Σ/ ≈ ∋ xˆ→ φ (xˆ) ∈ xˆ ⊆ Σ, ψ = φ◦ˆ and s∗′ = ψ (s∗). We have that s∗′ ∈ ΣI∗
and moreover d
(
I∗
(
s∗
′
)
, w
)
= −d
(
I∗ (s∗) , I∗
(
s∗
′
))
+ d
(
I∗
(
s∗
′
)
, w
)
≤
d (I∗ (s∗) , w) ≤ d
(
I∗ (s∗) , I∗
(
s∗
′
))
+ d
(
I∗
(
s∗
′
)
, w
)
= d
(
I∗
(
s∗
′
)
, w
)
.
This is true for any other candidate string, not just for the optimum, and hence
any solution for the MSC/ACP (Σ/ ≈ )n leads to a solution MSC/ACP for the
addive metric over Σn and vice versa, one via ˆ ◦ ψ and the other via x → xˆ.
Tabulating the functions themselves can be done in O (|w||Σ|). ⊓⊔
6 Block Variations
Consider once again the situation where transactional data is to be analyzed
by metadata. A transaction is a string of operations just like a message is a
string of characters. Theoretically, if the idle operation is a valid one, then the
number of transactions is unbounded even though it may be represented over a
bounded alphabet of operations. We would like to investigate how the complexity
of the ACP changes when we take a lower-level approach and switch the data
representation. Naturally, if we want to represent the same patterns we have to
consider an equivalent metric.
Theorem 4. Let (X, d) be an (extended) (pseudo-)metric space and φ : X → Y
an injection. Then there exists d′ : Y ×Y → R¯+ such that (Y, d′) is an extended
(pseudo-)metric space and moreover d′|φ(X)×φ(X) = d and d
′
|φ(X)×(Y \φ(X)) =∞.
We say that d′ is the metric induced by φ on Y .
Proof. We define d′ : Y × Y → R¯+ where Y × Y ∋ (x, y) → d′ (x, y) =
(1− δx, y) d′ (y, x), where δ is the Kronecker delta, such that X ×X ∋ (x, x)→
d (x, y) = d′ (φ (x) , φ (y)) and (Y \φ (X)) × (Y \φ (X)) ∋ (x, y) → d′ (x, y) ={
0 x = y
∞ x 6= y and so we have that (Y, d
′) is an extended (pseudo-)metric space
and that the indiscernible pairs of distinct points in Y with respect to d′ are
exactly the images of the indiscernible pairs of distinct points in X with respect
to d. ⊓⊔
Recall that a (pseudo)metric is a map from the pairs of points of a space
X to the reals satisfying some axioms. An extended (pseudo)metric is a map
from the pairs of points of a space X to the extended reals, R (thus allowing∞)
satisfying the same respective axioms.
This may appear counterintuitive, since we would like to process our un-
bounded alphabet, but if X were unbounded so would be Y . Let Σ be a finite
alphabet. If we have an injection ψ : Σ → X , but not the other way around, there
always exists some power n of Σ such that there is an injection φ : X → Σn,
where n is unbounded. Hence, there exists an injection φ : X → Σ∗.
Note that a bijection is not required, which is beneficial since we may not
always find one. For example, even though all messages sent over a network can
be represented as strings of bytes, their representation is in general not bijective
due to some redundancies such as the CRC. In case a bijection φ does however
exist, it is called a translation and d′ is the translated metric.
Definition 9 (Translation). If φ is bijective we say that the (approximate)
string cover problem over Γ ∗ with respect to δ′ is a translation of the (approxi-
mate) string cover problem over Σ∗ with respect to δ.
An injection φ : X → Y naturally lifts to φ : X∗ → Y ∗ over strings, but
not necesarily to an injection. This is particularily important when Y = Σ∗ are
strings themselves. In many comunication protocols a problem is splitting the
flux into telegrams. If all telegrams have the same size i.e. Y = Σn such a split is
easy to do and the lifted φ : X∗ → (Σn)∗ is naturally injective. However, when
the telegrams have variable length we have to induce some additional structure,
such as a wake − up bit (like in MARK/SPACE serial protocols), a terminal
character (like with C strings) or start a string with its length (like with Pascal
strings and std::string).
Definition 10 (Block Variations). If Y = Σn for some n or Y = Σ∗• such
that |Y | > |X | > |Σ|, • /∈ Σ we say that the (approximate) string cover problem
over Y ∗ with respect to d′ is a block variation of the (approximate) string cover
problem over X∗ with respect to d.
Theorem 5. The block variation of an ACP/SCP has the same complexity as
the original modulo O (Nf(1) + g(N)) where N is the length of the input, f is
the complexity of φ : X∗ → Y ∗ and g the complexity of φ−1 : Y ∗ → X∗
Remark 3. Using Go¨del’s encoding (φ (w) =
|w|∏
i=1
pwii in base 1 where pi is the
ith prime number) we can represent a string using a single character. We can-
not however lift the telegrams produced this way using a Pascal encoding, and
we require one of the other two. Thus, block variations only make sense over
alphabets that are at least binary.
Theorem 6. For each fixed p ≥ 2, there is a metric d′ on (Zp)∗ induced by
a metric d on the naturals, and thus by any restriction of that metric to a Zn,
obtained by an injection for which both it and its inverse are computable in linear
time with regard to the input size and logarithmic time with regard to p.
Corollary 5. For any metric, the complexity of the ACP/SCP on an unbounded
size alphabet is the same as the complexity of its block variation induced by such
a function as the one in the theorem above on a finite size alphabet, using extra
O (N log p) time.
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A Omitted proofs
Proof (of Theorem 5). Let O be the complexity of the original problem and BV
the complexity of its block variation.
Let w ∈ Σ∗. After O (f(N) = O (Nf(1)) work we can solve the block varia-
tion and hence O ≤ BV +O (Nf(1)).
Let w ∈ Γ ∗. After O (g(N) work we can solve the original and hence BV ≤
O + O (g(N)). Note that if there is no inverse there is no solution to the ACP
and the only solution to the SCP is the string itself. ⊓⊔
Proof (of Theorem 6). We are now on the lookout for a ψ that
is more ”variable-size” in nature. The most natural example is de-
fined recursively. Let τp−2 : N → (Zp−2)∗ be the base-(p-2) con-
version i.e. |τp−2 (x)| = ⌈logp−2 (x+ 1)⌉ with τp−2 (x)⌈logp−2(x+1)⌉+1−i =(
x−
i−1∑
j=1
τp−2 (x)⌈logp−2(x+1)⌉+1−j
mod (p− 2)
)
∀i ∈ 1, ⌈logp−2 (x+ 1)⌉ and
consider the much less trivial:
ψ(x) =
{
0 (p− 1) τp−2 (n) ⌈logp−2 (x+ 1)⌉ ≤ p− 3
ψ
(⌈logp−2 (x+ 1)⌉) (p− 1) τp−2 (n) ⌈logp−2 (x+ 1)⌉ > p− 3
Note that this satisfies |ψ (x)| ≤ |ψ (⌈logp−2 (x+ 1)⌉)| + ⌈logp−2 (x+ 1)⌉ ≤
x + 1⇒ |ψ (x)| ≤ 2⌈logp−2 (x+ 1)⌉ ⇒ |ψ (x)| ∈ O
(
logp n
)
and thus this is also
a logarithmic-time logarithmic deflation. What remains now is to give a way to
compute d′′ in O (N logp n), or, equivalently, a way to compute φ−1 : (Zp−1)∗ →
N in O (logp n). Let x1 < x2 < · · · < xk be the set of apparitions of (p− 1) in
w ∈ (Zp−1)∗. ψ−1 (w) exists if and only if x1 > 1 = x0 + 1, xk < |w| = xk+1 − 1
and ∀i ∈ 1, k τ−1p−2
(
wxi−1+1 . . . wxi−1
)
= ⌈logp
(
1 + τ−1p−2
(
wxi+1 . . . wxi+1−1
))⌉,
in which case ψ−1 (w) = τ−1p−2
(
wxk+1 . . . wxk+1−1
)
so this can be checked in
logarithmic time. ⊓⊔
