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Possible short and semi-short positive energy, unitary representations of the
Osp(2N |4) superconformal group in three dimensions are discussed. Corresponding
character formulae are obtained, consistent with character formulae for the SO(3, 2)
conformal group, revealing long multiplet decomposition at unitarity bounds in a
simple way. Limits, corresponding to reduction to various Osp(2N |4) subalge-
bras, are taken in the characters that isolate contributions from fewer states, at
a given unitarity threshold, leading to considerably simpler formulae. Via these
limits, applied to partition functions, closed formulae for the generating functions
for numbers of BPS operators in the free field limit of superconformal U(n)×U(n)
N = 6 Chern Simons theory and its supergravity dual are obtained in the large
n limit. Partial counting of semi-short operators is performed and consistency
between operator counting for the free field and supergravity limits with long mul-
tiplet decomposition rules is explicitly demonstrated. Partition functions counting
certain protected scalar primary semi-short operators, and their superconformal
descendants, are proposed and computed for large n. Certain chiral ring partition
functions are discussed from a combinatorial perspective.
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1. Introduction
With the resurgence of interest recently in three dimensional superconformal field
theory, due largely to the discovery by Bagger and Lambert [1] of a new superconformal
N = 8 Chern Simons theory and, more recently, by Aharony et al [2] of a superconformal
N = 6 Chern-Simons theory, with U(n)×U(n) gauge symmetry, much attention has been
devoted to uncovering dualities [3,2], investigating integrability [4,5] and spectra [6,7,8]
etc. One issue that has hitherto perhaps not been explored in very much detail is the rep-
resentation theory, underlying these theories, for positive energy, unitary representations
of Osp(N|4). This paper is an attempt to address in some detail this issue and focuses on
the case of even N .1
For N = 4 superconformal symmetry in four dimensions such a detailed study of the
representation theory [10] proved fruitful in many ways, e.g. investigating the operator
product expansion, in terms of conformal partial wave expansions of four point functions,
see [11], for example, in partially determining the operator spectrum of N = 4 super Yang
Mills. In this context, superconformal characters provide for an alternative and arguably
more straightforward and powerful way of organising the sometimes detailed multiplet
structure that arises. They easily lead to the rules for long multiplet decomposition into
short/semi-short multiplets at unitarity bounds, formulae for decompositions in terms of
subalgebra representations and indicate how partition functions may be computed for
decoupled sectors.
The outline of this paper is as follows. In section 2 the superconformal algebra for
Osp(2N |4), i.e. for N = 2N , is given in detail. Mainly for the purposes of discussing
shortening conditions, constructing Verma module characters and finding subalgebras, it
proves easiest to use the orthonormal basis for the SO(2N) R-symmetry algebra. Section
3 gives a brief account of the possible shortening conditions for semi-short representations,
denoted by (N,A, n), n = 1, . . . , N−1, and (N,A,±), and short or BPS representations,
denoted by (N,B, n) and (N,B,±), as well as for the conserved current multiplet, denoted
(N, cons.). Here, highest weight states in the (N,A, n), respectively (N,A,±), (N,B, n),
(N,B,±), representations are annihilated by n/4N , respectively 1/4, n/2N , 1/2 of the
supercharges. (Hence, the (N,B,±) representations are referred to here as half BPS. For
N = 4, it is well known that there are two types of half BPS representation, see [12], and
1 Note that there is some overlap in the discussion here with some related issues explored in
[9] particularly with regard to long multiplet decomposition formulae. Odd N would require some
modification of the analysis here particularly with regard to possible short/semi-short multiplets.
While straightforward, an extension to odd N is avoided here to ensure notation is not overly
cumbersome.
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[13] for a discussion.)
In section 4 the characters for positive energy, unitary representations of the
Osp(2N |4) superconformal group are obtained through use of Verma module characters
and the Weyl symmetriser for the maximal compact subgroup, U(1)⊗ SU(2)⊗ SO(2N).
BPS and conserved conserved current multiplet characters are decomposed in terms of
SO(3, 2)⊗SO(2N) characters. The decomposition rules for long multiplets at the unitar-
ity bounds are found. In particular, they imply that in any N = 2N superconformal field
theory in three dimensions, operators in all (N,B, n), n > 1, as well as in (N,B,±) and
certain (N,B, 1), BPS multiplets must have protected conformal dimensions.
In section 5, various limits are taken in the characters that lead to non-vanishing
formulae only for subsets of the characters corresponding to different short/semi-short
multiplets. These are shown, from appendix A, to match with various Osp(2N |4) sub-
algebra characters and, in terms of partition functions, isolate different sectors of oper-
ators.2 For the subset being {(N,B,m), m ≥ n, (N,B,+), (N,B,−)} the subalgebra
is U(1) ⊗ SO(2N−2m) while for the subsets {(N,B,±)} there are two U(1) subalge-
bras. Similarly, for the subset being {(N,A,m), m ≥ n, (N,A,+), (N,A,−), (N,B, l),
1 ≤ l ≤ N , (N,B,+), (N,B,−), (N, cons.)} where (N,B, l), l < m, multiplets have partic-
ular SO(2N) R-symmetry eigenvalues, the subalgebra is U(1)⊗Osp(2N−2m|2). Finally,
for the subsets {(N,A,±), (N,B, l), 1 ≤ l ≤ N , (N,B,+), (N,B,−), (N, cons.)}, where
(N,B, l), l < m, (N,B,∓) multiplets have particular SO(2N) R-symmetry eigenvalues,
there are two U(1) ⊗ SU(1, 1) subalgebras. The limits are shown to be consistent with
long multiplet decomposition rules and also with the index of [6].
In section 6, the general free field multi-particle partition function for N = 6 super-
conformal Chern Simons theory is written in detail in terms of superconformal characters
and, for large n, computed using symmetric polynomial techniques. Also, the correspond-
ing partition function is given in detail for the supergravity limit.
In section 7, operator counting for short and certain semishort multiplets is inves-
tigated using the limits taken in section 5, and other symmetric polynomial techniques,
described in appendix B, and shown to be consistent with expectations from long multiplet
decomposition rules.
In the conclusion, partition functions counting certain protected semi-short operators
are discussed. Some related comments are made about N = 4 super Yang Mills, explained
in more detail in appendix C, where a certain class of chiral ring partition functions are
2 I thank Troels Harmark for pointing out to me that different sectors, along with the
SU(2)× SU(2) one, were also briefly considered in [5], for N = 6 superconformal Chern Simons
theory.
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computed using the Polya enumeration theorem.
2. The Superconformal Algebra in Three Dimensions
In d dimensions, the standard non-zero commutators of the conformal group SO(d, 2)
are given by, for ηab = diag.(−1, 1, . . . , 1), a, b = 0, 1, . . . , d− 1,
[Mab, Pc] = i(ηacPb − ηbcPa) , [Mab, Kc] = i(ηacKb − ηbcKa) ,
[Mab,Mcd] = i(ηacMbd − ηbcMad − ηadMbc + ηbdMac) ,
[D,Pa] = Pa , [D,Ka] = −Ka , [Ka, Pb] = −2iMab + 2ηabD ,
(2.1)
where the generators of translations are Pa, those of special conformal transformations are
Ka, those of SO(d− 1, 1) are Mab = −Mba while that of scale transformations is D.
For later application it is convenient to write the Sp(4,R)/Z2 ≃ SO(3, 2) algebra for
three dimensions in the spinor basis so that for,3
Pαβ = (γ
a)αβ Pa , K
αβ = (γ¯a)αβKa , Mα
β = i2 (γ
a γ¯b)α
βMab , (2.2)
the algebra (2.1) becomes,
[Mα
β , Pγδ] = δγ
β Pαδ + δδ
β Pαγ − δαβ Pγδ ,
[Mα
β, Kγδ] = −δαγ Kβδ − δαδKβγ + δαβKγδ ,
[Mα
β,Mγ
δ] = −δαδMγβ + δγβMαδ , [D,Pαβ] = Pαβ , [D,Kαβ] = −Kαβ ,
[Kαβ, Pγδ] = 4 δ(γ
(αMδ)
β) + 4 δ(γ
α δδ)
β D .
(2.3)
For supercharges and their superconformal extensions the non-zero (anti-)commutators
are given by,
{Qrα, Qsβ} = 2δrs Pαβ , {Srα, Ssβ} = 2δrsKαβ ,
[Kαβ, Qrγ ] = i(δγ
α Sr
β + δγ
β Sr
α) , [Pαβ, Sr
γ ] = −i(δαγ Qrβ + δβγ Qrα) ,
[Mα
β, Qrγ ] = δγ
β Qrα − 12δαβ Qrγ , [Mαβ , Srγ ] = −δαγ Srβ + 12δαβSrγ ,
[D,Qrα] =
1
2Qrα , [D,Sr
α] = −12Srα ,
[Rrs, Qtα] = i(δrtQsα − δstQrα) , [Rrs, Stα] = i(δrt Ssα − δst Srα) ,
(2.4)
3 The conventions used here for the gamma matrices are that γ0 = 1, γ1 = σ1, γ
2 = σ3,
in terms of Pauli matrices σ1, σ3, so that γ
a are real, symmetric matrices. We take (γ¯a)αβ =
εαγ (γa)γδ ε
δβ where εαβ = −εβα, ε12 = 1, εαβε
γδ = −δα
γ δβ
δ + δα
δ δβ
γ . We thus have γaγ¯b +
γbγ¯a = ηab1, γ¯aγb+ γ¯bγa = ηab1, and the completeness relation (γa)αβ(γ¯a)
γδ = δα
γ δβ
δ+δα
δ δβ
γ .
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along with
{Qrα, Ssβ} = 2i(Mαβδrs − iδαβ Rrs + δαβ δrsD) , (2.5)
where the SO(n) R-symmetry generators Rrs = −Rrs = Rrs† satisfy
[Rrs, Rtu] = i(δrtRsu − δstRru − δruRst + δsuRrt) . (2.6)
In order to discuss highest weight states and shortening conditions (2.6) is now rewrit-
ten in terms of generators in the orthonormal basis of SO(2N), which has rank N . In this
basis, the Cartan subalgebra Hn, and raising/lowering operators E
+±
mn/E
−±
mn , m < n, are
given by, for m,n = 1, . . . , N ,4
Hn = R2n−1 2n , E
+±
mn = R2m−1 2n−1 + i R2m 2n−1 ± i R2m−1 2n ∓R2m 2n ,
E−±mn = E
+∓
mn
† , E−±mn = −E±−nm , E+±mn = −E±+nm ,
(2.7)
so that the non-zero commutators from (2.6) are, for l = 1, . . . , N ,
[Hl, E
+±
mn ] = (δlm ± δln)E+±mn , [Hl, E−±mn ] = (−δlm ± δln)E−±mn ,
[E+±mn , E
−∓
mn ] = 4(Hm ±Hn) ,
[E+±lm , E
−±
ln ] = 2i E
±±
mn , [E
+±
lm , E
−∓
ln ] = 2i E
±∓
mn ,
(2.8)
where m 6= n in the last line.
In this basis a convenient choice for the supercharges and their superconformal exten-
sions is given by
Qnα = 1√
2
(
Q2n−1α + iQ2nα
)
, Q¯nα = 1√
2
(
Q2n−1α − iQ2nα
)
,
Snα = 1√
2
(
S2n−1
α + i S2n
α
)
, S¯nα = 1√
2
(
S2n−1
α − i S2nα
)
.
(2.9)
Trivially, from (2.4),
[Kαβ,Qnγ ] = i(δγα Snβ + δγβ Snα) , [Pαβ ,Snγ ] = −i(δαγ Qnβ + δβγ Qnα) ,
[Mα
β ,Qnγ ] = δγβ Qnα − 12δαβ Qnγ , [Mαβ ,Snγ ] = −δαγ Snβ + 12δαβSnγ ,
[D,Qnα] = 12Qnα , [D,Snα] = −12Snα ,
(2.10)
4 E+±mn/E
−±
mn correspond to the positive/negative roots em ± en/−em ± en, m < n, where
en, em are usual R
N orthonormal vectors. A linearly independent basis for raising/lowering
operators is {E+−nn+1, E
++
N−1N}/{E
−+
nn+1, E
−−
N−1N}, n = 1, . . . , N−1, corresponding to the posi-
tive/negative simple roots.
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along with identical equations for Qnα,Snα → Q¯nα, S¯nα. The non-zero anti-commutators
among the supercharges and their superconformal extensions are,
{Qmα, Q¯nβ} = 2δmnPαβ , {Smα, S¯nβ} = 2δmnKαβ ,
{Qmα, S¯mβ} = 2i
(
Mα
β + δα
βD − δαβHm
)
,
{Q¯mα,Smβ} = 2i
(
Mα
β + δα
βD + δα
βHm
)
,
{Qmα,Snβ} = δαβE++mn , {Q¯mα, S¯nβ} = δαβE−−mn ,
{Qmα, S¯nβ} = δαβE+−mn , {Q¯mα,Snβ} = δαβE−+mn ,
(2.11)
where m 6= n in the last two lines. Finally, under the action of the generators (2.7) the
non-zero commutators are
[Hm,Qnα] = δmnQnα , [Hm,Snα] = δmn Snα ,
[Hm, Q¯nα] = −δmn Q¯nα , [Hm, S¯nα] = −δmn S¯nα ,
[E−+lm ,Qnα] = −[E+−ml ,Qnα] = 2i δlnQmα , [E−+lm ,Snα] = −[E+−ml ,Snα] = 2i δlnSmα ,
[E−−lm ,Qnα] = 2i(δlnQ¯mα − δmnQ¯lα) , [E−−lm ,Snα] = 2i(δlnS¯mα − δmnS¯lα) ,
[E+−lm , Q¯nα] = −[E−+ml , Q¯nα] = 2i δlnQ¯mα , [E+−lm , S¯nα] = −[E−+ml , S¯nα] = 2i δlnS¯mα ,
[E++lm , Q¯nα] = 2i(δlnQmα − δmnQlα) , [E++lm , S¯nα] = 2i(δlnSmα − δmnSlα) .
(2.12)
Suppressing spinor indices, the action of the linearly independent set of lowering op-
erators on Qn may be expressed by the following diagram.
Q1 −→
E−+12
Q2 −→
E−+23
Q3 −→ · · · −→
QN
E−+
N−1Nր ցE−−N−1N
QN−1 Q¯N−1
E−−
N−1N
ց րE−+
N−1N
Q¯N
−→ · · · −→ Q¯3 −→
E−+23
Q¯2 −→
E−+12
Q¯1
(2.13)
Of course, an identical diagram applies to Sn, S¯n. (This diagram is helpful later for
discussing the shortening conditions and the computation of superconformal characters.)
The spin generators in terms of SU(2) generators may be expressed as follows,
[Mα
β] =
(
J3 J+
J− −J3
)
, [J+, J−] = 2J3 , [J3, J±] = ±J± , (2.14)
where (Qn1,Qn2), (Q¯n1, Q¯n2), (Sn2,−Sn1), (S¯n2,−S¯n1) transform as usual spin 12 dou-
blets, each with J3 eigenvalues (
1
2 ,−12 ).
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3. Shortening Conditions for Unitary Multiplets
For physical applications, we require states with positive real conformal dimensions,
non-negative half integer spin eigenvalues and in finite dimensional irreducible representa-
tions of the R-symmetry group SO(2N). Hence it is sufficient to consider superconformal
representations defined by highest weight states |∆, j, r〉h.w. with,
(Kαβ, Snα, S¯nα, J+, E+±mn )|∆, j, r〉h.w. = 0 , 1 ≤ m < n ≤ N ,
(D, J3, Hm)|∆, j, r〉h.w. = (∆, j, rm)|∆, j, r〉h.w. ,
r = (r1, . . . , rN ) ,
(3.1)
where ∆ is the conformal dimension, j ∈ 1
2
N is the spin, and with SO(2N) Dynkin labels
expressed in terms of rj ∈ 12Z required to satisfy,
[r1 − r2, . . . , rN−2 − rN−1, rN−1 + rN , rN−1 − rN ] ∈ NN , (3.2)
so that, in particular, r1 ≥ r2 ≥ . . . ≥ rN−1 ≥ |rN |.
For a representation space with basis V(∆;j;r), the states are given by
V(∆;j;r) =


∏
α,β,γ,δ=1,2
γ≤δ, 1≤n,m,r,s≤N
(Qnα)κnα(Q¯mβ)κ¯mβ (Pγδ)kγδ (J−)K(E−±rs )Krs |∆, j, r〉h.w.

 ,
(3.3)
for κnα, κ¯mβ ∈ {0, 1} and kγδ, K,Krs ∈ N.
Unitarity requires that [14],5
∆ ≥
{
r1 + j + 1 , for j > 0
r1 , for j = 0
. (3.4)
The superconformal multiplets may be truncated by various shortening conditions
which are considered now. For the BPS shortening condition,
Qnα|∆, j, r〉h.w. = 0 , α = 1, 2 , (3.5)
5 In the basis (2.3), (2.4), (2.5), (2.6), all the generators of Osp(2N |4) are hermitian, apart
from D and Mα
β which are anti-hermitian. In order to impose the physically necessary unitarity
conditions arising from a scalar product defined by the two point function for the conformal fields,
it is sufficient to perform a similarity transformation, see [10] for example, where, in particular,
D and Mα
β become hermitian so that Mα
β generates SO(3), rather than SO(2, 1), and D has
real eigenvalues which are required to be positive except for the trivial representation. Of course,
such a similarity transformation does not affect the shortening conditions derived here.
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then this leads to the following equations, using (2.11),
(E+±nm , J±, D ± J3 −Hn)|∆, j, r〉h.w. = 0 , 1 ≤ m ≤ N , m 6= n , (3.6)
so that, using (2.8), (2.14) and (3.1),
∆ = rn , r1 = r2 = . . . = rn , j = 0 . (3.7)
Clearly, (3.5) with (3.6) implies that Qmα|∆, j, r〉h.w. = 0, m < n.
Imposing the constraint,
Q¯Nα|∆, 0, r〉h.w. = 0 , α = 1, 2 , (3.8)
leads to, using (2.11),
(E±−mN , J±, D ± J3 +HN )|∆, j, r〉h.w. = 0 , 1 ≤ m < N , (3.9)
so that, using (2.8), (2.14) and (3.1),
∆ = −rN , r1 = r2 = . . . = −rN , j = 0 . (3.10)
We may also consider the semi-short multiplet condition,
(
Qn2 − 1
2j
Qn1J−
)
|∆, j, r〉h.w. = 0 , (3.11)
whereby applying S¯l2 and using (2.11) we obtain,
(E+±nm , D − J3 −Hn − 12j J+J−)|∆, j, r〉h.w. = 0 , 1 ≤ m ≤ N , m 6= n , (3.12)
so that, using (2.8), (2.14) and (3.1),
∆ = rn + j + 1 , r1 = r2 = . . . = rn . (3.13)
We may also consider,
(
Q¯N2 − 1
2j
Q¯N1J−
)
|∆, j, r〉h.w. = 0 , (3.14)
whereby applying Sl2 and using (2.11) then
(E±−mN , D − J3 +HN − 12jJ+J−)|∆, j, r〉h.w. = 0 , 1 ≤ m < N , (3.15)
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so that, using (2.8), (2.14) and (3.1),
∆ = −rN + j + 1 , r1 = r2 = . . . = −rN . (3.16)
Imposing both,(
QN2 − 1
2j
QN1J−
)
|∆, j, r〉h.w. = 0 ,
(
Q¯N2 − 1
2j
Q¯N1J−
)
|∆, j, r〉h.w. = 0 , (3.17)
leads to a conservation condition on the highest weight state, using (2.11),(
(2j − 1)(2j P22 − 2P12J−)+ P11J−2)|∆, j, r〉h.w. = 0 , (3.18)
and also to, using (3.13), for n = N , and (3.16),
∆ = j + 1 , r = 0 . (3.19)
It is easy to see that imposing BPS or semi-shortening conditions, other than the
above, using other Q¯nα, n 6= N , leads to violations of (3.4), implying that corresponding
multiplets are non-unitary. These are not considered here.
For the truncated supermultiplets M, the Verma modules V(∆;j;r) → VM(∆;j;r) are gen-
erated by a subset of the generators in (3.3) so that it is sufficient to set some κnα, κ¯mβ, kγδ
to zero.
Using the information encapsulated in (2.13), then the condition (3.5), for BPS mul-
tiplets, entails omitting Qjα, j = 1, . . . , n from (3.3), so that κjα = 0. Similarly, for
(3.8), then κjα, κ¯Nα = 0, j = 1, . . . , N−1, while for the semi-shortening conditions, (3.11),
κj2 = 0, j = 1, . . . , n, and (3.14), κj2, κ¯N2 = 0, j = 1, . . . , N−1. Corresponding to (3.17)
with (3.18) then κj2, κ¯N2 = 0, j = 1, . . . , N , k22 = 0 for the multiplet of conserved currents.
This information along with notation is summarised in the table below.
Table 1
Type ∆ r Omitted Denoted
Long ≥ r1 + j + 1 r1 ≥ . . . ≥ |rN | None (N,A, 0)
Semi-Short r1 + j + 1 r1 = . . . = rn {Qi2}ni=1 (N,A, n)
for n < N
Semi-Short r1 + j + 1 r1 = . . . = rN {Qi2}Ni=1 (N,A,+)
Semi-Short r1 + j + 1 r1 = . . . = −rN {Qi2, Q¯N2}N−1i=1 (N,A,−)
BPS r1 r1 = . . . = rn {Qiα}ni=1 (N,B, n)
for n < N
1
2
BPS r1 r1 = . . . = rN {Qiα}Ni=1 (N,B,+)
1
2 BPS r1 r1 = . . . = −rN {Qiα, Q¯Nα}N−1i=1 (N,B,−)
cons. current j + 1 ri = 0 {Qi2, Q¯N2, P22}Ni=1 (N, cons.)
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4. Superconformal Characters for SO(2N) R-symmetry
A procedure for computing conformal characters for higher than two dimensions and
N = 4 superconformal characters for four dimensions has been explained in detail elsewhere
[15,16]. The procedure is also closely related to that in [10] for constructing supermultiplets
by employing the Racah-Speiser algorithm. We proceed by analogy with [15,16].
Introducing variables s, x, y = (y1, . . . , yN ), we may write the character corresponding
to the restricted Verma module, (3.3) for V(∆;j;r) → VM(∆;j;r), as a formal trace,
CM(∆;j,r)(s, x, y) = T˜rVM
(∆;j;r)
(
s2Dx2J3y1
H1 · · ·yNHN
)
= s2∆C2j(x)C
(N)
r (y)
×
∑
kγδ∈N
(s2x2)k11s2k12(s2x−2)k22
×
∑
κnα,κ¯mβ∈{0,1}
(s yn x)
κn1(s yn x
−1)κn2(s ym
−1x)κ¯m1(s ym
−1x−1)κ¯m2 ,
(4.1)
where the sum over kγδ gives the contributions of Pγδ and that over κnα, κ¯mβ gives those
of Qnα, Q¯βm, and where,
Cj(x) =
xj+1
x− x−1 ,
C(N)r (y) =
∏N
j=1yj
rj+j−1/∆(y + y−1) , ∆(y) =
∏
1≤i<j≤N
(yi − yj) ,
(4.2)
are the Verma module characters for SU(2) and SO(2N), giving contributions from the
J−, E
−±
rs generators, and the highest weight state, in (3.3).
Once the correct generators are omitted from (3.3), so that various κnα, κ¯mβ, kγδ are
zero in (4.1), the prescription for finding the characters of corresponding unitary irreducible
representations RM(∆;j;r) is simply given by,6
χM(∆;j;r)(s, x, y) = TrRM
(∆;j;r)
(
s2D x2J3 y1
H1 · · · yNHN
)
= W(N) CM(∆;j;r)(s, x, y) , (4.3)
where W(N) = WS2WSN⋉(S2)
N−1
is the Weyl symmetriser for the maximal compact sub-
group of the superconformal group, U(1)× SU(2)× SO(2N). Here S2 and SN ⋉ (S2)N−1
6 As discussed in [15,16], the action of the Weyl symmetriser on the Verma module character
corresponds to quotienting out null states in the Verma module, (3.3) for V(∆;j;r) → V
M
(∆;j;r), to
obtain the irreducible module, (3.3) for V(∆;j;r) → R
M
(∆;j;r).
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are the Weyl symmetry groups for SU(2) and SO(2N) and, for some functions f(x),
f(y) = f(y1, . . . , yN ), the action of the relevant Weyl symmetrisers is given by,
W
S2 f(x) = f(x) + f(x−1) ,
W
SN⋉(S2)
N−1
f(y) =
∑
ε1,...,εN=±1∏
i
εi=1
∑
σ∈SN
f(yσ(1)
ε1 , . . . , yσ(N)
εN ) .
(4.4)
It is important to realise that the resulting characters may be expanded in terms of SU(2)×
SO(2N) characters using,
χj(x) = W
S2Cj(x) =
xj+1 − x−j−1
x− x−1 ,
χ(N)r (y) = W
SN⋉(S2)
N−1
C(N)r (y)
=
(
det
[
yi
rj+N−j + yi
−rj−N+j
]
+ det
[
yi
rj+N−j − yi−rj−N+j
])
/2∆(y + y−1) ,
(4.5)
the usual Weyl character formulae for SU(2) and SO(2N) finite dimensional, irreducible
representations.
Defining,
P (s, x) =
1
(1− s2)(1− s2x2)(1− s2x−2) ,
Qn(y, x) =
N∏
j=n+1
(1 + yjx) , Q¯n(y, x) =
n∏
j=1
(1 + yj
−1x) ,
(4.6)
then this prescription leads to the following character formulae for the unitary irreducible
representations, using (4.1) with (4.3) and with the notation of Table 1,
χ
(N,i,n)
(∆;j;r1,...,r1,rn+1,...,rN )
(s, x, y) = W(N) C
(N,i,n)
(∆;j;r1,...,r1,rn+1,...,rN )
(s, x, y)
= s2∆P (s, x)W(N)
(
C2j(x)C
(N)
r (y)R(N,i,n)(s, x, y)
∏
ε=±1Q¯N (s−1y, xε)
)
, n < N ,
χ
(N,i,±)
(∆;j;r,...,r,±r)(s, x, y) = W
(N) C
(N,i,±)
(r+j+1;j;r,...,r,±r)(s, x, y)
= s2∆P (s, x)W(N)
(
C2j(x)C
(N)
r (y)R(N,i,±)(s, x, y)
∏
ε=±1Q¯N−1(s−1y, xε)
)
,
(4.7)
where,
R(N,i,n)(s, x, y) =
{Q0(sy, x)Qn(sy, x−1) for i = A,∏
ε=±1Qn(sy, xε) for i = B,
R(N,i,±)(s, x, y) =
{Q0(sy, x)(1 + syN−1x)(1 + syN∓1x−1) for i = A,∏
ε=±1(1 + syN
∓1xε) for i = B,
(4.8)
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and appropriate ∆, j are as given in Table 1. (The conserved current multiplet is discussed
separately below.)
Using invariance of
∏
ε=±1Q0(sy, xε)Q¯N (s−1y, xε) under W(N) then the long multi-
plet character is given by,
χ
(N,long)
(∆;j;r) (s, x, y) = χ
(N,A,0)
(∆;j;r) (s, x, y)
= s2∆P (s, x)χ2j(x)χ
(N)
r (y)
∏
ε=±1Q0(sy, xε)Q¯N (s−1y, xε) .
(4.9)
This may be expanded in terms of SU(2)× SO(2N) characters using the identities,
P (s, x) =
1
1− s4
∞∑
n=0
s2n χ2n(x) , (4.10)
along with, for later use,
∏N
j=1(1 + t yj)(1 + t yi
−1)
=
∑N−1
n=0
(
tn + t2N−n
)
χ
(N)
(1n,0N−n)
(y) + tN χ
(N)
(1N )
(y) + tN χ
(N)
(1N−1,−1)
(y) .
(4.11)
Simplification of BPS Multiplet Characters
Half BPS characters may be simplified by first writing, easily obtained from (4.7),
χ
(N,B,±)
(r;0;r,...,r,±r)(s, x, y)
= s2rP (s, x)
2∑
a1,...,aN=0
sa1+...+aNχja1 (x) · · ·χjaN (x)χ
(N)
(r−a1,r−a2,...,±r∓aN )
(y) ,
(4.12)
where, ja =
1
2
(1− (−1)a) so that
j0 = j2 = 0 , j1 = 1 . (4.13)
11
Some further manipulation shows that (4.12) may be simlified further to,7
χ
(N,B,±)
(r;0;r,...,r,±r)(s, x, y)
= s2rP (s, x)
∑
0≤a1≤...≤aN≤2
sa1+...+aNχja1,...,aN (x)χ
(N)
(r−a1,r−a2,...,±r∓aN )
(y) ,
(4.14)
where
ja1,...,aN =
1
2 (N − (−1)a1 − . . .− (−1)aN ) . (4.15)
Further simplifications to the half BPS character (4.14) occur for r < 2. For r = 1
then,
χ
(N,B,±)
(1;0;1,...,1,±1)(s, x, y)
= A(1,0)(s, x) χ(N)(1N−1,±1)(y) +A( 32 , 12 )(s, x) χ
(N)
(1N−1,0)
(y) +A(2,0)(s, x) χ(N)(1N−1,∓1)(y)
+
∑N−2
n=0 D 12 (N−n)(s, x) χ
(N)
(1n,0N−n)
(y) ,
(4.16)
where,
A(∆,j) = s2∆χ2j(x)P (s, x) , Dj = s2j+2
(
χ2j(x)− s2χ2j−2(x)
)
P (s, x) , (4.17)
are the characters for unitary irreducible representations of the conformal group in three
dimensions, SO(3, 2), [18] - see also [15] - whereby A(∆,j) corresponds to an unconstrained
spin j field, conformal dimension ∆ ≥ j = 1, while Dj corresponds to a conserved current
with spin j, conformal dimension j + 1, including all their conformal descendants (or
derivatives acting on fields).
Similarly, for r = 1
2
then,
χ
(N,B,±)
( 12 ;0;
1
2 ,...,
1
2 ,±
1
2 )
(s, x, y) = DRac(s, x)χ(N)( 12 ,..., 12 ,± 12 )(y) +DDi(s, x)χ
(N)
(12 ,...,
1
2 ,∓
1
2 )
(y) (4.18)
7 Another consistency check is for N = 4, or SO(8) R-symmetry, whereby this formula
leads directly to,
χ
(4,B,−)
(r;0;r,r,r,−r)
(s, x, y) = s2rP (s, x)
(
χ
(4)
(r,r,r,−r)
(y) + sχ1(x)χ
(4)
(r,r,r,1−r)
(y) + s2χ
(4)
(r,r,r,2−r)
(y)
+ s2χ2(x)χ
(4)
(r,r,r−1,1−r)(y) + s
3χ1(x)χ
(4)
(r,r,r−1,2−r)(y) + s
3χ3(x)χ
(4)
(r,r−1,r−1,1−r)(y)
+ s4χ
(4)
(r,r,r−2,2−r)
(y) + s4χ2(x)χ
(4)
(r,r−1,r−1,2−r)
(y) + s4χ4(x)χ
(4)
(r−1,r−1,r−1,1−r)
(y)
+ s5χ1(x)χ
(4)
(r,r−1,r−2,2−r)
(y) + s5χ3(x)χ
(4)
(r−1,r−1,r−1,2−r)
(y) + s6χ
(4)
(r,r−2,r−2,2−r)
(y)
+ s6χ2(x)χ
(4)
(r−1,r−1,r−2,2−r)(y) + s
7χ1(x)χ
(4)
(r−1,r−2,r−2,2−r)(y) + s
8χ
(4)
(r−2,r−2,r−2,2−r)(y)
)
which corresponds exactly to the graviton spectrum derived in [17].
12
where,
DRac(s, x) = s+ s
3
(1− s2x2)(1− s2x−2) , DDi(s, x) =
s2(x+ x−1)
(1− s2x2)(1− s2x−2) , (4.19)
are characters for the free field representations of SO(3, 2), the so called ‘Di’, respectively,
‘Rac’, singleton representations [19], corresponding to a free spin 1
2
, respectively, scalar,
field with conformal dimension 1, respectively, 12 , and all its descendants.
Finally, from (4.14) it may be shown that,
χ
(N,B,±)
(0;0;0,...,0)(s, x, y) = 1 , (4.20)
the character for the identity representation.
For other BPS characters, from (4.7), we may write, similarly to (4.12) with (4.13),
χ
(N,B,n)
(r1;0;r1,r1,...,r1,rn+1,...,rN )
(s, x, y)
= s2r1P (s, x)
2∑
a1,...,aN
a¯n+1,...,a¯N
=0
sa1+...+aN+a¯n+1+...+a¯N
∏N
i=1χjai (x)
∏N
i=n+1χja¯i (x)
× χ(N)(r1−a1,...,r1−an,rn+1+a¯n+1−an+1,...,rN+a¯N−aN )(y) ,
(4.21)
and, similarly to (4.14) with (4.15), using that r1 = r2 = . . . = rn,
χ
(N,B,n)
(r1;0;r1,r1,...,r1,rn+1,...,rN )
(s, x, y)
= s2r1P (s, x)
×
∑
0≤a1≤...≤an≤2
2∑
an+1,...,aN
a¯n+1,...,a¯N
=0
sa1+...+aN+a¯n+1+...+a¯Nχja1,a2,...,an (x)
∏N
i=n+1χjai (x)χja¯i (x)
× χ(N)(r1−a1,...,r1−an,rn+1+a¯n+1−an+1,...,rN+a¯N−aN )(y) ,
(4.22)
where,
ja1,...,an =
1
2 (n− (−1)a1 − . . .− (−1)an) . (4.23)
Without further restrictions on ri, or s, x, y, there appear to be no further simplifications
to (4.22).
The Conserved Current Multiplet Character
The conserved current multiplet (which has been excluded so far from the above
discussion) corresponding to the semi-shortening condition (3.17), has character,
χ
(N,cons.)
(j+1;j;0,...,0)(s, x, y)
= s2j+2P (s, x)W(N)
(
C2j(x)C
(N)
0 (y)(1− s2x−2)Q0(sy, x)Q¯N(s−1y, x)Q¯N−1(s−1y, x−1)
)
,
(4.24)
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which ensures that the contributions from the supercharges Qn2, n = 1, . . . , N , Q¯N2 along
with P22 are omitted from the Verma module character (4.1).
To simplify, it is useful to observe that Q0(sy, x)Q¯N(s−1y, x) is invariant under action
by WSN⋉(S2)
N−1
and, further, that WSN⋉(S2)
N−1
C0(y)Q¯N−1(y, t) = 1 so that
χ
(N,cons.)
(j+1;j;0,...,0)(s, x, y) = s
2j+2P (s, x)WS2
(
C2j(x)(1− s2x−2)Q0(sy, x)Q¯N(s−1y, x)
)
=
N−1∑
n=0
(
Dj+ 12n(s, x) +Dj+N− 12n(s, x)
)
χ
(N)
(1n,0N−n)
(y)
+Dj+ 12N (s, x)
(
χ
(N)
(1N )
(y) + χ
(N)
(1N−1,−1)
(y)
)
,
(4.25)
using (4.11), to expand in x, and subsequently the expression for the conserved current
character in (4.17).
Long Multiplet Decompositions
Using linearity of W(N) we may easily obtain, for j ≥ 12 , r1 > r2,
χ
(N,long)
(r1+j+1;j;r1,r2,...,rN )
(s, x, y)
= W(N)(1 + s y1 x
−1)C
(N,A,1)
(r1+j+1;j;r1,r2,...,rN )
(s, x, y)
= χ
(N,A,1)
(r1+j+1;j;r1,r2,...,rN )
(s, x, y) + χ
(N,A,1)
(r1+j+
3
2 ;j−
1
2 ;r1+1,r2,...,rN )
(s, x, y) ,
(4.26)
which expresses the reducibility of a long multiplet with ∆ = r1+j+1 into a sum of semi-
short multiplets.
For semi-short multiplet characters it may be shown that, for r1 = r2 = . . . = rn >
rn+1, r > 0,
8
χ
(N,A,1)
(r1+j+1;j;r1,...,r1,rn+1,...,rN )
(s, x, y) = χ
(N,A,n)
(r1+j+1;j;r1,...,r1,rn+1,...,rN )
(s, x, y) ,
χ
(N,A,1)
(r+j+1,j,r,...,r,±r)(s, x, y) = χ
(N,A,±)
(r+j+1,j,r,...,r,±r)(s, x, y) .
(4.27)
8 This employs,
χ
(N,A,1)
(r1+j+1;j;r1,...,r1,rn+1,...,rN )
(s, x, y)
= W(N)
∏n
i=2
(1 + s yi x
−1)C
(N,A,n)
(r1+j+1;j;r1,...,r1,rn+1,...,rN )
(s, x, y) ,
along with the identity χ
(N)
rw (y) = (−1)
|w|χ
(N)
r (y), w ∈ SN ⋉ (S2)
N−1, where rw = w(r + ρ) − ρ,
with w ∈ SN ⋉ (S2)
N−1, the Weyl group, and ρ = (N−1, N−2, . . . , 0), being the Weyl vector.
In particular, χ
(N)
(r1,...,r1,r1+1,...,rN )
(y) = 0 which implies χ
(N,A,n)
(∆′;j′;r1,...,r1,r1+1,...,rN )
(s, x, y) = 0. The
(N,A,±) cases may be found similarly.
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Similarly, for the conserved current multiplet character,
χ
(N,A,1)
(j+1;j;0,...,0)(s, x, y) = χ
(N,cons.)
(j+1;j;0,...,0)(s, x, y) . (4.28)
In order to avoid ambiguity, it is assumed in what follows that rn > rn+1, for (N,A, n)
semishort multiplet characters, unless otherwise stated.
From (4.26) with (4.27) and (4.28), then we have, for j ≥ 12 , r1 > rn+1, n < N ,
χ
(N,long)
(r1+j+1;j;r1,r1,...,r1,rn+1,...,rN )
(s, x, y)
= χ
(N,A,n)
(r1+j+1;j;r1,...,r1,rn+1,...,rN )
(s, x, y) + χ
(N,A,1)
(r1+j+
3
2 ;j−
1
2 ;r1+1,r1,...,r1,rn+1,...,rN )
(s, x, y) ,
(4.29)
along with, for r > 0,
χ
(N,long)
(r+j+1;j;r,...,r,±r)(s, x, y)
= χ
(N,A,±)
(r+j+1;j;r,...,r,±r)(s, x, y) + χ
(N,A,1)
(r1+j+
3
2 ;j−
1
2 ;r+1,r,...,r,±r)
(s, x, y) ,
(4.30)
and,
χ
(N,long)
(j+1;j;0,...,0)(s, x, y) = χ
(N,cons.)
(j+1;j;0,...,0)(s, x, y) + χ
(N,A,1)
(j+ 32 ;j−
1
2 ;1,0,...,0)
(s, x, y) . (4.31)
It is also easily seen that,
χ
(N,A,1)
(r1+
1
2 ;−
1
2 ;r1,r2,...,rN )
(s, x, y) = W(N)(1 + s y1 x)C
(N,B,1)
(r1+
1
2 ;−
1
2 ;r1,r2,...,rN )
(s, x, y)
= χ
(N,B,1)
(r1+1;0;r1+1,r2,...,rN )
(s, x, y) ,
(4.32)
using WS2C−1(x) = 0, W
S2xC−1(x) = W
S2C0(x) = 1, so that, for r1 > r2,
χ
(N,long)
(r1+1;0;r1,r2,...,rN )
(s, x, y) = W(N)(1 + s y1 x
−1)C
(N,A,1)
(r1+1;0;r1,r2,...,rN )
(s, x, y)
= χ
(N,A,1)
(r1+1;0;r1,r2,...,rN )
(s, x, y) + χ
(N,B,1)
(r1+2;0;r1+2,r2,...,rN )
(s, x, y) ,
(4.33)
which expresses the reducibility of a long multiplet with ∆ = r1+1 into a sum of a (N,B, 1)
BPS and a semi-short multiplet.
Thus, from (4.33) with (4.27) and (4.28), we have, for r1 = rn > rn+1,
χ
(N,long)
(r1+1;0;r1,...,r1,rn+1,...,rN )
(s, x, y)
= χ
(N,A,n)
(r1+1;0;r1,...,r1,rn+1,...,rN )
(s, x, y) + χ
(N,B,1)
(r1+2;0;r1+2,r1,...,r1,rn+1,...,rN )
(s, x, y) ,
(4.34)
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along with, for r > 0,
χ
(N,long)
(r+1;0;r,...,r,±r)(s, x, y)
= χ
(N,A,±)
(r+1;0;r,...,r,±r)(s, x, y) + χ
(N,B,1)
(r+2;0;r+2,r,...,r,±r)(s, x, y) ,
(4.35)
and,
χ
(N,long)
(1;0;0,...,0)(s, x, y) = χ
(N,cons.)
(1;0;0,...,0)(s, x, y) + χ
(N,B,1)
(2;0;2,0,...,0)(s, x, y) . (4.36)
(4.26), (4.29), (4.30), (4.31), (4.33), (4.34), (4.35), (4.36) appear to exhaust all possi-
bilities for long multiplet decompositions (and are also consistent with limits, as discussed
in section 5) and have important consequences for any superconformal field theory in three
dimensions. In particular, they imply that all (N,B,±) and (N,B, n), N > n > 1, short
multiplet operators as well as certain (N,B, 1) short multiplet operators in R(r1+1,r2,...,rN ),
r1 ≥ r2, SO(2N) R-symmetry representations must remain protected against gaining
anomalous dimensions. The decomposition formulae (4.26), (4.33) have essentially ap-
peared in [9] where also comments about the protectedness of certain operators in three
dimensional superconformal field theories were made. (Note that all the decomposition
formulae here are consequences of the basic formula (4.26). This is not surprising as a sim-
ilar thing happens for decomposition formulae of long multiplets for N = 4 superconformal
symmetry in four dimensions [15].)
5. Reduction to Subalgebra Characters
Here are described certain limits that can be taken in the previous BPS and semi-
short multiplet characters that isolate contributions from fewer states in each multiplet
and hence lead to significant simplifications. These limits are equivalent to reductions of
the characters to those for various subgroups of the superconformal group, as explained in
more detail in appendix A.
BPS Limits
The U(1)⊗ SO(2N−2m) Sector
By considering,
χM(∆;j;r)(δu
1
2 , x, (δ−2u)
1
m yˆ, y¯)
= TrRM
(∆;j;r)
(δ2Hm uIm x2J3 yˆ1
H1 · · · yˆmHm y¯1Hm+1 · · · y¯N−mHN ) ,
yˆ = (δ−2u)−
1
m (y1, . . . , ym) ,
∏m
mˆ=1 yˆmˆ = 1 , y¯ = (ym+1, . . . , yN ) ,
Hm = D − 1m
∑m
mˆ=1Hm , Im = D + 1m
∑m
mˆ=1Hm ,
(5.1)
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in the limit δ → 0, it is clear that only those states in RM(∆;j;r) for which Hm has zero eigen-
value contribute. In particular, this applies to the highest weight state in the (N,B,m)
BPS multiplet.
It can be shown that,
lim
δ→0
χM(∆;j;r)(δu
1
2 , x, (δ−2u)
1
m yˆ, y¯) = χ
U(1)⊗SO(2N−2m)
(R;¯r) (u, y¯) = u
Rχ
(N−m)
r¯ (y¯) , (5.2)
in terms of U(1)Im ⊗ SO(2N−2m) characters, for appropriate R, r¯, see appendix A.
An identity which is useful for simplifying the limits considered here is the following,
for r = (r1, r2, . . . , rN ),
χ(N)r (δ
− 2
m uˆ, y¯) ∼ δ− 2m (r1+...+rm)srˆ(uˆ)χ(N−m)r¯ (y¯) ,
rˆ = (r1, . . . , rm) , r¯ = (rm+1, . . . , rN ) ,
(5.3)
giving the leading behaviour as δ → 0, where srˆ(uˆ) is a Schur polynomial,9
srˆ(uˆ) = det
[
uˆi
rj+n−j
]
/∆(uˆ) , s(r,...,r)(uˆ) =
∏m
i=1uˆi
r . (5.4)
Using (5.3), we may obtain from (4.7) that the limit taken in (5.1) gives the following
U(1)⊗ SO(2N−2m) characters, for n ≥ m, see appendix A,
χ
U(1)⊗SO(2N−2m)
(r1 ;¯r)
(u, y¯) = lim
δ→0
χ
(N,B,n)
(r1;0;r)
(δu
1
2 , x, (δ−2u)
1
m yˆ, y¯) = u2r1χ
(N−m)
r¯ (y¯) ,
χ
U(1)⊗SO(2N−2m)
(r;r,...,r,±r) (u, y¯) = limδ→0
χ
(N,B,±)
(r;0;r,...,r,±r)(δu
1
2 , x, (δ−2u)
1
m yˆ, y¯) = u2rχ
(N−m)
(r,...,r,±r)(y¯) .
(5.5)
For m = 1, we have in addition to (5.5) that,
χ
U(1)⊗SO(2N−2)
(r1+2;¯r)
(u, y¯) = lim
δ→0
χ
(N,long)
(r1+1;0;r)
(δu
1
2 , x, δ−2u, y¯) , (5.6)
9 The identity (5.3) may be obtained by noting that, for small δ,
C(N)r (δ
− 2
m uˆ, y¯) ∼ C˜(m)rˆ (δ
− 2
m uˆ)C
(N−m)
r¯ (y¯) , C˜
(m)
rˆ (uˆ) =
∏m
i=1
uˆi
rˆi+m−i/∆(uˆ) ,
W
SN⋉(S2)
N−1
C(N)r (δ
− 2
m uˆ, y¯) ∼WSm WS(N−m)⋉(S2)
N−m−1
C˜
(m)
rˆ (δ
− 2
m uˆ)C
(N−m)
r¯ (y¯) .
Here, C˜
(m)
rˆ (uˆ) is equivalent to the U(m) Verma module character while W
Sm is the Weyl
symmetriser for U(m), acting on uˆ, so that for any f(uˆ) = f(uˆ1, . . . , uˆm), W
Sm(uˆ) =∑
σ∈Sm
f(uˆσ(1), . . . , uˆσ(m)). Hence, W
SmC˜
(m)
rˆ (uˆ) = srˆ(uˆ), the U(m) Weyl character. Here also,
W
SN−m⋉(S2)
N−m−1
acts on y¯, so that WSN−m⋉(S2)
N−m−1
C
(N−m)
r¯ (y¯) = χ
(N−m)
r¯ (y¯).
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while other long multiplet characters, for ∆ ≥ r1+j+1, j 6= 0, along with semi-short
multiplet characters vanish, consistent with (4.33). Since, in the limit taken in (5.2),
long multiplet characters vanish for m > 1, this provides further evidence, apart from long
multiplet decomposition formulae listed in the previous section, that (N,B,m),m > 1 BPS
operators must remain protected in any three dimensional superconformal field theory.
The U(1) Sectors
Similarly, by considering,
χM(∆;j;r)(δu
1
2 , x, (δ−2u)
1
N yˆ1 . . . , (δ
−2u)
1
N yˆN−1, (δ
−2u)±
1
N yˆN
±1)
= TrRM
(∆;j;r)
(δ2H± uI± x2J3 yˆ1
H1 · · · yˆN±HN ) ,
H± = D − 1N (H1 + . . .+HN−1 ±HN ) , I± = D + 1N (H1 + . . .+HN−1 ±HN ) ,
(5.7)
separately in the limit δ → 0, isolating states for which H± has zero eigenvalues, only the
corresponding 12 BPS character is non-zero giving,
χ
U(1)
(r) (u) = limδ→0
χ
(N,B,±)
(r;0;r,...,r,±r)(δu
1
2 , x, (δ−2u)
1
N yˆ1 . . . , (δ
−2u)
1
N yˆN−1, (δ
−2u)±
1
N yˆN
±1)
= u2r .
(5.8)
Semi-short Limits
The U(1)⊗Osp(2N−2m|2) Sector
Considering, for yˆ, y¯ as in (5.1),
χM(∆;j;r)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= TrRM
(∆;j;r)
(δ2Jm uKm s¯D¯ yˆ1
H1 · · · yˆmHm y¯1Hm+1 · · · y¯N−mHN ) ,
Jm = D − J3 − 1m
∑m
mˆ=1Hm , Km = 1m
∑m
mˆ=1Hm , D¯ = D + J3 ,
(5.9)
in the limit δ → 0, again, it is clear that only those states in RM(∆;j;r) for which the
eigenvalue of Jm is zero contribute.
It can be shown that,
lim
δ→0
χM(∆;j;r)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯) = χ
(U(1)⊗Osp(2N−2m|2),i)
(R;∆¯;¯r)
(u, s¯, y¯)
= uRχ
(Osp(2N−2m|2),i)
(∆¯,¯r)
(s¯, y¯) ,
(5.10)
in terms of U(1)Km ⊗Osp(2N−2m|2) characters, for appropriate i, R, ∆¯, see appendix A
for notation.
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Similar to above, using (4.7) with (5.3), and also,
χ2j(δ
−1s¯
1
2 ) ∼ δ−2j s¯j , (5.11)
giving the leading behaviour as δ → 0, then we have, for semi-short and conserved multiplet
cases, for n ≥ m and with r¯ as in (5.3),
χ
(U(1)⊗Osp(2N−2m|2),long)
(r1+1;r1+2j+m+1;¯r)
(u, s¯, y¯) = lim
δ→0
χ
(N,A,n)
(r1+j+1;j;r)
(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= ur1+1
s¯r1+2j+m+1
1− s¯2 χ
(N−m)
r¯ (y¯)
∏
ε=±1
∏N−m
i=1 (1 + y¯i
εs¯) ,
χ
(U(1)⊗Osp(2N−2m|2),long)
(r+1;r+2j+m+1;r,...,r,±r) (u, s¯, y¯) = limδ→0
χ
(N,A,±)
(r+j+1;j;r,...,r,±r)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= ur+1
s¯r+2j+m+1
1− s¯2 χ
(N−m)
(r,...,r,±r)(y¯)
∏
ε=±1
∏N−m
i=1 (1 + y¯i
εs¯) ,
χ
(U(1)⊗Osp(2N−2m|2),long)
(1;2j+m+1;0,...,0) (u, s¯, y¯) = limδ→0
χ
(N,cons.)
(j+1;j;0,...,0)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= u
s¯2j+m+1
1− s¯2
∏
ε=±1
∏N−m
i=1 (1 + y¯i
εs¯) .
(5.12)
For (N,B, n) BPS multiplet characters there are a number of cases to consider. For n < m
we have, for rn = . . . = r1 and rn+1 = . . . = rm = r1−1 ≥ rm+1 ≥ . . . ≥ |rN |,
χ
(U(1)⊗Osp(2N−2m|2),long)
(r1;r1+m−n;¯r)
(u, s¯, y¯) = lim
δ→0
χ
(N,B,n)
(r1;0;r)
(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= ur1
s¯r1+m−n
1− s¯2 χ
(N−m)
r¯ (y¯)
∏
ε=±1
∏N−m
i=1 (1 + y¯i
ε s¯) ,
(5.13)
while for n = m, so that r1 = . . . = rn > rn+1 ≥ . . . ≥ |rN |,
χ
(U(1)⊗Osp(2N−2m|2),long)
(r1;r1 ;¯r)
(u, s¯, y¯) = lim
δ→0
χ
(N,B,m)
(r1;0;r)
(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= ur1
s¯r1
1− s¯2 χ
(N−m)
r¯ (y¯)
∏
ε=±1
∏N−m
i=1 (1 + y¯i
ε s¯) .
(5.14)
For n > m we have, using results from appendix A,
χ
(U(1)⊗Osp(2N−2m|2),n)
(r1;r1 ;¯r)
(u, s¯, y¯) = lim
δ→0
χ
(N,B,n)
(r1;0;r)
(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= ur1
s¯r1
1− s¯2 W
SN−m⋉(S2)
N−m−1
(
C
(N−m)
r¯ (y¯)
∏N−m
i=n−m+1(1 + y¯i s¯)
∏N−m
i=1 (1 + y¯i
−1s¯)
)
,
(5.15)
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so that
χ
(U(1)⊗Osp(2N−2m|2),n)
(r1;r1 ;¯r)
(u, s¯, y¯)
= ur1
s¯r1
1− s¯2
∑
0≤a1≤...≤an−m≤1
1∑
an−m+1,...,aN−m
a¯n−m+1,...,a¯N−m
=0
sa1+...+aN−m+a¯n−m+1+...+a¯N−m
× χ(N−m)(r1−a1,...,r1−an−m,rn+1+a¯n−m+1−an−m+1,...,rN+a¯N−m−aN−m)(y¯) .
(5.16)
Finally, for the 1
2
BPS cases,
χ
(U(1)⊗Osp(2N−2m|2),±)
(r;r;r,...,r,±r) (u, s¯, y¯) = limδ→0
χ
(N,B,±)
(r;0;r,...,r,±r)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= ur
s¯r
1− s¯2
∑
0≤a1≤...≤aN−m≤1
s¯a1+...+aN−mχ
(N−m)
(r−a1,...,r−aN−m−1,±r∓aN−m)
(y¯) .
(5.17)
In particular, this implies,
χ
(U(1)⊗Osp(2N−2m|2),±)
( 12 ;
1
2 ;
1
2 ,...,
1
2 ,±
1
2 )
(u, s¯, y¯) = lim
δ→0
χ
(N,B,±)
( 12 ;0;
1
2 ,...,
1
2 ,±
1
2 )
(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯)
= u
1
2
s¯
1
2
1− s¯2
(
χ
(N−m)
( 12 ,...,
1
2 ,±
1
2 )
(y¯) + s¯ χ
(N−m)
( 12 ,...,
1
2 ,∓
1
2 )
(y¯)
)
,
(5.18)
agreeing with (4.18), in this limit, using (5.3) with (5.4) for r = 12 .
For m > 1, we have for long multiplet characters,
χ
(U(1)⊗Osp(2N−2m|2),long)
(r1+1;r1+2j+m+1;rm+1,...,rN )
(u, s¯, y¯)
= lim
δ→0
χ
(N,long)
(r1+j+1;j;r1,...,r1,rm+1,...,rN )
(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
m yˆ, y¯) ,
(5.19)
which is in accord with (4.26) with (4.27). For m = 1, we have that
(1 + u)χ
(U(1)⊗Osp(2N−2|2),long)
(r1+1;r1+2j+2;r2,...,rN )
(u, s¯, y¯) = lim
δ→0
χ
(N,long)
(r1+j+1;j;r1,...,rN )
(δs¯
1
2 , δ−1s¯
1
2 , δ−2u, y¯) ,
(5.20)
compatible with (4.26).
The U(1)⊗ SU(1, 1) Sectors
Similarly, by considering,
χM(∆;j;r)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
N yˆ1 . . . , (δ
−2u)
1
N yˆN−1, (δ
−2u)±
1
N yˆN
±1)
= TrRM
(∆;j;r)
(δ2J± uK± s¯D¯ yˆ1
H1 · · · yˆN±HN ) ,
J± = D − J3 − 1N (H1 + . . .+HN−1 ±HN ) , K± = 1N (H1 + . . .+HN−1 ±HN ) ,
(5.21)
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separately in the limit δ → 0, we have for the corresponding (N,A,±) multiplet character,
χ
U(1)⊗SU(1,1)
(r+1;r+2j+1+N)(u, s¯)
= lim
δ→0
χ
(N,A,±)
(r+j+1;j;r,...,r,±r)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
N yˆ1 . . . , (δ
−2u)
1
N yˆN−1, (δ
−2u)±
1
N yˆN
±1)
= ur+1
s¯r+2j+N+1
1− s¯2 ,
(5.22)
and, for the conserved current character, in either limit in (5.21),
χ
U(1)⊗SU(1,1)
(1;2j+1+N) (u, s¯)
= lim
δ→0
χ
(N,cons.)
(j+1;j;0,...,0)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
N yˆ1 . . . , (δ
−2u)
1
N yˆN−1, (δ
−2u)±
1
N yˆN
±1)
= u
s¯2j+N+1
1− s¯2 .
(5.23)
For (N,B, n), n ≤ N−1, BPS characters with rn = . . . = r1 and rn+1 = . . . = rN = ±r1∓1
and taking corresponding limit in (5.21) then,
χ
U(1)⊗SU(1,1)
(r1;r1+N−n)
(u, s¯)
= lim
δ→0
χ
(N,B,n)
(r1;0;r)
(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
N yˆ1 . . . , (δ
−2u)
1
N yˆN−1, (δ
−2u)±
1
N yˆN
±1)
= ur1
s¯r1+N−n
1− s¯2 .
(5.24)
For the (N,B,±) half BPS cases and in the corresponding limit in (5.21) we have,
χ
U(1)⊗SU(1,1)
(r;r) (u, s¯)
= lim
δ→0
χ
(N,B,n)
(r;0;r,...,r,±r)(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
N yˆ1 . . . , (δ
−2u)
1
N yˆN−1, (δ
−2u)±
1
N yˆN
±1)
= ur
s¯r
1− s¯2 ,
(5.25)
along with,
χ
U(1)⊗SU(1,1)
( 12 ;
3
2 )
(u, s¯)
= lim
δ→0
χ
(N,B,n)
( 12 ;0;
1
2 ,...,
1
2 ,∓
1
2 )
(δs¯
1
2 , δ−1s¯
1
2 , (δ−2u)
1
N yˆ1 . . . , (δ
−2u)
1
N yˆN−1, (δ
−2u)±
1
N yˆN
±1)
= u
1
2
s¯
3
2
1− s¯2 .
(5.26)
All other characters, apart from the long multiplet one corresponding to (4.35), in the
limit (5.21) vanish.
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The Superconformal Index
The (single particle) superconformal indices [9,20] may be computed by taking the
limit u → −1 in the U(1) ⊗ Osp(2N−2|2) characters above, i.e. for m = 1 in the semi-
short limits above.10
In particular, from (5.20), this limit ensures that Osp(2N |4) long multiplet characters
vanish, and hence do not contribute in the decomposition of partition functions, in the
same limit, in terms of Osp(2N |4) characters. Thus, partition functions evaluated in this
limit receive contributions from protected operators only. It should be noted however that
the magnitude of the numbers obtained for counting operators by expansion in terms of
characters, in this limit, provide only a lower bound on the numbers of actual protected
operators due to the (−1)F sign in the index, for fermion number F .
6. Partition Functions for N = 6 Superconformal Chern-Simons Theory
In [2], a class of N = 6 superconformal Chern Simons theories, with gauge group
U(n) × U(n), was proposed. For levels ±k in the Chern Simons terms, these theories
admit a dual description in terms of M theory compactified on AdS4 × S7/Zk.
Here, the free field partition function of the theory, where the effective ’t Hooft cou-
pling n/k → 0, so that k → ∞, in the large n < k limit, is computed using appropriate
superconformal characters.
The supergravity partition function, obtained using the duality proposed in [2] in the
n/k → ∞ limit, for n > k → ∞, is also computed using appropriate superconformal
characters.
Free Field Theory
For N = 6 U(n) × U(n) superconformal Chern-Simons theory the dynamical field
content consists of scalars φ1, φ2 and spin half fermions ψ1, ψ2 belonging to the ‘Rac’,
respectively ‘Di’, representations of SO(3, 2), mentioned after (4.19). The fields are listed in
Table 2 showing also their SO(6)R-symmetry eigenvalues and gauge group representations.
10 It is easily checked that for N = 3, m = 1, then (5.18) for (u, s¯, y2, y3)→ (−1,−x, y1, y2)
matches with the index for fundamental fields computed in section 2 of [6].
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Table 2
field ∆ SO(3, 2) rep. SO(6) rep. U(n)× U(n) rep.
φ1
1
2 ‘Rac’ (
1
2 ,
1
2 ,
1
2 ) (n, n)
ψ1 1 ‘Di’ (
1
2
, 1
2
,−1
2
) (n, n)
φ2
1
2 ‘Rac’ (
1
2 ,
1
2 ,
1
2 ) (n, n)
ψ2 1 ‘Di’ (
1
2 ,
1
2 ,−12) (n, n)
Here the SO(6) orthonormal basis labels (r, q, p) are related to SU(4) Dynkin labels
[a, b, c] by,
(r, q, p)→ [q+p, r−q, q−p] , (6.1)
so that ( 1
2
, 1
2
, 1
2
)→ [1, 0, 0], ( 1
2
, 1
2
,−1
2
)→ [0, 0, 1].
As may be evident from (4.18), φ1 and ψ1, respectively φ2 and ψ2, belong to the half
BPS multiplet (3, B,+), respectively (3, B,−). (In both cases, the scalar is the primary
field of the multiplet.)
For free field theory, the single particle partition function is given by,
Yfree(s, x, y, u, v) = Tr
(
s2Dx2J3y1
H1y2
H2y3
H3u1
L1 · · ·unLnv1M1 · · · vnMn
)
, (6.2)
where the trace is over states corresponding to φ1, φ2, ψ1, ψ2 and all their superconformal
descendants, of the form (3.3), and s, x, y, u, v are ‘fugacities’ with L1, . . . , Ln,M1, . . . ,Mn
being usual U(n)× U(n) Cartan subalgebra generators.
Thus we may write, in terms of characters,
Yfree(s, x, y, u, v) = f+(s, x, y)p1(u)p1(v
−1) + f−(s, x, y)p1(u
−1)p1(v) , (6.3)
defining, for subsequent use,
pj(u) =
n∑
i=1
ui
j , pj(u
−1) = p−j(u) , (6.4)
so that p1(u)p1(v
−1), p1(u
−1)p1(v) correspond to the characters for the (n, n), respectively,
(n, n) representations of U(n)× U(n), and where
f±(s, x, y) = χ
(3,B,±)
( 12 ;0;
1
2 ,
1
2 ,±
1
2 )
(s, x, y)
=
(
y1 y2 y3
)∓ 1
2
(∑3
j=1 yj
±1 + (y1 y2 y3)
±1
)
DRac(s, x)
+
(
y1 y2 y3
)± 12 (∑3
j=1 yj
∓1 + (y1 y2 y3)
∓1
)
DDi(s, x) ,
(6.5)
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being half BPS characters (4.18) for SO(6) R-symmetry.
The multi-particle partition function, receiving contributions from only gauge invari-
ant operators, is given by the usual integral over the gauge group, namely,
Z
(n)
free(s, x, y) =
∫
U(n)
dµ(u)
∫
U(n)
dµ(v) exp
( ∞∑
j=1
1
j
Yfree(s
j , (−1)j+1xj, yj , uj, vj)
)
, (6.6)
where the signs on x take account of particle statistics.
The integral may be evaluated in the large n limit by using a method described in
[21] (see also [22] for other applications). We may first expand,
Z
(n)
free(s, x, y)
=
∑
λ,ρ
1
zλzρ
f+λ(s, x, y)f−ρ(s, x, y)
∫
U(n)
dµ(u)
∫
U(n)
dµ(v)pλ(u)pρ(u
−1)pρ(v)pλ(v
−1) ,
(6.7)
in terms of partitions,
λ = (λ1, . . . , λj, . . .) ,
∑
j≥1 jλj = |λ| ∈ N ,
ρ = (ρ1, . . . , ρj, . . .) ,
∑
j≥1 jρj = |ρ| ∈ N ,
(6.8)
where, for σ = (σ1, . . . , σj, . . .),
zσ =
∏
j≥1
σj !j
σj , f±σ(s, x, y) =
∏
j≥1
f±(s
j , (−1)j+1xj, yj)σj , pσ(x) =
∏
j≥1
pj(x)
σj .
(6.9)
Using the orthogonality relation for power symmetric polynomials,∫
U(n)
dµ(u)pλ(u)pρ(u
−1) = zλδλ ρ , |λ|, |ρ| ≤ n , (6.10)
then we trivially obtain in the large n limit,
Z
(n)
free(s, x, y) ∼ Zfree(s, x, y) =
∑
λ
f+λ(s, x, y)f−λ(s, x, y)
=
∏
j≥1
∑
λj≥0
(
f+(s
j , (−1)j+1xj , yj)f−(sj, (−1)j+1xj , yj)
)λj
=
∏
j≥1
1
1− f+(sj , (−1)j+1xj , yj)f−(sj, (−1)j+1xj , yj) .
(6.11)
This result was also derived in [6] by using saddle point methods, in the context of showing
superconformal index matching.
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By decomposing the product of half BPS characters (6.5),
f+(s, x, y)f−(s, x, y) = χ
(3,B,2)
(1;0;1,1,0)(s, x, y) +
∞∑
j=0
χ
(3,cons.)
(j+1;j;0,0,0)(s, x, y) , (6.12)
it is interesting to note that (6.11) may be obtained by considering a field theory with
fields in the (3, B, 2) representation and conserved currents transforming in the adjoint
representation of U(m) for large m. For this theory, using (6.12),
Y (s, x, y, z) = f+(s, x, y)f−(s, x, y)p1(z)p1(z
−1) , (6.13)
so that the corresponding multi-particle partition function is given by,
Z(s, x, y) =
∫
U(m)
dµ(z) exp
( ∞∑
j=1
1
j
Y (sj , (−1)j+1xj , yj, uj, zj)
)
. (6.14)
In the large m limit, it is easily seen that Z(s, x, y) matches with (6.11). It may be
interesting to understand this equivalence from a gauge theory or string theory perspective.
Supergravity Limit
In the strong coupling limit, large n/k, n > k →∞, as explained in [2], using results
of [23], the single particle states (gravitons) effectively belong to scalar superconformal
representations with conformal dimensions r and in the R(r,r,0) SO(6) representations, for
r ∈ N, r > 0, so that, in terms of notation here, they belong to (3, B, 2) BPS multiplets.
Taking account of superconformal descendants, we may thus write for the single par-
ticle partition function,
Ysugra(s, x, y) =
∞∑
r=1
χ
(3,B,2)
(r;0;r,r,0)(s, x, y) , (6.15)
where using (4.7), for WS3⋉(S2)
2
acting on y = (y1, y2, y3),
χ
(3,B,2)
(r;0;r,r,0)(s, x, y) = s
2rP (s, x)WS3⋉(S2)
2
(
C
(3)
(r,r,0)(y)
∏
ε=±1
(1 + sy3x
ε)
3∏
j=1
(1 + syi
−1xε)
)
.
(6.16)
Thus, using the definition of the SO(6) Verma module character (4.2), for N = 3, and
summing over r in (6.15) with (6.16), we may write,
Ysugra(s, x, y)
= s2P (s, x)WS3⋉(S2)
2
(
y1
3y2
2
∏
ε=±1(1 + sy3x
ε)
∏3
i=1(1 + syi
−1xε)
(1− s2y1y2)
∏
1≤j<k≤3(yj
−1 − yk−1)(1− yjyk)
)
.
(6.17)
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Simplifying the S3 part of the action of WS3⋉(S2)2 in the latter we end up with the more
succinct formula,
Ysugra(s, x, y)
= f(s, x, y1, y2, y3) + f(s, x,
1
y1
, 1
y2
, y3) + f(s, x,
1
y1
, y2,
1
y3
) + f(s, x, y1,
1
y2
, 1
y3
)− 1 ,
(6.18)
where
f(s, x, y1, y2, y3) = P (s, x)
∏
ε=±1(1 + s
3 y1 y2 y3 x
ε)
∏3
i=1(1 + s yix
ε)∏3
1≤j<k≤3(1− s2yjyk)(1− yj−1yk−1)
. (6.19)
We then have the multi-particle (free graviton gas) partition function given by the usual
plethystic exponential, also taking into account particle statistics,
Zsugra(s, x, y) = exp
( ∞∑
j=1
1
j
Ysugra(s
j, (−1)j+1xj , y1j , y2j , y3j)
)
. (6.20)
7. Counting Multi-Trace Gauge Invariant Operators
The limits in Osp(2N |4) characters discussed in section 5, giving reductions to sub-
algebra characters, are equivalent to decoupling limits, that isolate sectors of operators in
partition functions. By taking such limits, for N = 3, in (6.11), (6.20), and decomposing
in terms of characters in the same limits we are able to count corresponding multi-trace
gauge invariant operators in the free field, supergravity limits. For free field theory, the
counting numbers obtained provide an upper bound on the numbers of protected opera-
tors in the interacting theory, while for the supergravity limit they are expected to count
actually protected ones.
For f±(s, x, y)→ fG± (u, y¯), Ysugra(s, x, y)→ Y Gsugra(u, y¯), in the BPS limits, where G is
the corresponding subgroup, and f±(s, x, y)→ fH± (u, s¯, y¯), Ysugra(s, x, y)→ Y Hsugra(u, s¯, y¯),
in the semi-short limits, where H is the corresponding subgroup, the limits generically
give,
fG± (u, y¯) = χ
(3,B,±)
( 12 ;0;
1
2 ,
1
2 ,±
1
2 )
(u, y¯) , Y Gsugra(u, y¯) =
∑∞
r=1χ
(3,B,2)
(r;0;r,r,0)(u, y¯) ,
fH± (u, s¯, y¯) = χ
(3,B,±)
( 12 ;0;
1
2 ,
1
2 ,±
1
2 )
(u, s¯, y¯) , Y Hsugra(u, s¯, y¯) =
∑∞
r=1χ
(3,B,2)
(r;0;r,r,0)(u, s¯, y¯) ,
(7.1)
where, for the superconformal characters,
χM(∆;j;r)(s, x, y)→ χM(∆;j;r)(u, y¯) , χM(∆;j;r)(s, x, y)→ χM(∆;j;r)(u, s¯, y¯) , (7.2)
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in the same limits. An important point for the corresponding multi-particle partition
functions is properly taking into account particle statistics which differs in both cases.
For Zfree(s, x, y) → ZGfree(u, y¯), Zsugra(s, x, y) → ZGsugra(u, y¯), in the BPS limits and
Zfree(s, x, y)→ ZHfree(u, s¯, y¯), Zsugra(s, x, y)→ ZHsugra(u, s¯, y¯), in the semishort limits, con-
sistency requires,11
ZGfree(u, y¯) =
∞∏
j=1
1
1− fG+ (uj , y¯j)fG− (uj, y¯j)
,
ZGsugra(u, y¯) = exp
( ∞∑
j=1
1
j
Y Gsugra(u
j , y¯j)
)
,
ZHfree(u, s¯, y¯) =
∞∏
j=1
1
1− fH+ (ujαj , s¯j/αj , y¯j)fH− (ujαj , s¯j/αj , y¯j)
∣∣∣∣
αj=(−1)j+1
,
ZHsugra(u, s¯, y¯) = exp
( ∞∑
j=1
1
j
Y Hsugra(u
jαj, s¯
j/αj , y¯
j)
∣∣∣
αj=(−1)j+1
)
.
(7.3)
BPS Cases
The U(1) Sectors
Corresponding to (5.8) we consider the (3, B,+) limit, whereby
χ
(3,B,+)
(r;0;r,r,±r)(u) = χ
U(1)
(r) (u) = u
2r, (7.4)
so that f
U(1)
+ (u) = u, f
U(1)
− (u) = 0. It is also easily seen that Y
U(1)
sugra(u) = 0 in the limit
(5.8). Thus, from (7.3),
Z
U(1)
free (u) = Z
U(1)
sugra(u) = 1 , (7.5)
so that, clearly, there are no (3, B,+) BPS gauge invariant operators in the free field
or supergravity spectrum, apart from the identity operator. The same result applies to
(3, B,−) BPS operators.
The U(1)⊗ U(1) Sector
Corresponding to (5.5) for N = 3, m = 2, we have that,
χ
(3,B,2)
(r;0;r,r,q)(u, y) = χ
U(1)⊗U(1)
(r;q) (u, y) = u
2ryq ,
χ
(3,B,±)
(r;0;r,r,±r)(u, y) = χ
U(1)⊗U(1)
(r;±r) (u, y) = u
2ry±r ,
(7.6)
11 No signs are necessary for the BPS limits as the x dependence drops out. For the traces in
(5.9), (5.21), as the Jm, J± eigenvalues are zero for states contributing to subalgebra characters,
in the limit as δ → 0, then u→ uα, s¯→ s¯/α introduces a factor of α−2J3 in the trace. For α = −1
this is equivalent to a sign change in the original variable x before the δ → 0 limit is taken.
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so that f
U(1)⊗U(1)
± (u, y) = uy
± 12 . We also have that,
Y U(1)⊗U(1)sugra (u, y) =
∞∑
r=1
u2r =
u2
1− u2 . (7.7)
Thus, from (7.3),
Z
U(1)⊗U(1)
free (u, y) = Z
U(1)⊗U(1)
sugra (u, y) =
∏
j≥1
1
1− u2j . (7.8)
Thus, expanding over the characters in (7.6),
Z
U(1)⊗U(1)
free (u, y) = Z
U(1)⊗U(1)
sugra (u, y) = 1 +
∞∑
r=1
N (3,B,2)r χ
(3,B,2)
(r;0;r,r,0)(u, y) , (7.9)
where
N (3,B,2)r = p(r) = 1, 2, 3, 5, . . . , r = 1, 2, 3, 4, . . . , (7.10)
where p(r) is the usual partition number for r. The agreement (7.8) is expected as (3, B, 2)
operators are protected due to long multiplet decomposition rules discussed in section 4.
The U(1)⊗ SO(4) Sector
Due to (4.33), we expect disagreement between counting of (3, B, 1) operators in the
free field and supergravity limits and thus we split the discussion here. Corresponding to
(5.5) for N = 3, m = 1, we have that,
χ
(3,B,1)
(r;0;r,q,p)(u, u+, u−) = χ
U(1)⊗SO(4)
(r;q,p) (u, u+, u−) = u
2rχq+p(u+)χq−p(u−) ,
χ
(3,B,2)
(r;0;r,r,p)(u, u+, u−) = χ
U(1)⊗SO(4)
(r;r,p) (u, u+, u−) = u
2rχr+p(u+)χr−p(u−) ,
χ
(3,B,±)
(r;0;r,r,±r)(u, u+, u−) = χ
U(1)⊗SO(4)
(r;r,±r) (u, u+, u−) = u
2rχ2r(u±) ,
(7.11)
in terms of SU(2) characters in (4.5), using SO(4) ≃ SU(2) ⊗ SU(2), so that, for SO(4)
characters,
χ
(2)
(q,p)(y¯1, y¯2) = χq+p(u+)χq−p(u−) , y¯1 = u+u− , y¯2 = u+/u− . (7.12)
We have f
U(1)⊗SO(4)
± (u) = uχ1(u±), where χ1(u±) = u± + u±
−1, so that, from (7.3),
Z
U(1)⊗SO(4)
free (u, u+, u−) =
∞∏
j=1
1
1− u2jχ1(u+j)χ1(u−j) . (7.13)
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The numbers of multi-trace (3, B, 1) BPS operators are then determined by expansions
over the characters (7.11), using (7.10),
Z
U(1)⊗SO(4)
free (u, u+, u−)
= 1 +
∞∑
r=1
p(r)χ
(3,B,2)
(r;0;r,r,0)(u, u+, u−) +
∞∑
r,q,|p|≥0
N
(3,B,1)
free,(r,q,p) χ
(3,B,1)
(r;0;r,q,p)(u, u+, u−) ,
(7.14)
for which formulae are obtained in appendix B. We may determine for the first few cases,
for r = 0, 1, 2, . . . ,
N
(3,B,1)
free,(r+1,r,±1) =
r∑
j=0
p(j)− p(r+1) = 0, 1, 2, 5, 8 . . . , (7.15)
and
N
(3,B,1)
free,(r+2,r,0) = 2
r∑
j=1
j∑
k=0
p(k)−
r+1∑
j=0
p(j) + p(r+2) = 2, 5, 12, 23, 44, . . . , (7.16)
along with,
N
(3,B,1)
free,(r+4,r+2,±2) = 2
r∑
j=1
[ j2 ]∑
k=0
p( 12 (1−(−1)j)+ 2k)+
r+2∑
j=0
p(j)− p(r+3) = 3, 6, 15, 26, 49, . . . .
(7.17)
Note that generally, from results in appendix B, N
(3,B,1)
free,(r,q,p) is a potentially non-zero
integer only for N
(3,B,1)
free,(r,r−s−t,s−t), r ∈ N, s, t = 0, . . . , [r/2], s t 6= 0.
(From (6.1), (r, r−s−t, t−s)→ [r−2s, s+t, r−2t], in terms of SU(4) Dynkin labels.)
For the supergravity limit we may determine,
Y U(1)⊗SO(4)sugra (u, u+, u−) =
∞∑
r=1
χ
(3,B,2)
(r;0;r,r,0)(u, u+, u−) =
1− u4∏
ε,η=±1(1− u2u+εu−η)
− 1 ,
(7.18)
so that, from (7.3),
ZU(1)⊗SO(4)sugra (u, u+, u−) =
∞∏
j=1
1∏j
k,l=0(1− u2ju+2k−ju−2l−j)
. (7.19)
Again we may expand,
ZU(1)⊗SO(4)sugra (u, u+, u−)
= 1 +
∞∑
r=1
p(r)χ
(3,B,2)
(r;0;r,r,0)(u, u+, u−) +
∞∑
r,q,|p|≥0
N
(3,B,1)
sugra,(r,q,p) χ
(3,B,1)
(r;0;r,q,p)(u, u+, u−) ,
(7.20)
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to find for the first few cases, using results from appendix B, for r = 0, 1, 2, . . . ,
N
(3,B,1)
sugra,(r+1,r,±1) = N
(3,B,1)
free,(r+1,r,±1) (7.21)
while,
N
(3,B,1)
sugra,(r+2,r,0) =
r∑
j=0
j∑
k=0
p(k)−
r+1∑
j=0
p(j) + p(r+2) = 1, 2, 5, 9, 18, . . . , (7.22)
along with,
N
(3,B,1)
sugra,(r+4,r+2,±2) =
r∑
j=1
[ j2 ]∑
k=0
p( 12 (1−(−1)j) + 2k) +
r+2∑
j=0
p(j)− p(r+3) = 2, 4, 10, 17, 32, . . . .
(7.23)
As emphasised, the matching (7.21) is expected from (4.33) along with the free field
restrictions implied for general r, q, p in N
(3,B,1)
free,(r,q,p) mentioned above.
The first few numbers of operators may be easily obtained by performing series ex-
pansions to low orders in u and using the orthogonality relation for SU(2) characters in
appendix B and are listed in the following table.
Table 3
BPS primary operators
∆ Supergravity limit Remaining operators
1 R(1,1,0)
2 2R(2,2,0), R(2,0,0) R(2,0,0)
3 3R(3,3,0), R(3,2,±1), 2R(3,1,0) 3R(3,1,0)
4 5R(4,4,0), 2R(4,3,±1), 2R(4,2,±2), 5R(4,2,0) R(4,2,±2), 7R(4,2,0)
R(4,1,±1), 3R(4,0,0) 3R(4,1,±1), 6R(4,0,0)
BPS primary operators with conformal dimensions ∆ belonging to SO(6) represen-
tations R(r,q,p), as obtained from expansion of partition functions. (For the free
field case, the extra operators appear in the rightmost column.)
Note that more generally, as may be easily argued from results in appendix B,
N
(3,B,1)
sugra,(r,q,p) is potentially non-vanishing only for N
(3,B,1)
sugra,(r,r−s−t,s−t), r ∈ N, s, t =
0, . . . , [r/2], s t 6= 0, consistent with the free field theory result.
Semi-short Cases
The U(1)⊗ SU(1, 1) Sectors
In these sectors, where the relevant limits in characters are given by (5.21), for N = 3,
fermion contributions become important in multi-particle partition functions.
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The surviving characters, for the (N,A,+) limit, are given by,
χ
(3,B,−)
( 12 ;0;
1
2 ,
1
2 ,−
1
2 )
(u, s¯) =
u
1
2 s¯
3
2
1− s¯2 , χ
(3,B,+)
(r;0;r,r,r)(u, s¯) =
ur s¯r
1− s¯2 ,
χ
(3,B,2)
(r;0;r,r,r−1)(u, s¯) =
ur s¯r+1
1− s¯2 , χ
(3,B,1)
(r;0;r,r−1,r−1)(u, s¯) =
ur s¯r+2
1− s¯2 ,
χ
(3,cons.)
(j+1;j;0,0,0)(u, s¯) =
u s¯2j+4
1− s¯2 , χ
(3,A,+)
(r+j+1;j;r,r,r)(u, s¯) =
ur+1s¯r+2j+4
1− s¯2 .
(7.24)
Thus, due to f
U(1)⊗SU(1,1)
+ (u, s¯) = (us¯)
1
2 /(1−s¯2), fU(1)⊗SU(1,1)− (u, s¯) = u
1
2 s¯
3
2 /(1−s¯2),
from (7.3),
Z
U(1)⊗SU(1,1)
free (u, s¯) =
∞∏
j=1
1
1 + (−1)juj s¯2j(1− s¯2j)−2 . (7.25)
Expanding in u we find,
Z
U(1)⊗SU(1,1)
free (u, s¯) = 1 +
u s2
(1− s2)2 +
4u2 s6
(1− s2)2(1− s4)2 +O(u
3, s6)
= 1 + χ
(3,B,2)
(1;0;1,1,0)(u, s¯) +
∞∑
j=0
χ
(3,cons.)
(j+1;j;0,0,0)(u, s¯)
+
∞∑
r=1
∞∑
j= r
2
−1
j≥0
N
(3,A,+)
free,(r,j) χ
(3,A,+)
(r+j+1;j;r,r,r)(u, s¯) .
(7.26)
It appears non-trivial to determine N
(3,A,+)
free,(r,j) generally, however we may easily deter-
mine,
N
(3,A,+)
free,(1,j) = 2[
1
2
j + 1][ 1
2
j + 2] = 4, 4, 12, 12, . . . , j = 1
2
, 3
2
, 5
2
, 7
2
, . . . ,
N
(3,A,+)
free,(r, r2−1)
= 1 , r = 2, 3, 4, . . . , N
(3,A,+)
free,(r, r2−1+n)
> 1 , n = 1, 2, 3, . . . .
(7.27)
In this limit, the supergravity single particle partition function reduces to,
Y U(1)⊗SU(1,1)sugra (u, s¯) = χ
(3,B,2)
(1;0;1,1,0)(u, s¯) =
u s¯2
1− s¯2 , (7.28)
so that, from (7.3),
ZU(1)⊗SU(1,1)sugra (u, s¯) =
∞∏
j=1
(1 + u s¯2j) , (7.29)
which is a reflection of Y
U(1)⊗SU(1,1)
sugra (u, s¯) receiving purely fermionic operator contributions
(it is odd under (u, s¯)→ −(u, s¯)).
31
Using the identities,
∞∏
j=1
(1 + zqj) =
∞∑
n=0
q
1
2n(n+1)zn∏n
j=1(1− qj)
,
n∏
j=2
1
1− qj =
∞∑
m=0
Pn(m)q
m , (7.30)
where Pn(m) is the number of partitions of m into no more that n parts, each part ≥ 2,
we may write,
ZU(1)⊗SU(1,1)sugra (u, s¯) = 1 + χ
(3,B,2)
(1;0;1,1,0)(u, s¯) +
∞∑
r=1
∞∑
j= 12 r
2+r−1
N
(3,A,+)
sugra,(r,j) χ
(3,A,+)
(r+j+1;j;r,r,r)(u, s¯) ,
(7.31)
where,
N
(3,A,+)
sugra,(r,j) = Pr+1(j + 1− 12r2 − r) . (7.32)
Using the foregoing we may find relatively simple formulae for at least the first few cases,
N
(3,A,+)
sugra,(1,j) =
{
1 , j − 1
2
= 0 mod 2,
0 , j − 32 = 0 mod 2,
j = 1
2
, 3
2
, . . . ,
N
(3,A,+)
sugra,(2,j) = 1, 0, 1, 1, . . . =
{
[ 1
6
j − 1
2
] , j = 4 mod 6,
[ 16j +
1
2 ] , otherwise,
j = 3, 4, 5, 6, . . . ,
N
(3,A,+)
sugra,(r, 12 r
2+r−1)
= 1 .
(7.33)
Assuming that the partition functions in the supergravity limit receive contributions
from only protected operators then a number of observations from (7.26), (7.27), (7.31)
and (7.33) are evident.
First, there are no χ
(3,B,1)
(r;0;r,r−1,r−1)(u, s¯) contributions and one contribution from
χ
(3,B,2)
(r;0;r,r,r−1)(u, s¯), for r = 1, both consistent with previous analysis for BPS cases. Second,
the conserved current contributions in (7.26) disappear from the spectrum in the strong
coupling limit, as happens for N = 4 super Yang Mills. Third, there is one scalar (3, A,+)
semishort primary operator in the SO(6) representation R(2,2,2), and its conformal descen-
dants, contributing in the free field theory limit, due to N
(3,A,+)
free,(2,0) = 1 in (7.26), and no
such contribution in the supergravity limit, from (7.31). In the interacting theory, these
operators, from the long multiplet decomposition formulae (4.35), must then pair up with a
(3, B, 1) BPS primary operator in the SO(6) representation R(4,2,2) , and its descendants.
This is consistent with Table 3 as there is precisely one such remaining (3, B, 1) primary
operator. (Similarly, the scalar conserved current, and its descendants, contributing to
(7.26) pairs with the single (3, B, 1) BPS primary operator in the SO(6) representation
R(2,0,0), and its descendants, listed in Table 3.)
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Note that the analysis for (3, A,−) semishort operators is very similar and gives the
same result for counting of BPS and conserved current multiplets along with,
N
(3,A,−)
free,(r,j) = N
(3,A,+)
free,(r,j) , N
(3,A,−)
sugra,(r,j) = N
(3,A,+)
sugra,(r,j) . (7.34)
In particular, again there is one scalar (3, A,−) primary semishort operator contributing
in the free field theory limit, absent from the supergravity spectrum, that pairs up with
a (3, B, 1) BPS primary operator in the R(4,2,−2) SO(6) representation, consistent with
Table 3.
The U(1)⊗Osp(2|2) Sector
In the limit (5.9), for N = 3, m = 2, the non-vanishing characters are, defining
Q(s¯, y) = (1 + s¯y)(1 + s¯y−1)/(1− s¯2),
χ
(3,B,±)
(r;0;r,r,±r)(u, s¯, y) =
ur s¯r
1− s¯2 y
±r(1 + s¯ y∓1) , χ
(3,B,2)
(r;0;r,r,q)(u, s¯, y) = (u s¯)
r yqQ(s¯, y) ,
χ
(3,B,1)
(r;0;r,r−1,q)(u, s¯, y) = u
r s¯r+1 yqQ(s¯, y) , χ
(3,cons.)
(j+1;j;0,0,0)(u, s¯, y) = u s¯
2j+3Q(s¯, y) ,
χ
(3,A,±)
(r+j+1;j;r,r,±r)(u, s¯, y) = u
r+1s¯r+2j+3 y±rQ(s¯, y) ,
χ
(3,A,2)
(r+j+1;j;r,r,q)(u, s¯, y) = u
r+1s¯r+2j+3 yqQ(s¯, y) .
(7.35)
Using that f
U(1)⊗Osp(2|2)
± (u, s¯, y) = (u s¯)
1
2 (y±
1
2 + s¯ y∓
1
2 )/(1− s¯2) we have,
Z
U(1)⊗Osp(2|2)
free (u, s¯, y) =
∞∏
j=1
1
1− uj s¯j(1− (−1)j s¯jyj)(1− (−1)j s¯jy−j)(1− s¯2j)−2 .
(7.36)
Using the previous results for counting of BPS operators, we may determine,
W
(3,B,2)
free (u, s¯, y) =
∞∑
r=1
p(r)χ
(3,B,2)
(r;0;r,r,0)(u, s¯, y) =
( ∞∏
k=1
1
1− (u s¯)j − 1
)
Q(s¯, y) , (7.37)
for contributions from (3, B, 2) multiplets, using (7.10), and
W
(3,B,1)
free (u, s¯, y)
=
∞∑
r=1
(
N
(3,B,1)
free,(r,r−1,1)χ
(3,B,1)
(r;0;r,r−1,1)(u, s¯, y) +N
(3,B,1)
free,(r,r−1,−1)χ
(3,B,1)
(r;0;r,r−1,−1)(u, s¯, y)
)
= s¯(y + y−1)
(
2us¯− 1
1− us¯
∞∏
k=1
1
1− (u s¯)j + 1
)
Q(s¯, y) ,
(7.38)
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for contributions of (3, B, 1) multiplets, using the form of the corresponding characters in
(7.35), along with (7.15). Similarly, using the free field results for the U(1) ⊗ SU(1, 1)
sector in (7.26), we may determine,
W
(3,cons.)
free (u, s¯, y) =
∞∑
j=0
χ
(3,cons.)
(j+1;j;0,0,0)(u, s¯, y) =
u s¯3
1− s¯2Q(s¯, y) , (7.39)
for conserved current multiplet contributions and,
W
(3,A,±)
free (u, s¯, y)
=
∞∑
r=1
∞∑
j= r
2
−1
j≥0
N
(3,A,±)
free,(r,j) χ
(3,A,±)
(r+j+1;j;r,r,±r)(u, s¯, y)
= y∓1s¯−1(1 + s¯ y)(1 + s¯ y−1)
( ∞∏
k=1
1
1 + (−1)j(uy±1s¯2)j(1−s¯2j)−2 −
u y±1s¯
(1− s¯2)2 − 1
)
,
(7.40)
for (3, A,±) semishort multiplets, evident by using (7.26), (7.34), and the form of the
corresponding characters in (7.35). We may then determine numbers N
(3,A,2)
free,(r,j,q) of (3, A, 2)
semishort operators from,
Z
U(1)⊗Osp(2|2)
free (u, s¯, y) = 1 +W
(3,B,2)
free (u, s¯, y) +W
(3,B,1)
free (u, s¯, y) +W
(3,cons.)
free (u, s¯, y)
+W
(3,A,+)
free (u, s¯, y) +W
(3,A,−)
free (u, s¯, y)
+
∑
r≥1,2j≥0
0≤|q|<r
N
(3,A,2)
free,(r,j,q) χ
(3,A,2)
(r+j+1;j;r,r,q)(u, s¯, y) .
(7.41)
Finding general formulae for N
(3,A,2)
free,(r,j,q) is nontrivial, however series expansion of (7.41),
using Mathematica, suggests the following results for particular cases, for r = 0, 1, 2, . . .,
N
(3,A,2)
free,(r+1,0,0) = 2
r∑
j=0
j∑
k=0
p(k) +
r+1∑
j=0
p(j) = 4, 10, 21, 40, 71, . . . , (7.42)
along with,
N
(3,A,2)
free,(r+3,0,±2) = 2
r+1∑
j=0
[ j2 ]∑
k=0
p( 12(1−(−1)j) + 2k)−
r+3∑
j=0
p(j) + p(r+4) = 2, 5, 10, 19, 33, . . . .
(7.43)
For the U(1) ⊗ Osp(2|2) sector, the supergravity single particle partition function
reduces to,
Y U(1)⊗Osp(2|2)sugra (u, s¯, y) =
∞∑
r=1
χ
(3,B,2)
(r;0;r,r,0)(u, s¯, y) =
u s¯(1 + s¯ y)(1 + s¯ y−1)
(1− s¯2)(1− u s¯) , (7.44)
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so that, from (7.3),
ZU(1)⊗Osp(2|2)sugra (u, s¯, y) =
∞∏
j,k=1
(1 + uj s¯j+2k−1y)(1 + uj s¯j+2k−1y−1)
(1− uj s¯j+2k−2)(1− uj s¯j+2k) . (7.45)
This time, we may determine,
W (3,B,2)sugra (u, s¯, y) =W
(3,B,2)
free (u, s¯, y) ,
W (3,B,1)sugra (u, s¯, y) =W
(3,B,1)
free (u, s¯, y) , W
(3,cons.)
sugra (u, s¯, y) = 0 ,
(7.46)
due to the relevant sector of BPS operators remaining protected and the conserved current
multiplet operators disappearing from the spectrum, as shown previously. Similarly, using
the supergravity limit results for the U(1)⊗ SU(1, 1) sector in (7.31), we may determine,
W
(3,A,±)
free (u, s¯, y)
=
∞∑
r=1
∞∑
j= r
2
−1
j≥0
N
(3,A,±)
sugra,(r,j) χ
(3,A,±)
(r+j+1;j;r,r,±r)(u, s¯, y)
= y∓1s¯−1(1 + s¯ y)(1 + s¯ y−1)
( ∞∏
k=1
(1 + u y±1 s¯2j)− u y
±1s¯
(1− s¯2)2 − 1
)
,
(7.47)
for (3, A,±) semishort multiplets, evident by using also (7.34), and the form of the cor-
responding characters in (7.35). We may then determine numbers N
(3,A,2)
sugra,(r,j,q) of (3, A, 2)
semishort operators from,
ZU(1)⊗Osp(2|2)sugra (u, s¯, y) = 1 +W
(3,B,2)
sugra (u, s¯, y) +W
(3,B,1)
sugra (u, s¯, y)
+W (3,A,+)sugra (u, s¯, y) +W
(3,A,−)
sugra (u, s¯, y)
+
∑
r≥1,2j≥0
0≤|q|<r
N
(3,A,2)
sugra,(r,j,q) χ
(3,A,2)
(r+j+1;j;r,r,q)(u, s¯, y) .
(7.48)
Again, general formulae for N
(3,A,2)
sugra,(r,j,q) seem nontrivial to obtain, however using Mathe-
matica suggests, for particular cases, for r = 0, 1, 2, . . .,
N
(3,A,2)
sugra,(1,j,0) = 1 , j = 0, 1, 2, . . . , (7.49)
and
N
(3,A,2)
sugra,(r+1,0,0) =
r∑
j=0
j∑
k=0
p(k) = 1, 3, 7, 14, 26, . . . , (7.50)
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along with,
N
(3,A,2)
sugra,(r+3,0,±2) =
r+1∑
j=0
[ j2 ]∑
k=0
p( 12(1−(−1)j)+2k)−
r+3∑
j=0
p(j)+p(r+4) = 0, 0, 1, 2, 5, . . . . (7.51)
A consistency check is provided by (4.34) which implies that the unprotected
scalar (3, A, 2) semishort primary operators in SO(6) representation R(r,r,0), respec-
tively R(r,r,±2), and their conformal descendants, counted above, should pair with un-
protected (3, B, 1) BPS primary operators in the SO(6) representation R(r+2,2,0), respec-
tively R(r+2,r,±2), and their descendants, counted previously. Using (7.16), (7.22), (7.42)
and (7.50), along with (7.17), (7.23), (7.42) and (7.51), we find,
N
(3,B,1)
free,(r+2,r,0) −N (3,B,1)sugra,(r+2,r,0) = N (3,A,2)free,(r,0,0) −N (3,A,2)sugra,(r,0,0) =
r∑
j=0
j∑
k=0
p(k) ,
N
(3,B,1)
free,(r+2,r,±2) −N (3,B,1)sugra,(r+2,r,±2) = N (3,A,2)free,(r,0,±2) −N (3,A,2)sugra,(r,0,±2)
=
r−2∑
j=0
[ j2 ]∑
k=0
p( 12(1−(−1)j) + 2k) ,
(7.52)
expressing perfect agreement with this expectation.
The U(1)⊗Osp(4|2) Sector
This sector is nontrivial to analyse in similar terms as above, due to necessary and
nontrivial expansions over SO(4) characters, as done for the U(1) ⊗ SO(4) sector above,
so here are simply given formulae for (7.1). Using (5.15), for N = 3, m = 1, with (7.12),
we have,
χ
(3,B,2)
(r;0;r,r,0)(u, s¯, u+, u−) = χ
(U(1)⊗Osp(2|2),2)
(r;r;r,0) (u, s¯, u+, u−)
=
(u s¯)r
1− s¯2
∑
ε,η=±1
(u+)
εr(u−)
ηr(1 + s¯ u+
εu−
−η)(1 + s¯ u+
−εu−
η)(1 + s¯ u+
−εu−
−η)
(1− u+−2ε)(1− u−−2η) ,
(7.53)
so that, with (5.18),
f
U(1)⊗Osp(4|2)
± (u, s¯, u+, u−) =
(u s¯)
1
2
1− s¯2
(
χ1(u±) + s¯χ1(u∓)
)
,
Y U(1)⊗Osp(4|2)sugra (u, s¯, u+, u−)
=
1
1− s¯2
∑
ε=±1
(1 + u s¯2u+
2ε)(1 + s¯(u+ u−)
−ε)(1 + s¯(u+/u−)
−ε)
(1− u+−2ε)(1− u s¯(u+ u−)ε)(1− u s¯(u+/u−)ε) − 1 .
(7.54)
(7.54) is consistent with (6.18) in the limit (5.9) and the formula in the second line can
also be shown to be symmetric under exchange of u+, u−, as is necessary.
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8. Conclusion
While much progress has been made recently in terms of determining the spectra of
superconformal field theories, there are many open questions, for instance, for the new
superconformal Chern Simons theories or N = 4 super Yang Mills.
Focussing on the former, while the spectra of the N = 6 superconformal Chern Simons
theory at zero (effective) ’t Hooft coupling and in the large n, k limits has been partially
addressed here by use of character methods, it may be interesting to investigate operator
counting for finite n, k.
For large n, k, the results here provide extra confirmation of expectations that the
primary operators dual to Kaluza Klein modes, and multi-traces of these operators, in
[r, 0, r] SU(4) representations, conformal dimension r, are protected, as argued in another
way in [2]. Also, the counting here implies that these are the only gauge invariant multi-
trace primary operators in the (3, B, 2) superconformal representation.
For the (3, B, 1) representations, the only gauge invariant primary operators belong to
[r−2s, s+t, r−2t], s, t = 0, . . . , [r/2], s t 6= 0, SU(4) representations, for which generating
functions for counting are given in appendix B. Furthermore, in accord with long multiplet
decomposition rules, counting of (s, t) = (1, 0) and (0, 1) cases shows matching between the
free field and supergravity limits, providing a consistency check of the character procedure
used here and further evidence, perhaps, in favour of the duality proposed in [2].
Turning to semishort cases, conserved current multiplet operators disappear from the
spectrum in the supergravity limit while the primary operators for (3, A,±) semishort
operators, belonging to [2r, 0, 0], [0, 0, 2r] SU(4) representations, have spins j ≥ 1
2
r − 1 in
the free field limit, while for the supergravity limit, j ≥ 12r2+ r−1, a reflection of the very
simple partition function obtained in (7.45).
While only partial counting is obtained here for semishort operators, the numbers of
primary operators obtained are consistent with the following formula, implied by (4.34),
(4.35), (4.36),
NMprot,(r,q) = N
M
free,(r,q) −N (3,B,1)free,(r+2,r,q) +N (3,B,1)prot,(r+2,r,q) , (8.1)
where NMprot,(r,q), N
M
free,(r,q) denote numbers of corresponding protected/free scalar semi-
short primary operators, in appropriate R(r,r,q) SO(6) representations (so that for M =
(3, cons.), then r, q = 0, for M = (3, A,±) then r = ±q 6= 0 and for M = (3, A, 2) then
r > |q| > 0) while N (3,B,1)prot,(r+2,r,q), N (3,B,1)free,(r+2,r,q) denote numbers of protected/free primary
operators in (3, B, 1) BPS multiplets, in R(r+2,r,q) SO(6) representations.
Note also that, for free field theory in the large n limit, r, q are further restricted
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to r = 2, q = ±2 for the M = (3, A,±) cases and r ∈ N, q = 0,±2, r > |q|, for the
M = (3, A, 2) cases.
(8.1) implies that it is possible to compute the partition function corresponding to
such protected operators using only free field theory and the knowledge of which (3, B, 1)
BPS operators remain protected.
In particular this applies to the N = 6 Chern Simons theory, having finite n and large
levels k, in which case allowable r, q in (8.1), deriving from free field theory, may change.
The generating functions,
Fq(z) =
∑
r≥0
NMfree,(r,q)z
r ,
Gq(z) =
∑
r≥0
(
N
(3,B,1)
free,(r+2,r,q) −N (3,B,1)prot,(r+2,r,q)
)
zr ,
(8.2)
may then be determined using the free field partition functions Z
(n),U(1)⊗Osp(2|2)
free (u, s¯, y),
Z
(n),U(1)⊗SO(4)
free (u, u+, u−), denoting (6.6) evaluated in the relevant H ⊂ Osp(6|4) sector,
and Z
(n),U(1)⊗SO(4)
prot (u, u+, u−), the partition function for protected (3, B, 1) operators eval-
uated in the U(1)⊗SO(4) sector.12 (Presumably the latter partition function is equivalent
to the chiral ring partition function, for finite n.)
These generating functions may then be used to write, using also (4.7), (4.27), (4.28)
for N = 3,
Zq(s, x, y1, y2, y3) =
∑
r≥0
NMprot,(r,q)χ
(3,A,1)
(r+1;0;r,r,q)(s, x, y1, y2, y3)
= W(3)
(
Hq(s
2y1y2) y3
q C
(3,A,1)
(1;0;0,0,0)(s, x, y1, y2, y3)
)
,
Hq(z) = Fq(z)−Gq(z) ,
(8.3)
for the partition function restricted to relevant protected scalar primary operators, and
their superconformal descendants.
12 It is evident from the form of the characters in (7.35), that,
Fq(z) =
1
(2pii)2
∮ ∮
1− x2
x3yq(x+ y)(1 + xy)
(
Z
(n),U(1)⊗Osp(2|2)
free (z/x, x, y)− 1
)
dx dy ,
in terms of a double contour integral, where the contribution from the identity operator is
subtracted. (Depending on free field constraints for finite n it may also be necessary to sub-
ract contributions from other short multiplet representations as well.) Gq(z) may, in princi-
ple, be computed in terms of a double contour integral similar to that in appendix B, where
f(u, x, y) = Z
(n),U(1)⊗SO(4)
free (u
1
2 , x, y)− ZU(1)⊗SO(4)prot (u
1
2 , x, y) in (B.1).
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Such partition functions should be consistent with the large n result where, using
that there are no relevant scalar (3, cons.), (3, A,±) primary operators in the supergravity
spectrum and that N
(3,A,2)
prot,(r,q) = N
(3,A,2)
sugra,(r,0,q) with (7.50), (7.51), then
H0(z) =
∞∑
r=1
N
(3,A,2)
sugra,(r,0,0) z
r =
z
(1− z)2
∞∏
k=1
1
1− zk ,
H±2(z) =
∞∑
r=3
N
(3,A,2)
sugra,(r,0,±2) z
r =
(
z2
(1− z)(1− z2) −
1
1− z +
1
z
) ∞∏
k=1
1
1− zk −
1
z
,
(8.4)
with other Hq(z) vanishing.
Turning to N = 4 super Yang Mills, with gauge group U(N), there are still many out-
standing questions regarding operator spectra that perhaps may be more easily answered
for N = 6 superconformal Chern Simons theories, due to the latter having fewer decoupled
sectors, as demonstrated here. One concerns finite N counting for protected operators.
(Addressing this question may help answer the difficult black hole entropy/microstate
counting problem.)
Recently, the latter issue received some attention in [24], where, among other things,
the problem of counting certain gauge invariant operators, consisting of products of single
trace chiral ring operators acted on by derivatives, was considered. (These operators should
remain protected and certainly enumerating them is interesting and worthwhile.)
The simpler problem of counting chiral ring operators has been addressed from the
perspective of computing Hilbert series for the ring of symmetric polynomials in [25] (equiv-
alently, the latter issue has been investigated from a perhaps more formal perspective in
[26]) whereby the non-trivial part of the computation is in taking account of syzygies (or
trace identities in terms of matrices). The same difficulty applies to counting operators
of the sort, referred to above, considered in [24] and perhaps could be circumvented by a
judicious choice of basis for the operators.
In appendix C, a more combinatorial approach is described using a natural basis for
multi-trace operators involving commuting matrices, the simplest sort of chiral ring that
is relevant for N = 4 super Yang Mills. The technique involves employing the Polya
enumeration theorem, applied to counting graph colourings where the relevant graphs,
in this case, have a particular wreath product group automorphism symmetry. (This is
similar to the approach used for counting single trace operators, in the large N limit,
for N = 4 SYM, [27,28], where the relevant graphs there were necklaces with cyclic group
automorphism symmetry.) The result obtained by this approach (equivalent to the Hilbert
series mentioned above) is naturally expressed in terms of cycle index polynomials for
the symmetric permutation group. (For alternative polynomial expansions of chiral ring
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partition functions, useful in the context of asymptotics, see, for example, [29].)
It may be worth trying to find other combinatorial methods of counting chiral ring
operators more generally, perhaps using known extensions of the Polya enumeration theo-
rem, taking into account symmetry in colours [30], for example. In any case, Hilbert series
appear to have very interesting connections with counting graph colourings that perhaps
may lead to even other extensions of the Polya enumeration theorem.
Acknowledgements
I am very grateful to Nicolas Boulanger, James Lucietti, Thomas Quella, Oliver Ros-
ten, Per Sundell and particularly to Hugh Osborn for useful comments and discussions.
This research is supported by the Netherlands Foundation for Fundamental Research on
Matter (FOM).
40
Appendix A. Osp(2N |4) Subalgebras
Corresponding to the shortening conditions (3.5), (3.8), (3.11), (3.14), with notation
as in Table 1, there are subalgebras which are now discussed. The characters for these
subalgebras lead to the limits considered in section 5.
Corresponding to (3.5) for (N,B,m) short multiplets we have,
Osp(2N |4) ⊃ (SU(2|m)⊗ SO(2N−2m))⋉ U(1)Im . (A.1)
The generators of SU(2|m) are Mαβ , Qmˆα, S¯nˆβ, mˆ, nˆ = 1, . . . , m, of section 2, along
with Hm as in (5.1), and Tmˆnˆ, generators of SU(m) ⊂ SO(2m), with, in terms of the
generators in (2.7),
Tmˆmˆ = Hmˆ − 1m
m∑
nˆ=1
Hnˆ , Tmˆnˆ =
{
i
2
E+−mˆnˆ , mˆ < nˆ
− i2E−+nˆmˆ , nˆ < mˆ
, (A.2)
so that
∑m
mˆ=1 Tmˆmˆ = 0 and, for kˆ, lˆ = 1, . . . , m,
[Tmˆnˆ, Tkˆlˆ] = δnˆkˆ Tmˆlˆ − δmˆlˆ Tnˆkˆ . (A.3)
SU(2|m) has usual algebra with, in particular,
{Qmˆα, S¯nˆβ} = 2i(Mαβ δmˆnˆ − δαβ Tmˆnˆ + δαβ δmˆnˆHm) , (A.4)
and
[Hm,Qmˆα] = ( 12 − 1m )Qmˆα , [Hm, S¯nˆβ ] = −( 12 − 1m )S¯nˆβ . (A.5)
For m = 2, Hm is evidently then a central extension.
The SO(2N−2m) subgroup in (A.1) is generated by Rr¯ s¯ r¯, s¯, t¯, u¯ = 2m+1, . . . , 2N ,
[Rr¯s¯, Rt¯u¯] = i(δr¯t¯Rs¯u¯ − δs¯t¯Rr¯u¯ − δr¯u¯Rs¯t¯ + δs¯u¯Rr¯t¯) , (A.6)
while Im in (5.1) is an external automorphism with,
[Im,Qmˆα] = ( 12 + 1m )Qmˆα , [Im, S¯nˆβ ] = −( 12 + 1m )S¯nˆβ . (A.7)
Corresponding to (3.5) for n = N for (N,B,+) multiplets and, separately, (3.8) for
(N,B,−) multiplets we have,
Osp(2N |4) ⊃ SU(2|N)⋉ U(1)I± . (A.8)
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The generators of SU(2|N) are Mαβ, Qmˆα, S¯nˆβ, for mˆ, nˆ = 1, . . . , N−1,+, for the
(N,B,+) case, and mˆ, nˆ = 1, . . . , N−1,−, for the (N,B,−) case, where we define
Q+α = QNα , Q−α = Q¯Nα , S¯+α = S¯Nα , S¯−α = SNα , (A.9)
along with H± as in (5.7), and Tmˆnˆ, generators of SU(N) given by, for mˆ < N ,
Tmˆmˆ = Hmˆ − 1N (H1 + . . .+HN−1 ±HN ) ,
T±± = ±HN − 1N (H1 + . . .+HN−1 ±HN ) ,
Tmˆ± =
i
2E
+±
mˆN , T±mˆ = − i2E−±mˆN , Tmˆnˆ =
{
i
2
E+−mˆnˆ , mˆ < nˆ < N
− i
2
E−+nˆmˆ , nˆ < mˆ < N
,
(A.10)
satisfying the same commutation relation (A.3) for mˆ, nˆ, kˆ, lˆ = 1, . . . , N−1,±.
The Qmˆα, S¯nˆβ generators satisfy (A.4) for Hm replaced by H±, as appropriate, and
mˆ, nˆ = 1, . . . , N−1,±, and with,
[H±,Qmˆα] = ( 12 − 1N )Qmˆα , [H±, S¯nˆβ] = −( 12 − 1N )S¯nˆβ , (A.11)
so that for R-symmetry group SO(4), i.e. N = 2, H± is a central extension.
I± in (5.7) acts and as external automorphism with,
[I±,Qmˆα] = ( 12 + 1N )Qmˆα , [I±, S¯nˆβ] = −( 12 + 1N )S¯nˆβ . (A.12)
The expression (5.2) may be understood as follows. By taking the limit δ → 0, only
(N,B, n), n ≥ m, and (N,B,±) BPS multiplets have states, including the highest weight
state, with zero Hm eigenvalues. Characters for the (SU(2|m)⊗ SO(2N−2m)
)
⋉ U(1)Im
subalgebra, when restricted to these representations, reduce to U(1)Im ⊗ SO(2N−2m)
characters, as these representations are trivial representations of the SU(2|m) subalgebra,
evident from section 3.
The limit in (5.8) may be understood similarly to other BPS cases whereby the char-
acters reduce in the half BPS cases to U(1)I± characters.
Corresponding to (3.11) for (N,A,m) semi-short multiplets we have,
Osp(2N |4) ⊃ (SU(1|m)⊗Osp(2N−2m|2))⋉ U(1)Km . (A.13)
The generators of SU(1|m) are Qmˆ2, S¯nˆ2, Tmˆnˆ, mˆ, nˆ = 1, . . . , m, along with Jm as in
(5.9) where SU(1|m) has usual algebra with in particular,
{Qmˆ2, S¯nˆ2} = 2i(−Tmˆnˆ + δmˆnˆ Jm) , (A.14)
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with,
[Jm,Qmˆ2] = (1− 1m )Qmˆ2 , [Jm, S¯nˆ2] = −(1− 1m )S¯nˆ2 . (A.15)
For m = 1, Jm is then a central extension.
The generators of Osp(2N−2m|2) are Sp(2,R) ≃ SU(1, 1) generators P11, K11 of
section 2, along with, D¯ = D + J3 in (5.9) satisfying,
[D¯, P11] = 2P11 , [D¯,K
11] = −2K11 , [K11, P11] = 4D¯ , (A.16)
along with Qr¯1, Ss¯
1, r¯, s¯ = 2m+1, . . . , 2N , of section 2, and SO(2N − 2m) generators Rr¯s¯
as before, satisfying,
[D¯, Qr¯1] = Qr¯1 , [D¯, Ss¯
1] = −Ss¯1 ,
[K11, Qr¯1] = 2iSr¯
1 , [P11, Ss¯
1] = −2iQs¯1 ,
(A.17)
and
{Qr¯1, Qs¯1} = 2δr¯s¯P11 , {Sr¯1, Ss¯1} = 2δr¯s¯K11 , {Qr¯1, Ss¯1} = 2i δr¯s¯D¯ + 2Rr¯s¯ .
(A.18)
In (A.13), Km as in (5.9), is an outer automorphism with,
[Km,Qmˆ2] = 1mQmˆ2 , [Km, S¯nˆ2] = − 1m S¯nˆ2 , [Km, Qr¯1] = [Km, Ss¯1] = 0 . (A.19)
Corresponding to (3.11) for n = N for (N,A,+) multiplets, and separately, (3.14) for
(N,A,−) semi-short multiplets we have,
Osp(2N |4) ⊃ (SU(1|N)⊗ SU(1, 1))⋉ U(1)K± . (A.20)
The generators of SU(1|N) are Qmˆ2, S¯nˆ2, Tmˆnˆ, for mˆ, nˆ = 1, . . . , N−1,+, for the (N,A,+)
case, and mˆ, nˆ = 1, . . . , N−1,−, for the (N,A,−) case, with the definitions (A.9) for α = 2,
with Tmˆnˆ as in (A.10) and J± as in (5.21).
The supercharges satisfy (A.14) with Jm replaced by J±, as appropriate, and mˆ, nˆ =
1, . . . , N−1,±, with,
[J±,Qmˆ2] = (1− 1N )Qmˆ2 , [J±, S¯nˆ2] = −(1− 1N )S¯nˆ2 , (A.21)
so that, for R symmetry group SO(2), i.e. N = 1, J± is a central extension. The SU(1, 1)
generators are P11, K
11 and D¯, as above, satisfying (A.16). Also, K± as given in (5.21) is
an outer automorphism with,
[K±,Qmˆ2] = 1NQmˆ2 , [K±, S¯nˆ2] = − 1N S¯nˆ2 . (A.22)
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(5.10) can be understood similarly to BPS limits. Again by taking the limit δ →
0, only those states in relevant semishort multiplets and various BPS multiplets with
zero Jm eigenvalue contribute to corresponding characters. Note, however, that for semi-
short multiplets, the states do not include highest weight states, but some superconformal
descendants. Such characters, when restricted to the
(
SU(1|m) ⊗ Osp(2N−2m|2)) ⋉
U(1)Km subalgebra, reduce to U(1)Km⊗Osp(2N−2m|2) characters as these representations
are trivial representations of the SU(1|m) subalgebra.
To see the equivalence in terms of Osp(2N−2m|2), characters, we may, as in section 2,
make a change of basis for Qr¯1, Ss¯
1, Rr¯s¯ to the orthonormal basis, as in (2.8) and (2.9), to
{Qm¯1, Q¯m¯1, Sn¯1, S¯n¯1, Hm¯, E±±m¯n¯ , E±∓m¯n¯ , m¯, n¯ = m+1, . . . , N}, in an obvious way. Denoting
highest weight states by |∆¯; r¯〉h.w., where
(K11, Ss¯
1)|∆¯; r¯〉h.w. = 0 , (D¯,Hm¯)|∆¯; r¯
〉h.w.
= (∆¯, rm¯)|∆¯; r¯〉h.w. , (A.23)
unitarity requires ∆¯ ≥ rm+1. Compatible shortening conditions are given by, for n¯ =
m+1, . . . , N ,
Qn¯1|∆¯; r¯〉h.w. = 0 ⇒ ∆¯ = rm+1 = . . . = rn¯ ,
Q¯N1|∆¯; r¯〉h.w. = 0 ⇒ ∆¯ = rm+1 = . . . = rN−1 = −rN .
(A.24)
We may follow a similar procedure as for Osp(2N |4) characters in section 4 to find
Osp(2N |2) characters for representations R(∆¯,¯r). The corresponding characters for irre-
ducible representations are given by,13
χ
(Osp(2N−2m|2),i)
(∆¯,¯r)
(s¯, y¯) = TrR(∆¯,r¯)(s¯
D¯y¯1
Hm+1 · · · y¯N−mHN )
=
s¯∆¯
1− s¯2W
SN−m⋉(S2)
N−m−1
(
C
(N−m)
r¯ (y¯)R(i)(s¯, y¯)
∏N−m−1
j=1 (1 + s¯ y¯j
−1)
)
,
(A.25)
where, corresponding to the action of supercharges on the highest weight state for long
and short representations R(∆¯,¯r),
R(i)(s¯, y¯) =


(1 + s¯ (y¯N−m)
−1)
∏N−m
j=1 (1 + s¯ y¯j) , for i = long
(1 + s¯ (y¯N−m)
−1)
∏N−m
j=n¯+1−m(1 + s¯ y¯j) , for i = n¯
(1 + s¯ (y¯N−m)
∓1) , for i = ±,
(A.26)
where for i = long then ∆¯ ≥ rm+1, for long multiplets, while for i = n¯ then ∆¯ = rm+1 =
. . . = rn¯ > rn¯+1 and for i = ± then ∆¯ = rm+1 = . . . = rN−1 = ±rn.
13 Here the maximal compact subgroup is U(1)⊗ U(1)⊗ SO(2N−2m) so that the relevant
Weyl symmetriser, acting on Verma module characters, is WSN−m⋉(S2)
N−m−1
.
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Appendix B. Character Expansions
Defining,
f(u, x, y) =
∑
r,s,t≥0
Nrstu
rχs(x)χt(y) , (B.1)
and using usual the orthogonality relation for SU(2) characters in (4.5),
− 1
4pii
∮
dz
z
(z − z−1)2χs(z)χt(z) = δst , (B.2)
which may be equivalently expressed by, due to χj(z) = χj(z
−1),
− 1
2pii
∮
χs(z)χt(z)(z − z−1)dz = δst , (B.3)
we have that,
Nrst =
1
(2pii)3
∮ ∮ ∮
f(u, x, y)u−r−1χs(x)χt(y)(x− x−1)(y − y−1) du dx dy , (B.4)
where each contour is the relevant unit circle. Using χs(z) = −χ−s−2(z), we have,
Nrst = −Nr −s−2 t = −Nrs −t−2 = Nr −s−2 −t−2 . (B.5)
It is convenient below to construct generating functions,
Frs(z) =
∞∑
r=0
Nr r−2s r−2tz
r , (B.6)
so that using (B.4), summing over r and performing the subsequent contour integral over
u for |z| < |xy|,
Frs(z) =
1
(2pii)2
∮ ∮ (
x1−2sy1−2tf(zxy, x, y)− x1−2sy−1+2tf(zx/y, x, y)
− x−1+2sy1−2tf(zy/x, x, y) + x−1+2sy−1+2tf(z/(xy), x, y)
)
dx dy .
(B.7)
Note that for application to the main text, in terms of the notation used below,
Nfree,(r,r−s−t,t−s) = NF,r r−2s r−2t , Nsugra,(r,r−s−t,t−s) = NS,r r−2s r−2t . (B.8)
The Free Field Case
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For the free field case, due to (7.13) with (7.14), we consider,
fF(u, x, y) =
∏
j≥1
1
1− ujχ1(xj)χ1(yj) =
∑
r,s,t≥0
NF,rstu
rχs(x)χt(y) , (B.9)
which may be expanded as,
fF(u, x, y) =
∑
λ
u|λ|pλ(x, x
−1)pλ(y, y
−1) , (B.10)
in terms of power symmetric polynomials pλ(z), (6.9) with (6.4). Using an expansion
formula for power symmetric polynomials in terms of Schur polynomials, we may expand
the latter in terms of SU(2) characters via,
pλ(z, z
−1) =
∑
m,n≥0
m+2n=|λ|
ωλ
(m,n)χm(z) , (B.11)
where ωλ
(m,n) are symmetric group characters. Introducing the notation,
(
λ
ρ
)
=∏
j≥1
(
λj
ρj
)
then it is easily determined from (B.11) that (other formulae for these charac-
ters may be found in in [31] but the following is the most useful for purposes here, and is
perhaps simpler),
ω
(|λ|,0)
λ = 1 , ωλ
(|λ|−2n,n) =
∑
ρ
|ρ|=n
(
λ
ρ
)
−
∑
ρ
|ρ|=n−1
(
λ
ρ
)
, n = 1, . . . , [|λ|/2], (B.12)
with ω
(n,m)
λ being otherwise zero. Thus, using (B.3), (B.4) for (B.10) with (B.11),
NF,r r−2s r−2t =
∑
λ
|λ|=r
ωλ
(r−2s,s)ωλ
(r−2t,t) , s, t = 0, . . . , [r/2] . (B.13)
Thus, NF,r r−2s r−2t is a potentially non-zero, non-negative integer only for r, s =
0, . . . , [r/2].
A useful identity, which may be easily generalised, is the following, namely, for
nrij =
∑
λ
|λ|=r
(
λj
i
)
, (B.14)
then,14
gij(z) =
∞∑
r=0
nrij z
r =
zij
(1− zj)i
∞∏
k=1
1
1− zk . (B.15)
14 This may be seen in a simple way by first introducing, h(x, z) = 1
1−xzj
∏∞
k=1
k 6=j
1
1−zk
, so
that, in a series expansion, h(x, z) =
∑
λ
xλjz|λ| .We then have limx→1
1
i!
di
dxi
h(x, z) = gij(z) using
1
i!
di
dxi
1
1−xzj
= z
ij
(1−xzj)i+1
.
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The simplest case is for s = t = 0, whereby for (B.6) we find, using (B.12) along with
(B.15),
FF,00(z) = g00(z) =
∞∏
k=1
1
1− zk , (B.16)
and thus have, giving (7.10),
NF,rrr = nr00 = p(r) . (B.17)
Similarly, for (B.6) using (B.12) along with (B.15),
FF,10(z) = FF,01(z) = g11(z) − g00(z) = 2z − 1
1− z
∞∏
k=1
1
1− zk , (B.18)
and so, agreeing with (7.15),
NF,r r−2 r = NF,r r r−2 = nr11 − p(r) =
r−1∑
j=0
p(j)− p(r) . (B.19)
Similarly, for (B.6) using (B.12) along with (B.15),
FF,11(z) = 2g21(z) − g11(z) + g00(z) = 4z
2 − 3z + 1
(1− z)2
∞∏
k=1
1
1− zk , (B.20)
and so, giving (7.16),
NF,r r−2 r−2 = 2nr21 − nr11 + p(r) . (B.21)
Notice, that by a very similar argument, it may be shown that from (B.12) with (B.13)
for t = 0,
FF,s 0(z) = FF,0 s(z)
=
∑
ρ1,...,ρs≥0
(
zsδρ1+...+sρs,s − zs−1δρ1+...+sρs,s−1
) 1∏s
j=1(1− zj)ρj
∞∏
k=1
1
1− zk ,
(B.22)
enabling determination of NF,r r−2s r−2t for s t = 0.
The Supergravity Case
In this case we consider, due to (7.19) with (7.20),
fS(u, x, y) =
∏
j≥1
1∏j
k,l=0(1− ujx2k−jy2l−j)
=
∑
r,s,t≥0
NS,rstu
rχs(x)χt(y) , (B.23)
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and we use (B.7), (B.6), to determine generating functions for low s, t.
For application to (B.6), we have the leading terms,
fS(zxy, x, y) =
∞∏
k=1
1
1− zk + . . . ,
fS(zx/y, x, y) =
∞∏
k=1
1
(1− zk)(1− zky−2) + . . . ,
fS(zy/x, x, y) =
∞∏
k=1
1
(1− zk)(1− zkx−2) + . . . ,
fS(z/(xy), xy) =
∞∏
k=1
1
(1− zk)(1− zkx−2)(1− zky−2)(1− zkx−2y−2) + . . . ,
(B.24)
where . . . denotes terms that in a series expansion in x, y involve powers x2a, y2b, a, b ∈ Z,
a, b 6= 0,−1, that do not contribute below.
We have, from (B.24),
1
(2pii)2
∮ ∮
xyfS(zxy, x, y)dx dy = 0 ,
1
(2pii)2
∮ ∮
x
y
fS(zx/y, x, y)dx dy = 0 ,
1
(2pii)2
∮ ∮
y
x
fS(zy/x, x, y)dx dy = 0 ,
1
(2pii)2
∮ ∮
1
xy
fS(z/(xy), x, y)dx dy =
∞∏
k=1
1
1− zk ,
(B.25)
so that for (B.6) we have, from (B.7),
FS,00(z) = g00(z) . (B.26)
agreeing with (B.16). Hence, NS,rrr = NF,rrr in (B.17), leading to the first equation in
(7.21).
Similarly, using (B.24) and
∞∏
k=1
1
1− tzk = 1 +
zt
1− z +O(t
2, z2) , (B.27)
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we have,
1
(2pii)2
∮ ∮
x
y
fS(zxy, x, y)dx dy = 0 ,
1
(2pii)2
∮ ∮
yxfS(zx/y, x, y)dx dy = 0 ,
1
(2pii)2
∮ ∮
1
xy
fS(zy/x, x, y)dx dy =
∞∏
k=1
1
1− zk ,
1
(2pii)2
∮ ∮
y
x
fS(z/(xy), x, y)dx dy =
z
1− z
∞∏
k=1
1
1− zk ,
(B.28)
so that for (B.6), from (B.7),
FS,01(z) = g11(z) − g00(z) , (B.29)
agreeing with (B.20), so that NS,r r r−2 = NF,r r r−2 in (B.21). It is easy to show that
FS,10(z) = FS,01(z) so that NS,r r−2 r = NS,r r r−2. Thus we have (7.21).
Similarly, using (B.24) with (B.27),
1
(2pii)2
∮ ∮
1
xy
fS(zxy, x, y)dx dy =
∞∏
k=1
1
1− zk ,
1
(2pii)2
∮ ∮
y
x
fS(zx/y, x, y)dx dy =
z
1− z
∞∏
k=1
1
1− zk ,
1
(2pii)2
∮ ∮
x
y
fS(zy/x, x, y)dx dy =
z
1− z
∞∏
k=1
1
1− zk ,
1
(2pii)2
∮ ∮
xyfS(z/(xy), x, y)dx dy =
(
z
1− z +
z2
(1− z)2
) ∞∏
k=1
1
1− zk ,
(B.30)
so that for (B.6), from (B.7),
FS,11(z) = g21(z)− g11(z) + g00(z) = 3z
2 − 3z + 1
(1− z)2
∞∏
k=1
1
1− zk , (B.31)
giving, from (B.15),
NS,r r−2 r−2 = nr21 − nr11 + p(r) , (B.32)
leading to (7.22).
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Appendix C. Counting Multi-traces of Commuting Matrices
In [26] it was shown that a basis for multiple traces of J commuting N ×N matrices
Xk, k = 1, . . . , J , is provided by,
TrU1 TrU2 · · ·TrUN , Ui =
n∏
j=1
Yij , Yij ∈ {Xk, k = 0, . . . , J} , (C.1)
for n→∞, where X0 = I, the identity matrix, which, of course, also commutes with Xk,
k = 1, . . . , J , so that initially we treat it on an equal footing with the other matrices. (C.1)
is linearly independent up to the action of the automorphism symmetry group described
below.
Each Ui has an automorphism symmetry Sn since Ui =
∏n
j=1 Yij = (Ui)σ =∏n
j=1 Yiσ(j) for every σ ∈ Sn (since Xk commute). Hence each TrUi corresponds to a
graph with Sn symmetry Kn where Yij to corresponds to the jth vertex. Here, Kn is taken
to be the complete graph on n vertices.15 Particular TrUi corresponds to a colouring of the
vertices of Kn, in colours ck, k = 0, . . . , J , with the exact value of Yij ∈ {Xk, k = 0, . . . , J}
corresponding to the colour of the jth vertex.
TrU1 TrU2 · · ·TrUN corresponds to N copies of Kn, denoted KnN . This graph has a
corresponding automorphism group, in graph theory known as the wreath product group,
in this case given by the semi-direct product (Sn)N ⋊ SN . For this group, for σ =
(σ1, . . . , σN ) ∈ (Sn)N , τ ∈ SN , and defining στ = (στ−1(1), . . . , στ−1(N)), then for (σ, τ),
(σ′, τ ′) ∈ (Sn)N ⋊ SN , group multiplication is defined by (σ, τ)(σ′, τ ′) = (σσ′τ−1 , ττ ′), so
that, with 1(Sn)N⋉SN = (1Sn , . . . , 1Sn , 1SN ), then the inverse (σ, τ)
−1 = ((σ−1)τ , τ−1).
The action of (Sn)N ⋊ SN on (C.1) is given by (TrU1 TrU2 · · ·TrUN )(σ,τ) =
Tr(Uτ(1))σ1 Tr(Uτ(2))σ2 · · ·Tr(Uτ(N))σN , (Ui)σk =
∏n
j=1 Yiσk(j), with elements of the basis
related by such a group transformation being identical. To achieve a linearly independent
basis it is necessary to divide out by this automorphism symmetry.
Generically, depending on the graph G, with n vertices, having automorphism group
symmetry Γ, the generating function for the number Nn0,...,nJ of colourings of the vertices
of G, in nk colours ck, k = 0, . . . , J ,
∑J
k=0 nk = n, may be written as,
CΓ(x0, . . . , xJ) =
∑
n0,...,nJ≥0
n0+...+nJ=n
Nn0,...,nJx0
n0 · · ·xJnJ . (C.2)
15 This is the well known graph where any two vertices are joined by an edge. Kn is used here
for illustrative purposes - we could in fact consider any graph with Sn automorphism symmetry,
for instance the graph complement of Kn, composed of just n vertices, no edges.
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We may use the Polya enumeration theorem to determine the generating function for
the number of colourings of Kn
N , equivalent to the number of independent multiple trace
operators, (C.1), subject to the automorphism symmetry (Sn)N ⋊ SN , in terms of cycle
indices for the symmetric permutation group.
The cycle index for the symmetric permutation group Sn is given by, with the notation
of section 6,
ZSn(s1, . . . , sn) =
∑
λ
|λ|=n
∏n
j=1
1
jλjλj !
sj
λj =
1
2pii
∮
dz
zn+1
exp
(∑
j≥1
1
j
zjsj
)
, (C.3)
and the generating function for the number of colourings ofKn is, by the Polya enumeration
theorem,
CSn(x0, x1, . . . , xJ) = ZSn(s1, . . . , sn) , si = pi(x0, . . . , xJ) ,
=
1
2pii
∮
dz
zn+1
1
(1− zx0) . . . (1− zxJ ) ,
(C.4)
where pi(x) =
∑J
k=0 xk
i, a power symmetric polynomial. Similarly, for Kn
N , with auto-
morphism group (Sn)N ⋊SN , the generating function for the number of colourings is given
by, using the Polya enumeration theorem applied to wreath product groups [30],
C(Sn)N⋊SN (x0, x1, . . . , xJ) = ZSN (s˜1, . . . , s˜N ) , (C.5)
where
s˜i = ZSn(s1i, . . . , sni) = CSn(x0
i, . . . , xJ
i) , sji = pj(x0
i, x1
i, . . . , xJ
i) . (C.6)
In order that contributions to limn→∞ CSn(x0, x1, . . . , xJ) from finite numbers of Xk,
k = 1, . . . , J in TrUi not vanish then we must also take x0 → 1. Following from (C.4),
lim
n→∞
CSn(1, x1, . . . , xJ) = lim
s→1
(1− s)
∞∑
n=0
snCSn(1, x1, . . . , xJ) =
1
(1− x1) · · · (1− xJ ) .
(C.7)
Thus the generating function for the number of distinct basis elements of the form (C.1)
as n→∞ is,
lim
n→∞
C(Sn)N⋊SN (1, x1, . . . , xJ) = ZSN (s˜1, . . . , s˜N ) , s˜i =
1
(1− x1i) · · · (1− xJ i) ,
=
1
2pii
∮
dz
zN+1
exp
(∑
n≥1
1
n
zns˜n
)
=
1
2pii
∮
dz
zN+1
∞∏
j1,...,jJ=0
1
(1− zx1j1 · · ·xJjJ ) ,
(C.8)
which matches exactly with the chiral ring partition function obtained using the plethystic
approach [25].
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