Towards quantitative precision in the chiral crossover: masses and
  fluctuation scales by Helmboldt, Alexander J. et al.
Towards quantitative precision in the chiral crossover: masses and fluctuation scales
Alexander J. Helmboldt,1 Jan M. Pawlowski,1, 2 and Nils Strodthoff1
1Institut für Theoretische Physik, Universität Heidelberg, Philosophenweg 16, 69120 Heidelberg, Germany
2ExtreMe Matter Institute EMMI, GSI, Planckstr. 1, 64291 Darmstadt, Germany
We investigate the relation between the physical pion pole and screening masses and the mesonic
fluctuation scale in low-energy QCD, which relates to the curvature of the mesonic effective po-
tential. This relation is important for the correct relative weight of quantum, thermal and density
fluctuations. Hence, it governs the location of phase boundaries as well as the phase structure of
QCD. The identification of the correct physics scales is also primarily important for the correct
adjustment of the parameters of effective models for low-energy QCD. It is shown that subject to
an appropriate definition of the latter, all these scales agree at vanishing temperature, while they
deviate from each other at finite temperature.
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I. INTRODUCTION
In the past decade rapid progress has been made in
our theoretical understanding of the QCD phase struc-
ture, both with continuum methods and with the lattice.
By now, functional continuum approaches to QCD allow
us to discuss the strongly correlated low-energy sector
within a first-principle approach. Then the couplings to
be fixed are simply the fundamental parameters of QCD:
the strong coupling αs and the current quark masses
mcurrent, see [1–4]. In principle, this approach also al-
lows to pin down the coupling constants in low-energy
effective models of QCD as functions of αs and mcurrent.
These models are usually defined at a (UV) momentum
scale ΛUV of about 1GeV in terms of an effective La-
grangian with a set of coupling parameters λ⃗. As low-
energy couplings of QCD they can be deduced uniquely
from QCD as λ⃗(αs,mcurrent). Such an approach is com-
pleted by determining the set of all relevant low-energy
coupling parameters (at the UV scale ΛUV) which may
have an impact on the infrared physics at hand. In sum-
mary, this set-up anchors low-energy models within first-
principle QCD and their independent couplings are only
those of QCD. As a consequence, not only qualitative
but also quantitative physics questions of the strongly
correlated low-energy sector of QCD become accessible.
As described above, it is of chief importance in this
set-up to pin down the relevant couplings in low-energy
models. Moreover, the analysis of low-energy quantum,
thermal and density fluctuations in these models have
to be brought to a quantitative level. The current work
does a further significant step in this direction in the
context of the quark-meson (QM) model. We study the
frequency and momentum dependence of two-point corre-
lation functions, which is interesting for several reasons.
Most importantly, it gives us direct access to the relevant
question of physical observables such as pole masses and
decay constants, which are so far only indirectly acces-
sible in the Euclidean approach. Within this context it
also allows us to determine and clarify the relations be-
tween the physical observables determined at the poles,
e.g. at p2 = −m2pi and the low-energy parameters of the
models at p2 = 0. In particular, we determine the rela-
tions between pole masses corresponding to propagator
poles at p20 = −m2pol, screening masses corresponding to
poles at p⃗2 = −m2scr and curvature masses m2cur evaluated
at p2 = 0. Only the latter are directly accessible within
Euclidean approaches and are the mass parameters in the
effective action.
So far, the above relation and its convergence with a
given approximation scheme has not been studied. How-
ever, this is chiefly important for the relative weight of
quantum, thermal and density fluctuations: The char-
acteristic scale of quantum fluctuations is the curvature
mass mcur. Below this mass scale the propagation of
quantum fluctuations is suppressed. In turn, the charac-
teristic scale of density fluctuations is the pole mass mpol
(of modes with non-vanishing quark number). At finite
temperature these scales have some temperature depen-
dence. Thus, the correct identification of mpol, mscr and
mcur is an important issue in particular for quantitative
approaches towards QCD at finite temperature and den-
sity, where potential mismatches can lead to large sys-
tematic errors.
We discuss this issue at the example of the derivative
expansion, which is an expansion in momenta over mass-
scale, p2/m2. The derivative expansion is the most popu-
lar expansion scheme used in low-energy effective models.
In most applications the local potential approximation
(LPA) is used, where one employs classical propagators.
In contrast, the computation in the present work involves
fully momentum-dependent propagators. This advanced
approximation can be used to resolve apparent incon-
sistencies reported in the literature within the LPA, see
[5–7]. Finally, we also evaluate the quality of the LPA′
scheme, which includes momentum-independent wave-
function renormalisation factors, in comparison to the
full calculation.
The strength of our computational approach lies in the
fact, that it provides a stable numerical iteration proce-
dure with only little numerical overhead compared to the
momentum-independent calculation. From the technical
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2point of view, the method is applicable to a wide range
of possible theories. Furthermore, it can be extended to
complex external momenta along the lines of [5, 6, 8–
10] hence providing direct access to spectral functions in
an Euclidean framework without the need for analytical
continuation of given Euclidean data.
The article is organised as follows. In Sect. II we dis-
cuss the embedding of low-energy effective models, and
specify the effective action of the quark-meson model. We
also elaborate on the different mass definitions and their
physics content, as well as providing a brief introduction
to the functional renormalisation group (FRG) and the
computational set-up. In Sect. III we present the results
of mass calculations at vanishing and finite temperature.
We discuss the implications for relative fluctuation scales
in particular in view of the chiral phase boundary. Fur-
thermore, we compare LPA, LPA′ and the calculation
with fully momentum-dependent mesonic propagators in
terms of quantitative accuracy. The latter is henceforth
referred to as full calculation.
II. LOW-ENERGY QCD AND FLUCTUATIONS
A. Low-energy effective models
We aim at describing the low-energy sector of two-
flavor QCD within a quark-meson model [11–14]. As al-
ready mentioned in the introduction, low-energy effective
models can be firmly anchored in first-principle QCD, see
[1–4]. The key idea behind this embedding in full QCD
is the functional RG approach to QCD with dynamical
hadronisation, [15–18]. There, the flow is initiated at
a large momentum scale ΛUV ≫ ΛQCD, where it starts
with the effective action of perturbative QCD with dy-
namical quarks and gluons. Then, by lowering the mo-
mentum scale within this first-principle QCD framework,
the hadronic degrees of freedom get dynamical at the
hadronisation scale, while the quark and gluon degrees
of freedom decouple. This is most simply seen in the
Landau gauge, where the gluon propagator is infrared
gapped, the gapping being directly related to the QCD
mass gap, see e.g. [19]. Accordingly, the gluons can be
integrated out first, leading to an effective theory with
quarks and hadronic degrees of freedom in a gluonic back-
ground potential at a momentum scale ΛUV ≈ 1GeV, such
as Polyakov loop enhanced low-energy models. First re-
sults within such a QCD-enhanced model approach have
been presented in [3, 4]. This setting entails, that first-
principle QCD flows can be employed to provide initial
parameters and further glue input, such as background
potentials, for model calculations, thereby systematically
removing ambiguities in these approaches.
The QCD computation relies only on two input pa-
rameters, the strong coupling αs and the current quark
mass mcurrent, and allows to consistently include quan-
tum and thermal fluctuations, where hadronic correla-
tions are captured via the dynamical hadronisation. In
this way model computations can profit directly from a
systematic improvement in predictive power. Conversely,
the quantitative advances in model calculations, such as
put forward in this work, can be easily carried over to
full QCD computation. This allows to systematically im-
prove the approximation of the first-principle QCD flows
in the low-energy regime.
In this work we study a quark-meson model taking
into account the momentum dependence of mesonic two-
point functions. At vanishing temperature, the model in
the presence of low-energy quantum fluctuations is ap-
proximated by an effective action of the form
Γ =∫
x
{ψ¯( /∂ + h(σ + iγ5τ⃗ ⋅ p⃗i))ψ
+ 1
2
Z∂µφi∂µφi + 18Y ∂µρ∂µρ +U(ρ)} . (1)
Here ρ = σ2 + p⃗i2, and we include momentum- and field-
dependent bosonic wavefunction renormalisation factors
Z = Z(p2;ρ) and Y = Y (p2;ρ). The bosonic sector cor-
responds to a fluctuating O(N) model [20, 21], while the
fermionic sector is classical, anticipating the decoupling
of quark fluctuations at low energies and temperatures.
In the following, we expand Z and Y about a field value
ρ0, restricting ourselves to the zeroth order terms, i.e.
Z = Z(p2;ρ0) and Y = Y (p2;ρ0). However, we take into
account the full momentum dependence of Z,Y , as well
as computing a full effective potential U(ρ). The quan-
titative accuracy of a low order in the field-expansion of
Z has been tested in [22], which is in this work extended
by the inclusion of Y . The mesonic two-point functions,
evaluated at a constant field configuration φi = (√ρ, 0⃗)i,
read
Γ(2)piipij = δijZpip2 + 2U ′(ρ)δij ,
Γ(2)σσ = Zσp2 + 2U ′(ρ) + 4U ′′(ρ)ρ , (2)
where Zpi = Z(p2;ρ0) and Zσ = Z(p2;ρ0) + Y (p2;ρ0)ρ.
B. Pole-, screening- and curvature masses
Particle masses can be extracted directly from the
fully momentum-dependent propagators. In this sec-
tion, we review different mass definitions based on the
renormalised inverse two-point function Γ¯(2)(p0, p⃗2) =
Γ(2)(p0, p⃗2)/Z¯. Here, the momentum-independent wave-
function renormalisation Z¯ relates the bare field φ to the
renormalised field
φ¯ = Z¯ 12φ . (3)
At vanishing temperature the wavefunction renormalisa-
tion Z¯ is directly related to Z = Zpi in (1) evaluated at
some fixed external momentum. In turn, at finite tem-
perature the heat bath singles out a rest frame, and the
wave function renormalisation Z splits into one compo-
3nent parallel, Z∥, and one perpendicular, Z⊥, to the heat
bath. Accordingly, we parameterise the inverse propaga-
tor (at ρ = ρ0) as
Γ(2)(p0, p⃗2) = Z∥(p0, p⃗2)p20 +Z⊥(p0, p⃗2)p⃗2 +m2 , (4)
with Z∥, Z⊥ being finite for vanishing momentum and/or
frequency. While the decomposition in (4) into Z∥(p0, p⃗2)
and Z⊥(p0, p⃗2) is not unique for general momenta, it is
for vanishing ∣p⃗∣ or p0. Hence, we can define momentum-
independent wavefunction renormalisation factors paral-
lel and perpendicular to the heat bath within an evalua-
tion at p0 = 0 or p⃗ = 0, respectively, i.e.
Z∥ = lim
p0→0 ∆Γ
(2)(p0,0)
p20
,
Z⊥ = lim∣p⃗∣→0 ∆Γ(2)(0, p⃗2)p⃗2 ,
(5)
where ∆Γ(2)(p0, p⃗2) ≡ Γ(2)(p0, p⃗2) − Γ(2)(0,0). Then a
standard choice at finite temperature for the renormali-
sation of the field is Z¯ = Z⊥. This definition interpolates
between the O(4)-symmetric definition at T = 0 with
Z¯ = Z⊥ = Z∥ to that of the dimensionally reduced theory
for T → ∞, where the propagation is perpendicular to
the heat bath. This choice is based on the mass scale of
spatial quantum fluctuations. The ratio Z∥/Z gives the
relative weight of the temporal and spatial fluctuations,
and hence is susceptible to the difference of the scale of
thermal and quantum fluctuations.
Now we define pole (mpol), screening (mscr), and cur-
vature (mcur) masses via
Γ¯(2)(impol,0) = 0 ,
Γ¯(2)(0, ∣p⃗∣2 = −m2scr) = 0 ,
Γ¯(2)(0,0) =m2cur ,
(6)
assuming propagator poles at real p2. The masses m2pol,
m2scr are the solutions to (6) with the minimal distance to
p2 = 0, in general they have a minimal distance to the Eu-
clidean frequency axis. Accordingly, the pole and screen-
ing masses are respective inverse temporal and spatial
screening lengths. For minimal distance poles at ±impol
and ±imscr, we find an exponential decay of the propa-
gator in position space,
T∑
p0
[Γ(2)(p0,0)]−1 eip0t ∼ e−mpol∣t∣ ,
∫ d3p [Γ(2)(0, p⃗2)]−1 eip⃗⋅x⃗ ∼ e−mscr∣x⃗∣ ,
(7)
for ∣t∣ →∞ and ∣x⃗∣ →∞, respectively. At vanishing tem-
perature Γ(2) is a function of the O(4) invariant p20 + p⃗2
and hence pole and screening masses agree by definition,
i.e. mpol =mscr. At finite temperatures, the ratio of pole
and screening masses is given by
m2pol
m2scr
= Z⊥(0, p⃗2 = −m2scr)
Z∥(impol,0) . (8)
Due to the breaking of Euclidean O(4)-invariance via
the heat bath, the ratio (8) takes values different from
unity. In general it is also different from Z∥/Z⊥ =
Z∥(0, 0⃗)/Z⊥(0, 0⃗) which is accessible in finite-temperature
LPA′ calculations, e.g. [23]. Naturally pole and screening
masses take different values at finite temperature. More-
over, these differences due to the breaking of Euclidean
O(4)-invariance extend to the momentum and frequency
dependence and to finite chemical potential.
Note that contrary to pole and screening masses, which
are directly physics observables, the curvature mass is
not. This is already obvious from the fact that it de-
pends on the renormalisation prescription. For Z¯ = Z⊥
it relates to the screening mass, but is not identical with
the latter. A more detailed discussion is presented below
in the context of the finite temperature case.
Finally, in the vacuum in relativistic theories one also
has the onset mass mons. Its definition exploits the fact
that the critical chemical potential associated to the on-
set of a condensation phenomenon is linked to the pole
mass mpol of the lightest resonance with non-vanishing
quark or baryon number via an exact Silver Blaze argu-
ment [24]. The onset mass mons coincides with the light-
est pole mass in the quark propagator by a Silver Blaze
argument, which can be shown in any diagrammatic ex-
pansion scheme in full propagators such as the functional
renormalisation group approach or a 2PI-expansion. The
chemical potential enters the propagator as an imaginary
shift of the zero momentum component. Hence, there is
no dependence of the frequency integrals on the chem-
ical potential until the chemical potentials exceeds the
closest singularity to the real (Euclidean) p0-axis of the
quark propagator in the complex p0-plane. The position
of this singularity coincides with the pole mass of the cor-
responding resonance. This agreement between pole and
onset mass was checked explicitly in [5] in a numerical
calculation within the LPA. We emphasise that in such
a diagrammatic approach diagrams contributing to the
meson propagators or higher correlation functions with
vanishing quark number are not directly sensitive to the
chemical potential up to the onset mass in the quark
propagator.
It remains to establish a connection between pole and
curvature mass. With our choice Z¯ = Z we find
m2cur = Z∥(impol,0)Z¯ m2pol = Z∥(impol,0)Z⊥(0,0) m2pol . (9)
In particular, at zero temperature the ratio m2cur/m2pol
is given by the ratio Z(−m2pol)/Z(0). This entails that
pole and curvature masses still agree approximately at
4vanishing temperature if the momentum dependence of
Z(p2) is rather mild for ∣p2∣ < m2pol. Assuming a well-
behaved analytic continuation for these momenta this is
tightly linked to a mild momentum dependence of Z(p2)
on Euclidean momenta p2 ≥ 0.
We emphasise again that the curvature mass is not
defined uniquely. In particular, we may define Z¯ =
Z∥(impol,0), for which both definitions agree. This is
to be expected from the Källén-Lehmann spectral rep-
resentation which relies on expanding about the particle
pole.
At zero temperature the equality mpol = mcur is best
achieved by parameterising the inverse propagator as
Γ(2)(p2) = Z(p2)(p2 + m2pol) and by renormalising the
fields with Z(p2 = 0). For computational convenience,
we choose Z¯ = Z with (4), (5). Then the equality is
not guaranteed and hence all statements about the ap-
proximate equality of these masses should be understood
as statements about the mild momentum dependence of
the wavefunction renormalisation. As a final remark, in
truncation schemes with momentum-independent wave-
function renormalisation factors, such as LPA or LPA′,
pole and curvature mass naturally agree if one chooses
to renormalise with Z¯ = Z.
C. Flow equations and momentum dependence
For the computation of the effective potential U(ρ)
and the momentum- and frequency-dependent two-point
functions Γ(2)(p0, p⃗2) we use the functional renormalisa-
tion group, for QCD-related reviews see [17, 21, 25–27].
It is based on the Wilsonian idea of integrating fluctua-
tions momentum shell by momentum shell. Technically
this is achieved by introducing an IR regulator function
Rk which suppresses quantum fluctuations from momen-
tum modes with momenta smaller than some RG scale
k which is subsequently taken from some large UV scale
to zero. The evolution of the scale-dependent analogue
of the effective action Γ, the effective average action Γk,
is described by a simple 1-loop equation involving full
field-dependent propagators [28],
∂tΓk[ψ,φ] = 1
2
Tr
1
Γ
(2)
k [ψ,φ] +Rk ∂tRk, (10)
where Γ(2)k denotes the second functional derivative of Γk
with respect to the fields and t = log k/Λ with some refer-
ence scale Λ. The trace Tr sums over momenta and fre-
quencies, internal indices as well as over field species in-
cluding the standard relative minus sign for the fermionic
loop. The corresponding functional equations can rarely
be solved exactly. For the present task we resort to the
ansatz (1), which includes momentum- and frequency-
dependent wavefunction renormalisation factors Zk and
Yk as well as a full effective potential Uk. Approxi-
mations with full momentum and frequency dependence
have been applied since long within the FRG, see e.g.
∂t∆Γ
(2)
k (p
2) =
p
−12
qq
p
p + q
− p→ 0− 2 p p
qq
q q
p + q
p p
FIG. 1. Flow of the momentum-dependent part of the two-
point function ∆Γ(2). Dashed (solid) lines denote full mesonic
(quark) propagators and crossed circles correspond to inser-
tions of ∂tRk of the respective fields. Tadpole contributions
cancel in the present truncation with momentum-independent
mesonic vertices.
[19, 29–33], applications in higher orders of the deriva-
tive expansions are found in e.g. [34, 35]. In the present
work we suggest a new iterative procedure for the solu-
tion of fully momentum- and field-dependent approxima-
tions with relatively small numerical costs.
Furthermore, although we do not include a genuine
running of the Yukawa coupling as in [22], one either com-
putes at a fixed bare or renormalised Yukawa coupling.
However, in full QCD flows the renormalised Yukawa
coupling stays approximately constant [36]. Hence we
employ the latter choice, further details can be found
in App. F. The expressions for the inverse propagators,
see (4), generalise at finite k similarly to the effective
potential. The flow equations for the inverse two-point
functions can be obtained from (10) by taking two func-
tional derivatives and are represented diagrammatically
in Fig. 1. In general, these flow equations involve three-
and four-point vertices as input, which are in our case
computed from the effective potential, see App. A for
details on the truncation scheme. In our truncation
the flow equation for the effective potential takes the
schematic form
∂tUk(ρ) = FU [Uk,∆Γ(2)k ] (ρ) (11)
where ∆Γ(2)k (q2) = Γ(2)k (q2) − Γ(2)k (0) at ρ = ρ0. Its flow
is given by
∂t∆Γ
(2)
k (p2) = FG [Uk,∆Γ(2)k ] (ρ0, p2) . (12)
FIG. 2. Illustration of the iteration procedure.
5The explicit form of the flow equations is specified in
App. A. In the following, we expand (11) about a field
value ρ0. Then (11) and (12) constitute an equation sys-
tem which can be solved by an iterative procedure, which
is illustrated pictorially in Fig. 2 and described in App. B.
In general, this iterative method enjoys very good con-
vergence properties. Concerning the expansion in powers
of the field, it has been shown in [22] that an expansion
about a fixed bare field has the best convergence proper-
ties. For further details we refer the reader to App. F.
III. RESULTS
In the present section we discuss results within the
converged iterative method introduced above. The ap-
proach put forward in the previous section allows us
to discuss the relation between the different fluctuation
scales present in the mesonic sector of QCD: despite its
non-uniqueness the curvature mass relates to the fluctu-
ation scale of quantum fluctuations. The ratios of Z⊥/Z∥,
and mcur/mscr, are a measure for the relative strength of
thermal fluctuations while the pole mass is the fluctua-
tion scale of density fluctuations.
Additionally, we are interested in the question after the
simplest approximation that already includes all quanti-
tative effects.
A. Masses and fluctuation scales
At zero temperature, it is sufficient to numerically in-
vestigate the relative size of pole and curvature mass.
Screening and pole mass are equal due to Euclidean O(4)
invariance. This holds true for all cutoff scales and iter-
ation steps, as the regulators used here preserve O(4)
symmetry. As a first non-trivial finding we obtain rather
similar pole and curvature masses, with relative devia-
tions of less than one percent, see Tabs. I-III for calcula-
tions at different UV cutoff scales. This result is tightly
linked to a mild momentum dependence of the wavefunc-
tion renormalisation, see the discussion after (9).
step mcur [MeV] mpol [MeV] σmin [MeV]
0 198.1 198.1 58.2
1 135.2 133 ± 2 92.5
2 135.3 133 ± 2 92.8
3 135.3 133 ± 2 92.9
4 135.3 133 ± 2 92.8
5 135.3 133 ± 2 92.9
TABLE I. Pion curvature and pole masses and the minimum
of the effective potential for different iteration steps at T = 0
for a physical parameter set at ΛUV = 500MeV. The UV pa-
rameters are tuned such that the physical pion mass emerges
as the fully converged result. Using the same parameters for
a LPA′ calculation one obtains mpol =mcur = 135.0MeV.
step mcur [MeV] mpol [MeV] σmin [MeV]
0 412.8 412.8 16.8
1 144.8 142 ± 2 83.5
2 136.4 135 ± 2 91.8
3 135.1 134 ± 2 93.1
4 134.9 133 ± 2 93.2
5 134.9 133 ± 2 93.2
TABLE II. Similar to Tab. I but for ΛUV = 700MeV. LPA′
masses: 135.2MeV.
step mcur [MeV] mpol [MeV] σmin [MeV]
0 817.0 817.0 5.1
1 163.4 158 ± 2 67.9
2 138.5 137 ± 2 89.9
3 136.5 135 ± 2 92.4
4 135.4 134 ± 2 93.6
5 135.3 134 ± 2 93.6
TABLE III. Similar to Tab. I but for ΛUV = 900MeV. LPA′
masses: 134.1MeV.
The larger the UV cutoff, the more difficult the iter-
ation procedure gets from the numerical point of view
and the slower the convergence within the iteration pro-
cedure gets. This is illustrated in Tab. I and Tab. III,
where the calculation at the smaller cutoff scale con-
verges practically after the first iteration step, whereas
the calculation at the larger cutoff scale requires more
than three iteration steps until approximate convergence
is reached. The reason for the slower convergence has to
be found in the fixed renormalised Yukawa coupling as a
calculation with a fixed bare Yukawa coupling, irrespec-
tive of the chosen UV cutoff scale, shows similarly good
convergence properties as our calculation at the lowest
cutoff scale, see App. F. In a calculation with a fixed
renormalised coupling, as employed here, the fermionic
contribution, as the dominant contribution to the flow
at large cutoff scales, is no longer decoupled from the
bosonic parts of the model but dependent on the wave-
function renormalisation Z. In particular, there is a rel-
evant running of Z at large cutoff scales, which makes
the calculation increasingly difficult from the numerical
point of view with increasing cutoff scales. However, the
most important conclusion from this section remains the
approximate agreement of pole and curvature masses at
vanishing temperature in the fully iterated result.
At finite temperature, pole and screening masses start
to deviate as expected from (8), see Fig. 3 for the pion
masses. For a similar observation in the NJL model see
e.g. [37]. All low-energy effective models have in common
that they have a physical UV scale above which they loose
predictive power. In the present formulation this scale is
given by the initial cutoff scale ΛUV. The thermal range
ΛT of the model is defined as the minimal cutoff scale
ΛUV above which thermal fluctuations do not probe the
6100
200
300
400
0 50 100 150
m

[M
eV
]
T [MeV]
mcur
mpol
mscr
FIG. 3. Temperature dependence of different pion mass defi-
nitions extracted from fully iterated result at ΛUV = 1.4GeV.
cutoff scale. This is investigated in App. C and leads to
ΛT ≲ 7T for the regulators used, see (A2) with m = 2.
Here we present results for temperatures T ≲ 180MeV
which is well covered by ΛUV = 1.4GeV. The fact that
the curvature mass stays close to the screening mass at all
temperatures is related to the fact that we chose Z¯ = Z⊥
to renormalise fields and is once again an expression for
small non-trivial momentum dependencies.
The approximate agreement of pole and curvature
masses demonstrated above is a consequence of the mo-
mentum dependence obtained from the converged itera-
tion procedure. In particular, their difference allows to
pin down effects of scale mismatches in existing calcula-
tions in simple but commonly used truncation schemes
such as the LPA. Here we aim at quantifying the sys-
tematic error which is inherent in these calculations. For
different cutoff scales we follow the usual procedure in
the literature and tune initial conditions such that we ob-
tain correct physical observables in the IR. Then we com-
pute the LPA onset mass by calculating the momentum-
dependent meson propagator using the given LPA solu-
tion, corresponding to the first half of the first iteration
step in Fig. 2. The pole mass extracted from this propa-
gator equals, up to approximation effects, the LPA onset
mass, which can be probed directly by including a cou-
pling to (isospin) chemical potential, see [5, 6]. This LPA
onset mass can now be compared to the LPA curvature
mass extracted from the curvature of the effective poten-
tial as shown in Tab. IV. Whereas their ratio tends to
one for smaller UV scales, it increases with the UV scale
and reaches a value of 1.71 for ΛUV = 1.4GeV.
Such large deviations are in line with earlier studies
[5, 6] where deviations of 30% were observed for a 3d
regulator function and a cutoff scale ΛUV = 900MeV. In
the present work we use 4d exponential regulators, (A2)
with m = 2. For different regulators the physical cutoff
scales, kphys(k) do not necessarily agree, for a detailed
discussion and applications see [17, 38]. This entails that
coinciding physical cutoff scales are obtained for different
regulator scales k. A rough estimate for this ratio of
cutoff scales is given by the ratio of the (bosonic) flow of
ΛUV [GeV] mcur [MeV] mons [MeV] mcur/mons
0.5 135.0 109 ± 2 1.24
0.7 135.2 98 ± 2 1.38
0.9 135.0 90 ± 2 1.50
1.1 135.4 85 ± 2 1.59
1.4 135.3 79 ± 2 1.71
TABLE IV. Comparison of LPA curvature and onset masses
for fixed curvature masses in the IR and different UV cutoff
scales ΛUV.
the masses. For the standard exponential regulator (A2)
with m = 1 we find k3d/k4d,m=1 ≈ 3/2, for the exponential
regulator (A2) with m = 2 we find k3d/k4d,m=2 ≈ 5/4.
In summary this entails that the commonly used UV
cutoff scales ΛUV,3d = 700MeV and 900MeV correspond
to UV cutoff scales ΛUV,4d,m=2 = 560MeV and 720MeV,
respectively. For the following numerical examples we
will therefore focus on the case of ΛUV,4d,m=2 = 700MeV.
At first sight, deviations between the curvature and
the onset mass might seem irrelevant for studies at a
given expansion order such as the commonly employed
zeroth order derivative expansion or LPA. However, as
already explained in the beginning of this section, the
curvature mass and the ratio Z⊥/Z∥ sets the relevant
scales for quantum and thermal fluctuations while the
pole/onset mass is that of density fluctuations. In other
words, an approximation scheme where these mass scales
differ by 38% leads to a significant quantitative change
of the ratio of critical temperature Tc over onset chemical
potential µc. A rough estimate, assuming that the on-
set chemical potential/ critical temperature measured in
the respective mass scales stays constant in the different
approximation schemes, provides
[µc
Tc
]
full
/ [µc
Tc
]
LPA
≈ [mcur
mons
]
LPA
≈ 1.38 , (13)
where the subscript full refers to the present momentum-
dependent approximation.
This mismatch of scales has consequences for the scale
setting procedure in LPA. The commonly used procedure
is to fix the physical parameters at the initial UV scale
ΛUV = 700MeV such, that the pion (pole) mass of ap-
proximately 135MeV is the curvature mass mpi,cur, as it
agrees with the pole mass in this order of the derivative
expansion (classical dispersion). And indeed the full re-
sults of the last section justify this identification. As the
scale of quantum and thermal fluctuations is identical in
this approximation due Z⊥/Z∥ = 1, and mcur/mscr = 1 all
these fluctuations are treated self-consistently. In turn,
the scale for density fluctuations in LPA is set by the
onset mass, see Tab. IV, which is approximately 98MeV
at a UV cutoff scale ΛUV = 700MeV. This entails that
the strength of density fluctuations is overestimated by
28%. Alternatively, one can identify the pion mass with
the onset mass [5, 6]. With hindsight this comes at the
expense of having a too large scale for quantum and ther-
7mal fluctuations of about 186MeV instead of 135MeV,
see Tab. IV. In other words, quantum and thermal fluc-
tuations are underestimated by 38%.
To summarise, there is no way of circumventing a mis-
match of fluctuation scales in a truncation scheme with
vastly different curvature and onset masses such as the
LPA. Its implications for the chiral phase boundary at
finite density are discussed in Sec. III C. Apart from the
quantitative change of the phase boundary this mismatch
may also inflict qualitative changes at large chemical po-
tential µ > µc, for example if the phase structure at nu-
clear densities and beyond involves competing order ef-
fects.
B. Momentum dependence and initial conditions
In order to study the impact of fully momentum-
dependent propagators on FRG calculations in low-
energy QCD, we compare the temperature dependence of
the quark condensate ⟨σ⟩ in different orders of the trun-
cation scheme. ⟨σ⟩(T ) is sensitive to a correct relative
inclusion of thermal and quantum fluctuations as well
as the absolute scale. We compare three different trun-
cations, namely LPA, LPA′ and the fully momentum-
dependent calculation.
As already discussed in Sec. IIA, there are two pos-
sibilities to fix the initial conditions. Firstly, one can
derive the initial conditions from computing QCD-flows
for the model’s parameters in the UV. In the following
we evaluate the consequences of this set-up by comparing
different simpler truncation schemes to the momentum-
dependent calculation put forward in this work, which is
expected to lie closest to the full QCD flow. Secondly,
one can tune the model parameters such that the vac-
uum physics of QCD is reproduced within the respective
model and approximation scheme. In low-energy QCD
without inherent approximations these two sets of initial
conditions agree. In turn, within approximations, they
are different. Hence, we shall consider both approaches
in our investigation separately.
1. Fixed microphysics
We first study the effects of including fully momentum-
dependent propagators while keeping the UV-physics of
the model fixed at ΛUV = 900MeV. In such a QCD-
embedded approach the input parameters at ΛUV are
derived within QCD flows. However, in this work, we
employ a parameter set which leads to correct physical
observables in the IR for the full calculation to mimic the
effect of fixing initial conditions from full QCD. Our find-
ings for the chiral crossover are summarised in Figs. 4.
On the one hand, note that for a cutoff scale of
ΛUV = 900MeV no comparison to the LPA is possible
because the LPA calculation with initial conditions from
the full calculation only shows chiral symmetry breaking
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FIG. 4. Chiral condensate vs. temperature for fixed UV pa-
rameters using different truncations and ΛUV = 900MeV.
for ΛUV < Λ∗LPA ≈ 600MeV, see App. D. Therefore, we
restrict ourselves in the LPA case to a comparison at van-
ishing temperature for a UV cutoff scale ΛUV = 500MeV,
which can be inferred from Tab.I. Note that with the
thermal range ΛT ≲ 7T we only have access to temper-
atures T ≲ 70MeV anyway, see App. C. However, even
for ΛUV = 500MeV LPA is not quantitatively consistent
with the full calculation with deviations of 50% in ⟨σ⟩
and mpi.
On the other hand, Fig. 4 shows that the LPA′ cal-
culation is even quantitatively consistent with the full
result. The largest relative deviations of about 3% arise
in the vicinity of the pseudo-critical temperature Tc and
are certainly related to pseudo-critical fluctuations. At
about Tc, the correlation length is large, and the system
changes its dynamical degrees of freedom from quarks to
mesons. Both properties imply that this region is most
sensitive to momentum fluctuations. This is also in line
with the expectation that including the full momentum
dependence or higher orders of the derivative expansion is
crucial around the critical temperature Tc, e.g. in order to
calculate critical exponents at high numerical precision,
see e.g. [35, 39].
The generally very good agreement of LPA′ and the
fully momentum-dependent truncation in Fig. 4 is inti-
mately related to the use of a cutoff function Rk, which
regularises both frequencies p0 and spatial momenta p⃗,
see [33, 40]. Thus, the associated RG flows are local
both in ∣p⃗∣- and in p0-space and the argument from the
zero temperature discussion in App. G applies. Con-
versely, if we employed a regulator which only affects
spatial momenta, such as is commonly done in finite-
temperature FRG calculations, the entire Matsubara
summation would be required to compute a given RG
flow. Put differently, the flows at every scale k would re-
ceive contributions from both very small and very large
Matsubara frequencies, thereby at least partly invalidat-
ing the T = 0 reasoning presented in App. G. Accordingly,
calculations based on three-dimensional cutoff functions
are anticipated to give rise to deviations which are larger
than the ones we observe in Fig. 4.
82. Fixed vacuum physics
In the previous section we have discussed the different
truncations in view of the direct connection of the QM
model to first-principle QCD. Then the UV initial con-
ditions can in principle, be calculated from QCD flows.
Within such a combined approach the QM model can be
systematically upgraded to the full low-energy effective
action of QCD. This technically challenging programme
is well under way, and eventually will give quantitative
reliability to enhance low-energy effective model compu-
tations.
However, we might also disregard the direct connec-
tion to QCD and fix the initial conditions in the infrared
by adjusting the correct vacuum physics: choose some
generic set of (renormalised) IR observables (f¯pi, m¯pi, m¯ψ)
and then tune the microphysics separately in each trun-
cation scheme such that the given mass scales emerge in
the limit k → 0 at vanishing temperature and density. On
the basis of this adjustment one then can study finite-
temperature or finite-density physics. This approach
is the standard effective model approach to low-energy
QCD. The discussion in the present section is meant to
evaluate and improve the reliability of this set-up.
Note first that such a procedure falls short of a direct
connection to first-principle QCD in the UV. Moreover,
in particular in low-order approximations such as LPA,
some fluctuation physics is simply stored in the initial
condition. For example, in LPA for the model at hand,
we have to change the UV initial conditions such that
they effectively take care of the missing momentum ef-
fects. In order to assess the impact of adding the full
momentum dependence on top of a given LPA or LPA′
solution, we show in Tab. V the iteration procedure ap-
plied to a given LPA or LPA′ solution, referred to as
zeroth iteration step in Tab. V. On the one hand, as ex-
pected from Sec. III A, the iteration on top of the given
LPA result shows a large deviation of over 40% in the
masses after the first iteration step, illustrating again the
large mismatch of fluctuation scales in the LPA. On the
other hand, with a deviation of less than one percent,
the LPA′ solution is already very close to the full re-
step mcur [MeV] mpol [MeV] mcur [MeV] mpol [MeV]
0 135.2 135.2 135.2 135.2
1 96.5 96 ± 2 135.5 134 ± 2
2 96.8 96 ± 2 135.5 134 ± 2
3 96.8 96 ± 2 135.6 134 ± 2
4 96.8 96 ± 2 135.6 134 ± 2
5 96.8 96 ± 2 135.6 134 ± 2
TABLE V. Pion curvature and pole masses for different itera-
tion steps at T = 0 applying the iteration procedure on top of
a LPA (left) and a LPA′ (right) parameter set for a UV cutoff
scale ΛUV = 700MeV . The UV parameters are tuned such
that the physical pion mass emerges in the respective zeroth
step.
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FIG. 5. Chiral condensate vs. temperature for fixed physical
IR parameters in the vacuum using different truncations and
ΛUV = 900MeV.
sult. Even more conveniently for practical purposes, the
first iteration step deviates less than one per mill from
the full result. Hence, evaluating the momentum depen-
dence on the basis of a given LPA′ solution, already pro-
vides a simple but very good approximation to the full
momentum-dependent solution.
Our findings on the chiral crossover are summarised in
Fig. 5. We again observe that the LPA′ scheme approx-
imates the full flow very well. To be more precise, the
relative deviation of the chiral condensate never exceeds
3%. Note, however, that the relative deviation again
exhibits a peak centered at the pseudo-critical temper-
ature, which indicates accuracy issues in the presence
of pseudo-critical fluctuations. Possible reasons for the
generally good agreement between the two schemes were
already extensively studied in the preceding paragraph
as well as in App. G. Accordingly, we will concentrate on
the remaining comparison between the LPA and the full
calculation.
Here, Fig. 5 reveals that despite large deviations of
about 19% in Tc measured in absolute scales, which is to
large parts caused by different sigma mass ranges which
can be reached in the different approximation schemes,
the deviations in terms of relative scales are rather small
as well, at least for temperatures outside the critical
regime. This presumably reflects the fact, that the prop-
agators’ non-trivial momentum dependencies enter the
computation of the chiral condensate from the effective
potential only indirectly. Put differently, the crossover’s
shape seems to be mainly fixed by the infrared mass
scales in the vacuum.
The quantitative discrepancy between LPA and the full
calculation can be understood most easily from Fig. 6,
where we compare the scale dependence of the pion mass
for fixed initial conditions in the IR as an illustration of
cutoff regions where the LPA calculation gives qualita-
tively or quantitatively correct results compared to the
full calculation. Remarkably, both is only the case for
cutoff scales below 200MeV whereas for larger scales the
results are not even qualitatively correct as it is clearly
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FIG. 6. Scale dependence of the pion mass at T = 0 in LPA
and in the full calculation for ΛUV = 900MeV for fixed physical
IR parameters.
visible from the different slopes as a result of the fixed
renormalised Yukawa coupling in the full calculation.
C. Finite density
Let us finally evaluate the consequences of the results
in the last two sections for finite density computations.
These observations point at a mismatch of scales in LPA
between quantum/thermal and density fluctuations with
a factor as given in Eq. (13). As before we employ the
cutoff scale ΛUV = 700MeV as numerical example.
To illustrate its consequences we consider a simple ap-
plication to the physics of the phase diagram in LPA,
where we resort to the simple rescaling argument that has
worked so successfully for quantum and thermal fluctua-
tions in Section III B 2. Within this reasoning, the over-
estimation of density fluctuations can be approximately
undone by simply rescaling the chemical potential axis
with a factor 1.38. This weakens the curvature of the
chiral phase boundary Tc(µ)/Tc(0) at finite chemical po-
tential. At small chemical potential the phase boundary
can be expanded in powers of µ2 as follows:
Tc(µ)
Tc(0) = 1 − κµ ( µpiTc(0))
2 +O(( µ
piTc(0))
4) , (14)
for a discussion of the phase structure of the Nf = 2
quark-meson model in LPA and LPA′ as well as with
higher order quark-meson scattering processes see [22].
Eq. (14) entails that a stretching of the chemical poten-
tial axis with a factor 1.38 weakens the curvature κµ by
a factor 0.53. In [22] the curvature was computed from
the chiral susceptibility as κµ,LPA ≈ 1.4. Applying the
reduction factor, this reduces to κµ ≈ 0.74, which influ-
ences the result in the direction of the lattice curvature
κµ ≈ 0.5 [41].
The above discussion suggests that taking into account
the full momentum dependence of the propagators in the
quark-meson model may account for the mismatch be-
tween the curvature of the phase boundary computed in
the models and the lattice result. However, [22] also con-
tains a computation with constant wavefunction renor-
malisations for meson and quark fields (LPA′) and a fully
(meson-)field-dependent Yukawa coupling (correspond-
ing to higher order quark-mesonic scattering processes).
The curvature κµ for this computation agrees surpris-
ingly well with the LPA result. This means that either
the higher order quark-meson scatterings counterbalance
the momentum effects on the curvature, or the LPA′ com-
putation with a 3d regulator in [22] does not cover the
full momentum dependence. The results for this investi-
gation will be presented elsewhere.
IV. CONCLUSION
In the present work we have discussed the relation be-
tween different mesonic mass scales in low-energy QCD
within a Nf = 2 quark-meson model. To that end we have
computed fully momentum-dependent two-point func-
tions of pions and the σ-meson as well as a full mesonic
potential within a functional renormalisation group ap-
proach. This allows us to compare pole, screening and
curvature masses both at vanishing and finite tempera-
ture; respective definitions are discussed in detail in Sec-
tion II B. Whereas pole and screening mass coincide by
definition for vanishing temperature they start to devi-
ate at finite temperatures. Moreover, we find that the
fluctuation scales for density fluctuations, related to the
pole masses at vanishing temperature, and that for quan-
tum and thermal fluctuations, related to the curvature
masses, almost agree.
The present momentum-dependent set-up has also
been used to evaluate the reliability of lower order ap-
proximations. In the present work we considered the two
standard approximations to the QM model: the local po-
tential approximation (LPA), where only classical propa-
gators and the full mesonic potential are considered, and
LPA′, which additionally involves constant wavefunction
renormalisations for the mesonic fields. Our results show
a very good agreement between the fully momentum-
dependent calculation and the LPA′ calculation with rel-
ative deviations of at most 3% in a narrow region around
the pseudo-critical temperature, which justifies the use of
the LPA′ as simple but very reliable truncation which in-
cludes already a large part of the momentum dependence
of the full propagator.
In turn, we observe a large mismatch between the pion
onset and curvature masses in LPA at vanishing tem-
perature which reaches 38% for typical UV cutoff scales
ΛUV = 700MeV, which has important implications for the
relative fluctuation scales for vacuum/thermal and den-
sity fluctuations. Neglecting these effects leads to large
systematic errors at finite chemical potential. Moreover,
even at very low UV cutoff scales the LPA truncation for
fixed initial conditions in the UV does not lead to quan-
titatively correct results compared to the outcome of the
10
full calculation.
In the line of these findings we estimated the effect of
this mismatch of quantum/thermal versus density fluctu-
ation scales in LPA within a simple rescaling the chemical
potential axis accordingly, see Section III C. This simple
argument leads to a result for the curvature of the chi-
ral phase boundary, which lies reasonably close to the
lattice result, but remains to be checked in larger trun-
cation schemes.
An investigation of the combination of the approxi-
mation in [22] with O(4)-symmetric regulators and full
momentum dependence at finite density will be presented
elsewhere. This requires the extension of the present 4d
regulator classes to finite chemical potential, which is also
tightly linked to the computation of real time quantities
such as spectral functions in a fully O(4) and Minkowski-
invariant set-up, which will be discussed in a future pub-
lication. The present findings strongly emphasise the ne-
cessity of such a symmetry-preserving approach.
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Appendix A: Truncation and flow equations
In this Appendix we discuss details on the truncation
scheme as well as explicit expressions for the flow equa-
tions for the effective potential and the two-point func-
tion.
The flow equation for the momentum-dependent part
of the two-point function involves the full three-point ver-
tices, which in turn carry a non-trivial momentum de-
pendence. At this point we completely neglect the mo-
mentum dependence of these vertices and simply deter-
mine them from the effective potential. Note in particu-
lar that the iteration procedure only involves the differ-
ence ∆Γ(2)k (p) between the two-point function evaluated
at finite and at vanishing external momentum. Note fur-
thermore that the terms proportional to Yk even in our
expansion lead to momentum-dependent three- and four-
point vertices. Taking into account these terms in the
calculation will lead to a Λ2-rise instead of the correct
Λ−2-decay from the factorization property which is linked
to the fact that the derivative expansion only works well
for p2/k2 ≪ 1. We want a procedure which is correct at
vanishing and at asymptotically large momenta where in
both cases the Yk contribution to the three-point vertices
is absent and is expected to be subleading also for inter-
mediate momenta. Therefore, we determine the mesonic
three-point vertices solely from the effective potential, for
explicit expressions see [9, 42]. The full inverse two-point
function Γ(2) is obtained via
Γ(2)(p) = ∆Γ(2)(p) +U (2), (A1)
where U (2) denotes the appropriate second field deriva-
tive of the effective potential. As pointed out in Sec. II B,
the momentum-dependent propagator now allows to cal-
culate different particle masses. Thereby the calcula-
tion of screening, pole and onset masses requires ana-
lytical continuation, which is here performed by means
of Chebyshev approximation. For the purpose of es-
timating the corresponding error, we have varied the
Chebyshev approximation’s order Ncheb over a range of
Ncheb ∈ {50, . . . ,100}.
Next we specify the explicit expressions for the flow
equations for the effective potential and the two-point
function. Here, we employ 4d regulator functions of the
form
R
B/F
k (q2) = ∆Γ(2)B/F,k(q2, ρ0) ⋅ r(q2/k2) . (A2a)
All practical calculations are performed using an expo-
nential regulator shape function,
r(x) = xm−1/(exm − 1) , (A2b)
withm = 2. The equation for the effective potential reads
∂tUk = 12I(1)B,k(m2σ) + N−12 I(1)B,k(m2pi)− 4NcNfI(1)F,k(m2ψ), (A3)
where m2pi = 2U ′, m2σ = 2U ′ + 4U ′′ρ and m2ψ = h2ρ. The
flow equations for the inverse pion and sigma meson two-
point functions are given by [42]
∂t∆Γ
(2)
pi,k(p2, ρ) = ρ (4U ′′)2 ⋅ (∆JB,k(p2;m2σ,m2pi) +∆JB,k(p2;m2pi,m2σ))− 8NcNfh2 ⋅ (∆J(1)F,k(p2) − 2m2ψ∆J(2)F,k(p2) +m2ψ∆J(3)F,k(p2)) , (A4)
∂t∆Γ
(2)
σ,k(p2, ρ) = ρ (12U ′′ + 8ρU ′′′)2 ⋅∆JB,k(p2;m2σ,m2σ) + (N − 1)ρ (4U ′′)2 ⋅∆JB,k(p2;m2pi,m2pi)− 8NcNfh2 ⋅ (∆J(1)F,k(p2) + 2m2ψ∆J(2)F,k(p2) +m2ψ∆J(3)F,k(p2)) . (A5)
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Here, we have defined ∆Jk(p2) = Jk(p2) − Jk(0). Note
that the first lines of the flow equations (A3)–(A5) can
be identified with bosonic contributions, whereas the sec-
ond lines constitute fermionic ones. Finally, the functions
occurring on the right-hand sides of the above flow equa-
tions are given by
I
(1)
pi,k(m2) = ⨋
q
∂t(∆Γ(2)pi,qrq)
∆Γ
(2)
pi,q(1 + rq) +m2 ,
I
(1)
σ,k(m2, ρ) = ⨋
q
∂t(∆Γ(2)σ,qrq)
∆Γ
(2)
σ,q(1 + rq) +m2 + (ρ − ρ0)Yqq2 ,
I
(1)
F,k(m2) = ⨋
q
q2r˙q(1 + rq)
q2(1 + rq)2 +m2 .
We employ the abbreviation rq ≡ r(q2/k2). Analogously,
we have written Yq instead of Yk(q2) and similar for
∆Γ
(2)
q . In addition, one finds
JB,k(p2;m2A,m2B)=⨋
q
∂t(∆Γ(2)pi,qrq)[∆Γ(2)q (1+rq)+m2]2
A
[∆Γ(2)p+q(1+rq+p)+m2]
B
,
J
(1)
F,k(p2;m2)=−⨋
q
r˙q(1+rq)2(1+rp+q)q2q⋅(q+p)(q2(1+rq)2+m2)2((q+p)2(1+rq+p)2+m2) ,
J
(2)
F,k(p2;m2)= ⨋
q
r˙q(1+rq)q2(q2(1+rq)2+m2)2((q+p)2(1+rq+p)2+m2) ,
J
(3)
F,k(p2;m2)= ⨋
q
r˙q(1+rp+q)q⋅(q+p)(q2(1+rq)2+m2)2((q+p)2(1+rq+p)2+m2) .
The particle indices A,B ∈ {pi,σ} in the denominator
affect both the inverse propagators and the mass terms.
Appendix B: Iteration procedure
The starting point is the calculation of the full effective
potential using classical propagators which is then used
as input for the calculation of the momentum-dependent
part of two-point functions. Since the equation for the
two-point function requires derivatives of the effective po-
tential at field value ρ0 as input, the flow equation for the
effective potential is conveniently solved using a Taylor
expansion at a fixed expansion point, see [22] for details.
The calculation of the momentum-dependent propaga-
tors and their feedback then constitutes the first iteration
step which is subsequently repeated until convergence is
reached.
Most importantly, we want the expansion point in the
final iteration step to coincide with the (IR-)minimum
of the effective potential, as we restrict ourselves to the
zeroth order in the field expansion of the two-point func-
tion. In every iteration step the expansion point is chosen
such that it coincides with the minimum of the effective
potential in that particular iteration step. Subsequently,
the two-point function is then computed using the cou-
plings at the same expansion point. This construction
ensures that the expansion point converges towards the
minimum of the effective potential in the converged re-
sult with a propagator evaluated at the same point. Fur-
thermore only couplings at the minimum of the effective
potential enter the calculation and one never expands in-
side the shallow region of the potential.
Appendix C: Thermal range
Usually the initial conditions are kept temperature-
independent. This is only consistent for sufficiently large
initial scales ΛUV. For large cutoff scales they provide the
characteristic mass scale of the (regularised) model. In
thermal perturbation theory the thermal range is given
by exp(−m/(2T )), with m being the mass of the theory.
Hence we expect that thermal fluctuations are suppressed
exponentially with exp(−k/(αregT )) with a regulator-
shape-function-dependent factor αreg, see [33, 43, 44] for
a discussion of thermal flows. In Sec. III A we have dis-
cussed the relation between cutoff scales for different reg-
ulators, see page 6, left column. Hence, without the
shape dependence of αreg the ratio of thermal ranges for
different regulators should agree with that of the UV cut-
off scales discussed in Sec. IIIA. Below we consider as in
Sec. III A the 3d optimized regulator and the 4d expo-
nential regulators with m = 1,2. The comparison of the
latter provides information about the shape dependence
of αreg.
For a given maximal temperature of interest Tmax, we
define a minimal UV cutoff scale Λ(n)T by the condition
that the UV flow of the coupling λn stays approximately
temperature-independent above that scale, i.e.
∣ λ˙T=Tmaxn (k) − λ˙T=0n (k)
λ˙T=0n (k) ∣ < 0.05 for k > Λ(n)T , (C1)
where the chosen bound of five percent on the right hand
side is clearly strongly model-dependent. However, we
emphasise that the criterion from above is conservative
in the sense that the resulting deviation in the infrared
will be significantly smaller than 5%. Here we consider
the flows of the two relevant parameters λ1 and λ2 corre-
sponding to mass and φ4-coupling. The cleanest set-up to
investigate this question is that of single field mode flows
where the corresponding dimensionless mass parameter
ω = m2/k2 is set to zero. This allows to compare the
thermal range of different regulator functions.
regulator Λ(1)T,bos Λ(2)T,bos Λ(1)T,ferm Λ(2)T,ferm
4d exp. (m = 1) 3.8 4.6 3.1 3.1
4d exp. (m = 2) 5.5 4.8 6.75 6.75
3d Litim 5.6 6.9 5.6 6.9
TABLE VI. Thermal range from a single bosonic/fermionic
field mode as defined by (C1) for different regulator func-
tions. All ranges are given in units of the maximal tempera-
ture Tmax. For m = 2 an exponential enveloping function was
used.
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FIG. 7. Thermal range for a single bosonic field mode for
different regulator functions.
Let us recall the (bosonic) cutoff ratios discussed in
Sec. IIIA with k3d/k4d,m=1 ≈ 3/2 and k3d/k4d,m=1 ≈ 5/4
for the exponential regulators defined in (A2). For
m = 1 this fits well to the ratio of thermal ranges
ΛT,bos,3d/ΛT,bos,4d,m=1 ≈ 3/2. In turn, form = 2 the ratios
vary with large uncertainties, and are structurally smaller
than the cutoff ratios. This comes from the sharp decay
of the m = 2 cutoff function which increases the thermal
range, see [43] for computations for the pressure.
Appendix D: Characteristic scales
Λcl is defined as the scale until which a description
with a classical Lagrangian at the UV scale in the sense
of a φ4-potential is sufficient in order to reach the full
result in the IR. More concretely, starting from a given
UV scale ΛUV the full flow is integrated down to a lower
scale Λ′UV < ΛUV where a global rescaling is applied in or-
der to achieve ZΛ′UV(0) = 1. The corresponding rescaled
relevant couplings along with a classical propagator are
used as input for a full calculation starting from Λ′UV.
We define Λcl as the scale above which the IR observ-
ables such as masses and the minimum of the effective
potential do not deviate significantly from the result of
the full calculation initiated at ΛUV. The calculation for
the determination of Λcl is illustrated in Fig. 8. Interest-
ingly, in LPA the deviation never exceeds 0.2%, which
is consistent although not equivalent to the statement
that the φ4 truncation already leads to quantitatively
correct results in LPA. Also in the full calculation the
relative deviation never exceeds 3% but peaks at 1.1GeV
and 0.3GeV, where the dominant contributions from the
fermionic/bosonic flow arise. In this sense the quark-
meson model at vanishing temperature is trivial as it
can be described quantitatively using a classical poten-
tial. This is a consequence of the fermionic contributions
to the flow, whereas it no longer remains true upon in-
creasing the number of bosons or reducing the number
the number of fermions like in the purely bosonic O(N)
model, where also the convergence properties of the Tay-
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FIG. 8. Determination of Λcl for LPA and for the full calcu-
lation.
lor expansion worsen significantly. The same is true for
the case of finite temperature where higher-order contri-
butions are required to observe convergence in the Taylor
expansion [22].
Finally, for a meaningful comparison between LPA and
the full calculation, it is insightful to define the scale
Λ∗LPA which is the largest cutoff scale in which an LPA
calculation with initial conditions from the full calcula-
tion shows chiral symmetry breaking. This puts a natu-
ral upper limit on possible UV cutoff scale for LPA cal-
culations using QCD initial conditions. The determina-
tion of Λ∗LPA is illustrated in Fig. 9, where we plot pion
mass and minimum of the effective potential in the IR
as a function of the UV cutoff scale ΛUV, where a LPA
calculation with initial conditions from the full calcula-
tion was initiated. Only below 600MeV the LPA cal-
culation shows chiral symmetry breaking, which is the
largest scale for which a comparison to the full calcula-
tion using fixed UV initial conditions is possible. A more
reasonable scale for this comparison which is used in this
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FIG. 9. Determination of the scale Λ∗LPA: Pion mass and
minimum of the effective potential in the IR as function of
the UV cutoff scale ΛUV, where a LPA calculation with initial
conditions from the full calculation was initiated.
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work is 500MeV, where the chiral condensate in the LPA
calculation reaches at least one half of the value from
the full calculation. However, the cutoff scale can not be
lowered to arbitrarily small scales, where the LPA result
will converge towards the result of the full calculation by
construction, as this just implies storing the full flow in
the initial condition for the LPA calculation. In any case
a lower bound for these fluctuation scales is provided by
the the spontaneous symmetry breaking scale kχ, which
is found at kχ ≈ 320MeV in the full calculation.
Appendix E: Initial conditions
In this appendix, we specify the initial conditions used
in the calculations presented in this paper. The UV po-
tential is taken as
Uk=ΛUV = aφ2 + bφ4 (E1)
and the explicit symmetry breaking term is taken to be−cσ.
ΛUV [GeV] a/Λ2UV b c/Λ3UV σ0 [MeV]
0.5 0.608 2.446 0.0183 69.4
0.7 1.021 2.334 0.0083 55.5
0.9 1.304 2.055 0.0047 48.0
1.4 1.795 0.505 0.0018 34.0
TABLE VII. Initial conditions for full calculations with physi-
cal IR masses. The renormalised Yukawa coupling is h¯ = 3.226
for all UV cutoff scales.
ΛUV [GeV] a/Λ2UV b c/Λ3UV σ0 [MeV]
0.5 -0.009 5.812 0.0136 93.0
0.7 0.352 4.676 0.0049 93.0
0.9 0.532 3.451 0.0024 93.0
1.4 0.735 0.531 0.0006 93.0
TABLE VIII. Initial conditions for LPA calculations with
physical IR masses. The Yukawa coupling is h = 3.226 for
all UV cutoff scales.
Appendix F: Convergence properties
In this appendix, we investigate the iteration proce-
dure’s convergence properties by comparing a given ob-
servable obtained from different iteration steps. Exem-
plarily, we choose this observable to be the chiral con-
densate. Accordingly, Fig. 10 shows the relative devi-
ation between the chiral condensate ⟨σ⟩ in step i and
the converged result ⟨σ⟩conv. We restrict ourselves to an
analysis of the convergence properties at vanishing tem-
perature. However, in the finite temperature case the
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FIG. 10. Convergence of the iteration procedure for different
UV cutoff scales.
iteration procedure requires at most one additional iter-
ation step to converge. As pointed out in the main text
keeping the bare or the renormalised Yukawa coupling
constant has crucial impact on the convergence proper-
ties of the iteration procedure. As shown in Tab. IX
in comparison to Tab. III in the main text, the iteration
for constant bare Yukawa coupling converges significantly
faster than the corresponding calculation with constant
renormalised Yukawa coupling at the same cutoff scale.
Disregarding the fact that a constant bare Yukawa cou-
pling does not correspond to the physical situation, it is
not even possible in this case to find initial conditions
for ΛUV > 700MeV which lead to physical parameters in
the IR due to the stronger running of the wavefunction
renormalisation compared to the calculation with fixed
renormalised Yukawa coupling.
The dependence of the convergence properties on the
UV cutoff scale are illustrated in Fig. 10. If one con-
siders relative deviations of one percent from the full re-
sult as approximately converged the calculation at ΛUV =
500MeV and ΛUV = 900MeV converge after the first or
third iteration step respectively, whereas the the calcu-
lation at ΛUV = 1.4GeV requires four iteration steps to
converge.
step mcur [MeV] mpol [MeV] σmin [MeV]
0 202.5 202.5 93.0
1 135.6 134 ± 2 140.8
2 135.5 135 ± 2 140.8
5 135.5 135 ± 2 140.8
TABLE IX. Similar to Tab. III for Λ = 900MeV but for a fixed
bare Yukawa coupling.
Appendix G: Comparison LPA′ versus full
calculation
In order to understand why Figs. 4 and 5 show only
little deviations between the LPA′ result and the full cal-
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culation with momentum-dependent meson propagators,
we reinvestigate the corresponding truncations, putting
emphasis on the role of the regulator function within
the FRG framework. For the sake of simplicity, let
us thereby start with the situation at vanishing tem-
perature, where the two-point correlator’s momentum-
dependent part can be written as
∆Γ
(2)
k (p2) = Zk(p2)p2 ≡ (1 + δZk(p2))p2 (G1)
due to Euclidean O(4) symmetry. For future reference,
we define the quantity δZ via the second equality in (G1),
which isolates the non-quadratic and hence non-trivial
dependence of the bosonic two-point functions on the ex-
ternal momentum. Next, recall that one central aspect
of the Wilsonian renormalisation group is the locality of
RG flows in momentum space, which is realised in the
FRG via an appropriately chosen regulator function Rk.
From a technical point of view, the calculation of loop in-
tegrals therefore effectively involves only loop momenta
pµ from within a thin momentum shell around the cur-
rent RG scale, i.e. p2 ≈ k2, as large momentum modes
are regularised by the cutoff insertion ∂tRk, while fluc-
tuations with smaller momenta are suppressed by the
additional regulator term in the exact two-point corre-
lator, Γ(2)k +Rk. Consequently, not the full momentum
dependence of the propagators is resolved in computing
RG flows at a given scale k, anyway.
In conclusion, the absence of fully momentum-
dependent correlation functions can be partly compen-
sated for in FRG calculations by choosing a proper regu-
lator function. Thus, a momentum-independent but RG
scale-dependent wavefunction renormalisation Zk can be
a reasonable approximation for the full Zk(p2).
The above reasoning can be explicitly verified by
studying the numerically obtained propagators from both
LPA′ and the full calculation. In Fig. 11, we therefore
compare the non-trivial momentum dependencies in the
aforementioned models. In view of the previous discus-
sion, we have normalised external momenta p = √p2 to
the given RG scale k. Indeed, one immediately recognises
that the correlators nearly coincide for all p2 ≲ k2. Thus,
the plot explicitly demonstrates that some of the prop-
agator’s full momentum dependence is effectively taken
into account even by a momentum-independent approx-
imation such as LPA′. Furthermore, deviations between
the two truncations continue to be relatively small in the
regime p/k ∈ [1,2].
Besides, practical calculations do not involve δZ ⋅ p2
alone, but rather Z ⋅p2, the dominant behaviour of which
is usually given by the term quadratic in p2, such that
the aforementioned differences will have even less impact
on the outcome. Especially interesting is furthermore the
combination GR˙G appearing e.g. in the flow equation of
∂ρUk, which, in turn, is the quantity relevant to calcu-
late the chiral condensate or the pion curvature mass.
We show (GR˙G)k(p2) as obtained in the different trun-
cations in the inlay plot of Fig. 11.
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FIG. 11. Momentum dependence of the inverse pion propaga-
tor. We compare both δZ ⋅p2 and GR˙G ⋅p3 for the full trunca-
tion (dashed, blue line), LPA′ (dotted, orange line) and LPA
(solid, red line). Exemplarily, we show the case k = 400MeV
and ΛUV = 700MeV, where the full calculation has a physical
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