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Abstract
The research has focused on three projects: 1) fundamental thermodynamics as-
pects of ion hydration; 2) the driving forces for ion pair association; 3) a phase
diagram calculation of the binary system consisting of water and 1-butanol using free
energy methods developed in 1) and 2). First, the single ion hydration free energy
is computed by quasi-chemical theory. An issue is that a Gaussian model fails to
estimate the anion long-ranged contribution at intermediate cavity sizes; this issue is
represented and addressed by the midpoint rule. It is found that the work of grow-
ing a cavity to a 6.15 A˚ size is equal to minus the ions’ bulk hydration free energy,
suggesting that a consistent shift of ± 11.6 kcal/mol (across the alkali halide series)
arises due to the net potential at the center of this cavity. Second, the local molecular
field theory is employed to partition the potential of mean force of ion pairs. The
association behavior of ion pairs is shown to be in line with the law of matching wa-
ter a nity, and the local electrostatic contribution is seen to provide ion specificity.
Correlation of the local electrostatic contribution with the coordination number is
presented. Third, a calculation method for a binary mixture phase diagram is devel-
oped in the context of the potential distribution theorem. The quasi-chemical theory
is used to estimate the hydration free energy of probe water molecules. Through the
Gibbs-Duhem equation, the activity coe cients of both water and 1-butanol can be
obtained. The subsequent optimization of an empirical excess Gibbs model produces
i
the Gibbs energy profile over all the concentrations, and its double-tangent points
locate the phase boundaries.
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Chapter 1: Introduction
In the early part of the 20th century, the theoretical framework for ion behavior
in water was developed[1]. In these macroscopic theories, water is regarded as a
structureless continuum medium of dielectric constant 78.15 at room temperature
298.15 K. The long-range electrostatic interaction is proposed to be the primary
interaction in the aqueous solution. This assumption works well for dilute solutions
(salt concentrations no larger than 0.01 M, 1 M = 1 mol/1 liter) and the Debye-Huckel
screening parameter is often su cient for the bulk properties. Thus the classical
models are assumed to capture the key physics of ions in aqueous solution[2]. However,
as pointed out by Aaron Klug, Nobel Laureate of 1982, that “the Debye-Huckel theory
and by implication its extensions, was limited to slightly contaminated water”[3].
Along with the development of experimental techniques and the increase of compu-
tational power, more and more ion behaviors in complex environments (in the protein
solution or near the interface) or in solutions of intermediate concentration between
0.1 and 2 M are observed which the conventional theory can not interpret and fails
to make good prediction. These ion behaviors are called Specific Ion E↵ects[2, 4].
Among the e↵ects, the Hofmeister Series has been the most well-known observation
since 1887. As an empirical series, ions are put into order following their ability to
salt-in or salt-out proteins in solution. In the conventional solution theory, all the
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monovalent anions are equivalently regarded as negatively charged balls in water[5].
But this view can not explain why the strongly hydrated anion F  usually decreases
protein solubility and stabilizes it, while the very weakly hydrated anion SCN  (rho-
danide) usually makes proteins more soluble and may even denature them. As far as
the interface is concerned, although the continuum theory predicts all ions should be
repelled from a nonpolar interface since there is an image charge of the ion, it was
observed and has been evidenced in molecular dynamics simulations [6, 7] that there
is a propensity for I  anion adsorption to the air-water interface. And in the bulk,
it was recognized that it is di cult for the Debye-Huckel theory to reproduce the
properties of ion association[3]. There are a large number of other examples, such as
ion radii, osmotic coe cients, hydrophobicity, surface tension, Jone-Dole Viscosity B
coe cients, hydration and the water surface potential di↵erence.
The major drawback of conventional theories is that they regard water as a con-
tinuum featureless dielectric medium[2, 4]. At the molecular level, however, individ-
ual water molecules interact with ions in a charge density-dependent way. As an
approximation, the continuum electrostatic theory only provides a long-range elec-
trostatic explanation for all observations. The ion radii (or detailed geometry as for
guanidinium) and the strong short-ranged interactions between the ion and waters,
including polarisability, dispersion (many-body quantum forces), hydrogen bonding
and charge transfer[8] are all omitted. Considering the contributions from various
physical mechanisms, it is an illusion to describe the ion specific behavior with a
single parameter. In the pioneering works on the specific ion e↵ects at the air-water
interface, the polarisability was regarded as the primary e↵ect. Molecular dynam-
ics simulations with polarisability gave good results and showed the propensity of
2
iodide towards the air-water interface[6, 9]. The improved non-polarised parameters
(Lennard-Jones parameters, ✏ and  ) constructed from optimization of the hydration
free energy and entropy, however, also yield very good agreement with experimental
surface tension results as well as the adsorption propensity of large halide ions[3, 10].
Instead of suggesting that the polarisability is not so important, this indicates how
complex the short-range mechanism can be.
Hybrid theories have been proposed where waters are regarded implicitly as con-
tinuum medium for the long-range electrostatic interaction while they are treated
explicitly in the vicinity of ion or near the interface. [11, 12, 13]. Hybrid simulations
have also been performed where interactions of ion with waters in the first hydration
shell are calculated at quantum level and subsequent layers are treated in a classical
dynamics way. [14]. Up to now, there has not been an unified theory that includes all
interactions to explain the specific ion e↵ects. The correlation between the di↵erent
experimental observations would be quite heuristic[4]. Collins[2, 8, 15] associates the
ion radii (or charge density) with their a nity to water molecules and then proposes
the law of matching water a nity, stating that counter-ions of similar size prefer to
form inner-shell pairs (bound state or association) whereas counter-ions of quite dif-
ferent size prefer to remain apart from each other. As a rule of thumb for specific
ion e↵ects[3], this ”law” qualitatively explains many observations, such as why the
weakly hydrated Cl  binds more to weakly hydrated positive charged arginyl and
lysyl residues of protein than the strongly hydrated F . In reference to the water-
water a nity, ions are categorized into strongly hydrated (kosmotropic) ions such
as Li+, Na+ and F , and weakly hydrated (chaotropic) ions such as Cl , I , SCN 
and Cs+[2, 8, 15]. The ionic viscosity B coe cient is a measurement of ion-water
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a nity. The positive coe cients of kosmotropic ions (Na+ 0.086, F  0.10) indicate
the stronger ion-water interaction than water-water interactions; while the negative
coe cients of chaotropic ions (K+ -0.0007, Cl  -0.007) indicate the weaker ion-water
interactions.
Both ion radii (or charge density) and dispersion are typically included in the
classical molecular dynamics simulation. In the current thesis, the Horinek et al.
non-polarised parameters are adopted to study the ion hydration thermodynamics
since these parameters are optimized to fit hydration free energy and entropy to
experimental results in reference to the Cl  anion modelled in a polarisable force
field[10] in acknowledgement of the importance of polarisability. To explore e↵ects of
the short-range mechanism on the ion hydration processes (in aqueous solution with
or without other ions present), it is helpful to partition the hydration free energy into
local and far-field contributions. In the quasi-chemical theory (QCT, see chapter 2
for detail) the hydration consists of three parts, cavity formation around the target
ion (inner-shell), cavity formation in water (packing), and insertion of the ion into
the empty cavity (long-range). When the cavity is large enough, the Gaussian model
(Born model or continuum dielectric model see Appendix A) can give accurate esti-
mation of the long-range contributions; all the short-ranged-mechanism e↵ects are in
the inner-shell contribution, which requires a molecular level or quantum treatment.
In the local molecular field theory (LMFT, detailed in chapter 2) the hydration free
energy is partitioned into three contributions in sequence, the growth of a van der
Waals particle, the turn-on of local-electrostatic interactions and the turn-on of far-
field electrostatic interactions. The local electrostatics and far-field electrostatics are
in terms of the Ewald summation of electrostatics. Again the Gaussian model gives
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an accurate approximation for the far-field electrostatic contribution, but the local
electrostatic contributions needs to be computed directly.
The thesis is organized as follows. In chapter two, the derivations of QCT and
LMFT from the potential distribution theorem (PDT) are summarized. In chapter
three, the single ion hydration free energy is computed by QCT. A regularization
potential is used to form the cavity. The inner-shell contribution exhibits ion speci-
ficity for cavity sizes less than 4-5 A˚, followed by a common length scale of 6.15 A˚
where the inner-shell contribution is equal to the bulk hydration free energy for all
ions examined. A Gaussian approximation fails to estimate the anions’ long-range
contribution at intermediate cavity sizes. Then the midpoint rule is shown to work
well for all ions. The consistency among ions indicated by the 6.15 A˚ length scale
is that the observed uniform shift of ± 11.6 kcal/mol results from the net potential
at the center of a cavity of this size. In chapter four, in a aqueous solution, the
cation hydration free energy in the presence of a fully hydrated anion is estimated to
obtain the potential of mean force (PMF) as a function of the cation-anion separa-
tion distance. The calculation is performed in terms of the LMFT partitioning. The
counter ions’ association behavior is shown to be in line with the law of matching
water a nity (LMAW), and the local electrostatic contribution is seen to provide
the majority of ion specificity. Di↵ering dehydration processes of the cation are ex-
hibited for four cases (kosmotropic and chaotropic combinations). In chapter five,
application of the QCT allows us to compute the hydration free energy of a water
molecule as a probe in solution consisting of waters and 1-butanol molecules over the
whole range of molar concentrations. Then the activity coe cients of both water and
1-butanol molecules are obtained by employment of the Gibbs-Duhem equation. The
5
subsequent optimization of an empirical excess Gibbs model yields the Gibbs energy
profile over the whole range of concentration, where the double-tangent points locate
the phase boundaries at specific temperatures.
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Chapter 2: Theory
The Quasichemical Theory is employed in the calculation of the single-ion hydra-
tion free energy. The Local Molecular Field is applied to estimate the potential of
mean force between the cation-anion pair. Both theories are developed here from the
Potential Distribution Theorem, formulated by Benjamin Widom in 1963[16, 17] with
many developments since the initial work [18].
2.1 The Potential Distribution Theory
The Potential Distribution Theorem (PDT) is developed to estimate the excess
chemical potential, that is the chemical potential of a system in excess of that of an
ideal, non-interacting system at the same density. Hence the PDT presents a parti-
tioning of the chemical potential into ideal parts and excess parts. Take a canonical
ensemble (NVT, with constant number of particle, volume of a system, and temper-
ature) as an example, for the ideal gas we have the partition function as
Qidc =
1
N !
✓
V
 3
◆N
(2.1)
where, the thermodynamic wavelength is   =
p
h2/ 2⇡mkBT . The free energy and
the chemical potential are
F id =  kBT ln Qidc
=  kBTN

ln
V e
N
 N ln 3
  (2.2)
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µid =
✓
@F id
@N
◆
V,T
= F id(N)  F id(N   1) = kBT lnn 3 (2.3)
For the interacting system, let ✏ be the interaction energy between the distin-
guished molecule and the rest of the solution. Then the partition functions are
Qc(N) =
  3N
N !
Z
V
· · ·
Z
V
e  UNd⌧1d⌧2· · · d⌧N
=
  3
N
Z
V
d⌧1

  3(N 1)
(N   1)!
Z
V
· · ·
Z
V
e  ✏e  UN 1d⌧2· · · d⌧N
 
=
  3
N
Z
V
d⌧1
⌦
e  ✏
↵
N 1Qc(N   1)
=
  3
N
V
⌦
e  ✏
↵
N 1Qc(N   1)
=
1
n 3
⌦
e  ✏
↵
N 1Qc(N   1)
(2.4)
and inversely,
Qc(N   1) =  
 3(N 1)
(N   1)!
Z
V
· · ·
Z
V
e  UN 1d⌧2· · · d⌧N
=
1
V
Z
V
d⌧1

  3(N 1)
(N   1)!
Z
V
· · ·
Z
V
e  UN 1d⌧2· · · d⌧N
 
=
1
V
N 3
Z
V
· · ·
Z
V
  3N
(N)!
e  UN e ✏d⌧1d⌧2· · · d⌧N
= n 3
⌦
e ✏
↵
N
Qc(N)
(2.5)
The chemical potential of a certain type of molecule is
µ = F (N)  F (N   1) =  kBT ln Qc(N)
Qc(N   1)
= kBT lnn 
3   kBT ln
⌦
e  ✏
↵
N 1
= kBT lnn 
3 + kBT ln
⌦
e ✏
↵
N
= µid + µex
(2.6)
Consequently the excess chemical potential of a certain type of molecule is
 µex =   ln ⌦e  ✏↵
0
= ln
⌦
e ✏
↵ (2.7)
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where   = 1/kBT and the subscript 0 in the first expression implies that the certain
molecule has no interaction with the rest of solution; the lack of subscript in the
second expression implies that the interactions between the certain molecule and
solution are turned on.
For an isothermal-isobaric ensemble or grand canonical ensemble (NPT) we haveX
↵
µ↵n↵ = G(n↵, p, T ) (2.8)
and X
↵
n↵dµ↵ = V dp  SdT (2.9)
The chemical potential the an inserted particle into the solution is given by
µ = G(N) G(N   1) =  kBT ln Qg(N)
Qg(N   1)
= kBT lnn 
3   kBT ln
⌦
V e  ✏
↵
g,N 1
hV i
= kBT lnn 
3 + kBT ln
⌦
e ✏
↵
g,N
hV i
(2.10)
According to the rule of averages for the ensemble average of any property F
hF i =
⌦
Fe  ✏
↵
0
he  ✏i0
(2.11)
we get the average of the system volume as
hV i =
⌦
V e  ✏
↵
0
he  ✏i0
(2.12)
We get ⌦
V e  ✏
↵
0
hV i0
  ⌦e  ✏↵
0
=
⌦
e  ✏
↵
0
 hV i
hV i0
  1
 
=
⌦
e  ✏
↵
0
1
hV i0
 V
 n
=
⌦
e  ✏
↵
0
1
hV i0
dµ
dp
(2.13)
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In the thermodynamic limit the di↵erence displayed by Eq.(2.13) is negligible[18],
and consequently, the excess free energy in the isothermal-isobaric ensemble is also
the same expression as in the canonical ensemble.
The excess chemical potential can be written in the more statistical expressions
 µex = ln
Z
P (✏)e ✏d✏ = ln
⌦
e ✏
↵
=   ln
Z
P (0)(✏)e  ✏d✏ =   ln ⌦e  ✏↵
0
(2.14)
where P (✏) = h (✏  ✏c)i and P (0)(✏) = h (✏  ✏c)i0 are the density distributions of
✏ in a system with and without the solute-solvent interactions; ✏c is the interaction
energy in one configuration of the ensemble. Considering the rule of averages and
property of the delta function
f(x) (x  x0) = f(x0) (x  x0) (2.15)
we can develop a relation between the two energy distribution
P (✏) =
⌦
 (✏  ✏c)e  ✏c
↵
0
he  ✏ci0
= e (✏ µ
ex)P (0)(✏) (2.16)
Thus the interaction energy where both density distributions are equal yields the
excess chemical potential. However if the two distributions do not overlap as shown
in Fig.2.1, this simple method fails to work. Furthermore the exponential weight
factors make the estimate highly sensitive to the rare events (the high-✏ tail of P (✏)
and the low-✏ tail of P (0)(✏) ), and thus if the overlapping region is not su ciently
sampled in the simulations, using Eq.(2.16) usually fails[19].
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Figure 2.1: Molecule hydration energies distributions. The top is for the Cl  hy-
dration. The bottom is for one water hydration.The dashed line is the interaction
energies sampled with all interactions between the target molecules(Cl  and water)
and solvents. The solid line plots the interaction energies sampled without the inter-
actions between the target molecules and solvents
The work on stratifiction strategies can circumvent the above issue[19]. The dom-
inant techniques are based on the alchemical changing of solutes, in which the inter-
actions between the distinguished molecule and solvents are turned on step by step
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with the increase of a parameter   from 0 to 1 in each simulation as follows
dµex
d 
=
R
@✏
@ e
  ✏dqR
e  ✏dq
=
⌧
@✏
@ 
 
 
(2.17)
This method is also called Thermodynamic Integration (TI)[19].
2.2 The Quasichemical Theory
As an alternative to the dominant paradigm based on the alchemical approach[18,
19], the quasichemical theory provides an organization for the excess chemical poten-
tial calculations through introducing a regularization potential M (x) to divide the
excess chemical potential into three spatial parts as follows:
 µex = ln
⌦
e  M 
↵  ln ⌦e  M ↵
0
  ln ⌦e  ✏↵
M 
, (2.18a)
= ln
⌦
e  M 
↵  ln ⌦e  M ↵
0
+ ln
⌦
e ✏
↵
M +✏
(2.18b)
and
µex = µexIS( ) + µ
ex
P ( ) + µ
ex
LR( ) (2.19)
The first term is the inner-shell contribution, the second term is the packing con-
tribution and the last term is the long-range contribution in the non-coupled system
(2.18a); and (2.18b) is the long-range contribution in the coupled system . When
the regularization potential is a hard-spherical potential, the packing contribution
is the free energy change when a cavity grows to the radius   pushing the solvent
away from the center. The inner-shell contribution is the work necessary to make a
cavity of the same size in the presence of the solute at the center. The long-range
contribution is the free energy change due to the insertion of the solute into the cav-
ity without occupancy of the solvent inside the cavity. Introducing the hard-sphere
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potential (hard-cuto↵ conditioning) however requires special purpose sampling tech-
niques since this potential leads to infinite forces in the numerical simulations[20].
When the regularization potential is a smooth function[19], the inner-shell contribu-
tion is minus the work done to employ the smooth potential in the systems. The
packing contribution is the work done to apply the potential in the neat solvent sys-
tem. The long-range free energy is from the interactions of solute with the rest of the
solution in the presence of the cavity potential. The Gaussian approximation or the
second-order perturbation theory can be employed for the long-range free energy for
a large  ,
  ln ⌦e  ✏↵
M 
=   h✏iM   
 2
2
⌦
 ✏2
↵
M 
(2.20a)
ln
⌦
e ✏
↵
M +✏
=   h✏iM +✏ +
 2
2
⌦
 ✏2
↵
M +✏
(2.20b)
where  ✏ = ✏   h✏iM  for the non-coupled simulations and  ✏ = ✏   h✏iM +✏ for the
coupled simulations.
Herein the inner-shell and packing contributions can be calculated through the
conventional TI methods.
µexIS =  
Z 1
0
d 
⌧
@M (x)
@ 
 
M +✏
(2.21)
and
µexP =
Z 1
0
d 
⌧
@M (x)
@ 
 
M 
(2.22)
It is important to note that the QCT allows us to estimate the chemical potential
through ab initio quantum simulations, an advantage over the alchemical approach
since the solute-solvent Hamiltonian is unchanged [21].
This form of the QCT is for the case where there are no solvent molecules in the
inner-shell. If the probability for this kind of observation is extremely small, a cluster
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evaluation method is proposed as an alternative form of QCT[22], see Appendix B
for more details.
2.3 The Local Molecular Field Theory
Instead of a spatial partitioning of the excess chemical potential in the context of
quasichemical theory, an energetic partitioning is proposed in the framework of the
local molecular field theory. The potential distribution theorem can be re-organized
by inclusion of a regularization potential M[23]. Considering the following equalities,
⌦
e ✏
↵
✏
=
⌦
e ✏1
↵
✏1
⌦
e (✏ ✏1)
↵
✏
(2.23a)⌦
e  ✏
↵
0
=
⌦
e  ✏1
↵
0
⌦
e  (✏ ✏1)
↵
✏1
(2.23b)⌦
e  ✏
↵
✏0
=
⌦
e ✏
↵ 1
✏+✏0
(2.23c)⌦
e ✏
↵
✏0
=
⌦
e  ✏
↵ 1
✏ ✏0 (2.23d)
we can introduce any regularization potentialM(x) to decompose the excess chemical
potential
 µex = ln
⌦
e ✏
↵
=  µexM + ln
⌦
e (✏ M)
↵
(2.24)
in which the regularization potential is removed from the interactions in the second
thermal average. It has been observed [24] that for the hydration of the methane
molecule, removing the repulsive wall of van der Waals potential results in a tran-
sition of interaction distribution from a highly skewed form to a strongly Gaussian
distribution. Hence the second-order-perturbation theory provides an accurate esti-
mate of the free energy contribution from the dispersion interaction of the methane
molecule with water molecules. This approach requires the subsequent determination
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of the free energy change involving the van der Waals cavity formation in the first
term.
The Coulomb interaction can be further divided into the local electrostatics and
the remaining far-field electrostatics interactions (k-space plus self-interactions due to
periodic boundaries) as proposed in the earlier studies[25, 26, 27, 28, 29]. There the
far-field is recast into a local form by incorporating an e↵ective potential to mimic
the long-range interaction at the mean-field level:
✏esloc =
qiqj erfc(⌘rij)
rij
(2.25)
where q is the particle charge and rij is the distance between particles. The local
interaction operates within the length scale 1/⌘ and damps promptly beyond, while
the far field interaction contributes beyond that length scale. Here the length scale
parameter is chosen based on physical grounds (the first minimum of the radial dis-
tribution function).
For ion hydration, we can use Eq.(2.23a) to partition the excess chemical potential
into the far-field electrostatic interaction ✏esfar contribution, the local interaction
✏loc contribution which includes the local-electrostatic ✏esloc and van der Waals ✏lj
contributions
 µex = ln
⌦
e ✏lj
↵
✏lj
+ ln
⌦
e (✏loc ✏lj)
↵
✏loc
+ ln
⌦
e (✏ ✏loc)
↵
=  µexlj +  µ
ex
esloc +  µ
ex
esfar
(2.26)
The van der Waals contribution µexlj can be estimated through the TI method and
second-order perturbation expansion as mentioned above; the local electrostatic con-
tribution µexesloc and far-field electrostatic contribution µ
ex
esfar can be calculated em-
ploying the overlapping distributions method as shown by Eq.(2.16). However it is
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observed that the two distributions for the local electrostatic contribution are com-
pletely non-overlapping[23] due to the strong local Coulomb interactions between ion
and the nearby waters. Following the stratification idea, insertion of an intermediate
state, which corresponds to ✏half =
1
2✏esloc + ✏lj can resolve the problem:
 µexesloc = ln
⌦
e (✏loc ✏lj)
↵
✏loc
= ln
⌦
e (✏loc ✏half )
↵
✏loc
+ ln
⌦
e (✏half ✏lj)
↵
✏half
(2.27a)
 µexesloc =   ln
⌦
e  (✏loc ✏lj)
↵
✏lj
=   ln ⌦e  (✏loc ✏half )↵
✏half
  ln ⌦e  (✏half ✏lj)↵
✏lj
(2.27b)
 µexesfar = ln
⌦
e (✏ ✏loc)
↵
(2.28a)
=   ln ⌦e  (✏ ✏loc)↵
✏loc
(2.28b)
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Figure 2.2: Interaction energy distribution for Cl  in waters. In the top, the left one
is the 12✏esloc sampled with ✏loc in the Eq.(2.27a), the middle is the
1
2✏esloc sampled
with ✏half , the right is the
1
2✏esloc sampled with van der Waals interactions between
Cl  in the Eq.(2.27b); In the bottom the left distribution is for the ✏esfar sampled
with total interactions turned on between Cl  and waters, the right distribution is
also for the interaction energy ✏esfar sampled with only ✏loc in Eq.(2.28)
Since the ✏loc ✏half = ✏half ✏lj = 12✏esloc we can get three interaction distributions
from the simulation data. Locating the point where the distributions meet in the
above sequence will give us the µexesloc.
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Chapter 3: Single Ion Hydration
Accurate estimation of hydration free energies aids in understanding a wide range
of solution phase problems[18, 30], including carbon dioxide hydration[31], fuel cell
membranes[32, 33], hydrogen storage as clathrate hydrates[34], supercapacitors for en-
ergy storages[35, 36, 37, 38], water desalination[39], selectivity in ion channels[40], spe-
cific ion e↵ect near surfaces[6, 7, 41, 42], and the impact of ions on protein folding[43].
For the case of ion hydration, the free energy can approach magnitudes resembling
chemical bonding interactions. Since the excess chemical potential is measurable,
estimating it allows an important test of molecular simulations.
Ion hydration involves strong interactions between the ion and waters in the first
hydration shell and weaker interactions with more distant waters that can often be
modelled approximately in the context of QCT[19, 31, 34, 40, 44, 45, 46, 12, 47, 48,
49, 50, 51, 52, 53]. Recently the QCT has been generalized to include a repulsive and
continuous potential as the regularization to partition the excess chemical potential
into three contributions: inner-shell, packing, and long-range terms. The conventional
TI allows direct and accurate estimation for the first two contributions; the insertion
of regularization potential permits a near-Gaussian approximation for the long-range
term.[20, 21] As a dramatic illustration of the utility of this approach, the total
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hydration free energy of a protein and a polymer have been computed at the molecular
level.[21]
In this chapter, we examine ion hydration thermodynamics using the above reg-
ularization strategy. The inner shell and outer-shell packing contributions can be
directly evaluated by growing cavities around the ion and in neat water system, re-
spectively. The accuracy of previously employed Gaussian approximations for the
long-range contribution is also studied[52, 53]. The analysis is performed out to large
cavity radii(8-9 A˚). We explore three length scales of interest in ion hydration: the
cavity radius where the inner-shell cancel out the packing terms, leaving the long-
range term as the full free energy; the radius size range over which ion specificity
is observed in the inner-shell term; an ion-independent length scale for which the
packing and the long-range contributions cancel, leaving the inner-shell term as an
accurate estimate of the hydration free energy. Identification of the common length
scale requires a careful evaluation of the potential at the center of a large, uncharged
cavity[54]. A previous study has explored length scales in ion hydration free energies
in relation to solute charge and counterion e↵ects.[55]
3.1 Regularization Potential in the Quasichemical Theory
According to the equation, µex = µexIS( ) + µ
ex
P ( ) + µ
ex
LR( ), inclusion of the
regularization potential M (x) allows us to partition the excess chemical potential
into three contributions. Here the regularization potential is taken as the WCA
potential[56]:
M (x) =
⇢
c12/r12   c6/r6 + c12/R12c, , r  Rc, 
0, r > Rc, 
c12 =
E 
(  6  R 6c, )2
, c6 =
2c12
R6c, 
(3.1)
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Here E  is taken as kT/2 and Rc,  = 1.05  is the location beyond which the WCA
pontential is zero. The WCA potential with   = 6.6 A˚ is shown as the   = 1 curve
in Fig.3.1
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Figure 3.1: The expansion process employed to obtain the packing part of the free
energy. The expanding potential(labelled ✏ on the left axis) are shown for 5 evenly
spaced values of   = 0.2, 0.4, 0.6, 0.8, 1.0 (that controls the cavity size during the
expansion process) from left to right, together with the corresponding cavity/water
oxygen radial distribution functions(rdf’s right axis). The data is for a   value of 6.6
A˚. The   = 1.0 is WCA potential curve (black, rightmost).
This same approach for regularizing the PDT has been employed successfully in
quantum studies of the hydration free energy of water in water[21] and in classical
studies of protein hydration.[57].
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Table 3.1: Alkali halide single ion hydration free energy in Unit of kcal/mol. The
intrinsic free energy µexint is the from the simulation of this section. The real free
energy µex = µexint + q sp, where surface potential  sp =  13.8 kcal/mol-e[54]. The
standard states di↵erences 1.9 kcal/mol[58] is involved to compare to the experiment
by Tissandier[59]. The last column is the experiment by Kelly[58].
Ion µexint µ
ex Exp. Tissandier Exp. Kelly
Li+ -113.9 -127.7 -128.4 -128.4
Na+ -88.8 -102.6 -103.2 -103.2
K+ -72.4 -86.2 -86.0 -86.0
Cs+ -61.8 -75.6 N/A -75.1
F  -117.2 -103.4 -104.4 -104.4
Cl  -87.6 -73.8 -74.6 -74.5
Br  -81.0 -67.2 -68.2 -68.3
I  -72.2 -58.4 -59.3 -59.9
3.2 Interfacial Potentials
Recent studies have addressed in detail the role of water interfacial potentials in
ion hydration near surfaces and in the bulk.[7, 42, 54, 60, 61, 62, 63, 64]. We put
an ion at the center of a very large water droplet. Employing the PDT gives the
hydration free energy directly, including all interactions between ion and the waters.
It can be noted that the system consisting of an ion and waters includes two interfaces,
one at the water-air interface and one at the boundary between ion and water. In the
simulations of this chapter, due to the periodic boundaries, the physical situation is
di↵erent, with only the ion-water interface present. An early study [54] shows that
the real absolute single-ion free energies measured in experiment [59, 58] include a
contribution from the net potential at the center of a neutral particle with the size of
the ion of interest, in a system with a distant water-air interface, see Table.3.1.
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The water-air surface potential, obtained from a weighted integral of the charge
density through the water-air interface, includes both water molecular dipole and
quadrupole contributions[54, 65, 66, 67].
 (z)   (air) = 4⇡
Z z
air
(z0   z)⇢q(z0)dz0 (3.2)
where z is directed along the surface normal, and ⇢q(z) is the total average charge
density at a particular z location. For the classical case, the quadrupole contribution
is negative and is roughly twice the magnitude of the dipole contribution (which is
positive).[68]. The total surface potential for the SPC/E model (used in the present
study) is -0.6 V or -13.8 kcal/mol-e.[7]. When water is modelled quantum mechani-
cally, however, the surface potential is roughly +3.5 V or 80 kcal/mol-e.[62, 63]
It has been discussed[54, 62] that the reason for the massive change is the very
di↵erent quadrupole moment trace for the water molecule between the classical point
charge and quantum models. Yet the net potential at the center of the neutral par-
ticle embedded inside a water droplet is relatively consistent between the classical
and quantum models.[54] This interesting result is due to the cancellation of the
quadrupole trace contribution between the two boundaries. It suggests[54] that the
net potential then reflects purely a dipole contribution. Recent work[69] has shown,
however, that in addition to the dipole contribution, there are further contribution
from higher-order water (traceless) multipoles near the molecular-sized cavity bound-
ary. The implication that the net potential arises only from the water dipole contri-
bution is true for very large cavities(due to the more-rapid decay of the higher-order
terms with distance). It shows that [54] experimental hydration free energy data[59]
coupled with the Latimer, Pitzer, and Slansky decomposition[70] imply a net cavity
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potential of -0.5 V (or -11.6 kcal/mol-e); that potential is remarkably consistent for
the alkali halide series[71]
The real hydration free energy, µex can be written in two expressions. First when
the excess chemical potential is computed with periodic boundary conditions, our
simulation results is termed as the intrinsic free energy µexint,
µex = µexint + q sp (3.3)
Alternatively, the local potential at the center of a neutral solute due to inter-
actions with nearby waters,  lp, can be subtracted and added on the right side of
Eq.(3.4) to obtain
µex = µexbulk + q np (3.4)
where  np =  lp +  sp is the net potential discussed above, and µexbulk is a bulk ion
hydration free energy that does not include a contribution from the two water bound-
aries. A simulation with periodic boundary conditions only includes the  lp term,
and it is well-known that this contribution for the SPC and SPC/E water model is
positive[54, 60, 61] Classical models of  lp exhibit variation with solute size until a
limiting value is reached at a cavity length scale of roughly 8-10 A˚[60, 61].
Most tabulations of single-ion free energies utilize theoretical input to decouple
cations and anions, often based on Born-like models[70, 72]. The resulting free ener-
gies, for example those experimental data are closely related to µexbulk above. It will be
shown below that, when the local potential is removed from the simulated free ener-
gies in periodic boundaries (µexbulk = µ
ex
int   q lp) a consistent picture of ion hydration
free energies emerges, where the inner-shell term in QCT reproduces µexbulk at a length
scale (6.15 A˚) common to all of the monovalent ions examined here.
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3.3 Cavity Growth for Inner-shell and Packing Terms
As mentioned before, the inner-shell and packing contributions are computed by
slowly growing of the regularization potential M (x) via thermodynamic integration.
The packing term is the work to grow the cavity in the neat water system, while the
inner-shell term is minus the work to grow the cavity of the same-size around the ion.
The functional form of the growing potential is
f ( ) =  
20M( ) (3.5)
where   is the integration parameter. The high power of   results in a smooth
integration between 0 and 1. The packing contribution is then
µexP =
Z 1
0
d 
*✓
@f ( )
@ 
◆
 
+
f ( )
(3.6)
while the inner-shell contribution is
µexIS =  
Z 1
0
d 
*✓
@f ( )
@ 
◆
 
+
f ( )+✏
(3.7)
Fig.3.1 shows how the potential expands and the cavity/water-oxygen radial dis-
tribution function (rdf) changes as   increases in the packing computation. The
non-monotonic behavior of the height of the first maximum in the rdf results from
variations of the form of the potential with changing coupling parameter  . Fig.3.2
displays the integrand and the accumulated integral for the packing and inner-shell
contributions.
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Figure 3.2: The TI paths for growing cavities (top) in neat waters (bottom) around
the Na+ and Cl  ions, when   = 6.6 A˚. In the top, the integrand (open circle) and
cumulative integral(smooth solid curve) for the packing contribution are presented.
In the bottom, the ion-specific curve for the inner-shell contribution for the two ions
are presented. The open circle is for Na+ and solid circle is for Cl . The cumulative
integrals show that the growing-in of the cavities is a smooth process for the chosen
potential, dashed line is for the Na+ and solid line is for the Cl 
3.4 Approximation for the Long-Range Term
The inclusion of the M( ) potential in the sampling for the long-range term reg-
ularizes the sampling by pushing the water molecules away from the solute. [21].
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This eliminates high-energy impacts that can lead to an exponential tail in the in-
teraction energy distribution.[44]. The resulting distribution then consists of a large
number of smaller magnitude energies, resulting in near-Gaussian behavior. In pre-
vious work[52, 53] this observation was exploited in developing a simple Gaussian
approximation for µexLR; surprisingly small regularization radii   were found to yield
results of good accuracy for the hydration free energy of ions water.
For the long-range free energy contribution, the second-order cumulant expansion
yields
 µexLR ⇡   h✏iM   
 2
2
h⌦
✏2
↵
M 
  h✏i2M 
i
+ . . .
⇡   h✏iM +✏ +
 2
2
h⌦
✏2
↵
M +✏
  h✏i2M +✏
i
+ . . .
(3.8)
The average of the two mean-field bounds then produces the long-range part of
the free energy if the interaction energy distribution energy is Gaussian, since for the
Gaussian distribution the width of is independent of the extent of coupling solute to
the solvent[52] The mean field bound average approximation is correct through first
order in perturbation theory, while an average of the above two Gaussian approxi-
mation is correct through the second order. The average of the two bounds is simply
the trapezoid rule result discussed by Hummer and Szabo[73].
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Figure 3.3: The electrostatic potential and fluctuation are computed with parameters
from Horinek[10]. The top plot is for the electrostatic potential at the center of Cl .
The red line is for the fit of the potential of negative charge with a slope of -191.84;
the blue dash line is fit of the potential of positive charge including zero with a slope
of -128.76. The square symbol is for the system of 128 waters, and circles for 256,
and up-triangle for 512 waters. The bottom is the fluctuation of electrostatic energy.
At this point, it is worthwhile to note the physical asymmetry between cation and
anion hydration. The asymmetry results from the very di↵erent water orientations in
the first hydration shell around the ions. A pioneering study by Hummer, Garcia, and
Pratt[74] examined the electrostatics of ion hydration. The mean potential at the ion
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center was computed as a function of the sampled charged; As shown in Fig.3.3 the
slope of the resulting curve gives an indication of the energetic fluctuations (see more
details in Appendix A for the linear response theory descriptions of this observation).
Linear behavior (implying Gaussian distributed interaction energies) was found for
anions in the charge range -1 to roughly -0.25, followed by a transition region and
linear behavior for cations with a di↵erent slope. A plot of the fluctuations themselves
illustrates the magnitude of the transition. In related work, it was observed that a
Gaussian model for the electrostatic contribution to the hydration free energy is
relatively accurate for fully coupled sampling for both cations and anions, but is
badly in error for anions when a Gaussian approximation is made starting from a
state sampled with zero charge. [23] Thus it might be expected that any Gaussian-
based approximation (for the long-range term) that involves data from the zero-charge
state for the anions might lead to errors in the free energy (at least for smaller cavity
size). Below it will be shown that the previous relatively accurate results for anion,
using small regularization radius  , results from a fortuitous cancellation.
A possible simple remedy for the above observations is to employ a midpoint-
rule approximation for the free energy,[73] which is accurate through second order in
perturbation theory:
µexLR ⇡ h✏iM +✏/2 (3.9)
Higher-order approximations derived by Hummer and Szabo[73] could also be applied,
but it will be shown that this simple approach works quite well over a broad range of
regularization radius. The physical reason is that the half-coupled sampling is well
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situated within the charge range that displays near-Gaussian for both cations and
anions[74]
To conclude the discussion related to the long-range term, consider the electro-
static part of the perturbation expansion to the second cumulant for the case of large
cavity specified by the regularization potential. For that physical circumstance ( in
which the waters are well separated from the ions at the center), the electrostatic
potential distribution displays predominantly Gaussian characteristics (perhaps with
a small skew). A decent approximation to the electrostatic part of the long-range
term (µexLR,es) is given, in periodic boundaries, by
µexLR,es ⇡ q h lpiM   
 q2
2
⌦
  2lp
↵
M 
  ⇠
 L
 
+
 2q3
6
⌦
  3lp
↵
M 
+ . . . (3.10)
where   lp is the deviation of the local potential from its mean and ⇠ =  2.837297
yields the Ewald self-energy correction to the fluctuations for a cubic lattice with
side length L. The third order term is retained to assess the degree of skew of the
distribution below.
Below we will relate Eq.(3.11) to a Born estimate for µexLR,es:
µexLR,es ⇡ q h lpiM   
q2
2RB
✓
1  1
✏
◆
(3.11)
The linear term is included again to emphasize its importance in estimating the bulk
hydration free energy. The Born model is thus seen to be closely related to the
second order expansion. In the Born calculation discussed below, we take the radius
of a water molecule to be 76.7.[75] For a 6.15 A˚ cavity, these parameters result in a
value of -34.5 kcal/mol for the second order part of the Born Free enrgy.
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3.5 Simulation Methods
The GROMACS 4.5.5 code[76] was used for all of the simulations. The SPC/E
model was employed for water, and the recently developed Lennard-Jones ion-water
potential parameters from Ref. [10] (parameter set one) were used. The ions were first
equilibrated together with 512 water molecules in the NPT ensemble for 500 ps using
the Parrinello-Rahman algorithm with a pressure of 1 bar and the V-rescale method
to maintain a temperature of 298 K. Then 20 frames per ps were recorded during 2.5
ns production runs in the NVT ensemble. The particle-mesh-Ewald method was used
for the electrostatic interactions with a convergence parameter of ⌘ = 5.6/L, where
L is the box size (taken as the average of NPT simulation box size). Each ion was
simulated for 15 di↵erent   values with an increment of 0.4 A˚. The statistical errors
were estimated by the block averaging method[77] in the GROMACS 4.5.5 package.
The exact hydration free energy results were obtained with the LMFT method[23].
All of the LMFT-computed real hydration free energies are within 1 kcal/mol of the
experimental data[59], when shifted by q sp and using the same standard state. The
error bars for all of the data presented here are smaller in magnitude than the size of
the symbols. For reference, the ion/water oxygen rdfs for the ions examined here are
presented in Fig.3.4.
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Figure 3.4: Solute/water-oxygen rdfs(left axis) and hydration numbers (right axis)
for all ions studied. The data for cations is shown in (a), while the data for anions is
shown in (b)
3.6 Results
Results are presented for eight ions Li+, Na+, K+, Cs+ and F , Cl , Br , I .
Thus a wide variety of ions is examined, ranging from kosmotropic (structure mak-
ing, interacting with water more strongly than water interacting with water, such as
Li+ and F ) to chaotropic (structure breaking, interacting with water more weakly
than water interacting with water such as Cs+ and I ). A common indicator of
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kosmotropic/chaotropic behavior is the hydration entropy change to turn a water
molecule into the ion[5]. This quantity is negative for kosmotropes and positive for
chaotropes[8]
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Figure 3.5: Free energy contributions for the Cl  ion as function of  . Upward
triangles are the packing term, and the line through the data is SPT fit. Open
circles are the inner-shell term, while open downward triangles are the long-range
term computed with the midpoint-rule approximation. Squares are the sum of inner-
shell and packing terms, illustrating the cancellation point at 3.48 A˚. The horizontal
line at -87.6 kcal/mol is the exact numebrical intrinsic free energy from LMFT, µexint,
while the cross is the computed total free energy from QCT (using the midpoint-rule
approximation for the long-ranged term).
Since the packing term is ion independent, we start by discussing this contribution.
The term is positive for all   and is dominated by quadratic surface contribution at
large  . In Fig.3.5 we show all the free energy contributions as a function of   for the
Cl  ion. The near-constancy of the computed total µexint is apparent.
The packing contribution is fit to the macroscopic cavity expression derived from
the revised scaled particle theory (SPT)[78]
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µexP ( ) =
 4⇡kBT⇢W↵
 
+ ✏  16⇡  1  + 4⇡ 2 1 + 4⇡
3
 3psat (3.12)
This functional form accurately fits the packing contribution over the entire size
range. A surface tension of  1 = 0.0915 kcal/mol A˚2 was used[79] and a vapor
saturation pressure of psat = 1 bar was assumed. The least-squares fit over the whole
  range (1.8 A˚ to 9.0 A˚) results in the parameter ↵ =  97.7365, ✏ =  15.7141, and
  =  0.1003A˚. The packing free energy value for the SPC/E water model at   = 8.6 A˚
is roughly 80 kcal/mol, indicating the large amount of work necessary to dig a cavity
of this substantial size. Prevoius work has shown that the packing contribution is
not strongly dependent on the water model for small cavities.[53] The accuracy of the
large-cavity packing term calculation clearly depends sensitively on the computed
surface tension for a give water model. For reference to results presented below, the
SPT value at a cavity size of 6.15 A˚ is 34.6 kcal/mol.
The results for the inner-shell contribution are presented next. What is clear from
Fig.3.6 and 3.7 is that, after an initial large-negative slope region at small  , all of the
curves display linear behavior for large  . The ion-specific deviation from linearity at
small   results from the strong, direct interactions of the ion with the nearby waters;
smaller ions exhibit larger deviation than larger ions as expected. The behavior
was previously observed by Merchant and Asthagiri out to radii of roughly 5 A˚ . The
linearity for large cavities is a direct implication that ion-dipole interactions dominate
in the coupled sampling for the inner-shell, after initially more specific interaction at
short range. The interaction energy between a single water dipole (SPC/E model)
oriented towards the charge at 9 A˚ is still roughly -2 kcal/mol. The slope of the linear
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regime for cations and anions di↵er somewhat due to the di↵ering water orientations
occurring during the coupled sampling for cations and anions.
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Figure 3.6: Free energy data for cations, showing the inner-shell and total free energy
data. The circles are for the inner-shell terms, and the lines through the data are fit to
the larger cavity data (with a consistent slope of roughly -20.3). The horizontal lines
are the exact results (intrinsic free energy): -61.8, -72.4, -88.8 and -113.9 kcal/mol for
the Cs+, K+, Na+ and Li+ respectively. The crosses are the numerical results com-
puted using the midpoint-rule approximation for the long-range term. The squares
locate the length at which the inner-shell and packing terms cancel.
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Figure 3.7: Free energy data for anions, showing the inner-shell and total free energy
data. The circles are for the inner-shell terms, and the lines through the data are fit to
the larger cavity data (with a consistent slope of roughly -21.9). The horizontal lines
are the exact results (intrinsic free energy): -72.2, -81.0, -87.6 and -117.2 kcal/mol for
the I , Br , Cl  and F  respectively. The cross are the numerical results computed
using the midpoint-rule approximation for the long-range term. The squares locate
the length at which the inner-shell and packing terms cancel.
Finally, we present the results for the long-range contribution. Fig.3.6 and 3.7
show the assembled total hydration free energy computed with the midpoint-rule
approximation (for the long-range term). It can be seen that this approximation is of
decent accuracy except for the smallest cavity radii. For intermediate sized cavities,
the maximum (positive) deviation from the exact result is 2 kcal/mol, while the
approximation becomes very accurate for large cavities. When the long-range term
is computed as the average of the two mean-field bounds or as the average of the two
Gaussian approximations in Eq.(3.8), however, larger errors of roughly 5 kcal/mol
occur for the cases of anions for the intermediate size range (see below and Fig.3.8).
Interestingly, for small cavity sizes (as used in previous study[52]) the trapezoid-rule
errors are relatively small. On the other hand the trapezoid-rule average for the
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cations is quite good over the whole size range (except for the smallest cavities),
indicating a stronger Gaussian character of the results relative to those for anions.
The origin of this behavior is apparent from Fig.3.8 that shows the long-range
data for the Na+ and Cl  ions. The fluctuation contributions for the uncoupled and
coupled anion sampling cross at small  , but are substantially di↵erent for interme-
diate cavity sizes. The di↵erence decays towards zero after   ⇡ 7.2 A˚. The deviation
at intermediate cavity size is a direct consequence of the transition of the fluctuation
magnitude between q = -0.25 and q = 0 discussed above.[74] The crossing of the
fluctuations at small radii occurs because of repulsive interactions that set in for the
uncoupled sampling case. In the previous studies[52, 53], the long-range contribution
was computed as the average of the mean-field bounds for radii near this fluctuation
crossing point at small radii, thus leading to decent free energy estimates. But the
results obtained here show that this agreement is somewhat fortuitous for anions, and
does not indicate accurately Gaussian statistics in the interaction energy distribution.
Analysis of the behavior of the three contributions to the hydration free energy
over a broad range of cavity sizes, besides leading to insights into the physics of
hydration, can suggest some interesting and perhaps useful alternatives for estimating
the free energy. Towards this end, we note two points.
First, the length scale at which the inner-shell and packing contributions cancel
results in the long-range contribution equalling the excess chemical potential. For
ions in waters, this cancellation occurs at small cavity sizes. Fig.3.5 shows the point
of cancellation for the Cl  ion (at 3.48 A˚), while Fig.3.6 and 3.7 indicate this length
scale for each of the ions. The cancellation occurs at a length scale just inside the
first maximum in the ion-water oxygen radial distribution function for the smallest
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ions, while it occurs outside the first maximum for the larger ions. Even at the small
cavity radii where cancellation occurs, the midpoint-rule estimate for the long-range
contribution is relatively accurate, with the exception of the smallest Li+ and F 
ions that show large errors of -5.7 and -2.9 kcal/mol, respectively; the maximum
error for the other ions is of magnitude 1 kcal/mol. Thus, for all ions except the two
strong kosmotropes, the full hydration free energy can be accurately estimated from a
single mean-field calculation. The point of cancellation must be determined for each
ion separately, however, and that calculation requires a thermodynamic integration
calculation for both the inner-shell and packing parts, but out to only small radii.
Second, it is clear that the inner-shell term crosses the exact result for the intrinsic
free energy at the same   value for the cations and a di↵erent   value for anions. The
consistent length scales for cations and anions separately seems remarkable, but raises
the questions whether there might be a common length scale for all ions, and if so,
what might be the origin of this length scale.
The discussion in previous sections suggests that the local potential,  lp, may be
involved in the length scale shift between the cations and anions (for the periodic
boundary calculation). To address this issue, we first empirically adjusted the  lp
value and shifted the intrinsic free energies by  q lp (yielding estimates of bulk free
energy µexbulk until the cation and anion length scales became the same). This occurs
for a  lp value of 9.5 kcal/mol-e, leading to a common length scale of 6.15 A˚.
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Figure 3.8: Data for the long-range contribution for the Na+ (top) and Cl  (bottom)
ions. The open black circles are for the uncoupled sampling fluctuations, while the
open black squares are for the coupled sampling fluctuations(right axis). The green
crosses are for the long-range terms computed with the midpoint-rule (left axis), The
blue + are for the trapezoid-rule approximation (average of two mean-field bounds),
and the red stars are for the average of the two Gaussian approximations
To explore the origin of this empirical 9.5 kcal/mol-e potential shift, the potential
at the center of a   = 6.15 A˚ cavity was computed during a 4 ns simulation, along
with its second and third cumulants. The result for the mean is 8.0 kcal/mol-e. The
second cumulant from Eq.(3.8) is -33.7 kcal/mol, while the third cumulant is 1.7
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kcal/mol-e. Visual inspection of the log of the potential distribution compared with
Gaussian fit indicates strongly Gaussian behavior, with a slight skew towards positive
values, as indicated in the above data.
Thus it can be seen that the charge-sign dependent first and third terms produce
a value of 9.7 kcal/mol-e when summed. When the average van der Waals part of
the free energy (-0.7 kcal/mol for the Cl  ion, with a slight ion specificity) is added
to the second cumulant value, a total long-range contribution of -34.4 kcal/mol is
obtained in excellent agreement with the magnitude of the SPT packing value of 34.6
kcal/mol. Thus we can conclude that the above Gaussian model for the long-range
term is quite good. The Born prediction for the second-order cumulant form for the
electrostatic part of the free energy is -34.5 kcal/mol, close to the Gaussian result of
-33.7 kcal/mol.
These results resolve the origin of the empirically determined potential shift of 9.5
kcal/mol-e and strongly suggest that the net potential at the center of a 6.15 A˚ cavity,
and its third cumulant, are quantities that give rise to the uniform shift discussed be-
fore [54]. We can also note from for larger cavities(8-10 A˚)[60, 61], the local potential
approaches an asymptotic limit of roughly 9.5 kcal/mol-e; the third-order cumulant
decreases in magnitude for these larger radii (results not presented), implying that
these larger cavity results may be more applicable to quantum simulation since only
the mean-field h npi result is required to predict the shift. Quite large system are
required, however, to model a cavity of radius 9-10A˚.
Along with the known water-air surface potential of SPC/E water (-13.8 kcal/mol-
e), the resulting prediction for the net potential  np (using a local potential value of
9.5 kcal/mol-e) is -4.3 kcal/mol-e or -0.19V. This value has the same sign but is less
39
than half the experimentally based estimate of -11.6 kcal/mol-e discussed above. This
discussion then implies that the water configurations near the cavity sampled with
the SPC/E model are reasonable, but fail to reproduce subtleties that lead to the
larger-magnitude experimentally based result. In addition the charge distributions
for the classical model do not accurately reflect the true distributions, and this can
substantially a↵ect the net potential.[54, 80] It can be noted that the cavity model
employed so far in this study involves repulsions only between the cavity and the
water oxygen atoms.
The dispersion-corrected DFT simulations have been used to compute the net
cavity potential  np for several ion-sized cavities when the configurations are sampled
with an ab initio simulation (AIMD), a result of close to 0 is obtained, while if the
configurations are sampled with the SPC/E water model (but the potential computed
with DFT method), the results is close to that discussed above. In this study, the
repulsive cavity potential acted only on the water oxygen. There are three possible
points, first, the appropriate cavity size for calculation of the net potential should
likely be to close to the length scale 6.15 A˚ ; second the cavity should repel all particles,
including the electrons in the quantum simulation; that is, the cavity should closely
approximate a hard sphere potential; the final total QCT free energy is independent
of the nature of the cavity, but physically it seems most consistent to exclude all
particles when defining the cavity potential; third there may be at least a small
nuclear quantum e↵ect [81] that perturbs the proton distribution some relative to
classical sampling.
As a first simple test of these ideas, a classical SPC/E simulation was run in which
a cavity potential also acted on the water hydrogens. The cavity size for the hydrogens
40
was chosen as 0.3 A˚ smaller than for the cavity-oxygen potential. This choice of size
is ad hoc, but is consistent with a relatively small protrusion of the electron density
around the hydrogen. Generally, as the cavity size acting on the hydrogen is increased,
the local potential becomes less positive. This approach can serve as an initial guide
as to what physical e↵ects might result in a more negative net potential. During a
4 ns simulation, the results for the mean local potential and third cumulant are 5.7
kcal/mol-e and 0.1 kcal/mol-e, respectively, indicating a predicted net potential of
-8.0 kcal/mol-e with the inclusion of the known surface potential of -13.8 kcal/mol-e
(and note the more Gaussian behavior of the potential distribution). If this result
is scaled to reflect the di↵ering intramolecular charge distributions between classical
point-charge and quantum models, a value of -10.8 kcal/mol-e is estimated for the
net potential, in closer agreement with the value of -11.6 kcal/mol-e . The scaling
discussed before [54] was related to the molecular dipole density, but it shows that [80]
a comparable scaling also applies to the water (traceless) quadrupoles near the cavity
boundary. The preliminary results show that the net potential is highly sensitive to
the water configurations near the cavity, and that a repulsive potential that reduces
the proton density near the cavity in turn leads to a more negative net potential that
better agrees with experiment.
3.7 Conclusion
The QCT has been employed to study the inner-shell, packing, and long-range con-
tributions to ion hydration free energies over a broad range of cavity radius. The goals
were to explore the size-dependent behavior of the three contributions and the accu-
racy of simple approximation for the long-range term. Previous work has examined
41
the contributions for a modest range of cavity radii for molecules in water[31, 34, 82]
and the smaller cavity behavior for ions.
In relation to bulk ion hydration, three length scales of interest are identified from
the QCT analysis. The first length scale is the ion-dependent cavity radii at which
the inner-shell and packing contribution cancels, leaving the long-range term as the
full hydration free energy. This cavity radii occurs near or somewhat outside the
first maximum of the ion-water-oxygen rdf. While a Gaussian-based trapezoid-rule
formula for the long-range term is relatively accurate for cations, it was found that
this same approximation exhibits substantial errors for anions, consistent with the
observation of the transition between two charge-dependent fluctuation regimes. A
simple midpoint-rule formula improves the results substantially for the anion case,
and this approximation was found to be quite accurate at this first length scale (except
for the two strong kosmotropes Li+ and F ). Since the midpoint-rule formula involves
only a mean-field calculation (once the cancellation point has been determined), this
approach may be useful in quantum mechanical studies of ion hydration free energies.
It may also aid in separating out various contributions to the free energy such as
electrostatics, polarization, dispersion, and charge transfer.
The second length scale identified in QCT analysis is the size range over which ion
specific behavior is observed for the inner-shell term. The ion specificity occurs out
to roughly 4-5 A˚ cavity sizes, followed by linear behavior for all of the ions. These
results show that specificity in ion hydration occurs mainly due to interactions with
the first hydration shell and just beyond. Once the waters are su ciently separated
from the ions, the ion-water interaction is dominated by the charge-dipole term as
evidenced by the linearity of the inner-shell term for large cavities.
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The third length scale of interest corresponds to a common cavity size at which
the inner-shell term equals the bulk hydration free energy. For the classical models
employed, the length scale is 6.15 A˚ or only 1-2 A˚ outside the range that displays
ion specificity. For this cavity size, a modified scaled particle theory expression for
the packing term accurately cancels a simple Born model for the second-order part
of the electrostatic contribution to the long-range free energy. Determination of this
third length scale requires careful evaluation of the potential at the center of a large
neutral cavity in water.
While it is then tempting to conclude that a macroscopic limit has been reached,
this can not be entirely the case due to the observed linear behavior of the inner-
shell term for the larger cavities explored here. As mentioned above, that linear
behavior reflects non-random orientations of waters closest to the cavity driven by
ion-dipole interactions that is larger than kT in magnitude. Since the packing term
scales as  2 at large value, while the long-range term scales as 1/ , the inner-shell
term must contain a sum of terms with the same scaling for macroscopic cavities
in order to yield a free energy that is independent of the cavity size. That length
scale is not reached here, but could roughly be estimated as twice the largest cavity
sizes explored here, since then the ion-dipole interaction is close to kT at the cavity
boundary. The matching of magnitudes of the scaled-particle theory packing term
and the Born model for the long-range term should then be considered more a rule-of-
thumb estimate for this length scale than a result reflecting truly macroscopic scaling
behavior.
The length scale at which the inner-shell term equals the bulk hydration free
energy is one at which roughly the first two hydration shells (30-35 waters) have been
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removed by formation of the cavity around the ion. This is certainly a large cavity,
but evaluation of the inner-shell term only requires calculation of minus the work
to create the cavity(with ion present) Likely system sizes of roughly 500 waters are
required for accurate evaluation, but preliminary results suggest significantly shorter
simulations (ten of ps) can yield decent results during the cavity growth. Thus this
approach may prove useful in quantum simulations since it avoids complexities that
arise related to electrostatic potential shifts in periodic boundaries.
The discussion of water interfacial potentials and the di↵erences between real, in-
trinsic and bulk hydration free energies helps to clarify comparisons with experimental
tabulations of free energies. It was suggested above that the consistent shift of ±11.6
kcal/mol apparent in the early study[71] relative to the experimental data[59] arises
due to the net potential at the center of a 6.15A˚ cavity. This shift was also discussed
[54], but there it was not recognized that the value results from the potential at the
center of a large cavity. It was also found that the potential at the center of a large
cavity is highly sensitive to the configurations of the water hydrogens near the cavity
boundary. These issue may be important when testing frequently used procedures,
such as the TATB hypothesis[83] for decoupling pair hydration free energies. For the
classical SPC/E water used in the present study, the di↵erence between the intrinsic
and bulk free energy estimates leads to a shift of 19 kcal/mol when comparing positive
and negative ions in periodic boundaries.That shift is expected to be much larger in
magnitude when the systems are modeled quantum mechanically.
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Chapter 4: Potential of Mean Force
The properties of ion pair behavior in aqueous solution, as an example of specific
ion e↵ects, are di cult to reproduce for the classical electrolyte theory[3]. As an
empirical rule, Collins[2, 8, 15], who associates the ions’ propensity to form contact
ion pairs (CIP) with the di↵erences of hydration free energy, puts forward the law
of matching water a nities. This law states hypothetically that it is energetically
favorable for kosmotropic (kosmo)[84] or chaotropic (chao) ion pairs to associate,
while it is favorable for mixed ions to remain apart. Numerous observations can be
interpreted by this heuristic law, but two issues need to be clarified quantitatively.
First, how is the energy balance achieved[4]? Second, does the stable solvent-shared
ion pair (SIP) balance the CIP[85]?
Molecular simulations have provided quantitative illustrations. Through the radial
distribution function, Hess et.al[85] showed that K+ is more attracted to Cl  than Li+
, and Jungwirth et.al [3] found that Cs+ is more attracted to I  than Na+ while Cs+
is less attracted to F . The potential of mean force [86], obtained from the radial
distribution function, shows the free energy variation as ions approach each other.
Calculations from di↵erent models (classical MD [87, 88, 89, 90, 91, 92, 93], and ab
initio MD [94, 95, 96]), share significant features: the PMFs exhibit two primary
minima and one maximum. The minimum at large ion separation (rion) is the SIP,
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the minimum at small rion is the CIP. The maximum between the two minima is
the transition state (TS). From the PMFs, various thermodynamic quantities such
as osmotic coe ents [88, 89] and association constant (KA) [92, 93] can be obtained,
allowing comparison with experiments. Recently, studies attempted to explain the ion
specificity by exploring the structural di↵erences of nearby waters: the bridging water
re-construction[97]; the enhancement of hydrogen bonding of waters near chao-chao
ions[92]; the build-up of the most probable configurations from water orientation as
well as hydrogen bond number[98]; the variation of average water number common
to ions’ solvation shells [99].
The illustration of water structures helps to advance our understanding. Con-
cerning the above two issues, however, it is more intuitive to see how each kind of
interaction contributes to the PMF. This is where the Local Molecular Field The-
ory (LMFT) comes into the picture[23, 100, 101]. It partitions the free energy into
contributions from van der Waals interactions (vdw), local electrostatics (esloc) and
far-field electrostatics (esfar). The ion-waters (iw) interactions’ contributions can
be computed explicitly since ion-ion (ii) interactions are constant. Consequently the
specific ion e↵ect in association can be teased out, allowing further insights into the
heuristic law.
4.1 Theories and Simulation Methods
The PMF can be directly computed by integration of the average mean force
over ions separation (IAMF)[102] or through the weighted histogram analysis method
(WHAM)[103]. In the context of the potential distribution theorem[18], the PMF can
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be expressed as
 w(ra, rc) ⌘   ln g (ra, rc)
= ln
" ⌦
e (✏iw+✏ii)|ra, rc
↵
he ✏iw |rai he ✏iw |rci
#
(4.1)
where g (ra, rc) is the radial distribution function, ✏iw is the interaction energy of
ion(s) with waters, ✏ii is the interaction energy between ions. The positions of the
cation and anion during the sampling are fixed at rc and ra, respectively. In reference
to the hydration free energy of a single cation, the PMF can be rewritten as
 w(ra, rc) =  µ
ex
c + ln
⌦
e ✏
↵
(4.2)
where  µexc = ln
⌦
e ✏iw |rc
↵
is the single cation hyration free energy. ✏ = ✏iw + ✏ii
is the interaction energy of cation with waters and with the anion. ln
⌦
e ✏
↵
=
  ln ⌦e  ✏↵
0
[19] is the cation hydration free energy with an anion present in the so-
lution, and the zero subscript means that there is no interaction of the cation with
waters and with the anion during sampling. Although Eq.4.1 is exactly symmetrical
for the cation-anion pair, it can be shown that each interaction contribution is dif-
ferent between cation hydration and anion hydration cases. As a preliminary step,
exploring the cation behavior near the anion[85] or negatively charged groups on the
protein surface[85, 104, 105, 106] is an interesting work to start with.
The hydration free energy ln
⌦
e ✏
↵
can then be partitioned[23, 100, 101] as follows:
ln
⌦
e ✏
↵
=  µexvdw +  µ
ex
esloc +  µ
ex
esfar
=  µexvdw + ln
⌦
e ✏esloc
↵
esloc+vdw
+ ln
⌦
e ✏esfar
↵ (4.3)
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The µexvdw term consists of the cavity growth and dispersion contributions. The
Gaussian-Legendre quadrature integration to the third order is employed in the con-
text of thermodynamic integration[19] for the cavity growth computation. The dis-
persion contribution is estimated by the second order cumulant-expansion[107].
µexvdw =
Z 1
0
⌧
@f 
@ 
 
f 
d + hUvdw   f =1if =1 +
 
2
( U2f =1) (4.4)
The regularization potential f (r) is
f (r) =
8><>:
 14 abr + 12 b+ 14 2abr0, 0  r  r0
 b
1 + ea(r  r0)
, r   r0
(4.5)
where r0, a, b are the parameters to fit the Lennard-Jones repulsion potential of the
cation with waters.
The Ewald method[18] is exploited to partition the full electrostatics into esloc
and esfar. The damping length 1/⌘ in the complementary error function is taken just
outside the first minimum of the cation-H or anion-oxygen radial distribution function
[101], which renders the esloc interactions primarily from the first hydration shell of
the cation. During the sampling for the µexesloc term, the vdw and esloc interactions
are turned on, while all interactions are included during the sampling for the µexesfar
term.
The association constant KA unit is molality m, consistent with conductometric
experiments [108, 109, 110]. For the ion examined, it is estimated as [92]
KA =
[CIP]/[total salt]
[total salt] (1  [CIP]/[total salt])2 (4.6)
where [total salt] = 0.1084 m. The WHAM estimations are converted into radial
distribution functions, over which the integration out to the first minimum as well as
the integration to 7.8 A˚ yield the ratio [CIP]/[total salt].
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The Molecular Dynamics simulations were performed with GROMACS 4.5.5 [76].
In a cubic box under periodic boundary conditions, the system consisted of 512 SPC/E
waters [111], one anion and one cation, both modelled by the Horinek et al. [10] force-
field (set one) . The Lennard-Jones potential for ions followed the Lorentz-Berthelot
mixing rule [112]. The particle-mesh-Ewald (PME) [113] method was employed with
the convergence parameter ⌘ chosen as discussed above, a grid spacing of 0.16 and a
PME order of 6. The local Coulomb and van der Waals interactions shared a cuto↵
of 12 A˚. The MD integrator (the leap-frog algorithm with 2fs as time step) was used.
Trajectories were recorded every 10 steps. To obtain the volume for each system, 10
ns simulations were conducted in a NPT ensemble, where the temperature was set
as 298 K using V-rescale method and the pressure as 1 bar using Parrinello-Rahman
algorithm.
For the LMFT analysis, all simulations were run for 8 ns in the NVT ensemble
where the anion was frozen at the point of (12.4 A˚, 12.4 A˚, 12.4 A˚), the cation at
the point of (x, 12.4 A˚, 12.4 A˚), where x varies from 1.6 or 2.0 A˚ to 7.8 A˚ with
a 0.2 A˚ increment. The temperature was set as 298 K. Since the PMFs’ profiles
are very sensitive to the fluctuation of hydration free energy calculations, for each
separation distance we took the average over 10 simulations starting with di↵erent
initial configurations extracted from an independent 10 ns simulation. The average
of mean forces on cation and anion were also evaluated in the 8ns simulations. The
WHAM calculations were performed in one additional 8.5 ns simulation with initial
configurations from the preceding simulations. The cations were pulled in the x-
dimension around its frozen position, the force constant for pulling was set as 1⇥ 105
(kJ/mol/nm), and configurations were recorded every 2 ps. The solvation shell radius
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was taken out to the first minimum in the water radial distribution function of a single
ion hydrated in the bulk[107]. The shell radius of Na+ is 3.14 A˚, Cl  3.84 A˚, Li+
2.8 A˚, Cs+ 3.8 A˚, F  3.4 A˚, I  4.2 A˚. Based on the solvation shells, the solvation
number of ions and average water number in common shells were collected using the
GROMACS built-in tools.
Table 4.1: Ion Pair Association Constants in Units of m 1 using the Horinek ion
parameters with comparison to Dang parameter results and experiments
Ion Pair Horinek[10] Dang[92] Exp.[109] Exp.[110].
LiF 40.65 1200 1.97
LiI 0.0004 0.0008 0.54
NaCl 0.07 0.17 0.82
CsF 0.44 0.23 0.49 0.30
CsI 0.58 1.37 0.50
4.2 Simulation Results and discussion
We present the NaCl results first followed by the Li salts and Cs salts. As shown
in the upper-left panel of Fig.4.1 (at end of chapter 4), the open symbols are the
interaction energies between Na+ and Cl . At a fixed separation distance, these con-
stant energies can be computed directly from the ensemble average. And it is trivial
that the cation-anion electrostatic interactions are attractive. The ion-water electro-
static interactions become more repulsive as rion decreases however, indicating that
the closer the ion gets to the counter-ion, the less hydrated it becomes in reference
to the single ion hydration. In other words the waters prevent the ions from contact-
ing each other. The same behavior can be observed for the other pairs. From the
perspective of the cation, all pairs exhibit two stages in sequence: water saturation
50
and water release. At the saturation stage, the ions build up the water-bridge[92]
while the cation hydration number stays constant. At the release stage, waters exit
the cation hydration shell along with the change of the water-bridge structure (see
the upper-right panel of Fig.4.1). For all the pairs the WHAM, IAMF and LMFT
estimations are in good agreement (see the two lower panels of Fig.4.1). Addition-
ally, the features of our PMF profiles and the association constant KA in Table 1
are qualitatively consistent with the results in other studies[92, 114] and some results
presented by Kalcher and Dzubiella et al.[89, 90, 91] using Dang’s parameters. This
is due to the fact that our parameters[10] were in reference to the Cl  ion described
by Dang’s parameters [115] and were given by the optimization of the ion hydration
free energy, entropy and the size of the first hydration shell.
4.2.1 NaCl
Although the PMF is cation-anion symmetric, each interaction contribution varies
from cation to anion as presented in the lower panels of Fig.4.1. As Na+ and Cl  get
closer, µexesfar drops and µ
ex
vdw rises monotonically. Consequently it is the µ
ex
esloc that
contributes primarily to the PMF variations with rion. It has been suggested[15, 8, 2,
101, 85] that the specific ion e↵ects are not from the perturbations of water over the
long range, but depend more on the strong short-ranged interaction of the ions with
waters. In the water-bridge formation stage, as it has been observed previously[99, 98],
the number of bridging waters increases linearly with rion from 0 to 2, while the
hydration numbers of both Na+ and Cl  stay constant. Along with the increase of
bridging water number, the µexesloc rises slowly and then drops to 0.12 kcal/mol for Na
+
and -0.16 kcal/mol for Cl  at the SIP (5.2A˚), leaving the term µexesfar to dominate the
51
free energy. This indicates that ions prefer to share one water molecule by relaxing
the short-ranged interaction energy with ions (see the dipole of large magnitude in the
SIP as shown previously [92]). When the Na+ ion begins to release waters, the µexesloc
rises promptly to the maximum of the TS state at 3.6 A˚. The higher µexesloc barrier
of Na+ than Cl  indicates the stronger cation-water esloc interaction. The overlap
of the hydration shell of both ions squeezes more waters out of the hydration shell
of the smaller cation, reducing the hydration number of Na+ more significantly. The
subsequent decrease of the µexesloc free energy after the TS is due to ion-ion stronger
esloc interactions than the ion-water esloc interactions. It should be noted that
disruption of the strengthened water hydrogen bonds by inclusion of the neutral van
der Waals particle of chloride (turning o↵ the electrostatics) increases the µexvdw term
when we move the neutral van der Waals chloride towards Na+. The same water
repulsive behavior is also observed in CsF, see the upper-right panel in Fig.4.3. The
net of the three contributions gives a little higher CIP than SIP. This behavior is also
observed in early studies[87, 116, 117, 115] using the flexible SPC model, consistent
with the Collins model that kosmo-chao pairs tend to be dissociative. From the
perspective of the Na+ cation, the dissociation results primarily from the cation-
anion vdw interactions; while from the perspective of Cl  this is due primarily to the
anion-water vdw interactions.
4.2.2 LiF and LiI
In both LiF and LiI cases, due to the stronger bond to waters, Li+ ends the
saturation stage in the TS states. The number of bridge waters increases linearly
with rion to roughly 2.5, during which µexesloc becomes minimal (0.33 kcal/mol in LiF,
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0.39 kcal/mol in LiI) in the SIPs. The higher barrier of µexesloc in LiI indicates that
the transition from I  to F  reduces the free energy barrier by about 2 kcal/mol,
making F  easier to contact with Li+. Once Li+ is brought closer to the anion, the
stronger cation-anion esloc interaction reduces the µexesloc significantly. In the CIP of
both LiF and LiI, the µexesfar terms are nearly the same (-3.91 kcal/mol in LiF, -3.98
kcal/mol in LiI) and thus exhibit no ion specificity. The µexvdw term is 5.27 kcal/mol
in LiF and 2.36 kcal/mol in LiI. The net of these two contributions (1.36 kcal/mol
higher than SIP in LiF and -1.62 kcal/mol lower than SIP in LiI) fails to produce the
association propensity. Consequently, the ion specificity is determined by the short-
ranged µexesloc. Its negative contribution (-5.89 kcal/mol) makes the CIP deeper than
SIP by 3.38 kcal/mol for LiF; while the positive contribution (4.42 kcal/mol) makes
the CIP higher than SIP by 3.47 kcal/mol for LiI, consistent with the Collins’ law
that kosmo-kosmo pair tends to contact due to the stronger cation-anion electrostatic
interaction than that of ion-water; while kosmo-chao pair prefers to stay apart because
the interaction of kosmo-cation with water are stronger than the interactions between
ions. Additionally, as shown in the lower-right panel of Fig.4.2, in the TS state of
LiI, the anion I  is over-hydrated by one more water molecule in reference to the SIP
state, increasing the coordination number from 7.6 to 8.6. Considering the saturation
of the first hydration shell, Li+ shares 1.7 more waters with I , which at the same
time releases 0.7 waters leading to one more water in its first hydration shell.
4.2.3 CsF and CsI
Di↵erent from the above pairs, and due to the low surface charge density of the
Cs+ cation, the electrostatic interaction with waters is weak and thus the µexesloc and
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µexesfar are comparable with µ
ex
vdw numerically as shown in the upper panels in Fig.4.3.
In CsF, the increase of µexvdw is attributed to the water repulsive interactions on the
neutral vdw particle caesium. For CsI, the µexvdw term becomes positive at 6.8 A˚,
where the peak of the first hydration shell of the vdw particle caesium of size 3.25 A˚
starts to overlap the first hydration shell of I  of size 3.5A˚. This suggests that the rise
of µexvdw is attributed to disruption of the weakly bound water-hydrogen bond network
around the chaotropic I  anion by the inclusion of a large vdw particle caesium.
When the neutral vdw caesium gets closer (rion  5.2A˚), more water molecules are
squeezed out of both hydration shells and form a water-hydrogen bond cage. The
cage confines I  and neutral van der Waals particle of Cs together and makes µexvdw
more negative. The behavior can be seen in NaCl when the neutral van der Waals
particle of sodium is brought into contact with the Cl  anion, but the e↵ect is minimal
compared with electrostatics. Along with the increase of the bridge water number,
the µexesloc of both cases rises first and then drops to a minimum in the SIPs. In CsF,
the µexvdw term nearly balances the µ
ex
esloc term in both the CIP and the SIP, resulting
in µexesfar dominance of the PMF. The similar depth of the CIP and the SIP indicates
a strong competition between the two states. In CsI, the lower CIP is from µexesfar
and in the SIP state the µexvdw term nearly balances the µ
ex
esfar, rendering a negligible
competition from the SIP with the CIP.
4.3 Conclusion
The consistent estimates of the PMFs from the LMFT, WHAM and IAMF meth-
ods are in line with Collins’ law. The electrostatic interaction of an ion with water
molecules prevent ions from contacting each other throughout the association process
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for all the ion pairs as opposed to the attractive electrostatic interactions between
ions. For all cases examined, the PMF shapes are primarily determined by the µexesloc
term; the stable SIP is attributed to the formation of a water-bridge by one water
(two waters in CsF) molecule, which drops the µexesloc. Each case exhibits a di↵erent
physical mechanism of the association behavior: the association propensity in the
kosmo-kosmo LiF is caused by the stronger cation-anion esloc interaction; and the
attraction in the chao-chao CsI is due to the negligible SIP, where the repulsive µexvdw
term nearly balances the µexesfar term. The dissociation tendency in the kosmo-chao
LiI is caused by the higher CIP where the esloc interaction between the Li+ cation
and water molecules are stronger than that between ions; and the same tendency in
the chao-kosmo CsF is attributed to the strong competition between the SIP and the
CIP since they are of the similar depth.
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Figure 4.1: The contributions to PMF from each interaction as function of separa-
tion distance. In the upper-left panel, various contributions are shown as a function
of separation. Solid symbols are for contributions from cation-waters ( Na+-waters)
interactions; open symbol is for the constant cation-anion (Na+, Cl ) interaction
energy at certain separation distance. Circles are for the local electrostatic contri-
bution; squares are for far-field electrostatic contribution; pentagons are for the van
der Waals contribution. In the upper-right panel, the average solvation numbers of
cation and anion are shown as a function of separation. Solid cirles are for the aver-
age shared-water number of cation-anion; solid squares are for the average solvation
number of cation Na+; open squares are for the average solvation number of anion
Cl . In the lower panels, solid squares are for the evaluation by LMFT; solid line is
WHAM; dash-point line is IAMF. Solid circles are for the esloc free energy from local
electrostatic interaction of cation Na+ with anion Cl  and waters; open circles are
for the esfar free energy from far-field electrostatic interaction of cation Na+ with
anion Cl  and waters; open pentagons are for the vdw free energy from van der Waals
interaction of cation Na+ with anion Cl  and waters.
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Figure 4.2: The same as Fig.4.1, but the cation is Li+ ion, the anions are F  and I .
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Figure 4.3: The same as Fig.4.1, but the cation is Cs+, the anion is F  and I 
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Chapter 5: Determination of Binary Liquid Mixture Phase
Diagrams by Quasichemical Theory
The final project of the thesis is research conducted in collaboration with the Proc-
ter and Gamble Company. The research is related to liquid mixture phase separation,
and the free energy methods used are similar to those developed in the above chap-
ters. In this research, a method is proposed for the calculation of the phase diagram
of binary solutions consisting of water and complex organic molecules, such as the
alcohol butanol C4H9OH. In the context of the Potential Distribution Theorem, the
quasi-chemical theory allows us to calculate the activity coe cient of the smaller wa-
ter molecule across the composition range at a certain temperature. The target water
molecule is taken as a probe to detect the activity coe cient of the remaining large
complex molecules by the Gibbs-Duhem equation. Through empirical excess Gibbs
free energy model parameter estimation, the double-tangent points locate the phase
boundaries allowing for the prediction of the phase diagram over the temperatures of
interest.
5.1 Phase transition in a Binary Solution
A solution can be regarded as a homogeneous mixture of several di↵erent types
of interacting particles, and a phase transition can occur in which there is a physical
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separation of the solution into regions containing di↵erent concentrations of the var-
ious types of particles. The simplest example of this type of phase transition occurs
for binary mixtures which is displayed in the left panel of Fig.5.1. The phase diagram
is for the propylene carbonate-water (PC-water) system[118]. On either side of the
boundary, it is called a single-phase solution, while within the two boundaries, it is
called a two-phase solution: one is a water-rich phase, the other one is a PC-rich
phase. The Gibbs free energy for a binary mixture composed of nA moles of type A
particles and nB moles of type B particles is[119]
G = nAµA + nBµB (5.1)
The molar Gibbs free energy, g = G/n, (n = nA + nB) is
g = xAµA + xBµB (5.2)
where xA and xB are the mole fractions of particles of type A and B, respectively.
The chemical potential of type A particles is
µA =
✓
@G
@nA
◆
P,T,nB
= g + xB
✓
@g
@xA
◆
P,T
(5.3)
and the chemical potential of type B particles is
µB =
✓
@G
@nB
◆
P,T,nA
= g   xA
✓
@g
@xA
◆
P,T
(5.4)
For chemical stability, the molar Gibbs free energy must be a convex function of the
mole fraction ✓
@2g
@x2A
◆
P,T
> 0 (5.5)
For a binary mixture to be in equilibrium the pressure P, the temperature T, and
the chemical potential of each type of particle must be equal (uniform) throughout
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the system. If a phase separation occurs in a binary mixture, the chemical potential
of type A particles must be equal in the two phases and the same for the chemical
potential of type B particles. This equality of chemical potentials between the two
phases gives us a condition for locating the coexistence curve. For type A particles,
we have
gI +
 
1  xIA
 ✓ @g
@xA
◆I
P,T
= gII +
 
1  xIIA
 ✓ @g
@xA
◆II
P,T
(5.6)
and for type B particles we have
gI   xIA
✓
@g
@xA
◆I
P,T
= gII + xIIA
✓
@g
@xA
◆II
P,T
(5.7)
where I and II denote the two phases. Combining the above two equations, we can
write the conditions for equilibrium in the form✓
@g
@xA
◆I
P,T
=
✓
@g
@xA
◆II
P,T
(5.8)
and  
xIA   xIIB
 ✓ @g
@xA
◆I
P,T
= gI   gII . (5.9)
They tell us that the equilibrium points in the (g, xA) plane have equal slopes, and
they have a common tangent. Therefore they locate the coexistence curve as shown
in the right panel of Fig.5.1
In the literature, the conventional expression for the molar Gibbs free energy is
g =
G
n
= xAµ
o
A + xBµ
o
B +RT (xA ln xA + xB ln xB) + g
ex, (5.10)
The first two terms are the pure system contributions, the following two terms are
from the ideal solution entropic contribution, and the last term is the excess Gibbs
free energy. Many empirical models have been developed to estimate the excess Gibbs
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Figure 5.1: Phase diagram composition versus temperature for the PC-water system
on the left. The fitting is done through the Redlich-Kister expansion. The gex profile
versus water mole fraction on the right at certain temperatures. There are no unique
solutions, since other parameter sets can also fit the phase diagram as well as the 331.
free energy[120] such as
one-parameter Margules:
gex/RT =  xAxB, (5.11)
Redlich-Kister expansion:
gex/RT = xAxB
X
n=0
 n (xA   xB)n , (5.12)
Wilson:
gex/RT =  xA ln (xA + xB AB)  xB ln (xA BA + xB) (5.13)
NRTL:
gex/RT = xAxB

⌧ABGAB
xAGAB + xB
+
⌧BAGBA
xA + xBGBA
 
(5.14)
where Gij = exp ( ↵ij⌧ij) and a value of ↵ij = 0.3 is usually taken as default.
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UNIQUAC:
gex = gRES + gCOMB (5.15)
gRES/RT =  xAqA ln (✓A + ✓B⌧BA)  xBqB ln (✓A⌧AB + ✓B) (5.16)
gCOMB/RT =
✓
xA ln
 A
xA
+ xB ln
 B
xB
◆
. (5.17)
The molecular volume fraction  j and surface fractions ✓j are based on relative molec-
ular volumes r, and relative molecule surface area q for each type of molecule.
 j ⌘ xjrjP
i xiri
(5.18)
and
✓j ⌘ xjqjP
i xiqi
(5.19)
The relative molecular parameters r and q may be calculated from the group size and
surface area parameters already given in the literature. The parameters   and ⌧ are
estimated by fitting the model to experimental phase diagram boundaries.
5.2 Lattice Model of Binary Solution
Generally, mixing a solution involves changes in entropy, energy and volume. For
an ideal solution, there are no synergistic e↵ects of components being mixed together;
each component operates independently. Thus ideal mixing will involve no energy
change and no volume change. The Lattice Model[1] gives a simple perspective on the
entropy changes. Suppose there are NA molecules of species A and NB molecules of
species B, and together they completely fill a lattice of N lattice sites N = NA+NB.
By using the Boltzmann Equation S = k lnW and Stirling’s approximation, the
translational entropy of the mixed system can be expressed as
Smix =  Nk(xA ln xA + xB ln xB) (5.20)
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where xA = NA/N and xB = NB/N is the mole fraction. In reality, few solutions
are purely ideal. Even though the volume change can be vanishingly small, energy
changes are always involved. From the perspective of a lattice model, the total energy
of the system is the sum of the individual contact energies over the three types of
contact:
Umix = mAA!AA +mBB!BB +mAB!AB (5.21)
where mAA, mBB and mAB are the number of AA, BB and AB bonds; !AA, !BB and
!AB corresponds contact energies. If each lattice site has z sides, then
Umix = (
z!AA
2
)NA + (
z!BB
2
)NB + (!AB   !AA + !BB
2
)mAB (5.22)
To estimate mAB, we make an assumption, called the mean-field approximation, that
for any given numbers NA and NB, the particles are mixed randomly and uniformly:
mAB ⇡ NB
N
zNA = zNx(1  x) (5.23)
Substituting that into Eq.5.22:
Umix = (
z!AA
2
)NA + (
z!BB
2
)NB + kT AB
NANB
N
(5.24)
where  AB is the exchange parameter. Now combining the energy and entropy terms
to form the free energy, Fmix = Umix TSmix and calculating the free energy di↵erence
between the mixed final state and the initial pure states of A and B, we obtain
 Fmix = NkT ABxAxB +NkT (xA ln xA + xB ln xB) (5.25)
This model is called the regular solution model. Solutions with free energies of
mixing that are well described by Eq.5.25 are called regular solutions. The chemical
potential of A in a regular solution is
µmixA = kT ln xA +
x!AA
2
+ kT AB(1  xA)2 (5.26)
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If the pure component states are taken as reference states and volume changes are
vanishingly small, then
 Gmix ⇡  Fmix = NkT ( ABxAxB + xA ln xA + xB ln xB) (5.27)
and hence the chemical potential of species A in the mixture (reference into pure
state) is
µmixA = kT ln xA + kT AB(1  xA)2 (5.28)
The excess free energy is the deviation from that of the ideal solution model. Since
the mixing volume change  V is small and the excess volume change is even smaller
for the liquid, it is convenient and quite acceptable to assume that Gex ⇠ F ex. In the
lattice model, it is
Gex = NkT ABxAxB, (5.29)
and the excess chemical potential is
µexA = kT AB(1  xA)2 (5.30)
More generally, the chemical potential can be expressed as
µ = µo + kT ln  x (5.31)
where   is called the activity coe cient, and µo is the standard state chemical
potential (of the pure component).
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5.3 Potential Distribution Theorem Expression for Activity
coe cient
In a single homogeneous solution phase composed of several components, the
conventional expression for the chemical potential of a component ↵ in this multi-
component solution is[18]
 µ↵ =  µ
o
↵ + ln  ↵x↵ (5.32)
where   = 1/(kT ) and µo↵ is the chemical potential of the standard state as refer-
ence, x↵ is the mole fraction of component ↵, and   is the activity coe cient which
characterizes deviations from the ideal solution behavior. According to the Potential
Distribution Theorem(PDT), the excess chemical potential is referenced to an ideal
gas and is expressed as
 µ↵ = ln
⇥
⇢↵⇤
3
↵/q
int
↵
⇤  ln ⌦e   U↵↵
0
(5.33)
where ⇢↵ is the number density of species ↵, the first term is for the ideal gas, and
the second term is the excess chemical potential µex. The zero subscript in the second
term implies that there are no interactions between the target molecule and all the
others during sampling. Substitution of ⇢↵ = ⇢x↵ gives
 µ↵ = ln

⇢⇤3↵
qint↵ he   U↵i0
 
+ ln x↵ (5.34)
where ⇢ is the total number density of all molecules. If we take a pure liquid of ↵ as
the reference state of which the chemical potential is
 µo↵ = ln
"
⇢⇤3↵
qint↵ [he   U↵i0]x↵=1
#
(5.35)
the activity coe cient then can be written as follow
 ↵ =
⇥⌦
e   U↵
↵
0
⇤
x↵=1
he   U↵i0
(5.36)
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5.4 Quasi Chemical Theory Computing Excess Chemical Po-
tential
Suppose that our system consists of 500 total molecules of 1-Butanol and water
with certain mole fractions. In terms of the PDT, the excess chemical potential of a
target water molecule is
 µex =   ln ⌦e  ✏w↵
0
= ln
⌦
e  M 
↵  ln ⌦e  M ↵
0
  ln ⌦e  ✏w↵
M 
, (5.37)
where ✏w is the interaction energy between the target water molecule and the remain-
ing solution, and the regularization potential M (x) is of the form
M (r) =
8><>:
 14 abr + 12 b+ 14 2abr0, 0  r  r0
 b
1 + ea(r  r0)
, r   r0
(5.38)
the parameters r0 = 0.50 nm, a = 125.0, b = 418.4 for 1-butanol water system.
The inner-shell and packing contributions are computed through the thermodynamic
integration
µexIS =
Z 1
0
d 
⌧
(
@M )
@ 
) 
 
M + U
(5.39)
and
µexP =
Z 1
0
d 
⌧
(
@M )
@ 
) 
 
M 
(5.40)
To perform the TI computing, no specific functioned form is required for the reg-
ularization function M (x), while the computation of the long-range contribution
µexLR requires the regularization potential to alter the sampling by pushing nearby
molecules away from the target one. Consequently, elimination of high-energy im-
pacts that render an exponential tail in the interaction energy distribution results in
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a near-Gaussian distribution consisting of a large number of similar interactions of
smaller magnitude. In our previous work[107], this observation was exploited in de-
veloping a simple Gaussian approximation for µexLR, where the second-order cumulant
expansion is appropriate since higher orders vanish for a Gaussian distribution,
 µexLR =  ln
⌦
e  ✏w
↵
M 
⇡   h✏wiM   
 2
2
h⌦
✏2w
↵
M 
  h✏wi2M 
i
+ . . .
(5.41)
and
 µexLR = ln
⌦
e ✏w
↵
M +✏w
⇡   h✏wiM +✏w +
 2
2
h⌦
✏2w
↵
M +✏w
  h✏wi2M +✏w
i
+ . . .
(5.42)
Since the width of the two Gaussian distributions are similar when the potential
M (x) on the target water molecule pushes other molecules far enough away (as
in our simulations, when the regularization potential M  is of r0 = 0.50 nm, the
di↵erences are less than 0.08 kcal/mol between the second cumulants of non-coupled
and coupled samples). The average of the two mean-field bounds then produces a
reasonable approximation,
µexLR =
1
2
 h✏wiM  + h✏wiM +✏w  . (5.43)
5.5 Simulations and Results
The GROMACS 4.5.5 package[76] is used for the simulations. The 1-butanol
molecules are modelled by the OPLS-aa force field[121], and the SPC/E model[75]
is employed for the waters. There are 500 molecules in a box, of which the size is
averaged over samples from one NPT ensemble of 1.5 ns simulation after 1 ns equi-
libration using the Parrinello-Rahman algorithm with a pressure of 1 bar and the
V-rescale method to maintain a temperature of 298 K. This is followed by an NVT
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ensemble simulation of 5.0 ns (after a simulation of 0.5 ns to reach equilibration).
The particle-mesh-Ewald method is employed for electrostatic interactions with a
convergence parameter of ⌘ = 5.6/L where L is the box size. For preliminary results,
10 systems of di↵erent 1-butanol mole fractions are modelled with an increment of
50 1-butanol molecules, starting from a neat water system. Each simulation consists
of two simulations (non-coupled and coupled) for µexLR and 21 simulations for inte-
grands on the TI path computing µexP and µ
ex
IS , respectively. As an example, Fig.5.2
displays the integrand and the accumulated integral for the packing and inner-shell
contributions for the system with 0.5 mole fraction of 1-butanol.
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Figure 5.2: The TI path for packing and inner-shell contributions of system with
0.5 mole fraction of 1-butanol. The dash-circles represent integrand and solid line
represents the accumulated integral.
The three contributions to the excess chemical potential over all of the range of
1-butanol mole fractions are presented in Fig.5.3.
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Figure 5.3: The three contributions to the excess chemical potential over the range
of the 1-butanol mole fraction. In the left panel, the circles are for the packing
contribution, the squares are for the inner-shell contribution; In the right panel the
⇥ are for the long-range contribution, the + for the sum of packing and inner-shell
contribution, the cirle for the excess chemical potential.
Referenced to the neat water system, Eq.5.31 gives the water excess chemical po-
tential which is shown in the left panel of Fig.5.4. The activity coe cients in systems
of di↵erent mole fractions are illustrated in the right panel of Fig.5.4. Through the
Gibbs-Duhem equation[122]
xAdµA + xBdµB = 0 (5.44)
we can get the excess chemical potential of 1-butanol in reference to the infinite
dilution 1-butanol state as
µexB =  
Z 1
0
1  xB
xB
dµexA (xB)
=
Z 1
0
✓
1  1
xB
◆
dµexA (xB)
=
✓
1  1
xB
◆
µexA
    1
0
 
Z 1
0
µexA (xB)
 1
x2B
dxB
(5.45)
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Shifting to the reference of neat 1-butanol, we display the excess chemical potential
and activity coe cients in Fig.5.4.
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Figure 5.4: The left panel is the excess chemical potential referenced to the water
and 1-butanol neat systems. The right panel is the activity coe cient of water and
1-butanol in reference to their corresponding neat systems.
5.6 Further Works
To estimate gex, an empirical model is required for the fitting parameters. Take
the NRTL model as an example,
ln  A = x
2
B
"
⌧ABGAB
(xAGAB + xB)
2 + ⌧BA
✓
GBA
xA + xBGBA
◆2#
(5.46)
if we take the logarithm of water activity coe cients from the above simulation results,
the parameters of the NRTL model (⌧AB and ⌧BA) then can be estimated from fitting
the simulation results. Consequently, from the parameterized model, we can calculate
the phase boundaries at a certain temperature by locating the double-tangent points
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along the gex profile.
For the binary system consisting of Na-4-dodecylbenzene sulfonate (DBS4)[123],
sodium cations and water molecules, the more appropriate coarse grain model is
required for simulations which has been shown to accurately to reproduce the phase
behavior of solutions of pure sodium DBS4[124]. The activity coe cients of water
and the sodium cation can be obtained as we did for the water-1-butonal system.
Through the Gibbs-Duhem equation, we can estimate the activity coe cient of DBS4.
Subsequently, by fitting the pairwise parameters in NRTL as an example, gex can be
calculated as a function of the mole fraction of water. Furthermore, performing the
calculations on simple molecules or ion in the mixture allows us to predict the phase
behavior as the complex large molecules are altered or additional molecules are added
into the systems.
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Chapter 6: Conclusions
In this dissertation, three projects have been completed. First, by using the
QCT, the fundamental thermodynamics of single ion hydration has been explored. A
soft potential (WCA potential) has been proposed to be used as the regularization
potential instead of the hard-sphere potential. The midpoint rule has been used as
the approximation of the long-range contribution which the Gaussian approximation
fails to compute for the anions at intermediate cavity sizes. We have found that for all
ions (across the alkali halide series), a consistent shift of ± 9.5 kcal/mol is given by the
local potential of a cavity of radius 6.15 A˚ . Second, through the LMFT, the potential
of mean force of monovalent ion pairs has been partitioned into van der Waals, local
electrostatic and far-field electrostatic contributions. The ion association behavior is
found to be in line with the law of matching water a nity. And it has been pointed out
the for all ion pairs, the majority of ion specificity is provided by the local electrostatic
interactions. Correlating the local electrostatics contribution with the variation of the
coordination number clearly shows that the SIP arises due to the reduction of the local
electrostatics contribution when a water molecule forms the bridge structure. The
small-small ions (LiF) tend to pair because of strong electrostatics between them.
The big-big (CsI) ions prefer to pair due to the negligible SIP where the van der
Waals contribution balances the far-field electrostatics contribution. The small-big
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ions (LiI) remain apart because the cation-anion local electrostatics is weaker than
the cation-water local electrostatics. The big-small ions (CsF) stay apart since the
stable SIP strongly competes with the CIP. Third, a method calculating of a binary
liquid mixture diagrams has been developed. The activity of a probe water molecule
is estimated in terms of the QCT. Through the Gibbs-Duhem equation, the activity of
a large complex molecule (1-butanol) can be obtained. Subsequent optimization of an
empirical excess Gibbs models yields the free energy profile over all the concentrations,
and its double-tangent points locate the phase boundaries.
Considering the fact that short-ranged interactions provide the origin of the ion-
specificity, ab initio simulation (quantum simulation) should give us more insights
into the law of matching water a nities. Though the classical force-fields in this
dissertation are from the optimization of hydration free energies and entropies of a
single ion, only the relative height of the CIP and the SIP is consistent with the AIMD
simulation for NaCl [94, 95]. Furthermore, the AIMD has shown a di↵erent association
behavior from the estimations through classical molecular dynamics simulations[96].
Hence it is necessary to explore the ion association behavior at quantum level using
the quasi-chemical theory for more accurate estimates.
Additionally, the quasichemical theory and the Gibbs-Duhem equation allow for
the calculation of the hydration free energy of water and large complex molecules
in binary liquid mixtures. Improvement can be made in many ways. The first is
the force-field. More exact results can be reached from better empirical optimization
of the force-field. The second is sampling. Considering the large molecules, more
configurations of the system should be generated by increasing the temperature. This
is where the Replica-Exchange Molecular Dynamics[125] comes into the picture. It
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enhances the sample by allowing sampling of configurations at di↵erent temperatures.
The third is simulation time. The non-equilibrium method for equilibrium free energy
calculation[19] can be adopted, where the Jarzynski’s Identity provides a method to
estimate the free energy change when molecule states are switched through the sample
from a short simulation of only hundreds of picosecond.
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Appendix A: Appendix
A.1 Electrostatics in Solution
At room temperature 298.15 K, kBT=0.593 kcal/mol=2.479 kJ/mol
f =
1
4⇡✏0
= 138.935 kJ/mol nm e 2
= 332.06 kcal/mol A˚ e 2
(A.1)
In the vacuum D=1, the Bjerrum Length lB =
fe2
DkBT
= 560 A˚, while in water
D=78.5, the Bjerrum length is 7.13 A˚. For NaCl, the interionic spacing a = 2.8 A˚ at
298.15 K and the binding energy is -119 kcal/mol, while in water the binding energy
is only -1.5 kcal/mol, only a little more than twice kBT , so two ions, which readily
ionize in water, interact only very weakly.
A.2 Born Model and Linear Response Theory
In the Born Continuum Model, the hydration free energy from the electrostatic
interaction is
µexes =  
q2
2Rion
✓
1  1
✏
◆
(A.2)
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where for waters ✏ = 78 and Rion is the ion Born Radius which is function of tem-
perature. The primary feature of the Born Model is the quadratic dependence of the
charge.
In the context of the Potential Distribution Theorem, for the
the non-electrostatically coupled case we have the expansion to the second order
as
µexes =  kT ln
⌦
e  q 
↵
 Uvdw
' q h i Uvdw  
1
2
 q2
⌦
  2
↵
 Uvdw
(A.3)
The derivatives of the excess hydration is
@µexes(q)
@q
=
⌦
e  q  
↵
vdw
he  q ivdw
= h iq
= h i Uvdw    q
⌦
  2
↵
 Uvdw
= h i U +  q
⌦
  2
↵
 U
(A.4)
Consequently, the derivative of h iq over the charge q is related to the energy
fluctuation in the following equations
@ h iq
@q
=    ⌦  2↵
 Uvdw
(A.5)
and for the fully-coupled case, the increment of q is minus of the  q above so
@ h iq
@q
=    ⌦  2↵
 U
(A.6)
As discussed in Chapter 3, for the energy fluctuations for the cations and anions
to be di↵erent, their slope of   as a function of charge q is di↵erent for cations and
anions.
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Appendix B: Appendix
B.1 Quasi Chemical Theory in Cluster Form
B.1.1 Equilibrium Constant
Consider a chemical reaction
a A+ b B *) c C (B.1)
for the equilibrium state, we have
a µA + b µB   c µC = 0 (B.2)
since we’ve already known that
 µ = ln ⇢⇤3 +  µex (B.3)
we can get,
c ln ⇢C⇤
3   a ln ⇢A⇤3   b ln ⇢B⇤3 =    (cµexC   aµexA   bµexB )
=    µex
(B.4)
K =
⇢cC
⇢aA⇢
b
B
= e   µ
ex  3c
 3a 3b
= K(0)e   µ
ex
(B.5)
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B.1.2 QCT for a number of ligands
Now, the probability for observing n ligands in the inner-shell is Px(n), where n
is the number of ligands in the inner-shell, x is the name of the species. Introducing
an indicator function,  (n). we can have
P (0)x (n) =
R
dxe  UN (n)R
dxe  UN
(B.6)
Px(n) =
R
dxe  UN e   U (n)R
dxe  UN e   U
= h ni
=
R
dxe  UN e   U (n)R
dxe  UN
R
dxe  UNR
dxe  UN e   U
=
⌦
e   U |n↵
0
P (0)x (n)
he   Ui0
(B.7)
Px(n) = P
(0)
x (n) e
  [µexx (n) µex] (B.8)
so for the excess free energy, we have two equivalent expression for it
 µex = lnPx(n)   lnP (0)x (n) + µexx (n)
= lnPx(n = 0)   lnP (0)x (n = 0) + µexx (n = 0)
(B.9)
Here in the second expression, the first one is the IS, the second is Packing and last
one is LR. Also, we could have a linear function for the excess free energy,
ln
Px(n)
P (0)x (n)
=   µ
ex
x (n)
n
n +  µexx (B.10)
For the hydration reactions
xw0 + nw *) xwn (B.11)
the equilibrium constant is
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Kn =
⇢xwn
⇢xw0⇢
n
w
= K(0)n
⌦
e   Uxwn
↵
0
he  [ Ux+ U(n=0)]i0 he   Uwn i0
= K(0)n
⌦
e   Uxwn
↵
0
he   Ux |n = 0i0 P (0)x (n = 0) he   Uwn i0
(B.12)
so we get
lnKn = lnK
(0)
n    µexxwn +  µexwn +  µexx (n = 0)   lnP (0)x (n = 0) (B.13)
and from it, we have
Kn⇢
n
w =
⇢xwn
⇢xw0
=
Px(n)
Px(n = 0)
(B.14)
and
Px(n) =
⇢xwnP
m ⇢xwm
(B.15)
hence
Kn⇢nw
Px(n)
=
1
Px(n = 0)
(B.16)
From the second form in B.9, we obtain
 µex =   ln Kn⇢
n
w
Px(n)
  lnP (0)x (n = 0) +  µexx (n = 0) (B.17)
Placing Kn from B.12 into the above expression, we obtain
 µex =   lnK(0)n +  µexxwn    µexwn    µexx (n = 0) + lnP (0)x (n = 0)
  ln ⇢nw + lnPx(n)   lnP (0)x (n = 0) +  µexx (n = 0)
(B.18)
Consequently we have
 µex =   lnK(0)n ⇢nw    nµexw +  µexxwn + lnPx(n) (B.19)
where the LR term ( µexx (n = 0)) and the Packing term (lnP
(0)
x (n = 0)) are cancelled
out, and the excess free energy of single water molecule (µexw ) is about -6.3 kcal/mol.
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