The Socioethical Implications of Body Worn Computers: An Ethnographic Study by Hayes, Alexander
University of Wollongong 
Research Online 
University of Wollongong Thesis Collection 
2017+ University of Wollongong Thesis Collections 
2020 
The Socioethical Implications of Body Worn Computers: An Ethnographic 
Study 
Alexander Hayes 
University of Wollongong 
Follow this and additional works at: https://ro.uow.edu.au/theses1 
University of Wollongong 
Copyright Warning 
You may print or download ONE copy of this document for the purpose of your own research or study. The University 
does not authorise you to copy, communicate or otherwise make available electronically to any other person any 
copyright material contained on this site. 
You are reminded of the following: This work is copyright. Apart from any use permitted under the Copyright Act 
1968, no part of this work may be reproduced by any process, nor may any other exclusive right be exercised, 
without the permission of the author. Copyright owners are entitled to take legal action against persons who infringe 
their copyright. A reproduction of material that is protected by copyright may be a copyright infringement. A court 
may impose penalties and award damages in relation to offences and infringements relating to copyright material. 
Higher penalties may apply, and higher damages may be awarded, for offences and infringements involving the 
conversion of material into digital or electronic form. 
Unless otherwise indicated, the views expressed in this thesis are those of the author and do not necessarily 
represent the views of the University of Wollongong. 
Recommended Citation 
Hayes, Alexander, The Socioethical Implications of Body Worn Computers: An Ethnographic Study, Doctor 
of Philosophy thesis, School of Computing and Information Technology, University of Wollongong, 2020. 
https://ro.uow.edu.au/theses1/853 
Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 
 




The Socioethical Implications of Body Worn  




BA(Education), BA(Art) Distinction, BFA(Hons)  
 
Supervisor 
Professor Katina Michael  
University of Wollongong, Australia 
 
Co-Supervisor 
Dr. Roba Abbas 
University of Wollongong, Australia 
 
Associate Supervisor 
Professor Teemu Leinonen 
Aalto University, Finland 
 
This thesis is presented as part of the requirement  
for the conferral of the degree: 
 
Doctor of Philosophy 
 
University of Wollongong 
NSW, Australia 
 
February, 2020  
 
  2 
Thesis Certification 
 
I, Alexander Hayes, declare that this thesis, submitted in fulfilment of the 
requirements for the award of the degree Doctor of Philosophy in the School of 
Information Systems and Technology (Informatics), University of Wollongong, is 
entirely my own work unless otherwise referenced or acknowledged. This thesis has 
not been previously submitted for qualifications at the University of Wollongong, 










  3 
ABSTRACT 
 
This thesis explores the socioethical implications of body worn computers (BWC) 
using an ethnographic approach. Furthermore, a subset, body worn cameras (BWCs), 
combines data with value added constancy through Location Based Services (LBS) 
over wireless network connections. The aim of this investigation was to engage 
global leaders from transdisciplinary stakeholder groups in semi-structured 
interviews, conversations and events, situating a review of the social impact and 
ethical implications of BWCs. A critical discourse analysis using a Foucauldian 
approach reveals power relations, which are then infused through narrative with 
unique intercultural perspectives, differentiating ‘location’ from ‘place’. The author 
of this study has subsequently identified through Grounded Theory that BWCs are 
causal agency for disconnect from proper culture which can be addressed through the 
application of Ngikalikarra, a unique framework for empathetic understanding of 
place and community engagement.  
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1.0 INTRODUCTION 
 
The acronym ‘BWC’ used in this research investigation refers to the principal 
reference and proper definition, Body Worn Computer (BWC) used interchangeably 
with Body Worn Cameras (BWCs), with little differentiation given BWCs are now 
‘smart’ network connected devices according to (Visual Labs, 2017). A literature 
review identified sector specific nomenclature, such as Body Worn Video (BWV) or 
Police Body Cameras (PBCs), which indicates a rapidly evolving technological 
phenomenon across a range of industries and sectors with foundations in the research 
field of wearable computing. 
 
A body worn camera as described by Christodoulou et al. (2019) is a wearable device 
that captures photos, video, audio and geolocation with embedded metadata in their 
digital form, differing mainly by comparison of infrastructural connection i.e. Global 
Positioning Systems (GPS) or Location Based Services (LBS) attributes. In the case 
of law enforcement, ‘on-officer recording systems ’as coined by Stanley (2013) are 
police body worn cameras (PBWC) worn on the body or integrated into protective 
body armour recording interactions between police and the public (Wichita, 2014). 
 
BWCs are cameras with at least one microphone and internal data storage 
and allow audio/video footage to be stored and analysed with compatible 
software. The cameras are typically located on the police officer’s chest or 
head. (Hung et al., 2016b). 
 
The ‘Socioethical implications of Body Worn Computers: An ethnographic study’ is 
therefore a global investigation conducted principally over five (5) year period of a  
complex technological innovation, informed by experts who provide 
multidisciplinary and intercultural accounts of stakeholder use cases and applications 
for body worn computers (BWC) with a research specificity of body worn cameras 
(BWCs).  
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1.1 Overview 
 
Historically, the invention and trials of BWCs commenced in the late 1950’s, with 
innovation and development of humans wearing ‘digital glasses’ in public and 
private settings according to Starner (2013), rapidly expanding from the 1970’s into 
public consumer use of Virtual Reality (VR) and Augmented Reality (AR) and more 
recently as fields within a Mixed Reality (MR).  
 
Surprisingly, a systematic review of literature revealed a paucity of rigorous 
qualitative empirical research and subsequent knowledge gap of the social impact 
and ethical implications of body worn cameras BWCs. Despite the significance of 
the topic as a human centric study of activity in the engineering and information 
systems domains, BWCs continue to occupy a liminal position in the broader 
wearable computing discourse across literature. 
 
This chapter details how the researcher sought to achieve a comparative analysis 
through experts' accounts of BWCs based on literature and empirical data gathered 
through an ethnographic engagement and qualitative approach. By engaging with 
participants and their communities, the researcher as a Participant Observer (PO) 
gained an understanding of their collective lived experience, theoretically 
synonymous with Grounded Theory (GT). With a lack of ‘first-hand-accounts’ in 
literature this research investigation is an important contribution bringing empirical 
evidence forward from interdisciplinary fields to determine the social impacts and 
ethical implications of BWCs. Through expert accounts this methodological 
approach provides, “more complete and full portraits of our social world through the 
use of multiple perspectives and lenses” (Somekh & Lewin, 2005, p. 275 as cited in 
Mackenzie & Knipe, 2006).  
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1.2 Context 
 
In this section an introduction to the research topic will be followed by an 
explanation of the two main research questions being addressed in this research 
investigation, as well as the overall purpose for the study. 
 
The original title for this research inquiry was recorded as ‘The Application of 
Location Enabled Body Worn Technologies in The Education Sector’, indicative of 
the researcher’s professional lifeworld, yet in retrospect, limited to expressions of a 
novice researcher first finding traction in this field of research inquiry. Considering 
the diversity of sectors and the domains of expert inhabitation, a change in research 
title to ‘The Socio-Technical Applications of Body-Worn Video Recorders in The 
Education Sector’ broadened even further when considering inclusion of intercultural 
and interdisciplinary perspectives. Subsequently an update to the research 
investigation title was recorded as ‘The Socio-ethical Implications of Body-Worn 
Video Recorders: An Ethnographic Study’. 
 
1.2.1 Research Topic 
 
This research inquiry draws upon the accounts of globally dispersed stakeholders 
with occupations and interests including high definition digital photography, 
videography and location-based services (LBS), intersecting with law enforcement, 
industry applications, education and training. As Feeney (2015a) indicates: 
 
Although almost 190 years have passed since the establishment of the 
Metropolitan Police Service, the Peelian Principles still offer a valuable 
outline of good policing that is useful in discussions on modern law 
enforcement, including those concerning body cameras. (p.3) 
 
Numerous examples of BWCs deployed in a punitive context are described in 
literature also as a ‘tension’ between those who ‘bear’ BWCs as a mechanism of 
control over others and those who are subjects captured within that field-of-view. 
This dichotomy of control is at the core of an ethical dilemma argues (Gibson et al., 
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2014) and commensurately served as impetus and basis for this research 
investigation. 
 
Conflictual power relations became apparent as defective or oblique elements are 
separated in the meta-analysis of semi-structured interviews conducted by the 
researcher which Voigt et al. (2017) points out, is indicative of: 
 
The first systematic analysis of police body camera footage shows that 
officers consistently use less respectful language with black community 
members than with white community members, according to new Stanford 
research. (Shashkevich, 2017, p.1) 
 
In conversations and long term professional engagements with the most senior 
members of the research participant cohort, a critique of BWCs was considered only 
valid if well founded in instrumental reason, as described by Jurgen Habermas (1984, 
p.3, in Wagner & Zipprian, 1989), carefully selected and aligned with examples of 
theoretical persuasion, such as the underpinning theories in a socioethical framework 
by Abbas et al. (2015). Contextual factors were then considered as an acceptable 
mechanism through which to explain balance for future development and application 
of BWCs, mindful that development in the research context would be theoretical and 
that conceptual understandings that culminate in a socioethical framework would be 
the key research investigation output.  
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1.2.2 Research Questions 
 
In this research investigation conducted over a decade, the researcher concedes that 
more questions than answers arose, notwithstanding, the research investigation was 
conducted in a manner to clearly define one question: 
 
1. What are the social and ethical implications of body worn computers, 
specifically BWCs for humanity? 
 
Considering that the interviewees’ habitat spans multiple regions, differing countries 
and separate continents, an additional question that arose from engaging with the 
research participants can be articulated as: 
 
2. Which social justice and human rights issues specifically involve BWCs resonant 
in a global context? 
 
1.2.3 Purpose of the Study 
 
A comprehensive Literature Review encapsulating peer reviewed, and grey literature 
reveals a demonstrable lack of comprehensive rigour in the determination of the 
beneficial or conversely, detrimental impacts of these technologies upon humanity, 
ostensibly the research problem. 
 
Using defined search parameters, gathering empirical data from reputable sources of 
literature was determined as the first most scientifically valid value adding 
proposition, building upon the researchers existing knowledge of the social impact 
and ethical implications of BWCs. Guided by an examination of the essential 
variables that emanate from the application of BWCs as discussed in literature, a 
decision to authentically engage with human experts in a range of activities as a 
participant observer for empirical data gathering and analysis was initiated in a bid to 
resolve the research problem. By engaging stakeholders in an ethnographic account 
of their lived experience an insight into the knowledge, perceptions and 
understandings of how these technologies impact upon themselves and others around 
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them was determined as the research focus and underpinning purpose of the study. 
As a participant observer in proximity to stakeholder activity (following the actors) 
expressed as objective constructions and subjective accounts (reappraisal of 
technological frames) the future, perceived or known current trajectories of BWC 
technologies were then revealed, as propounded by Prell (2009). 
 
From a study of historical and contemporary cases, it was envisaged that further 
knowledge may be gained of differing corporate entities investment in software and 
hardware development for body worn camera technologies, especially those working 
alongside educational institutions interested in location tracking, who, as Castells 
(2011) notes, retain power by control of the device data. 
 
One of the objectives of this study is to investigate individuals’ awareness of 
and acceptance for Location-Based Services (LBS) as an attribute of body 
worn location enabled technologies in the education sector. A focus of this 
research will be upon identifying the core impacts and implications of LBS 
for the education and training sector in Australia. (Appendix 9.9.3: Research 
Ethics Application) 
 
In essence, the shift from re-considering this study as merely another socio-technical 
inquiry to that of a deeper socio-ethical consideration of what society values, 
cogently enabled insight of how corporations, governments and other entities jostle 
for control as they repurpose data and metadata for profit, expediency and efficiency, 
all amidst a ubiquitous Internet of Things (IoT) as described by Nolin and Olson 
(2016). Each stakeholder group can then be considered as part of the supply chain 
and their key connections, predominantly engaged expert ‘actors’ according to 
(Allen, 2011; Viseu, 2003; Bruun & Hukkinen, 2003) become visible and with 
consent, an avenue through which to map and inform research findings. 
 
Participants engaged with the researcher in semi-structured interviews, with 
questions focused on the perceived benefits, risks or harm that may occur as a result 
of the use of BWCs in their respective field of expertise. In addition, the researcher 
engaged as a participant observer in stakeholder activities gaining an emic 
perspective of proposed BWCs developments, learning about future use cases 
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separated from marketing hype, in better understanding how these entities attain 
critical mass for consumer adoption of these camera technologies. 
 
1.3 Research Significance 
 
In this section, the significance of this research investigation is presented in a 
developed ‘research argument’, in turn forming the ‘research aim’ for engaging 
experts in an ethnographic account of their lived experience. This type of 
investigation clearly focuses on human activity, which in a social constructivist 
model (SCOT) (Bijker, 2001) can be considered one part of a ‘participative research 
inquiry’ where the researcher as observer ‘follows the actors’, appraising power 
relationships (also known as power relations in written discourse) as advocated by 
Prell (2009), one part of the meta-theory of Activity Theory (Russell, 1998; Daniels,  
2016; Kaptelinin & Nardi, 2012). 
 
With the onset of the Internet, Adler (2006) explains, the camera, a technological 
form with the ability to capture, retain and to represent ‘reality’ gives rise to a 
subsidiary consideration and question; Since its invention what has the effect of 
broad scale adoption of BWCs had on humanity? 
 
By examining BWC as a complex innovation and each device as a node in a large 
complex technological system as described by Katz (2016), the researcher sought 
through interviews as one part of reflexive ethnography (Burawoy, 2003) to reveal 
social constructions of BWCs using a network theory of power (Castells, 2011), 
cross-examining research participant accounts through critical discourse by 
adaptation of Carla Willig’s, ‘Framework for Critical Discourse Analysis’ (2003, 
pp.4-5) as described in (Buchanan, 2008), then infusing those relational power 
structures within a narrative composed of the titrate of all participant’s responses. 
This in turn exposes unique themes as evidence of Grounded Theory. 
 
Considerations of social, legal and ethical systems design therefore, as described by 
Abbas (2020), produces the need to understand the significance of BWC’s as a 
unique informant in an increasingly surveillance society. The nexus between 
engineering and information systems, a concept of ‘people, power and praxis’ (Finn 
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1994) which is commensurate with positions of ‘ethics’ as discussed by Foucault, 
Lyon, Mok and others (Foucault, 1982; Lyon, 2003; Mok et al., 2015) and 
‘principles, human purpose, morality and justice’ as articulated in Figure 6: 
Socioethical Concepts, all elements of fundamental research significance. By gaining 
a better understanding of that human-computer nexus through listening to research 
participant’s accounts of the need for fundamental human values and ethics in the  
design of BWCs, these perspectives can then be comparably analysed alongside all 
the usual accounts of profit margins, market share and radical human enhancement 
Czerniawski (2010). 
 
The purpose of this research investigation can also be expressed as the researcher 
seeking evidence of converging applications and cross-sector engagement, 
conceptualised clearly by Dr. M.G. Michael (Michael, 2013a) where ‘luggable’ 
technologies i.e. portable computer as articulated in Pedersen (2020), then becoming 
a handheld device, having migrated from wearable on a trajectory synonymous with 
Embodied Computing. 
 
1.3.1 Research Focus 
 
From a limited position of binary opposition, a counter position articulating that 
polarity, is, in effect, the basis for a deeper and better resolved research focus. 
General induction requires an examination of all premises of the argument, in this 
case informed by observations critical of ethnographic inquiry, examining the 
phenomenon and encompassing all variants of position on the topic by primary and 
secondary stakeholders. 
 
To reach a conclusion of ‘real effect’, the premises of argument expounded 
through the literature review of effects or impacts of BWC on humanity will 
be further informed by analysis of observational, testimonial and 
argumentative evidence given by key stakeholders, with likelihood of a 
conclusion reached by critical ethnographic inquiry. (Hayes, 2019b) 
 
With an understanding that research cannot prove absolute ’truth’, this research 
inquiry therefore drew upon both deductive and inductive reasoning in the search for 
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knowledge, acknowledging that standards change over time and as this research 
inquiry will detail, these standards vary according to cultural diversity according to 
Parrish (2018). 
 
Reasoning by induction posits that a sustainable proposition of ‘location enabled 
body worn cameras will be beneficial for humanity’ can be drawn from conclusions 
as facts, stakeholder group accounts and as describe Verendel & Häggström (2017), 
from a Bayesian premise that evidence informs logic i.e. technology has been 
beneficial for humanity, therefore BWC will be beneficial for humanity. Large 
centers of academic excellence, particularly engineering and information sciences, 
attest to this value in a human context, most notably the ‘Institute of Electrical and 
Electronics Engineers (IEEE) as the world's largest technical professional 
organisation dedicated to advancing technology for the benefit of humanity’ stating: 
 
IEEE's core purpose is to foster technological innovation and excellence for 
the benefit of humanity. (IEEE, 2019) 
 
In this research context, deductive reasoning builds credibility from empirical 
evidence informing the argument, examining all premises which can then be tested to 
assess the strength of the link between the premises and the likelihood of a definite 
and opposite conclusion i.e. BWC is detrimental for humanity. The research problem 
though exists in a position of repudiation considering that the research argument is 
informed by a comprehensive literature review which: 
 
lacks rigour in the determination of whether beneficial or conversely 
detrimental impacts of these BWCs is evident for humanity (Hayes, 2019b). 
 
Through a Grounded Theory approach, where the baseline is ‘no evidence’ yet, 
rapidly attaining evidence from all perspectives ensures the interrogation of this 
research argument and confirms the researcher’s position. Informed by emergent 
knowledge and understanding developed through the investigative process from 
empirical evidence, supporting all claims then ascertains whether a clear 
counterargument exists. Critical appraisal of any counterargument, with authority can 
be ascertained through empirical evidence and this is presented in the 
Counterargument section of the Discussion chapter. 
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1.3.2 Research Aim 
 
The aim of the research is to contribute to a broader understanding of the social and 
ethical implications that wearable computer technologies, specifically BWCs, are 
having across humanity. This will be achieved by the researcher engaging with key 
stakeholders in research activities and events as a participant observer, then 
analysing content from interviews and conversations to produce a body of empirical 
data. A critical discourse analysis adopting a Foucauldian model for analytical 
interrogation of fifty conversations involving eight globally dispersed stakeholder 
groups, was then adopted to identify power relations amidst historical associations, 
political dimensions and current social challenges of BWCs.  
 
The concerted aim through critically appraising expert accounts is to identify 
whether a Grounded Theory (GT) will emerge from synthesising concepts, 
identifying themes and composing an interpretive narrative of rich description. The 
inquiry is not limited by the research questioning the social impact and ethical 
implications of BWCs, rather, the researcher will build titrant of evidence from 
literature and participant accounts highlighting for example, how location based 
services (LBS) contribute to understanding BWCs as part of the emergent concept of 
Uberveillance, described by Michael & Michael (2008), who state: 
 
We can now point to human-centric tracking and monitoring services where 
the person (i.e. subject) has become an active node in the network. (Michael 
et al., 2008) 
 
The seminal work ‘Control, trust, privacy, and security: evaluating location-based 
services’ by Perusco & Michael (2007) is instrumental as a study informing the 
breadth required of this research, and in scope assessing university requirements. 
 
1.3.3 Ethnographic Investigation 
 
It was determined that by engaging with experts in the field of wearable computing 
and other significant informants, an ethnographic investigation would provide a 
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qualitative assessment through semi-structured questioning in digitally recorded 
interviews and conversations. Many other ways were considered, and the interview 
format was reinforced as the main format of empirical evidence which was identified 
as lacking through a review of literature. 
 
It is important to note that participant information was correct at the time of the 
interview given the time lapse for some interviews. This is especially important as 
that the Participant may no longer work for the organisation they worked for at the 
time of the interview.  
 
A review of literature will identify a gap in knowledge and whether the main causal 
agency for that gap is actually the limitations of a commonly held premise that 
BWCs benefit humanity based predominantly on quantitative evidence.  An analysis 
of empirical evidence would confirm whether a qualitative assessment of the social 
and ethical implications of BWCs would be complete through the development of a 
socioethical framework. 
 
Interviews will enable this research to address some of the research issues, 
which remain unanswerable by the quantitative method. (Appendix: UOW 
Statistics Consultation) 
 
1.3.4 Theoretical Alignment 
 
Within this research context, Grounded Theory is the all-encompassing theoretical 
framework underpinning the researcher’s activities. 
 
Within this Grounded Theory context, observations of human participants engaged in 
their personal and professional lifeworld is considered most closely aligned with the 
meta-theory of Grounded Theory inclusive of possible options (1) Complex Systems 
Theory and through actuation; (2) Actor Networks Theory (ANT) which prefaces; 
(3) Social Construction of Technology (SCOT) theory. It is through this Grounded 
Theory ‘lens’ that the activity of the individual research participant and the role they 
maintain in their respective stakeholder groups is considered as foundation for 
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empirical data, with non-sentient actor contributions i.e. a system lacking a sentient 
actor or; a being with no central nervous system, also carefully observed and 
considered as informing the research inquiry. 
 
As a technological phenomenon, BWCs are understood through existing literature to 
be located in the field of wearable computing with rich engineering and information 
systems (IS) historical associations, where Vygotskian theory and Grounded Theory 
(GT) methodology as described in case studies conducted by Haas (1999), position 
BWCs as a most contemporary fusion of technological forms. As Glaser (2016) 
indicates the significance of interdisciplinary, cross sector and transnational research 
allows for expert’s perspectives to be contrasted with findings from literature. An 
overview of the main theoretical persuasions that inform this research investigation, 
observes that each and every consideration in this ethnographic study is focused on 
the activities of both sentient and non-sentient beings, mindful that the ability to 
‘perceive or feel things’ is thematically aligned with debates over whether BWCs 
which now operate as artificial intelligence enhanced nodes, could be considered as 
the ‘living networked eyes’ of society. 
 
Complex strategic situations in contemporary theory differ from problems that 
humans encounter in reality highlights Jordan and Yeomans (1995), often emerging 
as non-human network connections defying critical thinking, rationality and logic 
across a range of social structures, settings and environments. This state Aitken & 
Valentine (2006), contrasts with human geography acquiring agency in a 
constructivist paradigm (Bijker, 1993). It will be investigated therefore, whether the 
introduction of BWCs as a deterrence often ‘backfires’ in state versus public 
encounters (Ariel et al., 2017), as social structures, which differ from artefacts shape 
the world we live in, a principle of Pierre Bourdieu (Murdock, 2010). 
 
The lens for governance for such a volatile innovation could well be informed by the 
constitutions outside frames of consequentialist risk; however, this investigation 
follows a focus on power through relational and contextual dependencies expressed 
in narrative processes as described by Preston and Wickson (2015; 2016). Likewise, 
a relationship to ‘place’ (as differentiated from ‘location’) of BWC in all its 
manifestations then positions knowledge (Harrison & Greenfield, 2011) from 
traditional custodians as critical to the discussion on the social impacts and ethical 
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implications of BWC, in essence a ‘sense of place’ relationally of BWC occurring 
within the built and natural environment. 
 
These theoretical alignments are evident when contrasting location-based 
intelligence (Michael et al., 2006) with grounded listening based on ‘dadirri’ as a 
cultural framework (The Lowitja Institute, 2012), conceptualised, then applied 
contextually in a pedagogical framework by Fogarty (2010). A crucial issue is that of 
‘agency’ in the wider BWC debate, true also for protagonists who will argue that 
non-sentient beings such as the BWC are inexorably excluded by virtue of their form 
despite, their colossal impact in function and contribution to society. This is in effect 
the socioethical and relational debate central to Actor Network Theory (ANT) 
determines Sayes (2014).   
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1.4 Research Approach 
 
Mindful of the impact that the research might have on the participants' lifeworld, 
limitations on the scope of the investigation, considerations to made by the 
researcher and avoidance of certain assumptions all inform the research approach. 
 
In reiteration, the researcher reinforces that the research investigation seeks to 
answer the main research question using both primary and secondary data including: 
 
1. What are the social and ethical implications of body worn computers, 




In this research investigation, it is envisaged that ‘minimal interference’ to the 
normal flow of work or activities of participants within any given setting will occur, 
other than the time invested by those participants in interviews conducted with 
consent or conversations scheduled with research participants, their respective 
stakeholder groups and within their online communities. Subsequent expressions of 
interpretation of relevant data and understandings gained from literature and the 
perspectives of participants will be comparably contrasted in a narrative of rich 
description and visual presentations, a process minimally impacting upon research 
participants. 
 
A comprehensive literature review went far beyond the limitations of case studies of 
police body cameras (PBC) as indicated by (Cubitt et al., 2016) extending the 
knowledge and broader understandings of socio-ethical implications of BWC across 
both fields of engineering and information sciences. 
 
The study will identify the breadth and scope of the use of location enabled 
body wearable technologies across a range of settings, which the participants 
are known to have experience and expertise within. The study will also 
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identify the key implications that these technologies have as they impact 
more broadly on society in general. (Appendix: UOW HREC Application). 
 
Substantive concepts and themes emerge from an examination of wearable 
computing and wearable technology literature with assertions by Mann (2013c) that 
BWCs are wearable computing by orientation and founded in the domain of 
engineering and field of information systems. This is presented in one clear visual 
summary in Table 1.0: Definition of a Wearable Computer: Aspects and affordances 
of wearable computing (extract) (Mann, 1998) containing unique attributes by 
definition, core elements, positions and affordances of wearable computing (Mann, 
1998b).  
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Attribute Action / Outcome 
Photographic Memory Perfect recall of previously collected information 
Shared Memory In a collective sense, two or more individuals may share in their 
collective consciousness, so that one may have a recall of 
information that one need not have experienced personally. 
Connected Collective 
Humanistic Intelligence 
In a collective sense, two or more individuals may collaborate while 
one or more of them is doing another primary task. 
Personal Safety In contrast to a centralized surveillance network built into the 
architecture of the city, a personal safety system is built into the 
architecture (clothing) of the individual. 
Tetherless Operation Wearable computing affords and requires mobility, and the freedom 
from the need to be connected by a wire to an electrical outlet, or 
communications line. 
Synergy Rather than attempting to emulate human intelligence in the 
computer, as is a common goal of research in Artificial Intelligence 
(AI), the goal of wearable computing is to produce a synergistic 
combination of human and machine, in which the human performs 
tasks that it is better at, while the computer performs tasks that it is 
better at. Over an extended period of time, the wearable computer 
begins to function as a true extension of the mind and body, and no 
longer feels as if it is a separate entity. In fact, the user will often 
adapt to the apparatus to such a degree, that when taking it off, its 
absence will feel uncomfortable, in the same way that we adapt to 
shoes and clothing to such a degree that being without them most of 
us would feel extremely uncomfortable whether in a public setting, or 
in an environment in which we have come to be accustomed to the 
protection that shoes and clothing provide. This intimate and constant 
bonding is such that the combined capabilities of the resulting 
synergistic whole far exceeds the sum of either. Synergy, in which 
the human being and computer become elements of each other's 
feedback loop, is often called Humanistic Intelligence (HI). 
Quality of Life Wearable computing is capable of enhancing day-to-day experiences, 
not just in the workplace, but in all facets of daily life. It has the 
capability to enhance the quality of life for many people. 
 
Table 1. Definition of a Wearable Computer: Aspects and  
affordances of wearable computing (extract). (Mann, 1998) 
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A literature review, according to Randolph (2009) provides evidence of the 
multitudes of BWCs applications which interface with complex systems, whilst 
acknowledging differences predominantly nomenclature such as BWCs referred to as 
‘body-worn-video’ (BWV) according to Lyell (2010). In the education and 
vocational training sector, by contrast, BWCs are often referred to as ‘point-of-view’ 
or POV technologies as described by Hayes (2010a) as a means to capture the 
activity of educators or students from the first person point-of-view also known as 
the ‘seeing’ eye of the wearer. Domain specific or industry led interrogation of 
BWCs flood literature, in some cases purporting to represent the best interests of 
humanity according to the American Civil Liberties Union (2017) and in others, the 
core interests of nations beset with crime and poverty which permeate to the level of 
educational institutions (Stalcup & Hahn, 2016; Ing, 2017). 
 
Within the field of engineers, key proponents of wearable computing including Mann 
(2005) and Marx (2015) of wearable computing and their sponsoring entities (Starner 
& Zeagler, 2015) appear prolifically, brazenly and unabashed through literature 
showcasing ‘edu-preneur’ prototyping to market initiatives. The development of life-
logging technologies (Jacquemard et al., 2014) as tools of counter-surveillance 
(Clarke, 2010), are rendered mute by those who emphasise expediency of market 
saturation through real-world deployment (Michael et al., 2011; Vermesan & Friess, 
2014) as the main driver for research and innovation. It is evident through accounts 
from participants that corporations (Zuboff, 2019) are aggressively sequestering user 
locational data (Michael et al., 2006) using the premise of a privacy breach prone 
Quantified Self (Leibenger et al., 2016). Yet for many who value insight into the 
lives of wearable technology as consumers (Starner, 2013a; Gribel et al., 2016), there 
appears to be an equal if not rising proportion of opponents who reinforce that such 
inculturation are nothing more than corporate led extensions of Singularity (Eden, 
2016; Kurzweil, 2005), metadata (whereabouts) (Abbas et al. 2014) for market 
intelligence (Michael et al., 2006), policing (Brucato, 2015a) and national security 
(Hayes, 2012b). 
 
As body worn camera technologies have evolved quickly from stand alone, low 
resolution and bulky devices to location-based service (LBS) enabled, ubiquitous and 
Internet connected, high resolution data capture, commensurately key issues have 
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emerged. The ability to contribute in this research space has come from 
comprehensive empirical research including those critical of such research (Brucato, 
2014) who suggest subject rights are being breached, cultural considerations ignored 
(Murphy, 2018b; Laming, 2019a) and a rampant power differential evident between 
stakeholders leading to the over-policing of the vulnerable, marginalised and 
displaced members of communities. Seeking the broader dimensions of social impact 
of BWCs on human society not protected by statutory regulations such as policy and 





As Sekaran (2003) attests, to which the researcher concurs, “appropriate decisions to 
be made in the study design [are] based on the problem definition, the research 
objectives, the extent of rigour desired, and cost considerations” (Sekaran, 2003).  
 
The primary unit of observation in this research investigation is ‘human activity’, 
such as participants in their professional occupations using BWCs to make short 
video training resources right through to engaging with experts in semi-structured 
interviews. By seeking answers to questions further unstructured conversations were 
sought and, in some cases, granted outside of the defined interview period then 
structured as three separate case studies. With consent, digital tools were used to 
record the interaction of each and every participant in audio format only, with 
additional forms of analogue observational tools such as a Research Journal (RJ) 
used for reflexive activities useful in later analysis – see Appendix: Author.  
 
Secondary units of observation as participant observer were noted in the ethics 
application process in which the researcher engaged with participants wearing digital 
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1.4.3 Analysis 
 
A critical discourse analysis of research participants recorded, and transcribed 
conversations adopted Carla Willig’s 2003 ‘Framework for Critical Discourse 
Analysis (Buchanan, 2018) in a Foucauldian examination of power relations in 
dialogue’ for successfully building out the ensuing narrative. 
 
The analysis of conversations also used Qualitative Digital Analysis Software 
(QDAS) expressing outputs from Atlas.Ti and Leximancer coupled with researcher 
devised as enumerated tables, validating through close examination of key concepts, 
clusters, topics and themes. A substantial investment in perceptual analysis of 
empirical data is then also expressed in visual representations as custom figures 




This research is not limited to, nor simply seeking to identify only the perceived and 
actual benefits, risks or potential harm of the use of body worn camera technologies 
in order to better inform those interested in the socioethical implications for 
humanity. 
 
Given that BWCs can be perceived as detrimental in some cultures from the outset, a 
limitation on reifying BWCs with a knowledge that in some countries and 
communities BWCs are considered ‘distrustful behaviour’ in a cultural context, 
avoids the assumption that findings from this research investigation are true for all 
cultures. Likewise, an examination of commercially available BWCs cannot be 
construed as indicative of development in covert policing, security and military 
secret domains of which the researcher declares limited access and subsequent 
limitations of knowledge. Whilst participants provide an account of their personal 
and professional experience working with these technologies in this ethnography, 
limitations are also noted on a participant-by-participant or case-by-case basis. These 
may be explained as ‘commercial-in-confidence’, ‘military secret’ or ‘national 
security’ in information suppression. 
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A further acknowledgement of limitation to this research is that of participant 
accounts from a diverse yet limited control group made up of carefully selected 
participants and stakeholder groups. Additional accounts from participant observer 
activities broaden those perspectives. The core social and ethical issues of BWCs as 
revealed in Chapter 5.0 Socioethical Implications serve as a foundation for a critique 
of BWCs, yet contemporaneous accounts of the issues of BWCs which form the 
discussion and conclusion to this thesis are further informed by the entire corpus of 




This research seeks to bring into consideration a wealth of knowledge gained through 
stakeholder engagement that does not fit the conveniences of a planned, structured 
and traditional chronology of research inquiry. 
 
The capacity of the researcher to listen to and understand participants or stakeholders 
who do not engage in the use of these technologies or who do not consider these 
technologies to be culturally safe are therefore considered as important as those that 
do. Examples of an ignorance of this relatedness are clearly articulated as 
‘antithetical’ by Daily (2003, p.1250) as cited in Chinn (2007) that: 
 
Western science methods of knowledge building that involves measuring, 
classifying, collecting, dissecting, and mapping of everything in an 
observable, material world is antithetical. (Chinn, 2007)  
 
However, according to Daily: 
 
In contrast, Western market-driven societies evaluate ecosystems in 
economic terms: the energy capturing, nutrient cycling, and environmental 
cleansing processes of natural ecosystems are framed as ecosystem services. 
(Daily, 2003, p.1250, in Chinn, 2007) 
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In that respect, this research aims to identify and acknowledge those who lead with 
decolonising discourse of the developmental methodologies they claim alienate and 
marginalised those culturally opposed to this use of technology in their communities 
such as Dr. Anne Poelina, Nyikina Warrwa (Indigenous Australian) woman from the 
Kimberley region of Western Australia (Great Australian Story, 2016a). It is 
envisaged that this research investigation in a very limited way begins the process 
and ethical stance of Ngikalikarra, a counteract to an already well documented long-
term oppression of First Nation people in the Kimberley region of Australia.  
Through an approach that encompasses BWCs with cultural consideration, 
alternative modalities and representational realities for participant engagement were 
considered as experientially widened as a result of these considerations. 
 
In addition to this cultural acknowledgement, in a manner of participant engagement 
that reinforces ‘dadirri’ meaning ‘deep listening’ as described by (Ungunmerr, 1988) 
the researcher acknowledges that these relational experiences are ‘confluence’ in 
action as cultural reality. To guide this conversation, the researcher chose to avoid 
‘mapping’ as cartographers famously expedite, carving away at preconceptions of 
BWCs by examining literature prior to conversations noting yet dismissing all 
additional perspectives. Common persuasions which persist in quantitative ‘case 
studies’ through the literature (notable for bias) focus on: 
 
1. Use - the capacity for body worn camera technologies to be used alone or in 
conjunction with other technology; 
2. Misuse - the many ways in which body worn camera technologies can be used 
in a manner which has a detrimental outcome; 
3. Abuse - circumstances which may lead to these technologies being used to 
abuse the rights or privileges of others such as privacy; 
4. Precedence - the use of these technologies and precedence of use by other 
areas of society by virtue of their role or civic capability; 
5. Perceived value - real or perceived expectations that may or may not be 
realised by those engaged with the technology. 
 
Given human activity was central to this research investigation and ‘forms’ the 
reputation of the inquiry abiding by international ethical research standards, then all 
philosophical and theoretical assumptions must be considered as factors to be duly 
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and objectively tested, acknowledging that the researcher is responsible for 
interpretations expressed subjectively in this thesis as a Participant Observer (PO). 
The higher degree by Research Ethics approval process, therefore, cannot be 
considered as a ‘law governing all variables’ not known or out of the control of the 
researcher throughout the research lifecycle. The ‘unchecked ’as would be described 
through investigation and scientific validation is fundamentally different in this 
research investigation context, by experiential immersion both observing and 




In a development of a theoretical framework, the researcher draws upon two main 
philosophical positions or ‘core’ principles for resolving arguments in the domain of 
engineering and field of information sciences. Both are richly described and 
considered by Saunders (2019) to be most relevant for both discrete method and 
mixed methods research: 
 
1. Neutrality - results of technological use considered as separate although 
inexorably tied to the core function of that technology; 
2. Determinism - inherently technologies have been arguably beneficial for 
humanity, therefore, detrimental effects are inherently determined by the use of 
technology. 
 
Philosophically, additional assumptions are co-located in the comparative analysis of 
inherent potential, mindful that bias distorts perceptions which inevitably leads to 
decisions, “shaped by technology (in the) owners’ perceived interests, existing 
organisational structures and routines and by cultural norms” (O’Mahoney & Barley, 
1999; Orlikowski & Iacono, 2000 as cited in DiMaggio et al., 2003).  
 
Roberts (1998) extends this circumspection stating: 
 
At present, we don't believe there is anything intrinsically good or bad about 
technology, as it serves as a tool for communication rather than an end in 
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itself. We therefore evaluate the effects of technology with one key question 
in mind: ‘Does the advent of technology assist or hinder communication and 
the development of relationships?’. (Roberts, 1998) 
 
These assumptions are tested in this research investigation by drawing upon the 
accounts of experts who indicate that the capacity to conduct both covert and overt 
‘oversight’ i.e. surveillance, differs markedly by those seeking to conduct 
‘undersight’ intervention using the very same technology in act of reciprocal 
transparency (Mann, 2013) i.e. Sousveillance. This simple dichotomy is extended 
through the paradoxical equation of the emergent concept of Uberveillance (Michael, 
2013a; Michael, 2016) encompassing Dataveillance, a digitalisation of the individual 
human now as a cyborg being according to Michael & Clarke (2012) and (Clarke, 
2017). 
 
The assumption that these technologies are always used with ethical considerations is 
both limiting and dangerous reinforce Michael and Clarke (2012), as is the 
assumption that engineers have a social moral conscience, engaging in ethically 
aligned design to protect subject, cultural or moral rights. Given the diversity of 
differences in statutes and limitations enforced by law, policing and civil control 
across international jurisdictions, the assumption that there can be a unified and 
universally applied accord or socio-ethical impact framework that best fits all 
cultures is also a misnomer, rather, duality and contextualisation that the researcher 
reinforces is the imperative. 
 
The researcher considers that by critically appraising these philosophical and 
theoretical assumptions, an invigilation that is not limited to simple precaution still 
allows for an objective, positivist and western scientific method of enquiry of BWCs 
to be conducted. This premise can then also be tested by encompassing perspectives 
of those who disagree with this methodological approach and modality of inquiry 
from a cultural perspective, object to, disagree with and reinforce that assuming these 
body worn camera technologies as beneficial for their humanity as being false and 
objectionable. As a participant observer, the researcher must then acknowledge that 
cultural factors may then be considered as fundamental limitations to the research. 
Evidence in the form of new contributions by way of a social and ethical impact 
framework as propounded by Abbas et al. (2015) encompasses these cultural 
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differences and through the inclusivity of factors which are fluid or dynamic, 
Grounded Theory allows for these assumptions to be interrogated by design 
according to Chun Tie et al. (2019). 
 
Another assumption that may be made by way of popular opinion is that BWCs as a 
technology have an inherent capacity to shift the paradigm of surveillance as a 
capitalism of human data (Zuboff, 2015; Lyon, 1993) to a whole new level with 
disastrous social consequences. As this research will detail, a broader contribution to 
the debate in this area encompassing BWCs within communities subject to over-
representation of policing and the military is considered crucial (in order to ensure 
that all facets of community are guaranteed fundamental rights), with user protection 




An exposition of stakeholder perspectives and opinions will join the many theoretical 
persuasions drawn from literature, informing the researcher’s interpretation of the 
participants’ position, revealing their bias and in a determination through analysis of 
data, a vantage through which to scrutinise contradictions. 
 
Of most importance, the researcher considers the following four theoretical 
‘persuasions’ described by Krier (1985) and Rammert (1997) as central to framing 
insights and understandings that emanates from primary and secondary data: 
 
• Technological Optimism - which pervades contemporary attitudes and 
(pessimism) exaggerates the power of technological progress; 
• Technological Progressivism - a positivist principle supporting the 
convergence of technological and social change; 
• Technological Determinism - a reductionist paradigm as technologies 
determine the development of social structure and cultural values; 
• Technological Neutrality - the freedom to innovate in a dynamic marketplace 
with regulatory constraint. 
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As the Literature Review revealed, significant studies have already been conducted 
in the domain of wearable computing since the early 1990s and yet, BWCs have only 
recently occupied the media limelight since situated police presence (Rieken, 2013) 
employed crime fighting (Lyell, 2010) tactics utilising BWCs technology which 
some researchers consider on a trajectory of automated policing (Bowling & Iyer, 
2019). To ensure a balanced perspective, the research argument builds progressively 
upon theoretical persuasions of how BWCs as an extensible, cross-disciplinary and 
globally networked phenomenon impact upon humanity, comparing and contrasting 
the experience of experts through interviews and conversations with the semantics of 
‘serve and protect’ rhetoric of corporations tracking human ‘whereabouts’ as 
described by Michael (2015b). 
 
1.4.8 Knowledge Gap 
 
Many BWCs research studies are often of questionable integrity Brucato (2014, 
2015) claims, also emphasising that as BWCs proliferate across many international 
industry areas and sectors they often lack transparency of who the benefactors are of 
these studies, how they profit from this inquiry and as a result then compromised by 
the lack of ethics of observers. 
 
These are harsh criticisms, yet they concur with the findings of the researcher who 
also witnessed similar collusions as an intern (which he is not permitted to discuss in 
this forum). Subsequent main contentions according to Malm (2019, p.119) are 
inconsistent results and research gaps, with literature occupying a limited and 
predominantly techno-centric quantified orientation according to (Lum et al. 2019a; 
Strom, 2017). The purpose of this ethnographic research inquiry therefore is to 
contribute to an extensive yet limited body of literature, then by drawing upon the 
diverse experience of interdisciplinary and intercultural experts, a socioethical 
framework can be created, further closing that knowledge gap.   
 
  45 
1.5 Research Design 
 
According to Sekaran (2003) a research design is set up to decide on, among other 
issues, how to collect further data, analyse and interpret them, and finally, to provide 
an answer to the research problem. By seeking to answer what socio-ethical 
implications emanate from body worn cameras or BWCs on humanity, a qualitative 
approach embracing an ethnographic methodological engagement with stakeholders 
as characterised by Van Maanen (1988) allows for a predominantly qualitative 
investigation of key international and transdisciplinary stakeholder groups.  
 
An ethnographic approach provides the basis for individual participation, often 
referred to as an ‘objective study of the experience’ and richly sourced body of peer 
reviewed, and grey literature allows for analysis correlating with key themes, topics 




After extensive consultation with the research Supervisors and a review of many 
differing alternative approaches to the research investigation, four (4) distinct phases 
were developed commensurately: (a) Preparation; (b) Observation; (c) Reflection and 
(d) Summation forming seven chapters.  
 
A Literature Review is suffused through the research design, observational study and 
critical discourse analysis of research participant contributions, culminating in a 
socioethical framework. A discussion which merges emergent themes and topics 
raised by the research participants is juxtaposed with excerpts from with the 
researcher’s reflexive understandings recorded in the research journal. These 
discussion ‘anchors’ best encapsulate understandings of the social impact and ethical 
implications that BWCs have on humanity. A conclusion presenting theoretical, 
methodological and philosophical understandings then highlights through a review of 
themes directions for future research in this field. The following figure provides an 
overview of the thesis structure, the four different phases and the concurrent stages 
that occur within each phase. 
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1.5.2 Methodology 
 
By ascertaining that the unit of analysis, the human actors and their behaviours are 
aligned with Activity Theory (AT) by theoretical persuasion, a strategy to engage 
stakeholder groups in researcher mode as Participant Observer (PO) was considered 
integral as an approach and ethical in manner to observe individuals as experts in 
their respective professions, in conversations and at select private and public events. 
 
Despite the geographical distribution of potential participants, a research 
methodology supporting an ethnographic investigation was identified by the 
researcher and semi-structured questioning provided a vast body of additional 
primary data for analysis. In addition, the researchers social and professional 
engagement with participants and their respective stakeholder communities provided 
an awareness of each individuals’ position and influence on BWCs as a technological 
phenomenon. 
 
1.5.3 Conceptual Framework 
 
Major issues that emerge from the literature review and others that arise in empirical 
data from conversations conducted in participant observer mode, all inform use cases 
and scenarios which the participants were often keen to discuss. 
 
By analysis, concepts that arise in isolation and then by association coalescing as 
concept clusters, serve to pivot further investigations, which by review, open up new 
positions to be tested, perspectives evaluated and further connections across 
interdisciplinary and intercultural frameworks then analysed. A seminal paper titled 
‘Using a Social Ethical Framework to Evaluate Location Based Services in an 
Internet of Things World’ by Abbas et al. (2015) contains Figure 1. which provides a 
visualisation of issues in a conceptual framework, containing four key facets and 
proposed socio-ethical dimensions by Abbas et al. (2015). 
 
Likewise, the ethical implications of LBS as it pertains to BWCs are 
comprehensively outlined in a paper by Abbas, Michael & Michael titled 'The 
regulatory considerations and ethical dilemmas of location-based services (LBS): A 
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literature review’ Abbas et al. (2014), in which, “what is moral and what is legal are 




Figure 2. ‘Summary of ethical dilemmas and themes relevant to LBS’, 
reproduced with permission from ‘The regulatory considerations and ethical dilemmas of 
location-based services (LBS): A literature Review’ (Abbas et al., 2014). 
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By focusing on themes and dilemmas which provide a rich analysis of the social 
implications of LBS (Abbas et al., 2014) reinforce that implications alternate based 
on two factors: 
 
actions or activities may be morally flawed and legally acceptable in the 
same instance ... two prominent ethical dilemmas emerge with respect to 
LBS, which are the risk of privacy breaches, and the possibility of increased 
monitoring leading to unwarranted surveillance by institutions and 
individuals. (Abbas et al., 2014) 
 
By mapping these concepts, topics and themes and developing a conceptual 
framework, it was envisaged that a deeper understanding of the interconnectedness 
between actors and nodes in a complex system would emerge from that analytical 
sorting and mapping process. Participants responses in transcript reveal cases of 
perceived and actual use in analysis which parallel the conceptual framework of 
McKenna et al. (2013), where society grows with healthy social and human centered 
interactions, autonomy, awareness and intuition - in essence technology and people 
in balance, considered as ‘actors’ not subjects of technology. By contrasting the 
subjective interpretation of participant accounts with the objectively oriented 
positions which arise in literature, an elucidation through narrative can then expand 
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1.5.4 Research Outline 
 
Using an already established Research Journal (RJ) and drawing upon the findings of 
(Hanrahan, 1999), epistemological and methodological considerations were further 
informed through discussions with the Supervisor. Mindful not to ‘dialogue with 
self’ as described by (Glaze, 2002), the research journal served as a tool of 
observation and reflexivity, as well as a means to report on and track progress 
throughout the entire research investigation. 
 
Building upon these reflexive insights, Figure 3: Research Outline details the 
structure of this research investigation which was conducted in four main phases: 
 
1. Preparation Phase including the Research Ethics application, proceeding 
through; 
2. Observations Phase as a participant observer, then in; 
3. Reflection Phase where coding and analysis of research data culminates in; 
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Figure 3. Research Outline: Detailed concurrent processes or ‘stages’  
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1.6 Summary 
 
An introduction to the research investigation prefacing a literature review, provides 
an overview of the main intentions of the researcher, connecting the research design 
with each premise for an inquiry into the social and ethical dimensions for BWCs in 
a contemporary society. 
 
By considering all known limitations, considerations, assumptions and persuasions of 
where BWCs impact upon humanity in literature and by juxtaposing these with 
participants’ perspectives, a narrative form is then envisaged as a definitive ‘map ’for 
the general directions from which the reader can navigate through the thesis. The 
chapter that follows therefore contains a review of literature connecting existing 
studies, conceptual frameworks, theoretical persuasions, and grounding for an 
ethnography. An authentic rendering of the liminal journey through which the 
researcher developed the foundations for reflexive reasoning and discussion is also 
provided referencing the Research Journal (RJ). 
 
It is through this chapter that the main premise for conducting this research 
investigation is described, each research question carefully guiding inquiry into what 
is lacking, new approaches formulated and plans to answer these through research 
participant responses closing the gap in literature, a direction which the researcher 
concludes is crucial for future studies in this research area. 
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2.0 LITERATURE REVIEW 
 
The literature review indicates that body worn cameras (BWCs) as a subset of body 
worn computers (BWC), are already richly described in literature, yet this social and 
technological phenomenon remains a largely misunderstood meta-paradigm 
(Nightingale, 2008) of surveillance, now ‘the living eye’ of CCTV, on-officer and 
‘film-taking’ across many other roles in our society (Brucato, 2015b). The researcher 
reinforces though that the research investigation empirical evidence from experts and 
literature combined are employed to answer the main research question:  
 
1. What are the social and ethical implications of body worn computers, 
specifically BWCs for humanity? 
 
According to a PEW Stateline article titled ‘Body Cameras May Not Be the Easy 
Answer Everyone Was Looking For’ (Van Ness, 2020), the push for police body 
cameras in the United States, already trialed in the United Kingdom, began in early 
2015 after several high-profile police shootings triggered the creation of a 
Presidential Task Force in a bid to re-establish trust and legitimacy, as, “the public 
confers legitimacy only on those they believe are acting in procedurally just ways” 
(United States of America Justice Department, 2015). 
 
The rise of video sharing on social media added to the momentum, and in 
2015 the Obama administration handed out more than $23 million in federal 
grants to help agencies of all sizes purchase them ... by 2016, nearly half of 
U.S. law enforcement agencies had body-worn cameras, according to a 
Bureau of Justice Statistics survey. (Van Ness, 2020). 
 
This review of literature is neither a definitive nor a systematic meta-analysis of all 
literature pertaining to BWCs, nor a meta-aggregation of rich descriptions then 
strung out as thin reductions of body worn cameras (BWCs) occurring in a research 
context. Rather, this review is an indicator of the gap which exists in literature 
sources about social impact and ethical implications of BWCs.  
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2.1 Overview 
 
The key steps the researcher employed to conduct the literature review as it pertains 
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A structured approach to critically appraise significant literature, including location-
based services as emphasised by Abbas et al. (2014), notes similarities and distinct 
differences in nomenclature used in answering the research question, “What are the 
socioethical implications of body worn camera technologies?”. 
 
Summarising empirical studies, highlighting key movements and significant figures, 
identifying relevant theories and theorists as described by Jensen (2015) and 
(MacKney, 2016a) identifying contextual factors (including challenging perspectives 
and current controversies) in the domain of wearable computing, classifications in 
the literature could be identified as: 
 
1. Key terms and definitions - within the field of social and ethical research (also 
‘social’ and ‘technical’ i.e. socio-technical); 
2. Differences and similarities - body worn computational technologies (mobile / 
networked / wearable / handheld / portable); 
3. Key issues and contemporary challenges - with a focus on social implications, 
perceived and actual impacts. 
 
A clear understanding far beyond the scope and limitations of an annotated 
bibliography occur when BWCs are identified, described and key issues contextually 
arrived at in a narrative form which (Matsuyama, 2006) distinguish as observations 
and perspectives for ubiquitous, now mobile and pervasive social surveillance 
embodied as body worn computers (BWC). An exposition of magnitude and 
complexity of existing studies is considered most conducive for focused, analytical 
and critically discursive prose as described by Hardy (2018c). 
 
This review of literature builds upon the researchers own prior resource collection in 
the social and technical field of wearable computing. A carefully constructed search 
strategy ensures that the delimitations and scope of investigation will limit researcher 
bias or assumptions which would otherwise restrict interpretation. 
 
Constrained only by the delimitation of specificity imposed by focusing on the 
‘social’ and ‘ethical’ implications, the researcher will now substantiate why ‘sensors’ 
in the form of photographic camera devices need to be referred to as wearable 
computing, aware that contentious slogans such as ‘every soldier a sensor’ align 
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BWC historically with the US military project, ‘Lifelog' (Magnuson, 2007 in J. A. 
Harvey et al., 2016). The classification of identified theories and theorists ensures the 
development of a theoretical framework, which in turn informs an interpretation of 
findings and an articulation of gaps in literature and potential future focus for 
research inquiry. 
 
2.2 Search Strategy 
 
A search for peer reviewed, then grey literature occurred in two search periods 
between 2011 and 2013. A striking discovery occurred early in the search process 
when the research activities of Johannes Rieken from the London School of 
Economics and Political Science (Rieken, 2013) which aligns the foci of 
Malinowski’s Functionalism were revealed. Aligned with Activity Theory (Kuutti, 
1996) in multi-agency setting as described by Daniels (2016), these activities were 
conducted using a field investigation method, Subjective Evidence Based 
Ethnography (SEBE) described by Lahlou et al. (2015). 
 
I also became a Special Constable to train as an officer and organised a 
working group of police on the use of video, to gain insight into institutional 
factors. (Rieken, 2013, p.3) 
 
This declaration by Rieken bears similarity to that of the researcher, who also 
declares engaging as researcher using Reflexive Ethnography as described by 
Burawoy (2003) as a Participant Observer (PO), observing and recording human 
activity in real life world situations as a modality of interaction, within a research 
context. Guided by organising principles, delimitations and limitations out of the 
researcher’s control, the research investigation unfolds in six stages as recommended 
by Randolph (2009), with a well-developed and robust search strategy ensuring 
primary and secondary sources of literature derivative of access from institutional 
and privately accessible databases were securely managed. For brevity of reference 
and to ensure legibility of readership, all organising principles including data 
management, literature search strategy, data evaluation, classification, evaluation, 
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2.3 Search Results 
 
A sum total of 21,617 items of literature were located across institutional and private 
access databases between October 2010 and February 2012, the first iteration of 
search activities, all archived using a Reference Management System (RMS). A total 
of 787 peer reviewed research papers of which 675 were identified as peer reviewed 
research journal articles were downloaded, stored and classified. 
 
A further 576 non-peer reviewed articles or data items were downloaded, stored and 
classified between February 2012 and June 2013 from academic library book 
catalogues, citation only databases, standards databases, grey literature (not subject 
to peer review) government publications and statistics sources. These items included 
128 e-books, 59 news articles, 58 presentations, 53 book chapters, 15 preprint 
manuscripts, 14 reviews, 12 manuals, 12 figures, 111 reports, 8 audio podcasts, 66 
datasets, 4 patents and 11 maps. 
 
2.3.1 Peer Reviewed Literature 
 
A search for peer reviewed journal articles through scholar and subscription-based 
databases first occurred during the Research Preparation phase as described in the 
chapter, Research Design.  
 
The initial search goal (S=200) was conducted using keywords ‘body’; ‘wearable’; 
‘computer’; ‘computing’ and then only three key search terms; ‘wearable 
computing’; ‘wearable technology’ or direct derivations of those compound terms. 
Successive peer reviewed journal article search activities (ID. 2 to 7) were conducted 
using increasingly more complex parameters as described in Table 2. Search Results 
- Peer Reviewed Journal Articles. 
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ID Date/s TYPE GOAL DATABASE RESULTS SAVED 
1 2010 Unique 200 SCOPUS (University of Wollongong) 2,400 288 
2 2010 Cumulative 500 SCOPUS (University of Wollongong) 2,972 192 
3 2011 Unique 100 LEARNTECHLIB (Student Account) 312 13 
4 2011 Peer Review ( ∞ ) LEARNTECHLIB (Student Account) 53 3 
5 2011 Peer review ( ∞ ) LEARNTECHLIB (Student Account) 12,100 44 
6 2011 Peer Review ( ∞ ) IEEE XPLORE (Uni. of Wollongong) 3,693 178 
7 2012 Peer Review 100 DORAS DCU (Dublin University) 87 69 
 RESULTS TOTAL 21,617 787 
 
 
Table 2. Search Results: Peer Reviewed Journal Articles 
 
2.3.2 Non-Peer Reviewed Literature 
 
A search for non-peer reviewed articles and grey literature through scholar and 
subscription databases as well as other online sources was conducted during the 
Research Preparation phase as well as the Research Data Collection phase described 
in Chapter 3: Research Design. 
 
Again, cumulative keywords and key terms identified in (S=200) literature results as 
well as alternate keywords and key terms derived from bibliographic sources within 
peer reviewed journal articles were used interchangeably to inform search activities 
(S=8>20) using open access, peer and non-peer reviewed sources as described in 
Table 3: Search Results: Non Peer Reviewed Articles & Grey Literature. Notably, a 
range of peer reviewed articles were also located during this ‘secondary’ research 
activity with all items retained. 
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ID Date/s TYPE GOAL DATABASE RESULTS TITRANT 
8 2012 All ( ∞ ) Criminology & Public Policy (USA) 1,397 288 
9 2012 All ( ∞ ) Analysis & Policy Observatory (APO) 111 6 
10 2012 / 2013 All ( ∞ ) Australian Institute of Criminology (AIC) 9 1 
11 2012 / 2013 All ( ∞ ) TROVE (Australia) 211 16 
12 2012 / 2013 All ( ∞ ) INFORMIT 4 1 
13 2012 / 2013 All ( ∞ ) SAGEPUB 7,230 18 
14 2012 / 2013 All ( ∞ ) SCOPUS (via EBSCO) 2,678 19 
15 2012 / 2013 All ( ∞ ) SocINDEX (Full Text) 118 8 
16 2012 / 2013 All ( ∞ ) ERIC (via EBSCO) 1, 876 28 
17 2012 / 2013 All ( ∞ ) ScienceDirect 6,272 128 
18 2012 / 2013 All ( ∞ ) University of Southampton (ePrints) 37 32 
19 2012 / 2013 All ( ∞ ) DORAS DCU (Dublin University) 3, 145 32 
20 2012 / 2013 All ( ∞ ) Google Scholar 17,111 166 
RESULTS TOTAL 40,199 743 
 
 
Table 3. Search Results: Non-Peer Reviewed Articles & Grey Literature.  
 
  60 
2.3.3 Scope of Investigation 
 
A review of peer reviewed research articles, books, as well as an extensive collection 
of grey literature brings forward keywords, key terms, topics and emergent concepts 
which were classified by (1) relevance; (2) specificity; and (3) agency informing the 
research investigation. 
 
The domain of wearable computing and historical movements such as lifelogging, a 
form of pervasive computing consisting of a unified, digital record elucidates Dodge 
and Kitchin (2007, p.2, cited in Jacquemard et al., 2014), have been identified as 
central for review. Related topics occurring as systems on which these movements 
depend upon, such as Location Based Services (LBS) are prime indicators through 
which to better understand BWCs and as social anthropology suggests (Marks, 
1995), a Functionalism in which the researcher as participant observer will arguably 
inform the topic even further. 
 
 
2.4 Contextual Factors 
 
A review of preliminary investigations from research literature sources informing the 
research inquiry identified key concepts which were clustered, then grouped and en-
masse sorted as folders in the Research Management System (RMS). These assisted 
in the perceptual analysis of BWCS as statistics, configuring knowledge and 
understanding of this body worn computer (BWC) phenomenon in a historical and 
contemporary context. 
 
By engaging in conversation with subject matter experts and attending events in the 
role as a participant observer, the researcher uncovers in Chapter 6, titled 
Socioethical Implications by ethnographic account what Gribel et al. (2016) and 
Dimiccoli et al. (2018) describe as interactive, mobile, wearable and ubiquitous 
technologies in a deeply socially entrenched consumer marketplace. 
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2.4.1 Technology Acceptance 
 
In an examination of what constitutes the likelihood of success of a new technology, 
the main drivers of acceptance and likely interventions of dynamic influence could 
be described using the Unified Theory of Acceptance and Use of Technology model 
(UTAT) which synergises theory of planned behaviour, innovation characteristics, 
the Technology Acceptance Model (TAM), elements of Social Cognitive Theory in a 
unified, integrated model developed by Venkatesh, Morris, Davis and Davis 




Figure 5. UTAT Unified Theory of Acceptance and Use of Technology reproduction based on 
Figure 3.0 in Venkatesh, Morris, Davis, & Davis. (2003). User Acceptance of Information 
Technology: Toward a Unified View. The Mississippi Quarterly, 27(3), 425. 
 
 
An empirical comparison of eight differing technology acceptance models 
culminates in the UTAT which associates perceived usefulness, extrinsic motivation, 
job-fit, relative advantage and outcome expectations as key attributes for 
performative assessment considering two variables of mandatory and voluntary use. 
Of most interest in this assessment and proposed framework is the third predictor of 
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users behavioural intention, specifically, (1) performance expectancy; (2) effort 
expectancy; (3) social influence and (4) facilitating conditions. 
 
There are of course differing perspectives such as the Theory of Planned Behaviour 
(TPB) as described by Ajzen (1991) to study technology acceptance behaviour, with 
results focused also on prediction and intention, which are of course an integral part 
of the transition from prototype to consumer saturation sought of BWCs. With a 
range of Adoption of Technology theories (Straub, 2009) unpacks what influences 
‘how a technology becomes mainstream’, so, BWCs could be also considered using 
the lens of Concerns-Based Adoption Model as described by Trapani and Annunziato 
(2018), which fits in this research study given the need to interrogate whether 
‘benefits-versus-detriments' is a sound research argument. 
 
2.4.2 Human-Computer Interaction (HCI) 
 
Fundamental to the constitutions of most computing entities such as the Australian 
Computing Society (ACS), ‘ethics’ is in fact socio-ethics according to Bowern et al. 
(2006) as the social implications of new and emergent technologies such as BWC 
technologies inform, are integral and are central to Human-Computing Interaction 
(HCI) (The Interaction Design Foundation, 2019a). A figure developed by Han & 
Ishii (2017) provides context for how HCI is situated in relation to wearable 
computing (WC) and the field of Brain-computer Interface (BCI), all within the 
domain and paradigm of Mann’s Humanistic Intelligence (HI) (Mann, 1998). 
 
With historical roots in HCI, Mann (1996a) asserts that wearable computing as no 
longer separate from the human, rather a humanistic study (Mann, 1998a) or 
‘WearComp’ made up of inventing, designing, building, or using miniature body-
borne computational and sensory devices worn under, over, or in clothing (Mann, 
2013c). Claiming to have worn a computer as part of his daily life since 1993, 
wearable computing according to Starner (2002) is technology that performs 
functions while the human completes others, pervasive and not ‘in-waiting’ for 
ubiquitous connection (Abowd et al., 2000). 
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In the HCI field, the human and computer are considered to be separate entities but 
as we move to a ‘Sixth Sense’ (Mann & Niedzviecki, 2001; Mann, 2001 and Geary, 
2002 as cited in Mann, 2013c) in this meld of ‘wearer-senses-position’, the computer 
is increasingly considered as a second brain. Wearable computing, specifically 
BWCs are therefore considered to be the working models of those social-
computational endeavors, considered through the lens of Thorstein Veblen's 
contributions to Evolutionary Economic Theory (EET) (Hodgson, 1998), breaking 
ranks with biological determinism and evolving to models of HCI. The most 
important distinctions in this research investigation are drawn from debates which 
uncover attitudes and understandings of the post-human, trans-human and symbiosis 
of human-machine relationship which, Mann insists are enduring dualisms, 
separating human and computer as entities which Mann (2001) considers both 
laggard and luddite in origin. 
 
The concept of the cyborg introduced by Clynes and Kline, as cited in (Leigh et al., 
2017) by contrast is a commensurate vision of technology infrastructures such as 
LBS integrating with BWCs. The body now equipped as mobile computing 
transforms humans, their bodies and perception of the world, a premise central to the 
1964 seminal work, ‘Phenomenology of Perception’ by Merleau-Ponty (1964). These 
cyborg conceptualisations are feverishly debated, considering the pitch that  
humanity is already immersed and eminently ‘in waiting’ to be superseded by 
technology as Heidegger warns, or in a phenomenological place-space-time 
continuum responding to ‘order of and threat to life’ which are understandings 
espoused by Jacque Ellul, Michel Foucault and Charles Taylor (Rogobete, 2015). 
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2.4.3 Location Based Services (LBS) 
 
The social and behavioural implications of location-based services under 
investigation by Michael & Michael (2011) identify ethical implications of LBS in 
four areas: (1) ‘privacy’; (2) ‘accuracy’; (3) ‘property’ and (4) ‘accessibility’; 
building on the works of Perusco and Michael (2007) who classify the social 
implications of LBS as; (1) ‘control’, (2) ‘trust’; (3) ‘privacy’ and; (4) ‘security’. 
 
A regulatory framework which ensures technical, social and environmental 
considerations and perceptions as well as multiple interests and contextual factors, 
can then be incorporated in any social context by means of a socio-ethical framework 
according to Abbas et al. (2015) detailed in section 2.6: Socioethical Concepts of this 
literature review. Many automated and persistent computational features that adapt to 
the users changing geographical position in the environment via Global Positioning 
System (GPS), Location Based Services (LBS) and Global Information Services 
(GIS) tracking device whereabouts according to (Starner et al., 1997), define why 
BWCs are considered in this research context to be wearable computers first and 
foremost.  
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Figure 6. Premise of Location Based Services incorporating Layer 1 (Michael & Michael, 2009; 
Marx, 2015; Mann, 2016; Clarke, 2014; Hayes, 2010b), Layer 2 (Masters & Michael, 2005), 
Layer 3 (Masters & Michael, 2005), Layer 4 (Abbas, Michael & Michael, 2014), Layer 5 - 




The following table provides the direct attributions and correct acknowledgements of 
the concepts drawn from other sources to compose Figure 6: Premise of Location 
Based Services.  
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Layer Dimension Attribution 
1 ‘Uberveillance’ Michael, M. G. & Michael, K., (2009). Uberveillance: Definition. In S. 
Butler, Fifth Edition of the Macquarie Dictionary (5th ed., p. 1094). Sydney 
University. 
1 ‘Surveillance’ Marx, G., 2015. Surveillance Studies. In International Encyclopedia of the 
Social & Behavioural Sciences. Elsevier Ltd., pp. 733–741. Accessed 24 
February, 2020. http://dx.doi.org/10.1016/B978-0-08-097086-8.64025-4. 
1 ‘Sousveillance’ Mann, S., 2016. Surveillance (Oversight), Sousveillance (Undersight), and 
Metaveillance (Seeing Sight Itself). In 2016 IEEE Conference on Computer 
Vision and Pattern Recognition Workshops (CVPRW). IEEE, pp. 1408–
1417. Accessed 24 February, 2020. 
http://dx.doi.org/10.1109/CVPRW.2016.177. 
1 ‘Dataveillance’ Clarke, R., 2014. From Dataveillance To Uberveillance. In K. Michael & M. 
G. Michael, eds. Uberveillance and the Social Implications of Microchip 
Implants: Emerging Technologies. IGI Global, pp. 18–31. Accessed 24 
February, 2020.  http://www.rogerclarke.com/DV/DV13.html 
1 ‘Triquetra’ Hayes, A., 2010. Uberveillance: Triquetra. As cited in 2014. K. Michael & 
M. G. Michael, eds. Uberveillance and the Social Implications of Microchip 
Implants: Emerging Technologies. IGI Global, Figure 2. pp.Xxx.Accessed 24 




Masters, A. & Michael, K., 2005. Humancentric Applications of RFID 
Implants: The Usability Contexts of Control, Convenience and Care. In 
Second IEEE International Workshop on Mobile Commerce and Services. 
The Second IEEE International Workshop on Mobile Commerce and 






Masters, A. & Michael, K., 2005. Humancentric Applications of RFID 
Implants: The Usability Contexts of Control, Convenience and Care. In 
Second IEEE International Workshop on Mobile Commerce and Services. 
The Second IEEE International Workshop on Mobile Commerce and 
Services. IEEE, pp. 32–41. Accessed 24 February, 2020. 
http://dx.doi.org/10.1109/WMCS.2005.11. 
4 ‘Location Based 
Services’ 
Abbas, R., Michael, K. & Michael, M.G., 2014. The regulatory 
considerations and ethical dilemmas of location-based services (LBS): A 
literature review. Information Technology & People, 27(1), pp.2–20. 
Accessed 24 February, 2020. https://doi.org/10.1108/ITP-12-2012-0156. 
5 ‘Control, Trust, 
Privacy, 
Security’ 
Perusco, L. & Michael, K., 2007. Fig.3. Control, Trust, Privacy and Security: 
Evaluating Location-Based Services. IEEE Technology And Society 
Magazine, (Spring 2007), pp.4–16. Accessed 24 February, 2020. 
https://ro.uow.edu.au/infopapers/521/. 
Figure 6. Premise of Location Based Services - attributions and acknowledgements.  
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A case study tracking individual with GPS enabled wearable technologies conducted 
by Gasson and others (2011) indicates that technologically shaped shift in cultural 
and social paradigms introduce privacy implications. According to (Abbas et al., 
2014) LBS also poses a considerable ethical dilemma when behavioural profiling by 
service providers of device operation and user movement are predicted using 
locational GPS as noted by Ashbrook and Starner (2002). This correlation with 
locational data is noted by Hughes (2011), as a trend of automated landmarked GPS 
location used by corporations for intelligence gathering purposes. Likewise, the use 
of locational data for consumer marketing purposes brings about ‘normality mining’ 
according to (Gasson et al., 2011), suggesting that BWCs are extending already well 
developed consumer focused services including by association, implantable devices 
observes (Dey et al., 2019; Masters & Michael, 2005; Ip et.al., 2009) in an Embodied 
Computing intelligence gathering sensor system known as Body Sensor Networks 
(BSNs) (Loseu et al., 2014). 
 
Privacy and personal security threats from data collected from State based activities 
are also critically examined in the seminal works of Scott (1998). This in turn raises 
ethical apprehensions by exemplar when a ‘developed monitoring taskforce in 
Australia’ as described by Jones (2004) co-locates geolocation statistics, personal 
identity and census-based data to inform on seemingly innocuous educational 
outcomes and use cases.  
 
2.4.4 The Issue of Privacy 
 
In answering what the socioethical implications of BWCs are, the researcher also 
identified parallels in concerns regarding those wearing life logging cameras in a 
validation study conducted by Dimiccoli and others (2018). In total, 640 human 
participants engaged in what is described as ‘crowd-sourced study’ within which 
they claim there is a statistically proven relationship indicating positivity between a 
participant’s willingness to be captured using life-logging cameras ‘provided the 
images are significantly degraded’. As a result, a tradeoff ensues with privacy 
sensitive activity according to Dimiccoli and others (2018) between perceived 
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bystander privacy protection and activity recognition performance within the 
domains of mobile and ubiquitous computing. 
 
Privacy has always been a mutual effort, but increasingly, most of the burden 
has been placed on individuals. Privacy as the default changes all of that: 
Privacy is automatically embedded into the design of one’s operations, 
without you having to ask for it: win/win! (Cavoukian, 2020) 
 
The issue of privacy becomes even more complex when pervasive sensing and 
personal recording technologies as described in a research study titled ‘ Life-logging 
for ‘Observer View Memories: An Infrastructure Approach’ funded by the 7th 
Framework Programme for Research of the European Commission (Clinch et al.,  
2014) captured fine grained ‘activity traces’ of co-located participants everyday 
activities in a research activity. The study reveals insights as ‘lessons learned’ yet 
colocation life-logging opportunities which Clinch et al. (2014) extoll as resulting in 
richer data capture, are juxtaposed with value laden terms such as ‘ground truth’. 
This conflicts with course of ‘action requirements’ for participants engaged in life-
logging activity, in a problematic undiscriminating mass collection of information 
according to Hara et al. (2008). 
 
Privacy, identity and empowerment-related issues (Hara et al., 2008) argue as 
overblown, given that a theoretical assumption maximises conflagration of social 
restriction for social networked online dissemination of life-logging activity released 
into the public domain (Hara et al., 2008, p.1). To avoid this assumption, an ethical 
framework as described by Kelly and others (Kelly at. al., 2011; Abbas et al., 2011), 
can inform the appropriate use of BWCs. Harvey and others (2016) add that it is 
conceivable that over the last decade a desensitisation to seeing people wearing 
technologies such as BWCs and other wearable computing technologies compounds 
the perception that BWCs are simply another socially accepted form of CCTV. 
 
A recent advancement for BWC with automatic capture and enhanced recognition of 
human activities in real world settings maintains Dimiccoli et al. (2018) now 
topically situates BWC as central to contemporaneous ethical debates involving 
Facial Recognition Technologies (FRT) and Artificial Intelligence (AI). These BWC 
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enhancements occur amidst a political landscape of dynamic debate as to the chilling 
effects of citizen monitoring, the inability to exercise anonymity (Hazas et al., 2006) 
and resultant behaviour modification described by Zuboff (2015) as a result of 
surveillance capitalism. 
 
A push for automation and standardisation of centralised data storage is a recurring 
theme throughout the literature, also the combination of multiple wearable sensors 
being worn in an array to collect Quantified Self (QS) data (Harvey et al., 2016; 
Rawassizadeh et al., 2015). This is made even more complex when BWCs are 
described using simple utilitarian terms of reference which elicit expressions of 
moral apprehension, including researchers seeking to ‘place [cameras] around human 
eyes that share the same visual field’ (Matsuyama 2006, p.14). Likewise, 
indiscriminate storage of digital information emanating from any digital source (Hara 
et al., 2008, p.2) described as a ‘life-logging practice’, is passive in capture as by-
product, yet active as humans embody sensors in BWC form. This creates a 
troublesome form of ‘automated biography’, opening up new areas of ethical 
challenges according to (Jacquemard et al., 2014). 
 
The awareness that recognition of wearable computing devices (Clinch et al., 2014) 
'give off’ information about the wearer facilitated by LBS, brings to the fore an 
amalgam of theoretical persuasions illustrated in Figure 1. ‘People as sensors: from 
surveillance to überveillance’ in Michael et. Al (2015). 
  
 






Figure 7. Figure 1. in ‘People as sensors: from surveillance to überveillance’  




  71 
2.4.5 A Rationale for Lifelogging 
 
A rationale for lifelogging as a ubiquitous and pervasive computing premise being 
‘memory for life’ (Dodge & Kitchin, 2007, p.436; Fitzgibbon & Reiter, 2003) is 
closely aligned with the works of Bell and Gemmell (2009) with unintended 
consequences mapped by (Michael et al., 2013). 
 
widespread pervasive sensing, personal recording technologies and systems 
for quantified self are creating an environment in which one can capture fine-
grained activity traces. (Clinch et al., 2015) 
 
The persuasions of the Quantified Self movement bringing human behaviour and 
lifeworld patterns together in data sets challenge privacy (Leibenger et al., 2016). 
These data sets are titrated and scoured of correlation coefficients, variables in 
wearables across actuator networks (Rawassizadeh et al., 2015) then analysed for 
statistical relationship, by comparison and contrast remarkably well described and 
indicative of the gap in this research knowledge of ‘place identity’ constructions and 
socio-cultural relationships (Lengen et al., 2018). 
 
It is through this understanding of ‘place identity’, ‘autobiographical memory’ and 
‘life-path-trajectory’ associations illustrated in Figure 8. EAM Autonoetic 
Consciousness and the Self (proto-, core- and extended self) the psycho-geographical 
‘Place/Life/Time Model’ the researcher considers most edifying in later discussion. 
By contrast, as detailed in Chapter 6.0,  life-logging or for that matter, death-logging 
(Bourdeloie & Julier-Costes, 2016), are both deemed Determinist by virtue of 
techno-centrism, therefore the researcher suggests, locked-in phenomenologically 
with the ‘place-space-time’ theories of Husserl, Heidegger, Bachelard, and Sloterdijk 
(Lengen, 2018).  
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Figure 8. EAM Autonoetic Consciousness and the Self (proto-, core- and extended self) 
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Terms such as ‘will complement surveillance’ (Dodge & Kitchin, 2007) are used in 
the context of Sousveillance as described by Mann (2005) whose ‘cyberglogging’ 
works challenged the wider scientific community (Hayes et al., 2013) and brought 
disparate threads of scientific research together, extended by the ‘memories for life’ 
(Fitzgibbon & Reiter, 2003, p.2) project. Accounts of the need for ‘ethics of 
forgetting’ suggests BWC life-logging devices run the risk of generating oligopticon 
to an interior panopticons assert Dodge and Kitchin (2007, p.1) where automated 
data collection ‘feeds’ a machine that does not forget, leaving the human without 
capacity other than to request deletion (Mann, 2001). 
 
One of the most troublesome predictions in the context of memory raised by Dodge 
& Kitchin (2007, p. 431) is pervasive computing and ‘lifelogs’ set to supersede or at 
least unify records of an individual's experiential totality. Another issue described by 
Dodge & Kitchin (2007, p. 434) describes ‘automated sousveillance’ in the form of 
scopophilic technologies now joining already surveillant self-creation behaviours 
(Wittkower, 2010) using wearable technologies to feed publicly accessible social 
network databases. Inventions of scanning, capture and digital retention of matter 
(Gemmell et al., 2003) with an emphasis on capturing ‘everything’ align themselves 
closely with the rhetoric of BWC on a trajectory of the ‘always on’ or the ultimate 
‘lifetime’ store (Gemmell et al., 2003; American Civil Liberties Union, 2017). 
 
This approach to nondiscriminatory data retention as pervasive ‘memory for life’ is 
historically rooted in the works of Vannevar Bush’s ‘Memex’ (Stokes, 1997), the 
‘MyLifeBits’ project (Gemmell et al., 2006; Byrne, 2008), Homo Electricus 
(Michael, 2014a) and that of Uberveillance (Michael, 2013a). 
 
2.4.6 Context Aware BWC 
 
The deployment of a device for mandatory recording using BWCs as a ‘context 
aware’ or a ‘smart technology’ is currently controlled by a number of socio-legal, 
economic and cultural factors according to (Fan, 2016). 
 
The likelihood of these decision-making systems being handed over to control by 
automation where ‘computation power moves to the human body’ have already been 
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predicated, with intensive experimentation, testing, prototyping and the 
‘encouragement of wearable computer users’ to socialise issues of wearable, 
pervasive and ubiquitous computing. 
 
I hypothesize that on-body systems can sense the user's context with little or 
no assistance from environmental infrastructure. These body-centered 
systems that ‘see’ as the user sees and ‘hear' as the user hears, provide a 
unique ‘first-person’ viewpoint of the user's environment. (Starner, 1999, 
p.4) 
 
With the onset of social media, the exponential effect of Contextual Computing 
(Martin et al., 2007) equates by hypothesis that wearable computing and BWC as 
actuator are ‘sensing where we are and what we are doing when we wear them’. 
Smart and aware environments that support automation of artificial intelligence 
enhanced BWCs opens up ethical questioning many more contextual privacies issues 
indicates (Hoyle et al., 2017). A recurrent theme detected and observed across the 
literature is that despite computational ubiquity and pervasive ‘smart’ design systems 
that have control over data flows, the need for Cultural Contextual Awareness (CCA) 
requires analysis of results where disproportionate use has occurred. BWC footage 
reveals social justice and human rights violations by police according to Willits and 
Makin (2017), yet the violence continues, irrespective of the historical and contextual 
awareness of the BWC device. 
 
The perceptions of impact on policing organisations (Koen et al., 2018) and the 
social and cultural perspectives of detainees (Taylor et al., 2017) subject to the gaze 
of BWC in a punitive context are much like the debate on calls for transparency of 
how killer robots are programmed indicates Docherty & Human Rights Watch 
Organization (2012), a complex issue of loss of control and what legally constitutes 
policing proportionality.  
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2.4.7 Absolute Reality 
 
As the research domain Human-Computer Interaction (HCI) rapidly expands, and as 
ubiquitous, pervasive, mobile and wearable computing advances, the technical 
challenges of supporting the underlying computer vision and indoor/outdoor 
localization services essential for Augmented Reality (AR) (White et al., 2014; 
Boellstorff et al., 2012), also trigger privacy, security and well-being challenges. 
 
The health of the human in response to issues of proximity to constantly engaged 
devices Abdullah (2015) considers partially resolved by adopting a ‘circadian 
computing’ sensing and intervention framework. 
 
As ethnographers, what interests us about virtual worlds is not what is 
extraordinary about them, but what is ordinary. We are intrigued not only by 
the individuals in a group, but by the sum of the parts. (Boellstorff et al., 
2012) 
 
The health of the whole of society though is at stake considers Bradley-Munn (2016) 
when privacy is claimed by private enterprise and governments as an ‘act of trade for 
service’ with ‘absolute transparency’. This is a recurrent theme in George Orwells 
novel ‘1984’ which is now manifest in absolute reality, through fully mobile live-
streaming BWCs tracking 3D face, body and the environment on humans serving in 
public facing roles in society. 
 
With a rich history, Contextual Awareness developed by Starner et al. (1998) in 
wearable computing which laid the foundations for many movements such as Mobile 
Augmented Reality (Höllerer & Feiner, 2004; 2015) occur now parallel with BWCs. 
In a big data era of Quantified Self (QS) (Swan, 2013) self-tracking data from 
wearable technologies now includes BWCs and augmented reality smart glasses, all 
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2.5 Theoretical Foundation 
 
In a standard scientific paradigm, a study of BWCs would take a mechanistic 
approach to inquiry, scrutinising form, dissecting parts, disassembling structure in a 
reductionist modality as distinguished by Arthur Koestler, Hungarian British author 
and journalist. The philosophical union of liberal political values with science and 
psychology which Koestler endorsed, contrasts sharply with Technological 
Determinism (Gabberty & Vambery, 2007; Adler, 2006) as a reductionist theory 
which assumes the position that human invented technology determines social 
structure and cultural values.  
 
The shift from traditional models of innovation for emergent technologies such as 
BWCs are described as no longer following the standard patterns of Diffusion of 
Innovation as defined by Rogers (1983). Body worn camera development can be 
informed not only theoretically, with predictions of trajectory, technology uptake, 
social and ethical implications now possible using qualitative methods championed 
by (Michael et al., 2011). 
 
2.5.1 Human Activity 
 
For the purposes of this research investigation, human activity (action) is the ‘core’ 
unit of analysis in a Grounded Theory approach, hence the diagrammatic 
representation of Grounded Theory as encompassing all other theoretical 
considerations. It is interesting to note that Activity Theory though has gained a 
strong reputation as a research domain and is regarded as central to Human-
Computer Interaction championed by scholars such as Kaptelinin and Nardi (2012), 
surpassing Information-Processing Cognitive Psychology (IPCP) yet, the term 
‘activity’ and ‘theory’ wrongly situates the core premise in a rhetoric not befitting 
Russian historical roots, nor its history and development according to (Kuutti, 1996). 
 
This fits the inertial properties of devices as attached to humans, with wearable 
computers that have camera capabilities as artefacts evolving as an extension of 
human action, that is ‘seeing’ as action, the BWC device as actuator - in effect the 
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human is ‘the switch’. The conceptual and theoretical association of living as humans 
immersed in a computer-centric postindustrial society is explored in a thesis by 
Rogobete (2015) where ‘self’ is a situatedness of whereabouts. The implications of 
this tracked ‘whereabouts' suggests Rogobete (2015), forces ‘humans to surrender to 
a technologically informed location and mediated event over the symbiosis of order 
and power of place in communal activity’. 
 
Again, this is central in theme within similar topics and philosophical arguments of 
technological colonisation of the human form by Heidegger, Ellul (1962) and 
Foucault (1982). An emergent and related concept that also conflates artificial super-
intelligence and technological growth with that postindustrial society, is 
Technological Singularity, by hypothesis a forecast of, “unfathomable changes to 
human civilization” (Kurzweil, 2005). 
 
Lauded and awarded numerous honorary titles, Ray Kurzweil is a Singularity 
advocate known for associating technology and human creation in symbiosis, where 
the machine as a unique ‘extension’ (Verdoux, 2009) argues as more likely an epoch 
of post-humanist servitude to technology and a likely end for the Anthropocene. 
Critics of Singularity predict ‘posthuman’ or the onset of ‘overman’ that Fredrich 
Nietzsche’s version of Transhumanism described by Bostrom (2005) as a determinist 
position, summarised as ‘technology created by humanity superseding humanity by 
extinguishment’ - effectively machines replacing humans. 
 
An alternative paradigm and counter to Kurweil’s claim of abject reductionism and 
technological determinism (Adler, 2006; Kline, 2015) is a distinguishable sphere of 
the workings of the State separated from a postindustrial and now surveillance 
capitalist society, supported by the philosophical positions of Marx and Engels 
(Lichtheim, 1961). It will be argued that Marxist Theory which addresses the issue 
and recurring theme of power and control wielded by the state, (as Karl Marx would 
likely have argued) BWCs are positioned and have characteristics of power to rule, 
as observed by (Trainer, 2017), to force members of society to obey, to substantiate 
monetary infractions, facilitate incarceration, warrant execution and en-masse wage 
war on the general public.  
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Importantly, the ‘Frankfurt School’ refers to a group of German American theorists 
who further developed powerful analyses of these challenges in Western capitalist 
societies incorporating the classical theory of Marx (Corradetti, 2013). Working at 
the Institut fur Sozialforschung in Frankfurt, Germany in the late 1920s and early 
1930s, theorists such as Max Horkheimer (Tarr, 2017), T.W. Adorno (Adorno, 
2005), Herbert Marcuse (Marcuse et al., 1991), Leo Lowenthal (Lowenthal, 1987), 
and Erich Fromm (Schaar, 1961) produced some of the first accounts within critical 
social theory of the importance of mass culture and communication amidst social 
reproduction and capitalist domination. The limitations of Marxist Theory in this 
research context though are apparent when examining the entire body of literature, 
revealing divergent opinions through empirical studies when examining the variance 
and differing power relations that BWCs undeniably provokes across a contemporary 
networked society (Castells, 2011; Lyon, 1993). 
 
2.5.2 Power Relations 
 
When BWC is considered through the lens of the anthropology of ethics as described 
by Laidlaw (2013), neo-Marxism fades as would Immanuel Kant’s subordination of 
‘good’ becoming ‘right’ according to Faubion (2001, p.83), in a slide towards the 
subjectivist paradigm of reinforcing ‘codes of conduct’. 
 
Notwithstanding, the social fiction writings of Aldous Huxley and Orwell (1990) hint 
at the burgeoning issue that BWC presents for humanity. Both authors express that 
existentialist severance is ‘moral servitude’ rescinding to forces which seek to 
control the pedagogy of autopoiesis as described by (Faubion, 2001). In that respect 
in a contemporaneous context of BWCs, individual scholarship and the peer-review 
of sciences needs to be carefully scrutinised as research involving dubious corporate 
alignments often leads to ‘junk science ’asserts Ben Brucato, Assistant Professor of 
Sociology, Rhode Island College (Brucato, 2014). 
 
What seems apparent throughout the literature, particularly where BWCs are 
considered and proven to facilitate and enact surveillance as a ‘node-to-grid’ in a 
social credit system, the State is observed subjecting citizens to datafication, 
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deactivation of culture and centralised social behavioural enforcement asserts Diab 
(2017). Commensurately, BWCs with facial recognition connected as a centralised 
electronic ‘observance’ of society can therefore be considered as part of the greater 
panopticon described by Bentham (Bentham & Božovič, 1995; Huey, 2007) and 
central to many surveillance theories and concepts also addressed in the writings of 
Deleuze. (Galič et al., 2016). 
 
This deterrence model, reinforced as the virtuous imperative through officialdom is 
related to the premise of Social Control Theory (SCT), which suggests a correlation 
through examples such as the breakdown of community relations and trust in police 
urgently requiring, “a philosophical approach designed to reunite the police with the 
community” (Bisig, 2017). 
 
This research investigation reaches full force when BWCs are considered as the 
‘embodied’ form of electronic surveillance, aligned therefore with the works of 
philosopher Michel Foucault considers Professor David Lyon, Queen’s University 
(Lyon, 1993). A focus on power using a Foucauldian Discourse Analysis illuminates 
that power relations are endemic to humans as social beings, so those who are then 
subject to humans wearing BWCs are not only fighting for their privacy but also 
according to Campbell and Carlson (2002) by extrapolation, also fighting to avoid 
being commodified, aligned with and benefitting an understanding of the research 
problem of whether BWCs are of benefit or conversely of detriment to humanity. 
Embodied capital, perceptions of accountability, social inequality through 
discrimination, law and regulation as it pertains to policing culture using BWCs in 
society as explained by Koslicki (2019) is also considered, informed and better 
understood through the philosophical works of Pierre Bourdieu (1983) distinguishes 
(Shilling, 1991; Bradley-Munn & Michael, 2016). 
 
2.5.3 Social Construction 
 
Social concourse forming networks (Blackall, 2005b; Downes, 2007) through 
electronic connections are ‘more important that knowing itself’ claims theorist 
George Siemens (Siemens, 2005) champion of the post-constructivist digital learning 
theory known as Connectivism. (Bell, 2011). 
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Contemporary approaches to networked learning and future-facing educational 
interfaces that are aligned with ethically aligned ‘design thinking’ underpinning 
social construction are espoused by Leinonen and Durall-Gazulla (Leinonen & 
Durall-Gazulla, 2014; Leinonen et al., 2013). This 'design thinking’ is critical in the 
multidisciplinary synthesis of educational interface research proposes Oviatt (2013), 
bringing cognitive science, experimental psychology, linguistic science and 
communications together with exploratory forms of collaborative learning (Anthony 
& Agostinho, 2008). 
 
The social implications of the Internet, the evolution of military wearable computers 
and the ‘network connected wearable interface’ asserts DiMaggio et al. (2003) must 
be considered when considering theoretical associations with the advent of wearable 
technologies such as BWCs being a pervasive and ubiquitous actuator, a vehicle 
connecting digital signals with humanity. The shift in language and cognition that 
BWCs evoke is also central to the motivations of Mark Billinghurst (2014) who 
designs and explores in the pedagogical realm of wearable interfaces as new cultural 
artefacts, a catalyst for social interaction and inter-psychological motivation 
espoused by theorist, Lev Vygotsky (Russell, 1998). 
 
These motivations are also indicative of the collaborative and pedagogical works of 
Steve Mann (Ebner et al., 2016; Steve Mann, 2001b; S. Mann, 2013) whose 
interrogations of the greater domain of Veillance (S. Mann, 2013; Michael 23 July, 
2009; Steve Mann, 2013b) pitch BWCs as an invention worthy of permanent 
physical fixation on humans, transcending ubiquitous computing, a pervasive form 
which Steve Mann (2001a) considers ‘existentialist as a humanism’, notably the 
central premise for the work of theorist Jean Paul Sartre (Sartre, 1946). 
 
To consider Social Theory as supporting posteriori methods of discovery in this 
research study, Callon and Latour’s Actor Network Theory (ANT) (Sayes, 2014) 
provides explanations as to why human and non-human actors are considered equally 
in that relational network dynamic or as central to the key issues of BWC. Latour 
postulates that BWCs are ‘yet another digital artefact evading critique in the 
cacophony of distractions of war’ (Latour, 2004). Those familiar with the works of 
Lyon (2003) will recognise that with the rise of mass surveillance, the realm of social 
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computing has now re-positioned humans as the product, where Lyons argues 
humans are ‘socially-sorted’ by technology (Lyon, 2003). This movement bringing 
technological development and scientific discovery together as ‘technoscience’ is 
Social Construction of Technology Theory (SCOT) according to Bijker (Bijker et al., 
2012; Bijker, 2001). 
 
This field within the domains of science and technology, Bijker (2012) describes 
from a position of social constructivism contrasting with Lyon (2003), in which 
human action shapes technology and is not determined by it, contrasting sharply with 
Technological Determinism (Gabberty & Vambery, 2007). Criticism of this position 
and notion of unity through declarations of equity observed in Deleuze and Guattari 
‘A Thousand Plateaus’ (Deleuze & Guattari, 1987, p.8) is the power takeover by 
State of public anonymity, corporate commodification of privacy (Campbell & 
Carlson, 2002) and in multiplicity, BWCs as signifier and the corresponding 
subjectification proceeding, “as if in unity, an ‘all-seeing-by-looking’ state of 
human-being-machine” (Campbell & Carlson 2002). 
 
Examples of this are current and more advanced forms of ‘envisioning’ controlled by 
non-human actors using artificial intelligence to enforce law (Higgins, 2018) where 
image databases and repositories (Hogan et al., 2017; Governor’s Office of Crime 
Control & Prevention for Maryland, 2015) are now also considered ‘actors as 
entities’, is the foundation for the conceptual framework and co-driver of the current 
life-logging social milieu, a post-structuralism in this thesis presented via empirical 
case studies, interviews and conversations. 
 
The Systems of Innovation (SI) approach as described by Michael (2003b) may also 
provide a better understanding of innovation as an interaction between those actors 
that invent, develop, test and market BWCs, with constraints of law, social 
acceptance and guidelines for use and quality assurance. As a meta-theory though, 
Activity Theory (AT) encompasses the Social Construction of Technology Theory 
(SCOT) which is an established framework and methodology with formal steps and 
principles that can be used to analyse relationships between individual actors, notes 
(Prell, 2009), within groups, networks and systems. 
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Reappraising technological frames as they correspond with human actors as raised by 
Prell (2009), recurrently appears as a theme throughout the literature, with examples 
of interaction between actors and emergent themes raised by Adams and Mastracci 
(2017) culminating as an ethical quandary, specifically when secrecy and evasion 
(Manes, 2018) are raised as a factor driving real time data analysis by incorporation 
of artificial intelligence. The SCOT theory and related methodological approach 
questionably enables and examination of these power relationships, yet as Mann 
posits these are informed by research involving ‘augmediated reality systems’ (Lo et 
al., 2013) between actors, animate and inanimate, or as some would prefer to refer to 
as the ‘sentient’ and ‘non-sentient’. 
 
Ethnographic research (Nevarez, 2009) activities harnessing Actor Network Theory 
(ANT), which is essentially a Constructivist approach (Sarker, 2000) a subset of 
SCOT would then require an examination of the role communication networks 
connecting and locating BWCs, which according to Castells (2011) are ‘the 
fundamental networks of power making in society’ in which some would position the 
Internet as the ultimate communication network as weaponised (Rutkowski, 2017). 
 
The neutrality of the Internet others assert, was a delusion, rather used to ‘suppress 
free speech, hone surveillance techniques, disseminate propaganda, and pacify 
populations with digital entertainment’ as expressed by (Morozov, 2011). To better 
understand the Internet emphasises Adler (2006): 
 
Social construction can certainly explain some features of many technologies 
... in particular Actor Network Theory. (p.3) 
 
The contribution that BWC makes as a quantifiable actuator and node emitting a 
multiplicity of signals, may well be considered best examined through a Foucauldian 
discourse analysis of language, examining power relations, yet, dialogue examining 
lessons learned involving wearables and communication networks (Rawassizadeh et 
al., 2015) reveals BWC challenging all notions of policing in a neoliberal age 
(Johnson, 2014). It may even be feasible to consider examining BWC through Karl 
Marx’s theory of ‘body’, requiring firstly non-human, as explains Novak (2007) that 
Marx offers a picture of social relations ‘upside down as in a camera obscura’. 
Although critics distance themselves from Marx and Marxist theory, technologically 
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enhanced reproductions of mechanical realism and power relationships intersecting 
that succumb to economic pressures could explain BWCs not only through a 
mechanism of photography but also ‘through the prism of faith in a machine driven 
by capitalist economic rationale’. 
 
Both perspectives, more broadly examining human activities as well as that of the 
actuator require stealth to avoid the ‘tip-toe’ effect when addressing very real issues 
of social control as highlighted by and associated only in namesake, Gary T. Marx in 
Koen et al. (2018, p.1). Simply acknowledging body worn cameras as a node, as a 
unique entity, only relationally network connected as part of the larger entelechy 
(entelécheia) is a rudimentary yet scalable representation in Network Theory. 
 
From a sociological and philosophical perspective, BWCs as a ‘thing’ or a non-
sentient object also ‘framing our reality’ as discussed by Prell (2009) and Heidegger 
(1977) means technology invariably is Mutually Shaping our reality according to 
Boczkowski (2004). By association, the emancipatory promise of the Social Shaping 
of Technology (SST) model explains Williams and Edge (1996) is based on an 
altruistic premise that technology and society are in a symbiotic relationship, where 
humans are central and in control of the design of technologies such as BWCs. 
 
2.5.4 Technical Perspectives 
 
Technologically mediated social transactions within systems encompass not only 
sociological but mathematical processes, engineering perspectives and computational 
calculations, in effect Social and Technical Systems (STS) theory (Appelbaum, 
1997), which is also considered as a key informant for analysing quantitative 
elements, social inclusions and design for BWCs (Mumford, 2006; Cartelli, 2007). 
 
Limitations of the socio-technical systems (STS) championed by Eric Trist (Pasmore 
& Khalsa, 1993) approach emerge as the focus is organisational development in a 
techno-centric workplace context, an attempt to optimize intelligence and 
revolutionise our lifeworld through an organisational lens. An empirical study by 
Wigand (2007), builds upon Harold J. Leavitts’ 1965 model of a basic four part 
‘diamond’ comprised of tasks, people, structure and technology in that organisational 
 
  84 
conjecture. Wigand argues that organisational components, organisational factors 
and external forces are part of greater complex systems, as part of a multidisciplinary 
theoretical framework, the Organisational Interaction Diamond (OID).  
 
The complexity of these forces are described well in the works of Sarker (2000) 
where a social constructivist perspective turns prior conceptualisations of 
organisations as ‘objective realities’ into ‘subjective realities’ illustrating forces and 
resistance effects upon organisations, especially since social computing networks and 
systems, as Kling and others collectively explain as Social Informatics (SI) that are 
Internet mediated (Sawyer, 2005; Epstein et al., 2015; Kling, 2007). 
 
This research study will therefore look beyond the constraints of the socio-technical 
systems approach, however, in order to position BWCs as pivotal to Complex 
Systems encompassed by Activity Theory, attention to how Actor Network Theory 
(ANT) and Social Construction of Technology theory (SCOT) are undeniably 
informed by Social and Technical Systems (STS) theory. 
 
Socio-technical Theory (Davis et al., 2014) a term introduced by the Tavistock 
Institute in the 1950’s as Abraham and Drabble (2012) explain, is based upon 
General Systems Theory (GST) as championed by Bertalanffy (1964). GST which 
considers systems as ‘composed of autonomous yet interdependent parts that 
mutually interact as part of a purposeful whole’ is much like what we see of BWCs 
when used in a complex system such as policing, as described in Whitworth (2009). 
Freeman Dyson (2012), Lawrence Lessig (Abelson et al., 2008), Bruno Latour 
(Latour, 2005), and Judy Wajcman, author of ‘Technofeminism’ a feminist reading 
of the ‘woman-machine relationship’ (Wakeford, 2006) are often cited in this domain 
which according to Mumford (2006) is ‘closely allied with action research’, all 
offering writings informing recent thinking, “to help understand how technology 
shapes society and how society shapes technology.” (Johnson & Wetmore, 2009) 
 
Systems Theory (ST) encompassing Complex Systems Theory (Wolfram, 1988) is 
the conceptual understanding of systems self-organising over time with emergence 
noted over scale with component interaction, feedback and feed-forward loops as 
described by Bertalanffy (1964), also part of Chaos Theory (CT) (Mitchell Waldrop, 
1992). In general terms, Complexity Theory (CT) (Abel, 2009) parallels and 
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challenges conventional sciences, much like BWCs produce data which challenges 
the way we see, interpret and understand the world we live in. From a computational 
architecture perspective, BWCs are described in literature as synonymous with 
Complex Systems Theory (CST) according to Katz (2016), based on the many 
interacting components, processes, self-organising connection with differing entities 
or systems through bluetooth, LBS and Internet connection forming patterns 
(Mitchell, 2006). 
 
Chaos Theory (CT), which is an interdisciplinary theory closely aligned with 
Complex Systems Theory (CST) Wolfram (1988) posits that within the apparent 
randomness of complex systems there are repeating patterns and loops which 
contemporary data analysis involving artificial intelligence is now used with law 
enforcement, in which BWCs data is accessioned for a range of identification 
(Calgary Police, 2013) and predictive policing (Gandy, 2019), also known as 
criminal forecasting. 
 
The body worn camera footage is akin to CCTV. There will be occasions 
where it is appropriate to show the footage to persons (usually police 
officers) for the purposes of recognition. (Calgary Police, 2013) 
 
The literature also reveals the need to move beyond the diffusion of innovation and 
social shaping of technology perspectives (Boczkowski, 2004). Yet, as Rogers 
(1995) who popularised Diffusion of Innovation defends, constant and complex 
innovation involves communication between interdisciplinary and seemingly 
disparate participants in a human social system and socio-technical systems context. 
 
The Force Science Institute, a for-profit company specializing in human 
performance issues in law enforcement, offers a training course addressing 
the use of body-worn camera footage in investigations and incident analysis, 
calling it ‘today’s hottest policing topic’. (Force Science Institute, 2017, 
quoted in Suss et al., 2018) 
 
The avid marketing pitch and popularity of ‘accountable policing’ may explain the 
exponential rate at which BWCs use proliferates, yet, due to its own pervasive 
network connection capability and within a conceptual Systems of Innovation (SI) 
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framework (Godin, 2006) the traditional linear model of innovation is now faced by 
a contender, that of BWCs ‘as’ the technical eyes of artificial intelligence and maker 
of ‘things’ as the human future. 
 
2.5.5 Grounded Theory 
 
This research investigation sets out by means of Grounded Theory (GT) research 
practice to collect, collate, classify and analyse accounts from key informants of the 
phenomenon of BWCs, in effect, literally by ethnography, interpretively 
(Lichterman, 2017) describing the ‘causal and co-evolutionary influence’ (Clark, 
2001) that runs between groups, cultures, subcultures and social practices of those 
who focus on wearable computing in the form of BWCs. 
 
One such informant, Subjective Evidence Based Ethnography (SEBE) (Lahlou et al., 
2015), uses digital recordings including those from BWCs as basis and grounding for 
analytical Replay Interviews (RIW) with participants. Whilst SEBE can be 
subjectively aligned closely with this research investigation (Muylaert et al., 2014), it 
is important to note that as participant observer the researcher considers there to be 
key differences between what SEBE literature claims as ‘helpful’ for triggering 
memory contrasted with what BWCs negates of mindful sense-making as a result of 
its presence in conversation and replay. In another example, machine-seen activity 
aligned with language, either passively recognising human activities through life-
logging (Doherty, Caprani, et al., 2011) or by examining security and privacy 
applications of pervasive memory augmentation (Davies et al., 2015) could be 
considered as instrumental in creating ‘memories for life’ useful at an 
interdisciplinary level (O’Hara et al., 2006).  
 
Common to them all is a grounded approach, in which the study of the discourse 
emanating from experts enables a better understanding of power relations, 
controlling factors, ontological aspirations and the teleological causality in the 
science of the subjective indicates Jahn and Dunne (2007). This research 
investigation therefore makes best use of positivist formulations which Barney 
Glaser and Anselm Strauss termed Grounded Theory in 1967 and draws upon the 
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constructivist reframing of GT by Kathy Charmaz, whose instrumental works defuse 
the patriarchal ‘machine-dream’ rhetoric (Charmaz, 2008). Setting out to answer 
what are the social impact and ethical implications of BWCs is, as the researcher 
understands, pitched central to the Charmaz (2008) assertion that: 
 
Constructionist grounded theorists attend to what and how questions … they 
emphasise abstract understanding of empirical phenomena and contend that 
this understanding must be located in the studied specific circumstances of 
the research process. (Charmaz 2008, p.2) 
 
Informed Grounded Theory employing an iterative approach (Thornberg, 2012) 
diffuses the common misconception and assumption by those who skeptically and 
subjectively disagree with qualitative research practices by offsetting “... 
disagreement as to the role of theoretical influence prior to the research process” 
(Chun Tie et al., 2019). 
 
 
2.6 Contemporary Challenges 
 
The most common point of contention raised in many areas of the readings is how to 
deal with information overload in an age of BWCs as described by Mok et al. (2015). 
Another burgeoning area of contention includes concerns of informed consent (Kelly 
et al. 2013), retaining anonymity (Sanjari et al. 2014), protecting confidentiality 
(particularly for young people) (Boyd, 2015), ensuring privacy (including locational) 
(Michael & Clarke, 2012) and acting on beneficence and maleficence by analysis 
(Ferdous et al., 2017). 
 
The core challenge which unifies literature and the expression of those participants 
most vocal on human rights and social justice issues is expressed by Mok et al. 
(2015) as the ‘disproportionate levels of power attained by the State and corporations 
through access to BWCs data as a means to augment existing surveillance’ (Lyon, 
2003). The pervasive nature of BWC across all sectors of society, lack of 
consultation, persuasive and ethically questionable means to ensure proliferation of 
BWCs regardless of serious concerns, public apprehension and social issues 
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emanates principally from a threat on privacy considers (Ferdous et al., 2016). 
 
Contemporary challenges extend to where BWCs intersect with the Internet of 
Things (IoT), as an explosion of high definition data is now fed into leading 
corporations ‘mobile cloud’ such as Amazon or Microsoft Azure in turn that data 
feeds ‘edge’ computing paradigms (Elazhary, 2019), through automated artificial 
intelligence forensics which directs BWCs as ‘agents’ as they proliferate across 
‘smart cities’ (Curzon et al. 2019). With a marketing push to now augment 
‘forgetting’ using virtual and augmented reality as discussed by Harvey et al. (2016), 
the key challenge will be humanity retaining sanity despite a push for quotidian 
existence to be a constant, sum recurring representation of the past as lifelog (Allen, 
2008). 
 
2.6.1 Ethical Dilemmas 
 
Actual consequences which can be attributed to BWCs use on social human 
relatedness the researcher considers is informed by all considerations of the ethical 
paradigm in human society, not only the potential benefits, risk or harm. 
 
When considering the rationale of orienting humans with body worn computers, 
aligned with moral cause for public ‘safety’, this instantiates the need to critically 
examine the ethical implications and likely social impact of BWCs, where, “... Ethics 
is a (rational) study of moral dilemmas in (human) action. (Media Lab, Helsinki, 
n.d.) 
 
Morals are defined (Media Lab, Helsinki, n.d.) as codes or guides of conduct 
(implicit or explicit) that are based on personal long-lasting beliefs and values or 
those of surrounding society. The study of moral dilemmas as divulged in literature 
(Singer & Singer, 2005) emanates from the use of BWCs as a problem of 
information orientation according to (Sawyer & Rosenbaum, 2000), regulation 
(Gandy et al., 2017) and policy in an ever changing debate centralised by cultural 
context (Lippert & Newell, 2016a). 
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The transition from a defence-oriented to a commercial-oriented service delivery is 
an example of a valid technological adoption states Michael et al. (2011) yet, fraught 
with moral ‘value’ issues and questions of ethical boundaries as emergent 
technologies are now exponentially deviating from traditional models of diffusion 
(Rogers, 1983; Bruun & Hukkinen, 2003a). Social and ethical dilemmas that 
emanate from solely a positivist and limited utilitarian perspective on BWCs as 
identified by (Stephan et al., 2012) where ‘scientists think and engineers make’ 
clashes with that of a skeptical position as propounded by Roberts (1998, p.1). 
 
These ethical dilemmas can also be considered through the lens of the legacy of 
Norbert Wiener’s views on cybernetics (Adamson et al., 2015; K. Michael et al., 
2008) a genius who impressed upon all those he met that there was a need for 
interdisciplinary research and a divergent epistemologies approach as detailed by 
(Miller et al., 2008). The centrality of information from Wiener’s perspective 
resonates clearly in his book ‘The Human Use of Human Beings: Cybernetics and 
Society’ in which: 
 
Information is a name for the content of what is exchanged with the outer 
world as we adjust to it, and make our adjustment felt upon it. The process of 
receiving and of using information is the process of our adjusting to the 
contingencies of the outer environment, and of our living effectively within 
that environment ... Thus, communication and control belong to the essence 
of man’s inner life, even as they belong to his life in society. (Wiener, 1954, 
pp. 17-18 in Bynum, 2002, p.1) 
 
In parallel with Weiner’s beliefs, the potential destructive issues arising from BWCs 
are also raised by Herkert and Cartwright (1998), who reinforce that the ‘conscience 
of computer science’ is crucial for organisational targets, tracking of adverse effects 
as well as what is exchanged for the ease of technology. 
 
Power and organisational hierarchies are ubiquitous to social institutions that 
form the foundation of modern society. Power differentials may act to 
constrain or enhance people's ability to make good ethical decisions. (Gibson 
et al., 2014) 
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Ethical analysis and personal self-reflection on the social implications of 
technologies, or in fact any topic is significantly informed by using three main 
ethical theories assert (Hamilton, 2000; Michael, 2015b) those being; 
 
1. Metaethics - theoretical meaning and reference of moral propositions; 
2. Normative Ethics - course of action, and; 
3. Applied Ethics - obligation or permission in action. 
 
Within that understanding, BWCs could be considered as a threat (Britz, 2010) to the 
integrity of social systems and onflow to organisational structures (Vladutescu, 
2012), yet codes of conduct (Meloni, 2016) regulated by ethics committees (Winlow 
& Hall, 2012) with processes reviewed and audited regularly provide, as (Mason, 
1986) extolls, protection from a compromise of ethical or moral standards. These 
breaches include subject rights, loss of an individual’s privacy, misinformation 
creating accuracy issues or misappropriation of cultural or intellectual rights in, as 
morally reprehensible and contentious an issue as Mattel Barbie dolls with cameras 
embedded in their plastic bodies connected to online social networking platforms 
which confronted both researcher and the Supervisor (Michael & Hayes, 2016). 
 
On the flipside, from a moral issues perspective presented in a paper by Frej 
Thomsen (Thomsen, 2019), Senior Researcher at The Danish Institute for Human 
Rights, who sets out a teleological argument for the use of PBWCs, that is, law 
enforcement use of PBWCs brings about more good than bad by an overall 
assessment, considering both permissible and desirable factors. Thomsen then 
reviews two deontological objections, firstly that use of Police Body Worn Cameras 
(PBWCs) is based on expressions of disrespectful mistrust, and secondly, that use of 
PBWCs violates a right to privacy. 
 
Thomsen (2019) concludes, that these objections are unpersuasive, therefore, 
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However, in spite of the heated public debate about them, to my knowledge, 
no serious academic work has attempted to assess the ethics of police body‐
worn cameras. This article aims to remedy the situation by examining a 
range of moral issues raised by the use of PBWCs, critically assessing 
which issues are of genuine moral concern, and providing an overall 
assessment of the conditions under which the use of PBWCs is morally 
permissible and desirable. (Thomsen, 2019, p.1) 
 
2.6.2 Law and Order 
 
A comprehensive review of body worn cameras (BWCs) incorporating seventy 
empirical studies conducted by the George Mason University (Lum et al., 2019a) 
indicates that rapid diffusion of BWCs has occurred despite grave policy 
implications across at least a third of law enforcement jurisdictions by early 2013 in 
the United States of America. The ‘first full scientific study’ according to the 
University of Cambridge was conducted over a 12 month period in Rialto, California 
with a report released titled ‘The Effect of Police Body-Worn Cameras on Use of 
Force and Citizens’ Complaints Against the Police: A Randomized Controlled Trial’ 
(Ariel et al., 2015) 
 
As early as 2009, claims that BWCs would be a useful measure to ensure ‘police 
accountability’ were being contested by the British Columbia Civil Liberties 
Association (BCCLA) (Holmes & Vonn, 2009) with scenarios already being 
developed in which investigators and prosecutors access to ‘on-officer audio and 
video recordings of the incident’ raised as the likely plausible future course for 
policing. These concur with findings from British Police Departments already 
conducting field tests and pilot trials of BWC with 300 officers over 17 months in the 
United Kingdom even as early as 2005 (Harris, 2010). 
 
Darren Palmer of Deakin University, Australia (Palmer, 2016) reports that policing 
agencies in Australia were testing BWCs by late 2010, with full trials commencing in 
2012, with circumspection already noted in announcements by Assistant 
Commissioner Luke Cornelius from the Victoria Police, Australia. Palmer states the 
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reasons given for introduction and use of BWCs were based on international 
evidence of, “enhanced policing of domestic violence, increase in guilty pleas and 
reduced assaults on police” (Hickey, 2015, in Palmer, 2016). Palmer cites Brucato 
(2015), also concurring on the point that BWCs are appearing in a time of increased 
police surveillance and inverse sousveillance of police, relating that to Queensland 
senior police who were expressing serious reservations about BWCs, “only to be 
overridden by law-and-order politics” (Palmer, 2016, p. 143). 
 
With growing awareness of BWC proliferation, the first large scale reviews of BWC 
in the United States (White, 2014) indicate that rapid adoption surpassed any number 
of research developments in the field, indicating benefits of enhanced transparency, 
improved behaviour and privacy (‘officers' and ‘citizens') and need for significant 
investments in policy development, training, resources and logistics (Wichita, 2014). 
BWCs specific research has been rigorous ever since, indicating that significant 
studies of BWCs during use of force and resultant citizen complaint (Ariel et al., 
2015), global multi-site experiments and randomised trials prove BWC does not 
reduce police use of force (Sutherland et al., 2017), nor does it deescalate 
confrontations according to police detainee perspectives (Taylor et al., 2017). 
Research into best practices for BWCs use by police (Feeney, 2015b) through to 
corporate aligned ‘state of the art reviews’ of the effects of BWCs on both police and 
citizens, still lacks credible accounts due to a lack of ‘voice’ of those involved in 
these reviews according to Maskaly et al. (2017). 
 
A contentious position adopted by Lippert and Newell (2016b, p.1) indicates that 
whilst civil liberty groups (American Civil Liberties Union, 2017; Holmes & Vonn, 
2009; American Civil Liberties Union, 2015) advocated for ‘civilising’ police, 
positions have escalated since, with these agencies now reinforcing design of BWCs 
that prevents ‘edit on the fly’ tampering of devices, in effect forcing through an 
‘always-on-and-recording’ mandate according to (Stanley, 2013). 
 
This ‘always-on’ state of BWCs raises profound privacy and surveillance-related 
concerns expressed as: 
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Unlike traditional CCTV or other static cameras, they can also make their 
way into private homes—and anywhere else police choose to go—and 
record everything they see and hear. (Lippert & Newell, 2016b) 
 
Further contention arises which as (Stanley, 2013) distinguishes BWCs from Police 
Body Cameras (PBCs) claiming cameras need to record continuously and be 
automated (Bowling & Iyer, 2019) to avoid placing them under officer control and 
thwart the danger of evidence manipulation which undermines their core purpose of 
detecting police misconduct. It is important to note here that almost a third of all 
literature gathered during research activity refers to issues of trust, power, control 
and social justice where BWC intersects with law and policing. 
 
Calls for a change in law enforcement violence and over policing though appear to 
have been met with further mechanisms of mediated review, occurring as inquiries, 
task forces, studies, acts, reports, guidelines, scorecards as examples, right through to 
the re-examination of regulatory frameworks. In an ever-changing economic 
paradigm, Kling (1988) best describes this institutional recourse in behaviour as 
steeped in the historical facts of regulation, governance and awareness which align 
with the Institutionalist Theory of Regulation (ToR). 
 
Considering the feedback from the Policy and Regulatory stakeholder group in this 
research investigation, risk governance is undoubtedly central to BWCs research 
investigations. Well-considered regulation the researcher will argue, can be made 
transferable through the interdisciplinary approach of the Precautionary Principle 
(PP) despite claims that, “because of its irreducible ambiguity, the precautionary 
principle is prone to be applied in an arbitrary manner ... it cannot provide a legally 
sustainable decision making standard” (Marchant, 2002). 
 
The precautionary principle has a central role in the debate on the well-
grounded risk governance ... Risk arguments referring to threats which are 
poorly understood in scientific terms and/or which are matters of scientific 
disputes are typically founded on this principle. In order to evaluate these 
arguments rationally, one must comprehend the nature of the risks in 
question, and what is meant by the precautionary principle. (Ahteensuu, 
2008). 
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Although historically the most significant case triggering investigations right up to a 
Presidential review is centred around events on 9th August 2014, when Michael 
Brown, a robbery suspect during an investigative stop was shot and killed by Officer 
Darren Wilson in Ferguson, Missouri, United States of America (Evans, 2016). 
Brown joined Eric Garner and Freddie Gray as victims and as unarmed teenagers 
killed by police, with Brown’s case resulting in wide-scale public riots and triggered 
a national debate on police violence and accountability (Jennings et al. 2014). 
 
It is important to note that this is one of many accounts in literature since, of police 
brutality and systemic racism involving communities of ‘colour’, a term used in the 
United States of America to denote humans of non-European American origin, or 
‘non-white’. Racial disparities have been consistently raised as matters of which 
BWC studies conducted by Stanford University provide evidence. 
 
We find that officers speak with consistently less respect toward black versus 
white community members, even after controlling for the race of the officer, 
the severity of the infraction, the location of the stop, and the outcome of the 
stop. Such disparities in common, everyday interactions between police and 
the communities they serve have important implications for procedural 
justice and the building of police-community trust. (Voigt et al., 2017) 
 
The BWCs debate has raged since, with positive appraisal in a ‘Model Act for 
regulating the use of BWCs by the American Civil Liberties Union (ACLU)’ 
(American Civil Liberties Union, 2015) and the National Association for the 
Advancement of Colored People (NAACP) Legal Defence & Education Fund of 
‘Police Body-Worn Cameras’ (PBWC) (Mateescu et al., 2015) being counteracted by 
the Electronic Frontier Foundation (EFF). Letters to members of the Police Review 
Commission from the Electronic Frontier Foundation (EFF), also reinforce the need 
for robust community input (Electronic Frontiers Foundation, 2015) and claims of a 
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Likewise, comprehensive guidelines for the use of BWCs by law enforcement (The 
Constitution Project, 2016), were met with responses highlighting privacy concerns 
from the Thomas Jefferson School of Law (Atkins, 2016). Ad-hoc pilot trials across 
policing jurisdiction in London, United Kingdom were also met with a large-scale 
public inquiry including the ‘London Policing Ethics Panel’, prefaced by multiple 
pilot trials previously conducted without public scrutiny according to Carlile et al. 
(2016).  
 
Despite a resistance to change (Jakobitz, 2018; Huff et al., 2018) and inconsistencies 
in public opinion as to the value of BWCs (Sousa et al., 2018; Crow et al., 2017) as 
means to ensure transparency of police actions and public trust Sousa et al. (2018), a 
massive investment of funds and research to the tune of tens of millions of dollars 
culminated in ‘The President’s Task Force on 21st Century Policing’, in which 
President Barack Obama of the United States of America recommended by action 
Item 3:3:3, Law enforcement agencies should review and consider The Bureau of 
Justice Assistance’s (BJA) Body Worn Camera Toolkit (U.S. Department of 
Justice’s Office of Justice Programs’ Bureau of Justice Assistance, 2017) to assist in 
the implementation of BWCs (United States of America Justice Department 2015, 
p.36). Topics of building trust and legitimacy (Jaycee Elliott & Authors, 2015) 
amidst growing awareness of the challenge of sousveillance for policing (Michael, 
2015a), scale of implementation responded to policy (Adams & Mastracci, 2019) and 
reports concerning context of policing oversight and commitments to transparency 
(Todak et al., 2017; Stone, 2017) permeate all literature which focuses on law 
enforcement, policing and community relations with officers. 
 
A mixed method approach to assessing perceptions of efficacy highlights (Jr & 
Keener, 2016), must encompass community perceptions from the perspective of 
‘reduced citizen complaints’ and ‘positive impacts of officer interaction with the 
public’ (Jr & Keener, 2016). Other empirical studies emphasise both response-to-
resistance behavioural modifications as a result of BWCs use in randomised trials, 
claiming that BWCs are reducing spurious complaints against police (Jennings et al., 
2015) and other benefits of BWCs as detailed by (Braga et al., 2017). 
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Most recently, as the Charters Tower incident in Australia on the 10th August 2019 
in Siganto, (2019) demonstrates, exposure of police brutality on social media 
continues to the present day, captured also by BWCs yet no filmic evidence is 
released publicly. So, the debate remains as to whether BWCs as an evidentiary tool 
and as a now mandated electronic ‘policing witness’ lags behind the ‘legitimacy of 
always on’ stream of the media using any means of smartphone camera. 
 
2.6.3 Instruments of Injustice 
 
Despite a continuous scan of the literature, very few definitive, seminal, qualitative 
ethnographic accounts, nor mixed method empirical studies which give ‘voice’ to 
research participants and their publics were identified. The lack of studies fitting this 
description is disappointing and gives foundation to the researcher's claims that there 
is a definitive gap in literature. 
 
A comprehensive research report prepared under funding provided by the U.S. 
Department of Homeland Security Science and Technology Directorate, Washington 
DC (Johns Hopkins University Applied Physics Laboratory, 2017) during this period 
does reveals four key aspects to public perception regarded as, but not limited to: 
 
1. Citizen recall of events captured by BWCs; 
2. Police versus public interpretation of events captured by BWCs; 
3. Court interpretation of BWCs footage; 
4. Officer recall of events captured by BWCs. 
 
Those research studies which have been cited provide quantifiable, statistically 
oriented ‘listening’ yet, few openly accountable public consultations or publicly 
broadcast debates featuring non-policing or non-sector aligned voices in this field of 
BWCs inquiry could be located. Perhaps this is indicative of the disproportionate 
number of literature sources influenced by corporations heavily invested in selling 
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It is evident already though, that BWCs are perceived as adding to the already high 
attrition rate of police officers through ‘burnout’ with perceptions of reduced 
organisational support revealed in a study by Adams & Mastracci (2018). Many 
accounts from empirical research including reports, commentaries and legal reviews 
are presented as quantitative synthesis of surveys, yet few examples in law 
enforcement personnel responses to events in comparison to the actual BWCs 
footage are provided, likely and yet to be revealed for legal reasons. 
 
Likewise, in this literature review, at no point was the researcher able to locate first-
hand accounts of BWCs used in educational setting as on-body officer or mandatory 
teacher recording context i.e. Education Protection Officers. Rather, many studies 
which are demonstrative of contemporary teaching culture incorporating BWCs, are 
available often coined as technologies supporting ‘interactive instruction’ 
(Dawkinsm, 2017). The very opposite is true of sports related activities such as 
action sport use of waterproof BWCs used to conduct ‘point-of-view’ research, now 
ubiquitous with surfing culture as described by Evers (2015). 
 
2.6.4 Civil Rights 
 
Findings from the U.S. Department of Homeland Security Science and Technology 
Directorate inquiry reveal six key knowledge gaps and provide suggestions for future 
study. Most notably these investigations of how and to what extent race, gender, 
education, personal experiences and other factors influence perceptions by the 
observer of an incident in comparison with BWCs footage of an incident. No 
examples of the use of narrative nor cultural specificity of BWCs studies presenting 
the accounts of study participants other than statistical accounts of responses are 
mentioned in these proposals. 
 
Nonetheless, literature as reviewed in preparation for that report contains salient 
observations that indicate, “while the public seems supportive of BWCs and believe 
that they will increase transparency, the public varies on how they believe BWCs 
will affect trust and police-citizen relations” (Johns Hopkins University Applied 
Physics Laboratory, 2017, p.79). 
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Most notable, a ‘Civil Rights Principles on Body Worn Cameras’ appendix released 
in May 2015 contained within the BWCs Scorecard developed by the Upturn 
‘Leadership Conference on Civil and Human Rights’ (Yu & Cook, 2016), five key 
principles were developed in extensive consultation. These five key principles were 
supported by signatories including multiple civil liberties unions, advanced justice 
groups, the Center for Democracy and Technology (CDT), related foundations, press 
and human rights groups from studies conducted of BWCs across fifty police 
departments in the United States of America. As Yu and Cook noted: 
 
cameras could be used to intensify disproportionate surveillance and 
enforcement in heavily policed communities of color. Without carefully 
crafted policy safeguards in place, there is a real risk that these devices could 
become instruments of injustice. (Yu & Cook, 2016, p. 206) 
 
The researcher emphasises that these 5 principles may prove useful for future 
considerations of empirical contextualisation and interrogation of BWCs: 
 
1. Develop camera (BWCs) policies in public with the input of civil rights 
advocates and the local community; 
2. Commit to a set of narrow and well-defined purposes for which cameras and 
their footage may be used; 
3. Specify clear operational policies for recording, retention and access and 
enforce strict disciplinary protocols for policy violations; 
4. Make footage available to promote accountability with appropriate privacy 
safeguards in place; 
5. Preserve the independent evidentiary value of officer reports by prohibiting 
officers from viewing footage before filing their reports.  
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2.6.5 Differing Perspectives 
 
A mixed method evaluation of a pilot implementation of BWC’s in Philadelphia, 
United States of America (Wood & Groff, 2019) drawing upon findings from focus 
groups and surveys indicates that BWC assists in shifting perspectives from ‘he-said-
she-said’ of police whilst maintaining an emphasis that the function of police officers 
remains as ‘guardians rather than warriors’. This is reinforced as a contemporary 
issue as fractious as breaking Fourth Amendment rights in the USA (Blount, 2017) 
when facial recognition aided by artificial intelligence has introduced a defining shift 
for policing in what some describe as a swing away from ‘what the officer reported’ 
to a digitized and automated version of what social anthropologist Alphonse 
Bertillon predicted in 1887 (Bertillon, 1893). 
 
The issue becomes even more complex when we consider how humans are adapting 
to a society in which policing is now embodied as ‘wearable CCTV’ (Brucato, 2015) 
requiring institutional and theoretical perspectives to incorporate sousveillance in the 
form of citizen perspectives and point-of-view. This reciprocity of approach enables 
‘freedom-preserving’ transparency to counteract ‘skewed perspectives’ elucidates 
(Newell 2014, p.32) which Mann (Mann, 2013) extends beyond the criticism of 
‘smartphone journalism’ to a fuller account of reciprocity by all forms of 
Veillance. This is further supported by Healey and Stephens (2017) who state that 
assumptions and concerns (that the researcher observed first hand at the IEEE 
ISTAS’13 Symposium in Toronto, Canada) which were driving public debates about 
Google Glass in 2014, an ethical dilemma in journalism, and later police body 
cameras highlighted as ‘wearable cameras reflect broader cultural tensions 
surrounding race and privilege’: 
 
Public response to Glass has been overwhelmingly negative, while response 
to body cameras has been positive. Analysis indicates that this contrasting 
response reflects a consistent public concern about the dynamics of power 
and privilege in the digital economy. (Healey & Stephens, 2017) 
 
A multitude of viewpoints shifts perspectives from first-person to multiple third-
person points of view according to Fan et al. (2018). Within lifelogging research, a 
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differing emphasis detailed by Delail and Yeun (2015) encompasses user surveys of 
Google Glass which suggests Glass enhances accountability and concurrently builds 
trust, contrary to the perspectives of leading privacy and human rights advocates in 
research literature. With a focus on ensuring privacy to ‘make lifelogging popular’ or 
‘widely accepted among common people’ as extolled by Memon (2014), opponents 
of privacy make few concessions for cultural or individual differences, irrespective 
of ‘privacy-preserving’ frameworks avoiding inadvertent bystander capture for sport 
analytics described by (Johansen et al., 2015). 
 
2.6.6 Educational Endeavours  
 
A head worn BWCs prototype developed by members of Graz University of 
Technology, explores how Audience Response Systems (ARS) in a Bring Your Own 
Device (BYOD) context can be used in combination with head worn displays 
(HWD) such as Google Glass (Ebner et al., 2016). With an indication that Graz 
University has every intention to expand research development in this area, Perry-
Hazan and Birnhack (2018) express that real concerns with emerging issues such as 
privacy as a ‘human right’ are yet to be addressed. This is causing students who are 
now subject to be observed, deflecting and negatively influencing their participation 
in class according to (Ebner et al. 2016, p.33). 
 
With the onset of BWCs in policing, sectors associated in the training of police 
officers (such as the education sector) are also experiencing BWCs proliferation, 
which, in schooling environments (Ing, 2017) engaged for punitive behavioural 
modification elicits high concerns from teacher union bodies. The literature provides 
multiple accounts of where BWC in schools ‘risks turning the students into suspects’ 
or highly contentious deployment of BWCs compromises children in research trials 
as described by (Lloyd et al., 2018). Commensurately, issues of mass surveillance, 
monitoring and tracking implications for children and young people reinforce Taylor 
and Rooney (2016), have increased as a ubiquitous connection to the Internet 
infiltrates social environments and education settings. The likelihood of BWCs being 
used as a result of this ubiquitous learning environment according to Ebner et al. 
(2016) is exponentially increased as these educational organisations and their 
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affiliated corporate sponsors now equip educators and students with BWCs to 
increase ‘educational capacity and capability improvement program’ according to 
(Knight et al., 2015). 
 
From modest research investigations beginning with mobile learning (mLearning) 
(Ragus et al., 2005), the debate on what constitutes educational affordances of 
wearable technologies (Bower & Sturman, 2015) has extended right through to early 
childhood research where sensory tours wearing BWCs are investigated as a method 
to engage children as young as 5 years of age (Green, 2016). The BWCs field now is 
rich with examples of practical application and related research including formative 
prototypes for POV assessment (Stephan Ridgway, 2010), through to integration of 
BWCs in language acquisition as described by (Fitzgerald et al., 2013). 
 
The breadth and depth of future research inquiry and the scope of applications in an 
education and training context is enormous indicates (Chambers et al. 2017) with 
future research combining BWCs and GPS data. Worryingly, the researcher indicates 
there are few accounts of critical public reflections in literature citing response to 
corporate commercial influencing a mandate and regulation swing towards educators 
being required to wear BWCs at all times in a public facing role (Taylor, 2018), 
contrasting with rigorous assessments and ‘holistic frameworks for mobile learning’ 
prior to the proliferation of BWCs (Dyson et al., 2013). 
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2.7 Social Implications of Emerging Technologies 
 
The importance of building into research processes a reflection phase, often 
described as ‘preemptive scenarios’ at the proof-of-concept stage, are critical in the 
development of location aware services (Michael et al., 2011), given technological 
innovations such as BWC now incorporate Geographical Information Service (GIS) 
and enhanced real-time monitoring via Global Positioning Systems (GPS) of the 
device. This in turn provides developers with motion analysis and other sensor data 
which is captured, stored and transmitted, ‘giving off’ data and in turn enabling the 
tracking of living entities, i.e. the user, with many examples of this across peer 
reviewed literature. 
 
As an example, the tracking of individuals using BWCs and the association with 
Facial Recognition Technology (FRT) which breaches Fourth Amendment Rights 
and makes ‘possible screening of the public using real-time FRT’, is explored in a 
study focused on technologically enhanced mass surveillance by (Murphy, 2018). 
Likewise, examples in literature indicate that the elevation in rhetoric of the negative 
effects of climate change from the position of French aristocrat, philosopher, scientist 
and statesman Nicolas de Condorcet could also be considered less optimistically due 
to the intensive tracking through a multitude of technological tools reasons (Kaiser, 
2004), who reinforces the ‘technology-fix argument’ is deficient in reasoning and 
application. 
 
The ‘curative’ national and international raft of policies that governments and their 
elected members use to justify fear driven interventions Kaiser considers as based on 
an oscillating quantification of risk, which, despite the chaos of human technological 
invention, humankind, as Kaiser reinforces has only progressed as a species 
marginally (Kaiser, 2004). This is a reasoned perspective and considered as evident 
in the ethical dilemmas and moral disasters which participants in this research study 
suggest as seemingly likely to repeat themselves with the global rollout of BWCs. As 
elucidated in Chapter 7: Discussion, considering Condorcet's ethics argument, that a 
secured level of life with reasonable standards of freedom, access to welfare, social 
dignity and happiness through knowledge seems unlikely to be matched if the lives 
of generations of humans to come are regressively subject to social cooling as 
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described by (Schep, 2017), mass surveillance (Doyle et al., 2011; Ceccato, 2019) 
and the moral subservience of social credit as presented by (Sapio, 2019; Sapio,  
2017a). 
 
As De Sadeleer posits, the emergence of the Precautionary Principle has 
paradigmatically shifted, “from a posteriori control (civil liability as a curative tool) 
to the level of a priori control (anticipatory measures) of risks” (De Sadeleer, 2002 in 
Kaiser, 2004, p.4). As Weiss states: 
 
The Precautionary Principle is on its way to become a widely accepted part 
of international law. In its basic form, the PP states that action to protect 
human health and the environment against possible danger of severe and 
irreversible damage, need not wait for rigorous scientific proof. (Weiss, 
2003, in Kaiser, 2004, p.4) 
 
Considering the range of responses from research participants in this study, it seems 
reasonable to argue that the ‘beneficial-versus-detrimental’ premise for BWCs needs 
to be upgraded to 'action through deep listening' as described by Jens Korff (2012). 
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2.8 Socioethical Concepts 
 
Central to the researchers immersion through proximal awareness in literature, as 
well as in first-hand experience as Administrator of the Uberveillance website 
(Hayes et al., 2011), the emergent concept of Uberveillance encapsulates a ‘totality’ 
or even a situational awareness of the ‘end game’ for embodied computing as mass 
‘Veillance’ (Ferenbok et al., 2016; Steve Mann, 2013b; Pedersen, 2020). The 
researcher considers, central also to where literature posits humanity subsumed, 
perpetually in waiting as Heidegger posits, ‘enframed’ by technology. Personal 
experiential accounts and professional positions suggest the first ‘wing’ of the 
Uberveillance triquetra ‘Surveillance’ (Hayes, 2010b; Marx, 2015),  joins the second 
being that of ‘Dataveillance’ (Clarke, 2014) and finally the third being ‘reciprocal 
transparency’ as propounded by (Mann, 2005; Brucato, 2015; Mann & Ferenbok, 
2013). 
 
The social implications of BWCs upon any specific part of society (Stephan et al., 
2012) considers as a result of ethical consideration of social implication inherently 
planned or unplanned, as actions which may repeat themselves through time and how 
BWCs ‘play out’ depends on economic, legal, and policy decisions according to 
(DiMaggio et al., 2003). Two overarching themes, ‘control’ and ‘trust’ as described 
by (Abbas et al. 2015, p. 42) which incidentally are predominant through the analysis 
of research participants responses, join ‘privacy’ and ‘security’ (Perusco & Michael, 
2007) then inform the centrality of development as illustrated in Figure 9: 
Socioethical Concepts. This process of consideration for dadirri ‘deep listening’ 
(Ungunmerr, 1988) in turn can be applied to minimise the unintended negative 
consequences of advanced technologies. Notwithstanding, issues of ‘security’, 
‘privacy’ and ‘trustworthiness’ permeate literature where BWCs are interacting as 
‘agent’ with smart infrastructures (Petroulakis et al., 2012; 2013) or where the ‘ethics 
of wearable intelligence’ tradeoff between user and LBS service provider raises 
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Figure 9. Socioethical Concepts incorporating Layer 1; (Michael, 2014; Marx, 2015; Mann, 
2016; Clarke, 2014; Hayes, 2010); Layer 2 (Perusco & Michael, 2007); Layer 3 (Abbas, 
Michael, & Michael, 2014) in ‘The regulatory considerations and ethical dilemmas of location-
based services (LBS): A literature review’ (Australian Research Council (ARC) - Discovery 





The following table provides the direct attributions and correct acknowledgements of 
sources drawn upon to compose Figure 9: Socioethical Concepts.  
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Layer Dimension Attribution 
1 ‘Uberveillance’ Michael, M.G., 2014. From Dataveillance To Uberveillance. In K. Michael 
& M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, pp. 1–17. 
Accessed 22 February, 2020. https://www.igi-
global.com/book/uberveillance-social-implications-microchip-
implants/76728. 
1 ‘Surveillance’ Marx, G., 2015. Surveillance Studies. In International Encyclopedia of the 
Social & Behavioural Sciences. Elsevier Ltd., pp. 733–741. Accessed 22 
February, 2020. http://dx.doi.org/10.1016/B978-0-08-097086-8.64025-4. 
1 ‘Sousveillance’ Mann, S., 2016. Surveillance (Oversight), Sousveillance (Undersight), and 
Metaveillance (Seeing Sight Itself). In 2016 IEEE Conference on Computer 
Vision and Pattern Recognition Workshops (CVPRW). IEEE, pp. 1408–
1417. Accessed 22 February, 2020. 
http://dx.doi.org/10.1109/CVPRW.2016.177. 
1 ‘Dataveillance’ Clarke, R., 2014. From Dataveillance To Uberveillance. In K. Michael & 
M. G. Michael, eds. Uberveillance and the Social Implications of Microchip 
Implants: Emerging Technologies. IGI Global, pp. 18–31. Accessed 22 
February, 2020. http://www.rogerclarke.com/DV/DV13.html. 
1 ‘Triquetra’ Hayes, A. (2010): Uberveillance: Triquetra. As cited in 2014. K. Michael & 
M. G. Michael, eds. Uberveillance and the Social Implications of Microchip 
Implants: Emerging Technologies. IGI Global, Figure 2. pp. Xxx. Accessed 
22 February, 2020. https://doi.org/10.6084/m9.figshare.3436361.v. 
2 ‘Control, Trust, 
Privacy, 
Security’’ 
Perusco, L. & Michael, K., 2007. Fig.3. Control, Trust, Privacy and 
Security: Evaluating Location-Based Services. IEEE Technology And 
Society Magazine, (Spring 2007), pp.4–16. Accessed 22 February, 2020. 
https://ro.uow.edu.au/infopapers/521. 
3 ‘Location Based 
Services’’ 
Abbas, R., Michael, K. & Michael, M.G., 2014. The regulatory 
considerations and ethical dilemmas of location-based services (LBS): A 
literature review. Information Technology & People, 27(1), pp.2–20. 
Accessed 22 February, 2020. https://doi.org/10.1108/ITP-12-2012-0156. 






Body, Rules & 
Norms’ 
Abbas, R., Michael, K., Micheal, M.G., 2015. Fig.1. Using a Social-Ethical 
Framework to Evaluate Location-Based Services in an Internet of Things 
World. International Review of Information Ethics, Berkeley Electronic 









Abbas, R., Michael, K., Micheal, M.G., 2015. Fig.1. Using a Social-Ethical 
Framework to Evaluate Location-Based Services in an Internet of Things 
World. International Review of Information Ethics, 22(12), pp.42–73. 





Abbas, R., Michael, K., Micheal, M.G., 2015. Fig.1. Using a Social-Ethical 
Framework to Evaluate Location-Based Services in an Internet of Things 
World. International Review of Information Ethics, Berkeley Electronic 
Press Selected Works. 22(12), pp.42–73. Accessed 22 February, 2020. 
https://works.bepress.com/kmichael/536/. 
Table 9. Socioethical Concepts: Attributions and acknowledgements.  
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Notwithstanding, issues of ‘security’, ‘privacy’ and ‘trustworthiness’ permeate 
literature where BWCs are interacting as ‘agent’ with smart infrastructures 
(Petroulakis et al., 2012; 2013) or where ‘ethics of wearable intelligence’ tradeoff 
between user and LBS service provider raises questionable use of data use as 
described by (Tuovinen & Smeaton, 2019; Winner, 1993). Numerous other models 
and frameworks differ from that proposed by Abbas however, with a careful 
examination of the key components to the peripheral ‘moral’ aptitudes of a human 
society including religious beliefs, cultural values and structures, as well as ethical 
‘fairness’ as described in ‘Using a Social-Ethical Framework to Evaluate Location-
Based Services in an Internet of Things World’ (Abbas et al., 2015 p.42) this seminal 
work by Abbas, pivots the centrality of human activity as the most valued ‘actor’. 
 
This conceptualisation conflicts theoretically with a Technological Singularity, and 
likely creates great friction with the premise of the emergent Uberveillance as it 
suggests that a sentient living entity is protected from maleficence by both 
information ethics and sociality. This is particularly evident when employing 
typology such duty, responsibility, risk, harm, benefit, rights, respect synergistic with 
the study of socio-ethical implications of BCW technologies by Kelly et al. (2013) 
and as will be described in the discussion, commensurate with the views of 
Yunkaporta (2009), Poelina (2018a) and McDuffie (2019). 
 
2.8.1 Gap in Literature 
 
Rhetorical use of the term ‘gap’ between human social, physical and cybernetic 
factors on a trajectory of merging with ‘smart objects’ purport (Jóźwiak, 2017; Cirani 
& Picone, 2015) become apparent as billions of smart objects including BWCs are 
deployed in the human built environment, which considered from a ‘web of Things’ 
perspective is ‘the stuff of nightmares’ contend Taylor and Michael (2016). 
 
A review of the literature broadly supports the conceptual notion of human-machine 
symbiosis in many cases, yet Michael (2015b) warns that assuming BWCs as an 
‘actor amongst actors’ being ‘smarter’ than those assigned to be wearing them as 
Martin Heidegger (1977) warns also, is to accept that humanity is not only being 
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‘enframed’ by technology but one step closer in ‘standing-reserve in waiting’ to be 
used by it according to (Rogobete, 2015). 
 
Knowledge ‘gaps’ (as differentiated from outright and willful ignorance) across 
existing and ongoing BWCs research raised in a report issued by the Center for 
Evidence-Based Crime Policy (Lum et al., 2015) pitching that existing, ongoing and 
future research questions for law enforcement specific use require differing ‘lenses’ 
to benchmark officer behaviour, officer attitudes, citizen behaviour, citizen and /or 
community attitudes, investigations, organisational concerns and national prevalence. 
Significantly, no mention of cultural impact considerations nor impact on cultural 
practices due to BWCs are evident in this mid-period review report other than in a 
consultative capacity meeting specific objectives and policing benchmarks. 
 
Final reports from smaller scale pilot projects such as the Edmonton Police Service 
Body Worn Video Pilot Project (Anon, 2015) differ markedly from massive, whole-
of-nation task force reports such as that of United States of America Justice 
Department (2015) which reinforce the need for cultural transformation of policing 
that (1) celebrates diversity; (2) is culturally responsive; (3) acknowledges cultural 
backgrounds; (4) confronts cultural bias and (5) addresses issues of culturally 
discriminate profiling. Yet again, no direct or specific associations with BWCs as to 
how these virtues are being successfully addressed in a cross-cultural or transnational 
comparison are evident in these reports despite numerous contentions with BWC use 
raised repeatedly by privacy and victim advocate groups all over the world. 
 
The knowledge gap and subsequent main contentions when examining BWC in 
research literature according to Brucato (Brucato, 2014; Brucato, 2015) are that 
BWCs still occupy a liminal position in the broader wearable computing discourse 
due to questionable ethics of those in role as observer. In turn this is compromised by 
affiliation with financial beneficiaries to the detriment of integrity of BWC research 
investigation, who profit despite the fact that: 
 
BWCs have not had statistically significant or consistent effects on most 
measures of officer and citizen behaviour or citizens’ views of police. 
(Malm, 2019, p.119) 
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The resultant gap in knowledge can therefore also be attributed to a lack of 
interdisciplinary and lack of intercultural consultation, maintaining cohesion and 
enforcing parameters for ethical research into BWCs which is indicative of a 
research topic in a volatile state of flux, with inconsistent results and research gaps 
reiterates Malm (2019): 
 
To date, there are too many different outcomes measured in different ways in 
different individual departments, with too little agreement as to the critical 
dependent and independent variables. In the future, individual agency studies 
will have to make a less idiosyncratic contribution to the BWCs canon. 
(p.126) 
 
Available literature with a BWCs focus is constrained due to a limited and 
predominantly techno-centric orientation (Lum et al., 2019a; Strom, 2017) and yet in 
the rush for rapid diffusion of BWCs balanced by claims of ‘increased numbers of 
studies’ (Malm, 2019), the rollout of a global technological artefact of innovation in 
policing is now being deployed ‘for the safety and well-being of others’. An example 
of this is in secondary schools, according to Ing (2017), where across the United 
States of America and the United Kingdom despite an obvious lack of 
interdisciplinary rigour with a lack in focus, if not outright irresponsibility, there is 
ignorance of BWCs as the antithesis of intercultural emancipation and autopoiesis. 
 
Nor does the literature reviewed comprehensively appraise BWCs as embodied 
‘agents’ that trigger psychosocial dissent in culturally sensitive locations despite the 
literal mountain of literature extolling the predominantly social and technical benefit 
and utility of BWCs. 
 
A seminal paper titled ‘Is It Recording? Racial Bias, Police Accountability, and the 
Body-worn Camera Activation Policies of the Ten Largest U.S. Metropolitan Police 
Departments in the USA’ by Julian R. Murphy, now Criminal Appeals Manager at 
the North Australian Aboriginal Justice Agency in Australia is the strongest source 
of literature which triggered this focus of gap knowledge in this literature review. 
The works of Murphy (Murphy, 2019) contrast sharply with claims of ‘swift justice’ 
and ‘increase in the number of early guilty pleas’ from policing with BWC in 
hansards of the Parliament of Western Australia (Godfrey & Harvey, 2016). This 
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demonstrates a definitive gap in cultural cohesion, social and ethical impacts of 
mandatory detention, racial profiling and predictive policing already associated with 
BWC (Strom, 2017). 
 
Of great interest to the researcher is the definitive lack of research and resulting gap 
in knowledge of how BWCs have impacted upon Aboriginal communities in 
Australia or indeed for that matter First Nations peoples from around the world, with 
very few accounts of the need for transformative intercultural learning (Mackinlay & 
Barney, 2014). Of those who do make their perspective known as a counteract to 
common discourse on BWCs, is Aboriginal woman Mikaela Jade who states that by 
decolonising pedagogy, an improved social and technical opportunity arises for 
Aboriginal communities (Mikaela Jade, 2014d). Ethical development of technologies 
cognisant of human rights violations, regulation and national security emergent 
BWCs as CCTV is also deeply investigated by Bronitt and Michael (2012).  
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2.9 Summary 
 
The literature review provides for a cogent insight into existing BWCs studies, 
contentious issues, challenges for humanity and a multitude of perspectives, broadly 
representative of the scope of this investigation. 
 
A carefully crafted and implemented search strategy through leading and reputable 
sources revealed that the scope of the investigation was of a sheer magnitude only 
limited in time, an investigation of utmost importance in a contemporary and global 
context. Through a developed argument coupling contextual factors with direct 
associations in a theoretical context, the ensuing conceptual framework which 
examines human activity as central to an examination of BWCs as a technological 
phenomenon lends itself to a research design based on an examination of human 
participants in an ethnography. An examination through critical discourse analysis 
reveals power relations, social constructions and the many differing technical 
perspectives which availed the researcher the opportunity to engage freely with 
experts in modus aligned with Grounded Theory. 
 
An extrapolation of contemporary challenges drawn out of the literature reveals a 
paucity of developed arguments which focus on social impact and ethical studies, 
much of the literature swamped with justifications for rollout of BWCs across law 
enforcement or social engineering such as lifelogging which some sources claim as 
willfully negligent of privacy. The social implications of these emergent technologies 
are then examined as to strong examples of precautionary practice, yet again, a 
scarcity of longitudinal studies suggests a climate of reactionary ‘catch-up’ lead by 
corporate profit motivations, free market forces, lack of regulatory control and an all-
out assault on law and order, cognisant that BWCs are repeatedly located and 
described as the answer for social cohesion and as the panacea for crime. 
 
The development of a ‘Socioethical Framework’ is a summation of the most valuable 
elements of literature, prefacing a consideration by the researcher prior to engaging 
with participants, by supposition and through the emphasis of literature exploring 
how humanity can consider the advent of this technological innovation, not simply 
defined through whether it is of benefit or in a binary position conversely as a 
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detriment to humanity. The resultant gap in the literature suggests that this research 
inquiry is an important contribution as research participants who are experts in their 
professional roles and with their personal experiences can enhance and close the 
knowledge gap. The researcher also, as participant observer brings long term 
understandings of BWCs forward through various accounts in roles and through 
engaging in stakeholder group communities, contributing in their accounts as 
empirical evidence, in turn building a source of valuable literary juxtapositions to 
existing sources.  
 
  113 
3.0 RESEARCH DESIGN 
 
This chapter details the planning and implementation strategies for a large-scale 
ethnographic research investigation involving contact with hundreds of human 
participants spread across four continents. 
 
A methodological approach with benchmarks of review at the completion of each 
research phase provided a surety of engaging experts as human participants with 
consent in semi-structured interviews, attaining empirical data though structured, 
methodologically sound and sustainable research practices, serving as a replicable 
modality for future research investigations. The breadth of experience and cultural 
diversity across all eight stakeholder groups required accommodating different 
needs, careful planning, supports and well-rehearsed mitigation plans, all of which 





The manner in which to engage with experts, perform analysis of their accounts in 
conversation and compose interpretations were determined as requiring supervision 
ensuring quality assurance through a process of daily emails and weekly face-to-face 
meetings. Further fortnightly and monthly reviews of progress as well as a 
compulsory annual review with the Supervisor was completed in conjunction with 
various personnel within the Engineering and Information Science faculty at the 
University of Wollongong, NSW Australia. 
 
In this chapter, the structure for conducting the research investigation, the 
methodological approach, the manner in which observations would be conducted, 
data collection, data management and data analysis are described with an emphasis 
on the contiguousness of process. This chapter also provides a comprehensive review 
of differing event circumstances and alternative approaches to engaging research 
participants as detailed in the Higher Degree by Research Ethics (HREC) 
application, amendments and review. 
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3.2 Study Setting 
 
The Supervisor and the researcher were primarily and geographically situated at the 
University of Wollongong, Wollongong Campus, New South Wales. Exceptions to 
this base for investigation include research activities at the Aalto University, Finland, 
in the Media Lab, Helsinki Campus under the supervision of Professor Teemu 
Leinonen in February 2013 in an official role as a six week Visiting Researcher. In 
the same month the researcher was also granted a Professional Associate role at the 
INSPIRE Centre, University of Canberra, Australian Capital Territory (ACT) for one 
(1) year commencing in November 2013. 
 
During the period of the research investigation the researcher conducted research 
activities in seven (7) main geographical locations: (1) Wollongong, NSW Australia; 
(2) Helsinki, Finland; (3) Canberra, ACT, Australia; (4) Washington DC, United 
States of America; (5) Toronto, Canada; (6) Broome, Western Australia and (7) 
Perth, Western Australia. 
 
The researcher also engaged with participants and their stakeholder communities, 
accessed literature via online institutional repositories as well as managing consistent 
communications with research participants and the Supervisor from remote locations 
via the Internet. A comprehensive overview of all participation at events attended by 
the researcher are provided in Chapter 4, Table 13: Researcher Events Attendance.  
All roles that the researcher was awarded or in fulfilment as a contractor, employee, 
volunteer or as an intern are provided in Chapter 4, Table 14: Researcher Roles. 
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3.2.1 Unit of Analysis 
 
For absolute clarity, this research investigation examines BWCs through the accounts 
of participants in collective lived experience, their human reality part of a broader 
social and cultural mediated system. Social activities affecting their decisions and 
motivations are considered by the researchers as synonymous with Grounded 
Theory, encapsulating a study of human activity as the unit of analysis (Russell, 
1998; Kuutti, 1996) which, as a meta-theory and framework encompasses the 
theoretical alignments of the stakeholder group they cohabit. 
 
In reiteration, the researcher reinforces that the research investigation seeks to 
answer the main research question using both primary and secondary data including 
empirical evidence from experts. 
 
1. What are the social and ethical implications of body worn computers, 
specifically BWCs for humanity?  
 
Research participants in both professional and in public settings are then situated as 
comparably aligned with position of Katherine Hayles (2014) who in discussion with 
Holger Pötzsch (2014) regarding deconstruction of the liberal humanist subject 
asserts that as an idea, techno genesis determines human beings and technologies as 
coevolving together, reinforcing, “we cannot draw a clear ontological distinction 
between human beings and their technical surroundings” (Pötzsch & Hayles, 2014, 
p.96)  
 
This co-evolving position of humans and their technologies is confirmed through 
dialogical accounts of BWCs yet in a contemporary, theoretical and ethnographic 
context are considered as antecedents to digital techno genesis in the context of 
‘human labour’ as described by Bonnie A. Nardi (Ekbia & Nardi, 2017) now subject 
to hetromation, computing and capitalism: 
 
A new division of labor between machines and humans, in which people 
provide value to the economy with little or no compensation. (Ekbia & 
Nardi, 2017) 
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3.2.2 Theoretical Alignment 
 
The literature review demonstrates that an eclectic range of theories and empirical 
studies could be used to describe the historical development and current diffusion of 
BWCs as an innovation (Rogers, 1983). These include Connectivism (Siemens, 
2004), a learning theory for the digital age encompassing and promulgating BWCs in 
a pedagogical context. A lack of contiguity in theoretical alignment led the 
researcher to investigate subjective constructions of account through ethnography, 
differing from that of the practice, where the protagonist engages with participants 
directly using BWCs, identifying Subjective Evidence Based Ethnography (SEBE) 
as described by (Lahlou et al., 2015). 
 
The researcher aligns this research investigation similarly with SEBE studies, yet in 
observance of SEBE as a framework and methodological approach, this research 
investigation advantages BWCs studies by incorporating additional culturally 
empathetic alignments which may advantage SEBE practitioners in return. A 
discordant challenge to classical theoretical associations are clear in the literature 
which interrogates and deconstructs technological or economic determinism, but also 
as Giddens in (Rammert, 1997) describes, the interrogation of the social construction 
of technology (SCOT) must now occur agrees Prell (2009) and be examined as social 
evolution, where cultural diversity and a now digitally networked public occur in a 
global context because of the Internet. In seeking to better understand the ‘world of 
human experience the reader is presented with the life-world stories of participants 
and must consider appraisal of participants as members of communities, nations and 
human society as representative of one amongst many nodes Prell (2009) in the 
wider social construction of culture. 
 
To conduct that appraisal authentically, the phenomenon of wearable computing as a 
scientific investigation requires deep listening and application of long-established 
ethical accords according to Ungunmerr (1988) and Unger (1986), cognisant of 
cultural diversity and respectful of the range of research participants experiences and 
knowledge of BWCs. 
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Using a ‘toolbox' of research methods, as recommended by Tacchi et al., (2003, in 
Dujardin, 2013, p.3), the researcher combined classic ethnographic methods and 
tools to ‘capture’ observations by engaging and retaining semi-structured interviews 
as audio recordings. Classic ethnographies often witness participants in their local 
settings, so, in consideration of the fact that many of the participants were not always 
in that setting, this required the researcher to immerse themselves for considerable 
amounts of time in communications with the participant, in turn leading to an 
understanding of the issues and cultural challenges within their respective 
communities. Ethnographic Action Research (EAR) as observed by Dujardin (2013) 
although not a technologically determinist approach, as an alternative research design 
is much like Participatory Action Research (PAR). The motivation for the researcher 
in role though, as a characterisation of development of that community though was 
not the primary mode of research in this ethnographic investigation. 
 
Whilst a ‘learning by doing’ or ‘learning to do it by doing it’ actionist engagement 
which aligns with the works of Paulo Freire (Freire, 2012; Poelina, 2012) underpins 
the democratic behaviours and motivations of the researcher, the value of an often 
intense one-on-one verbal and non-verbal exchange about BWCs with participants 
often resulted in a candid response to questioning, revealing fears that BWCs 
threaten humanity with a common belief that BWCs disconnect the carrier (human) 
from any new awareness of ‘self ’and are effectively disconnected from participatory 
‘effective listening’ (Hart, 2018).  
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3.2.3 Strategic Approach 
 
The advantages of using participatory observation, synonymous with Participant 
Observation as an approach over other methods of data collection became apparent 
when the goal of the research investigation was considered as a way to better 
understand how to resolve the research problem, “through the behaviours, intentions, 
situations and events as understood by one’s informant” (Kawulich, 2005, p.6). 
 
The key purpose of this participatory approach, which includes the researchers own 
behaviours in role gaining an emic perspective, was to immerse through events in an 
authentic contribution as an active listener, so that, “both sides benefit from the 
research process” (Bergold & Thomas, 2012). The disadvantages of this approach 
though are apparent when feedback from participants as informants indicated that 
‘making public’ the identities of the research participant could be considered as a 
confrontational, breach of privacy, cultural mistake or in and of itself an issue 
influencing the manner and quality of response from a participant. 
 
As highlighted by Srinivasan (2006) and Kozinets (2015), within the situated realm 
of cultural politics, ethnographies divulge, “how cultural identities, representations, 
and ‘imaginaries’ are ‘remade, subverted, communicated and circulated through 
individual and collective engagement with digital technologies’” (Srinivasan, 2006, 
p. 510 in Kozinets 2015, p.25). 
 
The need to conduct these activities which involve human participants required 
adhering to research ethics conduct and in the selection of digital tools and 
observational instruments, a methodological approach embracing the full dimensions 
of digital ethnography, that of a Netnography. Conversely, as this thesis will show, 
“participatory research is always in danger of being used by very different parties for 
purposes that contradict its postulated fundamental concept” (Bergold & Thomas, 
2012, p.103). 
 
Strategic scientific inquiry, especially when the researcher is situated as participant 
observer during conferences, workshops or colloquium required a stealth approach to 
ensure results are empirically and relationally reproducible, with results only valid as 
a contribution in this field upon peer review. 
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Tracking BWCs as a technological artefact and contributor as ‘actor’ (Prell, 2009), 
arguably positions BWCs from a decidedly interpretivist perspective of human 
expert knowledge and lived experience. This research inquiry therefore positions 
human activity as central to the investigation encompassing concepts such as ‘social 
group’, ‘interpretive flexibility’, ‘closure’, ‘stabilisation’, technological frame’ and 
‘social inclusion’. Theoretical alignment for this research inquiry is also illustrated 
through the research heuristic of Social Construction of Technology (SCOT), the 
premise of cognitive Constructivism (Larochelle et al., 2007; Mackenzie & Knipe, 
2006; Bijker et al., 2012) contrasting sharply with the reductionist theory of 
technological determinism as discussed by Postman (2011). 
 
Technological determinism (TD), simply put, is the idea that technology has 
important effects on our lives. This idea figures prominently in the popular 
imagination and political rhetoric, for example in the idea that the Internet is 
revolutionising the economy and society. (Adler, 2006) 
 
As a participant observer, the researcher cohabited with differing stakeholder groups 
through Communities of Practice or online forums, engaging in professional settings 
with participants and by then recording findings via a reflexive ethnography 
(Burawoy, 2003) the human and non-human causal agency underpinning the BWC 
debate was revealed. As experts, all participants identify the benefits and detriments 
of BWC for humanity, then as informants often described through the lens of 
dynamic actor relationships (Muniesa, 2015; Sayes, 2014) how these contribute to 
the BWC power differential (Foucault, 1982; Gibson et al., 2014) in discourse. 
Participants also explicitly differentiated between their personal or professional roles 
answering the researcher’s questions from the perspective of an organisational 
affiliation and/or describing their knowledge of BWCs from personal lifeworld 
experience. Most participants chose to interrogate these questions in conversation, 
using a range of voices, often building upon questions with historical recounts of the 
impact and the socioethical implications of BWCs for humanity (Abbas et al., 2015). 
 
The principles of Grounded Theory (Glaser, 2016; Chun Tie et al., 2019) 
conveniently inform the ‘how to’ of this ethnographic inquiry and as participant 
observer (Lichterman, 2017; Spradley, 1980) a qualitative analysis of ‘what’ impacts 
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BWCs have on global society and ‘who’ the participants state are most responsible in 
this contemporaneous discussion influence the written expressions of the researcher 
as interpretations. 
 
A qualitative approach as a participant observer (Spradley,1980) was determined as 
the most integral and empirically defensible method through which to gain the 
perspectives of research participants in their lifeworld. The decision to conduct this 
investigation as an ethnographic study anchoring conversations and active listening 
through semi-structured interviews was considered central to addressing the research 
problem. Whilst this research also may be considered aligned with what protagonists 
of Participatory Learning and Action (PLA) (Bergold & Thomas, 2012; Thomas 
2004) described as ‘an ever-growing toolkit of participatory and visual methods with 
natural interviewing techniques’ the researcher insists that this research investigation 
did not seek to, “… promote the active participation of communities in the issues and 
interventions that shape their lives” (Thomas, 2004, p. 1). 
 
In moderate participation mode, using Participant Observation (PO) as described by 
Kawulich (2005) the researcher did bring forward the social relations across differing 
stakeholder groups and by analysis also the concrete cultural context, similar to many 
empirical studies detailed in the literature review. As a qualitative method, the 
researcher considers PO uncovers an experiential dialogical account of the research 
of participants professional and ethical personal experience (Mathews, 2012; 
Nielsen, 1990), with interpretations then presented in a narrative derivative of 
conversation which is considered the strength of this research study. Bronisław 
Kasper Malinowski, anthropologist and ethnographer, who also studied at the 
London School of Economics (LSE) and well known for his highly methodical and 
well theorised approach to the study of social systems, as a structural functionalist 
(Morphy, 1994), is of interest in the context of this research of BWCs, given that 
‘film’ as an artefact is central to the observations which lifelogging and other forms 
of subjective image capture align in this research investigation. Unlike Subjective 
Evidence Based Ethnography (SEBE) (Lahlou et al., 2015) though, a diverse body of 
experts account, by audio recording only informs the researcher of their 
interpretation of the social and ethical impacts of BWCs. 
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The manner in which the researcher conducted these ‘interviews’ across a broad 
range of stakeholder groups, transcribing, analysing and assigning a Digital Object 
Identifier (DOI) upon their deposition as data, also provides an empirically verifiable 
human account of these perceptions in conversation. Using the logic of Grounded 
Theory as detailed in Chapter 3:Research Strategy, it is clear that this 
methodological approach and grounded account of researcher and participant 
activities is not limited to discussions of BWC as technological artefact, rather rich 
descriptions of an artefacts driving a social phenomenon with computational nuances 
of form, rapidly evolving functions and an undeniable myriad of commercial 
applications. 
 
A limited number of case studies grounded with theoretical nuances, which the 
researcher likens as constructionist research as described by Charmaz (2008) in a 
contemporary context, when extrapolated, dissected and analysed offer important 
insights into the ‘real-world’ of BWCs in action. 
 
3.2.5 Knowledge Synthesis 
 
To attain an understanding of BWCs through knowledge synthesis of literature the 
seminal work ‘Organising Knowledge Synthesis: A Taxonomy of Literature 
Reviews’ by H.M. Cooper (1988) provided strong organisational principles with 
which to categorise peer reviewed and grey literature. 
 
A reference management system (RMS) aligning characteristics with organisational, 
positional, experiential, intentional and relational categories successfully provided 
order to an otherwise burgeoning mass of sources. 
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Characteristic Category 1 Category 2 Category 3 Category 4 Category 5 
Background Terms Concepts Topics Themes Issues 
Organization Historical Chronological Methodological Thematic Conceptual 






Perspective Neutral Espousal of Position Counterargument - - 


















Audience Specialised Scholars 
General 





Table 4. Knowledge Synthesis Identifier: Organising Principles for Literature Review as an 
adaptation of ‘Organising Knowledge Synthesis: A Taxonomy of Literature Reviews ’by 
H.M. Cooper (1988). 
 
With a huge range of models through which to structure this investigation of a 
contemporary phenomenon, the researchers chose to evaluate location based services 
using a socioethical framework by (Abbas et al., 2015) and the accounts of experts 
together in a narrative and grounded theory process, informed also by Activity 
Theory (AT) (Kuutti, 1996). 
 
The identifiable gap in literature highlighted a need for an interdisciplinary approach 
to the research investigation to bring forward ‘voices’ which are currently lost in 
translation as statistics without expression, characteristic of science which aligns 
development primarily with economic outcome. The challenge of this thesis was 
therefore easily identified as grounded in ethnography, with a determination to 
identify the key attributes of a socio-ethical framework through which to evaluate 
social impacts and ethical implications of BWCs. Despite indications from literature, 
 
  123 
this research study presents a richly described range of accounts of BWCs as a fast 
changing technological phenomenon, and via a qualitative approach discerns from 
data collected broad emergent patterns, in turn produced a limited, quantifiable, yet 
reproducible coding schema and a diverse taxonomy which evolved into a 
comprehensive Lexicon available for review at Appendix: Lexicon. 
 
It must be noted that a contingency based evaluation process which employs a range 
of methods to synthesise and ‘make meaning’ from data collected, clearly 
demonstrated that BWCs as a contentious topic requires inquiry far beyond the scope 
of this research investigation. 
 
3.2.6 Goals & Limits 
 
By establishing organising principles and set parameters with which to conduct each 
phase of the research investigation, the identification of set goals and limits were 
necessary as the potentiality for undue lines of inquiry was determined as a risk for 
completion of each phase in a timely manner. 
 
The established goal of the study was determined as: (1) identifying central issues 
with BWCs through literature; (2) developing a critical position and then; through 
counterargument (3) to common discourse compared with the accounts through 
extensive consultation with experts. A review of the literature identified that 
references could not be limited to, nor solely derived from, contemporary research 
alone, rather grey literature including key innovations, engineering development, 
industry and consumer GIS and LBS applications as well as the expansion of IoT 
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3.3 Research Investigation Structure 
 
The structure of the thesis is commensurately aligned with the process orientation of 
seven chapters which follows a traditional chronology, then as detailed in Figure 1. 
Research Investigation Structure - Excerpt 1, the use of narrative brings together data 




Figure 1. Research Investigation Structure - Excerpt 1 (full process at  
#1.4.1 Research Design: Structure). 
 
In articulating the purpose of the research inquiry, in the prior chapter ‘Literature 
Review’ substantiated gaps, then informed; (a) the research strategy; (b) type of 
investigation; (c) technology types; (d) levels of required researcher interference; (e) 
study setting; (f) the core unit of analysis; (g) the unit of observation and ways in 
which to investigate the; (h) state of action and; (i) stakeholder investment. The 
researcher determined that the investigation would best include human accounts of 
the research topic, acknowledging that, “cultures, as shared systems of meaning and 
practice, shape our hopes and beliefs; our ideas about family, identity, and society; 
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our deepest assumptions about being a person in this world” (Boellstorff et al., 
2012).  
 
A literature review searching scholarly databases for subject related peer reviewed 
data coincided with an iterative search of non-peer reviewed and grey literature in the 
Netnography process, identifying the contextual factors and components by 
theoretical persuasion culminating in visualisations as figures through a conceptual 
and a theoretical framework. Contemporary challenges could then be articulated and 
most importantly a determination made as to what research design component were 
required.  
 
In summary, the research design including methodological approach then 
determined the process of observations and stakeholder engagement which firstly 
required obtaining human ethics clearance. That exhaustive process commensurately 
informed how a conceptual and thematic analysis would be obtained from empirical 
data analysed. An observational study in which the researcher as participant observer 
engaged with individuals, stakeholder groups and online communities in role and 
events was collated as primary data, a reflexive research journal, photography, 
videography and audio recording used to document secondary activities as well as 
semi-structured interviews and conversations. 
 
An analysis of primary and secondary data using a range of Qualitative Data 
Analysis Software (QDAS) was then employed in addition to comparing, contrasting 
and interpreting the key concepts raised in observation and reflective feedback from 
the research participants.  
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3.3.1 Ethics Application 
 
The Supervisor, Professor Katina Michael and the researcher made an application in 
August 2012 to the Human Research Ethics Committee (HREC) through the 
University of Wollongong (UOW) to conduct the research project which was at that 
point titled ‘Location Enabled Body Wearable Technologies in the Education 
Sector’. 
 
The first research project application was submitted and signed under clauses of 
confidentiality to the Human Research Ethics Committee of The University of 
Wollongong written up solely by the Researcher, detailing the project with a written 
response identifying the project number HE12/374 received soon after. The initial 
duration of research sought to conduct the research project was between October 
2012 to December 2013 and a detailed summary of the full research application 
process including all changes and subsequent amendments can be found in Appendix: 
Research Ethics Application 
 
3.3.3 Organising Principles 
 
Using a Grounded Theory approach, an articulated process of collecting, collating 
and analysing data in differing forms, or ‘mapping’ was decided upon as a 
methodological approach in the PhD research application. 
 
By integration of the research investigation ‘stages’ an organisational framework as 
described by Randolph (2009) was considered and proved useful in application, 
comprised of core research principles primarily informing how the researcher 
conducted the Literature Review. This process applied in conducting the literature 
review is considered by the researcher as the ‘corner stone’ upon which all other 
aspects of the research investigation rely. In essence, the six stages of the 
‘Integration of Research Stages: Conducting A Literature Review’ as described in 
Table 4, also served as key informants in the manner in which the Netnography 
process was conducted i.e. methodical, integrated and contiguous. 
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Drawing upon recommendations by Randolph (2009) and Jensen (2015), a 
delimitation of the research problem was informed firstly through a Literature 
Review conducted in six stages, ensuring the centrality of the Literature Review 
closely aligns with the ‘phases’ involving observations. A research problem 
formulation then begins with an examination of social and ethical impacts of 
wearable visual and audio computing technologies situated across different domains, 
differing geographical regions, cultural and industry stakeholders’ types.  
 
Data collection was conducted using a Reference Management System (RMS) to 
store, sort, tag, manage, annotate and evaluate data collected. This process facilitates 
data analysis, interpretation of results and public presentation as described in Table 
5. Integration of Research Stages: Conducting a Literature Review.  
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STAGE 1 - CONTEXTUAL FACTORS 
Conduct Identify contextual factors informing problem formulation; locate relevant research; collate definitions and key terms; compile a Glossary informing research topic. 
Review 
Question - What evidence will be included or excluded and why? 
Functions - Which distinguishing features were used to sort studies and rank relevancy? 
Variables - What operational differences versus similarities exist?  
Evaluation - How will conclusions expand upon research goals and findings? 
STAGE 2 - SCOPE & LIMITATIONS 
Activity Use Search Strategy to guide the data collection; conduct searches for peer-reviewed data via scholarly databases and non-peer reviewed Internet accessible data. 
Review 
Question - What processes and procedures will be used to find relevant evidence? 
Functions - How will sources of literature be selected based on relevancy? 
Variables - What key differences are evident across sources of information? 
Evaluation - What differences exist between studies samples and target populations? 
STAGE 3 - THEORETICAL FRAMEWORK 
Activity Critically evaluate data by summary; provide overviews of studies, identify key figures, theories informing a Theoretical Framework. 
Review 
Question - What evidence will be included in the literature review? 
Functions - How will validity criteria be applied? 
Variables - What are the differences in quality and value of data collected? 
Evaluation - How will exclusions and omissions affect results? 
STAGE 4 - CONTEMPORARY CHALLENGES 
Activity Identify and expound upon unresolved issues and challenges by analysis and interpretation; identify new concepts then cluster; identify emergent themes. 
Review 
Question - What processes and procedures inform the assessment of entire data corpus? 
Functions - How will valid and selected data be synthesised and titrated? 
Variables - Which rule of inference will premises be analyzed with to reach conclusions? 
Evaluation - How will and patterns be highlighted and irrelevant ‘noise ’filtered? 
STAGE 5 - GAP IN LITERATURE 
Activity Identify and summarise significant gaps in the literature; create a gap statement; compose public presentation of potential future research inquiry. 
Review 
Question - What information is most important for presentation if focus findings? 
Functions - Which editorial processes will filter findings by importance?  
Variables - What value statements inform editorial decision making ? 
Evaluation - What review procedures were applied to ensure replicability of conclusions ? 
STAGE 6 - SELF EVALUATION 
Activity Self-assess Literature Review using Boote and Biele’s Literature Review Scoring Rubric, Refine to ensure the centrality of the Literature Review; Report. 
Table based on ‘A Guide to Writing the Dissertation Literature Review’ by Justus J. Randolph (2009) 
 
 
Table 5. Integration of Research Stages: Conducting A Literature Review: an adaption of ‘A Guide 
to Writing the Dissertation Literature Review’ by Randolph (2009).  
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3.4 Preparation 
 
Within this section the search strategy that was employed to seek resources from 
reputable sources is described, as well as the manner of how search activities were 
undertaken. A detailed description of search parameters is then described indicating 
the breadth and scope of the preparation undertaken to source high quality resources 
from scholarly and other sources. 
 
3.4.1 Data Management 
 
Prior to conducting a Literature Review, a rigorous environment scan including 
sources recommended by Francese (2012) identified a suite of Reference 
Management Systems (RMS) within which to store, annotate and describe peer 
reviewed literature gained through cumulative search inquiries of scholarly 
databases. 
 
Type Provider Settings / Description 
Reference Manager Paperpile Private collections, research articles repository, reference management metadata, services API 
Document Manager Scrivener Stand-alone application, notes, tags, groups, document outline 
Bookmark 
Manager Diigo 
Online website bookmarking coding, sorting and PDF 
annotation 
Transcription F4 Analyse Transcribe, notes, nVivo coding 
Content Analysis Atlas.Ti 
Qualitative document analysis - segmentation and 
coding,  
writing, and visualization of linkages 
Visual Analysis Leximancer Visual schematics depicting text analysis outcomes 
 
 
Table 6. Research Inquiry: Data Management, platforms and services selected  
to conduct the research investigation.  
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An environmental scan and selection of the RMS service supported iterative 
Netnography activities as described by (Bowler, 2010), a methodological approach to 
securely access, store and retain Internet accessible peer-reviewed and non-peer 
reviewed data as identified throughout the entire research project lifecycle. Research 
software and offline services such as EndNote, Papers and Zotero were tested and 
reviewed over a two-year period in conjunction with Microsoft Word and Apple 
Pages.  
 
A number of other online commercial applications such as Mendeley, RefMan and 
ReadCube were also tested and by comparison the Paperpile online service and 
article annotation tool proved to be the best solution as a bibliographical, integrated 




A selection of electronic platforms of communication using services which assured 
privacy of the participants engagements was considered crucial, encompassing 
discussions with the Supervisor about ensuring participant privacy, ensuring every 
carrier nominated for approval met HREC guidelines. 
 
Type Provider Settings / Description 
Telephone Telstra Private telephony; research participants; Chief Investigator 
Email UOW Student email service - SOLS Portal 
Web Conferencing Microsoft 
Skype - Secure P2P web conferencing tool used to 
communicate with international research participants and 
research project communications with Supervisor 
Web Conferencing Google Stand-alone application, notes, tags, groups, document outline 
 
Table 7. Research Inquiry: Communications Management - the varying modalities and  
services used to conduct communications through the research investigation.  
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These communication modalities must also be considered in light of historical 
associations with social media which has inexorably closed down community 
orientations such as Google Plus (+) which the researcher found useful in 2015 
engaging Google Glass project participants in interviews through the University of 
Canberra as a Professional Associate. 
 
3.4.3 Data Storage 
 
As stipulated by the University of Wollongong Higher Degree by Research Data 
Management Plan, a range of secure data management services were required to 
meet Human Research Ethics Council (HREC) guidelines for the storage, backup 
and integrity of research data. Services were chosen after extensive investigation, 
user testing and approval throughout 2010 and as approved by the Supervisor, 
Professor Katina Michael. 
 
Type Provider Settings / Description Activity 
Research Journal Squarespace Posts ordered, tagged, categorised with 
embed media, assign privacy settings. 
Reflection 
Bookmarking Diigo Private or public posts, tagged and group 
or outliner allocation 
Bookmarking 
Data Storage ANDS (DataWise) Primary interviewee data (encrypted) Data Management 
Data Storage Figshare Private or public posts, assign URL, mint 
DOI, tag, categorise, group 
Data Management 
Data Storage Archive.org Public data, persistent URL, collections Data Management 
Data Storage Google Drive Third tier data, notes, photos Data Management 
Data Storage Zenodo Livestream video data, DOI, collections Data Management 




Table 8. Research Inquiry: Data Storage - as described in the research 
ethics application, all services employed during research investigation.  
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3.5 Methodology 
 
The research application outlines a methodological approach initially considered 
useful and later altered to better suit engaging as a participant observer: 
 
Structured surveys were not formally adopted, rather semi-structured interviews 
which, according to Gill et al. (2008) opens up conversations with follow-through 
and additional feedback and avoids the pitfalls of limited scope or conversely, 
unstructured scope creep. 
 
Semi-structured interviews consist of several key questions that help to 
define the areas to be explored, but also allows the interviewer or 
interviewee to diverge in order to pursue an idea or response in more detail. 
(Gill et al., 2008) 
 
To ascertain the most effective methodological approach to this research 
investigation firstly required the researcher to defend a position derivative of the 
literature review that the research problem is undeniably ‘existing research studies of 
BWC lack comprehensive rigour in a determination of the beneficial or conversely 
the detrimental impacts of these technologies upon humanity’. The Supervisor 
challenged the researcher to determine whether an existing theoretical persuasion 
would suffice as means by which to resolve that problem. Commensurately a 
theoretical framework which examined the activities of human participants, that of 
Grounded Theory was chosen as ‘best fit’. 
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3.5.1 Search Strategy 
 
To ensure rigorous investigation of literature in this domain and related fields, a 
well-informed search strategy as advised by Kavanagh (Webb, 2007), ensures a 
replicable, consistent and structured approach to locating data firstly in the form of 
peer reviewed journal articles, books, and then secondly, related grey literature. 
 
To determine the trustworthiness of the data and the value of the content contained 
within each resource, a thorough scan of literature collected determined currency, 
relevance, authority, accuracy and purpose, likewise organising the data collected 
using a Reference Management System (RMS) ensured secure storage, clarity of 
classification, ‘sense making’ by annotation and ease of citation of the material. This 
process has been described in Table 11. Focused Approach: Making Sense & 
Meaning by Literature Review. Ascertaining the purpose of the study which 
facilitates a delimitation of the research problem, then applying a taxonomic 
knowledge synthesis identifies validity, analysis and interpretation of the content, 
concluding with a review of all stages according to Randolph (2009) which ensures 




Search activities conducted between late 2010 and early 2012 across multiple 
domains using full-text journal article databases focused on obtaining peer reviewed 
articles are described in detail in a data paper titled ‘Alexander Hayes PhD Literature 
Review - Search Results: Peer Reviewed Journal Articles’ accessible via Appendix 
9.3: Publications, based on the University of Wollongong, Library Guides 
‘Literature Review Search Tracker’ (Hardy, 2018b). 
 
Further search activities conducted between 2012 and late 2013 across multiple 
domains utilised academic access (Hardy, 2018a; MacKney, 2016b) in obtaining non 
peer reviewed literature and grey literature (not always subject to peer review) 
including academic library book catalogues, citation only databases, standards 
databases, government publications and statistics. 
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Search Parameters 
 
A strategic process for applying a sequential, cumulative and/or iterative pattern of 
carefully selected search parameters ensured an effective search activity for locating 
peer reviewed research articles from institutional and privately accessible 
(subscription) databases.  
 
TYPE STRATEGY / DESCRIPTION OPERATION 
Keywords ‘body’; ‘wearable’; ‘computer’; ‘computing’ Single; combined 
Key Terms ‘wearable computing’; ‘wearable technology’ Cumulative; scan 
Synonyms Such as ‘wearable <> computer; technology; device’; Use thesaurus 
Wildcards Such as 'organisation' to “organization” or ”organisation”; Use ‘?’ symbol 
Truncation Such as ‘wear’; ‘wearable’; ‘wearability’; Explore extensions 
Boolean Operators Such as ‘AND’, ‘OR’, ‘NOT’, ‘EXCLUDE’; Replace; search 
Quotation Marks Such as “wearable computers”; ‘wearable computers’; Alternate 
Using Adjacent Such as ‘wearable_adj3_body_computer$'; Proximal; limit 
Snowball (Text) Locate; co-locate new keywords; key terms in text body; Cumulative 
Snowball (Bibliography) Scan; search resources listed by Author/s; Extension 
 
Table 9. Search Parameters: Peer Reviewed Journal Literature - based on ‘Guides: Literature 
Review: How to Search Effectively’ by Amy Hardy (2018), a process orientation employed by the 
researcher in conducting literature search activities. 
 
 
Using keywords, key terms and bibliographic sources from (S=200) peer reviewed 
articles only (Search Results ID=1-7), successive search activities using primary 
(keywords), secondary (key terms) and alternate (cumulative keywords and key 
terms) ensured narrowing and refining of search activity locating grey literature 
within a range of sources. 
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TYPE STRATEGY / DESCRIPTION OPERATION 
Keywords ‘body’; ‘wearable’; ‘computer’; ‘computing’ Single; combined 
Key Terms ‘wearable computing’; related ‘wearable technology’ Cumulative; scan 
Alternate Words Including ‘location’; ‘place’; ‘ethics’; ‘privacy’ Single; combined 
Alternate Terms 












Table 10. Search Parameters: Non-Peer Reviewed & Grey Literature. 
 
A review of each of these resources, as described by Jensen (2015) and MacKney 
(2016a) then required a focused and structured approach to make ‘sense’ from the 
literature.  
 
This was achieved using a self-limiting process by orientation matching set foci with 
unique identifiers. For instance, a synthesis of unique identifiers alone was enough to 
bring about broader understandings and interdisciplinary connections culminating as 
interpretations and related statements useful to build out in narrative.  
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Literature Classification 
 
This process which is summarised in Table 11. Focused Approach: Making Sense & 
meaning by Literature Review shows the process and ontological framework 
employed to cluster concepts and sort literature in readiness for analysis.  
 
 
FOCUS IDENTIFICATION PROCESS & SYNTHESIS 
Validity [ Source ] [ Legibility ] [ Brevity ] [ Specificity ] [ Accessibility ] 
Currency [ Historical ] [ Current ] [ Ongoing ] 
Domain/s [ Country ] [ Region ] [ Sector ] [ Profession ] 
Discipline/s [ Stakeholder Type ] [ Faculty ] [ Department ] [ School ] 
Types/s [ Study ] [ Method ] [ Approach ] [ Structure ] [ Form ] 
Topic/s [ Range ] [ Areas of Concern] [ Controversy ] [ Highlights ] 
Concepts/ [ Mode ] [ Cluster ] [ Associated Themes ] 
Theories [ School ] [ Affiliation ] [ Framework ] [ Movements ] 
Theorists [ Seminal Works ] [ Theory By Association ] [ Insights ] [ Notoriety ] 
Key Figures [ Key Achievements ] [ Influence ] [ Roles ] [ Likely Career Trajectory ] 
Review [ Inconsistencies] [ Methodological Flaws ] [ Gaps In Research ] 
Conclusion [ Findings ] [ Relationships ] [ Emergent Themes / Topics / Concepts ] 
 
Table 11. Focused Approach: Making Sense & Meaning by Literature Review -  





A systematic process of evaluating literature and related research data derived from 
search activity post item location, download and retention to the Reference 
Management System (RMS) is composed of four ‘steps’ devised and applied by the 
researcher for evaluating information as described by the (Meriam Library, 2010).  
 
The four chronological steps implemented were: 
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1. Classification - tags, folders and automatic categorisation of data via RMS; 
2. Evaluation - inclusion / exclusion scan via article preview feature in RMS; 
3. Sense Making - annotation highlighting key concepts, issues, characteristics 
via RMS by scanning and highlighting authors, organisations or institutions, 
first level concepts from the abstract, master headings, sub-headings and key 
quotes; and 
4. Knowledge Synthesis - adding notes ‘in text’ via RMS as whole sentence 
blocks using the text annotation tool 
 
Literature was scanned and ranked using the RMS according to importance by (1) 
Currency; (2) Relevance; (3) Authority; (4) Accuracy; (5) Purpose; and (6) the 
Evaluation Matrix. 
 
Evaluation Criteria Evaluation Assessment / Logistical Inclusion or Exclusion 
Currency Timeliness of the information; accessibility, functionality, citability, format 
Relevance Importance of information; appropriateness, relatedness, rank 
Authority Source of information; Author, publisher, source, qualification, contactability 
Accuracy Reliability, veritability; correctness, reviewed, refereed, bias, context, errors 
Purpose 
Reason information exists; fact, opinion, objectivity, partiality, ideation, 
affiliation 
Coverage Depth of coverage; brevity, connectedness 
 
 
Table 12. Evaluation Matrix for Literature and Data Sources based on ‘Evaluating Literature’ by 
Karen MacKney (2016), a process orientation used to assess the 'value' of resources collected. 
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3.5.2 Ethical Conduct 
 
It was made abundantly clear by the Supervisor, Professor Katina Michael in 
consultation with the researcher that any investigative practice must be conducted 
adhering to a scientifically defensible ethical standard, which, in this research 
investigation context, the Australian National Statement on Ethical Conduct in 
Human Research stipulates the researcher abides by the Australian Code for the 
Responsible Conduct of Research.  
 
Most importantly, the researcher in consultation with third parties ensured the right 
of participants (if they chose) to remain anonymous, de-identified data and used clear 
lay terms with participants when explaining consent prior to any release of public 
data collections and publications. 
 
3.5.3 Digital Tools 
 
From the outset, engaging with human participants in this research investigation, 
produced a discernible collection of applicable comparisons derivative of constant 
observance, recording of activities and more importantly examination and analysis of 
participants responses as empirical data.  
 
In the research context, ‘digital tools’ are the myriad of devices, services and 
modalities preceding or scaffolding the use of approved observational instruments, 
which produce discernible, quantifiable and replicable data. The difference between 
‘digital tools’ and that of ‘observational instruments’ can also be expressed as ‘those 
devices, services and other means of data retention for human interactions approved 
for use in supervision of the research investigation’.  
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3.5.4 Observational Instruments 
 
The use of observational instruments with which to capture, collate and retain digital 
artefacts was carefully considered respondent to participant, community and 
individual needs, under supervision and employed or in some cases removed from 
the research field of human-to-human interaction. 
 
 
Figure 10: Observational Instruments - Three levels of participant  
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The reasons for why certain observational instruments were used in preference to 
others and the qualitative analysis of their usefulness are also summarised in the 
Research Journal Summary (Hayes, 2019b). The selection of repositories for data 
retention maintained over many years in preparation to support the thesis upon final 
assessment are detailed in Appendix 9.9: Research Ethics Application. 
 
Equipment employed by the researcher to capture photos, record audio and video as 
well as store and retain documents and conduct presentations are illustrated in 
Exhibit 1: Researcher Travelling Toolkit (1). Images were stored using a secure and 
private image repository with correct attributions and as Exhibit 2: Researcher 
Travelling Toolkit (2) details, tools were extensively employed to capture data and 
where permissible uploaded to the Uberveillance and IEEE ISTAS’13 website 




Exhibit 1. Researcher Travelling Toolkit (1) - these are the tools the researcher employed  
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Exhibit 2. Researcher Travelling Toolkit (2) - tools which the researcher employed in the 
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Research Journal 
 
Throughout the research inquiry the researcher maintained a careful record of 
planning, interactions and reflections via an online Research Journal (RJ). 
 
The Research Journal Summary (RJS) contains 50,560 words, a titrate derived from 
992,773 words in the Research Journal, then, from a body of 21,732 photos a select 
few were chosen for inclusion in the RJS, with all visual artefacts made openly 
accessible via an Open Science Framework (OSF) repository, available via 
Appendix: Project Datasets. 
 
This observational tool provides evidence of a diverse array of communications with 
many differing human stakeholders and where plausible, this subjective account 
contrasts with credible consequentialist utilitarian aims expressed by both the 
participant and the researcher, which often oscillating between the ‘observed’ and the 
‘observer’ involving as Hanrahan (1999) describes, “personal (including affective) 
and social (including moral and ethical) factors” (Hanrahan, 1999). 
 
The use of narrative then ‘maps’ the research journey, with journal entries evidence 
of the attempts by the researcher to communicate this social construction of meaning 
and in this context, the technical change, possible impacts and social implications of 
the phenomenon of body worn computers (video recorders) in society (Bijker, 2001). 
An analysis of the Research Journal Summary (RJS) identifies the researcher using 
‘differentiated’ voices, each informing an embodied cognition, where the human 
participant wearing the camera occupies center stage with agency (Anderson, 2003), 
informing the research topic by being human and through their activities 
demonstrating their relative experience of BWCs in the world. 
 
The main emphasis of the RJS is a demonstration of how the researcher used this tool 
of reflection to develop self-awareness, knowledge in collaboration and 
understanding through listening (Hayes, 2019a). It also serves to inform the Reader 
of the many concurrent ‘roles’ and related ‘events’ which the researcher either 
fulfilled or attended in person whilst conducting this research study, as well as 
preliminary findings in reflection of this ethnographic research inquiry abiding with 
respective individual, institutional and community consent processes. 
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Digital Tools & Artefacts 
 
Structured and unstructured observations in qualitative research and ensuing data 
collection using technological artefacts as described by (Gill et al., 2008) ensured 
raw digital format data could be managed, stored, described, classified and made 
readily retrievable. An examination of the identity awareness of research data in 
social computing (Hayes et al. 2013) then informed the structure of the Research 
Methodology, Research Strategy and Project Management in Chapter 3, Research 
Design. 
 
Throughout scholarly history, technical deployment with which to ‘capture’ 
observations Jahn and Dunne (2007, p.201) identify, as occurring in a neo-subjective 
soup, awash with technologies which threaten to ‘stiffen’ cultural engagement yet, if 
mutually respectful and constructive for the engagement of both researcher and 
subject, then arguably measurability, replicability and resonance of the lived 
experience is ensured. The researcher, as participant observer is mindful that any 
antecedent, whether that be as fundamental as a pen and a notepad in ‘researcher’ 
mode is, as Spradley (1980) details, secondary when engaging with the research 
subject as a human, first and foremost. All artefacts or ‘tools of observation’ as 
Kawulich (2005) reinforces must not come between the rapport built between 
researcher and subject. 
 
A selection of digital tools to capture, retain and analyse interactions with research 
subjects is as Fetterman (2009) asserts guided by the ethical parameters of the 
research inquiry, detailed in Chapter 3, Ethics Application. It is also noteworthy that 
tools of observation to conduct ethnographic inquiry were inclusive of ‘social mobile 
devices’ as distinguished by Beddall-Hill et al. (2011) which the researcher uses as 





  144 
3.5.6 Data Collection 
 
Upon ethics clearance, the researcher commenced semi-structured interviews with 
participants and through questioning and in conversation exploring key issues 
regarding the proposed, actual and future use of BWCs.  
 
As a participant observer, the researcher also engaged with stakeholder groups 
during events, including convening the IEEE ISTAS’13 Symposium, which brought 
together industry, academic, government and non-government leaders to identify 




To ensure first-hand knowledge of the field, the researcher gained an emic 
perspective as described by Lahlou et al. (2015, p.2) of what research participants 
experience by inhabiting their communities, by establishing rapport and gaining 
acceptance as a participant observer in roles and on location as a researcher, detailed 
in Chapter 5 - Table 14: Researcher Roles. 
 
[P]articipant observation… the process of establishing rapport within a 
community and learning to act in such a way as to blend into the community 
so that its members will act naturally, then removing oneself from the setting 
or community to immerse oneself in the data to understand what is going on 
and be able to write about it. (Kawulich, 2005, p.2) 
 
Qualitative methods of data collection are described in this research investigation as 
the ‘primary’ operational means through which the researcher gains an understanding 
of the activities of the research participants. Fieldwork as described by Kawulich 
(2005) required active looking and listening, with supplementary activities to 
improve memory and recall then facilitated by secondary observational tools making 
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A well established and disciplined participant observation process was challenged by 
contemporary perspectives in this research investigation, where the participant 
oscillates in active and passive relations with the researcher, in this research context 
from ‘subject’ to ‘bystander’ depending on whether the BWCs is present and if so, 
where it is situated. The historical anthropological activities of Bronislaw 
Malinowski and Margaret Mead (Wagner & Berger, 1985) conjoin with the 
researchers’ investigations of the more formalised Grounded Theory approach, 





A formal consent process and ‘Interviewee Introduction Pack’ containing a request 
for consent, outline of the research, interview questions and formal documents 
detailing the nature of the research inquiry was sent to each and every participant 
prior to an agreed interview. Due to the global distribution of participants these 
interviews were often conducted using ‘telephony’ services through Internet 
applications, where the audio only was recorded for transcription purposes. In a 
number of cases the participants chose to engage with the research questions by 
email or in face-to-face meetings with the researcher. 
 
As described in Chapter 4: Observational Study, these interviews were often 
prefaced by or followed on with conversations. In some cases, participants requested 
to abandon the set questions and in preference address other matters which were 
captured and considered as ‘emergent themes’ in Chapter 5: Socio-ethical 
Implications. 
 
 Case Studies 
 
As a result of interacting with research participants in online communities and by 
engaging with contacts as a result of communications through research communities 
such as Social Science Research Network (SSRN) and Research Gate leaders in their 
respective fields were identified who have direct experience with or are actively 
involved in BWCs research. In section 4.3 Case Studies, three differing topics or 
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areas are detailed; (1) Law Enforcement - Policing in Western Australia; (2) Human 
Rights - Law and the use of BWCs in Northern Territory communities in Australia; 




Throughout the research investigation opportunities arose and invitations were 
accepted by the researcher to attend events as detailed in Chapter 5, Table 13. Events 
Attendance. These events often coincided and overlapped with the researcher’s roles 
as participant observer. 
 
With consent, the researcher utilised these events as a means by which to build 
rapport and establish relationships in order to gain an opportunity to interview 
experts in their respective fields of endeavour. 
 
3.5.7 Data Analysis 
 
This research was conducted using observations primarily in an inductive approach, 
drawing conclusions from facts in recorded dialogue as described by Parrish (2018), 
connecting the reader with the story of the research participants, highlighting 
lifeworld activities which inform the research investigation on the social and ethical 
implications of body worn computers, with a BWCs focus. 
 
An analysis of these human activities using the participant's account as empirical 
evidence, comparing findings with similar empirical ethnographic studies then serve 
as building blocks from which concept clusters forming key concepts and themes can 
then be identified for further discussion. It was envisaged that highlighting 
significant aspects of the research participants story was an intent to convey meaning 
for the reader, beginning with keywords then terms which coalesce into single 
concepts. Clusters of concepts which then coalesce as key theme (IMPACT, 2012) 
states ensures coherence of the coding scheme. 
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The ‘first pass’ of the coding process was conducted using open coding, where the 
analysis of primary data in the form of interview transcripts involved the researcher 
firstly reading each transcript from beginning to end, scanning and highlighting key 




Figure 11. RMS Classification: screenshot of the research management  
service used through the research investigation. 
 
 
At strategic points, whilst reading through these interviews, the researcher paused 
and added further notes using the same tool which injects that note between the 
selections of annotations to help later define concepts and categories. A full 
summary locating the story of the participant as a stakeholder identified the 
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Figure 12. RMS Annotation: a tool used to annotate research articles. 
 
What could be considered as secondary ‘priori’ are categories created as folders 
within the RMS derivative of this ‘first pass’ process, where the researcher made 
special note (added excerpt to folder) using seven key categories: 
 
1. Biography - an account by the interviewee of how they wish to identify, 
experience, professional or cultural title etc.; 
2. Lifeworld - the many and varied connections the interviewee participates 
within such as their professional communities, roles and affiliations; 
3. Experience - the interviewee’s interaction with technology and how they 
identify with that technology engagement; 
4. Topic - an interest area identified by the interviewee as a complex body of 
knowledge either to investigate further or to consider; 
5. Scenario - an actual (experiential) account or abstract (predictive) description 
of a scenario by the interviewee; 
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6. Issue - major areas of interest, concern, contemplation or questioning by the 
interviewee which inform the reader of what matters most for the interviewee 
and from what key themes are derived from; 
7. Followup - information considered important by the interviewee that may have 
been mentioned in the interview or post interview after feedback warranting 





The researcher then decided that a ‘second pass’ was required using grounded coding 
which involves ‘allowing notable themes and patterns to emerge from the text in the 
documents themselves’ as described by Grbich (2012) and MacNamara (2016) with 
MacNamara considering that analysis is performed using, “... the Gestalt Principles 
of Perceptual Organisation … with particular reference to pattern recognition and 
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By employing the Atlas.Ti QDAS software, the researcher was then able to take a 
more directed approach at ‘looking at the data’, assigning codes using a granular 
axial coding process of single words, combined words or key terms. These words or 
terms were added either as new codes or by selecting text in vivo, re-reading the text 
in order to confirm that the concepts and categories accurately represent interview 
responses. 
 
Concepts that arose from the researchers own experience were then informed by the 
participants contribution, known to be an ‘abstraction’ or ‘generalisation’ and 
following Margolis & Laurence (2019) where these concepts can be equated using a 





Figure 14. Stage 1: Content Analysis - the process through which  
empirical data was analysed using QDAS Atlas.Ti. 
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A running memo or main notes were recorded in the Research Journal Summary 
(RJS) providing further context for the reader to understand the broader observations 
made by the researcher, also aiding in recall of certain significant points and 
subsequent greater understanding of that participants contributions. The researcher 
then noted common patterns and concept relatedness, noting contrasts and 
comparisons, compiling a Lexicon from the emergent compendium of codes as 
described by (Miles et al., 2019). 
 
This in turn informed how codes could be grouped or re-categorised forming concept 
clusters fulfilling a trustworthiness benchmark of, “making the codes fit the data, 




Figure 15. Stage 2: Content Analysis - the process of titration of transcript data and  
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With an understanding that in a Grounded Theory study both qualitative and 
quantitative techniques can be employed in the discovery of theory derived from 
systematic analysis of data, as described in Chapter 3:Research Design, further 
interpretation and translation of key concepts derivative of the Atlas.Ti process was 





The lexical term ‘context’ provides a clue for the reader as to the importance of 
major issues, key interests or experiential accounts of the participants grounded in 
real life situations. Likewise, the term ‘place’ is the most common term invoking 
discordance across all participants and is therefore of great interest in this research 
investigation.  
 
The lexical domain, ‘context’, is populated by axial coding as core thematic 
categories such as key terms, topics or phrases, scenarios and quotations emerge and 
each of these are recorded as child categories of the thematic category. The lexical 
domain, ‘place’, conversely is used in a range of conflicting yet mutually 
commensurate themes collapse into a rich and often volatile juxtaposition between 
‘location’ and that of ‘place’. To achieve a substantive correlation between tabulated 
‘Concept Clusters’ and expound upon individual participant and stakeholder group 
data in the form of visual ‘concept maps’, a preparation of fifty interview transcripts 
required five formatting steps including: 
 
1. Conversion - convert each transcript from RTF to .TXT format; 
2. Extract - remove time codes, notes, titles and researcher contributions; 
3. Parse - structure all remaining participant dialogue as two (2) sentences 
blocks; 
4. Assemble - construct (a.) individual responses as a discrete document; (b) 
individual responses collated into stakeholder group document; (c) all 
transcripts as one (1) individual yet unified meta level document; 
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5. Collections - create in Leximancer collections then upload documents as 
individual, stakeholder group and meta-level; run thesaurus, adjust concept 
seeds etc. 
 
This preparation doubled as a quality assurance process as the researcher stringently 
scrutinised each transcript for spelling and grammatical errors, made corrections, 
collated content, extracted data in the correct format for Leximancer ingest. From a 
sum total of 50 individual interviews, eight stakeholder groups, one event 
compilation and one meta-level collation containing all 50 individual transcripts, a 
sum total of sixty collections were created in Leximancer. Commensurately, the very 
same number of collections were created in Figshare, a ‘repository making research 
outputs citable, shareable and discoverable’, with each collection assigned a reserved 
DOI as described in the ethics application. 
 
Following the principles of the ‘Leximancer User Guide 4.5’ (Leximancer, 2018) a 
conceptual analysis measuring presence and frequency of concepts as words or 
phrases, complex definitions or as full collections of words representing each 
concept were automatically extracted for each document. By inference concept 
classes contained within the text, an extraction by thesaurus of terms for each 
concept also generated after text processing settings (two-sentences) were expedited. 
 
Given that the task of formulating a coding scheme was already established using 
Atlas.Ti, the core purpose of using Leximancer was determined to be relational 
analysis by contrast, measuring how such identified concepts are related to each 
other within the documents, co-occurrence of concepts found within the text and 
visual comparison of this information as representation. The main relationships 
between concepts, presence of defined concepts in the text and the interrelatedness of 
these by automated extraction of these concepts can also be described by their 
interrelationships. Subsequently, adjusting seed settings, stop-word removal, editing 
compound concepts and generating the thesaurus results in a topical and/or Gaussian 
social concept map. 
 
Each quantification and display of the conceptual structure of text as ranked name-
like and word-like concepts and visual concept map explorer (visualisation) were 
decided by adjusting the percentile slider deciding upon (a.) Visible Concepts 
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(count); (b.) Theme Size (concept inclusion / exclusion) and (c.) Rotation (position). 
After many hours of testing and discussions a decision was made to limit these 
adjustments to (a) Visible Concepts (Default - 40 < > 100%); (b) Theme Size ( 65 < 
> 80%), mindful that the base theme span was optimal as a relational analysis when 
containing as many concepts as nodes of connectivity in the Concept Cloud. The sum 
of all the text co-occurrence counts of that concept are then correlated with every 
other concept on the map using the ‘trigger’; selecting the node which sends visual 
connections to those other co-related concepts. 
 
By re-configuring the ‘Insight Dashboard Report’ and examining the effects of 
segments by setting the ‘Statistic Type’, a co-occurrence matrix then provides one 
view of the relational ‘frames’ within which to assess thematic association or, as 
preferred, the process of generating visual maps which are stochastic, meaning that 
concepts on the map settle in different positions each and every time a new map is 
generated. Concept nodes were noted to ‘slip’ or become invisible when concept 
range inclusions exceeded 3 < > 5  ‘concept clusters’, therefore where possible 
‘Visible Concepts’ and ‘Theme Size’ sliders were adjusted from default settings 
through to optimum concept cluster most often settling in less than three concept 
maps clusters. 
 
All Leximancer outputs were compiled in JPEG and CSV format, uploaded and 
described in their respective Figshare collection including: 
 
1. Transcript Stripdown - RTF and / or TXT format two (2)-sentence version of 
the transcript; 
2. Analyst Synopsis - CSV format extract of the Analyst Synopsis from 
Leximancer; 
3. Ranked Concepts - CSV format of Ranked Concepts from Leximancer; 
4. Gaussian Concept Map - JPG format of Gaussian Concept Map from 
Leximancer; 
5. Topical Concept Map - An extract in JPG format of Topical Map from 
Leximancer; 
6. Cirrus Word Cloud - Word cloud generated from Transcript Stripdown using 
Voyant Tools, visualizing the top frequency words of a corpus or document. 
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Each ‘Analyst Synopsis’ spreadsheet contains a record of parameters by; (a) theme; 
(b) hit_number; (c) hits; (d) hit_text; (e) hue; (f) connectivity; (g) concepts and (h) 
theme_query. Likewise, each ‘Ranked Concepts’ spreadsheet contains a record of 
parameters by (a) Concept; (b) Kind; (c) Count and (d) Relevance percentage. To 
best describe the results of these individual, stakeholder and event driven concept 
map creations, the sheer scale and complexities of 300 points of data will be 
summarised in tabular format as two differing collection statements: (1.) Social 
Concept map (Gaussian) and (2.) Topical Concept Map; each of which correlates 
with each generated collection as noted in the Appendix 9.1: Datasets. 
 
The ‘Social Concept Map’ is symmetrically circular emphasising similarity between 
conceptual contexts as clusters, whereas the ‘Topical Concept Map’ by comparison, 
emphasises co-occurrence between topics in a more stable visualization which 
concurs with “the cluster map should be considered as indicative and should be used 
for generating hypotheses for confirmation in the text data. It is not a quantitative 
statement of fact” (Leximancer, 2018). The researcher in discussions with the 
Supervisor then identified and agreed on the term ‘stakeholder’ as a means by which 
to group participants based on the participants' own biographical context or 
‘lifeworld’ in which they inhabit, their networks, connections, community identity 
and lastly their professional role and experience. 
 
The term ‘experience’ which is less ambiguous and humane provides an opportunity 
for the participant to be contributing to the interview process, not just simply being 
subject to it. To enrich the analysis of analytical formulations, the participants 
‘owned’ experience of BWCs or lack thereof using observations of their many 
differing uses of types of technology then does not pigeonhole them into one 
category nor isolate their personal account from the greater corpus of conversations. 
Whilst the researcher considered conducting ‘scenarios’ as a means through which to 
evaluate the socio-ethical implications of BWCs, with a mountain of empirical data 
providing first-hand accounts of BWCs ‘in-reality’ and by listening into all manner 
of accounts from participants, this storytelling engages with the reader through real 
case examples, complete from the participants own perspective. 
 
The conversation is the ‘tool’ or mechanism of information exchange, and in the 
storytelling ‘a-day-in-the-life’ emerges replete of the science fictions and imaginings 
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though not negating the potential of further studies engaging in scenarios and 
evaluating them in context as described by Perusco and Michael (2006). 
 
An analysis of emergent themes derivative of the accounts from research participants 
concurs with descriptions by (Williams, 2008) of the process of coding revealing 
emergent themes. As ‘building blocks of the inductive approach’ the researcher was 
as Williams (2008) describes acutely aware of “the temptation of forcing pre-
established distinctions onto the data. Emergent themes must be grounded both 
empirically (in the data) and conceptually (linked to the wider analytic context)” 
(Williams 2008, p.249). Using the QDAS software tool, Leximancer, the researcher 
created a range of visualisations by altering the parameters of the software using data 
derivative of individual interviews, by stakeholder groups then by entire collections 
in a process of comparison and contrast. From this conceptual visualisation, by 
interpretation, the researcher is cognisant of the substantive connections that emerge 




Figure 16. Stage 3: Visual Analysis - The process employed through QDAS Leximancer to identify 
concept clusters and visualise thematic associations. 
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Using differing qualitative analysis software (QDAS) the ‘make meaning’ 
examination of these often-interwoven concept clusters, pattern recognition of 
recurring issues and related topics is then explained through narrative by the 
researcher.  
 
This strategy of ‘making meaning’ was not limited to a simple comparison and 
contrast of content, rather was data processed using six (6) analytical methodologies 
which produced differing outputs, in turn broadening the scope of analysis and 
breadth of the terms of reference including; 
 
1. Lexicon - Observations of concept clustering using Atlas.Ti better informing 
interpretations of responses - see Appendix 9.2: Lexicon; 
2. Concept Clusters - A summative expression of statistical occurrence for terms 
considered as concepts and related themes visualised using tabular data - see 
Table 17: Emergent Themes & Related Concept Clusters; 
3. Concept Maps - Gaussian and Topical Network visualisations of coded 
responses forming a Basic Concept Map (BCM) for each interviewee and 
stakeholder group using Leximancer, a Content Analysis Tool (CAT); 
4. Power Relations - Conjoining statements ‘infused’ between interview 
responses forming a critical discourse analysis of BWCs i.e. Figure 17: 
Statement Formation - First Orientation; 
5. Research Journal Summary - A titrate of the main learning outcomes in the 
RJS (Hayes 2019b) documenting the entire research investigation synthesised 
through reflective experiential recall; 
6. Artefacts - a critical assessment of digital data derivative of instruments used in 
observation. 
 
Emergent themes which subsequently manifest in free flowing and often very 
personal dialogue with the researcher, are in essence then considered as a basis for 
comparison with those that emerged from interview questioning, which in turn may 
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Critical Discourse Analysis 
 
The analysis and subsequent identification of ‘power relations’ in discourse 
derivative of personal and collective accounts of BWCs was conducted in this 
research investigation using a Foucauldian approach, adopting Carla Willig’s (2003) 
‘Framework for Critical Discourse Analysis’ as described in (Buchanan, 2008). The 
qualitative principles of discourse theory which are central in Michel Foucault’s 
offering of Archaeology of Knowledge (Diaz-Bone et al., 2007) as described by 
(Buchanan, 2008) proved a valuable ‘frame’ through which to interrogate the many 
audio recordings of interviews and subsequent transcriptions of interviews and 
conversations with the researcher. 
 
As a mechanism through which to ‘make meaning’, and considered to be the most 
appropriate methodology in this research inquiry, a Critical Discourse Analysis 
(CDA) asserts Hackley (2007), “assumes social constructionist ontology in that it 
accepts the role of language and social interaction in the production of power 
relations” (Buchanan, 2008). 
 
[C]lear distinctions can be made between ‘weak’ which entails a ‘simple 
description of structures of texts and talks’ (discourse analysis) and ‘strong’ 
involving analysing the connection between discourse and social structures 
(critical discourse analysis). (Maingueneau & O’Regan, 2006, p.230) 
 
The lived experience of engaging with research participants through interviews, in 
conversations, in roles and attending events from the account of the researcher, the 
participant and the ‘observed’ is revealed as an interaction between humans, that is, 
activity made up of engaged responses between the participant and the researcher 
identifies Sidnell (2016) who asserts that ‘interaction as the home of language’. 
Using turn-taking as noted by Harvey Sacks (Schegloff et al., 1974; Peräkylä, 2007) 
in a free-flowing response to questions in interviews, with corrections as ‘repair’ in 
discourse as explained by (John Searle in Sidnell, 2016, p.18) clears a path for cogent 
analysis. Also employing a comparisons approach, the researcher through re-reading 
interview transcripts in depth provided an awareness of clear differences in the 
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opinions of individuals and whole stakeholder groups in response to interview 
questions. 
 
Differences in opinion were highlighted and through a process of elimination a titrant 
of those were selected forming an ‘argument’, often juxtaposing or comparatively 
contrasting the emphases of one participant with another. These ‘highlights’ are 
noted in Figure 17. Statement Formation: First Orientation where an understanding 
of the connections between key terms, clustering of concepts and emergent themes 
through examination of a titrant of keywords, lexical concepts and portmanteau 




Figure 17. Statement Formation: First Orientation - first stages of the development of a 
 contiguous critical discourse analysis infused in narrative. 
 
 
As conversations permitted, the objective construction through to subjective activity 
of the participant was related through personal and then (although not always) 
through their larger stakeholder account. 
 
The practical process orientation was conducted using by examining the ‘lead entry’ 
principle (which is often a strong or emphatic statement from a research participant 
in response to a research question) then proximally as depicted in Figure 18: 
Statement Formation: Critical Appraisal with due consideration then made 
contiguous (through a critical statement comparison) based upon those elements as 
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described in conjoining the return statement. In effect, these three elements form a 
strong narrative which iteratively loops, each triptych gradually expanding as lexical 




Figure 18. Statement Formation: Critical Appraisal - next stages in the development of a 
contiguous critical discourse analysis infused in narrative 
  
This aggregate of fundamental principles situating ‘power relations’ as core to 
understanding the ethical dilemma, on reflection provides reason why the researchers 
chose to catalyse discourse using semi-structured questions that evolve into open 
‘revealing’ conversations.  
 
In analysis of critical discourse examining objective constructions and subjective 
account, how participants denote status, authority, and self-efficacy within these 
accounts, is considered an indicator as to what degree these influence their 
‘envisioning’ of the social impacts and ethical implications of BWCs on humanity. 
These positions identified and the related discourse ensuing in which the research 
participant is considered as an expert in their respective field is then built out in 
narrative, where the research uses critical discourse statements infused with the 
narrative of conjoining stakeholder expressions. 
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3.5.8 Collation and Dissemination 
 
In the last stage of data analysis, a ‘summation’ of research findings, discussion of 
emergent themes and the development of a position on BWCs expounded by means 
of a socioethical framework are followed by a conclusion highlighting key findings 
of this research.  
 
The accounts of participants as experts in their own field often ‘centralised’ around 
one or two main themes, considered by the researcher as emergent and often in 
addition to or in contrast with research interview questions. These emergent themes 
were then collectively analysed and to the researchers surprise, cogently forming a 
‘backbone’ for discussion with all results then collated, compiled and where 





The use of graphic design tools and the structural integrity of text maintained using 
traditional document formatting rules allowed for concepts and interpretations of 
data to be made accessible for further assessment and understanding. 
 
A range of softwares and online services were selected and employed at various 
stages or throughout the duration of the research investigation including: 
 
1. Gliffy / Draw.io - online services used to create visual schematics as a 
visualisation of data, concepts and insights; 
2. PicMonkey - an online service which refined visual concepts into graphic 
design illustrations; 
3. PixelMator - a digital design software for graphic design ‘cleanup’ exporting 
in a range of formats.  
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Data Deposition 
 
As detailed in the Research Ethics Application available at Appendix 9.9: Ethics 
Application and upon approval, the researcher employed a range of differing 
scientifically verifiable deposition services such as Figshare, Archive.org and 
ResearchGate, using preset DOIs for discrete data collections, figures or 
supplementary materials that support the outcomes of the research investigation.  
 
The selection of these services was based upon their integrity of their professional 
service, their global footprint as a sciences and research service provider, for open 
scientific data management assurance, identification protocols and extensibility for 
reference through academic researcher identification services such as ORCID. The 
privacy of collections of data for all participants until the point of publication was 
assured by selection of pre-publication, DOI assignment and private meta-data 
development, all remaining private and inaccessible until such time as approval of 




In addition to general statements outlining review findings the researcher ensured the 
centrality of the literature review in the dissertation through the use of ‘Boote and 
Biele’s Literature Scoring Rubric ’(Boote & Beile, 2005) which itself was an 
adaptation of ‘Doing a Literature Review: Releasing the Social Science Research 
Imagination’ by Hart (1999, p. 27). 
 
The use of QDAS tools demonstrate the researchers quest to make meaning from 
empirical data not simply relying on‘ benchmarks ’set-in peer reviewed literature nor 
representing simple quantitative statistics from secondary sources upon conclusion 
and only drawn from the literature review. In and of itself, a deeply interrogative 
look at the research data gathering activities through the reflexive activity is recorded 
in the research journal. 
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3.6 Summary 
 
In this chapter, the Research Design and methodological approaches which were 
selected to attain research findings from over fifty empirical data sources are 
presented. Aggregation of these data sources have been described, not limited to 
locating the research topic and providing results, rather, a comprehensive account of 
the many and varied structures, processes and digital tools which the researcher 
employed throughout the entire project duration. 
 
As required, the Research Ethics Application process which involved several 
amendments is summarised and a detailed account of the recruitment process through 
which the researcher sought amendments is detailed in the Appendix 9.9: Research 
Ethics Application. Limitations to the investigation of BWCs is described within 
which the scope of the investigation as an ethnographic inquiry is substantiated. The 
preference for accounts from human participants is privileged, with a comparison of 
how these occur considering the literature and many sources of secondary data.  
 
By determination of human activity as the main unit of analysis, theoretical 
persuasions inform the strategy for gaining further knowledge of BWCs and an 
approach within clear guidelines prefacing four distinct research phases. With ethics 
approval, the engagement with literature as one form of data collection then research 
participants and stakeholder groups as another form of primary data, all within an 
integrated Netnography using a range of digital tools and observational instruments, 
links can be drawn between Chapter 4:Observational Study findings with emergent 
themes in Chapter 5:Socioethical Implications. Interpretations made in analysis of 
stakeholder accounts and the infusion of critical discourse examining the power 
relations emerging from examination of participant responses provides a clear path 
for drawing conclusions. 
 
Although the research design chapter outlines the approach to conducting an 
ethnographic research investigation and in this case, as a qualitative study, the unique 
perspectives of the those who agreed to contribute form the basis for how the 
research was conducted. It is the relationships that these human participants foster 
and the communities from which they inhabit that are of great interest to the 
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researcher and so, a background chapter was developed which reveals the researchers 
iterative Netnography process of continuous collecting of digital ‘landmarks’, in 
effect a trail of digital records of where the researcher had travelled through the 
research investigation process.  
 
The importance of providing evidence of the historical underpinnings of BWCs 
through a Background Chapter was evident, however, due to the sheer scale of that 
chapter at 42,990 words the decision was made by the researcher to remove it from 
the thesis altogether. It has been published as a separate publication titled ‘Body 
Worn Cameras (BWCs): Background to an ethnographic investigation’ available in 
the Appendix. 
 
When an examination of participants contributions are then considered within a 
wearable computing context, responses from participants to the research questions 
obviously form the core to the empirical data yet, emergent themes surfaced when 
the interview structure switched to conversational dialogue, and then, as interviews 
were transcribed and analysed, correlations between seemingly disparate facts were 
identified. Researcher interpretations then richly describe an ensuing debate, in some 
cases where participants accuse others outright of neglect through unethical practices 
with profound negative effects on society.  
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4.0 OBSERVATIONAL STUDY 
 
In this chapter the main observational studies are described and the main outcomes 
from each event or role selected are detailed, always with a consideration for the 
reader that the communication of replicable science as described by Dahlstrom 
(2014) is a transmission of anecdote, mindful that to uphold the rigour of a 
systematic data collection the ‘plural of anecdote is not data’. 
 
when considering the communication of science to non-expert audiences, a 
more appropriate mantra might be, ‘the plural of anecdote is engaging 
science communication. (Dahlstrom, 2014) 
 
To instantiate the research argument therefore, with participant claims that BWCs 
contribute to the demise of privacy or conversely benefit humanity through 
protection and safety of members of society, the researcher, in conversation with the 
Supervisor, quickly ascertained that a qualitative person-centered ethnography would 
serve as the main focus where the participant is an informant drawing from their own 
experience (Phillips & Pugh, 2005). Accordingly, the key unit of analysis would be 
the participants activity, a ‘human actor’ which Kuutti (1996) explains is ‘mapped’ 
through observations made during interviews, in conversations or at events that the 
researcher attended. 
 
by using the term ‘human actors’ (not users) emphasis is placed on the 
person as an autonomous agent that has the capacity to regulate and 
coordinate his or her behaviour, rather than being simply a passive element 
in a human-machine system. (Bannon, 1991b, p. 29 in Kuutti 1996, p.3) 
 
The research investigation can therefore be considered as both an experiential 
transfer of knowledge, as Deegan and Hill (1991) elucidate in their seminal paper 
titled ‘Doctoral Dissertations as Liminal Journeys of the Self’, considering that the 
research journey is the backbone for the dissertation whilst the thesis is an 
autobiographical account of the researchers personal and professional learning 
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This chapter is a synthesis of the process of researcher immersion and also reflection 
through the research journal, which, for the researcher in participatory observer mode 
the intent was to, “communicate effectively with informants, to understand what 
constructs they refer to and therefore to share to some degree their own emic 
perspective” (Lahlou et al., 2015, p.2). 
 
A comprehensive summary detailing the experiential journey (Hayes, 2019b) is 
available online titled, Researcher Journal Summary (RJS) containing, as detailed in 
Chapter 3: Observational Instruments, an explanation of the digital tools and visual 
artefacts which provide both an avenue to understand that journey, giving insight into 
the many roles, events and social engagements the researcher occupied. Highlights of 
the research investigation emanate from observations made in cross cultural and 
interdisciplinary affiliations, collaborations and the many industry led influences 
which forged and shaped human activity during that period.  
 
As a result of engaging in conversation, through semi-structured interviews and in 
professional engagements, participants indicated to the researcher that to be fully 
present as the observer, to achieve the highest success, a careful engagement must 
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4.1.1 Events Attendance 
 
The researcher attended many events (in the role as participant observer) which are 
detailed in Table 13: Researcher Events Attendance. 
 
Event Type Event Title/s Location/s 
Conferences (12) 
AUPOV’09; ELearning’09; ISTAS’10 Conference; 2012 SMHE 
Informa Conference; 2012 MoodlePosium Conference; 2012 
Inaugural Mobile Learning Conference; 2012 eResearch 
Australasia Conference; 2012 Surveillance and / in Everyday Life 
Conference; 2013 Computers Freedom Privacy Conference; 2013 
IEEE ISTAS’13 Conference; 2013 IEEE ISMAR;  2013 EyeQ 
SkillsTech; 2014 La Trobe University Open Conference; 2014 
Australian Computer Society Conference 
Australia, United 




2009 NZ Future Telco Symposium; GNI Symposium’09; 2010 
Mobilizethis; 2012 ANU CHELT Showcase; 2012 ANZ Mlearn 
Symposium; 2013 UAS UAVs Pros Cons Symposium; 2014 
University of Canberra #glassmeetup Symposium; 2014 
University of Canberra Wearable Technology Symposium 
Australia, New 
Zealand, Canada 
Forums (2) 2013 The Inaugural Police Technology Forum; ‘2013 mTech: Mobile and Wearable Technologies Forum Australia 
Workshops (6) 
ArtStart’09; 2010 RNSA Workshop; 2012 RNSA Sixth Workshop; 
2012 International Workshop: Point of View Technologies In Law 
Enforcement; 2013 AR Camp University of Canberra 
Australia, Canada 
Doctoral Consortium (1) 2011 ACIS Doctoral Consortium Australia 
Research Colloquium (1) 2012 SISAT Research Student Colloquium Australia 
Research Retreat (2) 2011 IIBSOR Retreat; 2012 IIBSOR Research Retreat Australia 
Research Showcase (2) 2014 SCSSE & SISAT Showcase; 2015 SCIT EIS Research Showcase Australia 
Trade Show (1) 2013 EyeGlass Exhibition Canada 
Poster Session (2) 2014 SCSSE & SISAT Showcase Poster; 2015 SCIT EIS Doctoral Program Posters Australia 
Invited Speaker (13) 
2013 EVO Launch Webcast; 2013 Veillance Hangout; 2013 ANU 
HCC Presentation; 2013 The Revolution Will Be Humanized; 
2013 TalkingVTE Webcast; 2014 Singularity Weblog; 2014 
Google Glass In The Health Professions; 2014 Google Glass In 
Education; 2014 ElNet Australasia Webinar; 2014 DET 
Innovation’14; 2016 Null Hypothesis: On Country, Cyborgs and 
the Singularity; 2018 EVO Minecraft Meet 
Online 
 
Table 13: Researcher Events Attendance  
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4.1.2 Researcher Roles 
 
An account of various roles awarded, maintained or informing the Ethnography in 
the role as participant observer are detailed in Table 18: Researcher Roles. 
 
Role / Title Title Organisation Location 
Visiting Researcher Le Group Aalto University Helsinki, Finland 
Professional 
Associate INSPIRE Centre University of Canberra Canberra, Australia 
Publicity Chair IEEE ISTAS’13 Toronto University Toronto, Canada 
Industry Panel Chair IEEE ISTAS’13 Toronto University Toronto, Canada 
Coordinator Canowindra Challenge New South Wales Australia 
Manager EDUPOV Pty. Ltd. New South Wales Australia 
Facilitator Google Glass interviews; SSIT Interviews Mixed; Online 
Project Lead 
2013 POV Pivothead Trials; 2012 MECAT TAFE NSW BWC 




Walking on Country Project; Ambition In Action Project; 
Reflections on the Use of Autovideography in an 
Undergraduate Education Context; University of Dunedin 
POV Trails; TAFE SA POV Trials; SkillsTech Australia POV 
Trials; TAFE NSW POV Trials; 2014 Walking On Country 
with Glass; 2014 Australian National Data Services (ANDS) 
Australia & New 
Zealand 
Collaborator 
Ethical Framework Ubiquitous Learning; Open LRM; 
Hacking Alzheimer's Project; Memory Aide Project; 
Indigenous Wearable Technology Assembly; Consilience 
Workflow Project; Yirrabana Project; TAFE SA POV Project; 
2013 OpenLRM; 2013 MobLabs Hangout; 2013 Hacking 
Alzheimer's Project; 2013 Memory Aide Project; 2014 Glass 
Education Explorers; 2014 UK Glass Explorers University of 
Canberra; 2016 Nyikina Collaborative Filmmaking 
Australia, Canada, 
New Zealand & Online 
Designer (4) 2014 UOW Transnational Communications (TCCOP); 2014 Consilience Workflow Framework Australia 
Administrator (6) 
Uberveillance website; IEEE SSIT website; ISTAS’13 
website; Drones for Good website; Hacking Alzheimers 
website; Streamfolio website 
Australia, United 
States Of America & 
Online 
Editor (2) 2014 Interview with Cecilia Abedie; Rick Sare. Australia 
Contributor (12) 
2014 APHS Google Glass App; 2012 Drones For Good G+; 
2012 Drones for Schools G+; 2012 Ethical Framework for 
Ubiquitous Learning; 2013 Toronto Sousveillance Walk; 
2014 G+ Google Glass in Education; 2014 G+ GlassEDU; 
2014 G+ Glass Explorers; 2014 G+ Glass in HealthCare; 
2014 The Google Glass Exchange Project; 2014 365 Days of 
Glass Project; 2014 Indigenous Wearable Technology 
Assembly (IWTA);  2014 Yirrabana This Way Collaboration 
Mixed; Online 
Internship (1) 2013 Augmate Corporation - 6 months New York, USA 
 
Table 14: Researcher Roles  
 
  169 
4.2 Highlights 
 
From a diverse range of experiences, the researcher has selected three key roles 
which each demonstrate the researcher embracing of real-world immersion, in this 
case with the support and occasional presence of the Supervisor. As a participant 
observer and as a facilitator of events with a BWCs focus, these engagements were 
not only rewarding in terms of data generation but also provided an enduring 
perspective which is evident in narrative, highlighting the many challenges that 
research participants face and stakeholders’ groups grapple with. 
 
Through careful listening to participant responses during interviews then later 
through critical discourse analysis, the researcher was then able to ascertain the geo-
political, social and economic persuasion employed by industry groups or 
dissuasions by human rights groups, either influencing the decidedness of social 
inclusion or ethical restraint for BWCs in their respective sectors. Each of these 
highlights situate BWCs as central to discussion, the researcher in observation of the 
demonstrable attitudes expressed in response to the research argument, as an 
antecedent, subsequent or entirely commensurate form of wearable computing, either 
comparable to other innovations or entirely (in some cases), significantly absent from 
discourse within that sector or domain. 
 
4.2.1 Visiting Researcher 
 
Seeking awareness of international developments for BWC brought the researcher 
back in contact with Professor Teemu Leinonen at the Department of Media at Aalto 
University, Helsinki, Finland. The researcher had previously met with Leinonen in 
2006 at a conference convened by Leigh Blackall, Education Designer (Blackall, 
2007) and then engaged online with Leinonen through the Teach and Learn Online 
(TALO) Google group on all manner of wearable computing topics. 
 
The researcher expressed an interest in conducting interviews and receiving feedback 
through research forums conducted at Aalto University, Finland which led to online 
forum participation with Leinonen’s team of research leaders in learning design and 
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educational technologies as part of the Learning Environments (Le Group), Aalto 
University. On the 1st January 2013 the researcher was subsequently awarded a role 
as a ‘Visiting Researcher’ from February 25 through to March 16, 2013 during which 
the researcher gained a greater awareness of cultural differences between Western 
and Northern European human communications and how these differences shape the 
diffusion of innovation, especially in the realm of wearable cameras. 
 
Your research and expertise in emerging technologies and their influence in 
education and society overlap well with the research carried out in our 
department and the School. (Leinonen, 2019) 
 
An avid dislike for life-logging in a public social context was noted by the 
Researcher, engaging in conversations with research participants who expressed a 
disdain directly with the researcher in person, expressly ‘western society led 
surveillance capitalism facilitating corporate access to personal big data, derivative 
of wearable computing’. During this twelve month appointment and three week visit 
to Helsinki in 2013 the researcher participated in many differing events including the 
Aalto University Department of Media, ‘Open Design Conference’, March 4-6, 2013 
quizzing participants on BWCs perceived use and issues they could foresee with 
BWCs in their respective countries as members of the ‘Learning Layers Project’ 
(Ley 2013) co-funded by the ‘European Commission’s 7th Framework Programme’ 
(European Commission, 2016). 
 
The highlights of the conference (for me) definitely centred on the 
opportunity to engage with some of the world’s leaders of learning design as 
to emergent forms of collaborative computing poised to engage learners and 
educators alike within the construction and allied health sectors. (Hayes, 
2019b, p.51) 
 
Testing of POV and BWCs equipment including the VIO POV, the ELMO SUV, 
Pivothead and EDUPOV camera glasses at the 2013 ‘LeGroup’ Open Design 
Conference alerted the researcher to the substantial differences of culturally informed 
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Whilst I was there, I contributed to the completion of a publication titled 
'Scenarios for peer-to-peer learning in construction with emerging forms of 
collaborative computing'. I also presented at the Department of Media, 
Research Symposium on February 28, 2013 with a focus on my research 
investigation titled ‘Body Worn Camera Technologies in Industry’ during 
the intermission period. (Hayes 2019b, p.52) 
 
After eleven months of preparation, in late May 2013 further amendments to the 
ethics application which had been submitted were approved through the University 
of Wollongong, Human Research Ethics Committee (HREC). This ensured that the 
Researcher and Chief Investigator were then able to digitally record interviews with 
participants in ‘moderate participation’ mode at the IEEE ISTAS’13 Symposium 
event, requiring subsequent amendments and changes to the research methodology. 
 
2.0. To publish data gathered during moderate participant observation 
research activity via approved data repositories upon completion of research.  
(V2 Proposed Changes Letter, in Chapter 3 Ethics Application, Hayes 
2019b, p.52) 
 
The researcher and Supervisor departed Australia in mid-May 2013 and ironically, as 
the researcher noted, Facebook were the sponsors of the 23rd Annual Computers, 
Freedom & Privacy Conference titled ‘Our Computers, Our Freedom: Can You 
Trust Anyone in the Digital Age?’ (CFP Wiki, 2017b) which the researcher attended 
on the 25th and 26th of June 2013 at ‘Newseum’ in Washington DC, United States of 
America prior to the ISTAS’13 event in Toronto, Canada. 
 
CFP is the premier conference examining the intersection of policy, 
technology, and action. It will feature two days of events bringing together 
technologists, policy experts and activists in forums designed to engage the 
public and policymakers in discussions about the information society and the 
future of technology, innovation and freedom. (CFP Wiki, 2017a) 
 
Whilst at the CFP conference the researcher interviewed an EPIC representative 
regarding the organisations position on BWCs, then met and discussed BWCs with 
CFP Keynote speakers Cory Doctorow, Julie Brill and Dr. Matt Blaze who each were 
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quick to point out to the researcher in discussions between conference proceedings 
that BWCs policy and current regulations in the United States of America lacked 
broad public consultation. They also collectively expressed that BWCs in the current 
reactive pattern of ‘panacea for police violence’ are likely to join the many other 
forms of State endorsed surveillance with ‘profound social justice and human rights 
concerns’. 
 
4.2.2 IEEE ISTAS’13 Symposium 
 
Upon arrival via the ‘red-eye’ flight into Toronto to attend the IEEE ISTAS’13 
Symposium the researcher made a bee-line for the ‘AWE 2013 Eyewear Showcase’ 
sponsored by META (Steve Mann, 2013d). In a lengthy discussion with Ori Inbar, 
the researcher learned of the historical underpinnings for wearable computing now 
assembled in the ‘digital eyewear’ travelling exhibition. 
 
this also appeared at the AWE conference a couple of weeks ago and now it's 
here, so it adds to use this as an opportunity to create awareness to the fact 
that you know, Google Glass is not coming from nowhere. (Inbar 2013, p.2) 
 
The ‘digital eyewear’ travelling exhibition Inbar stated: 
 
was initially contributed to by a group of pioneers in this space being Steven 
Feiner, Dan Qui, Peter Travers from Vusix and Steve Mann and when you 
hear their stories about each one of those devices, it brings them to life and it 
gives a great understanding of how this whole industry has evolved and also 
a sense of where it is going as well. (Inbar, 2013, p.2.) 
 
Scott O’Brien, Chief Marketing Officer with ‘Explore Engage’, Sydney, Australia 
conjoined with Inbar attributing respect to wearable computing pioneer Steve Mann, 
as a catalyst for his own engagement with large corporations such as Fairfax Media, 
McDonalds and other large retailers in using augmented reality as a means for 
marketing (O’Brien, 2012). 
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We had also forecasted a movement towards wearable computing and our 
business plan was accelerated by a major project in the middle of 2010 
related to wearable computing, so we felt I guess, luckily enough in our first 
six months validated to be targeting augmented reality and wearable 
computing. (O’Brien, 2012, p.1) 
 
Simon Randall, a Content Intelligence Officer with Oxford Medical Group, London, 
United Kingdom joined S. O’Brien (2012, p.1), Inbar (2013, p.2), Manson (2013, 
p.3) and (Brown 2013, p.7) in confirming with the researcher at the ISTAS’13 
Symposium the contribution of Steve Mann and Gordon Bell, Emeritus Professor 
and Principal Researcher at Microsoft Research. Randall remarked: 
 
it bubbled out so we didn’t … we were not lying in the bath and suddenly 
went ‘ah-ha’. (Randall, 2013, p.4) 
 
The SenseCam (Hodges et al., 2011; Zhou & Gurrin, 2012), then “bubbled into this” 
stated (Randall 2013, p.4), pointing to the Autographer device he was wearing like a 
pendant around his neck at the ‘IEEE 2013 ISTAS’13’ Symposium at Toronto 
University, Canada. To provide some background as to why this is event is important 
for recount in this research investigation, reference must be made to discussions back 
in 2011 with the Supervisor in which the researcher was alerted of the need to 
strategically bring together international industry leaders, academics and 
representatives from the wearable computing domain. This was deemed important in 
developing knowledge of international developments in wearable computing and 
contemporary forms of BWCs and gaining consent to interview experts in their 
respective fields. 
 
The researcher was nominated and subsequently awarded the dual role of ‘Publicity 
Chair’ and ‘Web Developer’ by the Organising Committee of the IEEE 2013 
ISTAS’13 Symposium in mid 2012. These opportunities provided the researcher 
valuable insight into how closely aligned academic research development and private 
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The researcher proposed and was granted permission to develop the conference 
website using a commercial website host as IEEE did not provide website hosting for 
events at that time, later changing its policy to allow the researcher to establish, build 
and maintain the event archive website (Hayes & Michael, 2014). A range of print 
based, graphic design and electronic resources supporting the ISTAS'13 event were 
also produced by the Researcher including; 
 
• Website - publication compiled on CD ROM to accompany event program; 
• Keynote slides - Registration, events and workshop venues; 
• Graphic design - web based p. banners, logos and slide sets; 
• Program - three-day program produced in web and print copy; 
• Meeting Minutes - templates and records for meeting agendas; 
• Poster - main poster for venues and promotion. 
 
Historically the IEEE International Symposium on Technology and Society (ISTAS, 
1991-2019) is an annual international forum which dates back to 1989 (IEEE 
ISTAS13 Organising Committee & Hayes, 2013a), sponsored by the IEEE Society 
on the Social Implications of Technology (SSIT) provided and was ascertained as an 
ideal forum for this research intent. The ISTAS’13 conference represents a year of 
intensive and dedicated preparation by the researcher and Professor Katina Michael, 
availing insight into contemporary issues which wearable computing and wearable 
technologies present for society referencing key research bodies and industry 
representatives.  
 
This event provided a valuable insight into the realities and life challenges of those 
who avidly bring computing closer to the human form, the focus of this research 
inquiry. The IEEE ISTAS’13 archive website contains a statement which summarises 
the focus of the entire event: 
 
The environment around us is becoming ‘smarter’. Soon there will be a 
camera in nearly every streetlight enabling better occupancy sensing, while 
many appliances and everyday products such as automatic flush toilets, and 
faucets are starting to use more sophisticated camera-based computer-vision 
technologies. Meanwhile, what happens when people increasingly wear 
these same sensors? (Hayes & Michael, 2014) 
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Numerous Skype meetings and Google Hangouts with the ISTAS’13 Organising 
Committee based mainly at Toronto University throughout 2012 revealed the many 
idiosyncrasies of planning, implementing and supporting an international event from 
online and from afar. The ISTAS’13 Organising Committee kept minutes of all 
meetings and asynchronous communication with delegates was maintained via a 
Google Plus Community Group (Mann, Hayes, et al, 2013). 
 
In recognition of the proposed modus of engaging with participants through the 
Symposium wearing a life-logging camera, Professor Katina Michael and the 
researcher made the decision to submit a change to the original project Higher 
Degree Research Ethics Committee to encompass life-logging BWCs devices such as 
the Memoto camera (PetaPixel, 2013) or the SenseCam to be worn by the researcher 
in conjunction with research activities at this international gathering (Wang & 
Smeaton, 2013). 
 
A declaration of informed consent was devised and deemed compliant provided all 
delegates were explicitly advised and provided consent to engage in the event, with 
full awareness of the researchers intentions. A set of visual slides prominently 
displayed at the Toronto University venue, upon delegate registration and at the point 
of delegate entry into the venue were decided as permissible for this purpose by the 
HREC Committee (Hayes, 2012a), containing the statement: 
 
Delegates attending this conference MAY be captured photographically by 
installation art and other featured audio-visual devices which may be 
continuously recording and photographing the ambient surroundings at 
ISTAS’13. (Hayes, 2019b, p.63) 
 
On reflection, the paradox of examining the intent of the ethics application and then 
by contrast the reality of the event is attained by reading the researcher journal 
observations of the entire venue filled with individuals wearing BWCs, recording 
video and audio indiscriminately. The need to inform delegates that it was likely they 
would be recorded as a result of their attendance at ISTAS’13 was regarded by and 
expressly reinforced by a number of symposium delegates as ‘curiously naive’. 
Irrespective, no recorded objections to the researcher’s digital capture were received 
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from anyone attending the event. Professor Steve Mann, Toronto University, Toronto 
Canada was appointed as the General Chair of IEEE ISTAS’13 and a video featuring 
Steve Mann titled ‘Mediated Reality & Wearable Computers’ (University Of 
Toronto, 2012) was released in July 2012, officially promoting the call for papers 
(CFP) (IEEE ISTAS13 Organising Committee & Hayes, 2013b). 
 
The Organising Committee Chair, Ryan Janzen conducted regular meetings 
throughout 2012 and early 2013, as well as managing logistics on the ground in 
Toronto. Concurrently the Program Committee Chair, Professor Katina Michael 
worked closely with the researcher and co-Publicity Chair to bring the program 
together, featuring key speakers, invited speakers, gala events, patrons and exhibitors 
via the ISTAS13 archive website. 
 
The ISTAS’13 Program Committee along with international Reviewers short listed 
papers and each speaker’s abstract was published via the ISTAS’13 event website. A 
conference poster was produced by the University of Toronto for publicity purposes 
and a further version produced by the researcher with a call for papers and delegate 
online registration information. The IEEE ISTAS’13 Technical Program (IEEE 
ISTAS13 Organising Committee & Hayes, 2013b) provided a clear insight of 
preferred topics with related nomenclature influenced by the General Chair, 
Professor Steve Mann for prospective authors to consider such as ‘Wearable 
Computing’, ‘Augmediated Reality’, ‘The Veillances’, ‘Everyday Life’ and ‘Social 
Concerns’. 
 
As General Chair, Professor Steve Mann published an interview on the 31st 
December 2012 (Ackerman, 2012c) stating ‘smart glasses might not make you 
smarter’ which the researcher suspects was a dig at Professor Thad Starner from 
Georgia Tech who was the Google Glass project Lead at that time. A full three day 
program (Michael & Hayes, 2013) was made available to all delegates upon 
registration. The conference topic ‘Living in a Smart World – People as Sensors’ was 
determined by the conference organising committee and the SSIT Board of 
Governors secured the University of Toronto, Canada as the conference venue, home 
to Professor Steve Mann and many other wearable computing pioneers. 
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ISTAS '13 presenters and panelists addressed the implications of living in 
smartworlds – smart grids, smart infrastructure, smart homes, smart cars, 
smart fridges, and with the advent of body-worn sensors like cameras, smart 
people. (Hayes & Michael, 2014) 
 
A comprehensive summary of the entire event titled ‘International Symposium on 
Technology and Society (ISTAS13) Proceedings’ (K. Michael, 2013) provides a 
detailed overview of the sheer scale and complexity of the event involving 88 
international speakers, presenters and special guests, 77 delegates, 23 volunteers and 
16 exhibitors. 
 
As an indication of the internationalization of this conference delegates and 
paper submissions have come from the following nation states: Australia, 
Canada, England, Finland, France, Germany, Ireland, Israel, Poland, Saudi 
Arabia, Singapore, South Africa, Spain, Sweden, United States of America, 
Uruguay. We also have representation from a full range of sectors including 
commercial, government, non-government organisations, and users. We 
appreciate the participation of the Privacy and Information Commissioner of 
Ontario, the American Civil Liberties Union, companies like EPSON, APX 
Labs, META, CISCO, Microsoft, ESRI, Memoto, Autographer, buildAR, 
Streamfolio, Augmate and Infinity Augmented Reality, Institute for 
Infocomm Research; as well as institutions and industry research and 
development units, such as the University of Wollongong, 
uberveillance.com, Optinvent, Singularity Weblog. (Hayes & Michael, 2014) 
 
The ISTAS’13 opening keynote panel address was shared by Professor Mann with 
acclaimed Professor of MIT Media Arts and Sciences, Marvin Minsky author of ‘The 
Society of Mind’ (Minsky, 2007) who helped define the field of Artificial 
Intelligence (AI) among his major life career contributions. Keynote speakers at the 
conference included Ray Kurzweil (Google), Marvin Minsky (Massachusetts 
Institute of Technology (MIT), Steve Mann (University of Toronto) and Gordon Bell 
(Microsoft) all who engaged with conference delegates throughout the conference 
through virtual and physical presentations. 
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Preparations for the keynote speech on Thursday 27th June 2013 by Ray Kurzweil 
involved a number of preparatory web conferences and attentive work on the audio-
visual deck as Kurzweil attended the conference by virtual connection. It was 
observed during that keynote presentation that Thad Starner sat in the audience 
wearing Google Glass amongst other members of the Google Glass team. Notably, a 
joint paper submission by Steve Mann, Ray Kurzweil and Marvin Minsky was also 
received as part of conference papers proposing a move towards a ‘society of 
intelligent Veillance’ (Minsky et al., 2013). 
 
A media statement for ISTAS’13 released by the University of Toronto on February 
6, 2013 featured Professor Steve Mann reiterating the conference short-title ‘Living 
in a Smart World – People as Sensors’ in which Associate Professor Katina Michael 
stated: 
 
There are great socio-ethical implications that will stem from these 
technologies and fresh regulatory and legislative approaches are required to 
deal with this new environment. (Goldie, 2013) 
 
A general press statement released on April 9, 2013 featured Professor Katina 
Michael reinforcing that the intent of the event was a point for developers to listen to 
the advice of those seeking feedback loops throughout the development process. 
 
Professor Michael hopes that the meeting in Toronto will mean proactive 
solutions for impending social implications. Usually civil societies are in 
reactive mode. A technology is unleashed onto the market. Civil societies are 
usually back pedaling to provide feedback after diffusion. We have to switch 
this reactive model into a proactive one that allows feedback from consumers 
early in the development process. (Hayes et al., 2014) 
 
A further press statement issued on the June 20, 2013 from the University of 
Wollongong quotes Professor Katina Michael asserting that: 
 
Widespread diffusion of wearables has not yet occurred and the time for 
discussing the potential implications of these technologies is now. Law 
enforcement officers in Australia are already trialing these always-on 
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recording devices as are members of the private security industry… What 
does it mean when the everyday citizen puts on the same equipment and 
presses the record button taking video images of those around them? (Hayes 
et al., 2014) 
 
These press statements in themselves parallel first-hand observations by the 
researcher of the interdisciplinary collusions as these three distinct groups came 
together; (1) engineers and their respective industry associates; (2) academics and 
their students; (3) as well as developers and their swag of consumer products. 
Towards the end of the ISTAS’13 event the researcher chaired an ‘Industry Panel’ at 
ISTAS’13 where three (3) key questions were presented and considered by industry 
leaders: 
 
1. What is the principal technological challenge facing your industry at present? 
2. Where are wearable technologies having an impact on your industry area? 
3. How is technological innovation forging new futures for your industry?  
 
The responses to these three (3) questions were predominantly expressed as: 
 
1. Regulatory bodies under government control are currently ‘strangling’ industry 
of it’s true potential for market saturation of wearable computing technologies; 
2. Emergent technology is likely to leapfrog wearable computing on a trajectory 
of ingestible and implantable for future Human-Computer Interaction; 
3. Artificial intelligence (AI) will heavily influence technological innovation 
shifting the role of humans as capital to be used in an automated future; 
4. Social and ethical implications are best described by those who are benefitting 
from these technologies and due restraint should be impressed upon those who 
claim detriments without verifiable quantified proof. 
 
It was evident to the researcher as a result of facilitating workshops, panels and 
administration functions at ISTAS’13 how the ‘spectacle’ of body worn computing 
and body worn cameras plays out against ‘the reality’ of development and diffusion 
of this innovation more broadly in society. Interviews with delegates and industry 
representatives reveal by contrast a far deeper understanding of the realm of 
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inventors and their associations with the influence of ‘the fictions of science’ on 
creation. 
 
This event also placed the researcher in situ and privy to discussions 
gratuitously highlighting academic institutions 'hot bedding’ with 
corporations to push the marketing ‘dreamscape’ and by virtue of their 
captive audience ensuring consumer buy-in. (Hayes 2019b, p.72) 
 
A far more cogent awareness of the sheer scale and magnitude of ‘sales pitch’ 
driving industry groups and corporation-led initiatives such as the Google Glass 
‘living experiment’ became apparent for the researcher moving between discussions 
with presenters or through inquiry with industry representatives who, when 
questioned, demonstrated little more than a tacit acknowledgement of consumer 
privacy and safety. 
 
Responses from a number of life-logging developers at IEEE ISTAS '13 also 
demonstrate a clearly disingenuous engagement with their product consumer 
base in recount and now in hindsight given how many have ‘closed shop’ 
and despite their claims of ‘ethics at the forefront’ the after-effects of their 
wares for their consumers has been disastrous. (Hayes 2019b, p.73) 
 
The ISTAS’13 social ‘Gala Cocktail Event’ and the ‘Crystal Award’ facilitated by 
the Researcher and hosted by Professor Steve Mann were particularly memorable as 
the researcher took careful note of who attended and what eventuated, as recorded in 
the researchers journal. By carefully scrutinising interactions between delegates and 
with reference to many notes and hundreds of photos, a clear indication for the 
researcher is that these wearable technologies are technologically obfuscating and, in 
many cases, stultifying human interactions. 
 
I have now observed firsthand humans who have ‘become the camera to the 
detriment of their own human relationship with the world’ … as I’ve 
overheard stated from senior academics and world leaders in privacy 
protections who made statements in conversation with me. (Hayes, 2019b, 
p.74) 
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Likewise, when observing the interactions between delegates who clearly have long 
term corporate connections based on power of market share and influence, the 
charades of inventors did not bode well in a social conviviality. The research journal 
also contains notes recounting that a number of delegates identified themes and 
spoke of key concepts at ISTAS’13 which had emerged prior during the literature 
review for this research inquiry. 
 
firstly ‘inevitable’ as to humans being subject for implantable technologies 
or ‘convenience’ as a means to explain human apathy or the public's 
perceived lack of control over technological innovation and diffusion and 
lastly whether they (the self-professed cyborgs) actually cared at all about 
what impacts they were having on others around them. (Hayes, 2019b, p.76) 
 
Another notable element of feedback was received by the researcher from an 
ISTAS’13 delegate (Case, 2013a) providing proof of avid investment in the 
‘Quantified Self’ movement which a number of participants on the ‘Sousveillance 
Walk’ around Toronto City on June 30, 2013 with Professor Steve Mann referred to ‘
living life on a moment-by-moment treadmill’ (Case, 2013b). 
 
In summary, the ISTAS’13 Symposium brought together engineers, science fiction 
writers, military personnel, also entrepreneurs and business leaders from industry, 
providing the researcher with a valuable insight into international wearable 
computing and wearable technologies communities. The opportunity to connect in 
person, interview and gain an understanding of the multiple challenges for ethicists, 
lawmakers and the wider society as industry pushes innovation, through product 
development and then pervasive diffusion was strategic and timely. 
 
A great tension is evident and as evidenced in the interviews in comparison 
to the participant observer activities, principally those who endorse 
sousveillance as an act of recalcitrance; those who dismiss anything which 
circumvents a surveillance state; those who view such technologies as 
‘disfiguring’ humanity and as very evident during the IEEE ISTAS’13 
proceedings those who don't rightly care what the social or ethical outcome 
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is of their own activities using these wearable computing technologies 
provided there is a clear profit margin. (Hayes, 2019b, p.78) 
 
4.2.3 Professional Associate 
 
Soon after returning to Australia from the IEEE ISTAS’13 Symposium in Toronto, 
Canada the researcher was appointed as a ‘Professional Associate’ (Hayes, 2013e) 
with the STEM Faculty, INSPIRE Centre at the University of Canberra, Australia 
under the supervision of Director of the INSPIRE Centre, Professor Robert 
Fitzgerald. 
 
A conversation recorded on August 7, 2013 via Google Hangouts (Hayes & 
Fitzgerald, 2013) between Professor Robert Fitzgerald, Rob Manson from CEO of 
MobLabs Australia and the researcher was the catalyst for the ‘Glassmeetup 
Symposium’ held almost a year later on the 12th May 2014. This simultaneous face-
to-face and online event was the first of many wearable technologies and BWCs 
focused activities and events within the research centre, providing a stable meeting 
hub and a base for professional activities in Australia. 
 
My experience as a Professional Associate at the INSPIRE Centre under the 
supervision of Professor Robert Fitzgerald who is a most sincere researcher 
and senior academic, paved the way for how I better understood industry and 
community engagement with technologically oriented co-design initiatives 
thanks to his careful listening and patience. (Hayes & Fitzgerald, 2013) 
 
Wearable life-logging devices such as the Memoto camera and the Microsoft 
Sensecam were at the centre of discussions on the 18th August, 2013 in an event 
titled ‘mTech: Mobile and Wearable Technologies Forum’ (Bacon et al., 2013) 
which the Researcher co-convened at the INSPIRE Centre University of Canberra, 
ACT, Australia. 
 
Mobile and wearable technologies represent growing innovation in human-
computer interaction which has the potential to revolutionise training and 
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education. This event will foster sharing experiences and visions of what this 
means for educators and students across all education sectors both now and 
in the near future. (Fitzgerald et al., 2013) 
 
The ‘mTech: Mobile and Wearable Technologies Forum’ event brought together 
educational technologists, managers, academics, researchers and industry affiliates to 
discuss the likely impact in an educational context with an acknowledgement from 
all delegates that BWCs has potential broader socio-ethical implications for society, 
with all presentations produced as a podcast series via the ‘TalkingVTE Podcast’ 
team (Fitzgerald et al., 2013). 
 
The Researcher contributed to preparations in the role as Professional Associate 
under the Supervision of Professor Robert Fitzgerald and facilitated a Panel 
Discussion with invited guests Stephan Ridgway, Manager Learning and Innovation, 
TAFE NSW and Michael Coghlan, eLearning Coordinator TAFE South Australia. 
Notably present also was Helen Lynch, Senior E-learning Consultant with the 
Curriculum Renewal Project at Charles Sturt University, School of Policing, 
Goulburn, NSW, Australia. Michael Coghlan from TAFE South Australia (Coghlan, 
2009)  showcased early generation homemade POV equipment that had been 
experimented with in an educational context and comparisons were made in 
discussions with delegates of the parallels with emergent examples of BWCs 
technologies.  
 
A presentation at this event by Danny Munnerley and Matt Bacon, members of ‘AR 
Studio’ at the University of Canberra titled ‘Opportunities for Augmented Reality in 
Higher Education’ explored the likely impact of mobile and wearable technologies 
such as BWCs and virtual reality Heads Up Displays (HUD) also in an educational 
context complementing the researchers own presentation at the same event titled 
‘mTECH: Mobile & Wearable Technologies: The Educational Context’ (Ridgway et 
al., 2013). 
 
In August 2013, in the role as Professional Associate the researcher, engaged in a 
project instigated by Andy Kropa (Kropa, 2015a), a renowned Getty photographer 
and avid wearable computing enthusiast to work on a ‘prototype' for assisting people 
who suffered from Alzheimer's using a range of body worn cameras and other 
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wearable technologies. Inspired by Andy’s mission and personal story the researcher 
assisted Kropa to establish ‘Hacking Alzheimer's’ (Hayes, 2013c) and set about 
building a web presence to support the ‘Memory Aide’ project concept (Kropa, 
2015b). The initial stages of this conceptual investigation were set to determining 
whether life-logging devices such as Sensecam, Memoto or Autographer could serve 
as technological mechanisms to collect and provide memory retracing experiences 
for people with Alzheimer’s. 
 
A seminar presentation made by Kropa at local pitch fests in Brooklyn, New York 
(Hayes, 2014c) brought the project closer to reality as the researcher was at the time 
exploring body worn camera recall using software’s and devices produced by 
Looxcie, one of the first commercially available streaming video cameras released in 
2010. 
 
We use photographic life-logging and digital technologies to target the 
symptoms of memory loss, creating systems that aid the recall of an impaired 
individual at each instance that loss of memory occurs - Hacking Alzheimers 
Website Synopsis. (Hayes, 2019b, p.91) 
 
Contact was made with Cathal Gurrin at the INSIGHT Centre, Dublin University 
(Gurrin et al., 2014) and Rami Albatal also from INSIGHT who both offered to assist 
with data collection, analytics and visualisation services to support Kropa with the 
foundations for the ‘Memory Aide’ project. A technical plan was drawn up and the 
INSPIRE Centre, University of Canberra also came on board as managers of a 
commercial-in-confidence joint four (4) year project which promised to deliver: 
 
1. Intellectual property - Research activity that results in unique intellectual 
property as a result of project partner collaboration; 
2. Device types and software applications - Creation and deployment of a device 
type and software application that yields verifiable improvements to the quality 
of life of individuals affected by memory loss and their caregivers through its 
function as a cognitive aid; 
3. Case studies - a range of international sites with over 200 participants from 
across the entire Alzheimer's spectrum; 
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4. Peer reviewed publications - Project report findings and significant peer 
reviewed publication with future recommendations for on boarding affiliated. 
 
Oskar Kalmaru from the life-logging camera developer group Memoto officially 
endorsed the project (Kropa, 2015b) also Rachelle S. Doody MD, PhD and Effie 
Marie Cain, Chair in Alzheimer’s Disease Research, Director of Alzheimer’s Disease 
and Memory Disorders Centre at the Department of Neurology, Baylor College of 
Medicine also provided a ratified testimonial of support. 
 
Determine best device type/software combination to deliver memory aid 
functionalities to users experiencing memory loss as a result of normal aging 
or as symptomatic of Mild Cognitive Impairment. (Andy Kropa: Memory 
Aide Working Document in Hayes, 2019b, p.92) 
 
The project evolved a further two rounds of preliminary developments including 
product assessments, technical descriptions, voice-over scripts, tagline lists and even 
Google Glass compatible audio commands were developed. Kropa wrote a short 
paper in 2014 titled ‘Towards a Mobile Lifelog’ which described in summary how 
the project was integrating the Google Glass application. Kropa took the project on 
further with a successful pitch at the 2015 ‘Creative Capital Retreat’ in the United 
States of America (Kropa, 2015a) and the ‘Memory Aide’ project and the Hacking 
Alzheimer's venture evolved into Haz Labs, ‘Memory Lane’ (Haz Labs, 2017).  
 
Concurrent with the researcher’s involvement with the Memory Aide project an 
extensive and critical appraisal of the Google Glass Explorers program began with an 
interview with Google Glass Explorer, Cecilia Abedie from San Francisco regarding 
Google Glass, technology and the broader impacts on society of wearable technology 
(Alexander Hayes, 2014b). Abedie assisted the researcher to conduct interviews 
through the online Google Hangouts application with 47 Google Glass Explorer team 
members interviewed over a 4-month period from 27th February 2014 through to the 
12th June 2014.  
 
These conversations average 30 minutes in duration and were observations by the 
researcher of the applied use of the Google Glass Explorer Edition device over a 
wide range of settings, locations and many different use cases. With feedback in a 
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supervision meeting with Professor Robert Fitzgerald, each individual was 
encouraged to detail their experience with the whole Google Glass phenomenon, in 
which most participants provided both candid responses to questions as to the 
benefits and detriments of these head worn digital displays. 
 
This series of recorded Google Hangouts is a record of my interaction with 
the Google Glass Explorers Community and other related contacts from 
industry, research and affiliated organisations. The intent of this research 
activity is to gain an understanding of the key motivations, experiences and 
understandings that these individuals gain from engaging with this emergent 
wearable technology. (Hayes, 2019b, p.96) 
 
Contact with Abedie also led to communications with the ‘2014 The Google Glass 
Exchange Project’ and also ‘2014 - 365 Days of Glass Project’, both championed by 
Technical Coordinator, Margaret Powers at the Episcopal Academy, Philadelphia PA 
in the United States of America. The ‘Glass Education Explorers’ project evolved 
into a database of pre-primary, primary and secondary teachers with parental consent 
openly aggregating via the Internet online videos and digital storytelling resources 
created using the BWC feature of the Google Glass device with children in lower 
primary classes as young as pre-kindergarten to 12th grade. 
 
Using #Glass to record learning and discovery, in the garden, on the 
playground, in specials, in homerooms, in the hope of facilitating students' 
reflection of their learning, sharing moments with families, providing content 
for educators to review their own practice and room design ... The students 
took turns wearing Glass to record important parts of their classroom that 
they decided would be important to share with their new partners. In addition 
to showing parts of their classroom, some students also chose to capture 
some of the things they have been learning about. (Powers, 2014) 
 
Jessica Anderson, a High School science teacher from Montana USA used Google 
Glass with her science class students, producing many first person POV videos 
detailing class trips to locations away from the school setting and also one-to-many 
high-resolution interactions with her students. A very disappointed reaction to 
Google dropping the Google Glass program in early 2015 was noted from many of 
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Anderson and Strong’s peer groups who had held out for post-beta Google Glass 
units to be shipped. 
 
I admit, I was drawn in with the cool factor, romanced by the potential and 
dumped by corporate but I'm not giving up. I'm evolving to evaluate other 
types of technology and seeking the opportunity to weed out the bad and 
promote the good. (Strong, 2015) 
 
The researcher notes the many contradictions between what the Glass Explorers 
attested they would do in their educational journals and the reality of what was 
actually done, much of which the legacy is still accessible online via the Internet. 
 
I will also be wearing my Google Glass as I will be using it to take pictures 
(only posted with your permission) and share the wonderful learning 
experiences our students have every day. If at any time you would like me to 
video a lesson or activity, I can do that also. (Beck, 2014) 
 
Notably, the majority of websites and online resources from this period have been 
removed from the Internet or links only still remain to material of worrying content. 
 
Educators must set parameters for their own use of the displays. For 
instance, facial recognition tools could enable teachers to prejudge new 
students by matching their faces to their behaviour and learning profiles. 
(Kapptie, 2013 in Gittlen, 2013) 
 
The researcher was soon in demand to speak publicly in role as researcher and 
Professional Associate as a result of association with the now worldwide Google 
Glass phenomenon. An example of this interest occurred on 14 April 2014 when the 
researcher met with Leigh Blackall, Educational Designer at La Trobe University, 
Victoria Australia. In the ensuing discussion on #GoogleGlass as it appeared across 
social platforms in hashtag form, according to Blackall was picking up interest as a 
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Alex has been interviewing early adopters of Glass, gaining many insightful 
perspectives on the technology. (Blackall, 14 April 2014) 
 
The researcher either managed or contributed extensively to keep these contacts 
abreast of BWCs developments throughout the 2014 period, engaging online with 
many online communities including Google+ online Communities, principally 
‘Google Glass in Education’ as well as GlassEDU’, the main ‘Glass Explorers’ 
community and ‘Glass in HealthCare’. 
 
In all their wisdom, the moment something shows promise and has a 
community spirit rolling usually, Google shut down its own history as is 
common in the tech world closing its G+ communities in 2019 which to the 
researchers disappointment also kills off those communities and the content 
which historically I had used extensively to engage with the Google Glass 
community as well as to host events through Google Hangouts and so on. 
(Hayes 2019b, p.99) 
 
After meeting with Stephen Downes, philosopher and commentator on May 1, 2014 
the researcher became acutely aware that perceptions of rapid social change as a 
result of a corporate lead innovation such as Google Glass were not shared by many 
who had witnessed, as Downes aptly expressed, “surveillance as supremely acute as 
growing up in a small rural town in Canada” (Downes, 2014, p.101). 
 
Stephen remarks through the interview that POV, BWC or Glass 
technologies simply join a plethora of other tools which may or may not 
have pedagogical application ... I am neither enamored by nor unduly 
worried by their popularity. (Downes, 2014, p.101) 
 
Shortly after this meeting, a letter received from the ‘Stop The Cyborgs’ group was 
received by the INSPIRE Centre team at the University of Canberra and was 
considered by the researcher to be of great significance, especially given the 
researchers activity at the time organising the ‘Glass Meetup’ event hosted by the 
INSPIRE Centre at the University of Canberra on May 12, 2014. Interesting graphics 
including a ‘Ban Google Glass’ signage was sent with the letter and also by 
investigation of the ‘Stop the Cyborg’ website the researcher encountered some 
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impressive and strong criticisms not yet heard expressed in an open access nor online 
context. 
 
This corporately controlled collective mind allows companies to exert a 
powerful and invisible influence. The algorithms seem objective - we trust 
them - but social assumptions, cultural values, expected norms and power 
structures are hidden and enforced by code. (Hayes 2019b, p.101) 
 
This information had a significant effect on the researcher, who read and reflected 
upon content in that website, contributing to the INSPIRE team response post with 
acknowledgement that: 
 
This discussion should not take place in a middle-class tech bubble. Not 
everyone is a model citizen with a perfect credit record, positive social media 
profile and good health… Rather we need to consider how new technologies 
will impact marginalised groups and individuals. (Bacon, 2014) 
 
The ‘Glassmeetup Symposium’ was held nevertheless on May 12, 2014 at the 
INSPIRE Centre, University of Canberra, online via Google Hangouts, sponsored by 
Canvas LMS and billed as the first in a series of events investigating emerging 
technologies and their application to education, training and development. The 
researcher provided logistical assistance in the role of Facilitator and, as a participant 
observer, made careful note of the participants shared experience, whilst critically 
appraising and engaging with international innovators and champions in this HCI 
field. It was evident from the feedback from event participants how they individually 
considered these BWCs technologies would impact upon their personal and 
professional lifeworlds (Hayes, 2014). 
 
Topics of discussion included the associations or connections between #glass 
(digital eyewear) and big data, privacy, learner analytics, innovation, UAS 
(drones), engineering, medicine, health care, sports sciences, quantified self, 
law, policing, military, pedagogy, training, curriculum, augmented reality, 
well-being, national security, gaming, architecture, transport, logistics, 
travel, marketing, advertising, social research, retail, fashion, information 
technology, science fiction, the Arts, trades practices. (Bacon, 2014) 
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Numerous members of the Google Glass Explorer community were invited and 
engaged with delegates as well as INSPIRE Centre team members through the 
Google Glass device, in conjunction with Google Hangouts (Yu, 2014) which was 
made available during the physical event as a publicly accessible webcast (Hayes, 
2014). 
 
Our first #glassmeetup public event occurred on the 12th May 2014 at the 
+INSPIRE Centre, University of Canberra with key national and 
international speakers in an interactive program of events. We were joined 
by members of the Google Glass Explorer Community and other key 
speakers who are actively engaging with this technology across many 
different industries, organisations and social settings. (Bacon, 2014) 
 
Key Presenters included Professor Mark Billinghurst from the University of 
Canterbury, New Zealand, Cathie Reid from APHS Packaging, Ceclia Abedie from 
‘33 Labs, Noble Ackerson from LynxFit, Brandon King from Google Glass 
Explorers, Libby Chang from Wearables Weekly, Joshua Levitsky who is a 
Firefighter, Emergency Medical Technician, and Hazardous Materials Specialist in 
Rockland County, New York and also David W. Martineau a Medical Doctor 
specialising in hand surgery. 
 
Cecilia Abadie, Google Glass Explorer (Associated Press, 2014) and member of ‘33 
Labs - Mobile Experimental Innovation’ provided a detailed account of the 
development of wearable technologies such as the smartwatch as a paired accessory 
to smart-glasses finishing the presentation with a poignant yet rhetorical question of 
the audience. 
 
Can we stop technological evolution or are we better off influencing the way 
and ethics by which technology evolves? (Hayes, 2014) 
 
Soon after the ‘Glass Meetup’ event Tom Worthington, an independent computer 
professional, educational design consultant and an Honorary Senior Lecturer in the 
Research School of Computer Science at the Australian National University on the 
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May 26, 2014 published an article titled ‘First Impressions of Wearing GoogleGlass’. 
 
A new term associated with the device is ‘Glass Zombie’, for someone who 
is staring strangely as they are concentrating on reading the Glass screen ... 
Overall the unit worked much better than I was expecting but is still a 
solution looking for a problem and very much a prototype. (Worthington, 
2014) 
 
By association, around this time concerns of behavioural changes as a result of 
wearing Google Glass were soon conflated with mass surveillance. Numerous news 
media articles reported assault on ‘Glassholes’ and avid consumer supporters 
clashing with establishments intent to preserve their client’s privacy. Professor Mark 
Billinghurst in conversation with the researcher soon after the Glass Meetup event 
claimed that this association between the Google Glass product, regional and 
national security was indefensible, dispelling (as he claimed) the myth that Google 
was now ‘prototyping humans’ for consumption by ‘forcing them to be constantly 
identified and respondent to a corporation’ (Dormehl, 2014). 
 
By invitation the researcher was also invited to co-present on July 10, 2014 at the 
Department of Education, Australian Government Canberra, ACT Australia ‘
Innovation 14’ event, engaging with an audience of 80 face-to-face public servant 
employees and 11,770 active participants online via desktop web conferencing 
(Thomas, 2014). 
 
It must be noted that Purcell as a Teacher at Canberra Grammar school also entered 
into a non-disclosure agreement with Google, engineering and test applications with 
his ‘Code Cadets’ secondary school students (Canberra Grammar School, 2017). 
 
By debate, the researcher argued a case for examining the wider social and ethical 
implications of BWCs given the established gap in literature and poor representation 
of those marginalised by these technologies. Purcell’s case-in-point was divulged as 
intentions of use for Google Glass in the secondary school setting to ‘mark’ or record 
student’s presence or absence using facial recognition, where the camera 
automatically identifies students with the integrated (school) electronic roll call. The 
researcher sought to engage with the project, however meetings between senior 
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officials from the ACT Education Department, Canberra Grammar school and 
Professor Robert Fitzgerald, at the University of Canberra failed to materialise. 
 
I think it’s wearable computers that will be another wave which will need to 
be acknowledged in a school’s digital strategy… the whole wearable 
technologies area is rapidly expanding, everything from Google Glass to 
wearable devices like Fitbits… there are schools, teachers and students using 
digital eyewear overseas and it’s only a matter of time before we’ll start to 
see that here as well. (Page, 2014) 
 
By contrast, in the day prior to the event an open letter published by Mikalea Jade 
(Mikaela Jade, 2014a) indicated that whilst the Google Glass technology presents 
great potential in a number of ways for use in an educational and wider industries 
context, by its very constitution as a mass surveillance vehicle which gathers data on 
its consumer users, Glass therefore, at that time lacked robust cultural safeguards 
which in turn is a substantiated privacy risk for all Aboriginal people in Australia. 
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4.3 Consultations 
 
The researcher through the latter half of the research inquiry also made firm 
connections with three experts in Australian law enforcement (state policing), in 
human rights organisations that intersect with law enforcement (across four 
international jurisdictions) and within socio-legal studies examining social justice 
issues. As a result, this chapter contains a mix of secondary sources, in which the 
interactions between the researcher and the participant are deemed as consultations 
fitting within the defined parameters of an ‘interview’. 
 
The trust building process of slow reveal though was each time led by the participant, 
with the researcher in listening then seeking further confirmation of the various 
challenges they face within their respective professional roles and personal lives, 
responding to open ended questions or in an email dialogue, often also exchanging 
links to BWCs specific resources such as the latest peer reviewed papers or pre-press 
articles. 
 
4.3.1 Law Enforcement 
 
In a conversation with a current serving Police Officer in Perth Western Australia the 
topic of wearable computing is clearly understood within the role as a networked 
device, either stand alone or networked connected. For reasons unknown the 
interviewee requested that her contributions be anonymised as other than reinforcing 
gender and geolocation. 
 
in the sense of my job, I suppose our body worn cameras would be another 
wearable computing device. (Interviewee 61, 2019) 
 
A clear distinction was made by the interviewee who considered a smartphone as a 
hand-held technology differentiated from BWCs wearable computing which will 
operate autonomously, yet an anomaly arises when questioned as to how and when 
the camera function is activated with informed consent. 
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one of the biggest things is that it's hands-free, so from that point-of-view or 
perspective … no notification. (Interviewee 61, 2019) 
 
The benefits, risks or harms of BWCs in a policing context the interviewee raises as 
how these technologies influence the manner in which the police officer and the 
subject interact. Interviewee 61 claims the BWCs significantly alter the behaviour of 
the subject through deterrence and by long-tail effect the impact of an event that can 
be replayed from one perspective, the police officer’s perspective, then transposed 
into a judicial setting such as a court of law. 
 
a video image only gives you one of those. It only gives you the vision. So, 
it's not giving you the full picture of what that situation is … it gives an 
opportunity for something to be used against you if it's maybe not pictured in 
the right way. (Interviewee 61, 2019) 
 
The key risks for the police officer wearing the BWC according to (Interviewee 61, 
2019) is time spend getting tangled up on matters of breaking regulation and policy. 
 
I think that when you're acting on instinct, I don't think that you're 
considering a court trial nine months down the track. You are purely acting 
on instinct of what you think is the best thing to do at the time. (Interviewee 
61, 2019) 
 
The flipside to having evidence to support the actions of the officers are also 
described as having potential to act against them according to the replay and recount 
using the video data. 
 
so, the risk is then there is evidence to be used against that officer, as 
opposed to supporting that officer. (Interviewee 61, 2019) 
 
The reality of this, according to Interviewee 61 (2019) recounts from personal 
experience is that BWC can and has been used against police officers who have been 
acting within the constraints of the law and with the best of intentions within their 
role. The explanation as to what that constitutes though is confusing for the 
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researcher as it appears to be a situation of self-admission, the ‘grey’ area of policing 
where context is king. 
 
That harm can obviously go to quite an extent when you're being 
investigated for something like that. Let's say for example that the vision 
didn't depict the correct situation ... as a hypothetical, the vision didn't ring 
true to the facts and the fact is that she acted within the realms of what was 
appropriate, but the vision shows something that was maybe over the top, 
and she was charged accordingly, and this person lost their job. (Interviewee 
61, 2019) 
 
The significance of where, how and when an offence is recorded Interviewee 61 
(2019) describes as manifest when ‘place’ is considered, although place in this 
discussion is used interchangeably with ‘geolocation’ markedly different to meaning 
a sense-making assessment by the officer. 
 
So, when you talk about the law, you talk about elements of the offence. So, 
for example, with assault you've got any person, you've got a time and a 
date, and you've got a place, and then you've got the fact that there's consent. 
(Interviewee 61, 2019) 
 
The significance of the geo-logging of the location using GIS and GPS as well as 
other digital coordinates is evident in many instances as it substantiates the actions 
taken by officers and perhaps explains why ‘cultural appropriateness’ is such a 
contentious factor as opposed to privacy reinforces (Interviewee 61, 2019). 
 
For me, location-enabled … in my context of what I do for work it is 
relevant to lots of the things we do. (Interviewee 61, 2019) 
 
The fallible nature of police officers as human beings making mistakes is 
compounding the emergent reluctance of policing that is subject always to the 
oversight of a body worn camera perspective reinforces (Interviewee 61, 2019). 
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Most of us aren't actors, we're not professional speakers, so I think a lot of 
officers feel anxiety and fear in relation to having that sort of device attached 
to them. (Interviewee 61, 2019) 
 
When probed as to whether police can act any longer with discretion, for instance if 
the member of the public is known to them and the situation only requires de-
escalation not a punitive process lead to immediate apprehension Interviewee 61 
(2019) confirmed that ‘discretion is the better part of valor’ has all but disappeared 
since BWCs ‘took over the role’ of the officer. Likewise, considering the perceived 
trajectory for BWCs as technologies which are currently turned on and off at the 
officer's discretion Interviewee 61 (2019) believes the inevitability of automation and 
total oversight as likely. 
 
I'm assuming eventually it'll just go to the point of being always on, because 
currently it is based on the factor of recording time and battery and all that 
sort of thing and as technology progresses, obviously, it would be some sort 
of live streaming situation that I'm assuming is transmitted to a camera room 
or something like that. (Interviewee 61, 2019) 
 
Whether BWC influences policing by reducing complaints against officers and 
ensuring the compliance of public behaviour around police Interviewee 61 (2019) 
considers that a ‘zero care’ state will still exist in those who are unable to restrain 
their behaviours due to drug use, mental health or other circumstances. Whether 
BWCs reduces complaints only benefits police and those who are subject to BWCs 
Interviewee 61 (2019) reinforces those who are in ‘zero care state’ only see officers 
as ‘automata’ much like the robot forms in the Sci-Fi movie starring Antonio 
Banderas under the same name. 
 
For the majority of people who want to fit into society, yeah. It does improve 
their behaviour in the sense of acting in an appropriate manner. (Interviewee 
61, 2019) 
 
The main issue with BWC in a policing context Interviewee 61 (2019) considers as 
‘privacy’ yet this is balanced by the lawful ‘right’ of the public commensurately to 
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engage in sousveillance shooting back on the police that already exists in current 
society, 
 
I guess it's about privacy, and about using the footage in an appropriate 
manner, but it's difficult because from a wide perspective people can just 
record anything they want on their phone. (Interviewee 61, 2019) 
 
The context for how the public view police using BWC relates Interviewee 61 (2019) 
as a judicial extension of force is strictly regulated and that police are constrained by 
rules around privacy and regulation more stringent than any other role in society. 
 
I think, in terms of privacy, we're probably the ones that are bound by very 
strict rules and regulations, as opposed to other people, who are bound by the 
laws of privacy, but not one of which would have an understanding of that 
law. (Interviewee 61, 2019) 
 
Asked whether BWC has wider implications for society considering the roll out of 
cameras in many other occupations including teaching Interviewee 61 (2019) 
expressed trepidation and fear of consequences for her own Family yet did not 
address the question in entirety. 
 
The kids that are growing up now that are taking video of themselves, taking 
videos of their friends fighting, creating social media profiles for themselves, 
putting pictures up on there, creating data logs for themselves, and when it 
comes time for them to grow up and be adults, depending on what sort of 
work they want to go into, it's potentially information and evidence that can 
be used against them. (Interviewee 61, 2019) 
 
In conclusion, Interviewee 61 (2019) swung back in the conversation directly to 
address the social and ethical implications for cultures in a global context of BWC 
which must be considered according to Interviewee 61 (2019) as corporate led, much 
of what these surveillance technologies serve are little more than what the 
corporations have designed these data collecting devices to facilitate. 
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It all comes down to money for corporations and things like that at the end of 
the day, and I think it's about people fitting into a particular type of box and 
being subservient to that, and I think it's going to be interesting. I don't think 
that we'll necessarily see the true colours of that in our lifetime, but 
potentially our kids or our grandkids for sure. (Interviewee 61, 2019) 
 
4.3.2 Public Law  
 
Julian R. Murphy is the Criminal Appeals Manager at the North Australian 
Aboriginal Justice Agency (NAAJA 2019) with an LLM from Columbia University 
and formerly an Associate at the High Court of Australia (Australian Public Law, 
2019; Murphy, 2018b) who revealed in a recorded conversation with the researcher 
identified these determinants as including social exclusion, educational disadvantage, 
mental illness, substance addiction and poverty. 
 
I worked for about three years, just shy of three years, as a criminal defence 
lawyer for the Aboriginal Legal Aid in the Northern Territories, specifically 
in the top end, the North Australian Aboriginal Justice Agency (NAAJA). I 
was working out of Katherine and Darwin, and other remote communities 
out there. (Murphy, 2018a, p.1) 
 
In that period of time from 2013 onwards Murphy noted BWCs footage being served 
on the defense as part of the prosecution brief, of victims, witnesses and sometimes 
including footage of admissions made by a defendant, reflecting on the evidentiary 
value as well as, “seeing some worrying lack of transparency about policies and 
worrying on the ground practices” (Murphy, 2018a, p.1). 
 
In the sense of body worn footage not being commenced at the appropriate 
time or being stopped at inappropriate times, or not being recorded at all or 
not being served on the defence when in fact it was in existence and had the 
potential as added material. (Murphy, 2018a, pp.1–2) 
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Whilst completing a Masters of Law at Columbia University in a practical context 
Murphy grappled with self-reflection on the real benefits of BWCs in terms of 
investigation and ‘truth finding’, composing written articles on his views regarding 
the use of BWCs at public protests and the use of BWCs to combat police 
misconduct, specifically racial bias (Murphy, 2019). In response to questions 
regarding the proliferation of BWCs and rapid deployment across public facing roles 
such as medical first responder, community policing or even educational institution 
officers Murphy confirmed an awareness that BWCs are, “starting to creep out of 
policing into other sorts of security type uses in hospitals and public employees in 
lots of different fields” (Murphy, 2018, p.2). 
 
An interest in BWCs arose when Murphy residing in the United States of America, 
post Donald Trump's election identified that under the prior position by Jeff Sessions, 
American politician and lawyer as U.S. Department of Justice, in conjunction with 
Barack Obama’s administration, an accelerated rollout, with an idea that, “they could 
be a really powerful tool in modifying police behaviour and increasing 
transparencies…” (Murphy, 2018a, p.2). 
 
What Murphy notes though, after extensive review of literature that, “whether this is 
true or not, there seems to be in the literature (and what sort of sampling there was of 
public opinion) a perception that the cameras were now being used for over-
surveillance of minority communities” (Murphy, 2018a, p.2). 
 
That struck Murphy as being a problem, and of greater concern when empirical 
studies were published which raised questions about the efficacy of BWCs in 
modifying behaviour and fear of over-surveillance requiring Murphy to conduct a 
wider scan of studies to inform more conclusive findings. 
 
Just made me reflect on the fact, on the sort of foundations of the whole 
(BWCs) project, which is why we are ... fetishising these technological tools 
... everyone seems to be starting to acknowledge that there are a whole lot of 
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In the best-case scenario Murphy asserts BWCs are a “... bit of a Band-Aid at the end 
of it” (Murphy 2018a, p.4). 
 
Maybe we’d be better off piling all this money and energy into all the things 
that we know in the long-term lower crime numbers like education and 
health and building communities. (Murphy, 2018a, p.4) 
 
Over a seven-year period Murphy conducted an extensive literature review and when 
writing publications distinguished a key theme, that of, “a real sense of this trajectory 
of hope to disillusionment” (Murphy, 2018a, p.4). 
 
Hope was misplaced in the first place in the sense that we know that these 
kinds of fixes at the very end of the stream are always going to be less 
effective than extreme social intervention. (Murphy, 2018a, p.5). 
 
When questioned by the researcher as to the adverse reactions from individuals or 
communities considering the ethical issues and social impacts of BWCs footage in 
non-containment, Murphy provides examples including, “publication of footage 
either accidentally or deliberately of ... people that have subsequently been deceased, 
that have been shot by police or people in really vulnerable situations” (Murphy, 
2018a, p.6). 
 
The risk of footage of police engaging with a suspect or a citizen then the footage 
going viral across the Internet is as Murphy defines, “... that’s the ... basic outrage ... 
which obviously by putting systems in place, you would hope to reduce that risk to 
zero” (Murphy, 2018a, p.6). 
 
I think people see that also, well at least what I sense was a sort of 
discomfort at that footage in the first place. (Murphy, 2018a, p.6) 
 
People being filmed in really intimate and vulnerable situations Murphy questions as 
to whether they are capable of consent, or if there is even any policy in place that 
state police must have consent as to whether as the subject exposed across the wider 
social media milieu are in any way being mindfully acknowledged, considering, “... 
 
  201 
do we really want a victim of a potential rape or sexual assault to be filmed? … do 
we want someone who is suffering from some sort of mental illness or a particular 
mental episode and who might then subsequently be shot by police; do we really 
want police to be filming in that sort of situation? (Murphy, 2018a, p.7). 
 
More worrying Murphy determines are the seemingly ‘co-incidental’ alignment of 
the push for BWCs which transcend adverse responses nor adverse effects, that of 
whether, “that was timed around the same time as the revelation that certain Black 
Lives Matter (Black Lives Matter, 2019; Evans, 2016) type groups had been 
characterised as domestic terrorist organisations by the department of justice” 
(Murphy, 2018a, p.7). 
 
The systematic surveillance of these groups and their membership Murphy observes 
across a review of literature, studies and first-hand accounts in the role as lawyer 
results in a backlash to the proliferation of BWCs being expressed as, “where the 
subject of this policing, whether their ... victims or suspects or bystanders are going 
to be, or depending on your neighbourhood, are going to be disproportionately 
people of colour” (Murphy, 2018a, p.7). 
 
Murphy distinguishes that there are two main aspects to that responses worth 
considering, which in reflection notes as considerably informing the discussion for 
where BWCs play-out in a global context, firstly, “not necessarily deliberately but 
just by virtue of the fact that these minority communities are policed at a 
disproportionate rate” (Murphy, 2018a, p.7). 
 
Secondly, the calls for caution over a long period of time from civil liberty 
organisation, who despite their initial enthusiasm, “and I’m thinking particularly of 
the ACLU which has always been concerned with privacy ... adjust their position as a 
foil or an attempt to temper the enthusiasm from other corners with acknowledgment 
of some of the danger” (Murphy, 2018a, p.7). 
 
Considering what civil liberty groups have been forewarning, Murphy illustrates that 
combined with other technologies, BWCs exponentially increase fear of racial 
biases, “in terms of creating profiles of people or particular groups of people, facial 
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recognition and one of the things that we have started to see was the idea that all this 
data is going to be harvested to be put into predictive policing, algorithms or systems 
(Murphy, 2018a, p.7). 
 
The bigger problem not restricted to technology in policing Murphy highlights is, “ 
hardware that are created and deployed without any input from the communities that 
they’re going to be deployed … against what you’d hoped they’re deployed for, is 
very likely going to not align with the values of that community” (Murphy, 2018a, 
p.8). 
 
If that technology is being created by a small group of probably mostly white 
men in the higher echelons of the police force or in the higher echelons of 
these companies that are creating the technology … why should we think 
that that is going to align with the interests or the values or the decisions that 
will be made of any community being subjected to them? (Murphy 2018a, 
p.8) 
 
Asked to comment by the researcher on whether these issues correlate with BWCs in 
an Australian cultural context Murphy added, “specifically communities that might 
have a different cultural context of a remote Indigenous community of Western 
Australia or the Northern Territory or wherever you may be” (Murphy, 2018a, p.8). 
 
This idea of democratic policing and the idea that communities should have 
input and not just input, they should be really be creating policies that are 
used to police their community … a failure that results in … it creates a 
position for an oppositional dynamic. (Murphy, 2018a, p.8) 
 
In conclusion, Murphy reinforces that the potential for problems about ownership of 
data join far greater concerns of “the jeopardy to the people of the police who are 
supposed to be acting on their behalf” (Murphy, 2018a, p.8). 
 
In further conversation with the researcher, in a response to a point raised regarding 
privacy, Murphy provided an example of how significant the issue of BWCs are 
when examined in a cultural context. 
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In terms of the complete breakdown of the privacy barrier between the State 
and Aboriginal people. I did a bit of work a couple of weeks ago and one of 
the matters I had required of me to watch a bit of body worn footage. It 
shook me at the time … kind of reinforced ... the significance of it. It was a 
car that was stopped. A routine stop and a search for alcohol in an alcohol 
restricted area. There are two Indigenous adults in the front seat and five 
Indigenous kids in the back seat. (Murphy, 2018a, p.12). 
 
Murphy audibly composed himself and continued to describe the following incident 
with an increased emphasis on the procedural and familial challenges and cultural 
concerns as described of BWCs deployed in an international paradigm. 
 
Two police officers, both with body worn cameras just proceed to stop the 
car, speak to them, get everyone out of the car, then look through the whole 
car, but have them standing on the side of the road while all this is happening 
… and I guess just thinking about it now, just to have that sort of intrusion 
into your life, all the while being filmed by uniformed adults. The thing that 
was most shocking about it is the sort of lack of reaction from the people, in 
the sense that you get that this is just completely normalized ... like the 
intrusion of the State into their lives like that and the presence of cameras as 
a fact. Who even knows where this footage is subsequently going to go? It's 
all completely ‘normal’ now. It's just really shocking. (Murphy, 2018a, p.12) 
 
4.3.3 Social Justice 
 
In a Canadian law enforcement and social justice context, the researcher made 
inquiries of Erick Laming who is studying at the University of Toronto in 
Criminology and Sociolegal Studies (Laming, 2019a) with a research focus of police 
use of police-community relations and accountability. As a Shabot Obaadjiwan First 
Nation man, Laming's research encompasses social justice and human rights for 
Aboriginal-Canadians as they experience police. 
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With reference to Laming’s interest in technological impact on law enforcement and 
decision making, particularly BWCs, the researcher questioned Laming regarding the 
decision in 2017 of the Royal Mounted Canadian Police (RMCP) to abandon plans 
and adopt BWCs based upon a cost determinant. The researcher drew attention to the 
fact that ‘cost’ and ‘utility’ still remains a major issue according to some researchers 
in preventing the rollout of BWCs across Canada. Laming's response indicated that 
this was the case and that little change has occurred on that front since other than a 
few more law enforcement agencies across Canada “have deployed/adopted BWC 
technology but most of these agencies only adopted a few cameras for some officers. 
Most police services continue to cite high costs as a barrier to the adoption of BWC 
technology” (Laming, 2019b, p.2). 
 
The researcher then went onto reference Julian Murphy, (Murphy 2018a) Criminal 
Appeals Manager at the North Australian Aboriginal Justice Agency (NAAJA, 2019) 
with an LLM from Columbia University and formerly an Associate at the High Court 
of Australia (Australian Public Law, 2019) who claims that BWCs do not solve the 
social determinants of crime being poverty and trauma.  
 
When asked whether there is a parallel in Laming’s experience between Aboriginal 
(Canadian) communities and that of Aboriginal (Australian) communities who report 
a disproportionate level of policing in communities in that regard, Laming reports, 
“There are so many issues related to policing Aboriginal peoples and communities in 
Canada. This is a tougher question to answer because we have very little literature on 
the experiences and perceptions of Aboriginal people concerning the police” 
(Laming, 2019b p.2). 
 
Policing Aboriginal communities is also a complex issue as the RCMP often 
police First Nation reserves - but we also have some stand-alone self-
administered First Nations Police Services that have authority to police 
certain reserves. The use of BWCs is not widespread and really is non-
existent in Aboriginal communities. I suspect this will be the case for the 
foreseeable future. (Laming, 2019b, p.2) 
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With regard to the right of the public to film police using devices such as 
smartphones or other body worn camera devices in Australia, whilst legal it places 
those filming at risk of being targeted as a result of that civil right. Laming’s 
response to whether this similar or whether legal differences exist in Canada 
indicates that this same risk exists in Canada despite the fact that the public have the 
right to film police during the course of their duties and activities. 
 
There have been several recent examples where police have threatened those 
filming with arrest or have intimidated/lied to the public while they were 
filming police. But any public person can film the police (they just have to 
be sure they are not interfering with a crime scene which is often 
ambiguous). (Laming, 2019b, p.3) 
 
The researcher then inquired of Laming’s work at the Centre for Criminology & 
Sociolegal Studies which has to date included examining the benefits and detriments 
of BWCs in society. In response to what current social impacts and future ethical 
implications of these devices being network connected and then equipped with facial 
recognition technology, Laming indicates that, “facial recognition is a scary feature 
for this technology. My research hasn't gone into depth with this type of technology, 
but I know that there are several U.S. states that have banned the use of facial 
recognition in BWCs. There are so many ethical concerns with the use of facial 
recognition” (Laming, 2019b, p.3). 
 
Canadian discussion has not gone there yet. As you know, we are still in the 
infancy stage of whether BWCs will be used widespread. So, the discussion 
of facial recognition hasn't even been brought up because it is such an 
advanced component within this tech. The proponents of facial recognition 
claim that the technology can prevent crime and solve crime, but the major 
concerns (primarily the racial disparities and unreliability of the technology) 
currently outweigh the benefits and the use of this technology in BWCs 
needs to be delayed indefinitely. (Laming, 2019b, p.3) 
 
In the final question of Laming, the researcher switched to the fact that Laming 
identifies as Shabot Obaadjiwan First Nation and that his research looks at 
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Aboriginal-Canadians' experiences with the police. When quizzed as to whether 
Laming was aware of any other ethnographic or qualitative long-term international 
studies of the impacts of BWCs on First Nation communities, Laming responded 
stating that: 
 
As I stated earlier, there is very little literature on Aboriginal-Canadians' 
experiences with BWCs and perception of the police … This is quite 
consistent internationally with westernised nations that have similar 
foundations (i.e. New Zealand, U.S., Australia). We desperately need more 
literature and more lived experiences of Indigenous peoples, so we can begin 
to understand how these topics and developments impact these populations. 





As this section of the chapter will seek to convey, no amount of preparation nor 
measure to contain risk will ever equate to the failsafe human communication skill, 
that of deep listening. In listening, being present in conversations with experts, 
novice researchers and even the hypercritical public, the researcher over the period of 
the research investigation developed a keen sense for when fiction cloaked as ‘fact’ 
or conviviality ‘masking the untoward’ presented.  
 
The following account of activities whilst engaged as Business Advisor, Professional 
Associate and PhD student researcher, elucidate how important knowledge structures 
emanate from intercultural and interdisciplinary experiences of BWCs. The 
researcher gained a unique insight as a result of interactions with cultural leaders 
engaged in decolonising methodologies (Mackinlay & Barney, 2014), to gain 
autonomy in order to conduct transformative place-centered learning (Glowczewski, 
2005; Fogarty, 2010) and to successfully navigate a dual lifeworld of material 
processes occurring in a political economy whilst balancing the symbolic processes 
of culture (Young, 1997). 
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As a presenting factor, these moments were carefully noted yet the researcher 
maintained the unenviable position as a participant observer, careful not to enrol nor 
take offence to a participant’s expression. To best exemplify how careful listening 
has guided the outcomes of this research project, where by heeding the advice of 
respected mentors, professionals and supervisors alike, the humbling and often 
excruciating process of self-reflection harnessed to better equip the observer and in 
that recognition, the observed then comfortable to contribute assured the researcher 
was ‘present’ in listening. 
 
4.4.4 Indigenous Wearable Technology Assembly 
 
On the 12th May 2014 the researcher met with Dr. Ruth Mirams and Mikaela Jade of 
Paramodic Pty Ltd. at the ‘Glass Meetup’ event at the University of Canberra (Jade 
& Mirams 2014) both of whom were keen to know more of the applications for 
Google Glass and other wearable technologies. Mikaela Jade, who identified as an 
Aboriginal Australian Darug woman expressed mixed reservations as to the socio-
ethical implications of smart glass technologies, authoring a number of important 
articles via the Paramodic website soon after the ‘Glass Meetup’ event.  
 
We went without the wheel for 60,000 years because we just didn’t need it 
#justsaying! If we don’t see a use for wearables, we just won’t use them. 
And it will be our cultural right to disable their use in our Country. On the 
flip side, there is much we can achieve together with #Glass that is culturally 
appropriate, and that will earn lots of social capital and economic benefit. 
(Jade, 2014a) 
 
After robust discussions, the researcher was then asked to join the Paramodic team as 
a ‘Business Advisor’ which extended into larger technologically oriented projects 
and community consultations as a Professional Associate. In the role of researcher 
and participant observer these conversations culminated in subsequent online posts in 
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With this ‘evidence’ in hand, the colonists, far superior, would set to work 
right away on helping my relatives become more ‘intelligent’. The efforts 
have never stopped. We swapped craniometric informing evidence-based 
policies with whatever new technology rolled along. Glass will be informing 
evidence-based policing next. (Jade, 2014) 
 
Subsequent posts by Jade and Mirams raised important cultural issues which in turn 
had a profound impact on the researcher’s awareness of ethical challenges facing 
Aboriginal communities in rural and remote regions of Australia including; 
 
• Intentional ‘data genocide’ (removal of historical records) an enduring 
challenge to equitable policy by successive Australian governments; 
• Considerations for and acknowledgement of First Nations people already 
across ‘transhumanism’ and who reject dystopic ‘posthumanism’; 
• Walking ‘on Country’ and the importance of this activity for traditional 
custodians in Australia (Jade, 2014b); 
• An open letter appealing for proper consultation with traditional Elders before 
Google Glass was allowed for use in Australia (Griffiths, 2014a); 
• The formation of an ‘Indigenous Wearable Technology Assembly’ (Jade & 
Coulthard, 2014); 
• Meeting Aboriginal members - Australian Parliament (Jade, 2014c); 
• Science, culture, ethics and skepticism of wearable technology (Jade, 2014b) 
 
On June 12, 2014 the Directors of Paramodic. Pty. Ltd., Aboriginal Cultural Advisor, 
Tagnekeld Elder, Bruce Hammond from Adelaide, South Australia and the 
researcher met online via Google Hangouts to discuss the ramifications of Google 
Glass on Aboriginal communities, triggering the formation of the ‘Deadly Glass’ 
Google Plus Online (G+) Community (Jade et al., 2015; Hayes, 2014c) through 
which discussions led to an investigation as to why these technologies were 
appearing on Australian shores and in marginalised communities without proper 
consultation with Traditional Owners across Australia (Alexander Hayes, Streamed 
live on 12 June, 2014). 
 
We had word that a Google Glass Explorer from the United States of 
America had already met with a number of communities scoping projects 
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utilising this emergent technology, principally to counteract claims that no 
one was in the development space and dutifully engaged in the socio-ethical 
interrogation and responsible data management emanating from the use of 
this technology. (Paramodic, 2014) 
 
On the 24th June 2014 Jade flew out from Canberra to meet with Bruce Hammond, 
Director of Envirologix and Khatija Thomas, Commissioner for Aboriginal 
Engagement, South Australia Government as well as Minister Zoe Bettison and Herb 
Mack, Manager of Country Health, South Australia. The purpose of the trip was for 
the Paramodic Pty. Ltd. Directors and Advisors including the researcher to consult 
with Aboriginal community groups across the South Australian region including 
Vince Coulthard, Adnyamathanha Elder from Umeewarra Media in Port Augusta, 
South Australia. 
 
The meetings identified many different perspectives as to the usefulness of 
the technology but also as the researcher observed an avid endorsement of 
the product with claims of economic opportunities for Aboriginal 
communities surpassing the ‘detriments’. Both government representatives 
voiced their concerns regarding Google Glass including the lack of 
consultation with the Google corporation, the continued assault of 
international technologies taking data offshore via the Internet. (Jade & 
Coulthard, 2014) 
 
Vince Coulthard, who grew up in Nepabunna Community, South Australia hosted a 
meeting with Bruce Hammond, Tagnekeld Elder and Mikaela Jade to discuss the 
formation of the Indigenous Wearable Technology Assembly (IWTA). A short video 
was recorded during the meeting within which Coulthard openly invited the Google 
corporation to meet with himself and other traditional custodians at the Wilpena 
Resort which is an Aboriginal managed accommodation and cultural tours enterprise 
in the Flinders Ranges of South Australia. 
 
My name is Vince Coulthard. I'm the Chairperson of the Adnyamathanha 
Traditional Lands Association. ATLA is a prescribed body corporate Native 
Title determined land area, area of Adnyamathanha Lands. I would like to … 
I've had a look at this technology, and I would like to have some frank 
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discussions with the developers, and I would really like to invite you, 
Google. I would really like to invite Google to Adnyamathanha Country to 
meet with my people so we can actually talk and get further information 
about this particular product. (Jade & Coulthard, 2014) 
 
As a result of a trip Jade reported breaches of privacy involving the technology as 
well as technical issues that resulted in information being posted to the ‘Deadly 
Glass’ G+ social media group (Hayes, 2014c) without Griffith’s permission nor 
subsequent awareness. 
 
Deadly means 'awesome' in Australian Aboriginal communities. This forum 
is about giving voice, raising awareness. (Jade et al., 2015) 
 
Dr. Ruth Mirams then engaged with the researcher exploring the role of skeptic and 
that of ‘positivist scientist’ engaging in robust discussions, authoring a short paper 
titled ‘Glass Interview’ and exploring further unfolding ethical ramifications of 
wearing Google Glass in public, private and workplace settings. 
 
Alexander Hayes (Senior Advisor) chooses not to wear Glass at all, for 




During this period the researcher collaborated also through an action research 
process known as ‘2014 Yirrabana - This Way Collaboration’ (Mirams et al., 2014) 
and learned of the concepts of ‘place’ based learning, also of ‘Country’ and ‘dadirri’, 
(Ungunmerr, 1988) a deep listening that is inner, quiet, still awareness, and waiting 
that Indigenous scholar Judy Atkinson (2002) used as a research methodology (The 
Lowitja Institute, 2012) in Trauma Trails, ‘Recreating Song Lines: The 
Transgenerational Effects of Trauma’ in Indigenous Australia (Atkinson, 2002). 
 
These interactions had a profound effect on the researcher at the time and 
shifted the researchers focus further as to the cultural ramifications of the 
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socio-ethical implications of technology which provides a ‘where-to’ for the 
research inquiry. (Hayes, 2014a) 
 
It also marked the beginning of collaborations with the researcher that resulted in the 
‘2014 Consilience Workflow Framework’ (Hayes et al. 2015) a model or guide for 
wearable technology project cycles of prototyping, development, marketing and 
service based on the scientific concepts of ‘consilience’ and ‘stigmergic’ 
development, where consilience is ‘agreement between the approaches to a topic of 
different academic subjects, especially science and the humanities’ (Wilson, 1999) 
and in this research context, stigmergic as ‘the universal coordination mechanism 
reached by consensus of indirect coordination within an environment occurring 
among agents or actions’ (Marsh, 2008).  
 
Miram's also authored several further posts with the researchers input regarding 
Paramodic’s involvement in the wearable technology domain including; 
 
• Paramodic, ethics and wearable technology (Mirams, 2014b); 
• Digital glass technologies as a tool (Jade & Mirams, 2014); 
• Reflecting on what wearable digital glass technologies might mean for 
Indigenous Peoples (Mirams, 2014c). 
 
The following ‘Figure 19. Yirrabanna: This Way | Collaboration’ provides insight 
into the reticular manner in which Aboriginal people of the Sydney and greater 
regions engage; where Country (Nura) is central to all activities and cultural 
practices.  
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4.4.6 Kalara  
 
Over a five year period the researcher had the privilege of interacting with three (3) 
Aboriginal Traditional Custodians from the Kimberley region of Western Australia, 
accompanied by filmmaker and researcher Dr. Magali McDuffie who was at the time 
completing a Phd thesis, “Jimbin Kaboo Yimardoowarra Marninil” - listening to 
Nyikina women's voices, from the inside to the outside. Nyikina women's agency: an 
intergenerational journey of cultural actions, economic, and self-determination 
initiatives, through film (McDuffie, 2019; McDuffie, 2016a). 
 
McDuffie had engaged in many filmic experiences with Lucy Marshall, OAM who is 
a Senior Nyikina Elder and Traditional Custodian residing in Derby, Western 
Australia (Trigger & Jones,  2015), Jeannie Warbie also a Senior Nyikina Elder and 
Traditional Custodian residing in Broome, Western Australia (Hattersley,  2014) and 
Dr. Anne Poelina who identifies as: 
 
Nyikina Warrwa (Indigenous Australian) woman who belongs to the 
Mardoowarra, the lower Fitzroy River in the Kimberley region of Western 
Australia. Poelina is an active Indigenous community leader, human and 
earth rights advocate, filmmaker and a respected academic researcher, with a 
Master of Public Health and Tropical Medicine, Master of Education, Master 
of Arts (Indigenous Social Policy) and currently Doctor of Philosophy 
(Health Science) with thesis title, 'Cultural Determinants of Indigenous 
Health and Wellbeing’. She is currently an Adjunct Senior Research Fellow 
with Notre Dame University and a Research Fellow with Northern Australia 
Institute Charles Darwin University. (ORCID, 2019) 
 
Through an enriching participatory action methodology known as the 'Kalara: 
Making Seen, Revealing’ framework which is an enduring collaboration between 
Marshall, Warbie, Poelina and McDuffie, as well as the many Aboriginal 
communities they connect with, is also represented in over 30 short films and a 
feature length documentary, ‘Three Sisters: Women of High Degree’ (McDuffie,  
2016b). Of specific interest to the researcher was the Figure 20. Kalara: Making 
Seen, Revealing framework which is a summative data set containing the 
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diagrammatic graphic representation of the filmmakers process of working with 
Aboriginal communities in Australia, the cycles, the journey as communities decide 
their own development focus on ‘booroo’ which is the Nyikina Aboriginal term from 




Figure 20. Kalara: Making Seen, Revealing -  
Community engagement framework in McDuffie (2019). 
 
In Chapter 6: Discussion, the key elements of this participatory process, the rich and 
deep immersion of the researcher in listening through ‘film-making’, the inverse and 
opposite to ‘film-taking’ and the benefits and the detriments of BWCs are debated, 
then synthesised and expressed as forces occurring in duality. Arising from that 
debate is a catalyst for further conversations regarding wearable computing and 
BWCs, the Figure 28: Ngikalikarra - A Socioethical Framework. In many ways this 
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interaction as the researcher entwined in deep listening, is realised as the liminal and 
yet solid core to a long journey of observations which have extended through many 
interactions and connections informing what is expressed as ‘Ngikalikarra’, which is 






In this chapter, the decision-making process guiding an ethnographic inquiry of 
BWCs is articulated through accounts of the researcher engaging diverse stakeholder 
groups and individual experts using a participant observer methodology in 
conversations, semi-structured interviews and researcher led activities. 
 
Strong examples of intensive engagement with individual participants as experts in 
their own fields and research domains accompany the systematic, quantitative and 
enduring account of observational instruments that were deployed, with consent or as 
the ‘reflections’ sub-section details, mediated by participant feedback. The use of a 
Research Journal was central to this iterative and reflexive observational process, 
within which anecdotes, quotes and key learning discoveries join critical analysis, 
appraisal and adjustments to the research methodology.  
 
Event attendance and in roles which provided the researcher with international 
exposure and awareness of developments in the field of wearable computing as a 
subset of Human Computer Interaction (HCI) are developed by rich and deep 
description, principally through three (3) main professional engagements and within 
those, many activities in the enduring role as a participant observer. Through a 
carefully selected range of stakeholder feedback loops which the researcher refers to 
as ‘reflections’, then key topics emerge such as ‘the-nature-of-trust’ or ‘paradox-of-
technology’ which are developed using real accounts of researcher vulnerability. 
 
Refraining from indiscriminate life-logging in public which participants reinforced 
impacts upon communities, inquiring of the huge differences in the lifeworld 
perception of ‘place’, listening to the expressions of ‘sense-making’ guided by 
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intuition or respecting cultural diversity in decision making processes availed the 
researcher a myriad of new connections and better understanding of where 
intercultural laws, societal expectations and regulations of BWCs differ. 
Practical examples of socio-ethical frameworks in action and accordingly, after 
immersion in many differing culturally significant events with Aboriginal 
communities in Australia, the ‘Ngikalikarra Socioethical Framework’ arose as a 
synthesis of this knowledge combined.   
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5.0 SOCIOETHICAL IMPLICATIONS 
 
The previous chapter provided context for how the researcher engaged as a 
participant in activities in order to gain an emic perspective by immersion. This 
chapter now locates BWCs as an innovation occurring in differing social contexts 
troubling peak human rights and social justice groups who claim BWCs are an 
‘assault on privacy’ whereas, industry groups such as law enforcement posit that 




This chapter reveals through semi-structured interviews contemporary and historical 
accounts from experts in the field of BWCs; a mixed cohort including researchers, 
educators, regulators and policy makers. In a Grounded Theory approach anchoring 
the interlocutor, the participant, which was achieved symbolically using smartphone 
technology (of which 100% of participants own or had present with them for 
interview) a common point of return for comparative reference to BWCs in 
conversation. 
 
5.2 Research Participants 
 
In consultation with Supervisor, Professor Katina Michael, a total of sixty-five (65) 
research participants were identified and invited from across a wide range of sectors 
and industries to contribute to this research project. Participants with a direct, active 
interest in the social and ethical implications of wearable computing or whose 
professional livelihoods are in some way directly involved with the critical inquiry 
regarding their wider application are considered to be the Primary stakeholders.  
 
Secondary stakeholders with a partial interest or limited knowledge of the research 
topic inform the collaborative context, research background and scope for future 
inquiry on this research topic.  
 
  218 
In total, sixty-two participants responded with only ‘declined’ response, with 
conversations conducted with fifty key participants from eight ‘contextual’ 
stakeholder groups. Most stakeholders chose to respond to ten (10) semi-structured 
questions in chronological arrangement, a dialogic exposition of overlapping 
interests and relative stakes, informing a comparative analysis of the social and 
ethical implications of body worn cameras. 
 
5.2.1 Stakeholder Summary 
 
The following table provides an outline of the stakeholder groups which are 
representative in this research investigation. Notably, the table also provides 
indication of;  
 
(a) the participants country of origin; 
(b) the stakeholder group which the researcher considers they are best 
described as inhabiting in the context of this investigation; 
(c) the organisational role they described at the point of interview;  
(d) the official job title the participant stated they had at the point of interview. 
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ID Country Stakeholder Group Organisational Role Job Title 
1 Australia Business Intelligence Data Sciences Project Manager 
2 Australia Business Intelligence Information Management Research Data Analyst 
3 Canada Business Intelligence IS, Learning Analytics Associate Director (TEKRI) 
4 Canada Business Intelligence Technology, Education, OER Learning Systems Architect 
5 Finland Digital Cultures Computer Information Science Researcher / Lecturer 
6 Finland Digital Cultures Systems of Representation Doctoral Researcher, Artist 
7 Finland Digital Cultures Learning Environments Doctoral Researcher 
8 Finland Digital Cultures Learning Environments Associate Professor 
9 Australia Digital Cultures ICTs, Pedagogy Learning Consultant 
10 Canada Digital Cultures Film, Digital Media Producer / Lecturer 
11 USA Digital Cultures Technology, Media CEO 
12 Australia Digital Cultures Educational Developer Educational Developer 
13 UK Digital Cultures Consumer Technology Executive Editor 
14 Finland Invention Learning Environments Project Researcher 
15 USA Invention Engineering Researcher Emeritus 
16 Canada Invention Engineering Various 
17 Ireland Invention Lifelogging, Computing Associate Professor 
18 Australia Social Commentary Journalism Senior Lecturer 
19 Australia Social Commentary Film & Digital Media Artist 
20 Canada Social Commentary Transhumanism, Ethics Author / Futurist 
21 USA Social Commentary Technology, Privacy Journalist 
22 USA Social Commentary Neuroscience, AI Researcher 
23 Finland Learning Design Learning Environments Researcher 
24 Australia Learning Design Psychology, Healthcare Assistant Professor 
25 Australia Learning Design Learning Environments Elearning Designer 
26 Australia Learning Design Skills Trades Education Teacher / Lecturer 
27 Australia Learning Design Elearning Design Elearning Manager 
28 Australia Learning Design Teaching Automotive Teacher 
29 Germany Learning Design Engineering, Pedagogy Senior Lecturer 
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30 Australia Learning Design Electrical Trades Teacher / Lecturer 
31 Australia Learning Design Flexible Learning, Technology Elearning Manager 
32 Abu Dhabi Learning Design Educational Technologies Learning Designer 
33 Sweden Business Development Wearable Technologies CEO 
34 UK Business Development Data Management / Software Chief Technology Officer 
35 Israel Business Development Augmented Reality Founder / CEO 
36 Australia Business Development AR & VR Development CEO 
37 Australia Business Development Augmented Reality Chief Marketing Officer 
38 USA Business Development Operations Management Associate Professor 
39 UK Business Development Wearable Technologies Content Intelligence 
40 Ireland Human Computer Interaction Computer Interaction Doctoral Researcher 
41 Canada Human Computer Interaction Engineering Researcher / Lecturer 
42 UK Human Computer Interaction Engineering, Inform. Systems Professor 
43 Australia Human Computer Interaction Human Centered Computing Senior Lecturer 
44 USA Human Computer Interaction Human Computer Interaction Professor 
45 Australia Policy & Regulation Privacy & Surveillance Visiting Professor 
46 Canada Policy & Regulation Surveillance Studies Professor Emeritus 
47 Canada Policy & Regulation Institute of Political Economy Masters Student 
48 Australia Policy & Regulation Justice, Law, Ethics Adjunct Fellow 
49 USA Policy & Regulation National Security, Privacy Senior Privacy Advisor 
50 Australia Policy & Regulation Policing, Counter Terrorism Assistant Professor 
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At the participants discretion and by preference of communication, conversations 
were conducted through 2 teleconference phone calls, 2 email responses to questions, 
13 web conference meetings and 33 face-to-face meetings, all recorded for 
transcription purposes with consent. In total, 37 of interviews were recorded with an 
average interview lasting 44 minutes in duration, shortest in duration at 19 minutes 
and longest in duration at 91 minutes. 
 
Upon confirmation of respondent participation, following HREC protocol, a 
‘Participant Information Pack’ was sent to each initial respondent by email 
attachment. A draft transcription of the conversation was then sent to the participant 
for review, followed by a final draft containing amendments then sent to the 
participant for publication approval. Each participant was then thanked personally for 
their contribution by telephone or by email message with notifications and updates to 
participants of thesis progress sent to those interested.  
 
A project Progress Report was completed in late October 2013 and returned to the 
UOW HREC indicating that fifty (50) interviews had been conducted in total, the 
first interview on the 15th October 2012 and the last interview on the 9th October 
2013, in compliance with the approved project parameters.  
 
Note, in this research context, the term ‘location’ is used to signify geographical 
position as occurring in chronology of time. The term ‘location enabled’ has been 
used to denote wearable computing devices with limited stand-alone functions now 
developed with onboard GPS features and ‘location aware’ GIS services enabled 
through network and Internet connection.  
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5.2.2 Stakeholder Overview 
 
Statistically, participants are part of eight stakeholder groups and they: 
 
• Range in age from mid 20’s to late 70’s; 
• Identify in three differing gender types of 52 males, seven and one intersex; 
• Originate from four (4) regions (Europe, Oceania, Americas, Asia); 
• Reside in eight (8) different countries; 
• Define their ethnicity by cultural heritage, ancestry, history, homeland, 
language and dialect in twelve (12) groups, including two (2) Indigenous 
cultures. 
 
5.3 Stakeholder Groups 
 
Stakeholders have been identified in eight (8) different groups including; (a) 
Business Intelligence; (b) Digital Cultures; (c) Invention; (d) Social Commentary; (e) 
Learning Design; (f) Business Development; (g) Human-Computer Interaction (HCI) 
and (h) Policy & Regulation.  
 
Note, some participants can be identified as ‘straddling’ two or more groups 
however, the predominant activities they are involved in has determined their 
stakeholder group allocation. 
 
5.3.1 Business Intelligence 
 
The Business Intelligence stakeholder group contains four male participants involved 
with managing, leveraging and informing organisational decision-making processes 
using technology (Shollo, 2013). 
 
The areas they speak about are shift in power and control in which wearable 
computing technologies contribute to the social and ethical implications of this use in 
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a global context. All participants express limited personal experience in this domain 
yet clearly demonstrate an acute awareness of how wearable technologies 
exponentially increase corporation oversight through data access. They reinforce the 
amplification of human potential through augmenting human minds, interconnection 
expressed as Connectivism and automation of the human experience. Research focus 
and areas of professional interest include ethical and cultural dimensions of subject 
rights, symmetry of knowledge, concerns of corporation control over consumer 
choice and consent. 
 
This Business Intelligence stakeholder group are ‘intelligence brokers’ within their 
organisations, driven by data science, analytics and deriving intelligence from that 
data as users, testers and analysts of information and communication systems.   
 
1. Amir Aryani is a Project Manager at the Australian National Data Service 
(ANDS) involved with strategic Data Sciences projects involving identity 
awareness of research data, based in Canberra, Australia. 
2. Simon Pockley is a Research Data Analyst at the Australian National Data 
Service (ANDS) involved with research Information Management projects, 
based in Melbourne, Australia. 
3. Peter Rawsthorne is a Learning Systems Architect with WikiEducator involved 
with Educational Technologies, Education and Open Education Resources 
(OER), based in Canada. 
4. George Siemens is the Associate Director at the Technology Enhanced 
Knowledge Research Institute (TEKRI) involved with Research, Strategy, 
Computing, Information Systems and Learning Analytics at Athabasca 
University, based in Canada. 
 
5.3.2 Digital Cultures 
 
The Digital Cultures stakeholder group contains three female, five male and one 
Intersex participants involved in roles that the, “Internet, new media and digital 
technologies play in contemporary society, culture, business, politics, the Arts and 
everyday life” (The University of Sydney, 2019). 
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The areas they speak of are cultural values, influence uptake and application of 
wearable technologies across learning environments, impacts upon pedagogy, 
integration across learning management and information communication systems. 
All participants have extensive intercultural professional experiences and much of 
their work involves critically appraising new and emergent technologies, workplace 
learning applications, virtual and augmented reality. They reinforce the importance 
of critical reflection, networked literacy, informed consent, subject and human rights 
amidst pressure from external corporate entities. Research focus and professional 
areas of interest are global digital citizenship, identity awareness using digital social 
media, evaluation of consumer and enterprise technologies informed by past cultural 
practices mindset. 
 
This group of participants are information communication, mobile learning, digital 
artefacts, representation, copyright and ‘networked digital culture’ (Spender, 2009) 
experts, all with extensive intercultural lifeworld experience. 
 
Citing cultural and personal privacy reasons, two participants chose not to be 
identified in this research project. 
 
1. Merja Bauters is a Researcher and Lecturer at Aalto University, involved with 
Computer Information Science and Learning Environments, based in Helsinki, 
Finland; 
2. Samir Bhowmik is a Doctoral Researcher and Artist at Aalto University 
involved with Systems of Representation and Museums, based in Helsinki, 
Finland; 
3. Leigh Blackall is an Educational Developer at RMIT University involved in 
Educational Development and Learning Design, based in Melbourne, 
Australia; 
4. Chris Davies is the Executive Director for SlashGear involved with Consumer 
Technology, based in London, United Kingdom; 
5. Eva Dural is a Doctoral Researcher at Aalto University, involved with 
Learning Environments, based in Helsinki, Finland; 
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6. Larry Johnson is the Chief Executive Officer for the New Media Consortium, 
involved with Technology and Digital Media, based in the United States of 
America; 
7. Teemu Leinonen is an Associate Professor at Aalto University involved with 
Learning Environments and Digital Media, based in Helsinki, Finland; 
8. Interviewee 39 is a Film Producer and Lecturer at Ryerson University involved 
with Film and Digital Media, based in Toronto, Canada; 
9. Interviewee 50 is a Learning Consultant at Charles Darwin University involved 





The Invention stakeholder group contains four male participants, “uniquely gifted in 
their ability to create something that has never been made before” (Cambridge 
University, 2019) amongst their achievements. 
 
The areas they speak of include form factor for wearable technologies, 
miniaturisation trajectory for technologies, sensing use smart devices, the 
normalisation of technology and achieving operational success. All participants are 
avid users of wearable computing technology such as body sensors, body worn 
cameras, data loggers and medical prosthetics. 
 
They reinforce the right for unrestricted invention, differing views on privacy as well 
as actual versus perceived issues with the social construction of technology. 
Research focus and professional areas of interest are lifelogging, Quantified Self, 
wearable computer prototyping and testing, ubiquitous networks and information 
communication systems. 
 
1. Gordon Bell is a Researcher Emeritus with Microsoft, involved in many 
differing Engineering research projects, based in the United States of America; 
2. Cathal Gurrin is an Associate Professor at Dublin City University, involved in 
Lifelogging and Computing, based in Dublin, Ireland; 
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3. Jukka Purma is a Project Researcher at Aalto University, involved in Learning 
Environments based in Helsinki, Finland; 
4. Kiwi Wearables is a startup medical wearable technology company in Canada, 
involved in Lifelogging and Quantified Self, based in Toronto, Canada. 
 
5.3.4 Social Commentary 
 
The Social Commentary stakeholder group contains four male participants and one 
female participant who create, critique and publish on topics about society and 
technology as they, “convey messages to the public with the hope to change their 
perceptions and attitudes toward certain social issues of ethical, political, moral and 
even religious significance” (Yaacob et al.,  2013). 
 
The areas they speak of include wearable computers as interim technologies, 
surveillance capitalism, disruptive social action and the erosion of privacy as fabric 
of society. All participants have highly visible public profiles and maintain dual roles 
as employees in organisations and as industry consultants. 
 
They reinforce the theory of chaos, the importance of civil liberty, freedom of the 
press and human rights as artificial intelligence brings on Singularity. Research focus 
and professional areas of interest include citizen agency, subversion practices such as 
activism, the right to demonstrate or debate, transparency of State, Government and 
global entities which have power and control over nations and their citizens. 
 
1. David Blackall is a Senior Lecturer at the University of Wollongong involved 
with Film, Journalism and Digital Media, based in Wollongong, Australia; 
2. Tim Burns is a self-employed practising Artist, involved with Film and Digital 
Media, based in York, Western Australia; 
3. Nikola Danylov is a self-employed Author and Futurist, involved with 
Transhumanism and Ethics, based in Toronto, Canada; 
4. Jeff Porten is a Journalist and Freelance Writer involved with Technology and 
Privacy, based in Philadelphia, United States of America; 
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5. Liz Swan is Researcher and Writing Consultant at the University of Colorado 
Boulder, involved with Neuroscience and Artificial Intelligence, based in 
Colorado, United States of America. 
 
5.3.5 Learning Design  
 
The Learning Design stakeholder group contains ten male participants in roles as 
teachers, lecturers, learning managers, learning designers, educational technologists 
and information architects focused on a “learner-centered approach … in a 
technology-rich environment” (Lea et al., 2003, in Beetham & Sharpe, 2007). 
 
The areas they speak of include identifying, testing and leveraging new technologies 
in a variety of education, workplace training and professional development settings. 
All participants have diverse pedagogical experience, extensive face-to-face and 
online learning development experience with strong professional ties to industry and 
related trades in a national and international context. 
 
They reinforce innovation, techno-optimism and collegial conviviality and report that 
they work within a risk averse, time poor, constantly restructured and reactive 
management framework. Research focus and professional areas of interest include 
ePortfolios, flexible and mobile learning, learning management systems, data 
analytics and social networking. 
 
1. Simon Brown is a Trades Teacher and Lecturer at SkillsTech TAFE 
Queensland International involved with Trade Skills Education, based in 
Brisbane, Australia; 
2. Michael Coghlan is an eLearning Manager at TAFE South Australia, involved 
with eLearning Design, based in Adelaide, Australia; 
3. Tarmo Toikkanen is a Researcher at Aalto University, involved with Learning 
Environments and Pedagogy, based in Helsinki, Finland; 
4. Geoff Lubich is a Trades Teacher and Lecturer at Pilbara TAFE, involved with 
eLearning Design and Mechanical Engineering, based in Karratha, Western 
Australia; 
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5. Deitmer Ludger is a Senior Lecturer at the University of Bremen, involved in 
Engineering and Pedagogy, based in Bremen, Germany; 
6. James Neil is an Assistant Professor at the University of Canberra, involved in 
Psychology and Healthcare, based in Canberra, Australia; 
7. Glen Payne is a Teacher at TAFE New South Wales, involved with Electrical 
Trades, based in Sydney, Australia; 
8. Stephan Ridgway is an eLearning Manager at TAFE New South Wales, 
involved in Flexible Learning and Technology, based in Sydney, Australia; 
9. Colin Simpson is an eLearning Designer at the Canberra Institute of 
Technology (CIT), involved in Professional Practices and Learning 
Environments, based in Canberra, Australia; 
10. Vance Stevens is a Learning Designer at the Petroleum Institute, involved with 
Educational Technologies, based in Abu Dhabi. 
5.3.6 Business Development 
 
The Business Development stakeholder group contains six male and one female 
participant involved with developing partnerships, identifying development 
opportunities, marketing, promotion, innovation and selling products, as startup 
‘micro-firms’ through to large scale enterprise (Achtenhagen et al., 2017). 
 
The areas they speak of include the diffusion of innovation and technological 
convergence across wearable computing domains, information communication 
systems and frameworks involving augmented reality, lifelogging and biometrics. All 
participants have dual roles in higher degree research and private industry, which 
involves user experience forecasting, product testing and analysing consumer 
feedback. 
 
They reinforce increased pressure on humanity as a result of artificial intelligence, 
automation of industry, emergent ethical challenges such as transparency of 
corporate acquired big data and the political ramifications of government using 
technology to track and log citizens. Research focus and professional areas of interest 
include automated lifelogging, virtual and augmented reality, digital economy, 
locational systems, eBusiness adoption and research partnerships. 
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1. Matthew Brown is Chief Technology Officer with Moblog Technology, 
involved with Data Management and Software, based in London, United 
Kingdom; 
2. Ori Inbar is Founder and Chief Executive Officer at AugmentedReality.org, 
involved with Augmented Reality Development, based in Israel; 
3. Martin Kallstrom is Chief Executive Officer at Narrative (formerly Memoto), 
involved with Wearable Computing Technology, based in Sweden; 
4. Rob Manson is Chief Executive Officer at Build AR, involved with 
Augmented Reality, based in Sydney, Australia; 
5. Scott O’Brien is Chief Marketing Officer at Explore Engage, involved with 
Augmented Reality based in Sydney, Australia; 
6. Christine Perakslis is an Associate Professor involved with Operations 
Management, based in the United States of America; 
7. Simon Randall is Content Intelligence Manager at the Oxford Medical Group 
Life PLC, based in London, United Kingdom. 
 
5.3.7 Human Computer Interaction 
 
The Human-Computer Interaction stakeholder group (HCI) contains four male and 
one female participant involved in the, “research domain … one of the central 
elements in designing computer applications” (Kuutti, 1996). 
 
The areas they speak of include human computing, normalisation of technology, 
social context, privacy by design, consumer risks, computer engineering and 
frameworks guiding ethical development. All participants have diverse opinions 
demonstrating that Human-Computer Interaction (HCI) is a multidisciplinary field of 
study focused on the “design of computer technology involving the interaction 
between humans (the users) and computers” (The Interaction Design Foundation,  
2019b). 
 
They reinforce actual versus perceived impacts of technology, information in a 
global economy, consumer rights, personal privacy and security. Research focus and 
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professional areas of interest include testing and trialing prototypes, analysing human 
computing behaviour, data science and networked learning solutions. 
 
1. Niamh Caprani is a Doctoral Researcher at the Dundalk Institute of 
Technology, involved with Computer Interaction and Wearable Technology, 
based in Dublin, Ireland; 
2. Ryan Janzen is a Researcher and Lecturer at Toronto University, involved with 
Engineering and Art, based in Toronto, Canada; 
3. Jeremy Pitt is a Professor at Imperial College, involved with Engineering and 
Information Systems, based in London, United Kingdom; 
4. Tom Worthington is a Senior Lecturer at the Australian National University, 
involved with Human Centred Computing and Privacy, based in Canberra, 
Australia; 
5. Erik Stolterman is a Professor at Indiana University, involved with Human 
Computer Interaction, based in Bloomington, United States of America. 
 
5.3.8 Policy & Regulation  
 
The Policy & Regulation stakeholder group contains five male and one female 
participant who have substantial international experience involving policing, national 
security, transnational crime, cybercrime, big data, corporate transparency and 
accountability (Global Reporting Initiative, 2019). 
 
The areas they speak of are technologies across community and covert policing, 
national security, intelligence, counter terrorism, military intervention, and 
government policy. All participants are experts in regulation and law informed by 
policy development, implementation, review and assessment. 
 
They reinforce ethical frameworks, principles guiding development of technologies, 
education and awareness of the impacts of technology on society. Research focus and 
professional areas of interest include unmanned aerial systems, surveillance, 
sousveillance, dataveillance, Uberveillance, privacy, integrity of State activities and 
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need for regulation of corporate structures. Citing personal privacy reasons one 
participant chose not to be identified in this research project. 
 
1. Roger Clarke is a Visiting Professor at the Australian National University, 
involved with Privacy and Surveillance, based in Canberra, Australia; 
2. Andrew Clement is a Professor Emeritus at the University of Toronto, 
involved with Surveillance Studies, based in Toronto, Canada; 
3. Interview 18 is a Masters student at Carleton University, involved with 
Political Economy, based in Toronto, Canada; 
4. Clive Harfield is an Adjunct Fellow at Griffith University, involved in Justice, 
Law and Ethics, based in Canberra, Australia; 
5. Scott S. Mathews is a Senior Privacy Advisor with the Department of 
Homeland Security, involved with National Security and Privacy, based in 
Washington, United States of America; 
6. Nick O’Brien is Assistant Professor at Charles Sturt University, involved with 
Policing and Counter Terrorism, based in Canberra, ACT, Australia. 
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5.4 Interviews 
 
A comparative focus on power relations which emerge from discourse between the 
researcher and the participant reveals technological, sociological and philosophical 
understandings of BWCs. 
 
An anomaly, as described by Shaw (2015) is introduced by the researcher to the 
interlocutor (participant) through reference to the ‘smartphone ’which most 
participants carry or had in their physical presence at the time of interview. The 
‘smartphone ’device as a semantic bridge shares similar features with contemporary 
BWCs, serving as a scaffold through which participants felt comfortable to discuss 
their views on networked identification, their own ‘transmission’ of knowledge using 
wearable computing and more broadly their ‘view of the world’. 
 
This anomaly, unlike an aberration which would consider reference to a ‘smart 
device’ as a deviation from truth, therefore invites the participant to consider whether 
the ‘smart device’ (commonly raised in reference to the participants smartphone) is a 
‘deviation’ from the topic.  
 
In a review of the discourse context, the interlocutors' (purported) 
perspectives are salient and relevant because the common ground is defined 
in terms of them. (Roberts, 2014; Barlew, 2016) 
 
5.4.1 Anchoring the Interlocutor 
 
It was noted by the researcher that during interviews the smartphone also became a 
comparative demarcation through which researcher and participant could return to 
the specificity of the topic or more notably a point of departure entering into deeper 
self-assessments of how these technologies impact on the lifeworld of the participant. 
 
Contradictions, points of contention and inferences drawn from findings then inform 
a logical argument, revealing power relations and proclivity of participants returning 
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to ‘universal’ stakeholder rhetoric, versus unique researcher contribution inviting 
further evaluation and future critical reflection. Mindful also, unbeknownst to many 
of the participants the smartphone itself as evidenced by the research of (Gurrin et 
al., 2013) is in many cases considered as the BWC itself. 
 
5.4.2 Comparative Analysis 
 
This ethnographic inquiry tracks experts in their own field who respond to, reject or 
offer alternatives to semi-structured questions which, in turn, for reasons of validity 
and authenticity of subsequent contributions, were not re-structured in response to 
the participants answers. 
 
Participants were encouraged to express their attitude towards the topic and 
knowledge of wearable computing with definition specificity, through actual and 
perceived applications, culminating in their assessment of plausible implications of 
BWC more broadly across human society. 
 
Arguably, comparative studies tend to rely to a great extent on forced-
response data. Very much to everyone’s dismay, this creates a validity 
problem: the universe of possible responses is drastically reduced for the 
sake of comparability. (Steiner-Khamsi, 2014) 
 
To achieve a proper basis of comparison, in an effort to minimise researcher 
interpretation as bias, the essence of comparative analysis (compare & contrast) 
draws upon objective constructs and subjective account through critical discourse 
analysis, in this context as power relations interfused within an interpretive narrative 
format, employing a schema based on four key elements: 
 
1. Interaction - Notable or discernible stakeholder collusion; 
2. Similarity / Difference - Association and parallel expression; 
3. Occurrence / Absence - Holistic assessment; 
4. Unique - Comments identified as emergent topics or themes. 
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5.4.3 Interview Summary 
 
The following table provides the details of each research participants and where 
requested de-identification which notably were stated as either; (a) personal safety 
issues; (b) professional retribution or (c) cultural reasons. 
 
Each research participant is aligned with their respective stakeholder group and the 
manner in which the interview and conversation was conducted. Each interview 
duration is also provided and the word count in the transcript which was conducted 
by the researcher only.  
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ID Name Stakeholder Group Conducted Conducted (min) Words 
1 Amir Aryani Business Intelligence Face-to-face 04/12/2012 37 6234 
2 Merja Bauters Digital Cultures Face-to-face 06/03/2013 64 9572 
3 Gordon Bell Invention Face-to-face 22/12/2012 32 538 
4 Samir Bhowmik Digital Cultures Face-to-face 08/03/2013 32 4167 
5 David Blackall Social Commentary Telephone 17/11/2012 28 3922 
6 Leigh Blackall Digital Cultures Face-to-face 15/10/2012 73 5897 
7 Simon Brown Learning Design Skype 24/10/2012 28 3552 
8 Matthew Brown Business Development Skype 25/01/2013 91 12787 
9 Tim Burns Social Commentary Telephone 09/10/2013 45 6436 
10 Niamh Caprani Human Computer Interaction Face-to-face 27/06/2013 28 4866 
11 Roger Clarke Policy & Regulation Face-to-face 01/11/2012 89 13612 
12 Andrew Clement Policy & Regulation Face-to-face 30/07/2013 19 1176 
13 Michael Coghlan Learning Design Skype 13/11/2012 67 9351 
14 Chris Davies Digital Cultures Skype 01/11/2012 72 11024 
15 Nikola Danylov Social Commentary Face-to-face 28/06/2013 16 2574 
16 Kiwi Wearables Invention Face-to-face 28/06/2013 18 3655 
17 Eva Durall Digital Cultures Face-to-face 11/03/2013 63 10747 
18 Interviewee 18 Policy & Regulation Face-to-face 30/06/2013 15 2049 
19 Cathal Gurrin Invention Skype 21/03/2013 36 6546 
20 Clive Harfield Policy & Regulation Face-to-face 30/06/2013 50 5396 
21 Ori Inbar Business Development Face-to-face 28/06/2013 70 11699 
22 Ryan Janzen Human Computer Interaction Face-to-face 01/07/2013 51 5399 
23 Larry Johnson Digital Cultures Skype 07/02/2013 34 4553 
24 Martin Kallstrom Business Development Face-to-face 29/06/2013 18 2366 
25 Tarmo Toikkanen Learning Design Face-to-face 28/02/2013 73 9218 
26 Teemu Leinonen Digital Cultures Face-to-face 11/03/2013 61 8905 
27 Geoff Lubich Learning Design Telephone 06/11/2012 51 5825 
28 Deitmer Ludger Learning Design Face-to-face 02/02/2013 28 4048 
29 Rob Manson Business Development Skype 15/01/2013 42 6114 
30 Scott S. Mathews Policy & Regulation Face-to-face 24/06/2013 23 3558 
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31 James Neill Learning Design Skype 11/02/2013 38 5369 
32 Nick O'Brien Policy & Regulation Face-to-face 07/12/2012 45 6488 
33 Scott O'Brien Business Development Skype 27/11/2012 49 5145 
34 Glen Payne Learning Design Skype 28/11/2012 55 7560 
35 Christine Perakslis Business Development Face-to-face 29/06/2013 82 12407 
36 Jeremy Pitt Human Computer Interaction Face-to-face 30/06/2013 35 5321 
37 Simon Pockley Business Intelligence Face-to-face 17/04/2013 60 7913 
38 Jeff Porten Social Commentary Face-to-face 23/06/2013 29 5242 
39 Interviewee 39 Digital Cultures Face-to-face 30/07/2013 20 3849 
40 Jukka Purma Invention Face-to-face 11/03/2013 38 4328 
41 Simon Randall Business Development Face-to-face 28/06/2013 51 8198 
42 Peter Rawsthorne Business Intelligence Face-to-face 06/042013 0 646 
43 Stephan Ridgway Learning Design Face-to-face 18/11/2012 64 6642 
44 Tom Worthington Human Computer Interaction Face-to-face 27/12/2012 33 8736 
45 George Siemens Business Intelligence Skype 29/03/2013 57 8700 
46 Colin Simpson Learning Design Face-to-face 23/04/2013 60 7904 
47 Vance Stevens Learning Design Skype 28/02/2013 64 8385 
48 Erik Stolterman Human Computer Interaction Email 20/03/2013 0 651 
49 Liz Swan Social Commentary Face-to-face 30/06/2013 22 2788 
50 Interviewee 50 Digital Cultures Face-to-face 29/11/2012 62 8260 
 Total 2,218 310,318 
 
 
Table 16. Interviews Summary: All Research Participants as Interviewees  
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5.4.4 Interview Questions 
 
The following Interview Questions were provided to each Research Participant as 
included within the ‘Participant Information Pack’ (containing the ‘Consent’ form) 
as approved by the University of Wollongong, Higher Research Ethics Council 
(HREC) for distribution on the 11th October 2012. 
 
1. What does the term ‘wearable computers’ mean to you? 
2. What are the key differences between hand-held, wearable and body-worn 
technologies in your opinion? 
3. In what ways have you been involved in past, current or proposed use of these 
technologies? 
4. What are the benefits, risks or harm from your perspective on users of this 
technology? 
5. What does the term “location enabled” mean to you within the context of 
location-enabled body-worn technologies? 
6. Which issues, if any, are you aware of that involve this type of networked 
technology? 
7. What impacts have location enabled body-worn technologies had or are likely 
to have upon (a) yourself, (b) your colleagues or (c) your industry? 
8. How do you envisage location enabled body-worn technologies being used in 
the future for educational purpose? 
9. What do you envisage the long-term effects of this use of this technology will 
be on society? 
10. Do you have any further comments? 
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5.5 Interview Responses 
 
As the ‘exercise of power’ necessitates more information, and creates new objects of 
knowledge, knowledge in turn engenders effects of power according to (Foucault, 
1980, pp. 51–52). 
 
The decision to conduct a critical discourse analysis of individual participants and 
collective stakeholder responses was a deliberate act of ‘drilling down’ and 
identifying power relations, adopting Carla Willig’s (2003) framework 
(Maingueneau & O’Regan, 2006, p.230) for critical discourse analysis. The 
following selection brings forward all research participant responses to semi-
structured questions which were asked of the research participants. Of importance to 
note, where respondents or indeed entire stakeholder groups failed to respond 
directly to a question these are raised as emergent concepts forming themes 
presented in the Discussion chapter. 
 
Each question and corresponding answer from all fifty participants, were considered 
through the lens of Foucauldian theorizations on ‘discourse’, ‘power’ and ‘subject’ 
(knowledge) (Foucault, 1982; Faubion, 2001; Rogobete, 2015). A body of excerpts 
from participant responses to interview questions then forms the ‘backbone’ of 
subsection 6.5.5. The researcher then carefully created statements using an iterative 
process of critically analysing chosen participant excerpts, comparing it with the 
‘return’ in an iterative approach until that ‘statement’ had been formed.  
 
This discourse statement derivative of the ‘discursive object’, ‘action orientation’ and 
‘positioning-of-the-subject’ in text avoids edification of any one stakeholder group as 
special attention was taken to highlight blatant bias and expose invisible power 
relations. The analysis of the participants' responses to questions and resulting lexical 
associations using this process therefore transcends simply attempting to match 
questions with answers without critical appraisal in the chronology of interviews to 
achieve a contiguity of narrative.  
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These structures, developments and perspectives follow a deconstruction of the 
available ontology and in that discursive analysis, as Foucault posits: 
 
Which object or area of knowledge is discursively produced; second, ... what 
logic is the terminology constructed; third, ... who authorised it; and finally, 
... which strategic goals are being pursued in the discourse. (Diaz-Bone et al., 
2007) 
 
5.5.1 Wearable Computers 
 
In response to the question ‘What does the term ‘wearable computers’ mean to you?’ 
Leinonen (2013) from the Digital Cultures stakeholder group asserts that information 
devices have been attached to humans since the beginnings of the Anthropocene, 
transitioning from analogue computation to digital cognition, “like carrying a 
notebook with you. Is it a wearable?” (Leinonen, 2013, p.7). 
 
The term ‘wearable computer’ must therefore Leinonen (2013) reinforces be 
historically and contextually informed by, “ if you consider the abstraction of what is 
computing?” (Leinonen, 2013, p.7). 
 
Leinonen ensures that establishing terms of reference for discourse and attributing 
meaning to the ontological ‘frame’ in which conversation can proceed, then 
nomenclature which ‘enshrines’ BWCs can be called out for what it fails to provide. 
Conversely, from a future facing perspective Porten (2013) classifies BWC and 
smartphones as ‘interim’ technologies, considering, “wearable computers are just 
probably a bridge space to … as Ray Kurzweil speaks of … the Singularity” (Porten, 
2013, p.2). 
 
As a commentator and positioned in close proximity to a wide variety of multi-sector 
discourse, Porten’s professional opinions resonate similarly with findings from the 
literature review on the topic of Singularity. Business Intelligence stakeholders 
however collectively express wearable computers as inanimate ‘things’, connecting 
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‘being’ with ‘location’ and therefore, “location, with network aware processes” 
(Pockley, 2013, p.3). 
 
The semi-permanent attachment of a ‘thing’ to a ‘being’ whether that being is human 
or non-human Rawsthorne (2013) and Aryani (2012) means, “it is used for a variety 
of purposes to augment, protect or record some aspect of the life of the wearer” 
(Rawsthorne 2013, p.1; Aryani 2012, p.1). 
 
Pockley, Aryani and Rawsthorne bring agency to BWCs by highlighting networked 
utility as the primary subjective animation of BWCs, which in turn positions 
location-based services (LBS) as the locus for power of connection, also 
surveillance. The term ‘wearable computer’ disassociates computing from static or 
fixed location according to Aryani (2012) and Pockley (2013) as network connection 
subsequently redefined BWC as it, “presupposes ubiquity of … Internet access 
because I associate computing power with networks” (Pockley, 2013, p.3). 
 
The computing device doing something for us whether it's some level of 
monitoring ourselves, our health, our heart rate, those kinds of things or the 
environment around us and can serve us as a sensor in that environment. 
(Siemens, 2013, p.3) 
 
The discursive here sharply switches through key themes of power and control, 
convenience and care all of which suggest BWCs occupy as ‘sensor’ a position of 
intelligence, the dichotomy of benefit and detriment for humanity a lesser focus. This 
symbiosis of human device user and ‘things’, where the ‘user-as-interface’ occurs on 
a miniaturisation trajectory from wearable to implantable technologies, Digital 
Cultures stakeholders consider firstly as, “if it is wearable … I will say that maybe I 
don’t need to use my hands” (Durall, 2013, p.4). 
 
The consideration by Durall carries through to a determination by Johnson (2013, 
p.2) and Blackall, L. (2013, p.3) exemplifying that within stakeholder groups there 
are differing experiences, levels of knowledge and questionably positions of 
authority on BWCs within the same stakeholder group. The divergent and 
convergent capabilities of wearable computing Johnson (2013, p.3), Blackall, L. 
(2013, p.1) and Dural (2013, p.2) consider manifest when, “you don't physically have 
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to hold and carry and necessarily pull out to use which is supported on the users 
body” (Davies, 2012, p.4). 
 
As wearable computers augment physical experiences, Johnson (2013, p.3), Blackall, 
(2013, p.1), Dural (2013, p.3) and Interviewee 39 (2013, p.2) share the view that the 
core utility is to, “enhance some kind of performance that you need to conduct” 
(Interviewee 50, 2012, p.2). 
 
Again, the key concept ‘utility’ has an action orientation which in construction steers 
how BWCs are considered, regarded or in this stakeholder context ‘determined’. The 
disruptive effects of social applications in proximal nearness to smartphones and 
other wearable devices are consistently raised by the Digital Cultures stakeholder 
group as factors which further shape, influence and manipulate human reality in an 
‘always on’ mobile learning environment. 
 
The very same miniaturisation trajectory for wearable computing is expressed by 
Invention stakeholders, Bell (2013, p.1), Gurrin (2013, p.1) and Purma (2013, p.1) 
with the shift in form factor from ‘fixed state, handheld mobile to body worn’ as in 
transition from ‘attachment’ to eventual ‘implant’ in the human body, indicative of 
wearable computing, “that for the most tries to hide itself” (Purma, 2013, p.1). 
 
It means any kind of sensing technology that we can wear that helps us 
understand ourselves better. (Gurrin, 2013, p.1) 
 
The assumption Gurrin expresses positioning sensor systems as an informant and 
greater intelligence transversing through to an embedded state is analogous with the 
concept of Uberveillance, in essence, “an omnipresent electronic surveillance 
facilitated by technology that makes it possible to embed surveillance devices in the 
human body” (Michael, 2013a). 
 
According to Bell (2012, p.1) wearable computers are, “any collection of on-body or 
in-body sensor/effector devices that are controlled by a computer … carried, 
strapped, embedded in clothing, embedded in body” (Bell, 2012, p.1). 
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Notably, wearable computers as a discursive object Bell describes using the fullness 
of range of profiles, ontologically melded through the human form, whereas Gurrin 
and Purma posit this as in transition or on an ‘eventual’ trajectory. Social 
Commentary stakeholders also describe wearable computing as a ‘transitional’ era 
for humanity, where ‘attachments’ with dual or hidden functionality even as an 
ornament can be considered to be wearable computing according to Danylov (2013, 
p.1). 
 
The transition of wearable to implantable technologies permanently ‘becoming part 
of our bodies’ is only a decade away according to Porten (2013, p.2). These 
predictions by Porten, which Danylov then appends by diffusing objects as having 
agency and inherent animacy, are also aligned by Blackall and Swan, as also 
expressed by Gurrin and Purma on the sub-dermal trajectory. 
 
How long that will take is more a social issue than a technological issue. For 
the short term I am amazed by how quickly portable computers have taken 
hold. (Porten, 2013, p.6) 
 
This assertion by Porten (2013) is supported by Danaylov (2013, p.1) and Swan 
(2013, p.2) who associates the desktop-to-laptop analogy as synonymous with 
wearable ‘everywhere-in-everything-we-do’. This subject position of Porten by 
examination indicates social, ethical and moral dependencies for BWCs yet clearly 
Bell and Gurrin assert these as not eventual, rather actual - not perceived, rather in 
the present state. 
 
On a trajectory from hand-held, wearable to body worn where the device is 
permanently fixed into body armour, wearable computers according to Blackall, D. 
(2013) were historically, “built to serve that particular operation … the extreme of 
that would be devices that are surgically embedded under your skin” (D. Blackall, 
2012, p.2). 
 
Subjectively, using historical observations Danaylov arrives at the same conclusions 
that Bell and Gurrin assert; that BWCs are evidence of innovation now deemed 
historically as ‘core’ not occupying a liminal space, with law, regulations and policy 
in catchup mode. This embedded or implanted state parallels the views of Porten 
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(2013, p.2) who considers the trajectory for wearable computing technologies as, 
“things that used to be big and used to take the size of a building are now fitting in 
our pockets and eventually would fit inside of our bodies” (Danaylov, 2013, p.2). 
 
Learning Design stakeholders commonly relate to the term ‘wearable’ computers as 
personalised ‘convenience’ of mobile, hands free and automated computing Ridgway 
(2013, p.6), Stevens (2013, p.5) and Neill (2013, p.4), transcending being anchored 
to a desktop, “in which one is mobile, its portable, on the person … a wearable 
computer is one that moves with the person” (Ridgway, 2012, p.6). 
 
The relationship between object, subject and the environment represented through 
the expressions of Ridgway, Stevens, Neill and Lubich, suggests each describing 
wearable computing through to consequentialist Utilitarianism using terms of relative 
mobility. 
 
It's about the person, the ability to be able to connect and to be able to have it 
on your person (Lubich, 2012, p.1). 
 
The term ‘wearable computer’ emphasises Toikkanen (2013, p.1) is ambiguous 
necessitating critical refrain, which parallels the lived experience of Ridgway (2013, 
p.6), Lubich (2013, p.1), Stevens (2013, p.5), Neill (2013, p.4), Simpson (2013, p.2) 
and Coghlan (2013, p.2) who concur with the statement that, “an analogue watch is a 
wearable technology as it allows me to know the time of day, the time … it will give 
you a more comprehensive view on things when you include non-electrical devices 
as well” (Toikkanen, 2013, p.6). 
 
This is an important injunction as returning the narrative to what some might accuse 
Toikkanen as being historical revisionism or even a position of neo-Luddism which 
manifests, as Ridgway, Neill, Simpson, Coghlan and Lubich all share, foundational 
learning design principles. To be able to view technology from differing perspectives 
and to make meaning from those perspectives in order to achieve learning design is a 
power position, not as Postman (Postman, 2011) would argue, the pessimistic 
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Closely aligned in collegial partnerships and institutional affiliation, Business 
Development stakeholders also indicate analogue and digital as commensurate, 
considering wearable computing positions the ‘user’ as a ‘geometric point of origin’, 
differing as Manson (2013, p.3) states from WI-FI enabled mobile computing. 
 
I also draw the line at where wearable computing ends. Once it has been 
embedded in the user then it is no longer wearable. (Manson, 2013, p.4) 
 
This may seem an obvious point that Manson has made, yet the researcher points out 
that the discursive context within which BWCs in general construction are located is, 
as Manson asserts, body-worn not body-borne nor embodied. Wearable computing is 
collectively defined by the Business Development group as ‘hands free’ which 
Brown (2013, p.7) illustrates as, “something that is more automated and you know, it 
does its thing on its own” (Brown, 2013, p.7). 
 
Wearable computers Manson (2013, p. .4) considers as part of greater ubiquitous and 
pervasive ‘cyber-revolution’ during which Brown, M. (2013, p. .7) recounts as, 
“Steve Mann … lugging around a huge box of electronics and calling that a wearable 
computer” (Brown, 2013, p.7). 
 
Professor Steve Mann’s views on surveillance and what he terms ‘inverse 
surveillance’ or Sousveillance within a pitched battle with a pervasive state of 
oversight (Mann, 2013) claims that as inventor he constantly walks a tightrope 
between inventor, entrepreneur and as has also been observed by the researcher, as 
outright protagonist of BWCs. Steve Mann’s historical and current wearable 
computing Brown (2013, p.7), Manson (2013, p.4) and O’Brien (2013, p.1) 
correlates with innovation, “from a long history of development and many 
companies that have been in this space” (Inbar, 2013, p.2). 
 
In that alignment with industry it is difficult to ascertain where Mann’s research 
knowledge and empirical inquiry (which is principally focused on inventing and 
prototyping within the engineering domain) then collapses amongst varying degrees 
of participation as a subject in user acceptance testing, then marketing and 
development. Speaking with the Researcher at the IEEE ISTAS’13 Symposium at 
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Toronto University, Canada, Inbar (2013, p.2) related how the term ‘wearable 
computer’ sits in relation to the contemporary concept of ‘augmented reality (AR)’. 
 
I think it's totally fascinating not just for us who are deep in this industry but 
also anybody that just comes in and tries to understand why Google Glasses 
are there and where it is going in the future. (Inbar, 2013, p.2) 
 
The technology industry, both Inbar and Worthington indicate, is heavily influenced 
by corporate forces, ingratiating BWCs with similar paths of proliferation as the AR 
movement with its historic military, medical, law enforcement and industry sector 
use cases. Autonomous ‘hands-free’ wearable computers as described by 
Worthington (2013, p.2) such as Google Glass, an optical head worn display 
incorporating sensors and cameras, are subject to ‘social normalisation’ much like,  
“the word ‘text’ went from a noun to a verb” (Pitt, 2013, p.4). 
 
HCI stakeholders collectively indicate the term ‘wearable computer’ as aligned 
closely with human computing behaviour, which Stolterman (2013, p. 1) indicates, 
“is very much what it sounds like, that is, computational technology that you can 
wear on your body in some form” (Stolterman, 2013, p.1). 
 
The concept of ‘nearness’ coupled with portability are as Stolterman and 
Worthington suggest, precursors and indeed an ontological demarcation at where 
humans embody technology. Likewise, Human-computer Interaction is regarded as 
an extensible pivot point through which these technologies and their applications can 
be referenced. 
 
There is a parallel with the Digital Cultures group who also speak of ‘body as 
interface’ extended upon by Worthington (2012, p.2) who asserts, “it is important to 
note that the body does not need to be a human being. It might be a dog for example 
and so military dogs and police dogs wear computers and operate in some cases the 
computers” (Worthington, 2012, p.2). 
 
An operational distinction for a wearable device with a computational core which 
may be tracking, logging, recording, storing, retrieving and transmitting data 
according to Worthington (2012, p.2) ideally functions autonomously, “on your 
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person and that it has to interface with you in a different way … without having 
(them) to do anything except turn it on” (Worthington, 2012, p.2). 
 
It is interesting that the recurring theme of automation unifies the utilitarian 
discourse and action orientation between stakeholder groups, yet, where wearable 
computing is positioned within those descriptions subjectively differs as to what 
level of autonomy the device is afforded. With a focus on law, regulation and policy 
encompassing wearable computing issues such as privacy and data security, the 
Policy and Regulation stakeholder group regard the term ‘wearable computer’ from a 
historical legacy position as, “there’s a big cluster of things in the wearable 
computers arena … been around for a long, long time and it’s got a lot of flavours ” 
(Clarke, 2012, p.1). 
 
A wearable computer Clarke (2012, p.1) considers as simple as authentication 
credentials stored in a ring on your finger which Mathews, S. (2013, p.1) and 
O’Brien, N. (2013, p.2) verified by stating, “anything that you can ‘put on’ or attach 
to the body to process or transmit information in a passive manner” (Mathews, 2013, 
p.1). 
 
The human body as an interface to wearable computing O’Brien, N. (2012, p.1) 
considers as an attachment that, “you would either have on your body, perhaps in a 
pair of glasses or something you put around your neck or elsewhere on your body” 
(N. O’Brien, 2012, p.1). 
 
This high level of enframement by the Policy and Regulation stakeholder group 
indicates their relative and consultative position as knowledge brokers in this 
domain. As their collective further dialogue revealed, relative detachment from the 
applications and use cases of BWCs endures as both a limitation and questionable 
authoritative position.  
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5.5.2 Key Differences 
 
The Business Intelligence stakeholder group considers that ‘utility’ informs four key 
differences between handheld, wearable and body worn technologies indicate 
Rawsthorne (2012, p.1) and Siemens (2013, p.4). 
 
Wearable computing also serves a sensor role which hand-held computing 
doesn’t … I see it more as being you know, fairly unobtrusive background 
monitoring activity. (Siemens 2013, p.4) 
 
Again, device autonomy and humans as ‘the frame on which the sensors hangs’ 
permeates how BWCs occupy the discursive object, which, as Siemens and 
Rawsthorne indicate matters less ontologically given the ‘colonisation’ of humanity 
by computing. Profound social and ethical implications including issues of privacy 
Siemens (2013, p.3) highlights are apparent as location aware BWC joins a suite of 
wearable computing technologies which monitor human whereabouts and behaviour. 
 
One stage away from the cyborg … a symbiotic relationship with 
technology, one where it senses us (humans) and it senses our environment. 
(Siemens 2013, p.3) 
 
This statement by Siemens forms the backbone for ensuing narrative and associations 
regarding what humanity has become as a result of sensors, interestingly Siemens 
still disassociating from what others describe as already definitive, the cyborg being, 
“a hybrid of machine and organism, a creature of social reality as well as a creature 
of fiction” (Haraway, 1991). 
 
The potential to augment human experiences using location enabled BWC to ‘catch 
information, position memory in time’, extends collective recall ability and capacity 
through “that entire idea of film, photos, chronicles really getting to be memory is a 
fascinating one” (Pockley 2013, p.16). 
 
The symbiotic relationship between humans and technology Siemens (2013, p.4) 
considers as a convergent concept as do other Digital Cultures stakeholders, who 
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emphasise that as technological form and cognitive functions overlap, “these 
distinctions are going to become pretty fuzzy” (Johnson 2013, p.3). 
 
Clustered contextually, the key concepts informing human-machine symbiosis which 
Pockley and Johnson indicate is indicative of an already augmented humanity, 
almost disparagingly Bell relates as epistemic and less of an ontological argument 
about, “carry versus something optionally worn, versus more proximity including in-
body and stick ons … so the likelihood of being on” (Bell, 2012, p.1). 
 
Collectively Inventions stakeholders mutually agree though that the core function of 
a technology and the ease of device use will in turn effect, “…the likelihood of it 
being worn or used due to the form and fit of the whatever” (Bell, 2012, p.1). 
 
In stark contrast, Social Commentary stakeholders dismiss variance of wearable 
computing bodily attachment as ‘mere semantics’, emphasising, “you could certainly 
call it wearable technology if you have it in your pocket or in your bag or purse, on 
your person, yes” (Swan, 2013, p.2). 
 
Notably, a return to the conversational anchor was not indicative of the participants 
lived experience given their varying contradictions, verified when the researcher 
inquired further as to whether the participants smartphone operates autonomously, 
hands free or as confirmed, predominantly using participants hands. Using a 
smartphone as a wearable computer in analogy Danaylov (2013) and Swan (2013, 
p.2) adds, “ it is more accurate to say it’s wearable technology than hand-held … so I 
wear it either clipped to my belt or I wear it in my pocket. I don’t hand-hold it” 
(Danaylov, 2013, p.1). 
 
Concurrent with the Business Intelligence stakeholder group, participants from the 
Learning Design group Brown (2013, p.2), Lubich (2013, p.1), Ridgway (2013, p.6) 
and Stevens (2013, p.5) also consider ‘utility’ as the means by which to differentiate 
whether, “carrying it around in my pocket is perhaps not wearing it, just storing it” 
(Brown, 2012, p.2). 
 
Likewise, participants from the Learning Design group including Ridgway (2013, 
p.5) and Simpson (2013, p.2) join Social Commentary stakeholders Toikkanen 
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(2013, p.3) and Brown (2013, p.2) who consider comparisons of device attachment, 
either head worn or hands free as, “a bit semantic. I mean, these things change over 
time” (Ridgway, 2012, p.5). 
 
Ridgways views often polarise these two stakeholder groups, challenging the 
industry sector status quo with subjective expressions then, as an innovation catalyst, 
objectively constrained by orienting BWCs in the pedagogical context. Most notably 
here, this dismissal of ‘distinction’ by Ridgway, as with all stakeholder groups 
answering what the term ‘wearable computers’ means, does not match how BWCs 
are then distinguished by the rest of that stakeholder group. 
 
I don’t think it’s really relevant in some ways to draw a distinction between 
whether it is in one's hand or whether it is in one's ear or whether its 
implanted, you know…where it is really. (Ridgway, 2012, p.5) 
 
The most obvious fact they reinforce is that they have a name, they are an object and 
when referred to in conversation that ‘distinction is made i.e. they have a vernacular 
attributed by that stakeholder group - POV. Likewise, the use of the term ‘point-of-
view’ glasses by teachers in an educational context Simpson (2013, p.2) states is an 
anomaly, as, “wearable and body worn seems particularly interchangeable to me” 
(Simpson, 2013, p.2). 
 
A common and pragmatic ‘functional simplicity’ conjoins the viewpoints of 
Ridgway (2012, p.5); Simpson (2013, p.2); Lubich (2012, p.2); Coghlan (2012, p.8) 
who also consider point-of-view BWC as, “body wearable devices … they look to be 
sunglasses, but they also happen to be a recording device, a computer” (Coghlan, 
2012, p.8). 
 
The assumption that others around those devices know what they are or how the 
perform is also made, yet the emphasis here is ‘in the unknowing; the assumption 
made is that there is no harm occurring’, a common theme decried across all 
stakeholder groups as breach of subject rights or consent surveillance monitoring. 
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They turn on and they turn off. They are temporary, for a specific purpose 
and they are probably obvious to everyone else you are in the vicinity with 
(Coghlan, 2012, p.8). 
 
Defining wearable computing by functional ‘utility’ and the degree to which 
‘attention’ of the wearer is affected, rather than differences in attachable form is 
considered important by Business Development stakeholders Brown, M. (2013, p.8) 
and Manson (2013, p.3). 
 
The difference ultimately between handheld and wearable isn’t so much the 
things that it, the form … takes rather the stuff that it does. (Brown, 2013, 
p.9) 
 
The suggestion that the ‘function-over-form’ dominates consumer buy point is 
contestable, given studies of popular consumer goods demonstrate that many people 
buy technology without really having a clue what the fullness of features are nor 
what the device is capable of. The power of marketing is an obvious persuasion tool 
observes Brown (2012) influencing the public to purchase technologies they don't 
want, never mind don't need. Wearable computing that is Internet or network 
connected Brown, M. (2013, p.10) considers broadening the definition and this 
influence to, “possibly some sort of sensing system that's maybe monitoring … 
sensor or a sensor suite that are tied to your body” (Brown, 2013, p.10). 
 
The researcher notes that participants reverted back to describing key differences of 
BWCs and other wearable technologies, by switching the ‘given terms’ from the 
researchers question for instance ‘hands free’ from an objective description then 
appropriating unconsciously it seemed to what they know using their own terms, 
such as ‘sensor’. Automated and ‘hands-free’ functioning, ensures ‘actual’ utility 
transcends ‘perceived’ value Brown, M. (2013, p.8); Randall (2013, p.4) reinforces, 
forming the core premise for wearable computing, which, “I think it's something that 
will happen with augmented reality in general and Google Glass is an example in 
something that exists now” (Brown, 2013, p.8). 
 
The sensor suite concept raised by Brown, M. (2013, p.10) encompasses data 
collection and monitoring functions which extend from personal ‘life-logging’ 
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Randall (2013) scaled out into law enforcement, where, “some police and certain 
military guys wear cameras and sort of body mics (microphones) and stuff like that” 
(Brown, 2013, p.10). 
 
The definitive position or ‘state-of-surrender’ is again notably expressed as when the 
fully automated device, as a functioning node in a suite of ‘sensors’ could then be 
considered objectively as the completion of human emancipation to the furthest 
extreme - an indicator and realised state of total enslavement. The HCI stakeholder 
group reinforce the same message of the other stakeholder groups who consider the 
‘intimacy’ of attachment as less relevant by differentiation than functional utility, 
including automation, where in transference from handheld to body worn for 
example, “then it becomes wearable and it will do something useful whilst it is 
sitting in your pocket” (Worthington, 2012, p.3). 
 
The key factor Policy & Regulation stakeholders relate as of most value is the 
functional ‘capability’ of wearable device types in a policing and law enforcement 
context which Clarke (2012, p.2) describes as necessitating the, “need to sort out 
several dimensions here. It’s much easier to restrict it actually to the things that have 
a video capability or image capturing capability” (Clarke, 2012, p.2). 
 
Audio of course is fairly all-encompassing or ambient. I think that’s the right 
word to use, whereas video always has a line of sight of the device. (Clarke, 
2012, p.2) 
 
What must be noted here is that BWCs are also in many cases recording the audio 
stream as well as the video stream, in many cases not separable. Whilst in western 
common law it may conveniently suit to separate functional differences, the reality in 
the field depending on the context and device type is another matter. The key 
difference with wearable camera glasses or point-of-view spectacle borne cameras 
Clarke (2012, p.2) explains as, “clearly it corresponds to the point of view of a 
human observer … but of course that’s only one of the possible locations where a 
wearable video capable device can be carried” (Clarke, 2012, p.2). 
 
In most recent years this BWC ‘perspective’ is from the viewpoint of access through 
a live-feed monitoring location, device type and location services dependent. The 
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term ‘carry’ here might well also be confused with handheld devices, which BWCs 
across all stakeholder groups are conclusively considered as not handheld. 
 
Police carry them on a chest or could also easily carry them on a belt. 
(Clarke 2012, p.2) 
 
A police officer (Clarke, 2012, p.5) indicates, “has also got the presumption in many 
of those circumstances of danger to the individual concerned” (Clarke, 2012, p.5). 
 
You’ve got a lot of information from that point of view at that point in time, 
point-of-view surveillance technology whereas when it was in its holster it 
certainly wasn’t point-of-view. (Clarke, 2012, p.5) 
 
With the onset of BWCs which are in a fixed state within body armor or a detachable 
device such as a helmet mounted BWC it is unlikely a holster exists in which it can 
be stored. If the perspective of the officer is considered the primary perspective from 
which the recorded vision is recorded, the power of additional fields of view in 
corroborating that one perspective is another ‘benefit’ consideration from a law 
enforcement perspective indicates (Clarke, 2012, p.5). 
 
The level of hands-free operation and the degree to which it can be easily discarded 
then differentiates handheld, wearable or body worn as terms that O’Brien, N. (2012, 
p. .2) and Mathews (2013, p.2) consider when describing wearable computers. These 
classification issues are easily defined in a body worn camera context reinforces 
Clarke (2012, p.3) as, “all those sorts of classifications have precision issues and 
depth of focus issues” (Clarke, 2012, p.3). 
 
So that precision issue applies of course to all of the things that are within 
your field of view, wearable, body-worn, hand-held, potentially hand-held 
but currently sitting on the desk. (Clarke, 2012, p.3) 
 
As Clarke indicates, a huge range of descriptions for the function of the device exist 
at a socio-technical level and likewise, perspectives shift markedly depending on 
device type. An examination of the discursive context here suggests that the range of 
differing constructions and ontologies may be broad, yet the scope of application in a 
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policing context is bound by narrow range rules and regulations. Why differing 
sectors have an attachment to ontology with distinct differences noted in 
nomenclature, even in literature Harfield (2012, p.2) retorts, “I’m not sure all 
together the exquisite police jargon serves any useful purpose … not sure that I 
attribute any particular sectoral significance to any of those terms. I view that 
question entirely from a functional point of view” (Harfield, 2012, p.2). 
 
The term ‘handheld’ therefore, may signify a device with bigger screen real estate, 
whereas Harfield (2012, p.2) states, “wearable and body-worn leaves you, the user, 
more versatile if you have to make some sort of a compromise in technological 
capacity and capability because it is small enough to wear” (Harfield, 2012, p.2). 
 
5.5.3 Past, Current & Proposed Use 
 
Participants in the Business Intelligence group relate limited experience when 
addressing the question, “In what ways have you been involved in past or proposed 
use of these (BWCs) technologies?”. 
 
I have used handheld and body-worn video cameras while hiking, kayaking 
and during music performances and dance. (Rawsthorne, 2013, p.1) 
 
By comparison, direct experience with ubiquitous, handheld and wearable 
technologies including past, proposed and current use of body worn camera 
technologies unite members of the Digital Cultures stakeholder group which 
Interviewee 50 (2012, p.4) considers disruptive, yet having had a liberating effect on 
global pedagogy and teaching practices. 
 
This difference in stakeholder experience (or lack thereof) for the practical or applied 
use case for BWCs in conversation with stakeholders, often returned to the 
discussion anchor (cellphone) then, in further questioning a deeper understanding of 
meta-level systems, ethical considerations and ‘higher order’ implications is evident 
from those stakeholder groups whose role is to monitor, regulate and enforce those 
boundaries. The human ‘being’ an interface to ‘things’ connecting lifelogging, 
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augmented and virtual reality with data driven learning environments Leinonen 
(2013, p.11) determines as unsurprising and, “more like interaction design and social 
interaction design and (clicks fingers) ok, of course many things may end up to be 
that” (Leinonen, 2013, p.11). 
 
Often you end up with the result that you are using some technology in a 
way that it has not been considered or thought to be used. (Leinonen, 2013, 
p.2) 
 
With a firm stake in practical testing of technologies with a pedagogical focus, 
Leinonen dismisses any suggestion of an absolute or determinist position on this 
point, rather offers a holistic assessment, emphasising in further exchanges with the 
researcher that contextual factors such as culture are perhaps the most appropriate 
lens and determinants of locus of control. 
 
With a background in information retrieval, Gurrin (2013, p.2) joins Bell (2012, p.1) 
from the Invention stakeholders’ group who equates hands-free automation with 
operational success, suggesting it is, “the same move from looking at the village 
clock to wearing a watch. It’s just as technology progresses … and people with 
certain technology” (Gurrin, 2013, p.3). 
 
The very same descriptions are drawn by Leinonen and Toikkanen who both 
regularly provide examples of critical appraisement on a continuing and iterative 
level, drawing on the duality of digital and analogue, providing parallels of 
comparison, not adopting a binary position. Participants in the Invention group 
‘admit’ collaborating with many industry partners often in roles such as user 
acceptance testing, development, marketing and even entrepreneurial ‘startup’ 
business partnerships. This serves as an indicator that subjectively, Invention 
stakeholder group participants have as a result of their position a degree of ‘moral 
authority’ and that aligns with the researchers observations of those who consider 
Singularity as the concourse of post-racial futurism and techno-spirituality. 
 
I’m on my second pacemaker. I use a body strap for monitoring HR and 
HRV. I’ve used on-body cameras. At one point I would set an alarm on a 
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watch. I call people, look at maps, but I don’t monitor anyone else’s location. 
(Bell, 2012, p.1) 
 
The SenseCam body worn camera research and related ‘life-logging’ projects Bell 
(2012, p.1) and Gurrin (2013, p.1) state are emblematic of this shift in technological 
form factor, which is a utility, “augmenting the human to make them a better person” 
(Gurrin, 2013, p.1). 
 
The data collection focuses on lifelogging and the disparate claims of ‘better person’ 
amongst many other highly subjective moral overtures, juxtaposed, provide an 
avenue through which to understand how the discursive production limits the 
participant in what they can say. An indication that Gurrin is held captive by that 
rhetoric occurs in conversations that reveal the focus as actually a constitution for 
power; for example, to know the whereabouts of someone and have exclusive control 
of that knowledge used to an advantage by influencing behaviour. 
 
The pioneering Sensecam research by Bell (2012, p.1) at Microsoft inspired Gurrin 
(2013, p.3) to collaborate, recounting, “in 2006 my research group … were awarded 
two Sensecams from Microsoft and some resources to go and do some research in 
the area” (Gurrin, 2013, p.3). 
 
With some hesitation about wearing a camera initially Gurrin (2013, p.3) recounts 
saying to himself, “I looked at this and I thought … no, this is pretty cool. I’ll do 
this” (Gurrin, 2013, p.3). 
 
I’ll wear a camera. I have no problems. I have no concerns for people 
thinking of me strange wearing a small black box strapped around my neck. 
(Gurrin, 2013, p.3) 
 
As observed by the researcher, Gurrins attendance at other events in Melbourne 
Australia indicate that this ‘no concerns’ statement is not indicative of all events in 
which Gurrin attended wearing the life-logging camera, the camera being removed in 
the company of select groups of people, context dependent. From the same group 
Purma (2013, p.2) provides an account of past trials of wearable computing 
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technologies as discreet as a, “chip that you put in your shoe and it measures your 
step rate like distance and speed” (Purma, 2013, p.2). 
 
It must be noted here that Purma, whose inventions include open source software for 
visualising biolinguistics, circumspectly considers wearable technologies as 
collapsing the sacrosanct personal into professional lifeworld. The use of a chest-
worn pedometer Purma (2013, p.2) states, as well as an iPod Nano, “while running it 
is attached in such a way that it is not a handheld device so it's more like a wearable 
computer” (Purma, 2013, p.2). 
 
Purma also offers an important contextual bridge between how to better understand 
the differences between ‘cultural normalisation of technology’ contrasting that with 
‘social constructions of technology’. An example here is realistic appraisal of 
personal devices such as smartphones and BWCs as being central to scenarios for 
peer-to-peer learning in construction with emerging forms of collaborative 
computing (Leinonen et al., 2013). 
 
Contextual reality remarks Purma (2013, p.6) informs practical application and 
actual use of BWC technologies, shifting perception from personal to professional as, 
“context bound events in time and place” (Purma, 2013, p.6). 
 
Purma makes an emphasis on ‘place’, associating ‘culture’ and ‘sense’ with ‘event’, 
which are a distinct cluster of concepts. In the discursive context, Purma emphasises 
an individual occupies a dual existence as a member of a community, not seperate to 
culture rather than a vital contributor bound by culture. Members of Kiwi Wearables 
(Crunchbase, 2013) also consider individual user privacy as key informants for 
building a wrist worn ECG device with, “…a clean and efficient signal derived from 
the ECG as our primary metric” (Kiwi Wearables, 2013, p.1). 
 
One of the things that we are trying to do is we are trying to build a wearable 
device that stays out of your way. (Kiwi Wearables, 2013, p.1). 
 
User distraction arises repeatedly in most conversations with participants and those 
closest to the marketing of wearable computing indicate that ‘texture’ is now 
described as a tapestry of ‘nudging’, rewarding wearable technology user for 
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engagement displayed as metrics and in the Kiwi Wearables case, user pays access to 
health status and statistics. The concept of utility is considered differently by 
participants in the Social Commentary group who consider wearable computing, 
particularly BWCs as playing a duplicitous role in society where they can capture 
digital imaging which can then depict, distort, influence or manipulate the viewers 
perspective. 
 
As an Artist Burns (2013, p.3) has covertly employed static CCTV and BWC in a 
series of public performances to reinforce these perspectives, “where I used the 
information that I gathered on the audience to implicate them in an assault in a 
carpark” (Burns, 2013, p.3). 
 
In this position, perhaps of the most duplicitous in engagement across and within 
stakeholder domains, as an Artist Tim Burns ‘occupies’ social commentary as a 
discordance of great illumination. Not only does Burns possess highly technical 
knowledge of BWCs, additionally Burns describes active conflictual engagement 
with authorities and members of the public in both filmmaking and film-taking roles. 
The whole point of the performance Burns (2013, p.4) indicates is to bring to the 
audience an awareness that cameras of all descriptions now occupy an insidious 
position of supposed moral oversight in society where, “we have them setup to look 
at people who steal things, at what people grow” (Burns, 2013, p.4). 
 
Burns has over many years through the lens (some would argue ‘mirror’) of an Artist 
described, created and most importantly engaged the public in relational events 
within which the audience move from bystanders to social critic of surveillance and 
sousveillance. In parallel with Leinonen (2013, p.12) from the Digital Cultures 
group, continuing on the topic of the ‘inevitable’ the greatest challenge for any 
organisation will be containment or seeking to forcefully regulate use of BWC, a 
futile activity according to Swan (2013, p.6) because, “I mean this is how technology 
works” (L. Swan, 2013, p.6). 
 
Generally, technology is first created for military purposes and then some 
version of it gets leaked out to the general public ... gets used and abused in 
different ways. (L. Swan, 2013, p.6) 
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This is a salient observation by Swan who despite the subjective perspective 
including a dystopian lack of choice or even any chance of influencing nor enforcing 
regulation, in a later conversation with the researcher drills down on the ethical 
impacts and potential ways in which to address this lack of power. The locus of 
control here Swan, Lubich and Coghlan all indicate as defined by the institutional 
framework within which they are bound to operate. 
 
The principal use case Learning Design stakeholders describe for first-person or 
point-of-view video using BWCs Coghlan (2012, p.9) and Lubich (2012, p.1) relate 
as, “the educational context where you either create a digital resource or … used for 
an assessment” (Coghlan, 2012, p.9). 
 
From my perspective as a trade assessor … it really proves beyond a shadow 
of a doubt that the student's skills that he's developing are transferable from 
job to job, and place to place. (Lubich, 2012, p.8) 
 
Transference of knowledge whilst central to the premise of educational activity also 
fares as secondary in the discourse, where the monitoring of students skills as they 
progress through a skills and attitudes accreditation process is central as the premise 
to fulfil the criteria of assessment. Educational training aids created with BWCs 
which transcend learning assets in the analogue world are inherent with risk asserts 
Coghlan (2012, p.12) because, “the ability to film, record, document aspects of other 
people's lives at the drop of a hat and make that stuff public has just added fuel to the 
risk aversion lobby” (Coghlan, 2012, p.12). 
 
As assessment of the power dichotomy in that regard, between student and educator, 
now with the constraints of policy, regulation of the institution all within the statutes 
of common Law indicate that this stakeholder group, in a professional context are 
significantly constrained. This may account for expressions by these Learning 
Design stakeholders who seek emancipation from what they often describe as 
explicit constraint within their organisational framework, right through to restrictions 
banning BWCs use outright. 
 
In an educational institutional context, risk aversion as experienced by Simpson 
(2013, p.5), Lubich (2012, p.3), Brown, S. (2012, p.2) remains firmly grounded in 
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conventional practice explains Ludger (2013, p.3) reinforcing that institutional 
management attitudes to BWCs constrain technological innovation, then shift as a 
result of success of active learning and cost reductions and profit margins attained 
through assessment in the workplace context. Cognisant of these risks, Simpson 
(2013, p.3) considers point-of-view cameras as a ‘gateway’ technology in an 
educational context, enabling teachers and trainers to develop digital resources, 
explore augmented reality scenarios, “and I think there is potential for location based 
applications” (Simpson, 2013, p.3). 
 
The recognition that Location Based Services (LBS) are central for future 
development in a vocational training context, as Simpson relates, occurred as a 
reactive response to industry, which is the control through which training is shift- 
shaped by influences, not through what was determined as a best practice in flexible 
learning. Locational data derivative of GPS which ensures triangulation of BWC 
devices connected by tele-presence to assessment centres, Simpson (2013, p.5) 
indicates, “would open up a lot of opportunities for people in remote and rural areas 
to either get recognition for their work or be able to still pursue their studies and 
apprenticeships” (Simpson, 2013, p.5). 
 
Using the smartphone as a hub, the ‘Looxcie’ head worn camera popular with trades 
based educators which streams to the Internet is a ‘game changer’ for vocational 
training relates Simpson (2013, p.4) who cites BWC use as “ten or twenty percent of 
it now being used to gather assessment … means that they are able to get a better 
perspective than crowding around a teacher cutting someone's hair” (Simpson, 2013, 
pp.1-4). 
 
Wearable technologies including BWC which augment human activities as described 
by Learning Design stakeholders Simpson (2013, p.5) are avidly endorsed by 
Business Development stakeholders according to Manson (2013) who claims that 
digital augmentation enables humans, “to see and hear better than we currently can” 
(Manson, 2013, p.5). 
 
This claim, as described in prior stakeholder accounts with similar perspectives of 
the ‘better human’ actualised through augmentation is as Manson confirms, a 
persuasion of promise which Business Intelligence and Invention stakeholders 
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describe as Singularity with its many historical affiliations including Transhumanism 
and Posthumanism. The convergence of wearable computing device types, functions 
within complex systems and network connections occur within the geometric model 
of the Singularity, Inbar (2013, p.9) and Manson (2013, p.4), which in turn changes 
the ‘sense of where you are’ and ‘who you are as a user’ according to Manson (2013, 
p.4). 
 
In this instance, as Manson highlights, the claims for enhancement through digital 
augmentation can be observed, yet the value of ‘better’ is subjective as other 
stakeholder groups related. The persuasions of emancipation for humanity through 
techne epistemically implying a knowledge through those technocentric principles 
should be treated with caution Inbar reinforces. This persuasion must be tempered 
with 'absolute reality' Inbar (2013, p.9) remarks, as Augmented Reality (AR), “is 
anything to do with digital interaction with the physical world … augmented reality 
for me, it's way beyond the technical definition” (Inbar, 2013, p.9). 
 
With collective ties Manson (2013, p.4) and Inbar (2013, p.9) conduct research, 
develop web based AR content management systems and interact in the augmented 
reality commercial marketplace, joined by O’Brien, S. (2013, p.3) who is engaged in 
experimental optics as, “we believe our efforts are best focused on the see through 
variety of augmented reality glasses … both the video base and see-through lens” (S. 
O’Brien, 2012, p.3). 
 
We can enable a workforce to use these devices on a daily basis to not only 
overcome the challenges of visualising 3D CAD as it relates to the real 
world, but how we can hyperlink the real world… overcoming the 
challenges of a workforce from various cultural backgrounds. (S. O’Brien, 
2012, p.9) 
 
The normalisation of AR in the workforce through persuasive marketing pitch as 
observed through the Google Glass project struck the very same intercultural 
‘challenges’ although O’Brien would not be drawn in on making comment on that 
association. The Business Development stakeholder group all identify the ‘client’ as 
the entity of most interest in the discursive object, yet, as the ensuing discourse 
 
  261 
divulges, this entity switches according to context and more importantly, as market 
forces influence and re-invent who the ‘customer’ is in the commercial equation. 
 
The Human Computer Interaction stakeholder group involved in designing, testing 
and evaluation of the human user interface with wearable computing provide varying 
accounts of use, with notable inclusions as indicated by Worthington (2012, p.3), “in 
the Defence Department and in research organisations and all over the place” 
(Worthington, 2012, p.3). 
 
This link between academic institutions, industry groups and large government 
entities including the military are indicative of the business or finding grant 
behaviours of the HCI stakeholder group. These subjects all have their own unique 
accounts inversely of the commensurate relationship between the ‘freedoms’ of 
commercial development and the ‘safety’ of empirical validation, often argued as 
ethically questionable when technologies which have unknown long-term impacts on 
society are endorsed by the ‘sciences’ using predominantly quantitative 
substantiation. 
 
An example of this is tracking the whereabouts and activities of elderly research 
project participants using the life logging Sensecam BWC explains Caprani (2013, p. 
1) which has now been superseded by the smartphone, as, “in my own research I 
started off with a SenseCam and this was only what was available at the time” 
(Caprani, 2013, p.1). 
 
The clear association between the Microsoft Corporation, members of the 
Massachusetts Institute of Technology (MIT) and many other centres of scientific 
repute are manifest in the many publications and reports from the Sensecam Project 
(Microsoft, 2004) which claims it was established on February 2, 2004. The 
Sensecam body worn camera and sensor suite device which Caprani states as now 
secondary as the device now generating data, referenced as the smartphone, again 
begs the question as to whether the custom built Sensecam was a ‘bridge’ for 
normalising the behaviour of ‘wearing’ smart devices using ‘alleviating memory 
loss’ as the substantive premise to achieve that unstated end result. 
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The likelihood of BWC devices with artificial intelligence enhanced capabilities 
being developed Caparani (2013) remarks, “I think it is a present reality … 
especially with GPS, facial recognition” (Caprani, 2013, p.2). 
 
This triangulation of information has numerous implications according to members 
of the Policy & Regulation group including issues of privacy, challenges for social 
cohesion and the propensity of BWCs as a mobile CCTV extension of the already 
extensive surveillance becoming the most invasive forms of predictive policing and 
wrongful incrimination. An integration of AI with BWC by illustration Pitt (2013) 
associates with a change in teaching by means of control where, “you’re using eye 
contact, you’re using the look on their faces” (Pitt, 2013, p.7). 
 
Having access to real time media through smart glasses Pitt (2013) refutes as the 
educational value of Google Glass, rather, a means to ‘gauge’ learner attention, “the 
real value I could imagine out of wearable technology is in a sousveillance sort of 
way, as in me looking at them, is to know … the mood of the room and when they’re 
not following you” (Pitt, 2013, p.7). 
 
Whilst these scenarios might play out in the discourse, the construction in the applied 
context, which Pitt relates must be considered as indicators of ‘what's coming’, no 
more than hypotheticals flung around in conversation between an engineer and a 
science fiction writer. The ‘potentiality’ concept arises here, within its construct 
therein lies an ambiguity, whether the subject is resolute on a position regarding this 
innovation or wholly subjective and thereby raising these scenarios as merely a 
provocative ‘agent’ in the conversation.  
 
This is considered evident in an exchange between Pitt and the researcher, in which 
Pitt states the potential of Google Glass may hit the zeitgeist as a wearable computer 
and, “if it hits a pressing social need, that isn’t just toys for the rich white boys, it’ll 
be good … with an interface that has defied the normal expectations of a human 
computing interaction” (Pitt, 2013, p.4). 
 
Historically Clarke (2012, p. 3) attributes Professor Steve Mann as substantially 
contributing to research interrogating uses cases for, “the carriage of video capable 
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devices and video transmission devices, point-of-view surveillance or observational 
technologies carried by people, body-worn” (Clarke, 2012, p.3). 
 
In a military context Clarke (2012, p.4) provides an account of the use of wearable 
computing technologies as limited by operational secret, opting instead to indicate 
that, “I’ve spent time in the military so I can think from that viewpoint” (Clarke, 
2012, p.4). 
 
The action orientation by Clark, switching from close-descriptive, historical then to 
personal-experiential suggests the locus of control, as other stakeholders concur, 
emanating from secret military studies as a closed topic. This ‘closing down of 
conversation’ indicates for the researcher that BWCs may have been thoroughly 
explored by the military a long time prior to any consumer access, with centers of 
BWCs innovation also under the same restriction regime. 
 
With feedback, for surveillance purposes, equipping weapons with cameras as well 
as the ‘operator’ relates Clarke (2012, p.4) then delivers a lot of information, “to 
define what it was that you just destroyed and partly to assist in understanding 
something about the behaviour of your weapon” (Clarke, 2012, p.4). 
 
To suggest a weapon has ‘behaviour’ is an interesting observation inasmuch as 
Clarke’s long standing and often verbose interrogations of technical fora that 
culminated in a measured assessment, clearly separating animate from the inanimate. 
 
5.5.4 Benefits, Risk, Harm 
 
In response to the question, “What are the benefits, risks or harm from your 
perspective on users of this technology?’ Rawsthorne (2013, p.1) contextually 
renders the main benefits of BWC in an educational and social context as, “recording 
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This is a measured assessment, considering previous declarations that Rawsthorne 
has himself limited practical experience of BWCs nor of the affordance of wearable 
technologies in a workforce context. Of most concern for Rawsthorne is 
‘potentiality’ which he expresses through carefully scripted answers that reveal a 
systematic assessment of the topic, citing long term risks or potential harm of head-
worn or BWCs devices with an example of visual acuity damage from, “prolonged 
wearing of Google Glass or like device” (Rawsthorne, 2013, p.1). 
 
BWC device use is inherent with risks, as well as potential harm according to other 
Digital Culture stakeholders who consider these as either perceived or actual, with 
implications for personal well-being, which as Dural (2013, p.6) emphasised when 
self-questioning, “what are the implications of this continuous life logging … well, 
being logged all 24 hours of the day?” (Durall, 2013, p.6). 
 
From a dissimilar perspective, Johnson (2013, p.4) reinforces an opinion that critical 
inquiry and reflection determine human ‘common sense’ rules which in turn 
mitigates risk, minimises harm and informs healthy choices. 
 
I am inherently an optimist so I don’t spend a lot of time thinking about risks 
or harm unless they are really obvious and something that will dissuade 
people from using the technology. (Johnson, 2013, p.4) 
 
As Rawsthorne indicated and as Johnson reiterated, his own experience with 
wearable technologies is limited to ‘reports from the field’ although in a professional 
role as a technological and educational domain forecaster that ‘authority’ is duly 
recognised and respected. What the researcher noted in response to this question is 
the subjective relationship Johnson defines the subject by; that of a focus 
predominantly on the benefits of the technology and to a far lesser extent on risks 
and harm as a result of use. 
 
This techno-optimism is also shared by a number of Invention stakeholders who 
consider cultural norms derivative of legislation and regulation informed by 
reflective critical inquiry as enough, reasoning as balanced by scientific proof as to 
the benefits, risks or harm of wearable camera technologies. The focus on ‘benefits’ 
as a conceptual and moral concord repeats through many conversations which, by 
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examination, explains the control relationship that law enforcement and the State 
exert over the public i.e. BWCs are beneficial for humanity based on evidence that 
surveillance ‘ensures’ public safety. 
 
This is made explicit according to Gurrin, (2013, p.5) who asserts that the 
proliferation of wearable computing technologies such as BWC is a progression of 
humanity, inevitable and now, “the augmented human where we are starting to wear 
sensors and understand ourselves better … it’s just the progression of technology” 
(Gurrin, 2013, p.5). 
 
It’s nothing for people to be scared of ... very little about whether they are 
good or not. (Gurrin, 2013, p.5) 
 
Technology is inherently neutral emphasises Gurrin (2013, p.4) regardless of the 
design for intended use, as, “everything can be turned into a destructive... not 
destructive, that’s the wrong word… a dangerous technology if people wanted it to 
be, it’s how people use it. Remember, the concept of the gun doesn’t kill people, it’s 
the person” (Gurrin, 2013, p.5). 
 
Switching the discursive object from wearable technologies by analogy to what is 
undeniably a volatile tool, the gun, draws attention to Gurrins’ position of defence. 
The researcher noted in many studies of BWCs literature where BWCs are regarded 
as the panacea for crime that similar such analogies are drawn. As this research 
investigation highlights though, these overtures of moral accord, such as ‘for your 
own safety’ which law enforcement in particular use to warrant the use of BWCs are 
often juxtaposed cleverly in discourse alongside ‘fear of the unknown, chaos and 
unruliness’. 
 
Access by consumers to BWC is inevitable regardless of whether they are beneficial, 
pose risks or eventuate in harm to others Gurrin (2013, p.4) states, as, “I can go out 
to the electronic stores here and I can buy wearable camera-sunglasses that records 4 
hours of video, so it’s already here” (Gurrin, 2013, p.4). 
 
This assertion by Gurrin subjectively reinforces that not only are the proliferations of 
BWCs inevitable, rather the full force of their aggregation as already complete. Of 
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most interest to the researcher is Gurrins collaboration ‘A Privacy by Design 
Approach to Lifelogging’ (Gurrin et al., 2014) within which the key delineation of 
‘own access and benefit’ is cogently articulated: 
 
Consider for a moment that the ubiquity of mobile phones, or the popularity 
of social networks, would once have appeared outlandish, yet most people 
with mobile phones are probably members of a billion-user social network 
and may share intimate details of their lives with (on average) 338 social 
network contacts. In this article, we consider the privacy implications of a 
scenario in which individuals gather detailed lifelogs for their own access 
and benefit. (Gurrin et al., 2014) 
 
It is within that parameter that life-logging moves in position from a device ‘looking’ 
to, in analysis of data captured, the ‘seeing’ which Gurrin tries to assure the reader 
that data captured from the BWCs is always securely, solely and not mutually 
beneficial i.e. not shared with anyone. The reality is that the ‘life-logger' is often 
ingesting the data through a corporate persona, in some cases for research purposes 
from a personal BWCs device or without a doubt, given the huge scaling out of rich 
media in the big data era, then loading this data through the Internet into storage 
providers such as Google or Microsoft who have a huge interest in byte-sized reports 
of human activity. 
 
The functional benefits of health devices, logging data and choice raised by Gurrin 
(2013, p.4), Bell (2013, p.1) are similar to Purma (2013, p.3) who regards sharing 
personal data generated from wearable technologies as negligible, stating, “I could 
come up with risks but personally I don’t feel like there any risks for me for sharing 
my data” (Purma, 2013, p.3). 
 
Notably, Purma indicated he did not share any data from wearable technologies yet 
considered that by doing so, he was not at risk given his own ‘tracks’ which he 
considered would not be of any consequence. This position is noted in other 
conversations where the participant considers privacy as objectively assessed, yet in 
many cases given time to consider the subjective context of their data collected, 
collated and used to influence others, the participant then returns to a position of 
abhorrence and awareness of how that data could be used against them. 
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The main risks or harm of wearable computing technologies such as a heart rate belt 
are mainly the device being ‘disruptive’ Purma asserts and problematic inasmuch as, 
“it takes your attention away to itself” (Purma, 2013, p.3). 
 
This point raised by Purma the researcher considers as very important, given by 
establishing what others dismiss by design as ‘automation’, Purma and Bauters 
ruminate as detriment through distraction. Much like the tyranny of convenience, 
Purma is drawing attention to what humans forfeit in exchange for an awareness of 
the other. Consumer education is considered by Social Commentary stakeholders as 
the main means by which to achieve a balance of benefits, informed risks and 
warnings of harm for the device user. Critical inquiry builds awareness and 
responsibility of what Burns describes as BWC joining ‘surveillance networks as yet 
another data node’ which, in turn, “distances you obviously and it gives you control 
over other people in all sorts of ways” (Burns, 2013, p.5). 
 
Look at the English thing and how many cameras they have got there, you 
can’t go anywhere or do anything I would imagine, well…very little anyway. 
(Burns, 2013, p.5) 
 
The scale of the United Kingdom surveillance network is referred to by a number of 
stakeholders and inferences of artificial intelligence. A close examination of Burn’s 
responses indicates that civil disobedience and the role of Artists as the 
‘interventionist’ enabling a far deeper awareness of the subject matter than most 
participants across all stakeholder groups. The response from Learning Design 
stakeholders is predominantly informed by and expressed from a professional role 
orientation, with answers ranging from risk averse through to a libertarian position 
which is defensive in tone. The subject positions that the discourse offers, especially 
when returning to the conversation anchor of personal smart technology, often 
unearths contradictions or exaggeration, which the researcher notes is also a human 
condition shared and by response, critically self-appraised by the participant. 
 
A clear benefit of wearable camera technologies in an e-learning context (2013, p.6) 
relates is access by students to educational experiences, as equitable access as 
discussed by Simpson (2013, p.6) and reinforced by Payne (2013, p.8) is a critical 
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threshold for BWCs to benefit both teachers and students alike. Conceptually 
understood through the term ‘affordance’, Learning Design stakeholders’ 
conversations often cross to inequity and perception of discrepancies between 
socioeconomic affordance and the educational institution. Although BWCs are used 
in a very limited range of roles in the vocational training sector, Simpson was 
observed avidly endorsing their use, balanced with critical inquiry of whether they 
pose more harm than benefit in all assessments. 
 
A major risk Payne (2013, p.8) indicates for institutions and educators alike, is 
multimedia data captured on approved BWC devices then ‘going rogue’ or ‘of a 
personal nature’ because, “out into the web or something like that … who knows 
what can happen with it from there” (Payne, 201, p.8). 
 
Policy, regulations and the capacity for discourse within the strict frameworks of 
vocational training to encompass emergent BWCs use was demonstrably limited 
Payne, Lubich, Coghlan, Ridgway all acknowledge. The researcher notes that very 
few and limited empirical studies of BWCs across any industry educational training 
organisation were accessible at the time of literature review in this research 
investigation. 
 
The mandate of educational organisations to maintain internal disclaimers, gain 
student consent and above all protect student confidentiality and privacy explains 
Payne (2013, p.8) far outweighs any developed resources. The relationship of the 
educator in this regard, where students creations are controlled and mediated differ 
markedly from the collaborative BWC trials conducted by Ridgway and as 
Interviewee 50 asserts, artificially controlled as, “they have much more powerful 
technologies the minute they walk off the school grounds” (Interviewee 50, 2012, 
p.11). 
 
Working in educational institutions and trades workplace settings Brown (2012, p.4) 
has a far more optimistic view than Payne (2013, p.8) extolling the benefits of 
location enabled BWC as, “my job is first determining, then meeting industry 
training needs and with wearable technology more accepted in industry and amongst 
my colleagues it will greatly improve communications and interactions between 
industry clients and trainers” (Brown, 2012, p.4). 
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There are a number of risks both actual and perceived Brown (2012, p.4) has 
determined, with the primary risk being, “workplace health and safety has to be 
considered first of all … with a recording device there is a risk of static buildup or 
some kind of spark setting of an explosion” (Brown, 2012, p.4). 
 
These assessments that Brown extolls must be mediated with the declaration that 
many of these BWC trials went ahead with little or no senior management 
awareness, nor were an ethics approved processes other than tacit consent gained 
from the bystander, nor from students testing the BWCs other than the mandatory 
institutional ‘media’ release. A distinct lack of empirical evidence other than 
corroborative and secondary data emanating from that activity suggests prospects for 
future research in this domain will necessitate rigorous interdisciplinary and inter-
sector engagement.  
 
The wearers attention being distracted by the technical aspects of the device Brown 
(2013, p.4) explains from experience means, “to select a device to use to record 
skills, it’s important to select one that has been designed for easy operation and a 
robust operation of course” (Brown, 2012, p.4). 
 
Like Purma and Bauters, Brown indicates that distraction obfuscates the role of the 
BWC device, yet Brown uses this experiential account to open up conversation as to 
how BWC innovation became the ‘bridge’ through which to consider the greater 
mandates of the organisation in relation to eLearning, smart technologies and the 
Internet. Other risks include breaching personal privacy, compromising workplace 
health and safety, contravening security or leaking commercial-in-confidence detail, 
which Brown (2013, p.4) summarises succinctly as, “inadvertently recording 
unapproved scenes” (Brown, 2012, p.4). 
 
The main risk with wearable technologies including that of BWC technology Neill 
(2013, p.5) adds will arise out of people's adaptations of BWC despite the potential 
for harm to the user. Like Brown, Neil demonstrates the capacity to orient knowledge 
as praxis, combining lived experience, professional assessment and through critical 
analysis determine a position on BWCs relative to role in an organisational 
framework. 
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There are going to be tragedies but, it seems to me that benefits will vastly 
outweigh the risks … those of us who are embracing technology are less 
concerned by those and more interested in the potentials. (Neill, 2013, p.5) 
 
Similar assertions are made by Lubich (2012, p. 3) who argues, “I think that the 
benefits of using body worn camera technologies and their related systems are 
‘almost too numerous to mention’, and that prospective benefit particularly for 
learners outweigh any prospective harm” (Lubich, 2012, p.3). 
 
It has to be trialed; people have to use it. We'll find out, and the more we do 
that, the less that risk will be. (Lubich, 2012, p.4) 
 
This ‘learning by doing’ philosophy is also indicative, as previously noted, as 
participants of the Policy & Regulation stakeholder group claim is ‘the cart before 
the horse’, where the results of experimentation fast track ‘reactive’ regulation, then 
by proactive osmosis stakeholders come together and establish the ground rules of 
participation in this innovation. By supposition, the same claims could be drawn at a 
meta-analysis level also supported by the literature, that BWCs occupy public society 
and according to the needs of the community in which they proliferate, then 
regulation, policy and law are in catch up mode. 
 
A range of differing considerations restricting BWCs use are not identified by the 
Business Development stakeholder group, who consider life-logging risks or harm by 
default or by design, negligible given the multiple benefits BWCs provide the 
developer. By not offering subject privacy, acknowledges Randall (2013, p.3) nor 
recourse or avenue to easily request deletion of photos captured by the device, this 
necessitates inclusion (or exclusion) from social settings, which Randall admits can 
cause distress to those who do not wish to be captured in the BWCs field of view. 
 
The risks or harm Randall (2013, p.3) positions as outweighed by the benefits, “if 
you want to document things you are doing because either it allows you to have more 
fun or it means that you can” (Randall, 2013, p.3). 
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As Janzen retorts, this position of Randall necessitates ethical refrain as, “ if you 
continue your whole life just proceeding as if with some kind of instinct, that is 
different from every once in a while stopping to consider the effects of what you are 
doing” (Janzen, 2013, p.2). 
 
The hard sell of ‘collect not delete ’as means of memory retention that Randall (2013, 
p.6) peddles stems from a core benefit of lifelogging that, “documenting real life is 
actually quite a positive and emotional thing” (Randall, 2013, p.3). 
 
This attitude brings on a range of issues according to Brown, M. (2013, p.11) with 
known implications for society which he coins as the ‘decommissioning of memory 
as lived experience’. Electronic non-human memory or e-memory held in devices, 
across a network or stored in servers accessible only via the Internet Brown, M. 
(2013, p.11) indicates, is predominantly facts oriented, but, “I think it is something 
that's an issue … as obviously you have to have some sort of facts in your brain in 
order for you to understand things and think within a certain subject” (Brown, 2013, 
p.12). 
 
Unregulated intrusion by BWC such as life-logging cameras clearly flout ‘privacy by 
design’ as championed by Ann Cavoukian, former Information and Privacy 
Commissioner for the Canadian province of Ontario (Schaar, 2010; Cavoukian, 
2012; Cavoukian, 2010; Okoye, 2017) reinforce Brown, M. (2013, p.12) and 
Perakslis (2013, p.6) and have the propensity to compromise the unique cultural, safe 
and familial conviviality of private spaces such as the classroom environment. 
 
So, the intimate nature of the class, I would not feel comfortable and I 
wouldn’t want a student wearing Glass (Google Glass) because my guess is 
class one people would feel comfortable, class 3 we would have some 
conversations. (Perakslis, 2013, p.7) 
 
In the educational context, the student Perakslis refers to as the ‘client’, making the 
researcher aware that within the education organisation as a corporate body, many 
commercial providers such as ICT learning contractors, traffic management, security 
work in unison both on and off-site and increasingly offshore. During the 
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conversation with the researcher Perakslis also demonstrated through a number of 
examples that this student privacy, group democracy and industry sector connection 
is a better reflection of reality than those who purport privacy, where the product is 
the client. 
 
To mitigate risk therefore, integrated body worn camera technologies, optical head 
mounted displays or augmented reality devices such as Google Glass in the class 
setting Perakslis (2013, p.7) reinforces would require strict parameters, structures and 
boundaries. The potential catastrophic effect these BWC may have on already fragile 
trust-based relationships in undergraduate settings, or, the pressure from trying to 
risk mitigate and maintain these relationships puts the educator under great pressure 
also confirms Perakslis. 
 
This is happening now in a classroom environment and all of a sudden, this 
sousveillance and I have more angst, more concern because of accuracy. 
(Perakslis, 2013, p.26) 
 
As an avid user of augmented reality technologies Manson (2013, p.5) admits that 
there may be reason to question the effect these technologies are having at an 
immediate biological level. 
 
With the impact on your hearing and your eyesight there is an interesting 
catch 22 because while using these technologies in a pervasive way I 
definitely can see how that would impact in a negative way your biological 
systems. (Manson, 2013, p.5) 
 
In this statement Manson provides a subjective account from experience, however, 
relating this to his role as an AR developer, principally within Software as A Service 
(SAAS) provision, Manson is stating an obvious, yet perhaps willful insight of the 
industry necessitating deeper scrutiny. The argument of ‘wilful ignorance’ continues 
with HCI stakeholders who as a group provide divergent opinions as to the need for 
strong human computer design with highly responsive and ethical parameters. 
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According to Erik Stolterman, Professor at Indiana University in Bloomington, 
United States of America, there are no particular risks with using wearable camera 
technologies any different from any other forms of computational technology. 
 
It is all dependent on the design of the technology and less on the fact if it is 
wearable or not. (Stolterman, 2013, p.1) 
 
This claim is not too dissimilar to Gurrin, who asserts the propensity for risk is not in 
the design of the technology itself, rather, almost inherently, "a dangerous 
technology if people wanted it to be ... it’s how people use it” (Gurrin, 2013, p.4). 
 
The ‘subject versus object’ dichotomy where an inanimate device randomly captures 
high resolution images both Stolterman (2013, p. 1) and Caprani (2013, p. 14) regard 
as only a risk in a private human context from the perspective of, “…data ownership” 
(Caprani, 2013, p.14). 
 
To try and substantiate personal privacy as a risk Caprani (2013, p.14) indicates “is 
kind of a blurred … it is important, but I think depending on the person … it's going 
to depend on that person” (Caprani, 2013, p.14). 
 
Both Gurrin and Caprani consider risk similarly, with Gurrin asserting people mostly 
choose not to endanger others nor themselves with technology. Caprani by contrast 
indicates that privacy is subjective, notwithstanding that corporate wearable 
technology interests transcend any persons of interests, their privacy entirely 
compromised as Porten suggests in ‘what corporations gather under their own 
regime’ (Porten, 2013, p.8).  
 
Conversations at this point rapidly switch from polite to politically emphatic with 
Porten, who indicates that the power of Social Commentators, much like Artists 
triggering society, forces people to consider whether BWCs are detrimental for 
humanity and question whether wearable computing protagonists could be accused 
of being the architects of human demise. Conversely, BWC technologies with GPS 
location enabled features not only constitute substantial risk for forfeiture of privacy 
argues Worthington (2012, p.6) but also a, “security risk in people being tracked, so, 
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a lot of these technologies assume you are going to track the person” (Worthington, 
2012, p.6). 
 
That’s a problem in that you are tracking them, or it is a problem if they find 
that disturbing and therefore switch the device off and lose the benefit of it 
which could be dangerous in itself. (Worthington, 2012, p.6) 
 
This indication by Worthington that a wearable computer user could be compromised 
either way, mindful of the actual versus perceived position of the subject in question, 
opens up many avenues of discourse, none more important than ‘embodiment’ by the 
human individual who are observed by others then as a result of BWCs regarded and 
treated as ‘non-trustworthy’. The concept of ‘people becoming the camera’ raises a 
concern for Pitt (2013, p. .11) who states, “one thing that really concerned me about 
these life loggers, was the fact that there’s no real opportunity to potentially forget 
and there’s a possibility of stifling creativity, imagination and storytelling” (Pitt, 
2013, p.11). 
 
This position by Pitt is the very opposite to the terms that life-logging advocates such 
as Gurrin, Bell, Randall use when describing lifelogging, regarding BWCs as a 
means with which ‘fun’ and ‘personal safety’ or even achieve ‘better person’ as 
moral attainment. The perceived versus actual impacts of using BWC in policing 
feature in publications by Harfield (2012, pp. 5-6) who has also, “been at a workshop 
where they were presented and demonstrated. I’ve written a paper on the subject on 
the ethics of BWC … I have a general interest in that area” (Harfield, 2012, pp.5-6). 
 
I’m thinking here of the paper I wrote initially that was part of my degree 
here at Australian National University, about the ethics of ‘body-worn 
technologies’ and the ethics of using the images … the phrase [ POV ] 
ultimately I settled on in the essay for the purposes of efficiency of meeting 
the word limit (Harfield, 2012, pp.5-6). 
 
Harfield’s contributions in this social impact and ethical implications discourse is 
highly regarded, possibly one of the first critically aligned assessments of POV and 
BWCs from an ontological perspective, coupled with profoundly reservist personal 
opinions as to law enforcements intended use of BWCs in society. The convergence 
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of technologies, increased computing capacity and drop in cost of data storage 
according to Harfield (2013, p.4) and O’Brien, N. (2012, p.1) impact on how BWC is 
operationalised in the policing context. 
 
So as far as the future impact (of BWC) is concerned I think the future... as 
far as police use is enormous. (N. O’Brien, 2012, p.1) 
 
This may appear as a purely personal subjective account however; O’Brien is well 
positioned to know of the likely impact of BWCs and the researcher considers the 
use of term ‘enormous’ as a literal assessment. It must be taken into account that at 
the time of interview only limited empirical, publicly accessible literature prevailed, 
yet O’Brien would have had differing access to this information given his security 
and law enforcement stakeholder role. With a research focus on national security and 
counter terrorism, the impact and ‘ramifications’ of BWC rollouts O’Brien, N. (2012, 
p.2) indicates are enhanced policing as, “technologies are getting better and better as 
we speak and one of the examples is facial recognition technology” (N. O’Brien, 
2012, p.2). 
 
Looking ahead into the future you could have police officers who are 
wearing a device which would be scanning whom they’re speaking to and 
telling the police officer if they were wanted for a particular crime, whether 
they’ve used violence in the past, if they for example have convictions for 
drugs. (N. O’Brien, 2012, p.2) 
 
The construct positions O’Brien closer to the discursive object, the wearable 
technology industry, perhaps, also providing an insight that was before facial 
recognition was considered technically possible, with live streaming back-to-base 
identity checks as only restricted by 4G and 5G rollout. Artificial intelligence 
coupled with facial recognition enhanced BWC clearly benefits police officers 
O’Brien (2012, p.13) explains as, “It’s going to be …it could be huge. It’ll be up to 
the wisdom of the people who want to bring in this kind of new technology as to how 
successful it’ll be” (N. O’Brien, 2012, p.13). 
 
This term ‘wisdom of the people’ is a misnomer, clearly demonstrating through 
O’Brien’s assumption that those who want to ‘bring in this kind of new technology’ 
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are compelled to examine the social impacts or the ethical implications, which this 
research reveals as the gap in knowledge of BWCs in this domain. Prior intelligence 
matching facial recognition with those ‘roaming the streets’ indicates O’Brien, N. 
(2012, p. 2) mitigates harm benefitting police officers, the community and as more 
people are dealt with by a judicial system, then it will be supported by Police Unions, 
“because if you have that kind of technology available and it is not expensive, it’s 
probably a case under health and safety which would say police officers actually 
need that kind of technology” (N. O’Brien, 2012, p.3). 
 
This determination by O’Brien fails to address the fact that BWCs are proven 
through literature to be a high cost implementation activity, that citizens who are 
disproportionately represented in statistics of those incarcerated by racial and ethnic 
background are according to (Murphy, 2019) not advantaged by BWCs as it serves 
(yet to be established) as a judicial tool, not a panacea for the ‘social determinants of 
crime’ i.e. poverty, trauma, segregation. Likewise, the miniaturisation of BWCs 
increases the likelihood of criminals taking advantage of new technologies such as 
Google Glass, a ‘new frontier’ for covert recording explains Mathews, S. (2013, p.2), 
resulting in intensified policing and national security with even further implications 
for those involved in counteracting preoperative terrorist operations. 
 
Similar sentiments and observations are mirrored in the assessment of BWCs as a 
covert operational tool and likely public adoption by the Policy & Regulation 
stakeholder group. O’Brien and Clarke indicate that these operations can only be 
considered if conducted and accountable as a lawful activity. The position of 
Mathews, S. (2013, p.5) on point-of-view or body worn camera technologies is 
substantially different to Harfield (2013, p.8), Clarke (2012, p.15) and O’Brien, N. 
(2012, p.12), who stipulates that, “to me, the police, unless there is a clear threat to 
public safety, unless there is knowledge of a crime that is to be committed then I 
don’t think the police have any business whatsoever recording in any form a political 
demonstration or anything of that sort” (Mathews, 2013, p.5). 
 
This assertion was contextually positioned in response to public demonstrations and 
gatherings, which Mathew’s views notably different from those whose assessment is 
that the new challenge for law enforcement is now knowing that everything they say 
and do might also be used in a court of law against them. The impacts that body 
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worn video camera technologies might have in the policing context Mathews, S. 
(2013, p.5) likens to a breach on two major fronts; (a) the removal of anonymity and 
(b) the subsequent forced inhibition preventing people speaking out. 
 
What they do to maintain public safety, that’s fine. What they do to stop 
crime of course, that’s fine also, but gathering information, storing 
information about people doing completely innocent activity that’s 
guaranteed by constitutional rights is just a no-go. (Mathews, S., 2013, p.5) 
 
This alignment with civil and human rights as well as privacy accords is indicative 
yet curiously questionable given Mathews professional role and position as Senior 
Privacy Advisor in the United States of America, Department of Homeland Security. 
In a community policing context, O’Brien, N. (2012, p.3) explains, perception issues 
may arise derivative of wider BWC deployment and degree of proportionality. 
Regulation and restriction will in turn affect how people view its utility O’Brien, N. 
(2012, p.13) believes so, “unless we sell it to the public in the right way it’s never 
going to be used or it’s going to be mistrusted” (N. O’Brien, 2012, p.13). 
 
There’s going to be nervousness in the community around how this is going 
to be used … sold well so it’s not just having the rules there. I think it would 
have to be shown how we’re using it and how the others are going to use it. 
(N. O’Brien, 2012, p.13) 
 
Despite an all-encompassing regulation of BWCs, O’Brien stipulates the public’s 
perceptions of BWC use by law enforcement is not mediated through public 
consultation. As Director of the Internet Society of Australia and Chair of the 
Australian Privacy Foundation Clarke (2012, p. 5) contests O’Brien, N. (2012, p.13) 
on perceived versus actual value and benefits of surveillance technologies including 
BWC indicating, “some benefits … these sorts of technologies certainly have some 
merit” (Clarke, 2012, p.5).  
 
The multi-stakeholder perspective through which Clarke assesses ‘merit’ is 
indicative of the relationships Clarke fosters with interdisciplinary aplomb, resulting 
often in Clarkes informed assessment that a single point-of-view is unlikely as 
Clarke (2012, p.13) states, “the police would be mad if they were only running one 
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person’s point-of-view, one policeman’s point-of-view. They’re running many and 
they’re having feeds of multiples of them” (Clarke, 2012, p.13). 
 
Any benefits to policing tend to be exaggerated Clarke (2012, p.5) explains speaking 
from experience, as, “they tend to be over-imagined by the proponents of the 
technologies and the providers of the technologies … misunderstood by the media 
and projected to the public with enormous enthusiasm and slowly reality dawns” 
(Clarke, 2012, p.5). 
 
This statement by Clarke could be used as a counteract for many of the claims by 
protagonists of BWCs being solely of benefit for humanity, as the means by which 
public safety can now be guaranteed or claims that BWCs encourage humans to 
become ‘better people’. This is about as far removed from the position of Andrew 
Clements, Professor Emeritus at the University of Toronto who expresses great 
reserve for BWCs proliferation amongst many other data collection technologies. 
The social benefits aspects of emergent technologies such as BWCs Clement (2013, 
p.1) considers as: 
 
Not treated problematically enough frankly but there’s also a sense that this 
can be you know terrific for society, for humankind … there’s also a sense of 
enchantment among the people who are developing these … I think with 
gadgetry. (Clement, 2013, p.1) 
 
5.5.5 Location Enabled Body Worn Technologies 
 
The irony of social and ethical implications of transactional ‘giving up’ our 
locational ‘whereabouts’ in exchange for ‘recommendations’ is no more evident than 
in an example of Google Glass with ‘turn-by-turn’ maps that navigate the wearer 
according to Siemens (2013, p.8). 
 
In answering the question, “… what does the term ‘location enabled’ mean to you 
within the context of location-enabled body-worn technologies?’ (Pockley, 2013, 
p.10) from the Business Intelligence stakeholder group emphasises that the mapping 
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of information now by time and location is an ‘event’ equating BWC as having 
‘seeing’ computing power in an anywhere, anytime context, technology as ‘power 
itself’ similar in description by Ted Nelson, American pioneer of information 
technology (Hannemyr, 1999). 
 
Known for his declaration that the purpose of computers is human freedom, Nelson 
was also known to have repositioned an expression by historian and moralist, Lord 
Acton, who declared that ‘power tends to corrupt, and absolute power corrupts 
absolutely’ to which Nelson retorted with the aphorism, “ power corrupts, and 
obsolete power corrupts obsoletely” (Dechow & Struppa, 2015). 
 
Aside from the influences of those keeping LBS restricted to military application, the 
main reason why BWC devices have been inordinately slow in becoming ‘location 
enabled’ or more significantly, within the anthropomorphic context, device and 
relational service becoming ‘location aware’ is attributed to, “information processing 
required to provide a perpetual stream of data in time and space” (Pockley, 2013, 
p.10). 
 
From a pragmatic point-of-view Digital Cultures stakeholders regard ‘locational 
whereabouts’ Leinonen (2013, p.13) and Bhowmik (2013, p.7) as an information 
‘trade off’ which, “for me it’s about service … because it helps me get some 
knowledge or some information of a certain place … to me it’s I think a more a 
utility” (Bhowmik, 2013). 
 
Sure, they are aware of where I am and I don’t mind it sometimes, you 
know, if the content provider is giving me things. (Bhowmik, 2013, p.7) 
 
The position of ‘location’ in the ensuing discourse is complex and as an action 
orientation, the realm of surveillance collides with the conceptual frameworks of 
culturally specific assessments of ‘trustworthiness’. Notably, Bhowmik assumes a 
position that ‘trade-off’ is for ‘mutual beneficence’ and yet, by contrast tracking and 
monitoring locational whereabouts of BWC device users by third parties to build 
user profile raises privacy concerns for Davies (2013, p.10), Blackall (2013, p.8), 
Dural (2013, p.18) and Leinonen (2013, p.13). 
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what the people are doing there or what's close by and why they are there. 
You can interpret things from that (Leinonen, 2013, p.13). 
 
Knowledge of a humans ‘whereabouts’ meaning, to what degree that human can be 
geographically tracked, through time and lifeworld assumes a position of high degree 
which Leinonen indicates, knowing consciously that a wearable computer i.e. 
smartphone or ‘network aware’ BWC ‘gives off’ vast amounts of sensor data, in turn, 
analytically positioning what service providers and other agencies know about that 
individual and who they consort with.  
 
Invention stakeholders provide a strikingly different response, considering location 
aware service provision encompassing BWC devices as animating the device using a 
‘smart intelligence’ anthropomorphism of “any device that knows where it is to some 
degree creates some affordance based on locale. e.g. soldier logging places or 
events” (Bell, 2012, p.1). 
 
I regard a lot of this as subset that comes from what I call life [ ] logging 
resulting from having a record of everything one has about their lives e.g. 
Sousveillance records, treks, medical records, Pretty much everything I 
know about this was written in ‘Total Recall’ (Bell, 2012, p.2). 
 
These ‘life treks’ suggests Bell as privacy issue prone, yet the ensuing dialogue by 
Bell highlights and supports those who track, trace and attract others to their 
‘locational aggregate’. Often Bell remarks these ‘life treks’ have an Internet location 
containing data and meta-data authored automatically through LBS for that device 
and commensurately locking in by association the human carrier. 
 
Location enabled devices also connect the human user to ‘systems’ which, according 
to Bell (2012, p.2) and Gurrin (2013, p.5) make the user location aware, as well as 
the system operators who provide the service, yet noticeably, neither make any 
mention of implications for the device user being monitored and tracked. With a 
similar response to Siemens (2013, p.5), location awareness is regarded as 
consequential, only inasmuch as defines, “somewhere, something, some system 
somewhere that’s gonna hopefully be beneficial for me just knows where I am, 
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knows what I’m doing, knows how I’m moving exactly etc. in that location” (Gurrin, 
2013, p.5). 
 
It’s all about sensing the person, understanding where they are and what 
they’re doing at that point in time. (Gurrin, 2013, p.5) 
 
Social commentary stakeholders are less cryptic with their attitude to being ‘tracked 
and monitored’ in exchange for services, going as far as describing location enabled 
and aware features as compromising wearable computer device users, which Burns 
(2013, p. 6) considers as principally an ‘act of surveillance’ delivered by GPS, 
locating the device then, “at both ends of the spectrum either to a base station and / 
or it would locate the person doing the surveilling or wearing the equipment” (Burns, 
2013, p.6). 
 
This meta perspective Burns indicates is at the crux of the BWCs ethical issue, where 
human society, duped by consumer marketing and the ‘beneficence’ model of public 
safety cannot separate themselves from the device. This is purportedly the case even 
when in reflection they understand they are being tracked and monitored by 
proximity to their technological device.  
 
The benefit of ‘giving-up’ personal location in exchange for connection Porten 
(2013, p.2) acknowledges as a compromise for those who choose to trade 
whereabouts as a trigger for memory, associating the concept and mnemonic device 
of Memory Palace (Qureshi et al., 2014) with the Quantified Self movement using an 
example of Google Latitude which, “I find just by having a location map that is built 
for me on the fly but that is talking about GIS as a personal log (is) a quantitative log 
for myself” (Porten, 2013, p.2). 
 
I think it is fascinating for what we know as location technology now. I think 
it's familiar with the … people who are trying to be quantitative. (Porten, 
2013, p.2). 
 
This ‘fascination’ Porten emphasises is the result of keen observations of human 
centric activity where consumers gain knowledge ‘at-cost’, trading personal data 
(which the wearable technology industry in turn cleverly coined ‘Quantified Self') as 
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‘catch-all’ for human well-being. Unlike Porten (2013, p.2) who has an interest in the 
quantitative logging of data, Burns (2013, p.6) questions why anyone would engage 
with a service that, “gives you your GPS, where you are, how long you stayed there, 
what buildings you went into, what pattern you walked, who you connected with and 
obviously meshes in with all the other things you are doing on social networks” 
(Burns, 2013, p.6). 
 
Again, Burns provides a ‘helicopter’ view of wearable computing devices that are 
LBS serviced, GPS enabled and from an even more holistic perspective, as one node 
in the greater entelechy. The ‘subject’ of the State is now a servant of information 
technologies in a ‘surveillance society’ or digital panopticon according to Foucault 
(Faubion, 2001). This subjectivity joins critical pedagogies of autopoiesis that 
(Stoddart, 2011) describes theologically or as Latour contests through the social 
construction of the oligopticon in which, “sturdy but extremely narrow views of the 
(connected) whole are made possible, as long as connections hold” (Latour, 2005). 
 
The significance of device location awareness for the Learning Design stakeholder 
group is principally described as a means to triangulate, validate and evaluate 
evidence for learner assessment evident in the many examples of personal and 
professional use cases provided by Lubich (2012, p.4), Ludger (2013, p.6), Brown, 
M. (2013, p.4), Payne (2013, p.5), Brown, S. (2012, p.4), Toikkanen (2013, p.19), 
Simpson (2013, p.10) and Coghlan (2012, p.13). 
 
Where we once thought location was going to be displaced in modernity it 
suddenly found itself reinserted into the equation, a sort of resurgence of 
location and its significance. (Ridgway, 2012, p.13) 
 
This assessment by Ridgway is a unique contribution which the researcher took 
careful note of, both in conversation and in discourse analysis, as it serves as a 
‘pivot’ from which the significance of location in technologically mediated 
curriculum can be better understood. It also underpins the main premise of 
contemporary verification of skills assessment, recognise prior learning, meeting 
audit, performing moderation or creating reusable, shareable digital learning and 
teaching assets which are location encoded. This is collectively regarded by Lubich 
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(2012, p.4), Payne (2013, p.6) and Brown, S. (2012, p.5) as an optimum outcome for 
the use of body worn cameras in an educational context. 
 
The hands-free aspects to recording without needing other equipment to manage 
Coghlan (2012, p.10) explains as shifting the perception of the wearer as, “it changes 
the eye line, you know, point-to-point view of what you are looking at. It’s different 
and therefore it changes your perspective on what you are looking at” (Coghlan, 
2012, p.10). 
 
The emphasis on ‘perspective’ is important as the subject is no longer in the field of 
view, rather the human has become the camera and from that point-of-view, the 
viewer or audience is then literally presented with an etic perspective as observer, 
arguably though, emic by inclusion. This collapse of the two perspectives is 
described in the ‘Film-taking’ sub-section of Chapter 6, Discussion.  
 
Recording these experiences and making these accessible to others Coghlan (2012, 
p.10) believes as fundamental for ‘lifeworld navigation’, firmly attesting to the 
positive value of how, “with point-of-view technology we see the world and the task 
immediately in front of you” (Coghlan, 2012, p.10). 
 
The 'usefulness’ and ‘affordances’ focus which Ridgway subjectively aligns with 
the pedagogical application of wearable technologies that are location aware is a 
predominant accord throughout the Learning Design stakeholder group. What is 
important to note is the ‘animation’ of wearable computing devices, no longer 
‘location enabled’, now ‘location aware’ suggesting they have inherently gained 
‘intelligence’ through LBS. In the context of body worn camera technologies 
Toikkanen (2013, p.9) ruminates that location-based features mean, “the device is 
context aware, that the device sort of has a clue to what's going on, more or less and 
certainly so” (Toikkanen, 2013, p.9). 
 
Knowing the whereabouts of the user Toikkanen (2013, p.9) likens to the 
convenience of a search engine that is of benefit to the user providing, “easy context 
for the device to give me the correct answer immediately” (Toikkanen, 2013, p.9). 
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Location informed ‘context’ is a central premise also for how cultural issues that 
emanate from pervasive wearable technologies can be considered Toikkanen 
reiterates in later conversations, as do Bauters and Interviewee 50. It is also observed 
that differing constructions in discourse between stakeholder groups describe BWCs 
location features as synonymous with the conversation anchor - mobile smartphones.  
 
By contrast, as a member of the CHRONOS Group and W3C Augmented Web 
Community, Manson (2013, p.4) from the Business Development stakeholders group 
describes locational contextual awareness as, “people in physical locations immersed 
in virtual digital experiences using wearable augmented reality devices (AR)” 
(Manson, 2013, p.4). 
 
From that vantage, Manson emphasised that wearable AR devices communicate with 
a multitude of sensors embedded in the environment using indoor location tracking 
services all of which Manson (2013, p.5) considers core in tracking the spatial 
location of ‘things’, in turn enabling wearable technology to function.  
 
Not surprisingly the term ‘things’ was the most common code occurring in the 
analysis of all conversations which was mostly used as: (1) a conjoiner between 
concepts (i.e. these BWCs are a thing of the future); (2) as a misnomer in incorrect 
application of a conjunction (i.e. but BWCs and things); (3) as noumenon when the 
participant referred to an object of the senses to describe the BWC phenomenon yet 
failed to find a word or term to use instead of ‘things’ (i.e. BWCs are things rapidly 
appearing in society). 
 
Subjectively participants also describe the often conflictual, ‘consumptive’ and 
socially distancing effects when an individual is forcibly assigned to wear a BWC, 
which Heidegger labels as awareness of ‘enframement’. Foucualt comparatively 
indicates that the surrender to the power vacuum which BWCs inhabit as a new 
surveillance vehicle similar in expression to the American writer Richard Brautigan 
who describes endgame for humans, “all watched over / by machines of loving 
grace” (Brautigan, 1967). 
 
This ‘deference’ to expediency, safety and convenience which BWCs illicit several 
participants describe, as causing forfeiture of human namesake to the identification 
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assigned to them i.e. they the ‘user’ became a ‘thing' in the system. Technologies like 
SLAM Manson (2013, p.6) explains then bring this tracking of ‘things’ together into 
a ‘mesh awareness of location’ exploding the ‘myth’ that spatial means geolocation, 
rather as Manson (2013, p.6) claims, the concept of ‘whereabouts’ is integral to all 
four domains being; (1) physical; (2) virtual; (3) augmented and (4) mixed reality. 
 
This ‘mesh awareness of location’ that Manson (2013, p.6) conflates clearly with 
assertions by Randall (2013, p.8) who in a life logging context observes people 
remembering events by ‘place’ and less by ‘time’. 
 
People anchor themselves very much on ‘where’ and really, really struggle 
with the ‘when’, even if it's a few weeks ago. (Randall, 2013, p.8) 
 
Events occurring in physical and virtual locations over time as described by Manson 
(2013, p.6) and Randall (2013, p.8) are the cornerstone for ‘intelligence’ remarks 
O’Brien, S. (2013, p.5) adding, “more personalised experiences or richer experiences 
based on the intelligence we have gathered … location enablement of our wearables 
as being one of the most important pivotal factors in the delivery of relevant 
information or entertainment” (S. O’Brien, 2012, p.5). 
 
As machine derived location awareness converges with human intelligence as related 
by Manson, Randall and O’Brien, the associations are according to eminent scientist 
and inventor James Lovelock ‘cyborg’ in origin or post-Anthropocene (Powell, 
2019a) which Lovelock terms, the ‘Novacene’. The social and ethical implications of 
location-based surveillance, human tracking, human monitoring, travel logs, 
intelligence, ethics and the concept of Uberveillance are all features of intensive 
studies also by (Michael et al., 2006) on location-based intelligence. 
 
Location aware computing though, according to Worthington (2012, p.7) from the 
HCI stakeholders group, conflates wearable computing with, “where somebody or 
something is” (Worthington, 2012, p.7). 
 
This duality of ‘somebody’ or ‘something’ is at the apex for any event which 
Stolterman (2013, p.1) and Worthington (2012, p.7) dismiss as being any different 
when considering a BWC device with GPS enabled paired with the human being, as 
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it, “… can be seen as a tracking technology or as a technology to support awareness 
of location for the wearer” (Stolterman, 2013, p.1).  
 
Worthington reinforces that: 
 
It could be down to metres, or centimetres or millimetres in terms of location 
and then you can ramp it out if you have several devices on the person. 
(Worthington, 2012, p.7) 
 
Context is established by Worthington through role assumption, limiting what other 
positions can be discussed, although, an examination of these roles Worthington 
occupies often conflict with his demonstration of flippancy, perhaps masking his  
intimate knowledge of the technical parameters for how LBS systems and wearable 
technologies work in a commercial, industry and in a military context. Policy and 
Regulation stakeholders Harfield (2013, pp. 7-8) and Mathews, S (2013, p.1) mirror 
the sentiments of the Social Commentary stakeholders who reinforce human users 
must be made aware of the privacy and personal security implications as location 
enabled BWC devices,  “give off location as a means for service which may be 
intercepted by third parties which is apparent when we consider ‘the whole big 
brother picture’” (N. O’Brien, 2012, p.5). 
 
Notably, despite BWC having already had a substantial impact on community 
policing and law enforcement Harfield (2012) asserts, “I have no particular desire to 
wear or use this stuff” (Harfield, 2012, p.8). 
 
One can envisage circumstances where it might be useful for people working 
in hazardous or hostile environments to wear such technology so that in the 
event that they find themselves in difficulties their organisations and 
colleagues can come to their rescue. (Harfield, 2012, p.9) 
 
As Harfield establishes clearly, BWCs occupy all facets of human society, not 
restricted by professional roles or use in an industry context, yet by choice, Harfield 
unlike other stakeholder groups indicates a strict delineation when expressing what 
impact that would have in a personal context. No such distinctions by other 
participants are expressed as emphatically as Harfield which indicates to the 
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researcher that a subjective assessment of Harfield's position is grounded in an 
absolute separation of the personal and professional use of BWCs. 
5.5.6 Issues with BWC 
 
Business Intelligence stakeholders Siemens (2013, p. 7) and Rawsthorne (2013, p.1) 
in response to the question, ‘Which issues, if any, are you aware of that involve this 
type of networked technology?’ regard wearable computing technologies as a utility 
and collectively in the context of data mining, analytics, monitoring of whereabouts, 
Siemens (2013, p.7) asserts, “the biggest issue I’d say is privacy and ethics” 
(Siemens, 2013, p.7). 
 
A lack of consumer awareness and individual differences bordering on outright 
apathy adds to the confusion of what constitutes fair data access which Siemens, 
(2013, p.8) reinforces, “can be used by someone else to profile, manipulate or 
influence us then it is a data point that requires privacy considerations” (Siemens, 
2013, p.8). 
 
I don’t think privacy is an umbrella term that covers everyone in the same 
way. Different people will have different challenges around privacy. 
(Siemens, 2013, p.9) 
 
This assertion by Siemens that the biggest issue is privacy and ethics mirrors almost 
all other stakeholder group positions, although expressions of what constitutes 
privacy and to what BWCs present as an ethical challenge is diversely opinionated at 
the individual participant level.  
 
As I mentioned, I don’t care about location data privacy, whereas someone 
else is working with a government contractor and the military they probably 
would. (Siemens, 2013, p.9)  
 
Privacy encompassing subject rights, consent and personal freedom is also identified 
by Digital Cultures stakeholders Bhowmik (2013, p.8), Bauters (2013, p.22), 
Interviewee 39 (2013, p.3), Interviewee 50 (2013, p.8), Blackall, L. (2013, p.6), 
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Johnson (2013, p.5), Dural (2013, p.14), Davies (2012, p. 12) and Leinonen (2013, p. 
.13) as the main ‘tipping point’ issue with BWC. Cultural differences including 
secrecy, determine acceptable BWC use justified as, “wearable technology (that) is 
recording experiences and that there is the obvious risk of invasion of privacy” 
(Interviewee 50, 2012, p.8). 
 
The concept of public versus private is also central to debate within this stakeholder 
group with Bauters (2013, p.22) and Interviewee 50 (2013, p.8) claiming, “it's a 
public situation if it's a classroom” (Bauters, 2013, p.22). 
 
The parallax here is the situatedness of BWCs and the spaces they inhabit as subjects 
weigh up ‘public’ versus ‘private' yet, the BWCs device is non-discerning and by 
design, predominantly or at least arguably indiscriminate. This public versus private 
delineation is also used by life-logging protagonists such as Bell, Gurrin and Randall, 
who each also place differing emphasis on what constitutes ‘rights’ to capture data 
with BWCs indiscriminately juxtaposed by restrictions on what can be published as 
the end-all legal demarcation point.  
 
The social and ethical implications of persistently connected BWC identified by 
Dural (2013, p.21) are notably regarded by most stakeholder groups as the impact 
upon participants, pedagogy and educational settings. In a wider societal context this 
then requires new social etiquette informing cultural norms and healthy choices 
according to Johnson (2013, p.5). The onset of ‘always on’ and recording BWC in an 
educational context Johnson (2013, p.5) considers as, “inevitable. I think of middle 
or secondary school settings where this may be a little bit disruptive if used poorly 
but I can also imagine the very same technology being used to record experiences on 
field trips” (Johnson 2013, p.5). 
 
Despite Johnson indicating hesitatingly a limited knowledge of wearable 
technologies, this subjective and arguably predictive ‘inevitable’ which Johnson 
expressed ‘of benefit' in an educational context is positioned authoritatively. These 
examples Johnson speaks of demonstrates a rudimentary understanding whereas the 
proliferation of wearable computing, Blackall, L. (2013, p.12) positions learning 
design as central to the educational experience given the breakdown of digital 
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demarcations, the ‘conundrum of consent’ and as highlighted by Dural (2013, p.32) 
the ‘cultural resistance to Connectivism’. 
 
The privacy issue is also identified by the Invention stakeholder group as being the 
most contentious yet highly subjective issue with wearable computing technologies 
including BWC. As noted earlier, despite the close ties between Gurrin, Bell and 
Randall, the emphatic and definitive expressions of data capture by Gurrin of BWCs 
worn in all cultural contexts is notable, unamiable, unwelcome and substantiating 
distrust as expressed by Leinonen, Purma and Interviewee 50. The legality of data 
capture and the issue of privacy is considered conversely as unrelated by Gurrin 
(2013, p.3) and Bell (2012, p.1) who assert that these matters are highly contextual, 
individual and strictly informed by what ‘you can do’, not more broadly as other 
stakeholder groups and participants express ethically as ‘what is the right thing to 
do’. 
 
I’m an engineer and build artefacts and generally only care as to whether it 
can be built and has utility. The 3rd aspect… is it legal? I am not especially 
concerned with that. (Bell 2012, p.2) 
 
Ensuring utility and avoiding legal entanglements Bell (2012, p. 2) is concurrent with 
the position of Gurrin (2013, p.12) who reinforces that, “of course there’s the 
possibility that this technology just doesn’t become popular or it gets legislated out 
of existence but hopefully not. I can’t see that happening” (Gurrin, 2013, p.12). 
 
The action orientation which Gurrin pursues is again evident when in the context of 
BWC in a public setting Gurrin (2013, p.4) recognises subject rights, yet emphasises 
that the issue of ‘background’ data collection comes from a legal collateral, practical 
and logistical perspective, as, “of course there’s huge numbers of challenges in what 
happens if I don’t want to be in your data” (Gurrin, 2013, p.4). 
 
Switching from prepared questions to ‘open listening’ reveals a far more cogent 
power relationship between how Gurrin describes BWC objectively and its proximity 
to many thousands of people in a public context. When questioned about the 
propensity for location-enabled features on wearable cameras to contribute to issues 
around personal privacy Gurrin (2013, p.6) responded by asserting that, “location-
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enabled is surely a good thing. It’s (actually) privacy that is the issue” (Gurrin, 2013, 
p.6). 
 
The polarising effect of where BWCs subjectively position participants as evidenced 
in expressions by Social Commentary stakeholders Burns (2013, p. 7), Blackall, D. 
(2013, p.3), Porten (2013, p.4) who also consider that privacy is the most significant 
issue and potentially dangerous personal compromise for those using wearable 
computing technologies. Of interest in the power dynamics between educators, 
students and the institution are also evident in the dialogue of Swan (2013, p.6) who 
expresses reluctant acceptance for head worn displays such as Google Glass in the 
educational context. 
 
If my students start coming to class wearing this device and thus have access 
to information about the other students and about me, you know, I am not 
much of a technological alarmist. I think that if that becomes a reality we 
will as a society adjust to it.  (Swan, 2013, p.6) 
 
In sharp contrast, Blackall (2013, p.3) argues that this reality as illustrated by Swan 
(2013, p. 6) will be mediated by, “the invasive aspects such as used by paparazzi … 
and the better the technology gets, the more invasive it can be” (D. Blackall, 2012, 
p.3). 
 
The political will and determinations by powers (entities) who mediate the 
transference of these data through information systems both Porten (2013, p.8) and 
Blackall, D (2013, p.3) question, both expressing reserve and lack of confidence in 
whether that privacy is respected. 
 
what are the limits of aggregated individuals (personal data) versus 
commercial entities versus not for profit entities versus governmental 
entities? (Porten, 2013, p.8). 
 
The collective perspectives of Learning Design stakeholders Stevens, (2013, p.10), 
Ridgway (2013, p.10), Toikkanen (2013, p.8), Neill (2013, p.7), Lubich (2012, p.2), 
Brown, S. (2012, p.5), Coghlan (2012, p.14) are summed up clearly by Simpson 
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(2013, p.11) who in an educational context confirms the main issue with BWC as, 
“yes, well look, I guess that is the primary one…it is privacy” (Simpson, 2013, p.9). 
 
Any breach of privacy Simpson (2013, p.9) considers as ‘huge’ and that any 
application or use of personal location or user generated data must be an opt in 
situation as, “I mean the point for using technology in education is to make resources 
accessible” (Simpson, 2013, p.9). 
 
There has got to be a benefit to the learner, and they need to be getting 
something out of it otherwise it has this really nasty ring of tracking. 
(Simpson, 2013, p.9). 
 
What is evident across the Learning Design stakeholder group is a collective 
understanding that privacy is paramount in fostering students trust, which 
concessions only compromising that trust which is inherent with any networked 
wearable technology. The use of BWC as a conduit to situational awareness, 
information privacy and social impact, Ludger (2013, p.9) argues is individual and 
transactional, guided by self-reflection and self-determination, not simply a tool with 
which to duplicate life by ‘seeing through glasses’ notes Ludger (2013, p.9). 
 
And of course, the privacy question showing this is a strong implication 
now, how far can I go on this? Is there privacy of other people involved? Is it 
damaging? Is it intruding? (Ludger, 2013, p.9). 
 
The capacity of the educator to self-reflect and critically examine the power 
dynamics, particularly within workplace situatedness is critical Ludger, Ridgway, 
Simpson, Perakslis and Lubich emphasise, each describing privacy differently yet in 
common, they locate the student as central to the motivations for maintaining that 
privacy. Ridgway (2013, p.9) emphasises that the ongoing challenge of location 
enabled BWC to a technologically and sociologically aware educator also brings 
situational awareness as a fact that the 'network never forgets’ which extends upon 
the self-responsibility position of Ludger (2013, p.9). 
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It has a memory and that memory is long and it is irreversible, and it is un-
erasable and location is part of that un-erasable digital signature and people 
need to be mindful of that. (Ridgway, 2012, p.9) 
 
Again, unlike other participants responses to this interview question, this digital 
‘memory’ retention that Ridgway describes opens up a position through which to 
examine BWCs as an ‘informant’ of human activity. The most insidious 
relinquishment occurs if the data chain is intercepted according to Ridgway, from 
which other entities can retain, interpret, replicate and finally alter the power 
differential for a human user through locational intelligence. 
 
My serious concern about location is that I don't like to broadcast my 
location to the Internet … I trust them enough that they keep that secure, but 
it is a slight worry, that I am not doing anything wrong. (Brown, 2013, p.16) 
 
The illusion of a ‘trust based’ digital economy Brown (2013, p.16) reinforces is 
complete when users ‘give up’ their location by exchange of GPS data to 
corporations such as Google in return for services such as digital maps. 
 
I don't like that, I don't like the phrase, ‘if you are not doing anything wrong 
then you have nothing to worry about’… that sounds a bit 1984. (Brown, 
2013, p.16) 
 
This expression by Brown is further developed by Clarke (2012, p.20) who relates 
almost sardonically that, “yes you have got nothing to hide. Of course, you’re safe. 
You don't need privacy’ (Clarke, 2012, p.20). 
 
The ‘nothing to hide’ argument is also described as a false tradeoff between privacy 
and security by Daniel J. Solove (Solove, 2011), complacently treated by subjects as 
a complex yet passive issue. In an ethnography conducted by (Viseu et al., 2004) 
these are central to the assertions by computer analyst and whistleblower, Edward 
Snowden, who reinforces that, “Arguing that you don't care about the right to privacy 
because you have nothing to hide is no different than saying you don't care about free 
speech because you have nothing to say …When you say, 'I have nothing to hide,' 
you're saying, I don't care about this right’” (Rusbridger et al., 2015). 
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Pro-surveillance advocates who claim that privacy's only function is to obscure 
lawbreaking is considered with grave reservations by Porten, Burns and Ridgway 
citing Eric Schmidt, Google CEO in 2009 who stated that, “ If you have something 
that you don't want anyone to know, maybe you shouldn't be doing it in the first 
place” (Esguerra, 2009). 
 
The issue of ongoing ‘flip-flop’ between ‘luddites’ who wish to restrict or ban the 
use of BWC technology, according to Manson (2013, p.6) will be balanced by those 
who wish to govern its use according to social and contextual appropriateness. Those 
with mistaken views about privacy as a human right, reinforce law and policy 
favouring security to the detriment and erosion of privacy. 
 
I think privacy is the one that comes up most often so certainly we are 
leaving … more real time digital shadows so that has a huge impact. 
(Manson, 2013, p.6) 
 
The use of covert or less conspicuous BWC which has the propensity for background 
footage to be ‘inadvertently captured’ by devices is woven into the psyche of those 
who engage in sporting or other physical activities asserts Manson (2013, p.11), who 
considers these activities as emblematic of current issues and challenges of 
disclosure, informed consent and subject rights. 
 
An extension of ourselves like wearing sunglasses or carrying phones 
nowadays is quite innocuous and generally dated, so, if it is just part of 
people it's certainly going to be hard to differentiate … between a pair of 
sunglasses and a pair of wearable display camera enabled glasses (Manson, 
2013, p.11). 
 
Conversely, in a highly responsive teaching and learning environment Perakslis 
(2013, p.5) emphasises the classroom or central location for learning is a ‘sacrosanct 
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I don’t want myself videotaped, but there’s a deeper issue here and one of 
the issues for me was this … if you’re videotaping me, now I’m cognisant of 
a formula because as you’ve said, this is going to stay. (Perakslis, 2013, p.5) 
 
In the legacy act of digital recording of human activity Perakslis (2013, p.5), 
Ridgway (2013, p. 9) debate, are subject to the statutes which govern how adequate 
oversight and regulation is enforced, however, law enforcement use of BWC as an 
extension of the CCTV network, Perakslis considers as deeply disturbing and 
upsetting, “because I want private environments” (Perakslis, 2013, p.12). 
 
The key concern and central to the personal privacy debate Perakslis (2013, p.12) 
reiterates, is not just where the data ‘goes’ but the integrity of how that data captured 
with wearable technologies is re-purposed, then disseminated across a network such 
as the Internet. Despite detailed infringements to the sanctity of the class setting, the 
critical appraisal of compromise Perakslis details as occurring in a flawed framework 
of the institutional context, where teachers are held hostage to the ‘all-or-nothing’ 
surveillance argument, which admirably Perakslis endeavours to counteract with the 
principle of ‘privacy of the class setting’. Not surprisingly, the issue of privacy is 
central to the integrity of life logging data services claims Kallstrom (2013, p.2) who 
guarantees subject rights protection as, “we have a view that life logging data should 
always be primarily private” (Kallstrom 2013, p.2). 
 
So, you will be able to share photos to Facebook or Instagram or download 
them or email them or sequences of photos, but the default is always private. 
(Kallstrom, 2013, p.2) 
 
Considering the intelligence that vast bodies of visual data can provide military, 
policing and other agencies Kallstrom (2013, p.3) argues, “there’s always issues that 
need to be handled on a society level and there’s layers of behaviour that are 
governed by social protocol, ethics and legislation. The social protocol layer should 
always be the one that is most agile, it’s the one that moves quickest” (Kallstrom, 
2013, p.3). 
 
No assurances or explanations as to the effects on subjects of indiscriminate BWC 
capture are offered more than considered alignment with initiatives such as Privacy 
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By Design by (Gurrin et al., 2014) nor do the HCI stakeholder group acknowledge 
subjective expressions of disdain for BWCs, who consider such expressions as 
misinformed because, “the same tech and functionality can create safety and security 
for the wearer” (Stolterman, 2013, p.1; Pitt, 2013, p.13). 
 
The obvious issues are privacy and security. (Stolterman, 2013, p.1) 
 
Conversely, one of the key issues for humanity Pitt (2013, p.3) remarks is the 
conflation of privacy with that of security as, “the privacy question is separate from 
you know face-to-face meetings which is made … slightly more autistic, because 
none of these people are making eye contact with each other because they’re always 
looking up at their own Google Glasses!” (Pitt, 2013, p.3). 
 
These devices are being developed by people who avoid eye contact, so, they 
don’t actually appreciate the value of eye contact. (Pitt, 2013, p.3) 
 
This highly subjective assessment by Pitt is not isolated, rather, the researcher 
acknowledges that as an action orientation, Pitts critique is based on his first-hand 
account of lifelogging and Google Glass wearing humans. These observations are not 
declared as universal for other forms of wearable technologies and most importantly, 
the criticism is directed at specific ‘people’, not the discursive object, the wearable 
technologies industry. The ‘heads-down zombie’ of the hand-held era Pitt (2013, p. 
13) concludes could be lost to a social phenomenon of ‘heads-in-the-cloud’ and the 
result is, “you’ve lost a really crucial form of human behaviour” (Pitt, 2013, p.13). 
 
The ethical development of wearable technology debate raised by Pitt (2013, p.13) 
and (Stolterman, p.1) is informed by privacy-by-design factors according to Caprani 
(2013, p. 5), who indicates, “well one that ALWAYS comes up is privacy” (Caprani, 
2013, p.5). 
 
I think it over guides itself though because as issues arise, they are generally 
dealt with. (Caprani, 2013, p.5) 
 
This indication by Caprani highlights a relative disconnect from those who uphold 
privacy as integral to human rights, or who campaign to enshrine privacy in law and 
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work tirelessly such as Roger Clarke, Australian Privacy Foundation (APF) in the 
critically analyses of privacy regulation. Asked whether privacy would guide future 
features and functions of that devices were considered as moving into a post-privacy 
era, Caparani (2013, p.6) argues “it probably will be normalised but then there is 
going to have to be a set of rules and ethics surrounding that as well” (Caprani, 2013, 
p.6) 
 
In the Microsoft SenseCam research project, demarcations between privacy and 
intimacy Caprani (2013, p.15) recollects as participants expressed, “they had no 
issues about privacy or issues about showing their spouse or their children or their 
parents and they said, “keep it open access and they said they didn’t care what they 
saw, but the thought of their Sister-In-Law coming to the house and having a look 
…that was like ‘no way!’” (Caprani, 2013, p.15). 
 
This multiple role positioning data access and interaction provides a very limited 
explanation of the Sensecam project, lacks in detail of the relationship between the 
corporations invested in the project and despite the fact that many elderly people 
participated in the project, very few anecdotal or biographical accounts are publicly 
accessible from what is undisputedly one of the world’s largest lifelogging BWCs 
projects. From a differing perspective, yet concurrent with every other stakeholder 
group, the core challenge for humanity Janzen (2013, p.3) considers is ‘information 
overload’ as wearable computing technologies augment humans in, “a reality that is 
completely different from the natural experience” (Janzen, 2013, pp. 3-4). 
 
I do believe in privacy … I think being close to the natural world is needed 
sometimes and yet you get people who have all their wearable devices and 
who go out hiking in a rainforest! (Janzen, 2013, p.5) 
 
There is a discernible contrast between Janzen's personal views with that of his 
occupation at Toronto University complete with proximity to rapid prototyping, 
entrepreneurial development and large-scale commercial endorsements of wearable 
technologies. Janzen’s capacity to express ethical consideration for creative 
enterprise as ‘time out to consider once in a while what we are doing’ as testament to 
a lifetime as a deep-thinking creative. By comparison, Worthington (2012, p.8) 
considers privacy pivotal for personal security apparent when, “it is a privacy issue if 
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the cellular phone system tracks you at all times and then security services or 
somebody else has access to that information” (Worthington, 2012, p.8). 
 
By tying an identity to a location and data from another source Worthington (2012, 
p. 8) explains, “you download the GPS coordinates from the device into the missile 
and kill them” (Worthington, 2012, p.8).  
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5.5.7 Impacts on Yourself, Colleagues, Industry 
 
Business Intelligence stakeholders address the question ‘What impacts have location 
enabled body-worn technologies had or are likely to have upon (a) yourself, (b) your 
colleagues or (c) your industry?’ by emphasising the increased awareness that these 
devices bring humans together in what George Siemens refers to as a state of 
Connectivism (Siemens, 2014). 
 
The impact of wearable computing on device users occurs in stark contrast with 
legacy static computing Siemens (2013, p.11) points out as, “computers start to do 
things for us … I don’t want to anthropomorphise these objects but sometimes I talk 
about it as if they are, you know... they decide” (Siemens, 2013, p.13). 
 
This deference to machine learning existence is as Siemens repeatedly points out a 
burgeoning challenge in the higher education sector where MOOCS connect tens of 
thousands of simultaneous learners tracking their every move, keystroke, IP address 
and all known personal data. This ‘informating’ which translates descriptions and 
measurements of activities, events and objects into information (Dehaye, 2019) is the 
subject of many contemporary investigations of surveillance and control. As the 
Internet disrupts traditional educational delivery methods, complaints now arise from 
perceptions that machine learning is helping perpetuate, legitimise and cloak 
discrimination arising from the bid to escape, “the normative and regulatory 
constraints of traditional educational institutions” (Zeide & Nissenbaum, 2018). 
 
In the hierarchical, practically functional and technical context though, Rawsthorne 
(2013, p.2) accentuates that BWCs are most impactful as they augment a human 
perspective and track learner engagement, “for point-of-view learning experiences” 
(Rawsthorne, 2013, p.2). 
 
As a route through which to ‘identify, track and monitor’ learners skill acquisition, 
the Digital Cultures stakeholder group also describe wearable computing as having 
educational purpose, meaning, “these devices will become the invigilator and 
verification tool … there is no doubt about it that meaningful, deep and rich 
collaboration experiences are going to be enhanced” (Interviewee 50, 2012, p.10). 
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This point is important as Interviewee 50 adds a further distinction to an otherwise 
inanimate device, now imbued with control over how the educational ‘sees’ into the 
lives of those whose wearable device types interact in the greater schema of the 
organisational learning management system. Conversely, Interviewee 50 reinforces 
that the ‘haves and have-nots' digital divide deepens and therefore, access 
incongruity continues to be the paramount challenge for, “families with restricted 
access or in cultural geographical transition” (Interviewee 50, 2012, p.12). 
 
The ‘affordance’ of wearable computing is identified as an issue by most members of 
the Learning Design stakeholder group, yet presenting a totally incongruent 
perspective to this group, Dural (2013, p.32) and Davies (2013, p.15) both highlight 
cultural resistance to wearable computing with a ‘dismissive attitude’ to its 
importance as a learning style in an educational setting, as, “it is something very nice 
to talk about but it is not interesting to actuate” (Durall, 2013, p.32). 
 
This discursive context within which cultural influence of attitudes and the resultant 
shift in perceptions of future BWC purpose by the Learning Design stakeholder 
group differs markedly with the Invention stakeholders’ group. They predict that the 
main social implications and resultant impact will be discernible by the number of 
consumers who reconsider BWC as personal security device. At the point of 
interview, Gurrin (2013, p.9) as a member of the Invention stakeholders group 
predicted market saturation and normalisation for BWC, augmented reality and 
emergent wearable computing technologies, where, “first thing Memoto, sure, 
absolutely the first one to go to be accepted, Google Glass is the second. 
Autographer I don’t see it at the moment” (Gurrin, 2013, p.9). 
 
In making this statement, the authority of Gurrin in knowing of the switch to 
personal smartphones as becoming adequately equipped to serve the same purpose of 
BWCs, is by historical examination evident given Oxford Metric Group (OMG) 
discontinued development of the Autographer BWC in 2016. Not surprisingly 
though, the personal transition to Google Glass according to Gurrin (2013, p.10) is 
enthusiastically embraced by stating, “Yes, assuming I can get all-day battery life 
and I can have an app that triggers capture when I need trigger capture and high-
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speed captures as well … but yeah, I’ll move to a new technology as soon as I can” 
(Gurrin, 2013, p.10). 
 
The differences in construction of the wearable technology industry and the 
computational capacities of those technologies is as Gurrin indicates, controlled by 
corporations and developers who predominantly control marketing and price point. 
The perceived implications of use and actual ethical concerns however Gurrin (2013, 
p.9) cites as negligible, stating that the key factors for uptake are, “we will accept it 
… the benefits have to be pretty clear for people to use it” (Gurrin, 2013, p.10). 
 
I will progress as soon as something better comes along, head-mounted, 
iTracking, all these kinds of technologies, so yes… definitely… augmented 
human, better lifestyle, better life. (Gurrin, 2013, p.10) 
 
The Social Commentary stakeholders group by comparison insist the impact of BWC 
and related wearable computing remains governed by the intent for tool use by 
themselves, their colleagues and related industries, which according to Porten (2013, 
p. 8) is informed by a position of inherently ‘technology is neutral’ confirmed by 
Swan (2013, p. 6) and Burns, (2013, p.8). 
 
you can have a recording device that isn’t creepy, but you can still use it in 
creepy ways. (Porten, 2013, p.8) 
 
This construction of alternate ways in which BWC can be used in a detrimental 
manner is notably not developed any further in conversation, rather participants 
seemed content to describe the impact on themselves using more generic descriptions 
of how they perceived the impact at a community level. Despite the incredible pace 
of development and disruption to existing teaching practice, Swan (2013, p.6) 
considers the shock and awe factor in an educational context in reality, “when these 
‘things’ become ubiquitous in society we are already sort of used to them” (L. Swan, 
2013, p.6). 
 
Likewise, using the body as a canvas to act against the oppression of the State Burns 
(2013, p.8) presents as an example that is only different because it forces humans to 
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think outside of their current frame of reference, which then, “becomes the reverse 
system of the wearable surveillance” (Burns, 2013, p.8). 
 
These statements by Swan, when compared with those of Burns, indicate that the 
relationship of power rests in what perceptions of active use that individual maintains 
with these technologies, either passive to its proliferation or as Burns suggests, even 
the human body itself as a tool to ‘voice’ dissent against the dominating discourse. 
Comparably, the impacts of wearable computing such as BWC on participants of the 
Learning Design stakeholder group, their colleagues and related industry is also 
considerably through the lens of technological neutrality. The control mechanism for 
their use in a pedagogical context however is availed by knowledge and personal 
experience of management (or often humorously lack thereof) according to Simpson 
(2013, p.12). 
 
They are nothing more than tools, (technological artefacts) so they have the 
potential to make things better if they are used well. (Simpson, 2013, p.12) 
 
To experiment and innovate with these technologies in a trades training context is a 
challenge Simpson (2013, p.12) laments, yet no greater challenge than circumventing 
sheer apathy, as, “we can’t just take two and a half thousand years’ worth of 
education practices and then replicate it in a new environment” (Simpson, 2013, 
p.12). 
 
Within this stakeholder group though, often conducted out of the view of 
management ‘oversight’ these rigorous quality BWC investigations Brown, S. (2012, 
p.6) remarks, keep fear factors in check which concurs with the opinions on this 
point by Lubich (2012, p. 8), Simpson (2013, p.12), Stevens (2013, p.12) as, “body 
worn camera technology makes my job as a TAFE teacher easier” (Brown, 2012, 
p.6). 
 
The conservative and risk averse educational paradigm observation by Lubich (2012, 
p.5) then continues with Stevens (2013, p.12) who confirms, “people in education are 
careful … sometimes they overreact and try to, you know… suppress technologies 
that could be useful because of the possibility of violations of privacy” (Stevens 
2013, p.12). 
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The main barrier is the degree of acceptance so once that degree of 
acceptance increases over time we will be in the future, quite ready. (Brown, 
2012, p.6) 
 
A closer examination of this cohort reveals that personal subjectivity often drives the 
agenda for how these technological innovations ‘play out’ in the pedagogical 
context. In many cases, a correlation can be easily drawn between the enthusiasm of 
the Learning Design stakeholder group as ‘champion’ of a technological innovation 
and as occurs in industry, the affiliation is then rewarded by the industry in a 
symbiosis of relational power using ‘discounts’ or other means of reward structure. 
With a degree of resignation Coghlan (2012, p.12) expresses the very same opinion 
as Simpson (2013, p.12), Stevens (2013, p.12) and Brown (2012, p.6). in that risk 
averse behaviours predominate now across many industry areas and educational 
settings which, “I think it is a society wide problem that has really gone quite nuts 
and this (BWC) technology in that context is interesting” (Coghlan, 2012, p.12). 
 
The imperfect nature of point-of-view technology … just as an example, 
until we get state of the art stuff that is refined, we really don’t know what it 
is capable of … we can be fairly sure that it can be used for enormous good 
or for enormous bad. (Coghlan, 2012, p.12) 
 
Interestingly, in this stakeholder group the associations which are drawn between 
questioning possible impacts and prior questions relating to benefits, risks or harm 
are almost generically aligned with user intent, yet subjectively, in most cases the 
predominant position is affirmative for BWCs in an educational context. As a 
‘technological optimist’ Coghlan (2012, p.16) seeks to ‘frame' location enabled body 
worn camera technologies and emergent interconnected services experientially as 
“from my experience with technology in educational technology, you really don’t 
know what can be used with that technology until you have it” (Coghlan, 2012, 
p.16). 
 
Military, police, security. They have big plans for this technology that may 
well come to pass. (Coghlan, 2012, p.16) 
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Just as location based services have been pivotal to the proliferation of mobile and 
wearable technologies Manson (2013, p.6) considers the leap from G1 Android 
mobile phone to Project Glass both developed by Google as having, “totally changed 
the consumer perception of location” (Manson, 2013, p.6). 
 
Project Glass by Google according to Manson (2013) considers as having the 
‘biggest effect this year’ across the Augmented Reality industry, concurrent with the 
views of O’Brien (2013, p.6) who includes the impact of consumer available 
augmented reality eyewear as tracked by peak bodies such as ISMAR (IEEE, 2013) 
and showcased at marketing focused events such as AWE (Mann, 2013d). The 
impacts of surveillance and wearable camera technologies on classroom based 
educative arrangement however Manson (2013, p.1) claims will be manifestly felt 
only where educators think they control the pace for learner engagement, such is the 
nature of digital ‘educational arrangement’. This is seconded by Perakslis (2013, p.4) 
who reflects on recent events in the academic work setting where, “they want to 
videotape us. Now, they’ve told us that it’s not mandatory and that no one will be 
forced to teach online” (Perakslis, 2013, p.4). 
 
With express reservations Perakslis (2013, p.4) reinforces that absence of an opt-out 
option to the recording of teaching has a negative impact on teaching, becoming 
especially concerning if students state they are also asserting their rights, rather than 
asking permission to record using smartphones and BWC. The subjective concerns 
which Perakslis expresses switch from educational organisational oversight to 
wearable vision systems and the researcher considers this as a strong example of the 
social and ethical implications of wearable technologies especially as they are 
connected with external providers by LBS. 
 
Conversely, Perakslis adamantly expresses that irrespective of her own personal 
position, the monitoring of teachers and students via surveillance systems is a new 
opportunity for learning, where subject rights are duly tested with new and emergent 
technologies such as BWC. 
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5.5.8 Future Educational Purpose of BWC 
 
In addressing the question ‘How do you envisage location enabled body-worn 
technologies being used in the future for educational purpose?’ Pockley (2013, p.16) 
and Siemens (2013, p.16) in the Business Intelligence stakeholder group identify e-
portfolios within which visualisation of data augments memory, through time, in 
location, “and constructs it according to my world” (Pockley, 2013, p.16). 
 
One of the big things that wearable computing will do for students and 
universities in the future is it’ll capture a far greater scope of the learning 
experience. (Siemens, 2013, p.14) 
 
This assertion by Siemens is strikingly similar to Pockley, yet an examination of the 
subjective position indicates that Siemens speaks of the organisational entity as 
beneficiary of the data collusion, whereas Pockley indicates this as an activity 
democratically empowering the individual. 
 
The challenge for educational organisations is therefore, whether a ‘privacy by 
design’ framework encompassing Connectivism developed by Siemens (2013, p.14), 
can inform the personalisation of learning, recognising that a human interface for 
BWC ‘hands through’ personal data from service providers into organisational 
systems for analysis. Siemens cautions those who consider anything other than, “ 
that’s the way the systems work … the first thing a system has to do is have some 
sense of who you are” (Siemens, 2013, p.14). 
 
An assessment of the ontological ‘frames’ within which power relationship of 
personal data collected by organisations scales out as augmented experience for 
learners using wearable computing technologies is evident in the comment by 
Rawsthorne (2013, p.2) who considers BWCs as having, “good potential for 
monitoring the physical body while in activity …and could provide self-awareness 
(learning) opportunities” (Rawsthorne, 2013, p.2). 
 
Participants in the Social Commentary stakeholder group also identify that future 
educational purpose of body worn cameras must reflect the adaptations humans are 
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making to incorporate wearable technologies across all areas of society. Any attempt 
to control these technological innovations Swan (2013, p.7) likens to the ‘horse 
before the cart’ analogy as reigning in all this technology is a matter of power 
carefully adding that nor is it this a concession that, “ethics can’t keep up with it” (L. 
Swan, 2013, p.7). 
 
I think that this is a fallacy because you can’t think about the ethical 
implications of a technology until it is actually ubiquitous in society and it 
does cause problems and it does raise new issues. (L. Swan, 2013, p.7) 
 
These issues are already apparent argues Burns (2013, p.9) when considering our 
current relationship with wearable technologies and turn-by-turn locations systems 
applications that track the device and by default, “locational communication systems 
… they tell you ‘now’ whether you want to know or not!” (Burns, 2013, p.8). 
 
Furthermore, this relationship humans now have with artificial intelligence which 
controls our behaviour, shopping patterns and personal associations Burns (2013, p. 
10) remarks as an educational purpose of its own ‘automated accord’, translated to 
the example of a police officer wearing a BWC. The omniscience of location-based 
services which ensure these applications function is serviced in this context, as Burns 
relates, inextricable. The future educational purpose for BWC as reinforced by 
Learning Design stakeholders Lubich (2012, p.1) and Neill (2013, p.8) is already 
predicated Brown S. (2012, p.6) believes, “as people become more used to using 
these devices socially, again, the uses will flow over into the education sector” 
(Brown, 2012, p.6). 
 
It's an institution and there are risks for the RTO’s, for enterprises to manage 
… it will be a generational change but there is nothing wrong with pushing 
the envelope as we have been. (Brown, 2012, p.6) 
 
As Brown indicates, to better understand the technological applications and systems 
integrations required ‘educational technologists’ testing, assessing and managing the 
expectations of those who would otherwise prevent BWCs entering mainstream. The 
flipside to that activity as Coghlan indicates must incorporate a critical analysis of 
the entire wearable computing domain in order to ascertain the pedagogical schema. 
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To achieve social acceptance and unhindered industry application as identified by 
Brown, S. (2013, p.6) social stigma as detailed by Coghlan (2012, p.11) must inform 
using an ‘evidentiary’ counteract, given that, “when you are doing these things with 
an educational focus out there in the world it occurs to you that … 'I could do this or 
I could do that’” (Coghlan, 2012, p.11). 
 
In terms of assessment … this technology allows you to film stuff on your 
own while you are narrating it and send it back to an assessor as long as 
there is some process in place that verifies that you are who you say you are 
and that's easily done. (Coghlan, 2012, p.11) 
 
As Ridgway states, with concurrence from Coghlan, nefarious activity involving 
camera glasses that capture and transmit data often involves a breach of subject 
consent as, “we move into this area of your gathering information about that which 
you have not got their permission for ... they have given no permission” (Coghlan, 
2012, p.11). 
 
As for the future educational purpose of where location enabled BWC might also 
occur Coghlan (2012, p.11) deliberates on the impacts beyond the education domain, 
“where you start to use it for other purposes which are ethically dodgy” (Coghlan, 
2012, p.11). 
 
The capacity for educational organisations or industry to test and employ BWC 
technologies depends on their capacity to contain risk, states Coghlan (2012, p.12) 
and whether, “they go down this path of wearable computing as a part of their 
delivery strategy” (Coghlan, 2012, p.12).  
 
These observations of Coghlan provide an insight into the awareness of risks 
inherent with BWC which Coghlan had previously indicated were commensurate 
with personal well-being, social cohesion and as Ludger (2013, p.9) indicates are 
well within the control of those who use this technology. 
 
I cannot see the implications of critical things when you come to the social 
questions here, yes society. (Ludger, 2013) 
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Critical assessment of how BWCs impact upon communities and the longer term 
effects on society must crystallise in a positive, realistic appraisal Lubich (2012, p.2) 
and Ludger (2013, p.9) believe, yet, as Ludger expresses where ‘new generations of 
people look at and do things in different ways and each aid in the development of the 
other’, Lubich contests this positivist expression by stating, “I don't think it's a matter 
of these technologies aiding in the development of a global society” (Lubich, 2012, 
p.10). 
 
Citing change and social adaptation, Brown (2012, p.7) mirrors the ‘within our 
power to control this’ attitude of Lubich (2012, p.10) and Ludger (2013, p.9) 
reinforcing that historically, “there was great resistance to computers in classrooms 
because it would be doing teachers out of a job” (Brown, 2012, p.7). 
 
Confident that BWCs have no more risk inherent that static computing threatened the 
classroom teaching setting, these positions which Brown, Lubich and Ludger adopt 
also invite critical review, given the manner in which other stakeholders such as the 
Social Commentary group inform their own skepticism of maintaining any 
assumption that BWCs are ‘containable’. An example of these assumptions are 
contained in Brown (2012, p.6) remarks that as body worn cameras become more 
prevalent in differing social settings, this will be mirrored in the workplace and 
classroom as, “it's about viewing information on demand in the workplace so that 
will be a great driver for wearable devices in industry and training” (Brown, 2012, 
p.7). 
 
I think as acceptance increases, then I think it will just become commonplace 
for people to be wearing recording devices in public and it’s not just about 
recording, it's about sharing that recorded information. (Brown, 2012, p.6) 
 
The position of the Learning Design stakeholder group is summed up by Brown who 
uses a common catch cry of the ‘inevitability of change’ across distance and time, 
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A very different position is maintained by the Business Development group, with 
even more diverse opinions within that group of power relations in the ‘customer’ 
driven educational experience, as, “they pay my pay cheque ultimately, the customer 
will demand for there to be, what they want it to be” (Perakslis, 2013, p.12). 
 
Trust in the educator as ‘guide on the side’ believes Perakslis (2013, p. 14) will 
remain at the centre of a democratic learning environment irrespective of BWC being 
the driver for change and must be embraced by educators Perakslis (2013, p. 14) 
argues, notably similar to the ‘inevitable’ as expressed by the Business Development 
group as, “we have to have a class context, we have to have a class discussion. I’m 
exhausted just thinking about it …but it’s coming” (Perakslis, 2013, p.14). 
 
Although expressions of sentiment and ‘client’ allegiance underpin the discourse of 
Perakslis, almost sardonically considerations for optical head worn displays like 
Google Glass, life-logging cameras like Autographer or emergent personal security 
devices becoming part of the educational setting Perakslis (2013, p.14) asserts “ Let 
me try it on, let me use it, yes… you can use it in the class, can we have regular 
conversations? no prohibition! absolutely not prohibition!” (Perakslis, 2013, p.14). 
 
Faced with an ‘inevitability’ of learners recording and transmitting, analysing and 
aggregating using BWC technologies Perakslis (2013, p.27) deliberates that, “for the 
risk averse people, the mitigators, it’s almost impossible” (Perakslis, 2013, p.27). 
 
That will be adopted by some of our users … whether I like it or not … and 
they’re my customer … and now I have no control. (Perakslis, 2013, p.27) 
 
Despite these claims of the ‘inevitable’ and ‘client driven curriculum’, other factors 
such as risk averseness and engagement reluctance with the ‘gross’ form factor of 
augmented ‘smart’ glasses is a notable counteract O’Brien (2013, p.7) observes. The 
differing subject positions and stakeholder unification around client driven change in 
a pedagogical context are secondary to the main constraints for uptake of augmented 
reality in the education sector, which Manson (2013, p.7) and Perakslis (2013, p.22) 
relate as ‘time to engage in projects and the allocation of adequate resources’. 
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There are all sorts of ways that we can work with the education institutions, 
to help fast track learning and you know we would be delighted to be part of 
many of these research undertakings. (S. O’Brien, 2012, p.7) 
 
Research partnerships between educational institutions, Silicon Valley companies 
such as Intel and Qualcomm and industry startup companies will ensure allocation of 
funds for proof of concept and uptake of wearable cameras and augmented reality 
O’Brien (2013, p.7) claims. 
 
I think the future of wearable, certainly wearable cameras are going to need a 
range of alliances just to make sure that we are building the right kind of 
ecosystems and products and sensors and technology. (Randall, 2013, p.11) 
 
In further conversations with the researcher, multinational technology companies 
including Microsoft, Google, Amazon, Apple and Facebook that specialise in 
Internet-related services and products, also substantively exert power over market 
share by fostering symbiotic relations between developers and marketing in the 
wearable technology industry, notes Randall (2013). Funding research centres and 
proximal software and hardware is then efficiently returned to the consumer through 
‘subsidised’ educational ‘trials’.  
 
Research projects such as Sensecam (Microsoft 2004) which produced the Vicon 
Revue and Autographer BWC is perhaps the most well-known of these 
collaborations and subsequent commercial production, which according to Randall 
(2013, p.15) and Kallstrom (2013, p.3) is ‘storytelling built from a visual database’ 
with claims similar to the London School of Economics Subjective Evidence-based 
Ethnography (SEBE) using life-logging technologies to capture the subject’s 
perspective (Lahlou, 2011). Within differing and diverse cultural contexts BWCs are 
artefacts enabling ‘progressive social anthropology’, a natural extension of human 
innovation according to Kallstrom (2013, p.3) who reinforces, “we’re just scraping 
the surface of what social and ethical considerations we need to make when our 
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The ‘Narrative Clip’ developed by Kallstrom's company, Memoto however struck 
cash flow problems in 2016 and after four years of venture capital interest when 
coincidentally speculation about potential privacy concerns of ‘automatic 
photography’ were voiced by the Electronic Frontier Foundation (EFF). As Brown 
(2013, p.25) remarked, this negative press impacted upon a limited client base, with a 
niche that, “doesn't particularly interest me. I prefer to kind of be a bit more 
thoughtful about photos” (Brown, 2013, p.25). 
 
I can see that there is an attraction with that sort of thing for certain people. 
(Brown, 2013, p.25) 
 
In complete contrast to Simpson (2013, p.12), Stevens (2013, p.12), Brown, S. (2012, 
p.6) and Perakslis (2013, p.14), Worthington (2012, p.9) from the HCI stakeholder 
group reinforces that the social and ethical implications for future use of BWC or 
augmented heads up display technologies in an institutional educational context are 
negative or detrimental. 
 
I can see almost no application for education. I just can’t see how it applies 
and if you were going to do it I’d worry greatly about the privacy 
implications for the students … you would have to get copyright clearance 
for everything they see in their visual field the whole time and for other 
forms of clearance for things they may look at also at any time. 
(Worthington, 2012, p.9) 
 
This limitation, as expressed by Worthington, is a remarkable statement bearing in 
mind Worthington's past experiences with body worn computer applications in the 
HCI research context. The researcher observes that this is indicative of a number of 
participants responses where the practical and personal application of an innovation 
such as BWC is considered by the participant as abstracted and not immediately 
relevant, therefore unavailable or substantially lacking context through their own 
networks of meaning. From a completely pro-tech perspective, risks such as a breach 
in privacy will be markedly lessened explains Caprani (2013, p.12) as future 
generation life-logging devices developed with facial obscuration software will 
ensure data anonymity. 
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The images are there to give information and you can take the information 
from them without having to see the photo. (Caprani, 2013, p.12) 
 
This assurance does not satisfy Policy & Regulation stakeholders though who all 
indicate that experimentation in any context must be undertaken within the 
boundaries of Law, community expectations and in the educational context within 
current workplace rules, proceeding Clarke (2012, p. 9) indicates with, “a great deal 
of care” (Clarke, 2012, p.9). 
 
I’d strongly support schools in saying number one there’s a ban, number two 
clearly there’ll be exceptions, those exceptions will be dealt with one by one 
carefully … where we put these things on people and let people experiment 
with them and learn from it. (Clarke, 2012, p.9) 
 
The researcher noted a clear juxtaposition between Clarkes reserve for BWC in an 
education and training context yet, in response advocating for regulatory restrictions 
with limited scope for experimentation Clarke differs in experiential account with 
O’Brien (2012, p.6) of body worn cameras in front line policing, who claims, “… we 
need to separate what will be training and what is postgraduate education, because I 
think they’re different” (N. O’Brien, 2012). 
 
I suppose I can see the guy going into a house with a camera on, not 
necessarily translating that into university type education but I can see its use 
in training. They’re 100% used in training. (N. O’Brien, 2012, p.6) 
 
Future educational purposes might also include digital training resources O’Brien 
states, whereas, Clarke reinforces that critical assessment of retrospective approval 
indicate a corruption of due process, where research and applied testing in university 
settings would illuminate but not prepare a police force, “where things go really right 
or where things go really wrong” (N. O’Brien, 2012, p.12). 
 
Educational use cases of BWC as described by Clarke (2012, p.14) exist even in 
teaching law and criminology, Harfield (2013, p. 9) remarks, concurring with 
O’Brien that the potential use of BWCs outside of the domain of law enforcement 
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may be in, “vocational training, maybe a surgeon performing a complex procedure” 
(Harfield, 2012, p.9). 
 
It enables brick laying to join the portfolio of subjects that could be delivered 
through distance learning … you could live transmit in some way, stream it 
or record it for subsequent viewing. (Harfield, 2012, p.10). 
 
The challenge for the future of educational arrangement no matter what trade, skill, 
sector or role Clarke (2012, p.17) notes will be, “to make sure we don’t trap 
ourselves into thinking they know it because they’ve had this kind of experience” 
(Clarke, 2012, p.17). 
 
If you teach a person in the first instance by vicarious experience how an 
expert does it, he’ll never get it. (Clarke, 2012, p.17) 
 
This position of Clarke is exemplified in the research conducted by the SEBE-Lab 
(Le Bellu, 2016) who demonstrate that the utility of BWCs for ‘transmission of tacit 
knowledge’ must be prefaced by strong proponents of the skill and experience in real 
time.  
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5.5.9 Longer Term Effects on Society 
 
In addressing the question, ‘What do you envisage the long-term effects of this use of 
this technology on society?’ Business Intelligence stakeholder Aryani (2012, p.11) 
believes these effects cannot be foreseen nor can mistakes be avoided as, 
“unfortunately that's human nature. We are not a creature as a product of evolution 
that lets us see too much or too far into the future” (Aryani, 2012, p.11). 
 
We are living in a reactive society rather than a proactive society. (Aryani, 
2012, p.11) 
 
Where we are situated in the near future Aryani (2012, p.15) considers as analogous 
as trying to predict what will become of humanity as, “we will see a new shape and 
form of business … and of problems in the environment” (Aryani, 2012, p.15). 
 
Aryani admits a limited range of experiential engagement with the discursive object, 
that being the wearable technology industry, whereas, by contrast, Beauters (2013, p. 
30) and Davies (2013, p.17) from the Digital Cultures stakeholder group have 
critically analysed this topic and assert that the longer term effects of BWC on 
society will result in a new etiquette for society, emerging from a shift in social 
behaviours. 
 
I think there will be a new kind of, sort of politeness rules and then of course 
there will be scandals that come out of it when someone is not playing 
according to the etiquette. (Bauters, 2013, p.31) 
 
Accentuating visibility through surveillance of individuals in their community, 
Bauters (2013) situates BWCs as ‘agents’ in the social construction of society, where 
BWCs facilitate automated ‘forms’ of behavioural pattern recognition as described 
by O’Brien from the Policy & Regulation stakeholders’ group as predictive 
‘precautionary’ policing. 
 
When questioned as to whether this constitutes a new form of privacy Bauters (2013, 
p.31) states, “Yes… at least for me” (Bauters, 2013, p.31). 
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It is clear that Bauters is prepared to declare a position that BWCs possess significant 
power in shaping society, which asserts Interviewee 39 (2013, p. 5) that humans tend 
to ‘run with technology’ without sufficient critical reflection which may mean ‘we 
become subject to it’. Noticeably, without referencing any specific social or ethnic 
group, Interviewee 39 (2013, p. 5) and Johnson, (2013, p. 6) as protagonists of 
technological change believe, to avoid a further divide of ‘have and have-nots’ that 
network literacy and digital citizenship is a minimum requirement for everyone to 
remain abreast of the uptake and normalisation of BWC technology by consumer 
society, the same position adopted by Interview 50 (2013, p.14). 
 
In an increasing surveillance state, connected by always-on networks, digital devices 
and augmented services, Invention stakeholders also predict the longer term effects 
of increasingly smaller BWC form factor will have a profound impact on human 
relationships which Gurrin (2013, p.11) reinforces, “I think society will eventually 
come to rely on it and accept it” (Gurrin, 2013, p.11). 
 
The benefits would be seen but not immediately. There’d be an initial phase 
of concern and worry and fear because of who’s recording, what are you 
going to do with that data but, as the benefits come through, then that’ll be 
replaced. (Gurrin, 2013, p.12) 
 
The likely erosion of society will be perpetrated by those tracking, monitoring or 
recording citizens indicates Social Commentary stakeholder Porten (2013, p.8) 
refuting the ‘inevitable’ position expressed by Gurrin. In seeking emancipation and 
autonomy using their limited and collective capacity the behaviours of privacy 
advocates has been to encourage the public to thwart or restrict what corporations 
gather exponentially under their own regime. 
 
My data stream would belong to me and I would be licensing at all times, 
that's a very different kind of society than the one we live in. (Porten, 2013, 
p.9) 
 
When questioned as to whether people wearing lapel or head worn cameras, 
recorders and augmented systems will become an extension of the State as other 
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participants had raised, Porten (2013) emphatically replied, “I think it's a certainty” 
(Porten, 2013, p.8) 
 
When in post haste a nation learns of a government’s actions in ‘scooping up’ 
personal big data as revealed by Edward Snowden (Rusbridger et al., 2015) this data 
in secret Porten (2013) exclaims, “that's where I call a debate for health” (Porten, 
2013, p.9). 
 
These contrasting positions of Gurrin and Porten indicate the affiliations and likely 
attitudes of their respective stakeholder group, each either opening up further 
subjects of contention or conversely, seeking to reassure the researcher in 
conversation that their respective authority has a stronger likelihood of eventuality. 
Notably, BWCs as an artefact are considered by both participants as highly likely to 
proliferate and become mandatory to be worn by all public engaging citizens, likely 
as an extension of and controlled by the State according to Porten (2013). 
 
The importance of ‘connection’ Learning Design stakeholders reinforce in a 
libertarian democracy, dismissing ‘consumer’ as a lead agent rather ‘citizen’ in a 
hive mind and according to Ridgway (2013, p.9) grounded by these technologies as 
individual contributors through connection to the network. The ‘brick wall’ of 
resistance is misinformed by fear of wider, yet negligible impact of BWC on society 
which prevents innovation according to Lubich (2012, p.8) who claims, “educators 
should not be afraid of experimenting in different ways with different things to see 
how they can benefit from them” (Lubich, 2012, p.8). 
 
With an emphasis on the power structures that members of a hybrid networked 
structure may attain, Ridgway refrains from overly emphatic optimism to the point of 
a defensive stance, unlike Lubich or developers of life-logging technology 
(Kallstrom, p. 3; Randall, p.18) from the Business Development stakeholder group, 
all of whom adopt a position based on their experience and by moral authority a 
‘progressive stance on technology’. 
 
The so-to-speak conservative and progressive forces need to be in balance in 
any society … I think that our society would just fall to pieces if those 
people weren’t taking on their views or the responsibility to express their 
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views, to create a debate that can move technology forward at a healthy rate. 
(Kallstrom, 2013, p.3) 
 
The longer term effects of BWC technologies on society Kallstrom (2013, p.3) 
believes will be measurable through impact upon global communities, quoting Ray 
Kurzweil, Chief Engineer at Google (Alphabet, 2020) and relating that, “I have 
actually no idea what will happen and that’s what’s so exciting about it” (Kallstrom, 
2013, p.5).  
 
The techno-optimism expressed by Randall (2013, p.18) and Kallstrom (2013, p.5) 
continues with Brown (2013, p.25) who predicts humans wearing mobile 
technologies such as data loggers, sensors, wearable cameras, smartphones or in 
combination will reach a saturation point which, “I don't think that essentially 
anything that is being talked about in history now is going to be a killer” (Brown, 
2013, p.25). 
 
This is quite the opposite in stance by the HCI stakeholder group who express the 
longer term effects of BWC on society as Stolterman (2013, p.2) expresses with 
trepidation, stating “this tech in some ways will pose serious questions since it does 
push some aspects of computational tech to the extreme” (Stolterman, 2013, p.2). 
 
A close examination of the discursive context reveals that each stakeholder group 
occupies very different positions on the longer terms effects of BWCs on society, 
which the researchers notes, may signify that groups proximity to the core of locus of 
controlling agency i.e. the construction of expression such as active trepidation or 
passive inevitability as a result of the alignment of that stakeholder group in relation 
to the discursive object. From a far more contentious subjective position, Pitt (2013, 
p.12) considers the development of wearable technologies such as life logging 
devices as seriously compromised by, “being designed by people who possibly have, 
without being terribly pejorative about this… very narrow personalities” (Pitt, 2013, 
p.12). 
 
The longer term effects of BWC technology on society Pitt (2013, p.12) likens to 
‘abject stultification’ as they are developed and promoted by those who have, “ one 
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personality and one identity and this-is-the-persona-they-have and this-is-the- 
persona-they-project” (Pitt, 2013, p.12). 
 
You’ll all lead much duller lives as a result. I could be entirely wrong; it 
might be incredibly enriching. (Pitt, 2013, p.12) 
 
The researcher drew Pitts attention to the diversity of attendees at the IEEE 
ISTAS’13 Symposium in Toronto, Canada to which Pitt acknowledged that 
cognisant of the diversity of humanity, “some of us you know, without quiet being 
completely Walter Mitty about it, have very complicated multifaceted personalities 
and life histories” (Pitt, 2013, p.12). 
 
Sarcastically Pitt (2013, p.12) expressed disdain for the collapse of duplicity, where 
‘for the social good’ every fact in a person's life is validated against a digital life-log, 
yet, “you’ll never miss the fact that you could never have several personalities during 
your lifetime” (Pitt, 2013, p.12). 
 
Of great interest to the researcher is how Pitt reveals a personal, existential reality 
that is hypercritical of those who are closest to BWCs engineering, marketing and 
aggregation of data, maintaining that, as an inanimate tool, BWCs may also in fact be 
of great utilitarian use within carefully maintained social and ethical parameters. 
These parameters will be harder to maintain though Worthington emphasises (2012, 
p.10), as a diverse society devolves into a surveillant society, “as the gadgets get 
smaller. What we are going to have to come to terms with are people using them 
without our knowledge” (Worthington, 2012, p.10). 
 
The flipside to covert recording is disaggregation of content through social media as 
promoted by BWC developers such as Autographer and Looxcie, an action which 
perplexes O’Brien (2012, p.12) from the Policy and Regulation stakeholder group, 
who considers that, “because again, my question here is, why would anybody watch 
it?” (N. O’Brien, 2012, p.12). 
 
From the same group, similar perspectives are maintained by Harfield (2013, p.11) 
who questions why anyone would give away their privacy, conceding that the 
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broader impact on society of pervasive wearable ‘smart’ computing ubiquitously in 
every fold of the fabric of society fills him with despair, questioning, “are all the 
meaningful relationships only those that you share through technology?” (Harfield, 
2012, p.11). 
 
You start thinking about whether it changes … what it means to be human 
and then what does it do to the digital divide in society? … I know it’s kind 
of excruciating but it will rewire society. (Harfield, 2012, p.11) 
 
In the ‘rewire society’ scenario, Clements (2013, p.3) also questions what becomes 
of humanity amidst the ‘glittery’ allure of wearable computing, reinforcing that, “I 
think deeper issues are hidden … these new devices allow at least some people to 
imagine that we can escape all those problems if we only pursue and innovate 
rapidly, so I’m a skeptic of these” (Clement, 2013, p.3). 
 
The deeper social and ethical quandaries Clements (2013, p.3) considers manifest 
when people refuse to remove BWC technologies in social settings, which Mathews, 
S. (2013, p.4) identifies as the ‘chilling effect’ for private conversations by 
perception of eavesdropping. This perception of loss is deceptive when the subject 
positions that both Clements and Mathews occupy are examined in relation to their 
respective professional roles within law enforcement, security and policing.  
 
Cultural appropriateness Mathews, S. (2013, p.6) relates is regretfully absent 
amongst many wearable technology evangelists, with no opt-out forcing others to 
self-select exclusion, perpetuating a complex state of distrust and loathing. This 
occupation of visibility through digital data capture Mathews also regards as the 
penultimate indicator by which to map the longer-term effect on society, that is an 
examination of power relations and commensurate resistance actions.  
 
If I was not happy with it and I knew the person was wearing it and I didn’t 
think it was appropriate then I would ask them to stop ... and if they choose 
not to stop then I would cease the discussion. (Mathews, 2013, p.6) 
 
On the other hand, the rights of the public to record police acting on behalf of the 
State, going about their duties according to Mathews, S. (2013, p.5) is fair game as 
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they are public figures and subject to a high degree of scrutiny to which O’Brien 
(2012, p.2) counterbalances as a supporter of location enabled BWC technology, 
describing a near future scenario of live data feeds in real time from data-base to a 
police officer. 
 
So, you’d be doing that by facial recognition technology links to police 
databases and in theory there’s no reason why that couldn’t be 
internationalised. However, there are human rights that need to be addressed 
so I think where I’d be coming from is that the future or the possible future 
of body-worn technology or wearable technology is actually and potentially 
huge. (N. O’Brien, 2012, p.2) 
 
The researcher noted that throughout these conversations, those individuals who are 
most proximate to BWCs in a functional or consultative capacity are predominantly 
optimistic, however, those who are critically examining BWCs from multiple 
disciplines or diverse cultural vantage points as more likely to be pessimistic about 
what the longer term effects of this technology will be for society. The underpinning 
discourse which is substantiated through ‘beneficiary rhetoric’, is evident in the 
dualistic thinking expressions of O’Brien (2012, p.2). Appealing through dictum 
using the moral concourse of public safety, O’Brien warns that BWCs with facial 
recognition and live streaming are an additional and ‘improved’ form of surveillance 
and run the risk of being stopped by luddites. 
 
It needs to be handled in a very delicate way otherwise it won’t happen, or 
people will be against it … I think [BWCs] is absolutely massive and it 
could possibly change society in a very beneficial way. (N. O’Brien, 2012, 
p.14) 
 
It appears O’Brien is reassured that his thoughts are the correct ones, in conversation 
reinforcing that he feels vindicated this is the right direction for humanity, despite 
having expressed an almost dissimilar position at the beginning of the conversation. 
 
I think without a doubt it’s going to get better and better in the future, so in 
10 years’ time you could have police officers walking the beat and 
something (wearable technology) scanning the faces and automatically 
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saying ‘...this person is wanted for’ whatever but … there are huge 
implications on human rights that would have to be discussed. (N. O’Brien, 
2012, p.3) 
 
Of most interest to the researcher is the self-disclosure by O’Brien using a judicial 
‘persons of interest’ concept, availed by miniaturised BWV to the point of almost 
invisible on a police officer, which O’Brien (2012, p.10), clearly indicates the officer 
now as ‘node’ in a web of wearable connections, personified by the ‘chilling effect’ 
of CCTV deterrence. 
 
I don’t see why in the future you’d even know that someone’s actually 
wearing a camera. (N. O’Brien, 2012, p.11) 
 
In a seemingly ambiguous retort, Clarke (2012, p.19) remarks that the chilling effects 
of surveillance has a counteractive effect on innovation, arguing that, “our progress 
utterly depends on those kinds of mad inventors, and innovators who are often 
serious deviants as well” (Clarke, 2012, p.19). 
 
I’m most concerned about chilling effects in democratic terms, in artistic 
terms, the feeling that I’m free to innovate … People pick up the inventions 
and muck them around long enough and experiment with them until they can 
actually make them work economically. We are desperately dependent on 
those kinds of things. (Clarke, 2012, p.19) 
 
Despite Clarke’s repeated assurances that regulation provides a panacea for ethical 
restraint and duly accountable law enforcement, the significance of the differing 
subjective positions which Clarke often occupies is clearly illustrated in his sardonic 
expression of frustration as to why the public needs to be protected from bigotry, 
murderous regimes and applications of oversight. 
 
Yes, you’ve got nothing to hide. Of course, you’re safe, you don’t need 
privacy. (Clarke, 2012, p.20) 
 
The demarcations for where body worn video and related cameras can or cannot be 
used needs to be clearly defined Clarke (2012, p. 21) as, “I think there’ll be a 
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dynamic shift in public perception of the need for control over this” (Clarke, 2012, 
p.21). 
 
The need to control how surveillance technologies including BWCs are rolled out on 
a trajectory which others indicate will eventually be affixed on all humans Clarke 
(2012, p. 21) argues, “the second, which in regard to first order impacts, the second 
order implications and then the reaction. I don’t think we’ve gotten anywhere near 
the reaction yet” (Clarke, 2012, p.21). 
 
Clarke also introduces subject positions which allow for the inverse positions of law 
enforcement use of BWCs, reiterating that this civic right such as recording any 
activity, including police activity in a public place, permissible under Australian 
legislation are also at risk if corporate control of public place is redefined as under 
private ownership. Public sousveillance which connects live streaming into social 
media O’Brien (2012, p.10) indicates is already a clear breach in human rights as, 
“it’s one thing about having police doing all that and it’s another thing having it 
unregulated, so the thing about police I guess you can regulate it” (N. O’Brien, 2012, 
p.10). 
 
There’ll be further exclusions … there’s already, certainly in New South 
Wales and Victoria, extremist police powers which certainly includes the 
prevention of video recording within a designated area which could mean 
half of the Sydney CBD. (Clarke, 2012, p.21) 
 
O’Brien’s position differs markedly to those of Clarke (2012, p.21) who considers 
the power relations between who can currently record and for what reason or purpose 
in public as further eroded if they are prevented from doing using point-of-view or 
BWC technologies irrespective of their ‘life-logging’ aspirations. 
 
I’m not sure on the details on that but I think you may even have that now 
and I find it fairly frightening because that meant that Sousveillance is 
banned. (Clarke, 2012, p.22)  
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5.6 Participant Review 
 
At the point of engaging research participants it was explained that as a researcher in 
a higher education organisation, the requirements are for researchers to abide by a 
process of ethical review, that prior to commencement of semi-structured interviews 
or conversation the consent from participants needed to be granted to the researcher 
to digitally record, retain, transcribe and produce for the review process of the 
participant. 
 
Only minor revisions of transcriptions were returned to the researcher and only one 
(1) research participant chose to retract all contributions to the investigation. Each 
research participant was also informed that they had the power of retraction for any 
contributions to the research investigation right up until the point of publication. 
Notifications of what stage the research was at was always conveyed to the research 
participants, likewise it was acknowledged in writing that participant review was not 
contestable, absolute and only spoken or written notification was required to which 






As this chapter reveals, the researcher engaged with participants as experts in a 
global context from differing stakeholder groups and across a diverse range of 
occupations in interviews, extended conversations and sustained long term 
communications, which proved a most useful methodological approach for data 
collection, with ample material for analysis. 
 
By anchoring the interlocutor, in this case the smartphone as an artefact and human 
owner as its ‘carrier’, the case for using a smartphone as a BWCs is proven as 
technically feasible, yet in the context of conversations a powerful ‘benchmark’ to 
return to or conversely swing away from regarding wearable computing. This also 
proved a very useful mechanism through which to return the participant on-topic. 
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Through a comparative analysis of data, a narrative formed naturally, structured 
chronologically as the questions were provided numerically one through ten, 
interfusing a critical discourse analysis of power relations amongst the participant 
responses. 
 
The structure of interview question responses and dialogue combined drawn from 
individual and stakeholder group responses produced highlights as well as unique 
responses requiring deeper inquiry. Using a narrative structure formed by titration of 
key concepts and emergent themes allowed the researcher to perceptually engage and 
compose using a ‘running examination’ of socioethical implications as they emerged 
in context. Larger conceptual clusters were noted and data which did not directly 
address the specific questions were taken aside and these form subsections 6.3: 
Emergent Concepts in the Discussion chapter. 
 
These emergent concepts the researcher regards as higher order considerations from 
which to prioritise, allowing ‘hunch’ to follow form where key themes are declared 
drawing down on empirical presence in data as well as knowledge gained through 
literature and other research experiences such as the reflexive research journal. The 
researcher was also pleased with the varying and exhaustive methodological 
approaches to analyse data forming a conceptual framework, in this case enough to 
warrant a study in its own right given the unique quantified results expressed as 
enumerated tables in addition to or derivative of QDAS Atlas.Ti and Leximancer 
results. 
 
In the following Chapter 6: Discussion, the researcher will provide a summary of 
emergent topics which arose predominantly in conversations with research 
participants, detailing how BWCs can be informed further and beyond existing 
theoretical constructs limited currently in literature almost exclusively to the use of 
BWCs in law enforcements or lifelogging. These emergent topics are by no means 
unique to this research investigation, yet the researcher considers them important in 
contextualising emergent concepts which are almost exclusively drawn from 
participants responses. 
 
It is important to note that emergent concepts also take a narrative form and that in 
its own unique formation it exponentially details all of those key points from basic 
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knowledge through to the most worrisome reflections for participants. In effect, the 
Emergent Concepts section is a titration of the most important considerations 
instantiating conclusions written up as theoretical persuasions, methodological 
insights and philosophical determinations. Following these key concepts an 
illustration of emergent themes indicates what will be drawn upon to form the 
counter argument, a critical response (by the researcher in self-analysis mode) to the 
research argument which sought to frame BWCs by examining the potential benefits 
versus the not so obvious determinants and detriments. 
 
As is detailed, the ‘benefits-versus-detriments’ argument despite being popularised 
and so often employed in isolation as the single and only critical discourse that new 
and emergent technologies is assessed in human society is counter challenged as 
being ‘skinny’ and insufficient. Alternative perspectives drawn from awareness 
gained by the researcher through the researcher investigation, in connection with 
significant contributors as the conclusion reveals, leads to a claim to engage new 
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6.0 DISCUSSION 
 
This chapter conjoins emergent topics which arose from the literature review with 
the developed responses from participants perspectives that arose in conversation, in 
addition to response to questions in semi-structured interviews.  
 
The researcher interacts with these emergent concepts in a textual dialogue, 
interspacing understandings gathered as a participant observer, and demonstrating a 
congruence of evolved analysis of themes derivative of body worn computers (BWC) 
with a body worn cameras (BWCs) focus. Using a narrative structure, the researcher 
ensures a contiguous link with previous chapters and provides the ‘full voice ’of 
research participants in a meta-narrative, derived from ‘emergent themes’ selected 





Through narrative and with reference to conversations which generally preceded or 
occurred after the conclusion of individual formal semi-structured interviews, this 
discussion chapter provides emergent topics, concepts and themes which arose in 
analysis of the research data. 
 
As a research investigation grounded in an ethnographic account of BWCs, a 
demonstration of the researchers own process of ethical engagement and reflection is 
first elucidated in this chapter as a subsection, titled ‘Interpretive Reflexivity'. 
 
Many would argue that ethnographic knowledge claims are partial. Many say 
this predicament demands the researcher’s self-reflexivity about 
ethnographic claims. (Lichterman, 2017, p.2) 
 
Power relations emanating through critical discourse analysis of conversations with 
stakeholders that were developed in Chapter 5: Socioethical Implications have by 
now been made contiguous in prose. Emergent concepts and topics raised by 
participants are shown in some instances to closely align with the researchers own 
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shift in role and transitions of awareness throughout the research investigation, and 
these have been interspaced as quotes drawn from the RJS. 
 
The occurrence and chronology of appearance of themes, ordered and by collectively 
intertwining these stakeholder positions, highlight themes and provide alignments 
that are either congruent with, in refutation of each other’s positions or introducing 
new considerations informing the research argument. Additional stakeholder 
positions which emerged from conversations then provided a solid foundation upon 
which to present a counter argument, which opposes the main emphasis of research 
argument. 
 
By topically clustering concepts, emergent themes and highlighting the shortcomings 
in approach to managing BWCs, the development of Figure 28: Ngikalikarra - A 
Socioethical Framework, encompassing case studies provides congruence with views 
presented in the previous chapters. A review of theoretical, methodological and 
philosophical conclusions, themes and further considerations of the initial research 









Figure 21. Discussion Chapter Overview 
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6.2 Emergent Topics 
 
During the main phases of this research project the researcher sought opportunities to 
engage stakeholders in conversation focused on their expertise aligned with the 
research topic, then in an intensive praxis critically appraising these ideas. 
 
In listening, during and after each conversation with experts, BWCs were identified 
as one small part of a much larger story, that of wearable computing and hence this 
human connection and shared purpose of exploring the social and ethical 
implications of BWCs then emerged as the true value proposition for this research. 
As a result of this ethnographic process, new knowledge and critical understanding 
of the research topic arose, in which the researcher as a participant observer gained a 
better perspective of BWCs through what is known as ‘interpretive reflexivity’. 
(Lichterman, 2017). 
 
This methodological approach which focused on ‘listening’ is aligned with the works 
of Pierre Bourdieu as detailed by (Murdock, 2010), where the ethnographer has the 
potential to provide a ‘universalising view’ and in the process of identifying facts the 
ethnographer, (as sociologist) discharges non verifiable assumptions, adding to new 
knowledge through critical discourse analysis of power relations and higher level 
interpretations via interpretive reflexivity. 
 
Using a granular axial coding process of highlighting single words, combined words 
or key terms in Atlas.Ti of all participant responses, an examination of the resultant 
‘Code Bank’ highlighted a distinct link between themes in lexical format (single 
terms) and by association (single and combined terms) affiliated or related concepts. 
 
The researcher reinforces that this visualisation of data derivative of Atlas.Ti open 
and in vivo coding would (given the same data set) be entirely replicable and the 
methodology uniquely transferable according to the interpretations of each individual 
researcher. In lay terms, if the same methodology and form of representation was 
assigned to be used by another researcher the results would differ according to the 
researcher’s interpretation, yet the rank, theme and concept associations would likely 
extrapolate similarly. 
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This is verifiable by scanning all forty thematic and related concept clusters and 
considering in entirety the relationships based on four separate yet ostensibly 
interrelated criteria: 
 
1. Human Issues - concepts which manifest in lifeworld of humans including 
socially transmissible understandings;  
2. Technological Factors - relationally of human lifeworlds and technologies; 
3. Actors - descriptions of type; 
4. Higher Order Concepts - complex meta-level concepts. 
 
Each and every theme or concept has in this case been considered and assigned one  
of those criteria as a means to emphasise the distinct differences in semantic 
association, by example, ‘things’ (N=20) has been assigned a ‘Higher Order 
Concept’ by criteria due to the researchers overarching knowledge of how influential 
this concept is across the entire dataset. This is also evidenced by its distinct 
appearance in numerous single participants as well as stakeholder group Concept 
Maps. 
 
Further clear examples of how this tabular representation matches without 
assumption the expressions of participants responding to interview questions or in 
conversation is cogently expressed in strings such as ‘ethics’ (31); ‘future’ (26); 
‘society’ (22); ‘policing’ (20) and ‘risks’ (18). 
 
This methodological approach for analysis and visualisation of data is clearly a 
process where inextricable links can instinctually align concepts as clusters and 
related themes, acknowledging that an omission of codes differentiates one 
researchers interpretation from others. In essence, this systematic comparative 
analysis by assessment, titration and visualisation of code rank, theme and concept 
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TOPICS  CONCEPT 1  CONCEPT 2  CONCEPT 3  CONCEPT 4  
privacy 83 privacy issues 61 privacy concerns 35 privacy 
implications 
33 consent 25 
geolocation 64 tracking 58 GPS 33 information 32 monitoring 23 
data 58 surveillance 56 recording 31 government 21 CCTV 20 
event 55 technology 54 digital realities 30 Internet 20 things 20 
body 36 wearable 27 handheld 24 embedded 19 implantable 18 
ethics 31 future 26 society 22 policing 20 risks 18 
control 30 computing 22 memory 22 camera 20 change 16 
devices 28 systems 22 wearable camera 20 wearable 
computing 
19 access 17 
smart 26 smartphones 24 point-of-view 19 lifelogging 17 permissions 15 
trust 25 convenience 28 benefits 16 care 15 context 14 
place 18 connection 15 cultural practices 15 humanity 14 awareness 12 
history 14 education 13 learning 13 research 12 training 11 
rules 12 freedom 11 fear 11 transparency 11 rights 12 
use 12 environments 11 applications 11 choices 11 potential 15 
implications 10 LBS 11 perception 11 safety 11 time 10 
intelligence 11 law 10 military 10 public 10 legislation 10 
security 11 world 10 differences 9 facial recognition 9 community 9 
classroom 10 students 10 use case 9 workplace 9 data collection 8 
values 10 behaviour 10 subject rights 9 interaction 9 person 8 
identity 9 accountability 9 self awareness 9 power 9 acceptance 8 
convergence 9 cyborgs 8 conversations 8 actual vs 
perceived 
8 absolute reality 8 
purpose 8 perspectives 8 capture 7 questions 7 social implications 7 
whereabouts 7 accuracy 7 individual 7 investigations 7 understanding 6 
ubiquitous 7 concerns 7 intimacy 6 harm 6 trajectory 6 
development 7 design 7 communication 7 adoption 6 autonomy 6 
utility 6 function 6 ease of use 6 application 6 automation 6 
development 7 design 7 opportunity 7 adoption 6 business 6 
connectedness 6 challenge 6 answers 6 feedback loop 6 self reflection 6 
state 6 social networks 6 secrets 6 advantage 6 crime 6 
corporations 6 consumers 6 nudging 5 social sorting 5 entrapment 5 
human rights 6 human exp. 5 debate 5 discussions 5 consumer rights 5 
evolution 5 augmentation 5 beliefs 5 inevitable 5 Singularity 5 
cloud 5 decisions 4 expectation 4 exposure 4 addiction 4 
opt out 4 escape 4 etiquette 4 power of 
retraction 
4 lens 4 
prediction 4 sensing 4 proximity 4 quantified self 4 profiles 4 
equity 4 effects 4 forfeiture 4 heath 4 liberation 4 
storytelling 4 use case 4 scenario 4 activity 4 adaption 4 
augmented 4 code 4 processing 4 encryption 4 distraction 4 
institution 4 partnerships 4 pedagogy 4 industry 4 analytics 4 
Aboriginal 4 transmission 4 actual 4 individuals 4 earth 4 
 
 
Legend # Rank Human Issues Technological Factors Actors Higher Order Concepts 
 
Table 17. Emergent Topics & Related Concept Clusters  
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Interpretive Reflexivity 
 
In previous chapters a detailed description of the researchers constant state of 
immersion, notably a concurrent; (1) physical and virtual connection with other 
humans in the field of inquiry, (2) as a participant observer attending events, (3) 
recording observations and through the iterative state of collation; (4) completing a 
Literature Review as well as; (5) an ongoing and extensive process of Netnography. 
 
A semi-structured interview was proposed to be completed in  two (2) parts of the 
observational process, then unsurprisingly diverged into three; (1) Connection with 
experts who bring answers to semi-structured questions; (2) the researcher and 
participants interact in a turn taking exchange of information; (3) new conversations 
emerge which introduce new concepts and topics to consider. 
 
The Research Journal (RJ) which was envisaged as providing evidence of researcher 
conduct and evidence of engagement with participants as a participant observer 
shifted to contextualise ‘salient moments of individual truth’ from a personal and 
professional researcher lived experience, separate to that which was revealed in 
conversation with experts. In fact, for the Reader it is notable that the researcher (in 
self-reflection) considers that a transition and maturity occurred, an uneasy, 
uncomfortable and at times excruciatingly ‘alone’ transition from novice ‘looking’ 
and ‘reporting’, then as a result of interactions with participants in conversation 
through to a growing awareness and maturity of ‘listening’ and ‘seeing’. 
 
From an epistemological or more specifically a ‘sociology of knowledge’ 
perspective, the research journal is a single and iterative act of reflexivity or self-
reference, with the levels of self-criticism in this case indicative of interrogation of 
the researchers, “own feelings, reactions, and motives (reasons for acting) and how 
these influence actions or thoughts in that situation” (Cambridge English Dictionary 
2019). 
 
In retrospect, the ‘make meaning’ quandary of extracting the most important 
information from research participant contributions successfully resolved by 
returning to journal entries, analysing what was significant as visible patterns 
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between these entries and as the ability to discern from conceptually processing these 
bodies of data, power relationships could be identified and brought forward for 
discussion. The act of engaged reflection, the autonoetic, underpins whole careers 
through deep creative thinking according to (Mann, 2018) who in long conversations 
and many digital email exchanges with the researcher revealed the counteract for 
those who accuse anyone of interpretive reflexivity as at best voyeurism emanating 
from a self centred ‘affordance’. 
 
Voyeurism has a negative valence to it ... Voyeurism is a valence, not a 
veillance. ... Veillance simply means simply watching (which might be for 
positive or negative purposes) ... semiotics of gaze and its reversalism, etc. 
(Mann, 2013e) 
 
The reality is though, by choosing a methodology, selecting tools and setting aside 
time to ‘listen’, in critical reflection period has a profound impact upon others around 
them, yet, none more so than the Researcher themselves as the whole process of 
interpretive reflexivity is incontestably cathartic. 
 
If you continue your whole life in just proceeding as if with some kind of 
instinct, then, that is different from every once in a while, stopping to 




The quest for ‘enough data’ is never a procedural matter according to Les Back, 
University of London in Baker (2012) who teaches a course on core qualitative 
methods at Goldsmiths reinforcing that, “it can only be answered by examining how 
the interview data connects with the analytical framework of the project and the 
‘truth telling’ status we confer on the interviews” (Back, L. in Baker, 2012, p.12). 
 
In this seminal document, Back, L. cites C. Wright Mills, author of ‘Listen, Yankee’ 
as an example of a cautionary tale, who in the desire to ‘give voice’ recorded an 
interview with, “Che Guevara and Fidel Castro and the popularity of the book also 
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brought public pressure - in many respects Mills’ tape-recorder was the source of his 
undoing” (Back, L. in Baker, 2012, p.12). 
 
With this principle of caution in mind, the researcher acknowledges Bakers (2012) 
warning, that being, “the danger - a mortal one in Mill’s case is of reproducing the 
voices of respondents as if they correspond to a truth beyond the telling” (Back, L. in 
Baker, 2012, p.12). 
 
The transcription of the respondents voice therefore cannot be claimed nor rendered 
as the authenticity of a person Baker reinforces, as ‘self’ then, “is as much a 
historical product as an authentic biography to be disclosed in the telling” (Back, L. 
in Baker, 2012, p.12). 
 
As Back differentiates, a different level of philosophical nuance in the works of 
Roland Barthes is another example of caution, that of introducing the real risk of 
audio recording a conversation simply for it to be transcribed by a third party which 
is precisely what’s at stake as a result of the ‘convenience’ of the interview situation. 
 
Haven’t we just gone through the ‘toilette of the dead’? We have embalmed 
our speech like a mummy, to preserve it forever. ... This inscription, what 
does it cost us? What do we lose? What do we win?” (Barthes, R. 1985:3 
cited in Baker, 2012, p.12). 
 
On review, at the conclusion of the transcriptions of 50 audio recordings from 8 
stakeholder groups, the researcher noted (with revulsion) that a number of early 
‘interviews’ could be as described by Atkinson and Silverman, as ‘novice didactic’ 
and that, “speaking self (that) emerges within what they call the ‘interview society’ - 
a stylised and particular mode of narrating life” (Atkinson and Silverman, 1997: 315; 
Baker, 2012, p.12). 
 
1. First, the emergence of the self as a proper object of narration; 2. Second, 
the technology of the confessional; 3. Third, mass media technologies give a 
new twist to the perennial polarities of the private and the public, the routine 
and the sensational. (Atkinson and Silverman, 1997, p. 315 in Baker, 2012, 
p.12) 
 
  334 
 
It is within that ‘confessional’ that the researcher is willing to admit that as a novice 
researcher, stumbling blocks that occur in semi-structured interviews or later 
conversation might well have influenced the manner in which research participants 
contributed. With advice from peers, colleagues and with exemplary supervision 
these early researchers’ mistakes were rectified and integrity of data analysis assured 
through diversity of data collection, using a range of digital tools and observational 




As the researcher in completion of transcripts will attest, a large number of 
‘interviewees’ chose to avoid answering official ‘in-depth’ interview questions, 
preferring instead to engage the researcher in complex and often personal life-world 
conversations. The decision to record the interview using a digital audio recorder, 
primarily for transcription purposes though, undoubtedly impacted upon what the 
participants contributed in conversation with the researcher. 
 
The interview, as a social genre that is controlled by the interviewer, is a 
form of mastery over object, acquisition of knowledge through control of 
language. Conversation, on the other hand, is more collaborative, depending 
upon affiliation rather than separation in its structure. (Camitta, 1990, p.26) 
 
By relationally deconstructing the original interview questions with the participant, 
or by deviating to related topics and returning in a non-explicit manner to the 
interlocutor, by default the ‘smartphone attached to participant’, the researcher then 
gained new understandings and a deeper sense of ‘listening’ occurred which a 
standard ‘interview’ would never have availed. 
 
Successful field research depends on the investigator’s trained abilities to 
look at people, listen to them, think and feel with them, talk with them rather 
than at them. It does not depend fundamentally on some impersonal 
apparatus, such as a camera or tape-recorder. (Polsky, 1998, p.119 in Baker 
2012, p.12). 
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In effect, by declaring that the participant could deviate, change, address questions in 
new orders or in fact not answer, made little difference to how most participants 
chose to engage with the researcher. Most chose to answer the interview questions 
and then engage in conversation, congruent with the works of Gayatri Chakravorty 
Spivak who asserts: 
 
A conversation is unguarded and enables one to glimpse the track of 
ideology. An interview is authoritative theoretical production - a site of 
betrayal. (Spivak, 2010 in Daniel, 2005) 
 
In fact, participants predominantly chose to answer the questions in the set 
chronology of order, often referring to their smartphone (as interlocutor) in differing 
forms of personification of the device. By contrast, discussion focus on BWCs 
specific invariably returned in dialogue to referencing the smartphone as an anchor in 
discourse. As experts in qualitative ethnographic research, a number of participants 
also reminded the researcher to be acutely aware of avoiding patronising yet, “well 
intentioned desire to give voice to our subjects … the error is that we mistake the 
socially shaped account for the authentic voice of truth” (Atkinson and Silverman, 
1997: 315 in Baker 2012, p.12). 
 
A similar sentiment was expressed by Supervisor Professor Katina Michael, who 
encouraged the researcher to; (a) challenge through questioning all assumptions, 
whether these be self-generated or those expressed by others; (b) where possible, 
identify and eliminate bias from all communications with participants; (c) critically 
evaluate how recording conversations as ‘listening’ or taking photos and video as 
‘seeing’ then shapes and influences our broader human experience. The Supervisor 
also encouraged the researcher to critically appraise ‘findings’ as potential points of 
contention, in order to escape the confines of coding and thematic analysis as only 
derivative of qualitative software. 
 
To ensure rigour of empirical contribution, Associate Supervisor, Professor Teemu 
Leinonen challenged the researcher to be circumspect of relying solely on ‘what was 
said’, rather to question why the mode of inquiry used the tools of the ‘interview 
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society’ and in that listening process understand the ‘nature of trust’ as a stake in the 
authenticity of the telling.  
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Paradoxical Effect 
 
A review of literature and in the accounts from stakeholder groups, as well as 
individual participant conversations, the topic of technology similarly mirrors the 
views of Kevin Kelly, Founding Executive Editor at Wired Magazine. 
 
Technology, like life and mind, is one such extropic system. From these we 
get new forms, new directions, new ideas. There is probably no other source 
of the new in the universe other than this profound imbalance. (Kelly, 2006) 
 
According to Kelly, who famously suggested in 2007 that lifelogging was inevitable, 
yet, “for the most part total recording will become as pervasive as text is to us now. It 
will be everywhere, and we won’t even notice it – except when it is gone” (Kelly, 
2007). 
 
Some form of this total recall is inevitable, at least for some people. Partial 
recall from partial recording seems inevitable for the rest. We are all likely to 
record more and more of our lives. (Kelly, 2007) 
 
Most importantly, Kelly claims that exotropic systems which include technology are 
recursive by nature, meaning that as an ‘organisation, system or thing’ the derivation 
of power from the cyclic self-reference of origin is in response to the, “... inescapable 
pull of entropy ... this twisted loop pointing back to itself is a paradox, and breaks the 
rules of logic as we understand them” (Kelly, 2007). 
 
In the paradox of self-reference lies the unexpected ability to generate all the 
things we cherish - life, freedom, possibilities, cooperation, thinking. (Kelly, 
2007) 
 
At this conceptual level of observation, unique connections in a vast ubiquitous 
network may then be considered as threatened through homogeneity of ‘sameness’ in 
which, “their only meaning lies in their being available to serve some end that will 
itself also be directed toward getting everything under control” (Rogobete, 2015). 
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This is mirrored in the researchers understanding that humanity has always 
constantly sought to improve upon its core toolset, yet western society as the 
literature reveals, seems persuaded by omniscient vision of Singularity, a state of 
technological super-intelligence so acute it now threatens to render its own citizens 
mute according to (Eden, 2016). 
 
Instead of being its controller, Heidegger warns us that humanity is being 
‘enframed’ by technology, becoming mere ‘standing-reserve in waiting’ to 
be used by it. The self, instead of gaining a higher status of being through 
technological production, instead of owning it and controlling it and thus 
reaching further out for/towards truth, is being turned into technology’s own 
‘raw-material’. (Rogobete, 2015, p.123) 
 
The conceptual illustration of that relational power is referred to as ‘EAM 
Autonoetic Consciousness and the Self’ (Panksepp, 2004), (Damasio, 1999, in 
Lengen et al., 2018) containing the; (1) ‘episodic autobiographical memory’; (2) 
autonoetic consciousness and (3) the ‘proto-core-extended’ self in time-place. By 
direct contrast, Aboriginal Nyikina Elder and Traditional Custodian, Dr. Anne 
Poelina who declares that she is owned by her Country, imbued within a pedagogy of 
hope and success for the Mardoowarra (Fitzroy River) of the Kimberley region of 
Western Australia (Poelina, 2018a) provides a very differing position, as exemplified 
in the ‘Kalara’ framework which is detailed later in the chapter (McDuffie & Hayes, 
2015). 
 
This collaboration with McDuffie provided impetus for the researcher to begin 
articulating this union of concepts centered around ‘Country’. This awareness of new 
grounds for examining emergent technologies in ‘place’ as a result of working in the 
Kimberley region of Western Australia caused a shift in the research investigation 
illustrated in Figure 22: 2015 SCIT Research Showcase Poster (extract).  
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Figure 22. 2015 SCIT Research Showcase Poster (extract) 
 
 
This figure represents an understanding of the awareness developing in the 
researcher for a new way of thinking around BWCs, in fact any new and emergent 
technology as First Nations perspectives and that of Aboriginal communities in 
Australia shared with the researcher. In this unique representation derivative only of 
the researchers experiences, not from the literature, a conceptual interpretation in the 
form of a visual schematic in circular format begins with the ‘Ngikalikarra 
Framework’ in conclusion, the entire research ecosphere illustrated through (at this 
point in the research investigation) ten (10) elements: 
 
1. Title - An indicator of the three factors which combined in the BWCs context 
are causal agency for the paradoxical effect; 
2. Subtitle - A definitive change in research investigation title, correctly 
attributing the provenance of the research integrity; 
3. Intuition - Aligned with the understanding and concept of ‘Liyan’ the 
Aboriginal Nyikina term, a cultural understanding connecting place and moral 
capacity; 
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4. Ethics - As understood by an individual in their own authentic truth as a social 
human being; 
5. Morals - Where whole cultures form nations and decide on the instruments of 
Law and conversely, those of War; 
6. Society - An ambiguous term often confused with the term ‘privilege’; 
7. Place - Events occurring in time and space on Country; 
8. Imperatives - In all ways an absolute - to be tested; 





The participatory approach to working with Aboriginal communities proved valuable 
and the knowledge that the researcher gained when discussing with Traditional 
Custodians subjects such as the nature of ‘gaze’. The use of observational 
instruments conversely aligns neatly with Bronislaw Malonowski’s contribution to 
anthropological study, especially filmic ethnography and investigative field work as 
a functional structuralist, who was also known to consider ‘ethnography’ as the 
terminology for the ‘empirical and descriptive results’ of science. 
 
Field work consists only and exclusively in the interpretation of the chaotic 
social reality. (Bronislaw, 1922) 
 
However, it is possible to argue that the essence of BWCs in the context life-logging, 
as a socially disruptive technology is more akin to Marshall McLuhan's views 
expressed in ‘Understanding Media’ or by contrast, the disruptive approach of Jean 
Rouch, a French filmmaker and anthropologist who is considered as one of the 
founders of the cinéma vérité filmic approach in France. 
 
Rouch developed an approach that blurred traditional distinctions between 
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Rouch viewed film as a therapeutic device, in which people would become aware of, 
and then, “accommodate, the psychological disjunctions caused by colonialism” 
(Eaton, 1979, p.6 in McDuffie, 2019). According to McDuffie (2019) Rouch 
describes the camera as an active catalyst, in a performative role, where the, “camera 
as an ‘accelerator’ allow(s) people to reveal themselves more rapidly than they 
would have otherwise” (McDuffie, 2019). 
 
A key delineator between mass surveillance and the filmic process filmmaker 
McDuffie (2019) asserts, is the philosophical argument of Rouch, that the camera 
can only be introduced to capture human activity between the subject and the 
filmmaker provided that trust is imbued and respectfully acknowledged as the 
essential founding element of their integrated relationship (Eaton, 1979). This 
concept is further developed in discussion in the following two subsections of this 
chapter, titled ‘Film Taking’ and ‘Reciprocal Transparency’. 
 
Mindful that the following tables contain the statistical outcomes of engaging as the 
participant observer at events, during interviews and conversations, they have been 
purposefully located here to support the onus of engaging with research 
investigations involving human participants. The researcher wishes to emphasise that 
data capture must be regarded as secondary to the consensual engagement with 
participants, the first being listening - Ngikalikarra. With consent, a select few 
examples of media derivative of these research activities have been uploaded and 
made available through the Open Science Foundation, Figshare and The Internet 
Archive as detailed in Appendix 9.6: Media.  
 
  342 











60 2012 10 GPS MPEG SDHC 17.2 hrs 
Contour HD Head worn 
camera 
120 2012 12 BT 
WiFi 
MPEG MicroSD 43 hrs 
Go Pro Hero 3 Helmet mounted 60 2012 12 BT H264 SD 11.5 hrs 
Pivothead Camo POV glasses 30 2012 8 BT H264 Flash 71.3 hrs 
Theia Pro 7 POV glasses 30 Alpha 8 WiFi MOV MicroSD 78 hrs 
EDUPOV-2 POV glasses 25 2010 4 - MOV MicroSD 87 hrs 
Looxcie LX2 Head worn 
camera 
15 2012 4 3G/WiF
i 
MPEG Flash 18 hrs 
iON Snap Body worn 
camera 
30 Alpha 5 WiFi MPEG MicroSD 11 hrs 
 
Table 18. Researcher Tools: Video Capture (2009 - 2013) 
 
Table 19. Researcher Tools: Body Worn Still Photo Capture (2012 - 2013) 
 
Device Name Type FPM Year MP Connect Format Capture 
PV-RC200HDW Covert camera 30 2011 5 WiFi MOV 6 hours 
CM-ER18 Covert camera 25 2011 2 - DVR 22 hours 
ER18 HD Covert camera 30 2012 5 WiFi DVR 12.5 hours 
 
Table 20. Researcher Tools: Covert Photo Capture (2012 - 2013) 
 
Device Name Type Year MP Storage Format Capture 
Canon 450D Digital single lens reflex 2010 12 HD SD RAW 5,412 photos 
iPhone 5S Apple Smartphone 2013 8 Internal HEIC 8,990 photos 
Zoom H4n Pro Audio portable recorder 2012-13 - SDHC WAV 125.5 hours 
iPad 3G Apple tablet computer 2012 - Internal - 64 GB 
 
Table 21. Researcher Tools: Additional Data Capture (2012 - 2014) 
  
Device Name Type FPM Year MP Connect Format Capture 
Memoto Lifelogging camera 4 Pre-
alpha 
5 GPS JPEG 22,447 photos 
Autographer Lifelogging camera 20 2013 5 GPS SF 
JPEG 
12,324 photos 
ViconRevue Lifelogging camera 2 2012 2 - C JPG 780 photos 
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Actuator 
 
When considering the concept of ‘actuator’, most commonly referred to in 
engineering context as ‘a machine part responsible for moving and controlling a 
mechanism or system’, the researcher considers BWCs as discussed in the Research 
Journal Summary (RJS) as one unit (each device and its social computing human 
counterpart) (Fulk, 1993) becoming a massive new entity which could be considered 
a component of the greater mass surveillance ‘machine’. 
 
Research participants in conversation then reveal BWCs as either imbued with social 
and ethical implications for human society or other positions in counterposition to 
the research argument. 
 
An actuator is a component of a machine that is responsible for moving and 
controlling a mechanism or system, for example by opening a valve. In 
simple terms, it is a ‘mover’. An actuator requires a control signal and a 
source of energy. (Gomis-Bellmunt & Campanile, 2010) 
 
Through the lens of the participants account, the researcher became aware that the 
‘control signal’ then is arguably the ‘participant’, now challenged as Latour 
provocatively posits (Sayes, 2014; Muniesa, 2015) by the agency of BWC 
instrumentation. Human activity, as the unit of analysis (Kuutti, 1996) considered 
within the framework of human-computer interaction (HCI) research is then 
inextricably the major entity being analysed in this study. 
 
In a Heideggerian assessment undeniably also the ‘source of energy’ for this 
machine, humans (as many participants express) denied ‘poiesis’ and now 
‘enframed’ by technology, are ‘standing-reserve in waiting’ to be used by it 
(Rogobete, 2015). The role of the BWCs in the process of that enframement is also 
aligned with ‘themes’ and ‘frames’ as discussed by (Kuypers, 2009). 
 
As an OBSERVER from afar, I sat and looked in wonderment at humans 
who seemed to be doing something rather interesting with cameras and to 
achieve their goals they were strapping them onto themselves. I was looking 
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at them from a distance and not understanding what they were doing I took a 
step closer. In some instances, I kept my distance and whilst I attended 
forums and workshops or conferences or events, I did not participate in the 
observable use of nor active engagement with the technology. (Hayes, 
2019b, p.142) 
 
The difference between ‘observer’ and that of ‘participant observer’ is illustrated 
through the researcher’s roles at interrelated events across differing human and 
physical geography according to Bruun and Hukkinen (2003b) as well as C. D. Allen 
(2011). By gathering empirical evidence though, the researcher, determined ‘real 
effect’ of the social, cultural and political dimensions (Bruun & Hukkinen, 2003b) to 
the BWC phenomenon as one part of a highly networked and internationally 
connected discussion. Relational knowledge and awareness were comparatively 
attained through a non-linear rhizomatic effect as described by (Deleuze & Guattari 
1987). 
 
I was disconnected with those who had already become the camera and lived 
their life by it, such as Cathal Gurrin, Steve Mann, Gordon Bell and 
countless others. I hadn’t yet become the camera although I had been avidly 
using handheld smartphones like a weapon for long enough, yet still able to 
put it down and retreat if I wished. (Hayes, 2019b, p.142) 
 
The relational power structures in discourse and the levels of acceptance, rejection or 
techno-symbiosis (Sonia & Eric, 2013) can then be interpreted by the participant 
observer and by analysis, noting power relations between stakeholder groups 
encompass new understandings of the domain of Veillance. This avoids any external 
accusations of solely reifying the educational application of BWC, concurrent with 
the advice from Supervisor, Professor Katina Michael. 
 
Then one day I received a camera that I could wear. In fact, not just wear but 
attach to my body and forget about and it automagically transformed me into 
one more of itself, the framework on which it could be carried and operated 
no longer of any importance to its own mission. In effect the camera 
transformed me into a participant actuator, chilling my personal 
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relationships considerably and cannibalised my thinking around data, value 
and community. (Hayes, 2019b, p.142) 
 
The relational, communal and collective process of filmmaking of Julie Perini 
(2009), author of ‘Relational Filmmaking: A Manifesto’ provocatively challenges 
these sentiments expressed of automation and power structures in which surveillance 
and film taking are perceived to erode. 
 
Relational filmmakers do not adhere to established modes or conventions. 
Relational filmmakers make films that are abstract, factual, and fictional, all 
at once. ... Relational filmmakers use their tools to experiment with new 
ways of being and to emancipate new forms of subjectivity. Relational 





Distinctions which can be made between those engaged in the trust based 
relationship of filmmaking where the subject is ‘aware of’ the filmmaker in the role 
as an actor, versus that of the distrustful relationship with those who have ‘become-
the-camera’ and are ‘film-taking’ emerged from lengthy discussions with the 
Supervisor and listening in conversation with researcher and Filmmaker Dr. Magali 
McDuffie. 
 
This dialectical distinction, where the polarity and state of two opposite or 
contradictory tendencies being ‘filmmaker’ versus; and/or ‘film-taker’ is described as 
enframed by a theme of ‘trust’ which is also central in literature and discourse 
analysis of the social reality of BWCs derivative of conversations with research 
participants, conceptually informed by (Dickson, 1986). 
 
There are also ties with what arguably is a collapse of the ‘etic’ perspective to that of 
the ‘emic’, provided that the BWC is still considered as a human borne-worn device 
and the observer maintains a relational position as the viewing audience. Film-taking, 
that is ‘film’ or digital video that is ‘taking’ or in past tense ‘taken’ the researcher 
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observed participants express as that which is captured and retained in a distrustful 
manner. In many circumstances as the research journal reveals and from the accounts 
of research participants in Chapter 5: Socioethical Implications. Notably, BWCs 
could then be considered as taking away information purporting to be for the subjects 
best interests under a ‘serve and protect’ rhetoric, “even claiming that it protects the 
citizen rights, personal security and well-being of the camera bearer, lifelogger or 
officer” (Hayes, 2019b, p.142). 
 
The human (for the subject) is no longer visible and all that others then 
question (user known as bearer) in their absence ... where then is the camera? 
In many cases, where the camera oscillates from overt (etic) to covert (emic) 
in effect it then disappears into the human … and those around them dismiss 
that bearer (human wearer become camera) as simply another node in a 




In the contemporary context of BWCs, the complex relationship that global citizens 
have with the State, as subjects have with the British Crown and members of the 
public with law enforcement, are all explored in the creative works of Danny Shine, 
a United Kingdom based Artist and Filmmaker. 
 
In a highly conflictual act of civil disobedience on March 2018, on ‘private’ property 
Danny when asked to respond to the suggestion that rules are ‘there in society for a 
reason’ Danny replied: 
 
I used to think that rules are there to be broken but I think they are there to 
be questioned and you know, breaking them all the time because someone 
tells you what to do which is one thing I struggle with is also a form of 
slavery, so if every time someone tells me what to do, I do the opposite 
right? (socialexperimentalist, 2018) 
 
As the viewer, throughout this short film we are positioned as ‘audience’ and 
viewing Danny from a number of filmic positions, as Danny interacts with an unseen 
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filmmaker whilst all the while thwarting the attempts by private security guards 
attempting to eject him from the property. Danny is remotely and wirelessly being 
audio recorded which also captures the dialogue of those who are seeking him to be 
ejected from the property, simultaneously interacting with the filmmaker who 
appears to have a range of handheld and BWCs rolling. 
 
This and many other perspectives of interactions in which Danny using a megaphone 
projects his voice into public spaces in close proximity to private businesses, attracts 
law enforcement to interact with him, yet in the jurisdiction of the United Kingdom 
filmmaking under the omniscient array of surveillance cameras, the complexity of 
perspectives invites (as is Danny’s intent) anyone viewing his actions in physical 
proximity of online through his many published short films to question their own role 
as Nicolas Bourriaud (Bond, 2009; Simpson, 2001) would concur ‘actors’ in the 
completion and relational embodiment of reflexive art activity. This highly 
contentious position of where sousveillance as (S. Mann, 2013) describes existing as 
an act of ‘reciprocal transparency’ is situated as an active agent and catalyst for 
reaction from those volatile ‘actors’ in our human society, central in premise to 
Thoreau’s works on civil disobedience (Thoreau, 1848). 
 
Attitudes to law enforcement (Wagers & Irvin, 2017) where BWCs are situated as 
vehicles that extend that surveillance oversight into an ‘embodied’ network of human 
worn cameras as is the case in London, United Kingdom according to (Grossmith et 
al., 2015) are all an illustration of the ‘retaliatory effect’ as policing transparency, 
legitimacy and accountability faces the unprecedented power of disobedience 
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6.3 Emergent Concepts 
 
This research investigation brought together eight (8) key stakeholders groups from 
five (5) continents, with all fifty (50) participants having either direct experience 
with body worn camera technologies or contact through their profession and research 
with wearable computing. 
 
A strategy was devised to ‘make meaning’ by analysis of data derived from 
individual interviews and stakeholder groups. Coding and content analysis were then 
represented using tabular, visual concept maps, critical discourse inclusion and 
reflective interpretations in narrative throughout Chapter 6, Socioethical Implications 
which then culminates as a synthesis of knowledge in Chapter 7, Discussion. When 
considering how to analyse the amassed range of codes assigned to concepts and 
associated themes, the researcher determined that a Lexicon: Appendix 9.8 provides a 
strong visual representation of lexical associations. Likewise, with due diligence, a 
careful examination of occurrence and weighted association of terms derivative of 
Atlas.Ti code lists and code manager can then be represented using a tabular format, 
aligning emergent themes and concept clusters in Table 17: Emergent Topics & 
Related Concept Clusters. 
 
As an example of an emergent theme, ‘privacy’ comprised of many intersecting 
conceptual clusters which emerges from all fifty interviews with the rare exception, 
BWCs are considered as contributing to the erosion of privacy in a contemporaneous 
techno-centric and capitalist consumer global climate. 
 
I’m sensitive to collateral intrusion of privacy. I’ve got no particular 
objection to anybody wishing to sort of chronicle their life using images or 
sound recordings, however I have no particular desire to feature in those 
chronicles. (Harfield, 2012, p.9) 
 
Central to this argument is the arguable ‘benefit’ which corporations promote to gain 
vast quantities of personal data, often positioning ‘users’ location in time and place 
as an event enriched with locational whereabouts. 
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I tend to see more the potential harm or damage and primarily because 
although the individual that is wearing it obviously has consented to wearing 
it and by using it everybody within their vicinity has not and therefore it 
becomes a personal CCTV in that regard. (Mathews, 2013) 
 
The falsity of ‘enamoured worship of things’ the researcher points out must not be 
attributed value as anything more than the numerical predominance of this discrete 
concept cluster in content analysis. Notably though, participants that refer to humans 
as ‘resources’ or ‘users’ or ‘things’ or ‘numbers’ are often proven to also refer to 
inanimate devices as having ‘intelligence’, being ‘responsive’ and ‘communicating’ 
in a ‘relationship’. 
 
The emergent counter-discourse to that of a western capitalist development 
and associated paradigm is evident in the discussion chapter of this research. 
It is derivative of immersive and reflection research activities, an 
identification of cultural practices and values that serve as an indicator of 
power relations, cultural phenomena that manifests with the prevalence or 
absence of things in a society, for example the presence of surveillance and 
absence of culture. (Hayes, 2019b, p.30). 
 
By enumerating single concepts and then interrelating their clusters, a process of 
taxonomy based on conceptual structures, where individual participant, stakeholder 
and event collections are visualised for ease of comparison using an array of 
elements: (a.) ‘Collection Identity’; (b.) ‘Type’; (c.) ‘Percentile Delimiter’ and (c.) 
Primary; or (d.) Secondary concepts. The many unique factors which influence how 
each participant or stakeholders data collection can be interpreted or indeed how 
these influence thematic representation, is principally by omission (by concept 
adjustment delimitation) of the many items, terms, names and other forms 
demonstrable in the ‘appearance’ or ‘disappearance’ of nodes in the visual ‘Concept 
Map’. 
 
The primary taxonomy organises much data and several previous taxonomies 
into a single framework. It suggests that many concept types exist, and that 
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type determines how a concept is learned, is used and how it develops. 
(Howard, 1992) 
 
A comparative analysis of the outputs from Leximancer of the entire corpus of Social 
Concept Maps (Gaussian) and Topical Concept Maps reveals a range of factors that 
‘extend, corroborate, complicate, contradict, correct, or debate one another’ as 
described by (Walk, 1998).  
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ID TYPE COLLECTION % CONCEPT CONCEPT CONCEPT CONCEPT CONCEPT 
1 Participant Amir Aryani 72 devices use [2] social [3] - - 
2 Participant Merja Bauters 55 remember [4] people [5] means [3] time use [2] 
3 Participant Gordon Bell 64 location [3] devices [4] body lifetreks [2] - 
4 Participant Samir Bhowmik 84 world certain [1] choice [2] - - 
5 Participant Leigh Blackall 46 things [2] location body [3] issues [4] risk [5] 
6 Participant David Blackall 64 technologies guidelines [4] military [3] knows [2] - 
7 Participant Simon Brown 59 recording [2] device mobile [3] change [4] job [5] 
8 Participant Mat Brown 49 location things [2] people [4] data [3] photos [5] 
9 Participant Tim Burns 61 surveillance [3] Facebook [5] looking control [2] system [4] 
10 Participant Niamh Caprani 52 looking people [2] studies [3] life [5] images [4] 
11 Participant Roger Clarke 84 use [3] person things [2] - - 
12 Participant Andrew Clement 56 technologies utopianism [3] increasing [4] people [2] - 
13 Participant Michael Coghlan 68 looking [2] people things [3] issue [4] - 
14 Participant Chris Davies 72 interesting [5] phone [3] people [2] different [4] device 
15 Participant Nikola Danaylov 82 democratizat. [2] technology [3] experience [4] time - 
16 Participant Kiwi Wearables 63 understand [3] research [2] data opposed [4] - 
17 Participant Eva Durall 69 technology [3] interesting [4] recording [5] things data [2] 
18 Participant Interviewee 18 76 technology [2] device human [3] private [4] - 
19 Participant Cathal Gurrin 62 people [2] technology [3] data location [4] probably [5] 
20 Participant Clive Harfield 68 computer [5] wearable [3] information [2] fact [4] use 
21 Participant Ori Inbar 70 people digital [2] context [3] IEEE [4] - 
22 Participant Ryan Janzen 65 human [3] people things [4] physical [5] different [2] 
23 Participant Larry Johnson 74 technology things [2] interesting [4] body [3] - 
24 Participant Martin Kallstrom 79 believe [2] need possible [3] - - 
25 Participant Tarmo Toikannen 86 probably [3] parents [2] use - - 
26 Participant Teemu Leinonen 76 phone [3] things aware [2] - - 
27 Participant Geoff Lubich 62 things [3] students [4] areas [2] use police [5] 
28 Participant Deitmer Ludger 80 computers technology [2] Involved [3] - - 
29 Participant Rob Manson 87 things [3] wearable work [2] - - 
30 Participant Scott S. Mathews 78 doing looking [2] - - - 
LEGEND ORDER [#] PRIMARY CONCEPT SECONDARY CONCEPTS 
 
Table 22. Social Concept Maps: Gaussian (ID# 1-30)  
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ID TYPE COLLECTION % CONCEPT CONCEPT CONCEPT CONCEPT CONCEPT 
31 Participant James Neil 59 wearing probably [2] computer [5] using [5] things [3] 
32 Participant Nick O’Brien 82 camera [3] people things [2] - - 
33 Participant Scott O’Brien 65 people world [2] education [4] use [3] - 
34 Participant Glenn Payne 78 learning [3] look use [2] - - 
35 Participant Christine Perakslis 61 students online [5] look [2] different 
[3] 
wanted [4] 
36 Participant Jeremy Pitt 71 course [2] people - - - 
37 Participant Simon Pockley 69 information [2] sense [3] people things [4] - 
38 Participant Jeff Porten 56 government [5] technology 
[2] 
people [3] data [4] privacy 
39 Participant Interviewee 39 69 someone [1] technology 
[2] 
humanity [3] feel - 
40 Participant Jukka Purma 71 understand technology 
[2] 
similar [4] used [3] - 
41 Participant Simon Randall 78 product [2] people use [4] images [3] - 
42 Participant Peter Rawsthorne 60 learning device [2] appliance [3] body [4] - 
43 Participant Stephan Ridgway 86 computer [3] networks computer [4] human [2] - 
44 Participant Tom Worthington 72 location [3] research [4] computer use [2] - 
45 Participant George Siemens 77 networks [2] data activity [3] - - 
46 Participant Colin Simpson 58 time [4] people [3] phone [2] need - 
47 Participant Vance Stevens 65 teacher [5] people device [2] time [3] doing [4] 
48 Participant Erik Stolterman 69 computational technology 
[2] 
design [3] aspects [4] - 
49 Participant Liz Swan 71 technology [2] classroom - - - 
50 Participant Interviewee 50 70 time [2] computers 
[3] 
devices engage [4] school [5] 
51 Stakeholder Business Intel. 83 use data [3] people [2] - - 
52 Stakeholder Digital Cultures 77 information [2] people work [3] - - 
53 Stakeholder Invention 66 technology people [2] data [3] person [4] - 
54 Stakeholder Social Comment. 74 information [3] control [4] work [2] use question [5] 
55 Stakeholder Learning Design 69 information [3] computer people [2] time [4] - 
56 Stakeholder Business Develop. 56 time [3] feel [2] people take [4] - 
57 Stakeholder HCI 89 use privacy [2] people [3] - - 
58 Stakeholder Policy & Reg. 83 information [3] use [2] things - - 
59 Stakeholder All Stakeholders 86 people computer [2] work [3] - - 
60 Event ISTAS13 Symp. 67 privacy [3] computing 
[4] 
people data [4] reality [5] 
LEGEND ORDER [#] PRIMARY CONCEPT SECONDARY CONCEPT 
 
Table 23. Social Concept Maps: Gaussian (ID# 31-60)  
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ID TYPE COLLECTION % CONCEPT CONCEPT CONCEPT CONCEPT CONCEPT 
1 Participant Amir Aryani 72 people devices [2] - - - 
2 Participant Merja Bauters 55 work [3] use [2] people - - 
3 Participant Gordon Bell 64 body lifetreks [2] - - - 
4 Participant Samir Bhowmik 84 future [2] certain world [3] choice [4] - 
5 Participant Leigh Blackall 52 educational [2] video [3] issues [4] use - 
6 Participant David Blackall 52 technologies built [2] doing [3] actual [5] needs [4] 
7 Participant Simon Brown 71 skills [3] device job [2] change [4] - 
8 Participant Mat Brown 49 things take [2] mobile [3] Google [4] Number [5] 
9 Participant Tim Burns 52 Facebook [4] control look [2] moment [3] life [5] 
10 Participant Niamh Caprani 82 information [2] lifelogging 
[3] 
people levels [4] - 
11 Participant Roger Clarke 62 person things [1] time [2] use [3] - 
12 Participant Andrew Clement 56 increasingly [1] people ways [2] hidden [3] - 
13 Participant Michael Coghlan 69 people things [3] needs [2] - - 
14 Participant Chris Davies 76 device [2] people interesting [3] - - 
15 Participant Nikola Danaylov 82 time people [2] alternative [3] - - 
16 Participant Kiwi Wearables 57 research [2] data design [3] value [4] - 
17 Participant Eva Durall 58 technology [2] recording [4] things data [3] sense [5] 
18 Participant Interviewee 18 56 technology [2] device private [3] subject [4] - 
19 Participant Cathal Gurrin 43 understand [2] technology 
[3] 
data cases [4] time [5] 
20 Participant Clive Harfield 62 information [3] body-worn 
[4] 
computer [2] learning [5] use 
21 Participant Ori Inbar 70 context [2] people IEEE [3] - - 
22 Participant Ryan Janzen 69 people human [2] things [3] - - 
23 Participant Larry Johnson 78 school [3] technology wearable [2] - - 
24 Participant Martin Kallstrom 64 believe possible [2] need [3] - - 
25 Participant Tarmo Toikannen 86 use [2] time [3] Facebook [4] idea - 
26 Participant Teemu Leinonen 63 wearable [3] aware research [4] things [2] phone [5] 
27 Participant Geoff Lubich 47 use [2] computer [3] people things [4] police [5] 
28 Participant Deitmer Ludger 72 technologies [2] things computer [3] email [4] - 
29 Participant Rob Manson 82 things AR [2] perception [4] ISMAR [3] - 
30 Participant Scott S. Mathews 44 device [4] technology doing [2] location [3] police [5] 
LEGEND ORDER [#] PRIMARY CONCEPT SECONDARY CONCEPTS 
 
Table 24. Topical Concept Maps (ID # 1-30)  
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ID TYPE COLLECTION % CONCEPT CONCEPT CONCEPT CONCEPT CONCEPT 
31 Participant James Neil 53 education [4] potential [2] probably [3] things - 
32 Participant Nick O’Brien 52 people camera [2] things [3] future [4] time [5] 
33 Participant Scott O’Brien 71 education [3] wearable [4] people [2] world - 
34 Participant Glenn Payne 78 learning [3] use probably [2] source [4] - 
35 Participant Christine Perakslis 71 uncomfort. [3] risk [2] students - - 
36 Participant Jeremy Pitt 77 people course [2] - - - 
37 Participant Simon Pockley 59 people [3] things [2] information sense [4] - 
38 Participant Jeff Porten 63 government [2] technology [3] privacy happen [4] - 
39 Participant Interviewee 39 61 becoming [2] digital technology 
[3] 
- - 
40 Participant Jukka Purma 52 understand [2] people [3] things used [4] event [5] 
41 Participant Simon Randall 61 use [2] people pictures [3] - - 
42 Participant Peter Rawsthorne 43 location [4] appliance [2] body device [3] - 
43 Participant Stephan Ridgway 81 government [3] networks technology 
[4] 
human [2] - 
44 Participant Tom Worthington 72 need [4] research [3] location [2] use - 
45 Participant George Siemens 77 activities social [2] things [3] - - 
46 Participant Colin Simpson 54 audio [2] need doing [3] world [4] - 
47 Participant Vance Stevens 67 people teaching [2] looking [3] doing [4] - 
48 Participant Erik Stolterman 39 computation [3] technology [4] wearer design [2] aspects [5] 
49 Participant Liz Swan 67 classroom technology [2] - - - 
50 Participant Interviewee 50 70 different [3] computer [2] devices - - 
51 Stakeholder Business Intel. 76 computing network [4] body [3] use [2] - 
52 Stakeholder Digital Cultures 70 technology [2] people information 
[3] 
- - 
53 Stakeholder Invention 64 people research [4] location [3] data [2] - 
54 Stakeholder Social Comment. 74 surveillance [4] privacy [4] system [3] use - 
55 Stakeholder Learning Design 75 people student [2] data [3] - - 
56 Stakeholder Business Develop. 56 time [2] people wearable [3] photos [4] feel [5] 
57 Stakeholder HCI 89 information [2] life [3] people   
58 Stakeholder Policy & Reg. 83 camera things [2] use [3] data [4] - 
59 Stakeholder All Stakeholders 68 use [2] people time [3] - - 
60 Event ISTAS13 Symp. 67 computing reality [2] privacy [3] - - 
LEGEND ORDER [#] PRIMARY CONCEPT SECONDARY CONCEPT 
 
Table 25. Topical Concept Maps (ID# 31-60) 
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The researcher reinforces that the study of concepts and, by analysis, the clarification 
of meanings forming conceptual structures within a ‘Conceptual Framework’ are 
developmentally incomplete unless thick rich descriptions of qualitative 





By understanding the origin of network access expectation, as protagonist Amir 
Aryani (2012) posits, the educational purpose for BWC is apparent by critically 
analysing the promulgation of entire network connection, examining all aspects and 
ubiquity. 
 
I think it will be in two parts of educational purpose. One will be educated 
about the network. The other will be about the utilisation of that network in 
the context of research, in the context of education. (Aryani, 2012, p.14) 
 
The ubiquitous 5G Internet of ‘Things’ rollout will further shape all human 
connections Aryani (2012) claims, observing that, “they are already connected - the 
future of the people is that they would be expected to be more connected” (Aryani, 
2012, p.14). 
 
From a Connectivist perspective (Duke et al., 2013; Ravenscroft, 2011; Siemens, 
2013) the diversity of views and perspectives are critical to a well optimised network 
congruent with the assertion by Aryani, differing from a network within which 
individuals simply “exclusively agreeing with one another” (Siemens, 2013, p.12). 
 
To form a connectivist sense, a key aspect of learning experience isn’t just 
what it is that you’re learning and discussing, rather it’s how you’re 
connected to that. (Siemens, 2013, p.12) 
 
The gaps or ‘structural holes’ as described in social network theory positions 
Siemens (2013) can then be bridged by those who can incorporate ideas from other 
networks. 
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From a learning stance the key aspect academically isn’t just to teach 
students content in a discipline, it’s also to teach students to evaluate the 
depth, the diversity, the variance, the related concepts around how they’re 
connected and to whom they’re connected. (Siemens, 2013, p.12) 
 
Educational organisations in conjunction with big data services provided by 
corporations have been quick to take up BWCs as a means to ‘plug’ holes yet, as 
Siemens (2013) relates these are all occurring within yet another ‘container’ in a 
mass surveillance society.  
 
You have a vast array of actors as educators, students, support staff, external 
agency members, workforce participants and a plethora of other contributors 
unpaid who formed the very ‘purpose’ of the institution. Again, there we 
have an example of the power differential between those who monitor and 
control over those whose very existence is the purpose for those in oversight. 
(Hayes 2019b, p.29). 
 
Access and Control 
 
In the Connectivist paradigm, (Siemens, 2013) considers wearable computing such 
as BWCs connected through the Internet as having causal agency with having both a 
detrimental and a beneficial impact on humanity. 
 
The first example that (Siemens, 2013) expounds upon is, those often in charge of 
controlling access to computational and information are often employing the first 
level of dehumanisation by using labels such as ‘device user’ where best quality 
service is an ‘automated node’, abstracted further by persuasions that we, as humans, 
are valuable data occurring in a network of ‘things’. Whether ubiquitous network 
access shapes human behaviour through automated and Internet connected features 
in wearable computing Interviewee 39 (2013) explains, as less about inanimate 
power and control, rather, “technology is not inherently good nor bad, it is a mirror” 
(Interviewee 39, 2013, p.6). 
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I don’t think it's the fact that technology is going to make the decision for 
you but somebody else is making that decision. (Interviewee 39, 2013, p.6) 
 
This is clearly expanding into every reach of global commerce, cultural and social 
context Blackall (2012) insists, also reinforcing that network access will continue to 
be limited due to economic and political disparity, adding, “there’s going to be more 
(lack of access) because it’s not going to be a utopia … therefore they won’t have 
power, so it will remain in the hands of the powerful I guess” (D. Blackall, 2012, 
p.6). 
 
Restrictions of access to network connection (D. Blackall 2012, p. 6), correlates with 
the views of Jeremy Pitt (2013) who similarly illustrates by thematic comparison the 
‘State’ control of data when, “you should be able to use that resource in the same way 
you should have access to water and electricity and so on” (Pitt, 2013, p.10). As we 
become more dependent on digital connection through wearable devices Chris 
Davies (2012) considers equity of access as subordinate to the ‘axis of access’ where 
converging and coexisting systems support ‘smart’ surveillance as described by 
(Michael & Michael, 2012) questioning, “to what extent is our perceived value and 
importance to the system going to close or expand that part of the pipe?” (Davies, 
2012, p.12). 
 
There are probably some very interesting ethical questions around that as not 
all access to information is going to be the same. (Davies 2012, p.12) 
 
Not surprisingly, only a limited range of participants responses can be associated in 
addressing the notion of the tyranny of this convenience of connection, which the 
researcher attributes to the lack of mention of this term in semi-structured questions 
which may have an effect on participant response. 
 
The disconnect between the convenience of connection and the colonising 
causal agency of wearable computing presents itself is perhaps the 
contribution of the research project, interrogating the LBS ‘promise of 
greatness’ and whether it is of detriment to many cultures. (Hayes, 2019b, 
p.40) 
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Tyranny of Convenience 
 
The role of technological consumption based almost solely on ‘convenience’ is 
refuted by a number of research participants, who reveal in conversation with the 
researcher that convenience is a central driving force to decision making in many 
other parts of their lives, not equating free access to online services as surveillance 
capitalism (Zuboff, 2019; Hayes, 2017b). 
 
I don't care about Facebook and I don't feel that Google is trying to control 
me, and I don't mind giving my data in return for the quick benefits that I 
get. (Stevens, 2013) 
 
The tyranny of convenience is a dangerous proposition according to (Ridgway, 2012, 
p.11) who considers fear in the consumer marketplace as having ‘supreme value’ 
when coupled with complacency of consumers who fail to comprehend that they 
forfeit privacy and personal security in a ‘trade-off’ for convenience. 
 
We are giving over to those who aggregate the data and often this data is 
being aggregated by governments, by corporations and it is enormously 
powerful. (Ridgway, 2012, p.11) 
 
Whether BWC will be harnessed as part of a State power is yet to be fully 
determined Porten (2013) believes as the current state is very much consumer led 
aggregation but inevitably over time, “these will be linked up to whatever is the 
Internet at the time with like terabyte data streams” (Porten, 2013, p.8). 
 
Associations between law enforcement use of BWCs and likely use as 
marginalisation or racial profiling tools against Aboriginal people and other cultural 
groups in Australia was expressed by a number of delegates at the ‘2010 
Mobilizethis Symposium’ at Charles Darwin University, Australia (Hayes et al., 
2010). 
 
The absence of discussion around its effects in various socio-technical fora 
suggests a purposeful or wilful neglect by western society as it careens down 
a path to a cyborg dystopia. A need for decolonising methodologies that First 
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Nation peoples hold forward as core and fundamental to the enduring spirit 
of humanity is therefore the counteract to the neglect and apathy of 




In a shared state of expression, many stakeholders attribute consumer apathy as the 
key instrument by which corporations, governments and other actors ‘scoop’ up big 
data through smartphone applications connected with social media. Notably though, 
a few participants when questioned as to their own individual responses to 
stakeholder ‘positions’ contradicted themselves as to how integral smartphones and 
other peripherals have become in their own daily lives. 
 
Oblivious to these ‘agents of oversight’, Ridgway (2012) believes consumers are 
unaware of the types and levels of data mining facilitated by wearable computing 
with the human as sensor interface, adding with precaution that the spectacle of 
terrorism is rhetoric, given “governments have increasingly sought to retain 
information about our digital signatures and we might not be aware of how that may 
be used in the future”. (Ridgway, 2012, p.7). 
 
Certainly, one can think of the more sort of paranoid scenarios of the 
government tracking citizens and using it in a sort of oppressive way. 
(Ridgway, 2012, p.8) 
 
Quoting French philosopher Jean-Paul Sartre (Ridgway, 2012, p.8) conjoins 
wearable computing with corporate control of global personal communications, 
indicating that individuals are either unaware, naive or fearful of expressing 
awareness. 
 
People are not understanding the logic very well, but they are wondering 
how much data is actually tracked? (Durall, 2013, p.12) 
 
Lack of consumer education regarding government and corporation access to device 
user data raised by (Ridgway, 2012, p. 7) differs from issues arising from socio-
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economic disparity (Durall, 2013, p.14) argues, although awareness is rising of how 
corporate consumer persuasions influence the wearable computer device user and, “ 
people are starting to realise this kind of thing in social networks, through their 
recommendation systems that these are happening” (Durall, 2013, p.14). 
 
In an interrogation of active engagement in this wearable computing context, the 
researcher in role considers how: 
 
Everything I was immersed in at the time as an avid educational 
technologist, as an information communication technology consultant was at 
question and that to interrogate and make meaning from our company 




Stakeholders across all eight (8) groups articulate in unity the disruptive impact of 
wearable computing technologies, requiring governance as a whole of nations 
concept. As humans now have the ability to mobilise as a group of people and use 
networked, mobile, handheld and wearable technologies (Siemens, 2013, p. 11) 
commensurately this is having an impact on how governments control information. 
 
I’ll just speak from a Connectivist standpoint or perspective and one of the 
realities is that network technologies distribute control and they make it very 
difficult for a centralised control to make their views known or to mandate 
how people act. (Siemens, 2013, p.11) 
 
The traditional models of government have collapsed asserts Siemens (2013) as 
people have become ‘better’ connected via the Internet, where, “being connected to 
one another enables a greater pace of idea flow and exchange and also enables 
greater social action and social engagement” (Siemens, 2013, p.11). 
 
The manner in which local information was previously filtered and presented by 
Government, television and news networks Ridgway (2012) contrasts with an 
 
  361 
Internet mediated networked connection as, “no matter how much governments and 
corporations try to control stuff, the fact that humans are connected globally you 
know is a great force of resistance against that” (Ridgway, 2012, p.11). 
 
The mobile phone and social networking connected anywhere anytime has 
been able to give a voice to forces of resistance and forces of rebellion and 
forces of liberation in a way which weren’t possible previously. (Ridgway, 
2012, p.11). 
 
In the case of mobile phone proliferation across the world the key impact observes 
Merja Bauters (2013) is the disruptive effect for cultural continuity, where, “I guess 
the younger generations, they won’t need to change their practices as some older 
ones will have to, because you are losing some of your freedom” (Bauters, 2013, 
p.27). 
 
Through the accounts of (Wagers & Irvin, 2017; S. Mann, 2013) of the historical 
foundations for Google Glass (Hayes, 2015c; Steve Mann, 2001b), ubiquitous 
technologies including cameras installed in everything including BWCs worn by 
police, Mann reinforces is a distraction in comparison to the onset of ‘pervasive’ and 
invasive surveillance of everyone at all times ‘right from the eye-line of others’. 
 
This topic was also of great interest to Stephan Ridgway of TAFE NSW who 
joined the researcher along with Michael Coghlan for TAFE South Australia 
to discuss via a TalkingVTE webcast the outcomes of the Australian 
National University HCC presentation and also new body worn camera 
technologies being deployed across the UK police force. (Stephan Ridgway, 




Participants across all stakeholder groups identify that wearable computing is 
disruptive in many cultural contexts as well as pervasively and persistently 
demanding response, which by distraction impacts upon their relatedness with 
friends, family and colleagues.  
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An example of an ‘unnecessary distraction’ Bauters (2013) illustrates is biofeedback 
or enhanced vision through an augmented head worn ‘goggles’, despite wearable 
computing being synonymous with extreme sports such as skydiving (Bauters, 2013, 
p.4). 
 
In later conversations Bauters (2013) spoke of the ‘true agenda’ of a free market, in 
which, the lack of regulation or at least lack of or minimal response to calls for 
greater transparency of media giants who are driving this epoc of distraction, results 
in the wholesale ‘skimming’ of consumer big data. 
 
A great tension is evident and as evidenced in the interviews in comparison 
to the participant observer activities, principally those who endorse 
sousveillance as an act of recalcitrance; those who dismiss anything which 
circumvents a surveillance state; those who view such technologies as 
‘disfiguring’ humanity ... and those who don't rightly care what the social or 
ethical outcome is of their own activities using these wearable computing 




Utility is a recurrent term used to guide BWCs use cases,  yet the wide range of 
applications for BWCs Clement (2013) argues, “are informed by technological 
utopianism which I personally am skeptical of” (Clement, 2013, p.1). 
 
I do appreciate that people are trying to grapple with these complex 
questions of the relationship between the social and technical phenomena. 
(Clement, 2013, p.1) 
 
Evidence of this challenge according to Brown (2013) are location-based services 
‘intelligent’ enough to relate important information and then converse in a human-
like manner which Brown envisions as a near-future application of BWCs. 
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I think there is definitely room for location services to make things easier. 
(Brown, 2013, p.18) 
 
The clear alignment between research centres, corporations and the consumer 
marketplace are also easily identified with utility as leading principles guiding ease 
of application and disaggregation, with educational institutions one clear example of 
catalysts for rapid innovation and subsequent industry developments. 
 
It monitors your heart rate, the moisture on your skin, every breath you take, 
and every move you make, and it’s connected and networked. (Bacon, M. 




The notion of ‘whereabouts’ as what humans hold sacred or private to themselves 
arose in most of the conversations with participants, who in a number of cases 
admitted that they often lied about their exact location on the phone to others. The 
reasons stated for doing so is in maintaining this private ‘whereabouts’ was the very 
last effort they made to maintain a freedom which is being abused or collapsed by 
social media, more often than not tracking and with the users ‘consent’ publishing 
the geolocation in relation to a person whereabouts as an ‘event’. 
 
The ‘giving up’ of personal information in exchange for communication and 
lifeworld navigation has strong ethical and cultural implications reinforces Perakslis 
(2013) who observes in an educational setting a current generation of students using 
social media, “as a means to let everyone know where they went or where they are” 
(Perakslis, 2013). 
 
A number of participants however expressed an ambivalence to the importance of 
privacy versus the perception of the State’s bid to control space, claiming it is for 
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If we are going to have stuff implanted in us and people with the information 
are able to tell exactly where we are at any given minute of any given day, 
that's a very big change for humanity ... and if you have nothing to be afraid 
of then I don’t care who knows where I am. (Coghlan, 2012, p.19) 
 
What consumers don’t realise Harfield (2012) remarks is that by forfeiting privacy in 
the transactional ‘giving up’ of device user’ whereabouts’ then enables, “reports (of) 
your physical geographical location to a third party who wishes to exploit that 
information” (Harfield, 2012, p.7). 
 
As an artefact of a contractual process, ‘giving up information’ or ‘giving off 
location’ Durall (2013) equates also as forfeiting privacy for convenience, which 
paradoxically, considering the behaviours of consumers, “we are so happily thinking 
that we can access free services with Facebook, but on the other hand you are giving 
something away on the other side ... you are signing or accepting a contract that 
usually no one reads” (Durall, 2013, p.17). 
 
Another level of dystopia brought on by consumer complacency, regardless of 
context Mathews (2013) argues is inadvertent transmission of whereabouts without 
consent, which exponentially compromises subject rights with grave privacy and 
cultural implications which may result in personal harm. 
 
If I don’t know that that activity is taking place, then I don’t have a choice 
and I have no way of communicating that. (Mathews, 2013) 
 
Citing an example of current trials of augmented reality in an educational context 
Ridgway (2012) remarks, the fact is that locational specific information, “if that 
information is stored once it is on the network. It can’t be brought back, it’s always 
there” (Ridgway, 2012, p.9). 
 
The lock-bind tie with information is derivative of the power and the government's 
ability to ‘look in’ at the whereabouts, associations and interactions of its citizens 
digital footprint, reinforces (Porten, 2013, p.3) who brings into question restrictions 
such as social control it may also choose to impose. Large corporations such as 
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Google and Facebook O’Brien (2012) consider as ‘bad actors’ observing that the 
European Union have continually sought to dismantle them to protect the rights of 
their users, principally around issues of privacy. 
 
Google has been bitten a number of times over the way it’s carrying out its 
business as far as privacy is concerned. (N. O’Brien, 2012) 
 
In late June 2017 the researcher struck upon the concept of ‘whereabouts’ as perhaps 
one of the most important concepts and arguably ‘fundamental right’ for an 
individual to maintain their mental health and individual well-being - the capacity to 
‘feel’ like they have escaped the network. 
 
That freedom to circumvent social credit is also within the confines of the 
very same capitalism humanity sought to escape and yet ... this ... a 
burgeoning control of our humanity, so this is why this research is important 
as it explores how identity, power and ‘whereabouts’ all contribute to our 
collective and individual sense of freedom, not our subscription to a highly 
organised society. (Schep, 2017 in Hayes, 2019b, p.131) 
 
 
Importance of Self Reflection 
 
Critical reflection or the capacity to engage in the autonoetic (Lengen et al., 2018) 
informing ethical development within responsive regulatory frameworks foster 
digital citizenship relates Coghlan (2012) proactively empowering individuals to 
address consumer, subject and human rights, adding, “I’m really happy that people 
are looking into these issues because they are huge and they have the potential to 
change life as we know it” (Coghlan, 2012, p.19). 
 
Although this is a juggernaut that is already on its way... it is unstoppable. 
(Coghlan, 2012, p.19). 
 
To foster trust, to critically inform those who are subject to the end game of 
networked, location enabled and surveillant capable technologies which Coghlan 
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(2012) considers to be the last step before humans are considered to be fully cyborg, 
requires circumspection as this, “must always take place in companion with 
conversation, dialogue and examination ... an intellectual, respectful and ethical 
examination” (Coghlan, 2012, p.19). 
 
The role of the mainstream media in fostering and driving critical debate Blackall 
(2012) indicates as lacking in any substance, rather, “they just go on gimmick trips 
and expose the things that are appealing and in an infotainment way and the debate is 
not had” (D. Blackall, 2012, p.8). 
 
The social implications and ethical considerations of wearable computing 
technologies, particularly how BWC will ‘play out’ Durall (2013) aligns with human 
capacity to engage critically as, “at some point we have to talk about this, but I think 
that we are coming so close to a dystopian science fiction situation” (Durall, 2013, 
p.16). 
 
Critical evaluation through reflection on current cultural practices Dural (2013) 
concludes will be essential for humanity as we move into an age of automation, 
virtualisation and learning through mobile computing. 
 
What does it mean using a certain word and not another one, analysing and 
having an analysis, a critical analysis of the whole picture? (Durall, 2013, 
p.33) 
 
An example of ‘intervention’ style self-reflection Neil (2013) describes in an activity 
devised to bring people to an awareness of how to develop better coping mechanisms 
with the onset of pervasive computing and enable more meaningful relationships. 
 
We strip them of including things like watches and other things, certainly 
phones ... and put people in situations where all they have to rely on is their 
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The paradox though, according Nikola Danaylov (2013) is that any reflective or 
critical analysis of ‘coping mechanism’ must acknowledge most compelling 
contemporaneous creative ideas are, “technologically mediated and I have strong 
opinions on most of them but I refrain from advocating my own opinions too much” 
(Danaylov, 2013, p.5). 
 
I’m not advocating for anything else other than critical thinking and critical 
examination of the main ideas that will be shaping this century. (Danaylov, 
2013, p.5) 
 
The challenge now for humanity research participant Rob Manson (2013) implores is 
critically engaging using a proactive interdisciplinary approach, as, “we are past the 
technical haggling about what should be possible and how are we going to connect 
all the plumbing together and now we can really start focusing on the experience and 




To understand other people, we have to step outside our comfort zones states 
Manson (2013), connect with other cultural groups within communities and engage 
using an interdisciplinary approach fostering critical inquiry. 
 
How do we deal though with the situations where in certain cultures they 
(device) are not a permanent asset of ours? (Interviewee 50, 2012, p.8) 
 
By embracing cultural diversity, the development of wearable computing 
Interviewee 50 (2012) determines will challenge and eventually collapse the 
‘individual’ owner stereotype, in stark contrast to the assertions of (Lyon, 2001) who 
reinforces that mass surveillance is central to social sorting, in effect a lack of any 
individualism. 
 
According to Poelina (2019) the understandings through which Culture can be 
defined can be expressed as; 
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A shared system of beliefs, knowledge, values, symbols, stories and ways of 
life in a group passed on through generations. (Poelina, 2019, p.183)  
 
The impact that BWC’s will then have as an added element and cultural entity Chu 
(1998) highlights as instrumental given, “from infancy to old age, culture mediates 
one’s experience and guides one’s perceptions, interpretations, and behaviour” (Chu, 
1998, p.126). 
 
Comparatively, the concept of ‘sameness’ that emanates from engagement in the 
workplace Interview 39 (2013) observes as necessitating critical inquiry, given they 
constitute a socio-ethical risk for the greater prospects of humanity when “the work is 
so digital that I feel like the people who I am associated with generally are having 
very similar conversations” (Interviewee 39, 2013, p.1). 
 
By considering the personalisation of service rather than functional utility, each 
device then becomes a signifier of ‘consumer behaviour’ which Randall (2013) 
conflates with cultural differences as diverse as hipster status ‘selfies’ compared with 
showcasing, “my watermelons are ready, I’ve got to get them to market in two days 
otherwise I am not going to be able to feed my kids” (Randall, 2013, p.11). 
 
This utilitarian push for BWCs in western culture is markedly similar the researcher 
sardonically observes through the anthropological standard of ‘hard work’ where the 
historical focus on ‘evidence of capitalist intervention’ signaled success. 
 
It now begs the question whether what I am observing as a researcher is now 
tied to the same concept where the ‘land’ is now the human body, that if the 
body is not being used productively then it is ‘fair-game-for-the-same’ and 





Whole generations of parents who fear the security of their children are driving them 
to be constantly connected through smartphones with the Internet which leads them 
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to social media according to Aryani (2012) who states, “parents are of course not 
prepared ... kids used to go home and then they would be safe ... this is the first year 
that parents have been notified by the government that they have to be careful about 
using social networks involving their kids and a social environment” (Aryani, 2012, 
p.8). 
 
The benefits of ‘always-on’ technologies must be contrasted with the detrimental 
impact of ‘proximal nearness’ for the wearable computer device user Dural (2013) 
who personally volunteers her nearness to her smartphone as never more than, “on 
average, say 10 metres that would be quite exact, more like within a range of ten 
metres” (Durall, 2013, p.6). 
 
Smart phone technologies join BWC and other wearable computing Christine 
Perakslis (2013) remarks as components in part of an individual’s ‘personal 
security’, their physical identity tied to place, peers and memory making through a 
virtual reality. 
 
We can’t live in a sterile environment where information is just a transaction 
... it’s not about me it has to be about the student. Student-centric, so if they 
want me to juggle, I have to consider should I be juggling? (Perakslis, 2013, 
p.2) 
 
As a distinguished academic and respected commentator on matters in Canada 
including national security, government control, surveillance capitalism and other 
related fields Andrew Clements (2013) expands upon security, stating, “for me the 
wider perhaps deeper concern is the current political and economic context of this 
development which I think it’s increasingly disturbing for me” (Clement, 2013, p.2). 
 
Asked twice for clarification Simon Randall (2013) confirmed BWCs are being 
employed in a national security context in ‘an extension towards building 
intelligence profiles of environments’ emphasising, “they already have got these 
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The Autographer life-logging device though, as Randall (2013) seeks to assure the 
Researcher, is, “a very private device so the way we built the ecosystem around it is 
very interesting” (Randall, 2013, p.13). 
 
We are governed by a private law ... it’s the same as you know, mobile 
cameras and digital phones. I think that behaviour already exists. (Randall, 
2013, p.16) 
 
Trust, etiquette and normalisation will eventually ensure saturation of BWCs across 
the entire human population much like the smartphone Randall (2013) claims, 
considering that it," took a couple of years for people to work out that actually it was 
ok, as long as when you were around that people could tell if people were taking 
pictures or not and you could manage these things” (Randall, 2013, p.16). 
 
The tipping point of fear-driven security consciousness is a society filled with 
BWCs, yet open community networks prosper Matthew Brown (2013) relates, 
pointing out the paradox is in knowing BWCs their data is spreading all over the 
Internet now as ‘macabre entertainment’, particularly in America where ‘do the 
crime and do the time’ is now a state of digital intractability. For all positive intents 
and purposes Brown (2013) chooses not to participate willingly in some types of 
activities which ‘give away’ his location adding, “I don't honestly think that the 
government are data mining my location or anything like that” (Brown, 2013, p.17). 
 
There is a possibility that you can be spied on by some third party, either 
government or otherwise and I’m the opposite of interesting and don't think 
that anyone would want to spy on me. (Brown, 2013, p.17) 
 
After a short pause, smiling, Brown (2013) then added, “that I am aware of” (Brown, 
2013, p.17). The researcher in conversation with Brown (2013) then highlighted, in 
common agreement, the unified perception that engineers and information system 
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If society by virtue of cultural association is largely disciplinary then what 
became of trust? In that regard, has digital, replicable technology eroded that 
trust by cannibalising control and become the very tool of oppression we 
sought to avoid? (Hayes, 2019b, p.136). 
 
Conundrum of Consent 
 
The conundrum of consent is a recurring topic raised by participants in conversation 
who indicate that BWC present as only a minor challenge for humanity whilst other 
participants consider BWCs as symbol of a regressive surveillance society, occurring 
in a complex dichotomy of protecting subject rights against wrongs. When asked as 
to whether the public will ‘visualise’ policing differently if all police officers wear 
BWC, N. O’Brien (2012, p.5) points out that the public, “should know that they’re 
being filmed if it happens because you know, that’s only right” (N. O’Brien, 2012, 
p.5). 
 
There are many ways of ‘doing it’ O’Brien, N. (2012, p.6) admits, indicating that 
current mandatory notification by police informing the subject that they are or 
intending to record will in the near future may even cease to exist. 
 
The technology could be so small that actually you know they may not know 
or it wouldn’t be apparent that they’re wearing a camera because it’s not 
going to be very big you know, almost like something in a lapel. (N. 
O’Brien, 2012, p.6). 
 
In a comparative case, legislation governing consent for amateur photography in 
Spain, Dural (2013, p.24) describes as governed by ‘case-by-case’ perception, 
notably, “it's not about carrying the device but it’s kind of, if you are registering 
information with that device, what is the use that you are going to do with that 
information?” (Durall 2013, p.24). 
 
Another burgeoning issue the researcher identified as the inherent issues of BWCs 
data retention and management given the plethora of providers each seeking to 
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undercut the other in price and ‘secure’ access yet, reality from numerous empirical 
studies indicates: 
 
Now at hand, fifty conversations recorded which indicated that there are 
major risks with this storage, data management issues and above all else 
participants indicate that the privacy issue is at a catastrophic level given the 
implications that BWC footage might be used against citizens, cultural 




Proponents of BWC, particularly those using it as visual surveillance Roger Clarke 
(2012) states must demonstrate, “what it will do, how it will do it, and that the 
resources are in place to achieve that” (Clarke, 2012, p.6). 
 
Skeptical wariness for any new and emergent camera technology is critical believe 
Mathews (2013, p.3), N. O’Brien (2012, p.6), Clarke (2012, p.9) and Clement (2013, 
p.1), all questioning safeguards which regulate encryption, interception, storage and 
future access of BWCs data. 
 
Let's regulate it, let's supply the hardware to the police officers going to do it 
because they’re going to do it anyway to protect themselves because people 
do make unfounded allegations against police officers. (N. O’Brien, 2012, 
p.5) 
 
Trust issues and fears arise (N. O’Brien, 2012, p.3; Mathews, 2013, p.2) confirm 
when police officers use BWCs without consent or knowledge of the subject, 
including recording devices that are “not supplied on the job, by the organisation, nor 
the Police Force” (N. O’Brien, 2012, p.4). 
 
The reasons for this covert recording O’Brien (2012) states as, “the technology is 
such that this can happen” (N. O’Brien, 2012, p.4). 
 
 
  373 
Some of them actually have their own device to protect themselves because 
they’re concerned about people making unfounded allegations against them, 
and complaints being made against them. (N. O’Brien, 2012, p.4) 
 
Regulation stipulates BWCs data storage must be with an approved provider, yet 
whether this is always lawfully expedited indicates O’Brien (2012, p. 5) “the answer 
is probably not” (N. O’Brien, 2012, p.5). 
 
The flip side to this dichotomy is police who currently have the capacity to choose 
not to record or edit their own data which the end result Clarke (2012, p.22) believes 
is “falsification particularly since the boys will have control of their own video and 
(then) there’s no regulator of the police” (Clarke, 2012, p.22). 
 
Police are above the law ... they regulate themselves. Self-regulation never 
works, and it certainly doesn’t work in the case of the police. So, there’s 
serious concerns about that in the regulatory fabric. (Clarke, 2012, p.22) 
 
The arguments for and against BWC is further informed by statutory oversight, 
monitoring how organisations regulate and control its use according to (N. O’Brien, 
2012, p.5; Mathews, 2013, p.2) which effectively, “if the ‘watchers know that they 
are being watched’ then there may be a beneficial impact” (Mathews, 2013, p.3). 
 
I mean, if it is only for personal use, personal collection then that is a whole 
different issue, but from the privacy standpoint, from my perspective it only 
becomes that big an issue if there is someone that can collect the data, 
monitor the data and see the data. (Mathews, 2013, p.3). 
 
The regulatory nightmare of BWCs as they proliferate across the law enforcement 
and policing sectors of Australia soon joined the challenge of the ‘chilling effect’ of 
wearable cameras on otherwise convivial professional conversations to which the 
researcher was soon made aware of as apparent in police and public encounters in 
Australia in as early as 2010. 
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My presentation was focused on the proliferation of body worn video 
cameras across the policing sector after having attended a number of events 
which indicated that BWC were beginning to become a regulation endorsed 
feature of civil policing across Victoria and Queensland Australia. (Hayes, 
2019b, p.42). 
 
Degree of Proportionality 
 
Proponents of BWC, particularly those using it as visual surveillance Clarke (2012) 
states must demonstrate, “what it will do, how it will do it, and that the resources are 
in place to achieve that” (Clarke, 2012, p.6). 
 
I think if you’re going to use this kind of technology, I’d be advocating for a 
degree of proportionality ... there would need to be very strict rules about 
how it’s used, and those rules have to be completely transparent. (N. 
O’Brien, 2012, p.3) 
 
The trajectory for BWC becoming a CCTV extension of the State, Jukka Purma 
(2013) also considers as highly plausible adding, “it will be like digital sales, items 
and things like that, but technology itself doesn’t have much to go to get there” 
(Purma, 2013, p.11). 
 
Broad public consultation with informed legislation regarding emergent technologies 
are being hijacked by government and policing organisations according to Blackall 
(2012) and, “it seems to me to be blatantly dishonest and avoiding the discussions 
they must have with civil liberty groups” (L. Blackall, 2012, p.7). 
 
If they can’t get it across those civil liberty groups then it is not time to bring 
in that technology, in my opinion, regardless of the security or the so-called 
security risks that they think they are addressing. (L. Blackall, 2012, p.7) 
 
Similar sentiments are expressed by Professor Katina Michael (2013, p.42) who 
indicates that solutions which address impending social implications are those that 
encompass a degree of proportionality, which is responsive to feedback loops and 
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privacy parameters designed into consumer development ensuring the ethical 
diffusion of an innovation. 
 
We have to switch this reactive model into a proactive one that allows 
feedback from consumers early in the development process. In fact, user-
centric engineering can come a long way into building in safeguards both 
into technology and surrounding social frameworks that people should 





Leading Australian privacy advocate Professor Roger Clarke considers BWCs at risk 
of being used as an extension of State controlled CCTV, with artificial intelligence 
automating all data analysis which results in continuous predictive policing. When 
individual members connect BWCs as a ‘node’ of the greater CCTV network a 
common expression in feedback reported by research participants is “the chilling 
effect that I’ve talked about for 30 years of research in surveillance” (Clarke 2012, 
p.5). 
 
Of greatest concern though, largely unseen according to Bauters (2013) is the 
analysis of that surveillance data and the manner in which data is now retained and 
used to incriminate citizens or groups. 
 
Then it’s for like … an ongoing review. Like checking for something bad 
doesn’t happen there, if it’s kept. (Bauters, 2013, p.17) 
 
Likewise, in a broader context, the proliferation of surveillance and its archetypes in 
static or wearable forms in Finland, “are not so visible, so much so, you have to 
know where to look to see them” (Bauters, 2013, p.16).  
 
The dichotomy between how western and northern European nations use surveillance 
Bauters (2013) observes is also indicative of how we can powerfully understand its 
purpose as, “it can be surveillance, but it can also be safety” (Bauters 2013, p.16). 
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How surveillance plays out as a means to address fear, control or prevent behaviour 
and assure public safety according to Bauters (2013) is largely driven by cultural 
practices and values and yet the clear goal of ‘oversight’ using BWCs technology is 
predictive policing. 
 
To calculate like where the criminal acts go and of course police they go 
somewhere else, so they have been trying through the cameras and some 
other ways. (Bauters, 2013, p.19) 
 
The relational power apex and inherent secondary level of danger is that surveillance 
sets up not only a technological means for predictive policing Bauters (2013) argues 
but also “of course you can use it the other way around because if you can predict 
something, you can also use it for bad” (Bauters, 2013, p.20). 
 
Well you can always take the Nazi card and play it again, again and it would 
have more means to do a whole lot more of things. (Bauters, 2013, p.20) 
 
In summary, on this topic Bauters (2013) concluded by saying body worn cameras as 
a means of enforcing law, must be considered from a more holistic cultural values 
perspective, not simply as a means of marginalising, “even more accurately” 
(Bauters, 2013, p.20). 
 
Well, you can observe but then again it depends on a bit of where and (at) 
what you are looking and also with what attitude you are looking with. 
(Bauters, 2013, p.20). 
 
The emergent concept of surveillance capitalism (Zuboff, 2019) contends, now 
demands transparency to the public as consumers, yet governments, corporations and 
the ‘privileged’ few continue to control the consumers ‘privacy switch’ zone at 
increasing cost to communities, nations and broader humanity. This capitalism of 
human behaviour builds the capacity of the State according to (D. Blackall, 2012, 
p.7) to track, monitor and data mine wearable technologies in addition to existing 
modes of surveillance. 
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We are in for some rather sinister times because of the growth of such 
technologies and the ability for them to be used invasively without the 
subject even knowing that they are nearby ... any one of these (wearable) 
technologies are capable of being very intrusive and used by the state. (D. 
Blackall 2012, p.7) 
 
The manner in which this data is used by the State derivative of the many nodes of 
surveillance is an agency is of the most concern asserts (Blackall, 2012, p.7; Michael 
& Michael, 2009) because, as history proves, “whether it is used to blackmail people 
or arrest people just take them out and disappear them forever or control them even 
with propaganda” (D. Blackall, 2012, p.7). 
 
Invasive devices need to be constantly discussed and guidelines need to be 
rewritten to take them into account. (D. Blackall, 2012, p.7). 
 
It would take massive civil action Blackall (2012) believes, to uncover all of the 
programs and instances of current illegal or state sanctioned surveillance practices 
including the most recent mass deployment of the Axon BWCs program in Australia 
remarks (D. Blackall, 2012, p.7). These views of political attention and focus on 
surveillance Danaylov (2013) states is an unbalanced position for humanity. 
 
Perhaps this will be one of the first times in the history of humanity that we 
have the possibility to create history from below, because, you know, usually 
history has been written by the winners and it has been written from above. 
(Danaylov, 2013, p.2). 
 
Reflecting on where ‘surveillance’ as oversight and ‘sousveillance’ as undersight 
(Mann, 1998b) exists in society, Danaylov (2013) contributes by making an 
observation of the polarised power relations between state agencies and the public, 
inviting debate in an effort to seek balance. 
 
I think Steve (Mann) makes a compelling argument and I can see how he’s 
trying to depoliticise the issue by bringing in the Veillance concept and also 
to bring balance into it, right? (Danaylov, 2013, p.2) 
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Utilising a BWC as a means for protecting ourselves Interviewee 18 (2013) remarks 
is emblematic of Steve Mann’s, “idea that we have to protect ourselves against an 
all-seeing eye. I think for him (Mann) that his technologically enabled eye is 
empowering and as an individual, it constitutes for him a type of freedom” 
(Interviewee 18, 2013, p.4). 
 
I also gathered from his presentation that his right to see, whether from his 
own eyes or extended by a camera is his prerogative, situated in a set of 
politics revolving around his idea of Sousveillance. (Interviewee 18, 2013, 
p.4) 
 
Handheld and wearable technologies Coghlan (2012) indicates are an ‘obvious’ and 
visible extension of the human body, however, “the more hidden it is the less that 
people know that this technology exists and might be used to track them or anybody” 
(Coghlan, 2012, p.8). 
 
The bigger the fear factor I would imagine and certainly, I have to deal with 
my own tendency to want to freak out when I consider all the surveillance 
things that are around. (Coghlan, 2012, p.8) 
 
The concept of surveillance cameras being used to record lectures and tutorial 
sessions in the university setting raises many trust-based questions regards Swan 
(2013) who states: 
 
Well, as a philosopher, I would need to know a lot more information ... the 
reason why it is being recorded, will it be published on the web, or will it be 
kept internal to the department and what would happen if I said no I don’t 
want to be recorded, can I decline? (Swan, 2013, p.4) 
 
When students come to class and either record the lecture or take photos using their 
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If you look at how I’m wired, I don’t like to be subjected to Veillance. 
(Perakslis, 2013, p.1) 
 
As a University lecturer Perakslis (2013) indicates power in the educational setting is 
gained and imparted in a state of fostering freedom as, “I already feel as if they have 
a form of Google Glass when they come to my class” (Perakslis, 2013, p.1). 
 
That awareness of the ‘networked gaze’ Interviewee 39 (2013) contrasts with the 
unwanted paparazzi of the film industry, as, “there is always a camera in that sense 
and so in some ways I think I have a different relationship to the camera because of 
that” (Interviewee 39, 2013, p.1). 
 
In an expression of how this domain of ‘Veillance’ could be best described, the 
researcher wrote in reflection after returning from the IEEE ISTAS’13 (K. Michael, 
2013) event in Canada that from one perspective, the impetus to engage around 
ethics and social implications of BWCs with the world's leading wearable computing 
assemblies, “seemed lost on a large group of cyborgs focused on the end of humanity 
and the beginnings of technological Singularity, as if history had no place in their 
rush to get to a future devoid of humanity” (Hayes, 2019b, p.75). 
 
Then I looked around and noted that it wasn’t the fanfare and spectacle that 
mattered, rather, in one place we had all the protagonists of those who are 
listening beyond corporeality, seeing beyond a computer vision and sensing 





Open data asserts Jeremy Pitt (2013) is a risk prone facet of big data and any attempt 
at ‘total openness’ will be rife with access issues, rules of provisioning and ‘dangers 
of pollution’ (Pitt, 2013, p.11). 
 
In the life-logging research context, contemporaneous notion of open data and 
transparency conflicts with generations raised on closely guarding their personal data 
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states Caprani (2013) then citing a fellow colleague investigating, “if family 
members don’t delete it then it is presumed that it is ok to look at, so private letters or 
...so if it’s not thrown out or deleted then it is a free for all” (Caprani, 2013, p.9). 
 
The onset of smart technologies Perakslis (2013) notes which are mostly ubiquitous, 
pervasive networked and embedded with cameras and microphones constitute a 
massive shift in the role of corporations in retaining the ‘data-of-society’. 
 
I think you are right in the sense of generationally, but in addition there’s 
been an increase in acceptance of transparency ... this ubiquitous living. 
(Perakslis, 2013, p.2) 
 
The push from students or ‘customers’ in the pedagogical context Perakslis (2013) 
reinforces, “through multiple studies, one of the drivers of millennials ... they want 
transparency” (Perakslis, 2013, p.12). 
 
By comparison, surveillance culture Bauters (2013) argues also drives western 
nations use of learning management and other network systems to gain transparency 
by means of student interaction exposure, however, “if you show it to like everybody 
it's more transparent and therefore it is more open … but here (in Finland) it feels 
like surveillance” (Bauters, 2013, p.15). 
 
There it must be opened up, so again there is this again, exactly the same 
thing but the values, how you see it is different. (Bauters, 2013, p.15) 
 
Unlike many other countries who monitor everything a student engages with Bauters 
(2013) explains, the difference in Finland is, “teachers don’t track that much. They 
don’t look at what the students are looking at” (Bauters, 2013, p.15). 
 
In sharp contrast with Bauters (2013), yet congruent with the expressions of Perakslis 
(2013), the dynamics of the technologically enhanced classroom according to 
Interviewee 39 (2013) are, even when there are no cameras present there is an 
understanding that, “everything can be shared publicly” (Interviewee 39, 2013, p.2). 
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The walls have come down in a sense and it does. It impacts the dynamic, it 
impacts the power dynamics that are there. (Interviewee 39, 2013, p.2) 
 
The dynamics of the classroom as described by Interviewee 39 (2013) are also 
impacted when fear becomes the guiding principle for controlling how BWCs could 
be used as a learner technology which (Interviewee 50, 2012, p.11) questions, “is it 
really about learning or is it about controlling the learning?” (Interviewee 39, 2013, 
p.2). 
 
The control of how learners access school systems Interviewee 50 believes is 
actually oriented around minimising the effect of disruptive smart handheld and 
wearable technologies on educators and pedagogy. 
 
They have much more powerful technologies the minute they walk off the 
school grounds. (Interviewee 50, 2012, p.11) 
 
There are complex governance and duty of care issues, policy making, rule setting 
and consequences for violations in any educational setting but Interviewee 50 (2012) 
believes blocking and throttling access to the network, the Internet and other devices 
such as network connected BWCs is a retrograde way to manage these technologies. 
 
The solution isn’t to block every device. That can never occur. It's about 
educating people to be proper digital citizens. (Interviewee 50, 2012, p.11) 
 
The issue of privacy and digital citizenship which intersects with educational data 
Siemens (2013) posits is an enormous challenge, “regardless of whether big 
companies are starting to use that data or not” (Siemens, 2013, p.10). 
 
The reality is that there should be a greater acknowledgement of what’s 
being collected and more transparency around that. (Siemens, 2013, p.10)  
 
Conflict which arises from discrepancies due to questionable activities detected from 
employee’s movement through tracking location for Simon Brown (2012) is, “for me 
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that's not an issue, as my interest is in accountability and transparency anyway. 
(Brown, 2012, p.5) 
 
So, if there is no conflict if you are open and transparent rather than trying to 
make up stories about what you are doing or where you are. (Brown, 2012, 
p.5) 
 
This attitude differs markedly from Porten (2013) who advocates for a breakdown 
‘period of Puritanism’, citing examples of where people have as a result of 
surveillance technologies or smartphones been exposed through the Internet with 
catastrophic results. 
 
You could be put on the Internet at any time, so I’d like to see that being 
done because it's not your fault if you are forced into exhibitionism. (Porten, 
2013, p.7) 
 
The flip side to what seems like simple capture and transmission of location enriched 
video data is what Coghlan (2012) reinforces, the common and very real perception 
that, “these fears could be realised if the data gets into the wrong hands” (Coghlan, 
2012, p.12). 
 
They are complaining about something or they are scared about something 
that is definitely possible and could be true and wearable technology is like 
the thin edge of the wedge out there. (Coghlan, 2012, p.12) 
 
That fear which drives risk aversion of this increased call for data transparency 
Coghlan (2012) argues should not be the stalwart for innovation yet, “organisations 
in particular are going to be very afraid of this technology … but that's no real reason 
for not doing it” (Coghlan, 2012, p.12). 
 
Digital information that is created as a use of static, mobile or wearable technologies 
observes Pockley (2013) the data must be regarded as a stream of information as, “ it 
gets cited, quoted, annotated, reused, remixed and chunks of it are used all over the 
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place ... dormant for years but then that stream can be activated and off it goes again. 
(Pockley, 2013, p.10).  
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Figure 23. Balance of Power incorporating Layer 1 (Clark, 2014; Marx, 2015; Mann, 2016; 
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The following table provides the direct attributions and correct acknowledgements 
drawn from other sources to compose Figure 23: Balance of Power. 
 
 
Layer Dimension Attribution 
1 ‘Uberveillance’ Michael, M.G., 2014. From Dataveillance To Uberveillance. In 
K. Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. 
IGI Global, pp. 1–17. Accessed, 8 March, 2020. https://www.igi-
global.com/book/uberveillance-social-implications-microchip-
implants/76728  
1 ‘Surveillance’ Marx, G., 2015. Surveillance Studies. In International 
Encyclopedia of the Social & Behavioural Sciences. Elsevier 
Ltd., pp. 733–741. Accessed, 8 March, 2020. 
http://dx.doi.org/10.1016/B978-0-08-097086-8.64025-4. 
1 ‘Sousveillance’ Mann, S., 2016. Surveillance (Oversight), Sousveillance 
(Undersight), and Metaveillance (Seeing Sight Itself). In 2016 
IEEE Conference on Computer Vision and Pattern Recognition 
Workshops (CVPRW). IEEE, pp. 1408–1417. Accessed, 8 
March, 2020. http://dx.doi.org/10.1109/CVPRW.2016.177. 
1 ‘Dataveillance’ Clarke, R., 2014. From Dataveillance To Uberveillance. In K. 
Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. 
IGI Global, pp. 18–31. Accessed, 8 March, 2020. 
http://www.rogerclarke.com/DV/DV13.html 
1 ‘Triquetra’ Hayes, A. (2010): Uberveillance: Triquetra. As cited in 2014. K. 
Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. 





Masters, A. & Michael, K., 2005. Humancentric Applications of 
RFID Implants: The Usability Contexts of Control, Convenience 
and Care. In Second IEEE International Workshop on Mobile 
Commerce and Services. The Second IEEE International 
Workshop on Mobile Commerce and Services. IEEE, pp. 32–41. 





Zuboff, S., 2019. The Age of Surveillance Capitalism: The Fight 
for a Human Future at the New Frontier of Power, Profile 
Books. Accessed, 8 March, 2020. 
https://play.google.com/store/books/details?id=W7ZEDgAAQB
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Engaging in debates over considerable lengths of time with Professor Steve Mann (S. 
Mann, 2013; A. Hayes et al., 2013) regarding topics as far ranging from identity of 
research data through to reciprocal transparency culminated in the researcher’s 
illustration of Veillance, Figure 23. Balance of Power where the totality of all 
Veillance, that of Uberveillance (Clarke, 2014; M. G. Michael, 2013b), is comprised 
of three areas; (1). Sousveillance which is the inverse of oversight (Mann, 2016); (2) 
Surveillance as oversight (Marx, 2015); and (3). Dataveillance (Clarke, 2014). 
 
An examination of the social impact and ethical implications of BWCs as an 
omniscient vehicle that centralises itself in conceptual expression, encompassing 
human activity as the key basis for theoretical debate, brings forward three key 
relational factors positioned as parameters which all seek to retain a hold on balance 
of power; (a) Government which arguably serves itself; (b) Corporations intent on 
gaining intelligence; and (c) The Public, in a human-centric context (Masters & 
Michael, 2005).  
 
Governments that are mandating access to user data using national security as a 
presenting issue concerns Tarmo Toikkanen (2013) who objects as, “any government 
shouldn’t have that much control over what I am doing ... the balance of power is a 
bit messed up” (Toikkanen, 2013, p.9). 
 
The balance of power should be responsive to ensuring laws and legal limitations 
protect consumers from wearable computing and telecommunication service 
providers Leinonen (2013) states, yet there is a growing awareness that, “the system 
is following me” (Leinonen, 2013, p.16). 
 
I think we need a proper social movement and consumer rights movement 
that is polling people saying that ‘no way, this is not the way how you work 
with the customers. (Leinonen, 2013, p.16) 
 
Not only is the system following consumers Leinonen (2013) claims, it is also an 
onerous process to get access to your own personal data if you demand it, so 
effectively, “it is in the legislation but they have been able to make it very difficult 
for you” (Leinonen 2013, p.18). 
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The bad thing is it's not in the hands of the government as there are no 
policies in place for that and it's now in the hands of private corporations 
who, it's not in their interests to protect the individuals, it is in their interests 
to make money in the long or short term. (Toikkanen, 2013, p.9) 
 
Tracking by corporations of Internet use, locational presence and personal patterns in 
combination Toikkanen (2013) explains, “theoretically it’s quite possible, quite 
common to do” (Toikkanen, 2013, p.9). 
 
There is lots of data collected about us but the issue is who controls all of 
that data. (Toikkanen, 2013, p.9). 
 
A lack of understanding of technologies being applied in the ‘DIY’ domain, where 
wider implications as a result of implantable, digestible or other human / machine 
‘symbiosis’ shifts this balance the researcher asserts. 
 
My investment in this interrogation of the totality of Veillances has provided 
me a very cogent and philosophical understanding of the power differentials 
that Foucault and many others explore as a means to better express the 




An examination of power relations with a focus on social network or Internet 
location-based service providers should concern consumers who are largely 
complacent, with the only balance achievable if, “I had access to all of their data as 
well” (Pockley, 2013, p.6). 
 
I think it is important to question who is having access to this information 
and who is controlling what and for which reasons... it’s not to say that we 
are going to shift to a dictatorship or with a high level of censorship ... I’m 
afraid that, in many cases the situation is very close to that. (Durall, 2013, 
p.16) 
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The balance of power through social sorting Coghlan (2012) further illustrates by 
quoting a German publication ‘The German Times’ in which it was stated, “that 
Google knows more about you than you do and that's an issue. That's a huge issue 
and while we are still in this kind of relatively rosy glow of new technology and 
‘isn’t Google wonderful and Google only does good things’ they have an enormous 
amount of information” (Coghlan, 2012, p.15). 
 
They have never been formally given the authority to collect it, they have 
never been elected by anybody to do this. (Coghlan, 2012, p.15) 
 
These public mega-companies Coghlan (2012) believes, who collocate wearable 
technology and LBS, constantly track their consumers is potentially catastrophic as, 
“the amount of information and potential power that they could have over us all. It’s 
just been assumed, silently, quietly, incrementally in the background” (Coghlan, 
2012, p.15). 
 
We take their devices, we sign the contract, we use all the services that they 
provide and somewhere in the back of our minds we are vaguely aware that 
they can get all this information from us but we don’t push that away and say 
that that doesn’t matter. (Coghlan, 2012, p.15). 
 
We are as a public all collectively, as Coghlan (2012) argues, “manipulated people, 
so what will the impact be? It will be huge” (Coghlan, 2012). 
 
These new technologies will involve debate and even an intellectual battle 
between people who say we should go there, or we shouldn’t go there. 
(Coghlan, 2012, p.15) 
 
Large corporations who benefit from this data gathering Dural (2013) remarks, is 
logical but questionable, expressed as, “of course you say that's OK, that there is 
nothing wrong about this as it is information that at some point it is kind of the 
service that is asking you to offer you for a more personalised experience or 
whatever” (Durall, 2013). 
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Social networks and many services that we are getting for ‘free’ ... it’s not 
for free that you are getting them. They are keeping and using your personal 
data (Durall, 2013, p.16). 
 
These social networks are nothing more than channels of capitalist inculcation 
Harfield (2012) more forcibly argues, reinforcing that mobile and wearable devices 
facilitate ‘identity theft’ and the lens of social media distorts and manipulates users 
self-perception. 
 
one reads of users regretting the spontaneity of social media, the instant 
publication and it seems to me that a harmful way for a user to use it might 
be that they lose control of themselves, they lose control of their self-image, 
they lose control of their self-identity (Harfield, 2012, p.6). 
 
Our digital identity and the manner in which personal profiles are detrimentally used 
by social networking giants like Facebook are Toikkanen (2013) states, best avoided 
but, “what I do on Facebook and other social networks is literally for professional 
work so I don’t share personal things there ... no. I don’t share my location, not 
through Facebook, no” (Toikkanen, 2013, p.18). 
 
Whether he is aware of what his Facebook profile appears as to other ‘friends’ 
Toikkanen (2013) indicated “well that's a good question, how to know what I don’t 
know” (Toikkanen, 2013, p.18). 
 
In the case of government access to data and metadata derived from a person’s 
smartphone or other wearable technology Porten (2013) exclaims, “it scares the 
living shit out of me” (Porten, 2013, p.3). 
 
When the government has that information, well they can use that for 
purposes of incarceration, legals. They have the power of prosecution and 
the power of stifling. (Porten, 2013, p.3). 
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The concept of government surveillance, its vestiges and orchestrations Porten 
(2013) argues from a philosophical perspective, is an infringement as “it is paying 
attention to you more than you think but it’s not actually stopping you from what you 
choose to do” (Porten, 2013, p.4). 
 
There are any number of reports across the Internet that say that if you turn 
your phone off well, there are ways to still get in and use the camera and the 
microphone and [I have] trouble knowing about it. (Porten, 2013, p.4). 
 
The concept of social sorting and the role that handheld and wearable technologies 
hold in the control of a device user is by example of data, capitulated by those within 
proximity to an event, reasons (Perakslis, 2013, p.4). 
 
Look at the Boston bombing, right? We all became an extension ... evidence, 
right? (Perakslis, 2013, p.11). 
 
The concepts of ‘social sorting’ as described by (Lyon & David, 2009; Lyon, 2001), 
and noting that ‘privacy’, ‘risk’ and ‘discrimination’ were manifest in surveillance 
studies literature (Westacott, 2011), prompted the researcher to seek and gain 
inclusion in the Surveillance In / And Everyday Life: Monitoring Past, Present and 
Future Conference (Hayes, 2011), hosted by The Surveillance and Everyday Life 
Research Group (Allon, 2012). 
 
Keynote speakers David Lyons, Queen's University (Lyons & Profita 2014) 
and Kevin Haggerty, Surveillance Studies Centre (Coleman, 2007) from 
Canada alerted the researcher to implications of BWCs becoming nodes 
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Things 
 
A recurrent theme across most interviews is the disparity of access to network 
connection principally the Internet, which facilitates an inanimate relationship with 
‘things’, in turn influencing human behaviour. 
 
The forces of capitalism and allure of ‘things’ that influence and shape our lives 
Ridgway (2012) likens to historical accounts of when, “the people that felt that their 
feudal existences were being erased by the onset of the bourgeoisie economy” 
(Ridgway, 2012). 
 
I think the irony about global connection is that it has offered unparalleled 
capacity for humans to be able to come together and also to be able to resist 
these forces. (Ridgway, 2012, p.11) 
 
The ability to connect and communicate globally in real time threatens global forces 
that control and set people against each other, however, as Ridgway (2012) asserts, 
the Internet is as much a force for the emancipation of humanity. 
 
I say that the Internet is on the whole quite a liberator force, so embrace it 
and connect, communicate, exchange as well as be mindful and vigilant of 
the forces that are there to try to set us against each other. (Ridgway, 2012, 
p.11) 
 
The Internet asserts Interviewee 39 (2013), is as Vint Cerf has been heard to quote, “a 
reflection of humanity and if you don’t like what you see then don’t break the 
mirror” (Interviewee 39, 2013). 
 
Questioning the engineering of the Internet and its effect on our behaviour is to better 
understand ourselves as, “we are good, the bad and everything in between” 
(Interviewee 39, 2013, p.6). 
 
A switch away from measuring the quantified prevalence of Internet connected 
‘things’ asserts Pockley (2013) means transcending the often atomised and 
 
  392 
disconnected views of engineers and scientists, considering “the brain as the control 
centre is very much an engineer’s view of the human body, but the human body has 
in it the capacity for memory” (Pockley, 2013). 
 
I think the future is that we will change, we will move away from these 
electronic digital technologies into far more wholesome, if you like, 
organically based processes or triggers that are already within us and I can 
see this as a great improvement. (Pockley, 2013, p.17). 
 
The prevalence of ‘things’ as a concept cluster, notably conjoins with many other 
inanimate concepts and elements of HCI, which, in conversation with the researcher 
most research participants emphasise the role of GPS and enmeshed GIS services as 
principal loci for event ‘truth’. 
 
It is with that ‘other locations’ premise that it became evident to me that 
place or the whereabouts of information was as important as the content 
itself because a vast body of content could be rendered useless if the time 





One resolute finding remains central to all participant responses and that is wearable 
computing technologies are in transition to far more pervasive forms, sold on a 
premise of personal security. Now on a much larger scale and increasingly shorter 
time spans, this will undoubtedly affect humanity. Wearable camera technologies 
remained the core focus for all conversations, yet, participants speak more 
enthusiastically and holistically of their entire experience with wearable computing, 
referring often to their most used wearable computing device, the smartphone. 
 
A mobile phone is not just a phone because it's also your connection with the 
world and source of information and does lots of other tasks for you. 
(Stevens 2013, p.15). 
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As transitional ‘bridge’ devices, smartphones are evidence of converging 
computational processes which augment human activity on a trajectory of 
miniaturisation according to (Ridgway 2012, p.5). 
 
I think probably since the dawn of computers that they have come closer and 
closer to the person and now they are really intimate. Intimately connected 
with our sense of being, our sense of identity, our sense of movement and 
increasingly we are moving into an era where computers have become 
miniaturised in such a way that they are with us all the time. (Ridgway, 
2012, p.5). 
 
The propensity for people to become more anxious as a result of misplacing their 
cellphone or smartphone is higher by comparison to those losing their wallet reported 
notes (Ridgway, 2012, p.5). 
 
Its connectedness to other human beings … that’s what is important. 
(Ridgway 2012, p.5) 
 
The developed relationship and collapse of distinctions between the individual and 
the device Ridgway (2012) claims are emblematic of the design of the personal 
smartphone. 
 
The mobile phone has that we all think of them very intimately now, but the 
boundaries between the body and the computer are becoming increasingly 
blurred. (Ridgway, 2012, p.5) 
  
 





Figure 24. Smartworld Concept Map - a Leximancer derived visualisation  
of the entire IEEE ISTAS13 conference proceedings.  
 
 
By extracting all text from all research participant interviews, the visual illustration 
Figure 24. Smartworld yields a surprising result from Leximancer, with that of 
almost equal distributions of three (3) key concept clusters; (a) Computer; (b) Work; 
and (c) People. Unsurprisingly, yet impressively, by triggering the ‘world’ concept 
node, a notable result merges where ‘place’ situates itself central to the textual 
visualization for this empirical data.  
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Place centered associations of IoT and ‘smartworld’ applications are very evident in 
the smartphone states (Gurrin et al., 2013) recurrently surfacing as a conduit state 
Baxter and Sommerville (2011) in these conversations, through which the 
technological convergence (Ariel, 2016) and service through LBS applications 
(Perusco & Michael, 2005) creates a proximal nearness. The compromise of ‘giving 
up’ device user location to corporations who in turn influence device user perception 
remains central to discussion argues Ridgway (2012, p.5). 
 
The counteract position to a suite of algorithms feeding social surveillance services 
according to Neill (2013, p.11) and Toikkanen (2013, p.6) express as the need to 
diversify a ‘standard gear list’ as opposed to ‘reverting back’ as digital technologies 
are inevitably, “currently already shaping the way people interact or do anything” 
(Toikkanen, 2013, p.6).  
 
The socio-ethical implications of these location enabled technologies, in this case the 
personal smartphone Durall (2016) highlights as evident in her own change in 
behaviour, stating, “I think that five years ago, I wouldn’t have hesitated in saying 
‘of course I disconnect my mobile device’” (Durall, 2013, p.6).  
 
That shift to an always-on state is beyond ubiquity Durall (2016) emphasises, adding 
“yes, more than ubiquity. I will say, it is the feeling that you need to be always 
connected” (Durall, 2013, p.6).  
 
Device and connection dependence are provider designed and functionality is 
focused Durall (2016) explains on expanding service with minimal caution, which 
has social and ethical implications, “also psychological. It's not only that it allows 
you to perform certain activities but it’s a mental dependency ... thanks to this device 
they are integrated into the social fabric of society” (Durall, 2013, p.7). 
 
I would say that if you don’t have the devices [since] you are kind of a bit 
out of the social arena let's say. (Durall, 2013, p.7) 
 
The realm of ‘virtual importance’ and how it situates itself on terra firma is yet to 
play out across society in the real world Davies (2012) believes, where the, 
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“experience of this augmented digital world is going to vary compared to other 
people” (Davies, 2012, p.12). 
 
I think there's kind of going to be interesting ... what's the word I’m looking 
for here, there’s kind of a new level of ‘what is digital politeness?’ when 
everything and everyone is augmented. (Davies, 2012, p.12) 
 
This augmentation which manifests as surveillance capitalism socially connects 
billions of consumers Harfield (2012) remarks, yet, personally he expresses a disdain 
for those who broadcast their everyday lives, as the connection, “beyond immediate 
family, I can’t imagine anything worse quite frankly” (Harfield, 2012, p.11). 
 
We are just at the beginning of that journey of that idea of ‘digital context’ 
and filtering and trusting the devices that we live with to make sure we are 
not missing things that are important. (Davies, 2012, p.17). 
 
With unending recurrence the ‘smart’ moniker for technological infusion of ‘things’ 
which humans use as tools and extensions of their own selves, brought the researcher 
to a realisation that conceptual and technological Singularity could explain the 
reticence of cultures to collapse in a homogenous human-machine symbiosis (Eden, 
2016; Rios, 2013). 
 
ISTAS '13 presenters and panelists addressed the implications of living in 
smart worlds – smart grids, smart infrastructure, smart homes, smart cars, 
smart fridges, and with the advent of body-worn sensors like cameras, smart 
people. (Michael et. al., 2104 in Hayes, 2019b, p.67)  
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Realities 
 
As humans augment their physical and virtual existence, participants reveal what 
they consider to be the paradox of intelligence, a situation where wearable camera 
technologies may avail intelligence or conversely incriminate millions of people in 
the near future, on this planet. This is especially evident of BWCs in their municipal 
policing role, extending the recorded Orweillian social distance cordon to a complete 
cessation during natural calamities such as COVID-19 (Aronson et. al., 2020). 
 
There are many levels or interim interpretations between what Mann 
describes as ‘absolute reality’ and the grey area of ‘augmediated reality’ as 
coined by Professor Steve Mann as it mediates or obscures visual 
engagement with the real (physical) world. (S. O’Brien, 2012, p.5) 
 
Wearable optical devices such as Google Glass also give the wearer a different sense 
of connection, which O’Brien (2012) equates as a new human ‘freedom’. 
 
So, if we interpret the Internet as, you know, memories and information 
experienced on a screen, augmented reality is these memories, visualisation 
and information visualised in relation to the real world in real time. (S. 
O’Brien, 2012, p.5) 
 
A combination of digitally networked and biological memory Davies (2012) believes 
helps build contextual bridges and Davies advocates for ‘mediated reality’ claiming 
it sharpens intellect and has, “abbreviated the time it takes to build up a real world 
interaction ... presents an enormous advantage to the person who has the device, 
versus the person who does not have the wearable device” (Davies, 2012, p.18/19). 
 
I don’t think it’s the kind of thing where you can say, ‘...well, you know, it’s 
a choice because it is a digital thing, and this is a real-world thing’ because 
the two will be inextricably interlinked. (Davies, 2012, p.19) 
 
Augmented reality Pitt (2013) reinforces can only ever enhance (not supplement) 
human intelligence as, “there is definitely nothing you can replace with the moment 
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other than having some empathy with your audience and being able to sort of face up 
to them and have eye contact” (Pitt, 2013, p.9). 
 
As a result of facilitating workshops, panels and functions at ISTAS’13, the 
‘spectacle’ of body worn computing and body worn cameras dulls when the absolute 
‘reality’ of development and diffusion of BWCs impacts upon communities and 
individuals disproportionately the researcher considers. 
 
This event also placed the researcher in situ and privy to discussions 
gratuitously highlighting academic institutions 'hot bedding’ with 
corporations to push the marketing ‘dreamscape’ and by virtue of their 
captive audience ensuring consumer buy-in. (Hayes, 2019b, p.72) 
 
 
Off the Grid 
 
Geographical ‘dark zone’ areas without network access to the Internet or related 
services Pockley (2013) describes as uninterrupted ‘lived experience’ moments 
which, “are going to become extremely sought after and valuable for people who 
simply are people who don’t want to be surveilled, connected, just want to be 
invisible and to be themselves in a natural environment” (Pockley, 2013, p.5). 
 
Despite his own state of ambivalence about ‘being out of range’ when travelling 
Pockley (2013) maintains consumers must relentlessly defend the power of choice to 
disconnect or cease transmission, which, being ‘off the grid’ or claiming ‘out of 
range’ as freedom Bhowmik (2013) retorts, is a paradox in light of the pervasive and 
ubiquitous human computer symbiosis. 
 
Just to be out of the system … but I don’t know. Are we at this stage if we 
do that? We become losers in some ways. There is this fear of losing out of 
something. (Bhowmik, 2013, p.6) 
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The ability to ‘escape’ from network connection, embodied technologies and 
locational monitoring is both a vital and highly desirable state of freedom indicates 
Bhowmik (2013) yet, the thrill of ‘secret’ and ‘anonymous’ may be restrictive also. 
 
I still think people want to live independent and adventurous, secret, 
anonymous lives and I think that is a thrilling aspect. It’s hard to give up that 
also, that thrill. I think it becomes too restrictive. I think it restricts freedom 
in some ways to me. (Bhowmik, 2013, p.8) 
 
Freedom to self-exclude has dire social consequences Dural (2013) highlights, as “ 
the default is to participate and if you do not participate it is almost like you don’t 
exist” (Durall, 2013, p.12). 
 
These systems are not very well designed for taking into consideration the 
main reasons why someone may not want to participate anymore. (Durall, 
2013, p.12) 
 
The most common perception across most stakeholder groups is a unified opinion 
regarding the loss of choice or inability to retract from social networking the 
researcher notes, particularly the proximal nearness participants articulate as a 
common cause for distraction through pervasive ‘smart’ technologies. 
 
I think there is a kind of perverse point here because technologies will kind 
of help for doing something, but ... if you for whatever reason you are not 
able to have that technology, or you don’t want to use it you are excluded. 
(Durall, 2013, p.12)  
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Lock In 
 
Although not discussed extensively, the concept of ‘consumer lock-in’ where the 
power to disconnect from an Internet networked ecology by choice is a freedom and 
will not be afforded ‘the underclass’ indicates Pockley (2013) who further questions, 
“is the inability to ‘disconnect’ acknowledgement of the social and contractual 
entrapment of wearable technologies?” (Pockley, 2013, p.3). 
 
On the one hand I think the mark of success will be the ability to disconnect 
from computing environments. (Pockley, 2013, p.4) 
 
The fear of losing or missing out as a lack of access or break in transmission or 
network connections via our wearable and handheld technologies suggests Bhowmik 
(2013) are dominated by that networked system, the Internet (Bhowmik, 2013, p.6). 
 
So, as we consider now that time is locked onto us by wearable computing 
i.e. smartwatch, that brings the clock closer to the human form and in a 
research context we can examine how that ‘wearable clock’ is in fact, as 






The shift from ‘opt in’ to a convoluted ‘opt out’ from service provider systems and 
services creates an incongruity remarks Bhowmik (2013), considering the trajectory 
of technology likely to end in a state of internalised or implanted technology in the 
human body, questioning, “how do we opt out?” (Bhowmik, 2013, p.6). 
 
The challenge to create a morally and ethically informed solution to thwart a 
reprehensible retrograde lock-in suggests Bhowmik (2013) sardonically as “maybe a 
switch somewhere on your body or something” (Bhowmik, 2013, p.8). 
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The fear of not being able to opt-out could also be considered from a generational 
perspective the researcher then reflected, with a near-future dystopia of a controlled 
digital life portfolio ever closer, the burgeoning negative result of social credit 
controlled by one mono-culture according to (Sapio, 2017b; Brin, 1999; Diab, 2017). 
 
As I transcribe these conversations with research participants I am struck by 
how many individuals are speaking of corporations and government 
‘scooping up data’ from ‘device users’ then creating a climate of fear to 
drive consumers back indoors to connect through devices and services which 






Manipulated by our insatiable desire for convenience, Interviewee 50 (2012) believes 
we have as a human race ‘decommissioned our memory’ to the computing ‘cloud’, 
duped by ‘false promises’ of lifestyle improvements and personal security. 
 
Our race to augment absolute reality Interviewee 50 (2012) considers far less 
important than digital ‘legacy’ life-logging portfolios where, “we actually show the 
story, when everything is truly recordable and can be carried forward” (Interviewee 
50, 2012, p.14). 
 
Through our capacity to record and create interactions, we can outlive our 
physical and our organic being, we actually project ourselves digitally 
through time and space. I am kind of surprised it hasn’t become a bigger 
industry and that it hasn’t been commercialized. (Interviewee 50, 2012, p.14) 
 
Human memory decommissioned into networked systems Toikkanen (2013) 
considers a negative result of humanity now almost entirely dependent on an Internet 
which if it ceased to function, predictions are, “not everyone will die but the society 
as we know it will not survive” (Toikkanen, 2013, p.6). 
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The persistence of memory and the emotional connection that is digitally encoded for 
storage and later retrieval Pockley (2013) indicates is fraught with a fear of lack of 
permanence as, “there is nothing permanent, something like a catastrophic bushfire 
can take away so many things” (Pockley, 2013, p.17). 
 
A dependency on network connection as an extension of our biological memory 
emphasises Bhowmik (2013) is similarly expressed by (Pockley, 2013), made visible 
by the manner in which humans use wearable technologies such as smartphones, for 
connection to digital memory. 
 
I mean I’m not a hermit so I guess my life reality is that I have to be in touch 
with what I do, so I can’t I guess keep it somewhere nearby. Sure, maybe it 
is switched off if it’s in airplane mode or something but it's always there, I 
think. (Bhowmik, 2013, p.6). 
 
Our biological ‘mechanical’ memory is also being depreciated by wearable 
technologies explains Brown (2013), as culturally understood ‘keying’ in number-
by-number on a physical key mobile telephone pad, has given way to selecting a 
visual ‘digital trigger’ function once states (Brown, 2013, p.13). Another example in 
this shift in how humans process and access information claims Simpson (2013) 
through handheld and body worn computers which is changing our neural pathways 
as, “people forget things more readily because you don’t need to remember things” 
(Simpson, 2013, p.16). 
 
The perception that humans who use of online search engines leads to a 
‘decommissioning of memory’ the Invention stakeholders group consider as a 
fallacy, insisting that social computing is ‘cumulative intelligence not memory loss’, 
evident by the advent of, “Lifetreks (which) can be nice icons for recollection and 
memory recall” (Bell, 2012, p.2). 
 
The brain constantly remakes sense of historical moments based on where 
you get to … the fact that you have got an authentic image or video capture 
of things that have happened means that you have a much greater chance of 
remembering things more accurately. (Randall, 2013, p.7) 
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Remembering events accurately Randall (2013) insists requires video or images 
which inform ‘place centred’ memory yet, as recall triggers, “it still hasn’t got 100 
percent of the texture so you are still not going to be able to say… that's exactly fact 
and that it is true until you actually see someone doing an act” (Randall, 2013, p.7). 
 
Life-logging devices now append location with temperature, speed and acceleration 
data which in turn raises contextual intelligence, culminating in “the ability to recall 
and actually for some people the ability to document categories, store and retrieve 
things is quite strong” (Randall, 2013, p.8). 
 
That form of digital lifelogging Porten (2013) equates with “augmentation with 
familial resonance to the Memory Palace idea, Method of Loci” (Porten, 2013, p.3). 
 
Once I look at my location history or the course of a day, then I have 
phenomenally good recall as to what I was doing at each of those places but I 
have no recall, if I don’t see that map so I think, ah ... just how those 
technologies augment natural human abilities. (Porten, 2013, p.3) 
 
The SenseCam life-logging camera Caprani (2013) explains, triggers memory for 
elderly people and is the most useful “in recollection, perhaps their quality of life and 
their well being” (Caprani, 2013, p.2). 
 
The motivation for using lifelogging technologies Caprani (2013) equates as a means 
to improve the quality of life in activities of, “shared family reminiscence ... 
reflection, people looking at different activities that they did ... so there were kind of 
intergenerational aspects of it” (Caprani, 2013, p.2). 
 
Notably absent from research participants engagement in interviews or in longer 
conversations is there any sustained discussion regarding the inherent dangers of 
destroying natural environments in the rush to build these digital technologies. 
 
Is as much about the power of those who don't care and those who care 
enough to stop them. (Hayes, 2019b, p.138). 
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Symbiosis 
 
As Steve Mann propounds, the multidisciplinary field of human-computer interaction 
(HCI) entered a state of ‘intellectual precariousness’ when the realm of artificial 
intelligence dominated discourse over the symbiotic state of  “wearable computing ... 
the perfect tool for embodying humanistic intelligence (HI).” (S. Mann, 2001).  
 
A recurrent example of this transitional ‘symbiosis’ of human and machine on a path 
of convergence Janzen (2013) argues, as engineers are now forced to design the 
human back into the process of engineering which, “takes a lot of thinking and 
devising and programming and engineering to be able to accomplish that” (Janzen, 
2013, p.7). 
 
Do we want to engineer the human being to be a suitable interface to the 
device that we build? Our reality is already augmented, the physical. 
(Janzen, 2013, p.7) 
 
As the interface for wearable computing, we are already symbiotic Toikkanen (2013) 
points out, yet with artificial intelligence, “it will be a near infinite improvement in 
computational power of computers in general ... we have no idea what will happen 
after that because it is going to happen so fast” (Toikkanen, 2013, p.8). 
 
All of these technological devices are already so much a part of us and the 
‘human’ experience that we are merging or hybridising with our technology 
in the most subtle of ways. (Interviewee 18, 2013, pp.5-6) 
 
The symbiosis of humans and machines which are processing big data gives us an 
abstraction of ‘seeing’ and ‘interacting’ with the world observes Siemens (2013) yet 
continuous connection through systems means inevitably, “we become the systems 
that we engage with on a daily basis” (Siemens, 2013, p.12).  
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People as Sensors 
 
The following visualisation is derivative of analysing the entire 2013 IEEE ISTAS 
Symposium proceedings in raw text form and then running a two-sentence parse 
through Leximancer as one (1) data set producing some surprising results. The 




Figure 25. People as Sensors: IEEE ISTAS’13 Symposium - Concept Map visualisation 
derivative of all of IEEE proceedings papers through Leximancer 
 
 
By extracting all text from the IEEE ISTAS’13 Symposium Proceedings (K. Michael 
2013) program, the Leximancer derived concept map titled Figure 25: People As 
Sensors - IEEE ISTAS’13 Symposium emphasises the strength of the domain 
‘computing’ and the abstraction of ‘reality’ as far removed from the conceptual 
nodes of ‘data’ and ‘privacy’, concurrent with the researchers' understanding and 
across much of the participants conversations. 
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Connecting domains as disparate as wearable computing and unmanned aerial 
systems (UAS) or drones (Clement (2013, p.1, Clarke, 2012, p.1) consider, “both of 
them are about the expansion of our sensory apparatus ... we have been talking about 
them as being a visual sensing device providing new views on ourselves” (Clement 
2013, p.1). 
 
You can’t separate the human from the machine because our technologies 
are manifestations of our work, design, and biases. Our technologies also 
take on characteristics that are separate from humans and that is especially 
the case with autonomous unmanned aerial vehicles, drones. (Interviewee 
18, 2013, p.1). 
 
As the interface for sensors, humans are now subject to wearable computing 
technology and, “monitoring ourselves, our health, our heart rate, those kinds of 
things or the environment around us and can serve us as a sensor in that 
environment” (Siemens, 2013, p.3). 
 
It’s something that enhances your body either through ... you know, 
recording video or recording your body’s vital signs. (Brown, 2013, p.10) 
 
Persistent streams of data that converge and are made accessible via wearable 
technologies from sources such as sensors and network connection Manson (2013) 
asserts will change our perceptions of body image. 
 
Personally, yes, I feel completely lost without some digital awareness of 
where I was ... so once we access things similarly in the network without 
having to, you know, go to other devices and rely on these things, it really 
does change our sense of who we are and where we are. (Manson, 2013, p.9) 
 
The subject and the researcher as participant observer and photographer are then 
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The power to remain out of the field of view however, as the photographer 
has shifted markedly with the proliferation of CCTV surveillance and more 
recently the embedding of camera sensors in handheld or body worn 
technologies. (Hayes, 2019b, p.20) 
 
The researcher considers after avid engagements with participants and in particular 
Professor Steve Mann that the term ‘body worn camera’ needs to be critically 
appraised as the emphasis of the ‘body’ as the vehicle which ‘bears’ this 
technological innovation is (as is the case with cameras) now a permanent feature of 
constabulary or military functions. BWCs should in fact be ‘human borne cameras’ 
(HBCs) to differentiated contemporaneously from standalone analogue cameras, 





With an attitude of resignation, many stakeholders pitch that it is ‘inevitable’ that 
humans will accept body modifications in the near future transition to embodied 
technologies which will bring about a state of ‘Uberveillance’, a term coined by 
Michael and Michael (Macquarie Dictionary, 2009). 
 
Whilst Simpson (2013) states he cannot conceive of what it might do to humanity, he 
predicts that, “embedded, implanted augmentations seems like the logical 
progression and we will go from the Google Glasses to I don’t know, some kind of 
neurological implant” (Simpson, 2013, p.17). 
 
Wearable technologies such as Google Glass Manson (2013) considers as 
preparations at a cultural level for body modification and that implantable is part of a 
‘natural’ ongoing evolution, “not unnatural... perhaps supernatural” (Manson, 2013, 
p.8). 
 
I am quite keen to embed a range of technologies, depending on the 
biological impacts of them and I am certainly keen to augment my senses 
and have better gross bio-mechanical performance than I currently have. 
(Manson, 2013, p.9) 
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When technologies become part of the human internally Manson (2013) expresses 
these as embodied and computing, “now part of you and if it’s transdermal then it's 




A whole range of new issues and threats emerge relates Mathews (2013) when we 
consider wearable transitioning to an embodied computing state of technology. 
 
Medical monitoring and some of those issues, a pacemaker perhaps ... I think 
that it is possible that we will soon see them sending out data from [human] 
embedded devices. (Mathews, 2013, p.1) 
 
When contemplating the difference between the terms ‘wearable, handheld or body-
worn’ Interviewee 50 (2012) remarked, “I think the overlay of those terms also is 
wearable computers in terms of ‘implant’, things that you don’t see these computers 
as becoming part of the human biology and that crossing over” (Interviewee 50, 
2012, p.2). 
 
Wearable just simply means it’s within the vicinity of the body and it could 
be actually totally embedded within the body as well. (Ridgway, 2012, p.7) 
 
The very same position is expressed by Bhowmik (2013) who believes wearable 
computing is now lagging behind the embodied computing trajectory, a technological 
stage in which, “an internalisation of the process like the things around you like 
moving into you. That is the way that technology is moving” (Bhowmik, 2013, p.2). 
 
Going smaller and smaller and eventually from outside to inside. (Danaylov, 
2013, p.2) 
 
The inevitable transition for wearable technologies reinforces Pockley (2013) is 
“under the skin. They will start to augment our bodies, so we have better ways of 
seeing, better ways of hearing, better ways of processing data” (Pockley, 2013, p.3) 
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I see this as huge boxes in a way becoming smaller, more portable and 
eventually, this is just a stage on their journey into the body. (Pockley, 2013, 
p.3) 
 
A future picture that Pockley (2013) paints is one of choices but only inasmuch as “... 
a matter of choice as to what you have imbedded in you” (Pockley, 2013, p.18). 
 
The notion of transdermal is actually not introducing foreign things to the 
body rather, using the body itself and harnessing the capacities probably that 
we already have. (Pockley, 2013, p.18) 
 
The most likely scenario though indicates Pockley (2013) “I think we will probably 
change technologies that will move away from digital into something far more 
organic at a molecular level” (Pockley, 2013, p.18).  
 
The concept of storing data using DNA is far more durable and sustainable than, 
“electronic devices that have very short lifespan” (Pockley, 2013, p.18). 
 
An embodied computing future Blackall (2012) dismisses, and refutes the 
‘inevitable’, as, “I think with facial recognition, voice mapping and things like that 
microchipping won’t be necessary” (L. Blackall, 2012, p.14). 
 
I don’t think we will get to that level. I think we will be able to tell people's 
locations through cameras and sounds and maybe even smells. (L. Blackall, 
2012, p.14) 
 
Any computing device that is part of the human body Coghlan (2012) states is within 
his understanding by definition, “wearable computing … it also refers to stuff that 
might be embedded in you permanently” (Coghlan, 2012, p.7). 
 
Micro-chipped where you have actually got a computing device attached to 
your skin or under your skin. For me it's, yes, it's about anything that you 
know is a computer or a chip that is part of your body. (Coghlan, 2012, p.7) 
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The inevitable trajectory for BWCs is the fast transition that Coghlan (2012) argues 
being, implantable technologies are the next generation technologies for, 
“identification and tracking, so people are choosing microchips so that they can be 
the subject or object of surveillance if you like” (Coghlan, 2012, p.8).  
 
The key factor which informs that fear at a personal level Coghlan (2012) 
emphasises is, “almost instinctive fear of that kind of wearable or embedded 
computing because it is so foreign and it seems unnatural” (Coghlan, 2012, p.8). 
 
The more hidden it is, the less that people know that this technology exists 
and might be used to track them or anybody. (Coghlan, 2012, p.8) 
 
The future for humanity Coghlan (2012) proposes will be tempered by a present 
reality in which, “the vast majority of people will be implanted with chips” (Coghlan, 
2012, p.18). 
 
Robots will talk and they will look like people, but they are not people. 





The trajectory for an internalisation of technology Danaylov (2013) positions as 
already occurring, citing an example of, “a simple thing like vaccines, most of us 
have been vaccinated as babies, that would instantly make us cyborgs” (Danaylov, 
2013, p.3). 
 
The argument that we are not ‘becoming’ rather we ‘already are’ cyborgs Danaylov 
(2013) supports, remarking, “well the human is becoming and arguably already is a 
cyborg” (Danaylov, 2013, p.3). 
 
The propensity for humans to experiment with the margins of creation and 
destruction remarks Coghlan (2012) means that, “we do it because of our natural 
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curiosity and our desire to explore and thus far, we have managed a few thousand 
years without destroying ourselves, so maybe we will manage the move into the next 
era of cyborgs” (Coghlan, 2012, p.18). 
 
I don’t know of an example in human history where technology has been 
presented to humans and it’s got good and bad ... I think we always assume 
that we use it for good. So, I won’t be around to know Alex and I could be 
quite wrong, but my hunch is we will go down this path. (Coghlan, 2012, 
p.18) 
 
Asked whether we are heading to cyborgs in dystopia or at rather at the dawn of 
utopia for humanity Coghlan (2012) indicates, “probably both is the answer ... some 
people will be in the midst of it but for most of us we are at the dawn, on the cusp of 
something huge” (Coghlan, 2012, p.18). 
 
The resistance for technologies becoming implantable ‘things’ in humans Inbar 
(2013) consider is based on fear as, “most people are freaking out about it but with 
Augmented Reality there is a great way to ease that. I mean, when people think about 
cyborgs they typically, it's chaos right? When they see a cyborg with you know, 
chips inside their bodies there, it's a hard idea to swallow, as an idea for most people” 
(Inbar, 2013). 
 
What I like about Augmented Reality is that it allows us to evolve through 
our natural senses without injecting anything into our bodies. I mean I know 
it's going to happen at some point, but I like the fact that it helps with the 
adoption and the evolution of humans in a more natural way. (Inbar, 2013) 
 
Emergent technology development and current critical discussion Janzen (2013) 
considers as lacking integrity as, “augmented reality enhancing of human senses and 
a lot of technological discussion is really only looking at the present ... It’s pretty 
narrow in its scope” (Janzen, 2013, p.2). 
 
We won’t have the future ... we will have enhanced interaction and will have 
a very different way of exchanging information. (Janzen, 2013, p.2) 
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The shift for the researcher in awareness of what that ‘becoming the cyborg’ will 
mean arose from an incident where, “I refused to take it off and willfully disregarded 
the objections by those who indicated they did not wish to be in my relational 
subjective field of view” (Hayes, 2019b, p.142). 
 
In effect the camera became an actuator of change around me and chilled my 
relationships considerably with others and cannibalised my thinking around 
data, value and community. The camera and its computations had become a 





Augmentation of the human body takes humanity beyond current state natural 
capacity Manson (2013) argues, in effect bringing the human into the realm of the 
cyborg, the Transhumanist occurring in the realm of Posthumanism. 
 
The next interface for wearable technology where the humans themselves are the 
technology and the wearable itself is capable of sentience is Janzen (2013) observes, 
“a very fuzzy border and so, some of the projects that I am working on play with 
what is the experiencer?” (Janzen, 2013, p.8).  
 
When discussing genetic engineering and transhumanist perspectives of biological 
obsolescence Bauters (2013) indicates: 
 
The only thing we can hope is that we will always code those kinds of stuff 
that this are really like, that they come from the good and not from the bad. 
(Bauters, 2013, p.21) 
 
The concept of an embodied state of technology, implantable, embedded in the 
human body Interviewee 18 (2013) considers as likely and “no, I don’t think the 
hybridisation idea is far-fetched. We are already hybridising in ways that are subtle, 
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such as through small sensor implants that can monitor blood, and so on” 
(Interviewee 18, 2013, p.5). 
 
The urge to be more beautiful, smarter, to be able to run faster Interviewee 39 (2013) 
also believes is a direct effect of health focused Transhumanism. 
 
My vision of the future is slightly different than what a lot of the Will Smith 
action movie buffs led us to believe that the future is robots versus humans. 
(Interviewee 39, 2013, p.4) 
 
This notion of ‘post’ humanity clashes with the interactions that the researcher had 
with Mirams (2014c; Mirams et al., 2014) through a First Nations perspective also 





Within a few decades, humans will evolve from the current cyborg state to that of a 
hypothetical Singularity with augmentation of humanity as part process to a 
collapsing model, Manson (2013) explains, that when examining all the different 
classes of objects that are converging with the network, we are by observance 
measuring Singularity. 
 
What's the role of humanity if we have a Singularity and all the cognitive 
computational problems are taken away? There is no need for any kinds of 
academic achievements by people then. What do we do? Do we just laze 
around on eternal vacation or are we all artists and when will computers sort 
of catch us on that front or will they? (Toikkanen, 2013, p.8) 
 
The researcher concluded that with participant feedback resonating similarly with 
that from publications in the Literature Review critical of the Singularity, in the 
present state, “we are in the middle of a big shift and right now we are in a level of 
big change” (Interviewee 39, 2013, p.6). 
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It appears from examining the actions of others and at times ourselves, we 
are wandering away from a trust led society by removing our critical 
reflection and in turn, eliminating socio-ethical awareness. In a bid to control 
the world it would seem that in the rush for Singularity humanity is severing 
a relationship and spiritual connection with ‘place’ in the natural 





The ‘end game’ Bhowmik (2013) suggests maybe a ‘collision of humanity and 
digitals’ where the world is run by ‘digitals’ in a war where digitals will get back at 
the ‘real nature people’ according to (Bhowmik, 2013, p.9). 
 
We have all these kind of nuanced interactions with people that we have 
built up with in the real world today whereas, in a computer sense, the 
digitals sense ... it is very hierarchical. (Davies, 2012) 
 
Wearable technologies like many other technology types have the capacity Ridgway 
(2012) argues, to liberate and enslave us all, “and we must be always vigilant about 
those aspects of the human condition to manifest through whatever technologies we 
invent” (Ridgway, 2012, p.6). 
 
That historical narrative brings Ridgway (2012) to the position and opinion that 
technology is not an intrinsically liberating force nor is it a sole determining aspect 
as the human condition is ‘quite plastic’ claims Ridgway (2012) and that we 
manifest, control and choose how we are inscribed by these technologies, dominate 
or enslave others using it. 
 
At the end of the day it’s about the human condition and all of those aspects 
of power that are present. Technology is not the key aspect. Fundamentally 
we are human, all too human as Nietzsche said and we bring that to bear in 
our use of technology. (Ridgway, 2012, p.6) 
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Humans exhibit similar behaviours that suggest derivation from a common line 
Ridgway (2012) yet, “the fundamental associations of humans haven’t changed, just 
the way in which we mediate has changed” (Ridgway, 2012, p.7). 
 
We are very smart chimps and we can come up with some very inventive 
ways to mask our more sinister motives. (Ridgway, 2012, p.7) 
 
As a whole of society, a global humanity is the networked effect of everything 
connected through the Internet including body worn camera technologies with the 
potential to unleash, “emergent properties that result when humans connect that the 
individual is not aware of” (Ridgway, 2012, p.11) 
 
If you are in a position to be able to see the big picture and get all the data 
from the big picture there is an enormous power in that. (Ridgway, 2012, 
p.11) 
 
This big picture or global power is data driven and, “in the hands of those who own 
mass information rather than those necessarily those who have the biggest guns or 
the biggest armaments” (Ridgway, 2012, p.11) 
 
I am a firm believer that power corrupts, and absolute power absolutely 
corrupts and once you give over to governments power then it is very hard to 
get back. (Ridgway, 2012, p.11) 
 
The fear of cyber terrorism coupled with big data involves us all states Ridgway 
(2012) and is, “about nation states enacting global warfare, hacking that is being 
conducted by states and because we are all connected we are all part of this process” 
(Ridgway, 2012, p.11). 
 
You only have to look at the way in which governments fear the Internet as 
much as they use the Internet for their own purposes. (Ridgway, 2012, p.11) 
 
Wearable computing as part of the greater network connected by the Internet 
explains Siemens (2013) is powerfully positioned as it, “has the capacity to do for the 
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human mind what the mechanisation of work has done for the human body in terms 
of amplifying our ability to augment the weaknesses of the human mind through 
technology” (Siemens, 2013, p.14). 
 
There are some concerns for me at least about the automation of the human 
experience and there are certain things that can’t be reduced to an algorithm. 
I’m concerned that we’ll lose much of what it means to be a human being, 
the value of finding our space by interacting with others around complex 
topics ... I think there’s a possibility that from a humanities perspective we 
become almost an autonomous agent that is just another node in the data 
processing structure that exists in the world around us. (Siemens, 2013, p.16-
17) 
 
To engage in the ‘pure act of listening’ assists humans in avoiding falling foul of 
automation as intelligence is cogently real and encoded in human culture states Hart 
(2016) refuting all suggestions of Siemens that humans will be consumed, calling on 
the researcher to, “as a participant observer understand that the researcher has a role 
in effective listening” (Hayes, 2019b, p.119). 
 
 
Every Other (Machine) 
 
The Internet Pockley, (2013) considers primitive, lacking reach and humanity 
‘connection’ or using it as a means for virtual identity signifying that we are still at a 
fundamental beginning and the more connected we are the healthier we can be 
according to (Pockley, 2013). 
 
The worst thing you can be in a community is an isolated individual 
completely disconnected from the people around you because quite often 
that leads to bad behaviour. (Pockley, 2013, p.5) 
 
Where wearable technologies will take humanity is neither better nor worse 
expresses Simpson (2013) who argues that the binary position fails to encompass the 
fact that humans are essentially social creatures by habit. 
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I think people still have a social outage and that we are never going to stop 
people from wanting to go out and physically be around other people. 
(Simpson 2013, p.17) 
 
People (human) connection is the most important connection of all Bhowmik (2013) 
remarks, adding that, “we have this very pervasive Internet but sometimes it is just so 
useless ... I would rather go out and meet those people, learn some skills and learn 
their histories” (Bhowmik, 2013, p.11). 
 
The most essential part of being human (Interviewee 39, 2013, p.4; Ridgway, 2012, 
p.6) believe are other humans to be human, supported by the position of, “I think we 
want to hang onto that humanity as much as possible. It is the value of the uncanny” 
(Interviewee 39, 2013, p.4) 
 
Our primal urge to connect with other humans drives us to use technologies that 
bring that connection closer remarks Interviewee 39 (2013) and “we are not addicted 
to the hardware ... what are we addicted to, we are actually addicted to each other” 
(Interviewee 39, 2013, p.5). 
 
What we are addicted to is elements of our own humanity and I guess what 
we see in a sense is circular. (Interviewee 39, 2013, p.5) 
 
When humans are addicted to ‘things’ Interviewee 39 (2013) believes, instead of 
getting concerned about this behaviour the alternative is to question, “are the things 
that humans are most addicted to about digital technologies perhaps indicators of 
deficits in the real world?” (Interviewee 39, 2013, p.5). 
 
As for the critical discussions that examine the allure of the virtual, augmented and 
the ‘super-real’ Interviewee 39 (2013) inquires, “it’s that ... like, why are we drawn 
into the lush virtual forest?” (Interviewee 39, 2013, p.7).  
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Sense of Place 
 
By extracting all text from all research participant interview transcripts, the visual 
illustration derivative of Leximancer titled Figure 26: A Sense of Place provides the 
clearest view of where the researcher considers BWCs research and applications 
need to be located in critical discussion. As was previously discussed, ‘a sense of 
place’ is often equated to the concept of ‘location’ or a ‘familiar feeling’ which was 
noticeably absent from most conversations with research participants. 
 
As the researcher noted in discussion with Aboriginal Traditional Custodian and 
Nyikina Elder, Dr. Anne Poelina who relates to ‘Country’ and the cultural 
significance of ‘place’ as synonymous, at the critical juncture that humanity finds 
itself facing as an Anthropocene. To the researcher’s surprise, many of the 
participants when formal interview questions had ceased or where ensuing 
conversation with the researcher often provided strong statements that affirm those 
views of Poelina (2016). 
 
The last and perhaps most important ‘run’ of data conducted through Leximancer 
revealed the importance of considering the ‘place’ concept cluster as central, pivotal 
and of utmost importance in this research investigation as illustrated in the following 









Figure 26. Sense of Place - A Leximancer derived visualisation showing 
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The researcher reflects on long conversations with Siemens who also related with the 
researcher about his perceptions of younger generations who have grown up with 
technology and consider technology as some form of axiomatic reality, an integrated 
hyper-functioning form that is as real as any physical entity, yet far removed from 
the ‘cogent anchor of natural abode’.  
 
As human beings we make sense of the world through a variety of ways ... 
and really it does boil down to ‘sense-making’. It’s how do we come to know 
our place in the world and how do we act meaningfully within that space? 
(Siemens, 2013, p.16) 
 
It is through those same associations and depth of conversations with the researcher 
that Interviewee 50 raised the concern that a virtualised and embodied reality is at 
risk of consuming those very people it first set out to liberate. This was reinforced 
when Interviewee 50 (2012) questioned, “is there a risk of losing the present moment, 
so engaged with being connected elsewhere from where we are actually, currently, 
connected to?” (Interviewee 50, 2012, p.5) 
 
I guess that is the downside to over dependence on devices … I do think 
there is a risk of disconnect from present space and place. (Interviewee 50, 
2012, p.5)  
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6.4 Emergent Themes 
 
In this section the researcher details how Emergent ‘Topics’ can be differentiated 
from Emergent ‘Themes’, which differ by examining where topics coalesce. By 
critically analysing the entire thesis corpus (literature review and empirical data) 
these topic ‘clusters’ can be considered as thematically congruent conducive to 
forming through grounded theory a socioethical framework as a key output.  It is 
apparent in this research investigation that emergent themes are considered as 
indicative of the inductive approach in an ethnographic inquiry, yet where the 
researcher as participant observer is interacting across the lifeworlds of research 
participants, then returning, coding and analysing these interactions, this provides the 
core ‘building blocks’ for better understanding BWCs more readily in a global 
context.  
 
Following a rigorous open coding activity using the Paperpile RMS in which block 
quotes and key terms were highlighted and tagged, the researcher then employed 
Atlas.Ti to code participant responses to semi structured interview questions, 
resulting in the creation of a ’code bank’ containing 3938 codes. The main purpose 
of the RMS annotation activity was to force the researcher to read and digest each 
and every participant response in detail and then combine these findings with 
contextual notes that were handwritten during the time of interview. 
 
In sub-total, 40 separate topics (clusters of concepts) tracking 160 concepts were 
selected from the sum total of 3938 codes, derivative of 310,318 words in 50 
interviews. Subsequently, a return to these annotations and notes when composing 
the discussion chapter, combined with understanding when synthesising and 
compiling the Research Journal Summary (RJS) provided a clear path for further 
analysis in juxtaposition with the emergent theme’s derivative of stakeholder 
responses in open conversation. These combined notes, annotations and quotes were 
then drawn upon to construct this ‘backbone’ for Chapter 6: Discussion. 
 
In addition, all 50 participant responses to research questions totaling 310,318 words 
in sum total were then coded using Atlas.Ti in a granular axial coding process of 
highlighting single words, combined words or key terms. The resultant Code Bank 
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was then arranged alphabetically to produce the resultant visual Lexicon. Due to the 
sheer scale of this resource which in total spans twelve (12) A4 pages this resource 
has been published as a data paper as noted in the Appendix serving as a further 
representation of this codification process. This Lexicon proved useful when forming 
an even more salient concept clusters table which, as a combination informs BWCs 
lexical associations, conceptual underpinnings and thematic development in an 
analytical context derivative of stakeholder participation in this research study. 
 
The Lexicon provides a strong representation of terms which are derivative of 
individuals preferred nomenclature, common vernacular that stakeholder groups 
employ when describing BWCs in context and most interestingly, a compelling 
account of consumer product orientations and corporate affiliations common across 
the entire cohort. Terms aligned with marketing trends, technological movements 
and emergent fields such as Artificial Intelligence (AI) occur in clusters which are 
often accompanied by associated expressions such as ‘vicarious experience vs 
personal experience’ denoting differing elements of human activity. Extrapolation of 
concepts such as ‘sense-making’ are by virtue of the breadth, yet limited range of 
stakeholder contribution aligned in expressions such as combined terms ‘sensing 
system’ or more cogently articulated combining multiple concepts to describe whole 
topics as complex idioms such as ‘sensing the person’. 
 
This Lexicon may also trigger and inform discussions of future research in this 
domain involving a replicable model utilising the same methodological approach to 
gather data from research participants on the same topic, employing the same 
systems of representation, drawing on research conducted similarly, yet comparably. 
Using the secondary and primary data sources of stakeholders response, a 
proposition emerges for consideration in forming a comprehensive yet subject 
oriented ‘glossary of terms’ with associated extrapolations of those codes informing 
the development of an even more comprehensive project, the BWCs ‘dictionary’. 
 




Figure 27. Stakeholder Conversations: Emergent Themes incorporating Layer 1 (Clark, 2014; 
Marx, 2015; Mann, 2016; Clarke, 2014; Hayes, 2010); Layer 2 (Masters, Michael, 2005), and 
emergent themes as Layer 3 (Hayes, 2019); Layer 4 (Hayes, 2019) and; Layer 5 (Hayes, 2019). 
 
Figure 27 provides a comprehensive overview of the themes which have developed 
from an examination of all conceptual clusters, supporting field notes, Research 
Journal Summary and in examination of what emerged from 6.2: Emergent Topics 
and 6.3: Emergent Themes.  
 
Previous iterations of schematic outlines show the interrelatedness of these concepts 
and topics as they emerge from each prior context, yet this figure highlights 
emergent themes derivative of grounded theory in (a) Layer 3 - Privacy, Consent, 
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Trust, Utility; (b) Layer 4 - Corporation, Smartphone, Automation, Singularity; (c) 
Layer 5 - Implications, Ethics, Law, Regulation, Government, Memory, Place, 
Culture, Community, Morals, Society. 
 
The following table provides the direct attributions and correct acknowledgements of 
the concepts drawn from other sources to compose Figure 27. Stakeholder 
Conversations: Emergent Themes.  
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Layer Dimension Attribution 
1 ‘Uberveillance’ Michael, M.G., 2014. From Dataveillance To Uberveillance. In K. 
Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. IGI 
Global, pp. 1–17. Accessed, 8 March, 2020. https://www.igi-
global.com/book/uberveillance-social-implications-microchip-
implants/76728. 
1 ‘Surveillance’ Marx, G., 2015. Surveillance Studies. In International Encyclopedia 
of the Social & Behavioural Sciences. Elsevier Ltd., pp. 733–741. 
Accessed, 8 March, 2020. http://dx.doi.org/10.1016/B978-0-08-
097086-8.64025-4. 
1 ‘Sousveillance’ Mann, S., 2016. Surveillance (Oversight), Sousveillance (Undersight), 
and Metaveillance (Seeing Sight Itself). In 2016 IEEE Conference on 
Computer Vision and Pattern Recognition Workshops (CVPRW). 
IEEE, pp. 1408–1417. Accessed, 8 March, 2020. 
http://dx.doi.org/10.1109/CVPRW.2016.177. 
1 ‘Dataveillance’ Clarke, R., 2014. From Dataveillance To Uberveillance. In K. 
Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. IGI 
Global, pp. 18–31. Accessed, 8 March, 2020. 
http://www.rogerclarke.com/DV/DV13.html. 
1 ‘Triquetra’ Hayes, A. (2010): Uberveillance: Triquetra. As cited in 2014. K. 
Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. IGI 





Masters, A. & Michael, K., 2005. Humancentric Applications of 
RFID Implants: The Usability Contexts of Control, Convenience and 
Care. In Second IEEE International Workshop on Mobile Commerce 
and Services. The Second IEEE International Workshop on Mobile 





Hayes, A. (2019) PhD Stakeholder Emergent Themes. Accessed, 8 





Hayes, A. (2019) PhD Stakeholder Emergent Themes. Accessed, 8 









Hayes, A. (2019) PhD Stakeholder Emergent Themes. Accessed, 8 
March, 2020. https://doi.org/10.6084/m9.figshare.8295143. 
 
Figure 27.  Stakeholder Conversations: Emergent Themes, attributions and acknowledgements. 
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Emergent themes drawn from all empirical data derivative of interviews, 
conversations and observations of human activities appearing as the fourth (4th) 
layer, the last outer ring as evident in Figure 27. Stakeholder Conversations: 
Emergent Themes conceptually link literature derived themes as managed 
associations of concepts via visual schema. Figure 27 is therefore an expression by 
illustration, inviting interpretation, then further meanings gained by extrapolation of 
perceptual proximal associations. 
 
The researcher was determined to ascertain whether visual Concept Maps 
discriminating through text analysis, by algorithm in Social and Topical visual 
representation could then be contrasted with enumerated and tabulated concept maps. 
A critical assessment of concepts and themes occurring in discourse then allowed for 
an authentic contrast between what was produced by an automated algorithm and 
that of the research perceptual-cognition hunch. These often arise as ‘power’ 
statements from which power relations can be noted in discourse.  
 
It must be noted at this point that expressing this representation in tabular format 
provides clear visualisation of how these themes and selected / related concepts align 
according to that rank (weighting). As a unique expression and interpretation of data 
as aforementioned, concept clustering and emphasis on relationships between these 
clusters informing themes are therefore not ascertained in isolation. Emergent themes 
derivative of literature ‘revolve’ around three (3) ‘layers’ and within each layer 
separate ‘dimensions’ with corresponding clockwise or anticlockwise ‘arrow’ 
indicators of how each layer can be interpreted.  
 
The researcher wishes to emphasise here that these clockwise and anticlockwise 
directional flows are also found as of patterns in language, song, natural phenomena 
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6.5 Counter Argument 
 
A punitive and retribution driven climate of compliance facilitated by body worn 
cameras as a moral extension of the State, is in effect an extension of a surveillance, 
so acute (Westacott, 2011) asserts it needs to be considered a direct threat to 
humanity. 
 
The essence of modern technology has for a long time been concealing itself, 
even where power machinery has been invented, where electrical technology 
is in full swing, and where atomic technology is well under way. All coming 
to presence, not only modern technology, keeps itself everywhere concealed. 
(Heidegger, 1977, p.9) 
 
A counterargument demands a mature and fully developed understanding the 
researcher believes, that all co-occurring social and technological factors are 
resonating in simultaneous duality, not resolved by a limited by ‘detriments-versus-
benefits ’perspective of BWCs. This is perhaps one of the most conflictual elements 
in discussions which is often skirted around in the politeness of lock step engineering 
and information sciences. As an ethical contravention, this benign concourse of 
detrimental versus benefit rhetoric silences those critical of the proliferation of mass 
surveillance in the form of human-borne CCTV, that of BWCs. 
 
In reiteration, the researcher reinforces that the research investigation seeks to 
answer the main research question using both primary and secondary data including 
empirical evidence from experts. 
 
1. What are the social and ethical implications of body worn computers, 
specifically BWCs for humanity?  
 
To address this question a demonstrable body of power relations and control 
dynamics has been interfused with research participant responses which in their own 
form have been interwoven as comparable or contrasting perspective in narrative.  
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6.5.1 Privacy by Design  
 
By far the most prevailing issue which nearly all research participants expressed, 
took form in conversations as participants considered how BWCs challenge the way 
we now see ourselves as individuals, in collectives of families, in community and 
nations. That one issue - privacy - means acknowledging our place as individuals in 
the global state now subject to an omniscient digital presence of a centillion 
surveillance ‘eyes’ facilitated by the Internet. 
 
Quest for balance between the functionality that people, and businesses seek 
from the Internet and the sacrifice of access to personal information that the 
technology currently requires people to offer in exchange. (Lessig, 1999, as 
cited in DiMaggio et al., 2003) 
 
The meaning and value of privacy is often very different from the views of another, 
although common to most humans an understanding that control over personal 
information, human dignity, ability to be intimate, make mistakes, grow organically 
and learn communally is now threatened by, “machine learning through artificial 
intelligence, effectively turning users into an extension of the surveillant state” 
(American Civil Liberties Union, 2017). 
 
Those who occupy the human advantage of ‘controller’ over those who are 
‘controlled’ know and exploit, “privacy, and the related concept of confidentiality, 
(which) arise(s) in the wearables context” (Fort et al., 2015). The counter position for 
this-versus-that mentality, reinforces Dr. Ann Cavoukian, Privacy by Design (PbD) 
advocate, rests in duality as, “we can, and must, have both privacy and security, 
privacy and business, privacy and other necessary functionalities” (Cavoukian, 
2012). 
 
We only need to embrace a positive-sum paradigm. We must replace the ‘vs' 
with ‘and' allowing for a win-win solution - for us, and for our free and open 
society. (Cavoukian, 2012) 
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Win-win is the same analogy that the ACLU extolls as BWCs deployed ‘in a 
framework of strong policies thwarting even more surveillance’, also a dual 
consideration of, “the challenge of on-officer cameras is the tension between their 
potential to invade privacy and their strong benefit in promoting police 
accountability” (Stanley, 2013).  
 
In an epoch of concentrated power, pervasive digital technology (such as BWCs) 
posits Mehta, does not take a Hippocratic oath, rather, “everything about us is 
potentially colonised by the imperatives of state power or commercial needs” 
(Mehta, 2019). 
 
What we are left with is a wholesale instrumentalisation of the self, where 
every action, every gesture, every thought ends up serving the logic of 
mammon or the State. (Mehta, 2019) 
 
This surrender to a proliferation of surveillance on a trajectory of Uberveillance is 
concurrent with the views of most who contributed as participants in this research 
investigation. Ensuing conversations also validate perspectives in the literature 
review describing BWCs as now performing en masse a multitude of law 
enforcement and military surveillance tasks, which took less than a decade to reach 
networked saturation. With billions of dollars now being invested in this body worn 
form of CCTV, many civil liberty, human rights and social justice groups say they 
are justified in their concerns for such a spend on pervasive oversight. 
 
Privacy is not about the wish to hide; it is about having a space which is truly 
one’s own, where we are not instruments of someone else’s purposes. 
(Excerpt from Pratap Bhanu Mehta’s review of Edward Snowden’s memoir 
‘Permanent Record’ in Mehta, 2019).  
 
Mass surveillance as big data coupled with facial recognition is open to abuse by 
nefarious bad actors and constitutes a substantial risk to privacy state the Electronic 
Frontier Foundation (EFF) (Electronic Frontiers Foundation, 2015). 
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(the) act of being seen in an unauthorised manner, even if you have nothing 
to hide, is something of a violation. It is giving over the power of defining 
yourself to someone else. (Mehta, 2019)  
 
6.5.2 Fear Factor 
 
An examination of six key tenets of fear factor convincing the general public to 
support unprecedented purchase of BWCs as a moral ‘good for society’ is surely the 




BWC deployment for law enforcement and community policing outweigh 
any perceived or actual detrimental risk. 
Results 
BWC trials then implementation rollout demonstrates a marked decrease in 
violent or aggressive behaviours towards those wearing the device. 
Accountability Is assured due to the recording of the actions of the BWCs wearer; 
Transparency 
Due process can be tracked through video and audio evidence captured in 
violent encounters in public or other engagement; 
Production 
The presentation of BWC digital evidence in court often expedites early 
guilty pleas lessening costs for the government; 
Subject Rights 
Those captured in the BWC field of view are protected under respective 
national laws and international regulations on big data use. 
 
Table 26. Tenets of BWCs: Fear Factors. 
 
The emphasis that Brucato articulates is the co-creation of ‘fear factor’ between 
developers of BWCs and governments as policy ‘complete with paradox’ 
considering that the primary and core purpose for BWCs is accountability, yet on the 
other hand that ‘transparency in their behaviours’ is controlled by the very same 
forces who purport to be preventing further cases of police brutality perpetrated 
against those they were meant to protect. The researcher concludes that the literature 
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review contains many reports which on analysis closely resemble what Brucato 
claims is the factual case. 
 
The same level of paradoxical reasoning is attempting to pervert the course and cause 
of natural justice, cloaked in a skin of convenience as ‘telos’, a sparkling persuasive 
marketeer of social ‘goods’ according to Joshua Thomas Raulerson of the University 
of Iowa who considers, similarly to Brucato (2014) that, “the concept of Singularity 
presents a framework for thinking-through the ramifications of the present historical 
moment by projecting them onto a near-future that may appear variously as utopian, 
dystopian, or ambivalent, as needed” (Raulerson, 2010). 
 
Contemporary cyber and techno culture has historically provided many examples of 
ways in selling cleverly packaged ‘benefits for society’ wrapped in language that 
sells forward the ‘fear factor' in many guises, always portraying that another person 
or entity knows what is ‘good’ or ‘bad’ for you, then, reinforces its implementation 
as seemingly incontestable, as absolute as is the end to human existence. In the 
benefits-versus-determinants context, Brucato (2014) explicitly blames risk ratios 
twisted through a determinist lens as the main means through which large 
corporations such as Axon (2017a) who develop and promulgate BWCs ‘value’ as  
moral good of their role in society i.e. ‘less lethal’ than a gun discharging rounds into 
a suspect.  
 
We will accept it because of fear, and fear is the strongest conditioner. In 
many cases, technology is developing in relationship to a war on terrorism, 
both real and imagined, and this conditions us to accept the surveillance of 
people in all circumstances. (Lazar Puhalo in Michael, 2014b). 
 
The fear factor causes split seconds of self-reflection as to whether BWCs are 
serving a human purpose other than subjugation if human society only listens to the 
benefits rhetoric as law enforcement agencies engage willingly in all out push for a 
fully automated police force notes (J. Murphy, 2018b). 
 
The researcher proposes that the counteract to the benign ‘benefits versus detriments’ 
discourse, whilst rapid proliferation and a largely unchecked fear mandate runs 
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rampant and ‘for your own safety’ predominates, is manifest in mature debate of 
where BWCs are informed through counteractive positions of critical discourse.  
 
The Age has reported that the State Government had given the police the 
power to deal with breaches, rather than referring them to an independent 
umpire. (Willingham, 2019) 
 
This flawed divide in perception and simple dichotomy of the powerful, overruling 
the powerless, is often used by those who employ BWCs (according to those in the 
literature who oppose BWCs) ramming home a ‘public safety’ rhetoric. Sponsored 
studies and extensive reports extolling BWCs as a vehicle through which to ‘repair’ 
breakdowns in trust and foster better communication abound through literature, so, in 
order to resolve those critical engagements with BWCs, there needs to be tangible 
evidence of ‘better relationships’ with the communities they purportedly ‘protect’.  
Quantifiable evidence of reductions in crime equated with BWCs must be balanced 
with an awareness that BWCs minimally contribute to resolving the social 
determinants of crime, being trauma and poverty according to (J. Murphy 2018b). 
 
Just as capsicum spray is used as a coercive torture tool for police to get 
what they want, body-worn cameras are likely to 'fail' the public as an 
accountability tool in the absence of system review of their use by a body 
other than Victoria Police. (Lawyer Gregor Husper, Police Accountability 
Project as cited in Willingham, 2019) 
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6.5.3 Decolonising BWCs 
 
In personal correspondence between the researcher and the Supervisor in late 2018, 
the topic ‘inevitable state of humanity subject to a proliferation of BWCs’ ended in a 
common agreement - that BWCs join every other technological innovation rendering 
all humans as carriers of a continuous broadcast signal, in totality (if unchecked) 
rendered mute and subject to a state of certain Uberveillance. 
 
The counteract to a manifest reality of humanity consumed by its own inventions 
though, surfaced in the unlikely observance of ‘Country’, where the camera as an 
instrument can be considered as a tool acting in place of God, a new moral authority 
where once the natural surveillance of the Church reigned supreme. The researcher 
on deeper reflection, then coined a phrase including ‘Decolonising BWCs’ in the 
conclusions drawn through this research study. 
 
To envision a future means understanding the past where colonisation of 
Country came first through language, then through occupation of Country, 
possession of the body and BWCs now removing any record of cultures that 
encourage a ‘mind made me’. In effect, as a theory which can be tested and 
measured, in observance of where this phenomenon of BWCs appears, 
nothing is according to the Aboriginal Canadians and the Aboriginal 
Australians more important for culture to remain cultured by ensuring human 
connection to Country, where the true tie to Country is unobserved, invisible, 
irretrievable and only transmissible through vibration, not captured through 
the possession of film-taking. It appears true, where truth is a state of being 
rather than a state of apologetic telling, that passive acceptance of the 
technological trajectory means humans will be extinguished as AI fulfils a 
Singularity and issues all of humanity with MeCam’s for supposed safety 
through absolute transparency. Cynically measurable, empirical science can 
then count a device on everyone, and qualitative listening will reflect a lack 
of fear in a society that looks not sees, hears but need not listen if my theory 
is correct. My theory postulates that a literature review and assay of 
protagonists without any contributions from sceptics who view BWCs as a 
weapon of mass destruction as aligned with an innovation imbued with 
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cultural genocide, where the atrocities against humanity through BWC 
facilitates genocide. A theory in which BWCs are an act of war against 
humanity, not a benign computational artefact. (Hayes, 2018) 
 
Research participants also describe the proliferation of BWCs as a punitive tool of 
incrimination, with some adamant this is substantiated by the escalation of violence 
across society necessitating deterrence. In the willful act of decolonising the rhetoric 
of BWCs, the researcher believes challenging those who push the ‘serve and protect’ 
paradigm to reconsider perpetually reinforcing accountability through BWC footage, 
will be required, given that they are arguably perpetuating a crime against humanity. 
The unspoken fact of the matter, the ‘elephant-in-the-room’ is that BWCs are failing 
to uphold the statutes of law, more often not the serving to protect communities 
rather, fast track those marginalised into criminal proceedings without any public 
access, the data often controlled and manipulated by the same commercial body 
charged with its responsibility. 
 
The researcher therefore questions whether the numerous examples that research 
participants provide of the ‘norming’ of wearable technology on consumers could in 
fact be now considered in the context of the ‘human-as-camera’ being the absolute 
zenith of the dumbing down and chilling effect which Roger Clarke equates as 
‘wholesale mass surveillance’. These obvious unbalanced power relations Clarke 
emphasises leads to the perception that those in control of such data wield the most 
amount of power, to the detriment of the proportionality of policing in any context - 
in essence, those in control of BWCs are the new ‘coloniser’.  
 
The counteract to claims that BWCs efficiently expedite early guilty pleas as a 
benefit for society is also heard from those who believe that BWCs presuppose guilt 
where footage is indecisive and data objectively not the fullness of representation. 
Undeniably BWCs are only one means to uphold law, providing corroborative 
evidence, not the absolute totality of perspectives on which to substantiate exclusion 
by, “being used to coerce subjects into pleading guilty for offences” (Overington, 
2019). 
 
Obviously, if BWCs are considered as having a dual role in accountability, a fair trial 
and the edict of ‘beyond reasonable doubt’ are significantly compromised when the 
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onus is on reduction in costs and time savings according to many sources in the 
Justice sector. In many cases, the compelling spectacle of BWC video footage, the 
researcher suggests, lacks the fullest contextual nuances that deliberative and well 
serving court proceedings provide, substantiated by empirical studies that BWCs are 
not the panacea for policing rather, only one further tool amongst many already 
‘enframing’ a surveillance society.  
 
Considering that BWCs use is often duplicitous (as rarely are those wearing them on 
duty in isolation) the premise is that such duplicity of these points of view assure the 
subjects rights in a criminal investigation. The counteract position to that argument is 
that sousveillance conducted by the subject or others in proximity to that subject 
using cellphones or other devices is often deemed inadmissible in a court of law, 
thereby the only authoritative perspective permissible in a court of law is often the 
limited perspective of the edited film produced by constabulary wearing BWCs.  
 
This suggests that there is only one way of ‘seeing' in a totalitarian regime, whose 
rhetoric is saturated with the promise of ‘legibility’ according to James Scott in his 
seminal work, ‘Seeing Like A State’ (Scott, 1998). In many cases as the literature 
provides evidence of, access to the data captured on BWCs as both limited and 
restricted by law. There are also questions raised when regulatory bodies are lacking 
access to positions of oversight, and where subject rights are not protected from 
interagency collusion despite assurances to the contrary. 
 
Overall, a dearth of unbiased longitudinal studies of the social impacts and ethical 
implications of body worn computers in the form of community voices under 
‘constant capture’ suggests that for the convenience of a few, many are incriminated 
by ‘film taking’ without consent by the contemporaneous ‘constable-of-care’. The 
counteract to hope is clearly from a position of action, so a continued apathetic 
subservience without critically informed debate surely implies a designed and 
ruthlessly graduated regime with grave consequences for human society. 
 
With no answers as to who-watches-the-machine-watching-the-watchmen and with 
all manner of what civil liberty, social justice and human rights debate that 
automation is creating a degeneration-of-a-generation and the proliferation of BWCs 
likely to enslave even more critics and whistleblowers under Scott’s surveillant State. 
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Unless a counteractive accord arises which informs us all why we are all not 
individually already required to wear BWCs permanently ‘for the common good’ the 
researcher considers that an apathetic public will likely (through unconscious 
complacency) tip-toe collectively around the issues of BWCs in society, recounting 
days before the ‘memory of privacy’ was a branded corporate commodity. 
 
The way forward on this topic the researcher suggests, considering the viewpoints of 
participants and findings from the literature is obvious. Without rigorous debate and 
unbiased scientific inquiry bringing the voices of all sides to the argument forward, a 
dystopia of certainty looms large. The counterargument for computers and cameras 
on police is the very same for teachers, paramedics, childcare workers and thousands 
of occupations, that being the near certainty of BWCs ‘always-on-everyone’. 
 
In essence, this research investigation raises an awareness through empirical data 
analysis, providing conclusions based on scientific reason and rationality, cognisant 
of the yawning divide of intercultural understandings of a highly contentious 
technological phenomenon. As evidenced by numerous connections and interactions 
with Aboriginal communities in Australia, the researcher also gained an 
understanding as a participant observer whilst engaged in community activities of the 
cathartic engagement practise of ‘Ngikalikarra’ which can be described as the human 
act of listening to Country. 
 
The concept of ‘Country’ which occurs with the topic of Aboriginal and First 
Nations Cultural Awareness will now be explained as it pertains to the theme - place 
- as related to, yet differing from when discussing geolocation in the context of LBS. 
This is the most significant finding and contribution the researcher considers as a 
result of conducting this research investigation, specifically requiring an explanation 
and a subsection in conclusion; to reinforce for the reader that which may have been 
‘glossed over’ in prior chapters. 
 
The researcher considers that this extended definition and explanation of Country is 
critical in the readers access and awareness of the significance of these 
understandings for future research inquiry.  
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6.6 Country 
 
In lay terms, the term ‘Country’ which is notably always capitalised - always denoted 
with a capital ‘C’ - when discussed, Country in an Aboriginal context, extends the 
‘self’ beyond what Non-Indigenous cultures refer to as ‘land’. In that respect, this 
Ngikalikarra Framework is therefore considered applicable in all contexts, for use in 
all cultures and with new sensitivities that are ecologically and culturally united in 
the deeply interrogative critical inquiry of BWCs on all Country - note ‘this is the 
relationship to self, not seperate to the individual and not pluralised.’ (McDuffie, 
2020). 
 
Non-Indigenous people and landowners might consider land as something 
they own, a commodity to be bought and sold, an asset to make profit from, 
but also a means to make a living off it or simply 'home' ... They 'develop' 
land, as if it was unfinished or raw. (Anon, 2008; Korff, 2019) 
 
This understanding of the term ‘Country’ is pivotal in understanding Figure 28. 
Ngikalikarra: A Social Ethical Framework, which notably contains in the center of 
the figure three words; (1) Country which defines how we connect with a sense of; 
(2) Place, which in the Aboriginal Nyikina community is known as; (3) Booroo or 
Buru, which nominally means ‘ground’ as noted in the ‘Birr Nganka Nyikina’ 
dictionary (Hattersley 2014). 
 
For Aboriginal peoples, Country is much more than a place. Rock, tree, 
river, hill, animal, human – all were formed of the same substance by the 
Ancestors who continue to live in land, water, sky. Country is filled with 
relations speaking language and following Law, no matter whether the shape 
of that relation is human, rock, crow, wattle. Country is loved, needed, and 
cared for, and country loves, needs, and cares for her peoples in turn. 
Country is family, culture, identity. Country is self. (Korff, 2019) 
 
Within the context of this research investigation the development of BWCs as a 
pervasive ‘film-taking’ technological innovation was informed, in this cultural 
context by interactions between the researcher as participant observer and members 
of the Aboriginal Nyikina and Goolarabooloo communities of the Kimberley region 
of Western Australia, summarised in the Research Journal Summary (Hayes, 2019b). 
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Ronald Roe, Goolarabooloo Elder and Walman Yawuru descendant, author of 
‘Kunin Law: Crow and Country’ expresses the importance of Country as, “Country 
owns me and I am part of Country” (Roe & Hayes, 2018). Similarly, Dr. Anne 
Poelina as a Nyikina Warrwa (Indigenous Australian) woman has informed this 
research investigation by encouraging the researcher to re-consider technological 
development including BWCs or indeed any technologically oriented discussion, 
when a place-based orientation articulated though the concept of ‘Country’ is central 
to the discussion, not as separate or a subsidiary concept.  
 
Researcher and Filmmaker, Dr. Magali McDuffie who has worked extensively with 
Aboriginal communities in Australia expresses in her PhD dissertation that, “physical 
boundaries of Country are not to be found on maps or in topographic features per se, 
but within oneself, from one’s liyan, as Lucy Marshall (Poelina et al., 2015) and 
Paddy Roe (Maybury-Lewis, 1992) point out” (McDuffie, 2019, p.44). The very 
same importance of Country as a means to locate ‘ourselves’ is often referred to 
using a vernacular form - sense-of-place - which is thoroughly and conceptually 
linked through the place/time/identity model as explained by (Lengen et al., 2018). 
The very same associations are made accessible by considering the ecological and 
ontological associations between sense-of-place and sense-of-world considers (Heise, 
2008). 
 
As described in the deep listening research methodology known as daddirri (The 
Lowitja Institute, 2012) and as an approach to engaging inter-culturally (Jens Korff, 
2017) which is visualised as Yirrabana, a living and evolving model of collaborative 
engagement (Mirams et al., 2014), the Ngikalikarra framework adds another social 
dimension. The researcher considers BWCs developers and their protagonists lack in 
consultation with First Nations peoples, many of whom often are subject to the very 
worst of BWCs as a malignant element in the interventions of over policing in their 
communities according to Murphy (2018a) and Laming (2019b). 
 
With all due accord, discussion in this respect of Country necessitates refrain as it 
would require another dissertation to explain all First Nations accords of First Law as 
it pertains to technological innovations such as BWCs. 
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6.7 Ngikalikarra Framework 
 
By systematically interrogating a wide range of stakeholder groups and individual 
experts, listening in interviews and conversation, as participant observer across 
international events, through analysis of text from all research participant interview 
transcripts and through discussions composed of rich description, the visual Figure 
28. Ngkalikarra: A Socioethical Framework brings the most important concepts and 
themes together in a single illustration. 
 
Unlike the depictions of humans or inanimate artefacts as central for discussion, the 
Ngikalikarra Framework centralises communication in response to ‘place’ and the 
use of the Aboriginal Nyikina term ‘booroo’ (Hattersley, 2014) meaning ‘Country’, 
purposefully selected in order to signify that depending on ‘whereabouts’ we 
navigate in this world that those who are the traditional custodians for that country 
are central in discussions through ‘Ngikalikarra’, another Aboriginal Nyikina term 
meaning - ‘… you have got to listen!’. 
 
The Ngikalikarra Framework is in effect a design tool with which to catalyse and 
guide discussions for any form of emergent technology. When employed in co-
design, this framework serves to protect those most vulnerable and counteract those 
driving this emergent technology phenomenon.  
 
In a breakdown of the key components of the Ngikalikarra framework, terms are 
interchangeable as they are in context and culture dependent, such as ‘place’ or 
‘Country’ or ‘booroo’, the emphasis is on the fusion of interdisciplinary envisioning 
and language, encompassing the personal learning experiences of the researcher and 
those Indigenous community and biodiversity values considered of the highest 
accord in ‘place-sensing ’and sustainable ‘place-making ’by (Heiner et al., 2019). 
 





Figure 28: Ngikalikarra: A Socioethical Framework - This is an original contribution to  
the understanding of BWCs in a cultural context incorporating Layer 1 (Heiner, et al. .2019; 
Fogarty., 2014; Hattersley, 2014), Layer 2 (Ungunmerr, 1988), Layer 3 (Wergin, 2016; 
Edwards-Vandenhoek, 2018; Adamson, G. et al., 2015; Preaud, 2009), Layer 4 (Yunkaporta, 




The following table provides the direct attributions and correct acknowledgements 
drawn from other sources to compose Figure 28. Ngikalikarra: A Socioethical 
Framework.  
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Layer Dimension Attribution 
1 ‘Place’ Heiner, M. et al., 2019. Moving from reactive to proactive development 
planning to conserve Indigenous community and biodiversity values. 
Environmental impact assessment review, 74, pp.1–13. Accessed, 8 
March, 2020. 
http://www.sciencedirect.com/science/article/pii/S019592551830115X. 
1 ‘Country’ Fogarty, W., 2014. “Learning through country: competing knowledge 
systems and place based pedagogy” PhD. Australian National University. 
Accessed, 8 March, 2020. https://openresearch-
repository.anu.edu.au/handle/1885/11712. 
1 ‘Booroo’ Hattersley, C., 2014. Birr Nganka Nyikina. p.46. First. Madjulla Inc., ed., 
Broome: Australia. 
2 ‘Listening’ Ungunmerr, M.R., 1988. Dadirri: Inner Deep Listening and Quiet Still 
Awareness. Miriam-Rose Ungunmerr Foundation, pp.1–4. Accessed, 8 
March, 2020. http://www.miriamrosefoundation.org.au/about-
dadirri/dadirri-text. 
3 ‘Cultural’ Wergin, C.H., 2016. Dreamings beyond “opportunity”: the collaborative 
economics of an Aboriginal heritage trail. Journal of cultural economy, 




Edwards-Vandenhoek, S., 2018. “Over There, in the Future”: The 
Transformative Agency of Place-Based Design Education in Remote 
Aboriginal Communities. International Journal of Art & Design 




Adamson, G. et al., 2015. Wiener’s Cybernetics Legacy and the Growing 
Need for the Interdisciplinary Approach [Scanning Our Past]. 




Preaud, M., 2009. Loi et culture en pays Aborigenes ; anthropologie des 
resaux autochtones du Kimberley, Nord-Ouest de l’Australie. PhD. James 






Yunkaporta, T., 2009. Aboriginal Pedagogies at the Cultural Interface. 
Doctor of Education. School of Indigenous Australian Studies. as cited in 
Edwards-Vandenhoek, S., 2018. “Over There, in the Future”: The 
Transformative Agency of Place-Based Design Education in Remote 
Aboriginal Communities. International Journal of Art & Design 





Abbas, R., Michael, K. & Michael, M.G., 2014. The regulatory 
considerations and ethical dilemmas of location-based services (LBS): A 
literature review. Information Technology & People, 27(1), pp.2–20. 
Accessed, 8 March, 2020. 
https://www.emeraldinsight.com/doi/abs/10.1108/ITP-12-2012-0156. 
 
Figure 28. Ngikalikarra: A Socioethical Framework - attributions and acknowledgements. 
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Likewise, learning through Country (Fogarty, 2010; Fogarty et al., 2015) as a 
principle for pedagogical engagement brings a ‘sense-of-place’ and well-being to 
communities who have been subject to some of the most atrocious intrusions of 
successive technologies over centuries. The Aboriginal Nyikina term ‘booroo’ 
(McDuffie, 2019; Hattersley, 2014) which has been misappropriated by international 
mining corporations serves as a reminder that central to any discussion about 
technological persuasions in communities, first and foremost is the cultural and 
spiritual notation of importance of Country and central in discussions around the 
likely implications and overall impact that BWCs will have on that community.   
 
An ethical framework which positions ‘place ’and Country as central to discussion is 
the beginning of true sensing and awareness, by immersion awakening critical 
inquiry as to how these computational devices and network connections threaten to 
disconnect us from proper culture. Through deep listening and quiet still awareness 
(Ungunmerr, 1988) known as ‘Daddirri’ which respects cultural and intercultural 
‘waiting time’ (Wergin, 2016), the transformative energy of intergenerational ‘place 
based’ education respecting the human rights of remote Aboriginal communities 
(Edwards-Vandenhoek, 2018) is contiguous with the interdisciplinary approach by 
cybernetics legacy, Norbert Wiener (Adamson et al., 2015). 
 
Fostering intercultural experiences in this field, as evidenced in the ethnographic and 
filmic works of Preaud and Glowczewski (Preaud, 2009; Glowczewski, 2005; 
Glowczewski, 2012) brings about a re-examination of how contemporaneous 
technological innovations such as LBS and BWCs interface with cultural values. 
Only then can the regulatory, ethical and cultural considerations of location-based 
services (LBS) Abbas et al. (2014) match respectfully and be guided by ‘Values, 
Protocols, Systems and Process’ (Yunkaporta, 2009). 
 
In a lengthy discussion with Supervisor, Professor Katina Michael in early 2015 
regarding the composition of a socioethical framework which builds upon existing 
concepts by Kelly and others (2013) as well as Abbas et al. (2015) an understanding 
that real risk which threatens constantly to derail examinations of the ethical 
implications and social impacts of BWCs manifests as, “the camera hungry body 
worn instrumentation attempts to sit in place of God … in place of ‘place’ (Professor 
Katina Michael in Appendix 9.5: Personal Communication). 
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In reply to Michael, the researcher composed a statement which encapsulates the 
importance of Figure 28: Ngikalikarra - A Socioethical Framework, in addressing 
the real threat of operating in isolation without a ‘sense-of-place’ and tie with 
cultural values, specifically that, “the camera (BWCs) by design colonises the human 
form and by wearing it, we become it, then in turn we lose our human sense of place” 
(Alexander Hayes in Appendix 9.5: Personal Communication). 
 
In discussions with Dr. Anne Poelina on April 18, 2016 at Balkinjirr Community, 
Fitzroy River, Kimberley region of Western Australia, the reply to both musings on 
BWCs rang out as a quiet response to the group gathered in conversation around the 
flickering light of a campfire. 
 
Technologies can cause us to be automatic, not realistic. They cause us to 
stop knowing our ‘liyan’, our instinct. They stop us from knowing ourselves. 
(Poelina, 2016, in Hayes 2019b, p.120).  
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6.8 Summary 
 
In the Discussion chapter a developed response bringing all facets and responses to 
the research argument together, reveals the need to re-consider the simple benefits-
versus-detriments argument. Through counterargument, a critically informed, 
empathetic and culturally considerate new approach is revealed as a benchmark to 
appraise BWCs as a contemporary phenomenon. 
 
A parallel narrative, composed of the emergent concepts spoken through the voices 
of participants in this investigation, build upon topics which the researcher in 
reflection discovered as evidenced through entries in the research journal. Likewise, 
key themes emerged and these in turn inform a socioethical framework, a 
composition of the most important considerations diffusing BWCs as an innovation 
or as many equate simply another extension of mass surveillance. In the Conclusion 
chapter, theoretical persuasions which previously informed an examination of BWCs 
in a social and human context are contextually juxtaposed with new methodological 
insights gained over the duration of the investigation, culminating in philosophical 
determinations inviting critical feedback. A review of emergent and key themes 
results in considerations of what in conclusion can be considered as the success of 
the investigation and that which can be improved. 
 
Lastly, the direction for BWCs future research is articulated and definitions of what 
lacks then informs what will be pursued in further ethically aligned and designed 
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7.0 CONCLUSION 
 
In this chapter, social and ethical implications of BWCs, which arise as a result of 
this research investigation are now considered through culturally diverse lifeworld 
perspectives. 
 
These considerations must be appropriately contextualised, ensuring that review of 
literature contrasted with contributions from many participants occur within the 
boundaries of those theoretical models and paradigms engaged through the research 
process. Conclusions can be drawn from methodological insights gained as a result 
of interaction with individual experts in the wearable computing domain as well as 
differing stakeholder groups. Theoretical persuasions that present themselves in 
literature and the philosophical determinations gained in an autonoetic assessment by 
the researcher of the entire research investigation process can also be considered and 
yet, the intercultural perspective emerged as perhaps the most contentious as it does 
not follow neatly the methodological assessment typical of western sciences. 
 
An analysis of the contrasting cultural perspectives and experiential accounts of 
participants through a frame of critical dialogic leadership, ‘ethics in action’ as 
described by Nielsen (1990), reduces the limitations of knowledge transferability and 
avoids the researcher tangling in unrelated abstruse scientific constructs in order that 
a new thesis (syn-thesis) may form, mindful that recommendations for future practice 
requires further research.  
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7.1 Overview 
 
To understand how the development and proliferation of BWCs have been 
historically informed by the wearable computing fraternity such as the Massachusetts 
Institute of Technology (MIT) and likewise influenced by differing industry 
stakeholder groups, the researcher now widens the frame of reference to include 
personal and professional lived experiences of First Nation perspectives in addition 
to global technical experts. The evidence of success of an ethnographic approach is 
evidenced by the trust built with these experts and their communities, each 
participant providing consent to engage in semi-structured interviews and 
conversations enabling the researcher to gather a large range of empirical data. 
 
The methodological advantage as participant observer of meeting these experts face-
to-face, online or by telephone resulted in an authentic engagement by invitation to 
experience the wearable computing community, participate in events and develop an 
emic perspective. By juxtaposing accounts of these personal interactions with the 
experiences of participants and literary understandings, the researcher then 
developed through narrative drawing upon a comprehensive research journal a sound 
rationale for why BWCs challenge humanity. 
 
This narrative that weaves together concepts, topics and themes arising from the 
investigation process, serves as the ‘backbone’ for the thesis, highlighting through 
prose the importance of lifting the voices of those who are engaged in the critical 
inquiry of the contemporary phenomenon of BWCs, informed by the many ethical, 
legal and social implications (ELSI) of wearable computing. A profound gap in 
literature, principally a lack of ‘voice’ in qualitative empirical evidence from those 
who claim that BWCs erodes their fundamental rights as human beings is evident in 
a review of literature. Through wider netnography research sources and also through 
a critical discourse analysis using Foucouldian assessment of power relations of 
research participants contributions, the contribution of this research investigation is 
principally by exemplar. 
 
The researchers development of a socio-ethical framework mirrors the emancipatory 
actions of human rights and social justice groups, following an ‘ethically aligned 
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design’ not unlike the ELSI ‘Framework for Addressing Ethical, Legal and Societal 
Issues’ (Committee on Ethical and Societal Implications of Advances in Militarily 
Significant Technologies that are Rapidly Changing and Increasingly Globally 
Accessible et al., 2014). 
 
A review of participants interaction with the researcher reveals personal and 
professional life world accounts which oscillate from outright endorsement of BWCs 
as a socio-technical innovation tool for use with limited precaution, through to strong 
ethical concerns of BWCs joining mass surveillance programs operated by large 
corporations and Governments, which in application aligns this research inquiry with 
the outputs of IEEE Society on Social Implications of Technology (SSIT) (IEEE 
SSIT, 2020). Likewise, assertions of power relations and lack of power balance 
between law enforcement and communities by human rights and social justice groups 
join those who expressly consider the ramifications of technological enframement 
such James Lovelock, British environmentalist and futurist who declares in his book 
‘Novacene’ as, “understanders of the future will not be humans but what I choose to 
call ‘cyborgs’ that will have designed and built themselves” (Powell, 2019b). 
 
Avoiding the distractions of outright dystopian prediction, the researcher’s 
conclusions focus on multiple and interdisciplinary perspectives that coalesce 
without exception around one central theme - privacy - differentiated from the 
concept of ‘transparency’, denoting that privacy is critical for personal security to 
prosper and cultural diversity to endure. 
 
This ethical position and moral values proposition the researcher maintains, clashes 
spectacularly with the assertions of corporate providers such as Google Inc. who 
have made substantial investments in the wearable computing domain.  
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7.3 Conclusions 
 
Mindful that a conclusion connects the lifeworld of the reader with the outcomes of 
this research investigation, through this ethnographic investigation conducted with 
fifty participants, three distinctly different, yet demonstrably commensurate 
parameters are articulated in summation of what this research contributes to the 
scientific community in understanding the social impact and ethical implications of 
BWCs for humanity. 
 
As a participant observer, conducting a critique of historical artefacts beginning with 
literature soon brought the researcher into an awareness that empirical data derivative 
of operational scenarios differs markedly at times from theoretical assertions in the 
rapidly shifting field of wearable computing. Using a methodological approach 
which engaged experts as knowledge centers in their respective fields opened out a 
semi-structured inquisition of BWCs into the co-design of turn-taking in 
conversation. Likewise, through the insecurity of a grounded theoretical approach, 
the philosophical nuances that would otherwise be lost in translation of prior studies 
of BWCs in literal replication have given way to an interdisciplinary and 
intercultural assessment producing unique understandings not yet expressed in this 
field. 
 
In this mixed method investigation, the consideration of artefacts and data as 
interdependent has also produced an awareness of the relationship between clustered 
concepts and which coalesce as themes such as ‘place’ which, in a cultural context is 
important as privacy differs contextually according to that geopolitical culture. 
 
Likewise, the absolute reality of stakeholder responsibilities can then be better 
understood as risk mitigation, not separating the assessment of technological 
innovation into benefits versus detriments nor dystopia versus utopia, rather all 
positions considered as occurring in duality, a positioned embraced by the researcher 
as shared by Dr. Anne Poelina (Poelina, 2018a). 
  
 
  449 
My ‘liyan ’is my moral compass … is the ‘feeling ’which helps me to 
navigate my movements on Country and it helps me to read people and 
determines my relationship with them. This ‘feeling or liyan ’is deeply 
personal and guides my life journey with human and non-human beings; the 
plants, the trees, the birds, and other animals. It is ingrained in my inner spirit 
and enshrines my rights and responsibility to our Mardoowarra, river of life. 
This is the law of relationships! It is personal, spiritual and not for human 
beings to determine, it is the Law of the Land, not the Law of Man. (Dr Anne 
Poelina in Great Australian Story, 2016). 
  
 
  450 
7.3.1 Theoretical Persuasions 
 
As the literature provides and as participants elucidate, emergent themes which arise 
from the analysis of text, concept clusters and Netnographic background material all 
coalesce around ‘technological enframement’ as described by Heidegger (1977) 
conflating with surveillance and the totality of Veillance, that of Uberveillance and 
the impending collapse of the ‘nature of gaze’ as described by (M. G. Michael, 
Macquarie Dictionary, 2009). 
 
Personal correspondence and discussions between the researcher and Professor Steve 
Mann, Professor Katina Michael, Dr. M.G. Michael and other research participants 
conjoin ‘watching’ and ‘vision’ yet, considering each theory as a form of persuasion, 
deterministic assessment of human activity could be written up that BWCs as a 
phenomenon in the ‘watching’ makes us, the user. This requires researchers to 
consider where their own ethical responsibilities lie, guided by the likes of the ACM 
Code of Ethics and Professional Conduct (ACM 2020) which expresses the 
conscience of the computing professional succinctly as: 
 
1. Contribute to society and to human well-being, acknowledging that all 
people are stakeholders in computing; 
2. Avoid harm; 
3. Be honest and trustworthy; 
4. Be fair and take action not to discriminate; 
5. Respect the work required to produce new ideas, inventions, creative 
works, and computing artefacts; 
6. Respect privacy; 
7. Honour confidentiality. 
 
New dimensions as a result of this research investigation though, prove in the 
‘seeing’ as reinforced in Figure 26: Sense of Place, a mechanism through which to 
better inform BWCs by grounding further ‘envisioning’ by placing ‘Country’ central 
to discussion. 
 
Indigenous peoples' life projects are socio-cultural in the broadest sense 
rather than narrowly strategic. Their life projects are also place-based but not 
limited to the local. In contrast, development promoted by market or state-
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backed agents, with its claims to political necessities, the greater good and 
market demands in the context of globalisation, appears to be disengaged 
from place conditions. (Blaser et al., 2004) 
 
Likewise, as research participants reinforce, theoretical models which were 
composed of human thinking are now, as a result of the Internet and digital 
duplication dialectic, perhaps becoming less relevant for how as a human society, as 
we now live a life of convenience and security, in turn used against us as corporate 
owned human privacy. Whether privacy is a human right in an epoch of proliferating 
BWCs is informed by those theoretical persuasions that foster human dignity 
according to some, yet other would attest to the end of the anthropocene and be 
willing to surrender to a Singularity, free of the constraints of human Law and 
culture. 
 
A place-based perspective provides a fruitful standpoint from which one can 
understand life projects, become more open and receptive to their visions, 
and refuse the Enlightenment pretence of universalism ... this pretence is 
fulfilled when the world-views and values of modernity that are promoted by 
development are taken to be disembodied from place, made entirely abstract 
and equated ultimately with ‘the global’ (Blaser et al., 2004). 
 
Place-based identity, autobiographical memory and the development of a 
place/time/identity model by Lengen et al. (2018) provides an amalgam of relevant 
theoretical persuasions to contrast with the findings from research participants 
including that of Marx, Husserl, Bachelard and Sloterdijk, yet ‘technological 
enframement’ as expounded in the essays of Heidegger (Heidegger, 1977) is 
arguably the most relevant benchmark or ‘filter’ through which to arrive at 
theoretical conclusions in this research investigation. 
 
Where the related theoretical concepts relate to the domain of Veillance (A. Hayes et 
al., 2013) was observed by the researcher, in action and in literature, it was mostly 
conflated with the simple dichotomy of the research argument, that of binary answers 
to whether BWCs are of benefit or detrimental for humanity. Those stepping beyond 
the binary attest to the ever-shifting taxonomy of surveillance (covert / over 
oversight) with sousveillance (undersight) and dataveillance (logging) as attributes of 
 
  452 
Veillance as described in conversation Appendix 9.5.2: Sur/Sous/Veillance and 
Super/Sub/Vision. 
 
Uberveillance, by contrast, the researcher asserts is no longer an emergent concept 
nor a ‘persuasion’ rather requiring a far deeper research interrogation, given that 
even learned colleague Professor Steve Mann grapples with ontological associations 
and conceptualisation of Uberveillance as a totality of embodied mass surveillance as 
evidenced in Appendix 9.5.1: Over and under the Valences of Veillance. 
 
Despite the many examples of robust risk assessment, ethical considerations and 
interdisciplinary approaches informing wearable technology development, from a 
theoretical social construction perspective, a small number of participants indicate 
that creative ‘tinkering’ and rapid prototyping in the engineering context must be 
differentiated from the negative dissociations of corporate responsibility described as 
the diffusion of these innovations via a ‘dont care’ model i.e. ‘...your job is privacy, 
not mine’. 
 
Too often, elite institutions and corrupt people / organisations have a 
symbiotic relationship ... they launder each other’s reputation for the illusion 
of legitimacy and prestige. (Ocasio-Cortez, 2019) 
 
Likewise, considerable attention is theoretically assigned to the preservation of the 
‘ancient’ and juxtaposed with rapid change of the ‘modern’, which, as most 
participants relate as occurring in an era of onset and exponential automation with an 
‘occult elite’ at the helm of human computing activity. 
 
The occult elite is all about power and symbolism ... because they control 
politics, finance and business. Furthermore, by creating overtly occult 
ceremonies, the elite tells the world … This is what we believe in, this is 
what we think of you and there is nothing you can do about it. (Citizen, 
2016). 
 
As various theorists highlight, market mechanisms seem likely though to continue to 
influence how ubiquitous technologies such as BWCs benefit humanity amidst calls 
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for circumspection by those who consider BWCs as inherent with ethical 
implications and divergent social impact. 
 
The perceived benefits include enhanced transparency, and improved 
behaviour by both citizens and officers. Perceived concerns include privacy 
issues (for both officers and citizens), significant investments in policy 
development and training, and the substantial commitment of resources and 
logistics (Wichita, 2014). 
 
Given the breadth and scope of this investigation it is noteworthy that ‘power’ and 
‘control’ are thematically synonymous across all industries and sectors using BWCs, 
whether that be as a result of the data that BWCs generate or the judicial presence of 
the artefact as a mechanism of deterrence. Those controlling the data flows of BWCs 
wield the ultimate political hammer that forces wide scale police body camera 
adoption according to Harcourt (2016). 
 
Without clear limits, body cameras may become just another tool for law 
enforcement rather than for police accountability. (Joh, 2016b) 
 
It is clear also that theoretical persuasions selected to support quantitative assessment 
extolling initial outlay costs, operational costs (real), capital outlay, data 
management, data retrieval, data security, ongoing costs need to be balanced by a 
qualitative assessment devoid of ‘junk science’ (Brucato, 2014). This would address 
the many concerns raised (Electronic Frontiers Foundation, 2015; Lawrence, 2017) 
as ‘faceless’ corporations scour, collate and expedite punitive interventions through 
automated, artificial and machine-driven intelligences. 
 
Thus, a very few companies wield disproportionate influence over the design 
of police body camera data collection and control. (Joh, 2016b)  
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7.3.2 Methodological Insights 
 
Structuring the research investigation Figure 1: Research Investigation Structure into 
four main phases (despite numerous amendments to the Research Ethics application) 
ensured a clear transition between activities cognisant of logical dependency and 
eliminating assumptions which would compromise stakeholder engagement. 
 
An examination of the methodological approach provides insights which the 
researcher asserts are best understood as points of critical knowledge gained with 
acknowledgement that many varied approaches allow for future refinement and 
improvement. These insights have been ‘mapped’ referencing Chapter 3: Research 
Design, beginning with the researcher’s compliance with the University of 
Wollongong Higher Degree by Research Ethics Council (HREC) including data 
management challenges requiring research ethics amendment with diversity of these 
systems detailed in Table 6. Research Inquiry: Data Management. 
 
Immediately following approval to commence studies the researcher began recording 
the research journey using a Research Journal (RJ) which over a six-year period 
reached 993,000 words in total. The research journal summary (RJS) - see Appendix 
9.2.1: Publications is a titrate of the main points of understanding that the researcher 
gained as a result of maintaining a Research Journal (RJ) throughout the entire 
research investigation. 
 
An introduction to the RJS contains descriptions of the flexible learning initiatives 
that the researcher engaged through in the lead-up to the research investigation, also 
the many online communities through which the researcher engaged in as prelude to 
inquiry of the phenomenon of body worn computers with a research focus on camera 
and video recorders. The use of narrative structured as excerpts from posts, then 
ordered by chronology uses ‘differentiated’ voices with the researcher interactions, 
immersion and reflection mapped through each research phase. 
 
A chronological structure with findings is expounded through narrative in the latter 
half of the thesis, principally in Chapter 6: Discussion, where excerpts of the 
researcher’s understandings in the form of quotes serve to ‘scaffold’ and at times 
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validate or refute participant claims. The communication of this social construction 
of ‘make meaning’ using a research journal is profoundly confronting for the 
researcher given the length of this investigation and rigor of data analysis.  
 
In reflection, as is evidenced in this form of recount, the researcher considers this 
comprehensive resource, 44,000 word titrate of the Research Journal into the 
Research Journal Summary (RJS) as the ‘takeaway’ or compendium as a running 
record of the stages of awareness and liminal experience gained as a result of this 
entire research process, results made translatable, reconfigurable and in the process 
the creation of a transmissible model of reflexive scientific account. Conducting a 
literature review was critical in understanding the scope of the research problem, 
with empirical studies informing theoretical parameters, methodological approach 
and resulting gap in literature to be investigated. In stark contrast, experts as 
participants in semi-structured interviews and ensuing conversations soon identified 
for the researcher poignant understandings and critical awareness of thematic power 
and control relations often disguised in the subterfuge of ‘affirmative’ benefits 
rhetoric which permeates literature in the BWCs paradigm.  
 
Some participants though, argued that BWCs were being developed without ethical 
regard for the broader public-interest which John Tashea (2016) declares must be 
supported as, “the growth and dissemination of technology projects that improve the 
operations of the justice sector, broaden public access to justice-related data, and 
promote social justice” (Tashea, 2016). 
 
Additional verification of consent from select participants opened out opportunities 
within which better understandings of challenges in personal, regional and cultural 
centers and in a global context could be discussed, typically a starting point in 
conversation as to the diversity of opinions in a globally diverse study of BWCs. 
Using established and existing studies informing a socioethical framework (Fusco et 
al., 2010; Kelly et al., 2013; Abbas et al., 2015) proved reliable as a theoretical 
limitation to the investigation, as did theoretical associations through Activity Theory 
with Kaptelinin and Nardi (2012) and process orientation of Grounded Theory (Chun 
Tie et al., 2019). 
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A ‘Boote and Biele’s Literature Review Scoring Rubric’ reveals the literature review 
failed on a number of counts to adequately reveal contextual factors governing the 
roll forward of BWCs especially in a cultural context, notwithstanding a rubric was 
determined as a sound mechanism through which to assess ‘make meaning’ from 
reliable sources, none of which fully address what was realised in comparison to the 
social impacts and ethical implications of BWCs as revealed by participants in 
conversation. A theoretical framework however is likely the most salient of 
consideration for what constitutes a synthesis of the key theoretical underpinnings for 
interrogation of this topic, by placing humans at the center of discussion, negating 
any further role for humans other than carrier of BWCs. 
 
A failsafe of employing technological instruments to record conversations with 
participants in semi-structured interviews served the purpose of qualitative analysis 
yet, as a number of participants indicated, these technologies also influenced the 
manner in which questions were answered as described in subsection 5.4 - 
Reflections, in the ‘Observation Study’ chapter. 
 
This feedback from participants is an important factor to be taken into account when 
assessing the validity of any qualitative research data collected in this manner. These 
observational instruments used in this ethnographic inquiry despite the apprehensions 
expressed by a few participants were considered successful as a methodological 
approach in gaining an understanding as participant observer of the perspectives 
from select stakeholder groups. 
 
Despite reservations for conducting researcher engagement using semi-structured 
interviews, with consent, these painstakingly also eventuated, with varying degrees 
of enthusiasm for open ended conversations noted. In retrospect, as noted in the 
researcher journal, whilst semi-structured questions provided a ‘sense of ease for 
participant engagement’ the researcher concludes that open ended conversations 
where participants were free to engage with an evolving body of schematics and 
illustrations of concepts as stakeholder groups would have provided further valuable 
evidence for discussion. 
 
Seeking understanding through research activities deemed to be of ‘emic 
perspective’ however, especially those in which the researcher wore life-logging 
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cameras proved to be problematic and highly dependent on variables even within 
‘controlled’ settings such as the IEEE ISTAS13 Symposium (Michael & Hayes, 
2013). The presence of this technology especially in close proximity of other humans 
in social settings was also considered as contributing to the reticence of some 
participants who chose to remain anonymous or de-identified in this study. 
Considering that Activity Theory as a meta-theory advantages reflexive account, this 
investigation reveals that the researcher was considered ‘untrustworthy’ if wearing a 
BWCs such as a life-logging camera and to many this stultified the ‘human 
investigation’, the true position a number of participants reinforced of the researcher 
also subject of humanity now held as in waiting by digital technologies for its own 
enframement. 
 
Disassociation from Subjective Evidence Based Ethnography (SEBE) was arrived at 
when assessing to what degree ‘listening’ and subjective analysis involves BWCs, 
the researcher determining that despite clear theoretical association, methodological 
insights are gained through reflexive perceptions, an intuitive assessment lesser 
quantitative, yet referentially as acutely observant. Clearly SEBE did not resonate 
with the researcher methodologically, primarily based on readings which did not 
substantively differentiate that of the ‘observed’ in SEBE practice from that of the 
voice of the participant, ‘the listened’. 
 
Listening, which is the ‘actionist’ scaffold for change as depicted in Figure 28. 
Ngikalikarra: A Socioethical Framework is as the researcher aligns with 
participatory observation, employing all senses and as Poelina (Hayes 2016) relates 
‘living in deep time’ as opposed to simple economics of scale, a cultural association 
which debatably is of interest to the London School of Economics, yet far removed 
from their research advantage. By listening to participants in conversation, through a 
relational engagement which collapses ego into ‘present’ time, BWCs are a modus 
for opening up discussions which would otherwise be shut down in the annals of 
what works as a ‘public safety’ under the auspice of ‘serve and protect’, yet as (Lyon 
2003) suggests nothing more than institutions who officiate ‘power and control’. 
 
A strategic approach for synthesising knowledge emanating from literature coupled 
with a self-limiting yet focused structure for interpretations adapted from the works 
of H.M. Cooper (1988) assisted in the formation of narrative, proving pivotal also as 
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a process orientation for knowledge synthesis. The use of Netnography as an iterative 
process for investigative practice also provided substantiation that persuasive 
arguments from protagonists of the benefits for society of BWCs are at loggerheads 
with opponents who, in counter argument, claim that BWCs contribute to collapse of 
privacy in society, whilst respecting the fact that BWCs as a computational device 
have now become integral to many occupations which require computational 
convergence as described by (Kolodzy et al. , 2014). 
 
This immersion proved to be valuable in gaining an ‘organic depth of understanding 
with unfolding interaction building rapport and conviviality’ leading to short 
webcasts with public participants, engineers and developers of the Google Glass 
project. Throughout the entire research project an ‘iterative, meaningful and targeted 
high-quality data collection’ continued to take place using the RMS and 
bookmarking tools classifying, indexing and journaling all results. 
 
Interviews with participants were transcribed which took up a disproportionate 
amount of time compared with other research activities, yet the researcher considers 
the effort to self-transcribe provided room for introspection, retrospective note 
making and finally deep and rich text descriptions derivative of accurately recorded 
participant and researcher interactions. Similarly, the extra effort to analyse and 
produce enumerated textual and visual records using participant and stakeholder data 
through QDAS software as well as the development of custom records 
correspondingly ingratiate the researcher with new knowledge, evidence of patterns, 
a complexity of interactions in text valuable for formulating critical discourse and 
unique insights which culminated as concepts and highly developed themes.  
 
Through instantiation, the symbolic, digital, auto and interpretive humanistic 
representation of artefacts and bodies of data can best be described as most useful 
and valid when integration of these insights were interwoven with participatory 
observations in Chapter 4: Observational Study and Chapter 5: Socioethical 
Implications. Despite a diverse range of digital tools and observational instruments 
employed to capture data for later retrieval and analysis, only participant interview 
audio recordings and a limited number of still frame photos were eventually used 
within the research corpus, yet, as a research investigation the many publicly 
accessible data sources including all text and visual analysis results will likely stand 
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the test of time given their breadth of geolocation, geopolitical and historical 
significance. The researcher also tested with varying degrees of success 
observational tools which whilst applicable in gaining an emic perspective were 
withdrawn based on direct feedback often prefaced by an ‘intuitive’ sense that the 
digital tool was considered foreign or unwelcome in that context. 
 
The immersion of the researcher as administrator of the ISTAS’13 Symposium 
website (Michael, et al., 2013) and concurrent role as administrator of the 
Uberveillance website (Hayes et al., 2011) assisted the researcher in engaging with 
experts in the field of wearable computing and an understanding of the field of 
wearable computing. Through a Foucauldian approach, a critical discourse analysis 
of BWCs with a focus on the re-telling of experiences in conversation with research 
participants adopting Carla Willig’s (2003) framework (Maingueneau & O’Regan, 
2006, p.230) proved beneficial as a model when woven contextually and locatively 
through the ensuing narrative. It is important to note that separating this activity and 
isolating these results as its own subsection was considered detrimental to how these 
critical discourse observations inform an understanding of the BWCs paradigm. 
 
Foucauldian theorisations on ‘discourse’, ‘power’ and ‘subject’ (knowledge) by 
(Foucault, 1982; Faubion, 2001; Rogobete, 2015) grounded in the domain of human 
psychology, provides an avenue through which to identify social, historical and 
political associations which participants consider important. Then, through 
interpretive narration an order in which to interrogate the ways in which this 
discourse shaped personal accounts and framed human experiences was arrived at, 
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7.3.3 Philosophical Determinations 
 
In a determination, great risk lies in a locked perception of position, the unwavering 
absolute, yet as this investigation demonstrates repeatedly, these following 
statements are open for criticism, inviting critical feedback and may serve well in 
constitution as topics for debate. 
 
A clear historical and political association with social and ethical issues that link 
collective human intelligence with the cultural specificity of moral aptitude is evident 
in this research context when examining the philosophical nuances of BWCs as a 
pervasive innovation, now manifest in social reality according to many of the 
research participants. The researcher has ascertained from interactions with 
participants that BWCs categorically and substantively constitute a substantial threat 
for those communities who are subject to over-policing and who are already deeply 
entrenched in poverty and trauma. BWCs in that context perpetuate an even deeper 
crime by accelerating detention - in effect removing people from their community 
and Country. That act alone, (upon examination) breaches all United Nation 
conventions of which there are numerous, which cite that to appropriate a person’s 
identity is an act of genocide and tantamount in many instances as an act of war and 
by comparative incorporation of ethical, legal, and social implications (National 
Human Genome Research Institute, 2020) co-relate biological and technological 
innovation, especially pertinent in this point of global COVID-19 pandemic. 
 
Likewise, future BWCs research would require aligning participatory design with 
deeply engaged collaborations that ‘take into account effects and potential impacts 
on the environment and society’ as described by the European Union's Framework of 
Responsible Research and Innovation (RRI), which, “is an approach that anticipates 
and assesses potential implications and societal expectations with regard to research 
and innovation, with the aim to foster the design of inclusive and sustainable 
research and innovation” (European Commission, 2014). 
 
Parallel to the large positive impact on human welfare and wellbeing, 
science and technology sometimes create new risks and ethical dilemmas, 
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fail in solving the problems they are meant to, and spur controversy. (la 
Caixa, 2020) 
 
Inspired by the works of Michel Foucault, the ‘techniques of the self’ or ‘arts of 
existence’ only provides a small part of the ethos befitting the interrogation of 
BWCs, yet an examination of the power relations ensuing from dialogue with 
research participants provides credible reason as to the original motivation for an 
ethically aligned approach and reflexive analysis as a participatory researcher. By 
engaging in trust building connections and through extensive communication the 
researcher demonstrated the capacity to empathically engage in what Foucault 
defines as 'techniques of the self' or 'arts of existence'. 
 
Those reflective and voluntary practices by which humans not only set 
themselves rules of conduct, but seek to transform themselves, to change 
themselves in their singular being, and to make of their life into an oeuvre 
that carries certain aesthetic values and meets certain stylistic criteria. 
(Foucault, 1982). 
 
Although contextually synonymous, BWCs amongst many other pervasive 
technological innovations are portrayed in most sources of literature as an unfettered 
utility, congruent with the views of those who consider that development of ethical, 
legal and institutional frameworks lags behind the pace of technological progress 
according to Lahlou et al., (2005), Mann (2005) and Michael et al. (2008) in (Mok et 
al. 2015, p.6). 
 
The counteract to such a narrow doctrine of utilitarianism is surely, as this research 
contributes, a socioethical framework with which to consider applying as engineers 
and information systems scientists. In our efforts to live a life worth living, conscious 
and with empathy, one further increment of ethical maturity is according to Centeno 
(1993) ahead of an abject state of malevolent technocracy benefiting predominantly 
the plutocracy (Centeno, 1993; Heiner et al., 2019; Poelina, 2018b). 
 
Donald A. Norman, Professor of Computer Science at Northwestern University 
expressed his reserve in 1992 as to human computing as “ if we humans are not 
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sufficiently intelligent about its design, functionality, and use, it will forever alter our 
lives in ways we do not want” (Norman, 1992). 
 
Alas, technology is always a two-edged sword, always showing two faces to 
the world. Every benefit has its accompanying drawback. One simple 
possible deficit is the danger of the tuned-out world. (Norman 1992) 
 
The researcher likens this ‘threat prediction’ of Norman’s to an analogy of 
‘character of the oppressor’ which in the case of BWCs occurs from the moment of 
enacting its utilitarian objective, that of  “more data is recorded than required, and 
faces and places can be easily identified” (Mok et al., 2015, p.4). 
 
This data-density is both an attraction for social scientists, and a source of 
ethical risks that escalate as technology advances. (Mok et al., 2015) 
 
The researcher in communication with privacy experts (Clarke, 2012) and law 
enforcement (N. O’Brien, 2012) sought to understand why national and international 
trials of BWCs had been endorsed and ‘rolled out’ yet discernibly in both literature 
and from the accounts of experts in the domain, ‘big data access lacking regulatory 
control with poorly described nor enacted ethical design or engagement principles 
through corporations led development’ recurred as an answer. 
 
As pilot and permanent body-worn camera programs are implemented, it is 
important to ask questions about how they can be best used to achieve their 
touted goals. Will these devices make law enforcement more accountable to 
the public or will they usher in a new era of surveillance, deception, and 
abuse? Who will have access to the footage and under what circumstances? 
(Mateescu et al., 2015). 
 
From what the researcher can discern from the analysis of the empirical data 
collected in the research investigation, major issues emerging can also be expressed 
most cogently in philosophical conclusion as astute questions begging refined 
answers, including whether society can demand ethical design of those who 
technologically determined, ecologically ‘absent’ and profit led. In fact, despite the 
peer review process and governance of ethics through Institutional Review Boards 
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(RIBs) it is argued IRB ethical frameworks continue to, “neglect important ethical 
issues and prioritise irrelevant ones.” (Prosser, Clark, & Wiles, 2008; Wiles, Coffey, 
Robison, & Prosser, 2012 in Mok et al. 2015). 
 
Likewise, if governments have mandated metadata retention laws contrary to the 
wishes of the majority of their citizens (Figure 1. in A. Hayes, 2017b) in a bid to 
regulate the control of corporations by collecting meta, then faced with where to 
store such data paradoxically leads them straight back into corporation's led ‘cloud’ 
storage environments. This hypocrisy the researcher believes then gives rise to 
debates as to whether these large multinational corporations need to be the focus for 
our dissent, our activism, not blaming the inadequacy of governance, lack of 
sovereignty and corrosion of civic and national pride. 
 
The future of humanity will be looking back to the past loved now to complete with 
an ‘actionism’ according to (Poelina, 2012), mobilising beyond activism as a 
collective complaint of BWCs as a threat to the rank and order of a convenient 
lifestyle. It is clear in the accounts of experts who have contributed to this research 
inquiry and to a fair extent through seminal works in literature that BWCs, whilst as 
a brilliant technological innovation, present also as a corporation led, globally 
dispersed and government endorsed burgeoning omniscience. 
 
To some people, such a future is one of hope and elevation. To others, it is 
one of fear and subjugation. Either way, it assumes that machines sit at the 
pinnacle of the evolution of consciousness. (Scharf, 2016) 
 
In the wrong hands, symbolically BWCs are no more than a technological artefact, 
one more tool in the kit of a technologically facilitated oppressor, therefore it is with 
this understanding as to the effect that BWCs has played a part in the shaping of 
society and the researchers place within those communities, networks, groups and 
partnerships, that this research provides greatest insight. By reinforcing traditional 
and contemporary notions of ethics, of deep listening - Ngikalikarra - proactively in 
the design of BWCs, not as a reactive afterthought then, and only then, will informed 
consent, anonymity, confidentiality and privacy prosper benefiting humanity and 
thwarting maleficence (Mok et al., 2015). 
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Thematically the quest for ‘influence’ as evident through theoretical persuasion are 
considered to be of far lesser importance to that of ‘confluence’, essentially the 
cooperation of many, of which this research investigation is one example. 
 
This is an ethical commitment. Those works that bring these ideas together 
need to be out there in the world to be read, to be known and to be shared. 
This is not an ego exercise. It is the work of many people coming together. 
(Dr. Christine Choo, Historian. pers. comm. in Western Australia Indigenous 
History, 2020) 
 
Complementing these assertions that uniting the understandings of human concourse 
of technology is just one facet, occurs most effectively through the human act of 
being ‘in listening’ - Nigikalikarra - reinforces Poelina (2020). 
 
Influence is like a small river flowing into a bigger. There is some impact, 
but not much. With confluence, two equal rivers practically collide ... there is 
turbulence. In human terms there will be conflict. There is a strong need for 
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7.4 Theme Review 
 
The most promising themes drawn from the discussion chapter are undoubtedly 
informed by the magnificence of articulation by research participants of concepts 
which cluster and then, through analysis, form themes. The research journal therefore 
serves mainly as a mechanism of self-reflexive reasoning, in effect an indicator of 
whether a true saturation of understanding the historical and contemporary 
challenges of BWCs was achieved. 
 
Thematically, the most surprising and yet universally grounding key theme of 
‘Country' which extrapolates itself inter-culturally in common language as ‘place’ is 
the most informative of understanding gained as a researcher in the mode of 
participant observer. The context of Country and its associations with ‘self’ as 
described in detail throughout the thesis, illicit the highest order considerations for 
what informs the ethical, legal and social implications of an emergent technology as 
volatile as BWCs. 
 
The associations of ‘place’ with that of common forms of ‘location’ have centrality 
in all forms of empirical research cited in this investigation, most closely informing 
how proponents of LBS can better understand how to empathically orient their HCI 
aspirations to achieve ‘bottom line’ legibility. Correspondingly, by placing Country 
and the concepts by association which emanate from ‘place’, we have the capacity 
according to Poelina (2018a), Roe & Hayes (2018), Ungunmerr (1988) and Fogarty 
(2010) then to empower through dialectical engagement of common accord, invoking 
a ‘sense of place’ as critical in ethically aligned design across all manner of domains 
a as evidenced in Figure 26. Sense of Place. 
 
An analysis of the text-based transcripts containing participant perspectives produced 
a comprehensive Lexicon, researcher notes summarised titrates of understanding in 
the Research Journal Summary and a critical discourse analysis examining power 
relations provides insight into participant responses. Tabulated and enumerated 
conceptual visualisations on the other hand provide evidence of how the researcher 
engaged in an exhaustive ‘make meaning’ process and reinforce the importance of 
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circumspection to avoid definitive, techno-normative and summative assessment of 
stakeholder groups by lens of visual comparison alone. 
 
A closer scrutiny of all term weightings in mapping concept clusters and related 
themes (expressed as ‘strings’ in tabular format) revealed ‘privacy’ as the single 
most prevalent theme count with a rank (weighting) of (83) and by association a 
selection of four concepts were deemed as affiliated: ‘privacy issues’ (61); ‘privacy 
concerns’ (35); ‘privacy implications’ (33) and ‘consent’ (25). 
 
The representation of the issue of ‘privacy’, whilst consistent in conversation with 
research participants occupies the locus of complication in assessment of whether 
BWCs are beneficial and /or detrimental across all stakeholder groups due to the 
many and varying interpretations of what privacy means for each individual as 
highlighted by Siemens (2013). Individuals as a part of stakeholders groups also 
provide inconsistencies in response to their assessment of whether BWCs present an 
issue for humanity, yet, despite the diversity of their responses, a unity regarding 
‘inevitability’ and grave danger for humanity is evident in the conceptual 
visualisations of their contributions and examinations of their responses as detailed in 
the subsection of Chapter 6: Power Relations. 
 
By comparison, the second most prevalent thematic and concept orientation across 
the data is that of ‘geolocation’ with a weighting of (64): ‘tracking’ (58); ‘GPS’ (33); 
‘information’ (32) and ‘monitoring’ (23). A legend which accompanies the visual 
presentation Table 17. Emergent Topics & Related Concept Clusters indicates that 
these concepts and co-related themes can also be considered using; (1) Rank - full 
group of interrelated clusters based on counts of occurrence; (2) Human Issues; (3) 
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7.5 Considerations 
 
On the basis of what the researcher concludes, a modification (in reflection on the 
results of the research) are now addressed within two main areas. 
 
All answers as to where this research in conclusion leave the researchers initial 
position and whether the research argument was fully addressed are now contained in 
the three forms of conclusion provided in this chapter. The main contentions which 
the researcher faced through the research investigation were fully addressed on a 
case-by-case basis in conjunction with the Associate Supervisor Teemu Leinonen, 
through regular correspondence with Co-Supervisor Dr. Roba Abbas and all other 
matters through Chief Investigator and Supervisor, Professor Katina Michael. 
 
7.5.1 Ethnographic Investigation 
 
The decision to conduct an ethnographic investigation was successful in as much as 
an authentic approach to further the advantage the researcher already had through 
relationships established in the field of wearable computing. By engaging with global 
experts, organisations and communities of practice, trust-based relationships 
provided an ease in gaining consent to conduct semi-structured interviews which, in 
the analysis of results was in stark comparison to the understanding and insights that 
the researcher gained engaging with individuals in unstructured conversations. In 
retrospect, focus group responses as well as individual open-ended conversations 
delineated by stakeholder type may have provided even further insights into the 
BWCs phenomenon.  
 
It must be noted that the difficulty the researcher experienced in seeking to engage 
with an equal balance of genders in this domain is an indicator of the need for 
equitable access to opportunities across the entire world of higher education studies, 
employment and research in the Engineering and Information Sciences domain. This 
is contrary to any claim that the researcher did not make the effort to engage 
equitably to inform the research inquiry. 
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Likewise, the convolutions of the research application process involving multiple 
obtuse Higher Degree Research Ethics protocols whilst expedient in process, proved 
largely redundant when the institutional body which was supporting the researcher 
technically could not maintain adequate standards of data retention, tools and 
services. Amendments to the ethics application for the data management and 
collection of data resulted in the endorsed use of open access, scientifically integral 
data repositories provided by external providers. 
 
The researcher also ruminates on how this disrupted engagement as a participant 
observer in interview practices, as technological trials and data management 
scalability became incongruent, which in turn deflected time that could have been 
better spent with research participants. This was the same finding for changes in 
consent procedures as a result of HREC reviews which required globally dispersed 
participants to repeat consent procedures, often in transition themselves from one 
role to another with institutional changes to their contact details. 
 
Of most importance, the researcher considers the processes of confidentiality and 
where required, anonymising participant contributions as being conducted 
impeccably, with note that the use of services external to the university setting 
compromised this ethics requirement only inasmuch as corporations know of the data 
and its meta, not the general public. At all points of the research investigation the 
researcher maintained regular contact with the Research Investigator, Professor 
Katina Michael to ensure that all University of Wollongong requirements were met 
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7.5.2 Conceptual Framework 
 
The rationale behind the researcher’s choice or grounds for comparison using five 
different forms of data representation was by choice both deliberate and meaningful, 
not random, as no one form of analysis can provide differentiation and grounds of 
‘reasonable’ comparison of data to reach a conclusion of ‘real effect’. 
 
For instance, a profile by weight and occurrence of all elements emanating from the 
researchers coding using Atlas.Ti summarily expounded as Table 17: Emergent 
Topics & Related Concept Clusters ranks concepts such as ‘equity’, ‘human rights’ 
and ‘opt out’ as substantially lower than ‘privacy’ whereas, the very same term 
‘privacy’ thematically oriented with related concepts is minimally represented in 
Social Concept Maps (Gaussian) nor Topical Concept Maps.  
 
Likewise, concepts such as ‘things’ which could be misconstrued as an error of 
omittance of stop-words in Leximancer are, in, fact significant when examining the 
recurrence of the term as central to concept clusters. A holistic assessment of patterns 
of concurrence and simultaneous divergence of key concepts (primary) results in an 
awareness that ‘people’ and ‘things’ must be considered as a significant indicator of 
‘range’; that for some participants their engagement with BWCs is largely or purely 
utilitarian whereas other participants are deeply interrogative of the beneficial and/or 
detrimental research argument. 
 
The relationship of ‘things’ could easily be dismissed as inconsequential or 
‘inanimate’ (and therefore with bias inadmissible) when examining its rank order in 
secondary concept across the Gaussian corpus, yet, topically it recurs as a conjoining 
element and topical concept, coalescing as a theme across the entire thesis. 
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7.5.3 Current State 
 
At the point of near completion of this thesis the researcher reports that the United 
Kingdom BWCs developer ‘Reveal Media’ is reported as supporting trials of BWCs, 
“to a number of UK police forces and other institutions including hospitals, and aims 
to sell the cameras and software to schools” (Reveal Media, 2020). 
 
These trials were also reported back in 2017 as being regulated and permissible as: 
 
The Information Commissioner’s Office, which regulates privacy issues, 
said that schools were free to use cameras as long as they complied with the 
Data Protection Act, which states that surveillance must be legitimate, 
proportionate and necessary. (Pells, 2017) 
 
Teachers were advised in 2017 that it was mandatorily required to notify those 
humans that the cameras would capture only during incidents, “to tackle constant 
low-level disruption” (Pells 2017). 
 
Larry Davis, the deputy headteacher of Southfields academy in Wimbledon, 
said the use of body cameras by a small number of staff had improved 
behaviour and lessened the number of dangerous confrontations since they 
were introduced at the start of the school year. (Adams, 2020) 
 
The trajectory of these trials and likely outcome Adams (2020) reports is, “that could 
lead to them being deployed on a permanent basis” (Adams, 2020). 
 
‘We’re definitely going to keep going with the cameras; it’s not something 
we can come back from because of what it’s done for us as a tool to 
safeguard our students’ the Hampshire deputy headteacher said. (Adams, 
2020) 
 
Ben Read employed by Reveal Media states, in the report by Adams (2020), the 
company had designed, “softer brand of cameras that look less imposing and more 
clinical, and more like they naturally belong on a teacher or a nurse” (Adams, 2020). 
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The UK Department of Education representative Tom Bennet, as independent 
advisor on behaviour in schools stated that he is opposed to BWCs as “Wearable 
CCTV is almost entirely useless in schools. It ruins the relationship between student 
and learner” (Adams, 2020). 
 
This view of Bennet is shared by Dr. Anne Poelina (ORCID, 2019) who in a 
discussion with the researcher on Thursday, 13th February 2020 stated in response to 
this shift in human engagement between teachers and their students as, “this 
technology undermines trust and diminishes the opportunity for authentic human 
engagement ... people will no longer feel safe and this will cause great anxiety” 
(Poelina, 2020). 
 
In a further discussion with Ronald Roe, Goolarabooloo Elder and Walman Yawuru 
descendant, also on 13th February 2020, the emphasis that Ronald Roe makes, which 
is commensurate with both Bennet’s view and Poelina’s statement is, “body worn 
cameras on teachers … in fact any public facing role, is a continuance of control 
though CCTV which renders a human wearing them as being disembodied from their 
peers and from their culture” (Roe, 2020). 
 
The teachers and any other staff wearing these cameras will be treated 
distrustfully by the students and all those people that come in contact with 
them... these cameras on humans are an imposition on the entire community 
and are diabolical because they don't solve any of the needs of the 
community, at all … the money spent on this dystopian technology is 
supposed to be used to help those who have already been dispossessed of 
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7.6 Future Research 
 
In considering what has emerged from this research investigation, an articulation of a 
Grounded Theory which is something beyond what was already existing, an 
alignment with such a theory may be expressed as: 
 
Engineers know that ‘place’ is central to ethical considerations of 
technological development yet, to exploit ‘place’ and ignore the cultural 
understandings and the tie with Country of those who live in that ‘place’ 
means humanity is being held hostage by a few individuals whose corporate 
behaviours have rendered them ‘place-less’. (Hayes, 2019) 
 
That is undoubtedly as coarse an expression as could be engineered to express the 
same sentiment that would be understood by those who inhabit Australia, with a tie 
to Country and over 60,000 years of constant living connection. Therefore, 
considering where this research will head next is obvious and as revealed in this 
research investigation a huge need for ‘voice’ needs to be heard on all matters 
pertaining to BWCs in human society, not drowned out in quantified ‘fear factor’ 
rhetoric. 
 
A review of findings instantiates the spiritual importance of Country as 
central to listening, the beginning of true sensing and awareness engaging 
through a place-centred socioethical framework, Ngikalikarra, derivative of 
expert accounts as better informing appropriate legislation and regulatory 
oversight of BWCs. (Hayes, 2020) 
 
Considering where the theoretical persuasions, methodological insights and 
philosophical determinations leave the researcher in conclusion, prefaces future 
research by invoking as to not only which insights best answered the research 
question but also what further research questions were opened up. Undoubtedly, the 
research investigation provides considerable insight through the researchers 
interpretation of participants opinions of social impacts and ethical implications, yet, 
the answers as to how BWCs will play out across humanity from the perspective of 
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those most affected as subject to the ‘automation of gaze’ from BWCs are almost 
negligible according to the researchers findings of a gap in existing literature. 
 
A comprehensive Netnography process which broadened the scope of the research 
inquiry indicates that future research must bring forward, through a strong mixed 
method approach, the voices of those whose lives are most affected by BWCs, 
through a multitude of formats and from a globally diverse range of intercultural 
exchanges. The risk of considering BWCs as the panacea in resolving the social 
determinants of crime are well documented, yet the ‘fear factor’ mandate as also 
documented in this thesis indicates that unless researchers have the courage to 
critically engage with this wearable computing innovation and cogently express these 
using verifiable and culturally integral practices, the realm of the academe is to 
perpetuate the crime of ‘looking-but-not-seeing’, simply carriers of the panopticon 
deeper still into the remaining privacy so critical for human survival. 
 
In order to act in good faith and nurture an ethic of care for both human and 
non-human beings we need to free ourselves from the paradigm of me 
(Western individualism) with man dominating nature to we (Indigenous 
community-ism. (Burdon, 2014; Graham & Maloney, 2019 in Poelina, 2019, 
p.167). 
 
There is a wealth of knowledge and perspectives as to the socioethical implications 
for body worn computing, specifically qualitative research on BWCs ‘missing in 
action’, trapped in the minds of those yet to be welcomed to a conversation on 
Country, as depicted in Figure 28 - Ngikalikarra: A Socioethical Framework. This 
framework provides an ethically aligned design principle for engaging in any context 
as to the socioethical implications of BWCs, with the success of engagement 
grounded in deep listening (Ungunmerr, 1988). 
 
In conclusion, the researcher considers that with all due consideration of the evidence 
gathered over a decade from experts and global knowledge centers, as participants 
indicate and as literature sources confirm, a place-based and place-centred 
Ngikalikarra approach to engaging in technological development is central to 
conversations on Country and vital for the future of humanity.  
 






Photograph by Alexander Hayes (2016): Dr Anne Poelina, Lucy Marshall AM & Jeannie Warbie 
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APPENDIX 
 
The appendix for the research investigation ‘Socioethical Implications of Body Worn 
Computers: An Ethnographic Study’ provides access to limited peer reviewed and 
non-peer reviewed data in a multitude of approved formats in collections with 
unrestricted access via the Internet. Each resource has been assigned an 
‘identification code’ for ease of in-text referencing, as well as where relevant an 
indication of the percentage (%) of contribution that the researcher made to the 




All resources presented or made available through the Appendix were embargoed 
until thesis examination and final approval, then all data prepared for collections 
underwent three levels of quality assurance examination to meet the requirements of 
release as a resource or data collection cognisant of the Australian National 
Statement on Ethical Conduct in Human Research, as well as abiding by the 
Australian Code for the Responsible Conduct of Research. The researcher was a 
signatory to agreements ensuring communication protocols protected participant 
confidentiality and upon application approval through the Human Research Ethics 
Committee (HREC) at The University of Wollongong, NSW Australia the researcher 
abided by the Supervisors requirements, respondent de-identification and embargo 
conditions. 
 
Subsequent amendments to the project application as approved by the HREC were 
necessary due to unforeseen changes in the ‘DataWise’ research data management 
project at the University of Wollongong, in addition to technical difficulties and lack 
of adequate allocated funding through the cooperative venture between the 
University's Research Services Office, the University Library and Information 
Technology Services (ITS) where research metadata is populated as well as Research 
Data Australia (RDA) and the Australian National Data Service (ANDS). The use of 
open science principles and related services were deemed the best fit for this project 
given the enormous scale and bandwidth required to manage high definition digital 
media collected throughout the research investigation. 
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Datasets 
 
Resources created as a result of this research investigation were collated in 
‘collections’ and for ease of citation, individual items then assigned a DOI through 
three main sustainable, scientifically aligned data repositories or annual subscription 
services with data repositories; 
 
1. Figshare adhering to strong research data management standards; 
2. Open Science Framework (OSF) aligned with Centre for Open Science (COS); 
3. Internet Archive a 501(c)(3) non-profit digital library of Internet sites and other 
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38 2013 Interview transcript, Leximancer figures 
Porten, J., 2013. Personal Interview. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.7082495. 
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39 2013 Interview transcript, Leximancer figures 
Interviewee 39, 2013. Personal Interview. Accessed, 20 
March 2020. http://dx.doi.org/10.6084/m9.figshare.7076567. 
40 2013 Interview transcript, Leximancer figures 
Purma, J., 2013. Personal Interview. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.7121798. 
41 2013 Interview transcript, Leximancer figures 
Randall, S., 2013. Personal Interview. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.7121093. 
42 2013 Interview transcript, Leximancer figures 
Rawsthorne, P., 2013. Personal Interview. Accessed, 20 
March 2020. http://dx.doi.org/10.6084/m9.figshare.7066871. 
43 2012 Interview transcript, Leximancer figures 
Ridgway, S., 2012. Personal Interview. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.7093265. 
44 2012 Interview transcript, Leximancer figures 
Worthington, T., 2012. Personal Interview. Accessed, 20 
March 2020. http://dx.doi.org/10.6084/m9.figshare.7121087. 
45 2013 Interview transcript, Leximancer figures 
Siemens, G., 2013. Personal Interview. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.7104971. 
46 2013 Interview transcript, Leximancer figures 
Simpson, C., 2013. Personal Interview. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.7122536. 
47 2013 Interview transcript, Leximancer figures 
Stevens, V., 2013. Personal Interview. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.7076687. 
48 2013 Interview transcript, Leximancer figures 
Stolterman, E., 2013. Personal Interview. Accessed, 20 
March 2020. http://dx.doi.org/10.6084/m9.figshare.7092968. 
49 2013 Interview transcript, Leximancer figures 
Swan, L., 2013. Personal Interview. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.7081238. 
50 2012 Interview transcript, Leximancer figures 
Interviewee 50, 2012. Personal Interview. Accessed, 20 
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Stakeholder Datasets 
 
ID Year Contents Details 
51 2019 Leximancer figures 
Hayes, A. (2019) Stakeholder Analysis: Business Intelligence. 
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.7392275. 
52 2019 Leximancer figures 
Hayes, A. (2019) Stakeholder Analysis: Digital Cultures.  
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.7392272. 
53 2019 Leximancer figures 
Hayes, A. (2019) Stakeholder Analysis: Invention.  
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.7392248. 
54 2019 Leximancer figures 
Hayes, A. (2019) Stakeholder Analysis: Social Commentary.  
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.7392242. 
55 2019 Leximancer figures 
Hayes, A. (2019) Stakeholder Analysis: Learning Design.  
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.7392224. 
56 2019 Leximancer figures 
Hayes, A. (2019) Stakeholder Analysis: Business Development.  
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.11100974. 
57 2019 Leximancer figures 
Hayes, A. (2019) Stakeholder Analysis: Human Computer 
Interaction.  
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.7392218. 
58 2019 Leximancer figures 
Hayes, A. (2019) Stakeholder Analysis: Policy & Regulation. 
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.7392215. 
59 2019 Leximancer figures 
Hayes, A. (2019) All Interviews: Leximancer Data Visualisation. 
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.7392209. 
60 2019 Leximancer figures 
Hayes, A. (2019) Leximancer Analysis: ISTAS13 Proceedings 
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Project Datasets 
 
ID Year Type Details 
1 2019 Dataset Hayes, A.& Michael, K., 2019. IEEE ISTAS13 Symposium - 
Audio Recordings. Accessed, 20 March 2020. 
http://dx.doi.org/10.17605/OSF.IO/3ST4Y. 
2 2019 Dataset Hayes, A.& Michael, K., 2019. IEEE ISTAS13 Symposium - 
Audio Recordings. Accessed, 20 March 2020. 
http://dx.doi.org/10.17605/OSF.IO/6CWQ4. 
3 2019 Dataset Hayes, A., 2019. Alexander Hayes PhD Thesis. Accessed, 20 
March 2020. http://dx.doi.org/10.17605/OSF.IO/6CWQ4. 
4 2017 Dataset Hayes, A., 2019. Alexander Hayes PhD Thesis Literature 
Summary. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.5732985.v2. 
5 2013 Dataset Hayes, A., Michael, K., Mann, S., Sabine, S., Emergent 
Themes:  2013 IEEE International Symposium on Technology 
and Society. Accessed, 20 March 2020. 
https://dx.doi.org/10.6084/m9.figshare.5691241. 
6 2011 Dataset Lubich, G., Hayes, A., 2011. EDUPOV Images. Accessed, 20 
March 2020. https://www.flickr.com/photos/edupov/. 
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Publications 
 
A body of non-peer reviewed publications were developed during the research 
investigation. A synthesis of supplementary data collected through the netnography 
process, derived from multiple sources have been presented either as complex tables 
with short ‘thin’ descriptions, enumerated tables or articles complete with 
bibliographic referencing. 
 
These publications have been uploaded to an online scientific repository or approved 
data storage service, released predominantly under a Creative Commons CC BY 4.0 
Unported International licence type or where necessary access by hyperlink to the 
direct resource as a collection or as a single item. Publications made accessible under 
open access agreements or through institutional authentication protocols already 
published were also disseminated as ‘draft’, ‘working paper’ through science 
networking service ResearchGate or ‘preprint’ services of which the researcher is a 
subscriber including SSRN, a repository and international journal devoted to the 
rapid dissemination of scholarly research in the social sciences and humanities 
owned by Elsevier.  
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Author 
 
ID % Year Type Details 
1 100 2020 Online Document 
Hayes, A. 2019. Body Worn Cameras (BWCs): A 
background to an ethnographic investigation Accessed, 
20 March 2020 
http://doi.org.10.6084/m9.figshare.12033408. 
1 100 2019 Lexicon Hayes, A. 2019. Lexicon. Accessed, 20 March 2020. http://doi.org/10.6084/m9.figshare.11887791. 
1 100 2019 Online Document 
Hayes, A. 2019. Netnography: BWCs Research 
Bookmarks. Accessed, 20 March 2020. 
http://doi.org/10.6084/m9.figshare.9746018. 
2 100 2019 Online  Document 
Hayes, A., 2019. PhD Research Journal Summary. 
Accessed, 20 March 2020. 
https://doi.org/10.6084/m9.figshare.8142182. 
4 100 2017 Online  Document 
Hayes, A., 2017. Alexander Hayes PhD Thesis 
Literature Review Search Results. Accessed, 20 March 
2020. 
http://dx.doi.org/10.6084/m9.figshare.5484235.v3.  
5 100 2017 Online  Document 
Hayes, A., 2017. Body Worn Computers: Smart 
Glasses, eGlass and In-sight Mediated Vision. Accessed, 
20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.5674477.v1. 
6 100 2017 Online  Document 
Hayes, A., 2019. Alexander Hayes PhD Thesis 
Literature Summary. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.5732985.v2. 
7 100 2017 Online  Document 
Hayes, A., 2017. Body Worn Cameras: A Bibliography 
and Sources. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.5625187.v3. 
8 100 2017 Online  Document 
Hayes, A. 2017., The Road to Wearable Computing. 
Accessed, 20 March 2020. 
https://dx.doi.org/10.6084/m9.figshare.5660812. 
9 100 2017 Online  Document 
Hayes, A. 2017., A Brief History of Wearable 
Computing. Accessed, 20 March 2020. 
https://doi.org/10.6084/m9.figshare.5660833.v2. 
10 100 2016 Online  Document 
Hayes, A., 2016. A Cultural Database: Country, 
Community, Connection. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.3529502.v3. 
11 100 2015 Online  Document 
Hayes, A., 2015. In the Night Garden. Accessed, 20 
March 2020. 
http://dx.doi.org/10.6084/m9.figshare.1557859.v1. 
12 100 2013 Online  Document 
Hayes, A., 2013. 2013 Aalto Helsinki Visiting 
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13 100 2012 Conference Paper 
Hayes, A., 2012. Location Enabled Body Worn 
Technologies In The Education Sector. In Surveillance 
and /in Everyday Life: Monitoring Pasts, Present and 
Future. The University of Sydney, pp. 1–19. Accessed, 
20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.5549623.v1. 
14 100 2010 Online Document 
Hayes, A. & Lubich, G., 2010. Canowindra Challenge: 
Testing Body Worn Computer Technologies in 







ID % Year Type Citation 
1 100 2018 Online  Doc. 
Roe, R. & Hayes, A., 2018. Kunin Law - Crow & Country. 
Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.6744119.v2. 




Michael, K. & Hayes, A., 2015. High-Tech Child’s Play in the 
Cloud: Be safe and aware of the difference between virtual and 
real. IEEE Consumer Electronics Magazine, 5(1), pp.123–128. 
Accessed, 20 March 2020. 
http://dx.doi.org/10.1109/MCE.2015.2484878. 
3 33 2013 Journal Article 
Leinonen, T. et al., 2013. Scenarios for peer-to-peer learning in 
construction with emerging forms of collaborative computing. 
In 2013 IEEE International Symposium on Technology and 
Society (ISTAS): Social Implications of Wearable Computing 
and Augmediated Reality in Everyday Life. 2013 IEEE 
International Symposium on Technology and Society (ISTAS). 
IEEE Society on Social Implications of Technology (SSIT), pp. 
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Presentations 
Year Type Details 
2019 Guest 
Lecture 
Hayes, A., 2019. 2019 Power & Surveillance. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.8796092.v1. 
2013 AR Camp Hayes, A., 2013. Location Aware Body Worn Technologies In The 




Hayes, A., 2013. Veillance: Techno-social Transparency. Accessed, 20 
March 2020. https://www.alexanderhayes.com/journal/anu-hcc-presentation. 
2013 Forum Hayes, A., 2013. ePortfolios & Google Glass. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.8796086.v1. 
2012 Workshop Hayes, A., 2012. Uberveillance: Where Wear & Educative Arrangement. 
Accessed, 20 March 2020. http://dx.doi.org/10.6084/m9.figshare.928520.v1. 
 
Co-Presentations 
Year Type Title 
2013 Conference 
Talk 
Hayes, A. & Aryani, A., 2013. Identity Awareness of Research Data In 
Veillance And Social Computing: Investigating Transparency. Accessed, 20 
March 2020. http://dx.doi.org/10.6084/m9.figshare.8427065.v1.  
2013 Workshop 
(podcast) 
Ridgway, S. et al., 2013. mTech Forum 2013: Panel Discussion, 




Fitzgerald, R. et al., 2013. mTech: Mobile and Wearable Technologies 
Forum, Talking VTE Podcast. Accessed, 20 March 2020. 
https://archive.org/details/2013mtechAlexanderHayes20130816. 
2012 Conference Hayes, A., Schmidt, S. & Gaggl, L., 2012. 2012 Moodle And Video 
Portfolios. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.5696281.v. 
2011 Presentation Hayes, A. et al., 2011. eAssessment: Where Location Informs Validation 
and Builds New Models of Educative Arrangement. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.5567845.v1. 
2009 Presentation Hayes, A. & Lubich, G., 2009. Elearning09: POV In an Educational 
Context. 2009. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.5709664.v1. 
2009 Presentation Lubich, G., Gaggl, L. & Hayes, A., 2009. AUPOV09 Conference Main 
Event Slides. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.5708725.v2. 
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Personal Interviews - Consultation 
ID Year Type Details 
1 2019 Personal 
Interview 
Laming, E. & Hayes, A.., 2019. Personal Interview. Figshare. 
Accessed, 20 March 2020. 
https://doi.org10.6084/m9.figshare.11371047. 
2 2019 Personal 
Interview 
Hayes, A. & Murphy, J., 2019. Personal Interview. Accessed, 20 
March 2020. http://dx.doi.org/10.6084/m9.figshare.9642974. 
3 2019 Personal 
Interview 
Hayes, A. & Interviewee 61. 2019. Personal Interview. Accessed, 20 
March 2020. http://dx.doi.org/10.6084/m9.figshare.8970800. 
4 2014 Personal 
Interview 
Hayes, A. & Mirams, R., 2014. Glass Interview with Ruth Mirams. 
Figshare. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.1125853.v2. 
5 2013 Personal 
Interview 
Stepanovich, A., 2013. 2013 Computers Freedom Privacy 
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9.3 Figures 
 
All figures developed through the research investigation were created using Gliffy, a 
secure online service and diagramming tool. Basic visual schematics were then 
further developed using high definition design and photo editing service PicMonkey. 
 
 
ID Year Type Details 
1 2017 Online 
Image 
Hayes, A., 2017. Core to A Socioethical Framework. Accessed, 20 
March 2020. http://dx.doi.org/10.6084/m9.figshare.4879841.v1. 
2 2017 Online 
Image 
Hayes, A., 2017. Fig 1. Panopticon As Corporation. Pervasive 
Technology: Aboriginal Communities and Oppression. Accessed, 20 
March 2020. 
https://figshare.com/articles/Panopticon_As_Corporation/5549149 
3 2017 Online 
Image 
Hayes, A. et al., 2017. A Consilience Workflow - Colour 
Schematics. Accessed, 20 March 2020. 
http://dx.doi.org/10.6084/m9.figshare.1044131.v3. 
4 2015 Photograph 
in 
Publication 
Michael, K., 2015., IEEE ISTAS13 Sousveillance Walk. In 
Sousveillance: Implications for Privacy, Security, Trust, and the 
Law. IEEE Consumer Electronics Magazine, 4(2), pp.92–94. 
Accessed, 20 March 2020. 
http://dx.doi.org/10.1109/MCE.2015.2393006. 
5 2015 Online 
Image 
Hayes, A. et al., 2015. Consilience Workflow Framework. Accessed, 
20 March 2020. 
https://figshare.com/articles/Paramodic_Consilience_Workflow/1106
985. 
6 2015 Online 
Image 
Hayes, A., 2015. Sarah Price - Google Glass. Accessed, 20 March 
2020. http://dx.doi.org/10.6084/m9.figshare.1541936.v1. 
7 2013 Online 
Image 
Hayes, A. & Michael, K., 2013. IEEE ISTAS’13 Conference 
Consent Slide. Figshare. Figure. Accessed, 20 March 2020. 
https://doi.org/10.6084/m9.figshare.8247365.v1. 
8 2010 Online 
Image 









To ensure clarity of attribution for visual adaptations or sources of concepts which 
the researcher used to form figures in this thesis, the following tables detail those 
sources in detail by ‘layer’, ‘dimension’ and ‘attribution’. Where possible the direct 
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Premise of Location Based Services 
 
Layer Dimension Attribution 
1 ‘Uberveillance’ Michael, M.G., 2014. From Dataveillance To Uberveillance. In K. 
Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. IGI 
Global, pp. 1–17. Accessed, 20 March 2020. https://www.igi-
global.com/book/uberveillance-social-implications-microchip-
implants/76728 
1 ‘Surveillance’ Marx, G., 2015. Surveillance Studies. In International Encyclopedia of 
the Social & Behavioural Sciences. Elsevier Ltd., pp. 733–741. 
Accessed, 20 March 2020. http://dx.doi.org/10.1016/B978-0-08-
097086-8.64025-4. 
1 ‘Sousveillance’ Mann, S., 2016. Surveillance (Oversight), Sousveillance (Undersight), 
and Metaveillance (Seeing Sight Itself). In 2016 IEEE Conference on 
Computer Vision and Pattern Recognition Workshops (CVPRW). IEEE, 
pp. 1408–1417. Accessed, 20 March 2020. 
http://dx.doi.org/10.1109/CVPRW.2016.177. 
1 ‘Dataveillance’ Clarke, R., 2014. From Dataveillance To Uberveillance. In K. Michael 
& M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, pp. 18–31. 
Accessed, 20 March 2020. http://www.rogerclarke.com/DV/DV13.html 
1 ‘Triquetra’ Hayes, A. (2010): Uberveillance: Triquetra. As cited in 2014. K. 
Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. IGI 





Masters, A. & Michael, K., 2005. Humancentric Applications of RFID 
Implants: The Usability Contexts of Control, Convenience and Care. In 
Second IEEE International Workshop on Mobile Commerce and 
Services. The Second IEEE International Workshop on Mobile 






Masters, A. & Michael, K., 2005. Humancentric Applications of RFID 
Implants: The Usability Contexts of Control, Convenience and Care. In 
Second IEEE International Workshop on Mobile Commerce and 
Services. The Second IEEE International Workshop on Mobile 




Abbas, R., Michael, K. & Michael, M.G., 2014. The regulatory 
considerations and ethical dilemmas of location-based services (LBS): 
A literature review. Information Technology & People, 27(1), pp.2–20. 
Accessed, 20 March 2020. https://doi.org/10.1108/ITP-12-2012-0156. 
5 'Control, Trust, 
Privacy, 
Security’ 
Perusco, L. & Michael, K., 2007. Fig.3. Control, Trust, Privacy and 
Security: Evaluating Location-Based Services. IEEE Technology and 
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Emergent Themes 
 
Layer Dimension Attribution 
1 ‘Uberveillance’ Michael, M.G., 2014. From Dataveillance To Uberveillance. In K. 
Michael & M. G. Michael, eds. Uberveillance and the Social 
Implications of Microchip Implants: Emerging Technologies. IGI 
Global, pp. 1–17. Accessed, 20 March 2020. https://www.igi-
global.com/book/uberveillance-social-implications-microchip-
implants/76728. 
1 ‘Surveillance’ Marx, G., 2015. Surveillance Studies. In International Encyclopedia of 
the Social & Behavioural Sciences. Elsevier Ltd., pp. 733–741. 
Accessed, 20 March 2020. http://dx.doi.org/10.1016/B978-0-08-097086-
8.64025-4. 
1 ‘Sousveillance’ Mann, S., 2016. Surveillance (Oversight), Sousveillance (Undersight), 
and Metaveillance (Seeing Sight Itself). In 2016 IEEE Conference on 
Computer Vision and Pattern Recognition Workshops (CVPRW). IEEE, 
pp. 1408–1417. Accessed, 20 March 2020. 
http://dx.doi.org/10.1109/CVPRW.2016.177. 
1 ‘Dataveillance’ Clarke, R., 2014. From Dataveillance To Uberveillance. In K. Michael & 
M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, pp. 18–31. 
Accessed, 20 March 2020. http://www.rogerclarke.com/DV/DV13.html. 
1 ‘Triquetra’ Hayes, A., 2010. Uberveillance: Triquetra. As cited in 2014. K. Michael 
& M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, Figure 2. pp. 





Masters, A. & Michael, K., 2005. Humancentric Applications of RFID 
Implants: The Usability Contexts of Control, Convenience and Care. In 
Second IEEE International Workshop on Mobile Commerce and 
Services. The Second IEEE International Workshop on Mobile 
Commerce and Services. IEEE, pp. 32–41. Accessed, 20 March 2020. 
http://dx.doi.org/10.1109/WMCS.2005.11. 
3 ‘Privacy, Consent, 
Trust, Utility’’ 
Hayes, A., 2019. PhD Stakeholder Emergent Themes. Accessed, 20 





Hayes, A., 2019. PhD Stakeholder Emergent Themes. Accessed, 20 









Hayes, A., 2019. PhD Stakeholder Emergent Themes. Accessed, 20 
March 2020. https://doi.org/10.6084/m9.figshare.8295143. 
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Social & Ethical Components 
 
Layer Dimension Attribution 
1 ‘Uberveillance’ Michael, M.G., 2014. From Dataveillance To Uberveillance. In K. Michael 
& M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, pp. 1–17. 
Accessed, 20 March 2020. https://www.igi-
global.com/book/uberveillance-social-implications-microchip-
implants/76728. 
1 ‘Surveillance’ Marx, G., 2015. Surveillance Studies. In International Encyclopedia of the 
Social & Behavioural Sciences. Elsevier Ltd., pp. 733–741. Accessed, 20 
March 2020. http://dx.doi.org/10.1016/B978-0-08-097086-8.64025-4. 
1 ‘Sousveillance’ Mann, S., 2016. Surveillance (Oversight), Sousveillance (Undersight), and 
Metaveillance (Seeing Sight Itself). In 2016 IEEE Conference on 
Computer Vision and Pattern Recognition Workshops (CVPRW). IEEE, 
pp. 1408–1417. Accessed, 20 March 2020. 
http://dx.doi.org/10.1109/CVPRW.2016.177. 
1 ‘Dataveillance’ Clarke, R., 2014. From Dataveillance To Uberveillance. In K. Michael & 
M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, pp. 18–31. 
Accessed, 20 March 2020. http://www.rogerclarke.com/DV/DV13.html. 
1 ‘Triquetra’ Hayes, A. (2010): Uberveillance: Triquetra. As cited in 2014. K. Michael 
& M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, Figure 2. pp. 
Xxx. Accessed, 20 March 2020. 
https://doi.org/10.6084/m9.figshare.3436361.v1. 
2 ‘Control, Trust, 
Privacy, 
Security’’ 
Perusco, L. & Michael, K., 2007. Fig.3. Control, Trust, Privacy and 
Security: Evaluating Location-Based Services. IEEE Technology And 
Society Magazine, (Spring 2007), pp.4–16. Accessed, 20 March 2020. 
https://ro.uow.edu.au/infopapers/521/. 
3 ‘Location Based 
Services’’ 
Abbas, R., Michael, K. & Michael, M.G., 2014. The regulatory 
considerations and ethical dilemmas of location-based services (LBS): A 
literature review. Information Technology & People, 27(1), pp.2–20. 










Body, Rules & 
Norms’ 
Berkeley Electronic Press, 2015. Fig.1. Using a Social-Ethical Framework 
to Evaluate Location-Based Services in an Internet of Things World. 
International Review of Information Ethics, 22(12), pp.42–73. Accessed, 
20 March 2020. https://works.bepress.com/kmichael/536/. 
 












Berkeley Electronic Press, 2015. Fig.1. Using a Social-Ethical Framework 
to Evaluate Location-Based Services in an Internet of Things World. 
International Review of Information Ethics, 22(12), pp.42–73. Accessed, 






Berkeley Electronic Press, 2015. Fig.1. Using a Social-Ethical Framework 
to Evaluate Location-Based Services in an Internet of Things World. 
International Review of Information Ethics, 22(12), pp.42–73. Accessed, 
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Balance of Power 
 
Layer Dimension Attribution 
1 ‘Uberveillance’ Michael, M.G., 2014. From Dataveillance To Uberveillance. In K. 
Michael & M. G. Michael, eds. Uberveillance and the Social Implications 
of Microchip Implants: Emerging Technologies. IGI Global, pp. 1–17. 
Accessed, 20 March 2020. https://www.igi-
global.com/book/uberveillance-social-implications-microchip-
implants/76728. 
1 ‘Surveillance’ Marx, G., 2015. Surveillance Studies. In International Encyclopedia of the 
Social & Behavioural Sciences. Elsevier Ltd., pp. 733–741. Accessed, 20 
March 2020. http://dx.doi.org/10.1016/B978-0-08-097086-8.64025-4. 
1 ‘Sousveillance’ Mann, S., 2016. Surveillance (Oversight), Sousveillance (Undersight), and 
Metaveillance (Seeing Sight Itself). In 2016 IEEE Conference on 
Computer Vision and Pattern Recognition Workshops (CVPRW). IEEE, 
pp. 1408–1417. Accessed, 20 March 2020. 
http://dx.doi.org/10.1109/CVPRW.2016.177. 
1 ‘Dataveillance’ Clarke, R., 2014. From Dataveillance To Uberveillance. In K. Michael & 
M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, pp. 18–31. 
Accessed, 20 March 2020. http://www.rogerclarke.com/DV/DV13.html. 
1 ‘Triquetra’ Hayes, A. (2010): Uberveillance: Triquetra. As cited in 2014. K. Michael 
& M. G. Michael, eds. Uberveillance and the Social Implications of 
Microchip Implants: Emerging Technologies. IGI Global, Figure 2. pp. 





Masters, A. & Michael, K., 2005. Humancentric Applications of RFID 
Implants: The Usability Contexts of Control, Convenience and Care. In 
Second IEEE International Workshop on Mobile Commerce and Services. 
The Second IEEE International Workshop on Mobile Commerce and 





Zuboff, S., 2019. The Age of Surveillance Capitalism: The Fight for a 
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Ngikalikarra Framework  
 
Layer Dimension Attribution 
1 ‘Place’ Heiner, M. et al., 2019. Moving from reactive to proactive 
development planning to conserve Indigenous community and 
biodiversity values. Environmental impact assessment review, 74, 
pp.1–13. Accessed, 20 March 2020. 
http://www.sciencedirect.com/science/article/pii/S019592551830115
X  
1 'Country’ Fogarty, W., 2014. “Learning through Country: competing knowledge 
systems and place based pedagogy" PhD. Australian National 
University. Accessed, 20 March 2020. https://openresearch-
repository.anu.edu.au/handle/1885/11712. 
1 'Booroo’ Hattersley, C., 2014. Birr Nganka Nyikina. p.46. First. Madjulla Inc., 
ed., Broome: Australia. 
2 'Listening’ Ungunmerr, M.-R., 1988. Dadirri: Inner Deep Listening and Quiet 
Still Awareness. Miriam-Rose Ungunmerr Foundation, pp.1–4. 
Accessed, 20 March 2020. 
http://www.miriamrosefoundation.org.au/about-dadirri/dadirri-text. 
3 'Cultural’ Wergin, C.H., 2016. Dreamings beyond “opportunity”: the 
collaborative economics of an Aboriginal heritage trail. Journal of 
cultural economy, 9(5), pp.488–506. Accessed, 20 March 2020. 
https://doi.org/10.1080/17530350.2016.1210532. 
3 ‘Intergenerational’ Edwards-Vandenhoek, S., 2018. “Over There, in the Future”: The 
Transformative Agency of Place-Based Design Education in Remote 
Aboriginal Communities. International Journal of Art & Design 
Education, 37(4), pp.622–637. Accessed, 20 March 2020. 
http://doi.wiley.com/10.1111/jade.12209. 
3 ‘Interdisciplinary’ Adamson, G. et al., 2015. Wiener’s Cybernetics Legacy and the 
Growing Need for the Interdisciplinary Approach [Scanning Our 
Past]. Proceedings of the IEEE, 103(11), pp.2208–2214. Accessed, 20 
March 2020. http://dx.doi.org/10.1109/JPROC.2015.2483958. 
3 ‘Intercultural’ Preaud, M., 2009. Loi et culture en pays Aborigenes ; anthropologie 
des resaux autochtones du Kimberley, Nord-Ouest de l’Australie. phd. 
James Cook University. Accessed, 20 March 2020. 
http://eprints.jcu.edu.au/11819. 
4 'Values, Protocols, 
Systems, Process’ 
Yunkaporta, T., 2009. Aboriginal Pedagogies at the Cultural 
Interface. Doctor of Education. School of Indigenous Australian 
Studies. as cited in Edwards-Vandenhoek, S., 2018. “Over There, in 
the Future”: The Transformative Agency of Place-Based Design 
Education in Remote Aboriginal Communities. International Journal 
of Art & Design Education, 37(4), pp.622–637. Accessed, 20 March 
2020. http://doi.wiley.com/10.1111/jade.12209. 
 
  596 
5 ‘Location Based 
Services’ 
Abbas, R., Michael, K. & Michael, M.G., 2014. The regulatory 
considerations and ethical dilemmas of location-based services (LBS): 
A literature review. Information Technology & People, 27(1), pp.2–
20. Accessed, 20 March 2020. 
https://www.emeraldinsight.com/doi/abs/10.1108/ITP-12-2012-0156. 
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Self-Evaluation 
 
Category Benchmark  Poor  Adequate  Excellent 
Coverage Justification of literature item being 
included or excluded from review 
- Not 
discussed 




Synthesis Highlighted key studies and suggested 








 Situated and described research 
inquiry topic across broader literature 




x Situated & 
described 
 Historical context of study articulated, 
and key associations discussed 
- Not  
discussed 




 Adoption of subject vocabulary; 
ambiguity to resolve & enhance 




- Discussed & 
enhanced 
 Articulation of variables and 








 Clearly synthesised offering new 







Methodology Identified main methods, advantages 







 Ideas and theories related to research 





x Critiqued & 
claims 
Significance Practical dimensions of the research 
problem rationalised and substantiated 




x Claims  
warranted 




- Discussed x Scholarly 
critique 
Rhetoric Coherent, clear written structure and 
tables / figures supporting review 
- Poorly 
formed 
- Coherent x Well 
developed 
Table adapted from ‘Boote and Biele’s Literature Scoring Rubric’ (2005) in ‘A Guide to 
Writing the Dissertation Literature Review’ by Justus J. Randolph (2009) p.12 
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Personal Communication 
 
These following representations provide an ‘overview’ of the main content within 
personal correspondence received and approved to be referenced within the thesis, 
denoting (a) all persons, (b) dates and (c) types of correspondence for ease of 
reference.  
 
Over and under the Valences of Veillance 
 
Professor Steve Mann & Pia Waugh, Leigh Blackall, Katina Michael & Alexander 
Hayes, ‘Over and under the Valences of Veillance’ - February 18, 2013 
 
 
Email correspondence (excerpt) from Steve Mann to Alexander Hayes - February 18, 2013  
 
Language- Watching over /under 
------------------------------------------- 
French - Surveillance Sousveillance  
English - Oversight Undersight  
Franglais* Overveillance Underveillance  
German - Überwachung   Underwachung  
Germench** Überveillance Unterveillance  
Gerlish - Übersight  Untersight  
 
* Ench actually because the English half is first 
**mixture of German and French 
 
So the neutral root terms are; Veillance, Sight, Wachung, etc.. 
As a taxonomy, Veillance is at the top, and it branches down to Surveillance and 
Sousveillance 
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Sur/Sous/Veillance and Super/Sub/Vision 
 
Professor Steve Mann & Ryan Janzen, Katina Michael, Mir Adnan Ali & Alexander Hayes, 
‘Sur/Sous/Veillance and Super/Sub/Vision’ - March 15, 2014 
 
Email correspondence (excerpt) from Steve Mann to Alexander Hayes - March 15, 2014  
 
Here's a nice summary of "watching" and "vision" in various languages; Latin and French 
are particularly relevant because the large-entity version is commonly used in the English 
language: 
 
Language    Large-entity       Small-entity 
------------------------------------------------ 
French:       Surveillance     Sousveillance 
English:      Oversight         Undersight 
Latin:         Supervision       Subvision 
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In Place of God 
 
Professor Katina Michael & Alexander Hayes,‘In Place Of God’, 28 May, 2019. 
 
Email correspondence from Alexander Hayes to Katina Michael - 28th May 2019 
 
“I hope the packing goes well. So much to remember and the superhuman you are 
becomes the human in such tiredness. What I was pointing out is that even at this late 
stage we have much to discuss. Place could be God. What I was pointing out is that 
what we put at the centre of a diagram must represent the core to the inquiry. The 
external variables will always alter in context the poster I created in 2015 with xxxxx 
emphasised that what is missing in western society is the capacity to grasp that 
ethically the way we consider life is based on blind faith. Moral mass. Consumer 
creation in the likeness of greed, wealth and more of it. You will recall the 
framework figure I put together with xxxxxx which put ‘country’ as central to what 
guides and runs this place, world. As an engineer, without any idea of what country 
means the xxxxx of this world see nothing other than what they can get. They 
contribute nothing more than how to make lifes conveniences which are tapping us to 
consume more. As I’m learning, in reflection I know what I don't know and in that 
space I’m learning more about what I consider to be of value or not. We are nearing 
the end now and the framework figure may never emerge any more than what I know 
at the point of departure from it all. I just hope in some way to ‘nail it’ and this 
historical snapshot will be worth it all”. 
 
Reply from Katina Michael - 28th May 2019. 
 
“Perfect. You have nailed it. Not because you mention God who I believe is at the 
centre of everything, but because the camera hungry body worn instrumentation 
attempts to sit in place of God… in place of ‘place’”. 
 
Response to Katina Michael from Alexander Hayes - 29th May 2019. 
 
“the camera by design colonises the human form and by wearing it, we become it, 
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Film-taking 
 
Professor Katina Michael & Alexander Hayes, ‘Film-taking’, 28 May, 2019. 
 
Email Correspondence from Alexander Hayes to Katina Michael - Jun 14, 2019 
 
“... Hi Katina, having had some time to think about it now and in speaking with Magali 
tonight I am pretty certain I know why the background chapter is a muddle and I have 
perhaps a way to resolve it. Let's look at this way.” 
 
“As an OBSERVER from afar, I sat and looked in wonderment at humans who seemed to 
be doing something rather interesting with cameras and to achieve their goals they were 
strapping them onto themselves. I was looking at them from a distance and not 
understanding what they were doing I took a step closer. In some instances, I kept my 
distance and whilst I attended forums and workshops or conferences or events, I did not 
participate in the observable use of nor active engagement with the technology. Geoff was 
the first and then many others followed.” 
 
“As PARTICIPANT OBSERVER I then went about engaging with these people who were 
experimenting with these devices and secretly (private and unknown to the others) I began 
testing the concept of wearing the camera to understand it in entirety and with some degree 
of creativity I was then considered to be an informant of the phenomena, an expert in 
knowledge of the field, its contemporaries. I was observed actively engaging within events 
and interacting directly with the technology, creating digital resources with the technology in 
a detached, tool orientation where the camera and its computations remained separate to my 
identity. I was disconnected with those who had already become the camera and lived their 
life by it - Cathal Gurrin.” 
 
“Then one day I received a camera that I could wear, and it automagically transformed me 
into one more of itself, the framework on which it could be carried and operated. I ceased to 
inform others of its workings and as I have described in many differing journal entries, I 
noted a substantial shift in the way others related to me, engaged with me or 'acted' around 
me. I refused to take it off and wilfully disregarded the objections by those who indicated 
they did not wish to be in my relational subjective field of view.” 
 
“In effect the camera became an ACTUATOR of change around me and chilled my 
relationships considerably with others and cannibalised my thinking around data, value and 
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community. The camera and its computations had become a large facet of my identity, 
photoborg, cyborg. This introduces the PARTICIPANT ACTUATOR (I have enough 
references there to defend it as a 'new' conceptual and perceptual finding).” 
 
“In essence, if the chapter is split down into two phases; (1) immersion in which I describe 
all the roles and events and then; (2) reflection through the 'eyes' of the journal, through the 
multitude of eyes of the borg camera and as Teemu and Leigh have called it, the ‘interview 
society of disingenuity’. Look at all the differing points of reflection I have to inform what I 
discovered in digital land versus my naive and often recalcitrant REFUSAL to conform to 
the cameras wishes...the many times I BROKE as a result of becoming that photoborg. 
Actually, being vulnerable about what failed!!! The authentic ... and juxtapose the lot with 
Jean Rouch perhaps even signaling that surveillance and BWC is not the death of 
filmmaking rather it has become and can be simply acknowledged as FILM-TAKING… a 
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Thoughts on Location Based Services 
 
Professor Katina Michael & Alexander Hayes,‘Thoughts on Location Based Services’, June 
18, 2019. 
 
Email Correspondence - Alexander Hayes to Katina Michael - June 18, 2019. 
 
“... Hi Katina, just thinking through the differences between the LBS figure and the emergent 
themes figure. LBS was hardly raised at all by interviewees and to a large extent for many of 
the people I spoke to HOW LBS works and to what extent they are personally tracked 
remains an inconvenient mystery to them. What and I both know is that LBS makes 
intelligence gathering possible and I would like to liken it to the ‘fuel’ in the realm of the 
actuator metaphor. For instance, in 2004 a GoPro was a dumb device in a waterproof cover. 
Two years later it was WiFi and GPS equipped and making its impact known by tracking all 
the best extreme sports enthusiasts. What I am conscious of is saying what I discovered, 
what I learned and nothing more powerful than anecdotes that matches empirical evidence 
which demonstrates that LBS ‘burns’ culture as it gives away patterns to the anthropos 
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Bypassing the Human  
 
twitter.com | Conversation - @alexanderhayes - October 13, 2019 
 
Trigger: “It occurs to me that human wrongs are occurring irrespective of cameras, looking 
but not 'seeing' which engenders distrust and protection arguments based on fear which in 
turn sells #bwcs as product" - @alexanderhayes 
 
Response: “With technology we don't look at one another, we see through one another, 
bypassing the human. If tech is the apparatus we see through, then we are going human-to-
machine to human, which means we've missed the point" - @katinamichael
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9.6 Media 
 
A range of different multimedia types and their respective online locations as 





Year Type Title 
2014 Online Video 
Hayes, A., 2014. Interview with Rick Sare - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://doi.org/10.5281/zenodo.3402183. 
2014 Online Video 
Hayes, A., 2014. Interview with Germanno Teles - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://doi.org/10.5281/zenodo.3402181. 
2014 Online Video 
Hayes, A., 2014. Interview with Germanno Teles - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://doi.org/10.5281/zenodo.3402181. 
2014 Online Video 
Hayes, A., 2014. Interview with Germanno Teles - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://doi.org/10.5281/zenodo.3402175. 
2014 Online Video 
Hayes, A., 2014. Interview with Andy Kropa - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://doi.org/10.5281/zenodo.3402155. 
2014 Online Video 
Hayes, A., 2014. Interview with Libby Chang - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://doi.org/10.5281/zenodo.3402159. 
2014 Online Video 
Hayes, A., 2014. Interview with Mila Pavlin - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3327858. 
2014 Online Video 
Hayes, A., 2014. Interview with Margaret Powers- Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3327071. 
2014 Online Video 
Hayes, A., 2014. Interview with Andrew Vanden Heuvel - Google Glass 
Explorer, Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3319977. 
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2014 Online Video 
Hayes, A., 2014. Interview with Scott Grantsmith - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3270784. 
2014 Online Video 
Hayes, A., 2014. Interview with Noble Ackerson - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3270780. 
2014 Online Video 
Hayes, A., 2014. Interview with Steven Mautone - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3270772. 
2014 Online  Video 
Hayes, A., 2014. Interview with Jeris JC Miller - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
https://zenodo.org/record/327075. 
2014 Online Video 
Hayes, A., 2014. Interview with Suzanne Carneiro - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3270749. 
2014 Online  Video 
Hayes, A., 2014. Interview with Nathan Myers - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3270728. 
2014 Online Video 
Hayes, A., 2014. Interview with Det Ansinn - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3270722. 
2014 Online  Video 
Hayes, A., 2014. Interview with Cecilia Abadie - Google Glass Explorer, 
Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3270714. 
2013 Online Video 
Hayes, A. & Michael, K., 2013. IEEE ISTAS’13 Symposium - Investigating 
Transparency, Australia: Zenodo. Accessed, 20 March 2020. 
http://dx.doi.org/10.5281/zenodo.3270701. 
2013 Online  Video 
Lubich, G., 2013. Pivothead Recon Conceal POV Camera Glasses Trial, 
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Popular Media 
 
The following table contains a record of popular media including newspaper articles, 
radio interviews and media articles which are mentioned in the thesis in relation to 
events conducted during the research investigation. 
 
 
Year Type Details 
2014 Newspaper Article 
Hayes, A., 2014. Keeping an Eye on Google Keeping Its Eye on Us. 
Accessed, 20 March 2020. 
https://archive.org/details/2013KeepingAnEyeOnGoogle. 
2013 Radio Interview 
Alexander Hayes, Katina Michael, and Nick Rheinberger. "IEEE ISTAS13 
People as Sensors: The Social Implications of Living in a Smart World" 
ABC Radio 97.3 on Mornings Jun. 2013: 9.30 am-9.56 am. 
2013 Media Article 
Hayes, A., 2013. The Internet of Things: Smart People. Accessed, 20 March 
2020. https://archive.org/details/2013TheInternetofThingsSmartPeople. 
2013 Newspaper  Article 
Bungendore Mirror, 2013. Google Glass Lets Us Track and Be Tracked. 
ed.25, p.3. Accessed, 20 March 2020. 
https://archive.org/details/googleglassletsustrackandbetracked. 
2013 Online Article 
UOW Media Unit, Alexander Hayes and Katina Michael. "Are We Ready to 
Live in An Uberveillance Society?" UOW Latest News (2013)  









The Phd Thesis ‘Research Participant Lexicon’ is a comprehensive resource of all 
weighted terms and concepts produced as a Lexicon constructed using qualitative 
data derivative of textual analysis from the research investigation Atlas.Ti QDAS 
software.  
 
This representation is predominantly ordered alphabetically and is considered a vital 
source of ‘unique’ words or portmanteau as occurring within the discourse of 
research participants and their dialogue with the researcher across interviews and in 
conversations.  
 
The Lexicon can be accessed from https://doi.org/10.6084/m9.figshare.11887791 
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Research Ethics Application 
 
The researcher was directed by the Chief Investigator to access and complete an ‘
Application For Approval To Undertake Research Involving Human Participants’ 
through the University of Wollongong/ Illawarra Shoalhaven Local Health District 
Human Research Ethics Committee (HREC) and after meeting with the UOW 
Statistics Team in May 2012 the submission was tendered by the Chief Investigator. 
 
In August 2012 the Researcher, Alexander Hayes (student) and the Chief 
Investigator and Supervisor Associate Professor Katina Michael made application to 
the University of Wollongong (UOW) through the Human Research Ethics 
Committee (HREC) to conduct the research project titled ‘Location Enabled Body 
Wearable Technologies in the Education Sector’. To conduct this research the UOW 
HREC ‘Application For approval To Undertake Research Involving Human 
Participants’ details that the researchers abide by the National Statement on Ethical 
Conduct in Human Research as well as abiding by the Australian Code for the 
Responsible Conduct of Research. 
 
The application was submitted, signed under clauses of confidentiality to the Human 
Research Ethics Committee of The University of Wollongong/SESIAHS written by 
the Researcher detailing the project, with a written response identifying the project 
number HE12/374 received soon after. The initial duration of research sought for the 
research project was from the 1st October 2012 to 1st December 2012. 
 
The study will identify the breadth and scope of the use of location enabled 
body wearable technologies across a range of settings, which the participants 
are known to have experience and expertise within. The study will also 
identify the key implications that these technologies have as they impact 
more broadly on society in general. (UOW HREC Application). 
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Participants 
 
The qualitative research project was proposed to only involve adults over the age of 
18, conducted as semi-structured interviews either in face-to-face meetings or by 
telephone abiding by the UOW Telephone Policy and Strict protocols of 
communication as outlined by UOW Research Policy with twenty-five (25) 
participants. Formal invitations were sent as written communication with prospective 
interview participants, then upon confirmation of acceptance to contribute to the 
project as a Participant, the Participant Pack was sent by email attachment containing 
Participant Consent, Project Information Sheet, Project Invitation Letter, Research 
Methods, Methodology and Interview Questions. 
 
Participants were informed they could submit supplementary material adding 
to the amassed data collation during or after Interviews. The preference for 
conducting the interviews was indicated to the Participants selected as face-
to-face meetings, with questions already supplied before the interview. An 
indication was also made to Participants that the interview duration was 
estimated to take between 60 and 90 minutes, in a one-to-one setting 
involving no groups and would be recorded using an audio device for 
transcription purposes only with their consent. (UOW HREC Application). 
 
Participants were informed that they were free to withdraw anytime from the project, 
to withdraw any supplementary materials at any time with no payments or reward for 
their voluntary contribution. Upon completion of the interview audio data was to be 
submitted into a secure data repository and only Supervisor and Researcher have 
access to the data. Participants were advised that they had 7 days to respond with 
amendments to the interview transcripts draft in preparation for the transcript final.  
 
As per UOW HREC guidelines, participants were informed they could add 
supplementary material up until the end of the research study, that private data 
retention must be kept for ten (10) years post interview and all correspondence must 
be conducted using secure digital correspondence forms only. Participants were also 
informed and were required to agree to being informed of publication in thesis and 
that their contributions may possibly appear in future publications. Questions were 
asked of the Researcher by both research Participants and other researchers who 
indicated the paradox of the statement in the HREC application indicating that; 
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Data held during this project will be securely held in a private, redundant 
protected private password protected digital repository. The data will be 






Whilst awaiting approval of the HREC application, on a visit to the University of 
Wollongong campus in late July 2012 the researcher met with Katina Michael to 
discuss the selection of ten (10) interview questions from an amassed draft of ninety-
six (96) (Hayes 2019h) with which to guide conversations with potential research 
participants.  
 
After much deliberation it was determined that strategically an event which 
brought all of the key protagonists together being ‘international industry 
leaders, academics and representatives from the wearable computing domain 
for the purpose of interviews’ would be a powerful additional outcome for 
the research project, potentially providing opportunities for additional 
primary stakeholder data collection, all pending approval of the project 
Ethics application (Hayes 2012i). 
 
The initial duration of research sought for the research project was from the 1st 
October 2012 to 1st December 2012 and the many iterations of amendments are fully 
detailed in Chapter 3, Research Design of the PhD thesis. A return to literature 
unveiled considerations for how to evaluate LBS as an ‘agent of location’, as distinct 
from place relatedness, yet sharing similar key themes, in this case control, trust, 
privacy and security (Perusco & Michael 2007). 
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UOW Statistics Consultation 
 
The Researcher was then required to meet with UOW Statistical Consulting Service 
and outline the requirements of the project with the SCS team. 
 
The objective of this study is to investigate individuals’ awareness of and 
acceptance for Location-Based Services (LBS) as an attribute of body worn 
location enabled technologies in the education sector. A focus of this 
research will be upon identifying the core impacts and implications of LBS 
for the education and training sector in Australia. (Purpose of Study) 
 
The study Design of the research project was described as: 
 
The study uses a combination of qualitative and quantitative methods to 
answer the research questions. A structured survey and semi-structured 
interviews will form the basis of the data collection for this study. The 
outcomes of the interviews with key players in the education and technology 
provision supply chain will further inform and complement survey results 
from a wider stakeholder array. (Statistical Project Description). 
 
The Research Data Collection will be conducted as: 
 
Service access, ease of use, organisational readiness, identity, trust, and 
perceived risk as the key variables of attitude that govern use and intention to 
use of body worn location enabled technologies in an educational context. 
Surveys will be conducted online using a closed question field survey tool. 
The survey results will confirm or refute the collusion between service 
providers, research bodies and educational organisations, providing primary 
evidence to support or contradict the research hypotheses. Semi-structured 
interviews will also be conducted with key contacts from select vocational 
and tertiary organisations, technology suppliers and LBS providers 
Interviews will enable this research to address some of the research issues, 
which remain unanswerable by the quantitative method. (Statistical Project 
Description). 
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The Data Analyses was inclusive of quantitative descriptive statistics to be: 
 
Used to summarise the demographic variables. Simple linear regression, 
multiple regression, analysis of variance (ANOVA), and other relevant 
statistical tests will be used to analyse the sample data and to test the 
hypotheses associated with the research model. Content analysis techniques 
will be used to analyse data obtained from the semi-structured interviews. 




An initial HREC review conducted on the 20th September approved the project 
pending changes to the Participant Information Sheet and Consent form, with track 
changes showing how interviews in part might become used in future publications 
such as peer reviewed journal articles. Changes were made and the application 
returned to UOW Human Research Ethics Committee including: 
 
1. Name of participant and affiliation to be requested; 
2. Audio-visual recording to be securely data managed and; 
3. Supplementary material supplied to the Researchers stated as can be 




Project HE12/374 was approved on the 11th October 2012 and the new expiry date 
was noted as 10th October 2013 with Progress Reports to meet HREC requirements. 
A Proposed Changes Letter was drafted on the 20th May 2013 and a further request 
for Amendment of Approved Application was registered with the Human Research 
Ethics Committee on the 24th May 2013 by the Supervisor.  
 
The researchers, Associate Professor Katina Michael (Chief Investigator & 
Supervisor) and Mr Alexander Hayes (student) will both attend the IEEE 
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International Symposium on Technology and Society (ISTAS) is an annual 
international forum sponsored by the IEEE Society on the Social Implications 
of Technology (SSIT) to be held in Toronto, Canada, 27-29 June 2013. 
ISTAS’13 is the annual symposium of the IEEE Society on the Social 





The first proposed change was to conduct research activities as participant observer 
using a moderate participation research methodology. 
 
According to Spradley (1980) a researcher must make a choice between five 
different types of participant observation which include (a) Non-
Participatory, (b) Passive Participation, (c) Moderate Participation, (d) 
Active Participation or (e) Complete Participation (Proposed Changes 
Letter). 
 
The researchers proposed to engage with the research population as (c). moderate 
participation maintaining a role balance between "insider" and "outsider" which 
would allow for a combination of personal involvement and necessary detachment to 
remain objective. 
 
Considering the delegate cohort (target population) attending this important 
event, the researchers consider that recording audio and visual media prior, 
during and after this event to be important and relevant to the research 
inquiry. (Proposed Changes Letter). 
 
Interactions to be recorded as a participant observer whilst interacting with the 
research target population using audio recording and visual camera. 
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 Amendment: Data Management 
 
The second point of amendment was proposed to ‘publish data gathered during 
participant observer research activity via approved data repositories’.  
 
It is proposed that all audio-visual data recorded by both researchers as 
moderate participant observers be published under a CC By Creative 
Commons licence in the form of a managed data collection ... at the 
conclusion of the research project ... a data repository ensures the collection 
is a managed, connected, findable and re-usable research resources 
(Proposed Changes Letter). 
 
The repositories that were proposed to be used for data management were; 
       
(a) DataWise - a University of Wollongong project, a cooperative venture 
between the University's Research Services Office, the University Library 
and Information Technology Services (ITS) where research metadata is 
populated via Research Data Australia (RDA) and the Australian National 
Data Service (ANDS); 
       
(b) Figshare - a secure scientific data repository that allows users to upload 
any file format to be made visualisable in a browser so that figures, datasets, 
media, papers, posters, presentations and filesets are disseminated and 
dataset awarded a DOI upon submission; 
       
(c) Academia.edu - which is a website for researchers to share their data and 
code attached to Academia.edu’s analytics engine with viewing analytics for 
citation, tenure and grant committee visibility. 
       
It was established that many of the target research population would be familiar with 
and perhaps also already actively engaging with each other and the researchers using 
audio-visual digital recording technologies i.e. life-logging devices at the ISTAS’13 
event. In summary, the ‘Research Methods Amendment' was sought to conduct 
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research activities as a participant observer, in a closed conference setting 
approaching interviewees at the ISTAS’13 Conference, 27, 28 & 29th June, 2013. 
 
The Researchers are proposing to engage with conference delegates (target 
population) during this important event, considered relevant to the research 
inquiry. ISTAS13 delegates have been provided with an opportunity 
themselves as a Delegate to wear an audio-visual recording device that can 
be used for the duration of the conference (Amendment: Method of 
Approaching Interview Stakeholders in A Conference Setting). 
 
The data collection methodology clearly outlined that there were no changes to the 
original HREC HE12/374 application other than to wear visible signage or indicate 
that ISTAS’13 delegates could be approached after seeking verbal consent to 




A letter outlining results of an Amendments Review, conducted on the 30th May 
2013 was received by HREC and granted conditional on answering and making 
amendments with regards to participants ‘confidentiality’. In response, a letter was 
sent on the 31st May 2013 from the Supervisor to Associate Professor Garry Hoban 
outlined that participants would be identified in publications, affiliations removed in 
the transcripts and Participants would only be identified upon thesis publication. 
 
Review: Information Sheet 
 
On the 6th June a further review was conducted by the HREC and the Committee 
approval was again made conditional to changes to the Participant Information Sheet 
regarding identification of participants being treated in the strictest of confidence. A 
further response from the Supervisor, indicated a return to participants notifying at 
the point of interview whether they wished to be identified or not.  
 
A final Amendment Notification was received on the 13th June 2013 for approval to 
record semi-structured interviews with audio/visual recording devices during the 
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ISTAS’13 conference, revised Participant Information Sheet (12th June 2013) and 




The expiry date for the project was not altered from 10th October 2013 with an 
anticipated completion date noted as July 2015. A project Progress Report was 
completed in late October 2013 and returned to the UOW HREC indicating that fifty 
(50) interviews had been conducted in total, the first interview on the 15th October 
2012 and the last interview on the 9th October 2013, in compliance with the 
approved project parameters. The Progress report was returned to the UOW HREC 
Committee within 14 days and no reports of unexpected outcomes nor new 
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