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Abstract
Laser polishing (LP) represents one of the finishing/superfinishing technologies that has
experienced a rapid growth over the past two decades. However, while undeniable progress
has been achieved on the experimental and/or practical side, the development of the
mathematical models continue to be somewhat slower and still dominated by significant
simplifying assumptions.
To address this research gap, after identification of underlying thermo-physical processes
during LP through a comprehensive literature review, two CFD (Computational Fluid
Dynamics) models are developed to simulate the laser-material interactions and eventually
predict the final geometry of the irradiated surface. In this context, a 3D CFD model is
proposed which contains all heat transfer mechanisms influencing the formation of the
laser track. Also, a 2D CFD model is developed using VOF (Volume of Fluid) technique
to capture the change of surface geometry due to irradiation of continuous wave (CW)
stationary and moving laser beam. To validate proposed models through comparing their
results with experimental data, a post-processing methodology is developed and
formulated in a computer algorithm. While CFD models’ outcome is in good agreement
with experimentations, probable causes of variance between them are elaborated.
Developed post-processing methodology and CFD models enable comparative evaluation
of experimentally measured and simulated surface geometries thoroughly, which increased
the knowledge about underlying thermo-physical processes, especially the mechanisms of
molten material redistribution. It has been concluded that while conduction is the main heat
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transfer mechanism throughout the workpiece, surface tension is the dominant driving
force in the melt pool.

Keywords
Laser-material interaction, CFD model, Thermo-physical processes, Surface geometry,
Experimental validation
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Nomenclature
ρ

density

k

conductivity

T

Temperature

H

enthalpy

cp

specific heat capacity in constant pressure

A

absorptivity

r

radial position

w

Laser beam radius

P

laser power

h

convection heat transfer coefficient

ε

Surface emissivity   [0,1]

σ

Stefan-Boltzman constant = 5.56×10-8 W/m2K4

L

latent heat of fusion

Δ

Laser pulse duration

d

Laser beam diameter

ED

Energy density

vf

Scanning speed

G

Gain coefficient

M

Delay coefficient

I

Power intensity

α

Thermal diffusivity

λ

Wavelength

R

Reflectivity

t

Time

S(t)

Time-depended location of the solid-liquid boundary

MD

Melt depth

f

Frequency

μ

Viscosity

γ

Surface tension
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δ

Depth

A’

Heat loss coefficient

qv

Volumetric power density

β

Liquid fraction

u

Fluid velocity

𝜏̿

Stress tensor

p

Pressure

NAD

Normalized average displacement

PVH

Peak to valley height

α'

Volume of fluid

E

Energy

W

Peak to peak distance

x

Longitudinal coordinate

y

Lateral coordinate

z

Height coordinate

Ra

Surface roughness

Subscripts
ref

Reference

surf

Surface

∞

Surrounding area

rad

Emitted radiation

liq

Liquidous

sol

Solidus

s

Solid

l

Liquid

m

Melt

cr

Critical

th

Thermal

i, j

Counting indices
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Chapter 1
Introduction and literature review
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1.

Introduction and literature review

In this chapter, laser polishing (LP), as one of the modern manufacturing techniques, is
introduced and compared with conventional polishing methods through an overview of its
advantages and disadvantages. Also developing applications of this technique is presented
to provide an insight into the advanced implementation of LP. Then, constituent
subsystems of a LP machine are introduced as a basis to identify process control
parameters.
While the study of laser polishing has mostly progressed through experimental works,
theoretical understanding about underlying thermo-physical mechanisms and simulation of
the process have remained less developed. This research gap, which is the main focus of
this thesis, is started to be addressed by a thorough review of former simulation attempts
in this chapter. Therefore, available literature is explored to form a foundation to establish
a comprehensive models in next chapters. In this context, statistical approach, as well as
applied formulations for modeling of the laser beam, heat transfer and melt pool flow,
material properties and validation of models are reviewed in this chapter.
Conclusions of this literature review leads to defining the scope of this research work as
well as outline of the thesis structure.

1.1

Background

Surface quality is considered as an essential characteristic for manufactured parts. This
characteristic not only affects the aesthetic properties but also addressed geometrical and
functional ones. The aesthetic aspect relates to the appearance and shininess of the surface,
which increases the product added value and consumer’s satisfaction (Keyence, 2012).
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Dimensional tolerance, accuracy and precision relate to the geometrical effects of the
surface quality. While tribological, optical, corrosion and other physical-mechanical
properties address the functional aspect of the surface quality.
Most of manufacturing processes like forging, casting and machining end up with a
complex part surface full of peaks and troughs with different height, depth and spacing,
which could not meet the desired surface quality criteria. For example, forged part have a
surface roughness between 12.5 μm to 3.2 μm (ASME/ANSI-B46.1, 1985). Between
different casting methods, investment ceramic mold process can produce higher surface
quality

(e.g.

roughness),

which

is

in

the

range

of

2.9 μm

to

1.2 μm

(American.Foundry.Society, 2015). Milling can obtain surface roughness in range of
6.3 μm to 0.8 μm (ASME/ANSI-B46.1, 1985). For many engineering applications, such as
medical and optical devices, these values are beyond the acceptable surface quality.
Therefore, surface finishing process is required to achieve all the aesthetic, geometrical and
functional properties we mentioned above.
Conventional polishing methods mostly consist of surface material removal gained by
frictional force between abrasive particles and the workpiece in a rotational motion. Size
and material of particles, rotating speed and applied load as well as workpiece material can
affect the final result. These techniques are often executed in consecutive steps, which not
only prolong the overall production but also restricts the potential for automation
(Bordatchev et al, 2014).
In addition, majority of conventional polishing methods require highly skilled operators to
become certain about the final surface quality, which has to meet the roughness criteria
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with consistency and repeatability (Guo, 2009). All of the aforementioned characteristics
result in decreasing of the process efficiency and increasing overall manufacturing time.
For example, manual polishing consumes 30 % of the overall production cost and 37 % of
production time in mold and die making industry (Hafiz et al, 2012). Although some
attempts have been conducted to apply robot manipulators equipped by abrasive surfaces
and angle/pressure sensors to carry out fine polishing, they have yet to develop these
techniques due to complex programming and form limitation (Ukar et al, 2013).
As a result, many academic and industrial researchers focus on establishing highly
automated polishing technologies, which are capable to obtain higher surface quality in a
shorter time and lower cost. As an alternative to the conventional technologies, polishing
by laser beam as a modern polishing technique is being developed over last couple of
decades. In this technique, laser beam is applied to modify the surface topography and
enhance the surface quality. Potentially, any light absorbing materials and surfaces can be
polished with the laser. Ability to control the laser and motion related process parameters
effectively in time and space domains opens new opportunities for flexible high-precision
selective laser polishing with superior surface quality.

1.2

Laser polishing process

Polishing by the laser beam is a non-contacting polishing approach which laser beam is
used as an energy source to affect the top surface geometry decreasing the surface
roughness. There are two technical approaches to the realization of laser polishing process
– by material removal and by material re-distribution. Generally, if laser beam is used to
vaporize a thin layer of the surface material, the technique is known as laser ablation.
During the laser ablation, the beam has an incident angle and sufficient energy to ensure
4

material vaporization from the profile peaks only. In another method, which is illustrated
in Figure 1.1 schematically, the surface modification is obtained by melting and redistribution of the surface material from peaks to valleys along the laser track which is
known as laser polishing (LP). Based on the energy delivered to the surface and material
properties, the melting depth could change from 0.5 μm to 200 μm (Willenborg, 2011).
Laser beam track
Laser beam
Melt depth
Superficial molten
material flow

Solidified redistributed substrate
Bulk material

Figure 1.1: Molten material flow during LP due to laser/material interaction
The flow of material in the melting technique contributes in formation of a finer surface
morphology in comparison with the ablation technique. Moreover, laser polishing avoids
the vapor contamination and possible substrate surface damages due to the laser ablation
(Vatsya and Nikumb, 2003).
Based on the initial literature review, laser polishing could be categorized in two different
schemes with respect to the melting depth, macro polishing and micro polishing. Table 1-1
shows the main distinctions between these two processes. In the macro laser polishing, the
relatively large layer of molten material solidifies in a configuration that is somewhat less
dependent on its initial shape while the micro LP is based on the re-melting a relatively
5

thin (< 5 µm) top layer of workpiece material by means of the laser radiation. In this
situation, the post polished surface is the result of the flow of molten material under the
surface tension and/or viscosity following by the solidification of the redistributed material.
Based on Table 1-1, the micro polishing is a faster process than the macro polishing while
for the best efficiency, the initial surface roughness should be minimal for the micro one.
Hence, only the fine pre-polished (e.g. macro polished) surface could end in an acceptable
result. It is recommended that surfaces with initial roughness greater than 40 µm initially
polished by the macro polishing scheme. Micro polishing could be performed subsequently
to obtain a high gloss surface (Willenborg, 2011).
Table 1-1: Macro vs micro laser polishing (Willenborg, 2011; Temmler et al, 2012)
Process Parameter

Macro Polishing

Micro Polishing

high-power continuous-wave

pulsed laser radiation

Laser type
with 20–1000 ns pulse duration
Melting depth

20 to 200 µm

0.5 to 5 µm

Initial surface roughness

> 1 µm

less than 1 µm

Processing time

10 to 200 s/cm2

~ 3 s/cm2

Laser power

70-300 W

30-70 W

It is not fully agreeable that melting depth is a major criterion for distinguishing micro- and
macro-LP. Based on the literatures, two additional critical parameters should be taken into
account, such as a laser beam diameter and geometrical feature sizes and dimensions.
LP could be applied for wide range of workpiece materials. Among the metals, AISI 01,
AISI H11 and AISI H13 steels, nickel and titanium alloys like Inconel 718 and Ti6A14V
could be polished by a laser with the high performance. Different glass types that have
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optical application like quartz glass, TRC-33 and B-270 could be polished by laser. Figure
1.2 shows that laser polishing can produce surface quality improvements of up to 93 % on
metallic and glass type material with the minimum roughness of 0.01 μm.

0.25
Inconel 718
Titanium
Ti6Al4V
Ni

Final Ra (micron)

0.2

S.S 1.4435
Fused Silica
AISI H11
AISI H13

0.15
0.1
0.05
0
78

80

82

84

86

88

90

92

94

Decrease in Ra (%)

Figure 1.2: Surface roughness reduction after LP for some metallic and non-metallic
materials (Willenborg, 2011; Bordatchev et al, 2014)
Technically speaking, the LP process is realized by a complex opto-electro-mechanical
system that involves cross-functioning several interconnected dynamic subsystems, such
as:


Laser/Optic subsystem, which produces and delivers the laser beam energy to the
workpiece surface; it typically includes a laser source (e.g. laser itself) and
delivery/focusing optics.



The motion subsystem, which provides the relative motions between laser beam
and workpiece. Like most standard CNC machines, it consists of a base, electrodrives, translation/rotation stages, and a scanning head (Bordatchev et al, 2014)
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The control subsystem, e.g. CNC motion controller, which executes the LP process
by controlling the delivery of laser beam along the laser path trajectory formed by
the motion sub-system and setting the process parameters.

Below, Figure 1.3 shows the typical schematics of LP systems and integration between
subsystems involved into the realization of the LP process. As it is shown, the interaction
between laser/optic and motion subsystems with the workpiece takes place in laser material
interaction zone, while the control subsystem interacts with laser/optic and motion
subsystems separately to enable operator to adjust process parameters to achieve best
possible outcome.

control sub-system
Laser

CNC controller

Workpiece

Laser beam
delivery optics

Motion
platform

Laser-material
interactions in
LP process

laser/optics sub-system

motion sub-system

Polished surface

Figure 1.3: Typical schematics of LP systems and interconnections between subsystems
involved into the realization of the LP process
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1.3

Advanced implementations of the laser polishing

Initial comprehensive review, which was published by Bordatchev et al (Bordatchev et al,
2014), describes the use of LP in different industries. It shows that researchers implement
various techniques to improve the performance of the LP process and extend its
application. Following paragraphs are dedicated to the advanced implementations of the
LP using some techniques to apply and control the LP in more efficient way.
In some cases, laser polishing is used along with other laser manufacturing process in order
to improve the final surface quality. For instance, laser polishing is used to decrease the
surface roughness of molding tools after laser structuring. In this method, the ultra-short
pulsed laser is applied to make micro structures (trench, pyramid and blind hole) on the
surface to reduce the contact surface between molding tools and injection molding mass,
which result in reduction in demolding force. LP is used afterward to reduce the surface
roughness to 0.03 µm in order to obtain a wear-resistant surface (Conrad and Richter,
2014).
Because of using the same technology, LP can be carried out on the additive laser
manufacturing (ALM) machine where alteration between two processes during production
enables to improve the surface quality of hard-to-access areas of ALM part (Rosa et al,
2015).
LP not only has been used to reduce the surface roughness of GGG70L cast iron up to 80%,
but also for decarbonisation of the surface by doing the LP in a chamber with CO2
atmosphere (Ukar et al, 2013). GGG701L is widely used in mold and die manufacturing
industries.

9

In order to attain higher efficiency, some researchers propose some modifications in the
LP process. As an example, pulsed laser is applied to modify the surface of the ultra-highmolecular-weight polyethylene (UHMWPE), which is mostly used in biomedical
applications (Riveiro et al, 2014). Because of the high transparency and low absorptivity
of the material to the laser radiation, carbon coating is used on the sample surface prior to
the LP. After the LP, the sample were cleaned by ultrasonic treatment in ethanol.
Additional high power continuous wave laser beam has been proposed to preheat the
surface for polishing the martensitic tool steel and TiAl6V4 following a low power pulsed
laser beam (Nüsser et al, 2013). The pre-heat laser beam warms up the surface close to the
melting point while the following pulsed beam melts the tiny layer of the surface. It has
been concluded that dual-beam technique decreases the cooling rate which lead to a
smoother surface than conventional laser micro polishing for the titanium alloy.
Two case studies of implementations of LP in mold industry and biomedical applications
are shown in Table 1-2. Applying LP causes a considerable reduction in polishing time and
cost comparing to manual polishing in both cases. The labour hourly cost is the main cost
for both manual and laser polishing processes. The labour rate is less for manual polishing,
but it can be seen that overall cost of the manual polishing is higher than the LP due to the
longer processing time. The cost saving for LP comes from the processing time, which is
considerably short in the LP process. Using the LP, the process time reduces 89 % for the
1st case study and 94 % for the 2nd one. Choosing LP over the manual polishing results in
71 % and 88 % of cost saving in case 1 and 2 accordingly, which shows the economic
advantage of LP over conventional manual polishing technique.
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Beside time and cost saving, the laser polishing provides the possibility of selective
polishing of small areas (<0.1 mm2) that can prevent problems like edge rounding
(Temmler et al, 2012). The edge rounding is a common challenge in the finishing of
freeform surfaces and tooling industries typically performed by manual procedures.

Table 1-2: Time and cost saving in polishing using LP (Willenborg 2014)

Some advantages and disadvantages of the LP are listed in Table 1-3. In addition to the
high capital cost of the LP equipment, past studies have also outlined that degradation of
surface quality is also possible, primarily due to the uncontrolled/difficult to predict
melting and solidification that in turn might be responsible for the formation of ripples,
bulges, martensite needles and step structures (Nüsser et al, 2015). Based on all these
considerations, it can be assumed that a more in-depth knowledge on the various
11

thermo- physical mechanisms involved in LP could prevent these unintentional surface
defects that – even if present – cannot overcome the benefits of LP.
Table 1-3: Some advantages and disadvantages of the LP
Advantages

Disadvantages

Absence of material removal and post-polishing
residue

Relatively high capital cost of the
equipment (depending on surface
quality to be achieved)

CNC-based 24/7 operation

Requires complex process strategy and
parameters
development
and
optimization involving up to 9 axis
motions and synchronization

Ultra-high processing rate, e.g. down to 1 sec/cm2

Reflected laser beam from highly
reflected materials

Environmentally friendly

Occasional formation of unintentional
surface non-uniformities due to material
defects

Can be combined with other laser-based processes,
e.g. additive or ablation (Rosa et al, 2015)
Suitable to both metallic and nonmetallic material

Requires laser safety procedures

Easily adjustable process parameters
Versatile process as can perform texturing in addition
to polishing
Process adaptability to perform polishing on macro or
micro parts and features
Can be applied on difficult to access surface features
Minimal size of the heat affected zone

No textbook knowledge available yet
for practical implementation

Requires shielding inert gas and oxygen
protective chamber or environment

After the review of the capabilities of LP technology and the advantages of it over other
conventional polishing methods, the next step is understanding the LP in more details to
distinguish process parameters. These parameters and the interaction between them are
specified in the next section, as a vital step to start simulating the whole system.

1.4

Process control parameters

In this section, principal process parameters, related to the laser beam, motion and
workpiece, and their contributions to the LP performance are introduced. In the absence of
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a comprehensive model of the LP, the influence of each parameter has been investigated
through costly experiments, which are presented in here.
Although some of the process parameters could be regulated directly to control the LP
process, some compound parameters are not instantly adjustable. As an instance, laser
power or scanning speed could modified directly; while, feed rate along with pulse overlap
as a compound parameter, which is dependent on focal spot diameter, travel/scanning
speed, and pulse frequency, is not directly adjustable. It is noteworthy to mention that a
wide majority of these parameters are dictated by the laser-material interaction to satisfy
the primary goal of surface roughness reduction. Onset of melting without occurring
ablation restricts the variation range of the control parameters noticeably. The depth of the
heat affected zone (HAZ) should also be kept minimal to protect the whole body from any
probable damage and/or deformation, which is another limiting condition imposed to
process parameters. Mentioned restrictions increase the significance of accurate adjusting
of the amount of delivered energy per unit area, which is the function of laser power, spot
diameter and material absorption (Bordatchev et al, 2014).

1.4.1 Laser control parameters
A Laser (Light Amplification by Stimulated Emission of Radiation) is a device that emits
stream of photons through the stimulated emission, which is the result of transitioning
electrons from higher energy level to the lower energy level (Shinn, 2010). Based on the
medium producing laser irradiation, lasers could be categorized as (Carpene et al, 2010):


Gas lasers (e.g., CO2, excimer)



Liquid lasers (organic liquid dye)
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Solid state lasers (e.g., Nd-YAG, fibre laser)



Semiconductor laser (e.g., diode laser)



Free electron laser (FEL)

The most versatile laser typically used for the LP of metallic surfaces is pulsed Nd-YAG
laser (Bordatchev et al, 2014).
One of the main advantages of using the laser beam for material processing, e.g. LP, is the
capability of accurate control of the incident spot and emitted energy rate on the workpiece
surface (Brown, 2010). A laser without optics to transport and focus the radiation to the
laser material interaction zone is not too useful. It naturally has a divergence set that should
be corrected by applying appropriate optics (Shinn, 2010).
The intensity profile of the laser beam is an important factor in any laser material
processing applications. Usually lasers generate the Gaussian beam output with the varying
intensity in fringes and maximum intensity at the center. Sometimes the fringes are not
powerful enough for material processing which could end in waste of power or large HAZ
around the process area. This profile could be reshaped with optic elements to the top-hat
(flat-top) profile (Shinn, 2010). In top-hat profile, the power is constant with respect to the
radius in the radiation spot and quickly falls to zero out of the spot. Figure 1.4 shows the
power density profile versus radius and its propagation on the irradiated surface for both
types of the laser power density distributions that has been already applied for the LP.
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Offset from the focal point could decrease the power density. When the focused laser beam
could be applied for the laser machining, defocusing the same laser to reduce the power
density (power per unit area) would make it suitable to smooth the debris which was

Power density (kw/cm2)

deposited from previous machining process (Dobrev et al, 2008). Experiment which was

Radial position (micron)

Figure 1.4: Gaussian and top-hat laser power distribution and
their propagation on the radiation spot
set by Dobrev et al shows that while stainless steel behaved identical with respect to the
symmetrical positive and negative offset, the copper did not.
Researchers also performed some experiments to find optimized focal offset (h) for PLμP
(pulsed laser micro polishing) of IN718 (Nickel alloy) and H13 (tool steel) (Hafiz et al,
2012). By measuring the Ra of polished surfaces in a range of focal offset, the h=1.1 mm
for IN718 and h=0.6 mm for H13 result in more surface roughness reduction after
polishing, which corroborate that optimized focal offset may vary based on the workpiece
and other process parameters.
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The focal offset also influences the spot size. When theoretical spot diameter at focal point
is known, going far from the focal point ends in larger spot size, which affects the energy
density (Bustillo et al, 2011).
Pulse duration has direct relationships with the fluence (energy per unit area) of the laser
beam, which affects the polished surface quality. Increasing the pulse duration means
increase in the irradiation time which causes more delivered energy density (J/cm2) which
enlarges the melt pool (Shao et al, 2005). Longer laser pulses can also remove longer
wavelength surface asperities because it prolongs the melt duration in compare with
damping time (Perry et al, 2009). When pulsed laser is applied for polishing, combination
of the pulse duration, spot radius and scanning speed specifies the overlapped pattern to
the surface. The pulse duration (Δ) could be defined as below:

   on   off ,

(1-1)

where Δon and Δoff are the “on” radiation time and “off” radiation time. The energy absorbed
by the irradiated surface during “on” period can adjust the overlapping in a way that
melting, redistribution and solidification take place in an optimal level. Longer or shorter
pulse duration results in the aberration from this optimized condition and less surface
quality (Hafiz et al, 2012).
Laser frequency or repetition rate is the number of pulses per time unit. The effect of the
pulse frequency is not as much as the laser pulse energy (energy per pulse) in LP. However,
increasing the frequency causes delivered energy increment. Too low or too high frequency
tends to decrease the surface quality.
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1.4.2 Tool path and motion control parameters
The process outcome mainly depends on three parameters that are workpiece material
properties, initial topography and energy density (ED). Below Equation 1-2 defines the
energy density (J/cm2) in the case of continuous wave laser beam (Bustillo et al, 2011).

ED 

6000. P
,
vf .D

(1-2)

where P is the laser power [W], vf is the feed rate (scanning speed) [mm/min], and D is the
spot diameter [mm]. Power and spot diameter relate to the laser-optic subsystem, while the
feed rate is a motion control factor. Like all other manufacturing processes, decreasing the
process time by increasing the feed rate is always desirable. However, above equation
states that increasing feed rate causes ED decrement, which is a determinative factor for
onset of melting and LP. Therefore, it is a considerable challenge in LP process to specify
an optimized scanning speed which satisfies the productivity and increases the surface
quality simultaneously.
Based on the literatures, the laser power and feed rate are the most decisive parameters in
controlling LP process, which tried to be optimized in experiments by reflecting final
roughness versus feed rate in one graph (Guo, 2009; Bustillo et al, 2011; Kumstel and
Kirsch, 2013).
In addition to the feed rate as a motion control parameter, the scanning path and the number
of passes across the targeted surface could affect the final surface quality. Some researchers
have suggested to increase the number of passes across the targeted region to reduce the
Ra of the micromilled parts (Chow et al, 2013).
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1.4.3 Workpiece attributed parameters
Physical properties of workpiece material, specifically the conductivity, can affect the the
LP process outcome due to the energy propagation from the irradiated area to the bulk body
of the workpiece. The effect of material properties will be elaborated in next chapters.
In addition, optical properties like reflectivity and absorptivity, which is dominantly
impressed with the initial surface roughness, influence the amount of energy delivered on
the surface. Also, initial surface topography determines the required energy to melt the
asperities and smoothen the surface.
Surface topography, as a workpiece parameter, is measured to assess the performance of
the LP through comparing initial surface quality with polished one. Various parameters
have been characterized based on standards to define the surface topography. In following
lines, some of the frequently used parameters is introduced.


Surface profiles: the actual measured surface profile is the unfiltered primary
profile (P-profile). This profile consists of roughness profile (R-profile) and
waviness profile (W-profile). Figure 1.5 shows the mentioned profiles (Jenoptik,
2008).
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Figure 1.5: P, W and R profiles


Cut-off filter length (λc): this concept determines which wavelength belongs to the
waviness and which belongs to the roughness. Spatial wavelength greater than λc
represents the waviness while shorter ones belong to the roughness. In modern
profiling instrument a digital filter separates the W-profile and R-profile (Chapman,
2009).



Roughness average (Ra): based on ISO 4287, roughness average is the arithmetic
average of the absolute values of the roughness profile ordinates.

1
Ra 
ln

ln

 Z ( x) dx ,

(1-3)

0

where ln is the evaluation (reference) length.


The extension of this parameter to the surface is areal arithmetical mean height (Sa)
that is the mean of the absolute value of the height of points within the defined area.

Sa 

1
An

  Z ( x, y) dx dy ,
An
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(1-4)

Typically, the surface roughness is evaluated by Sa (Keyence, 2015).


Root mean square roughness (Rq): this characteristic is defined as the root mean
square average of the roughness profile ordinates (Mahr, 1999).

l

1 n 2
Z ( x) dx ,
ln 0

Rq 



(1-5)

The root mean square height (Sq) is the root mean square value of ordinate values
within the definition area (Keyence, 2012).

Sq 

1.5

1
An

Z

2

( x, y ) dx dy ,

(1-6)

An

Laser polishing simulation: literature review

Some mathematical models have been proposed by researchers. Each of them has their
own simplifying assumptions that make some limitation for their application. These
hypothesis are necessary to come up with the mathematical expression of a real physical
phenomenon, meanwhile implementing such assumptions into mathematical equations
should be in a way that does not affect the accuracy of the model.
In this section, different approaches of the modeling of LP process, which have been
developed so far, have been reviewed to identify an efficient method to simulate such
complicated process in the future works.
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1.5.1 Statistical approach
The mathematical “black box” approach has been proposed by Bordatchev and Nikumb
(1999) to simulate the laser material interaction zone in laser machining. Figure 1.6
demonstrates adaptation of this concept towards laser polishing process.
As it shows, the final workpiece shape is the result of a dynamic link between laser (optic)
subsystem and motion subsystem which is the laser material interaction zone. Each
subsystem has a predetermined part associated with a non-linear disturbance part which is
space-time fluctuations in the laser beam parameters, such as focal spot diameter, power
density, mode structure, intensity distribution, frequency and polarization in the optic
subsystem. The goal is to define the transfer functions which connect input parameters to
the output without simulating any thermo-physical phenomena in the laser material
interaction zone box in Figure 1.6 by statistical experimental method.
Developing this approach, Chow et al (2010) tried to correlate the transfer function Wif(jf)
by performing some laser micro polishing experiments on Ti6Al4V, to relate original
surface height zi (l) to polished surface height zf (l) as a single input/output dynamic system.
Surface height was measured along with the laser beam trajectory (l). Assuming an ideal
polishing, the initial sinusoidal surface profile with spatial frequency (f) defined as
Equation 1-7 will transform into another sinusoidal surface with the same spatial frequency
(f) but with lower amplitude defined as Equation 1-8. Melting and propagation of the
material, will also introduce a phase shift (φ) between input and output.
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Figure 1.6: Black box approach for the LP simulation
𝑧𝑖 (𝑙) = 𝛤𝑖 𝑠𝑖𝑛(2𝜋𝑓𝑙),

(1-7)

𝑧𝑓 (𝑙) = 𝛤𝑓 𝑠𝑖𝑛(2𝜋𝑓𝑙 − 𝜑),

(1-8)

For the specific laser parameters and initial surface as an input, Equation 1-9 has been
correlated as the single input/output function that is valid for spatial frequency below
23.7 mm-1 with the 80% of probability.
𝑊𝑧ℎ (𝑗𝑓) = 𝐺/(1 + 𝑀𝑗𝑓),

(1-9)

where G and M are the gain and delay coefficients, respectively.
Obtaining the transfer function by statistical method needs performing many experiments
regarding different range of laser and motion parameters as well as different materials with
a wide range of initial surface finishing which consumes time and experimental resources.
In order to save experimental resources, modeling of thermo-physical phenomena
occurring in laser polishing would be necessary. In following sections, the methods and
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equations that have been used by researchers for simulation of major physical phenomena
during LP is reviewed.

1.5.2 Laser beam as an energy source
Laser beam should be considered as an energy source in a mathematical simulation. Based
on the energy distribution over radiated area, different mathematical expression can be
applied.
As mentioned before, Gaussian and top-hat laser beam are considered for the LP
simulation. Equation 1-10 shows the power density (I) of the Gaussian laser beam with
circular shape on a plan with beam radius (Sowdari and Majumdar, 2010).
I  I 0e  ( x

2

 y 2 ) / w2

,

(1-10)

where w is the beam radius on the radiated surface and I0 is the peak energy density defined
in Equation 1-11.

I0 

2P
,
w2

(1-11)

where P is the laser power.
For the top-hat (flat-top) profile, the power density is defined as Equation 1-12.

I

P
w2

I=0

,

,

for

for
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r<w

r > w,

(1-12)

Based on the Beer-Lambert Law, the intensity of laser radiation decreases exponentially
with depth in material (Wolf, 2011):
𝐼(𝑧) = 𝐼𝑠𝑢𝑟𝑓 𝑒 −𝜔𝑧 ,

(1-13)

where Isurf and ω are the surface intensity and attenuation coefficient that is a function of
wavelength. Therefore, radiation penetration depth defined as the depth measured from the
surface in which the intensity of the radiation falls to 1/e:
1

𝛿𝑟𝑎𝑑 = 𝜔,

(1-14)

For the pulsed laser, a time function should also be implemented into the mathematical
expression.
The pulsed laser beam could be simulated as a volumetric heat source (qv) in the enthalpy
form of the energy balance equation (Yilbas et al, 2009):
𝑟 2

𝑞𝑣 = 𝐼0 𝐴(1 − 𝑅) exp(−𝑧𝐴) 𝑒𝑥𝑝 (− (𝑤) ) 𝑓(𝑡),

(1-15)

, where R, A and f(t) are the reflectivity, absorption coefficient and temporal distribution
of laser pulse intensity, which makes a trapezium shape in time domain as

,
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(1-16)

where tr , tf , tp and tc are the pulse rise time, pulse fall time, pulse length and end of cooling
period, respectively that have been shown in the Figure 1.7.

Figure 1.7: Distribution of pulsed laser power density
in time domain(Yilbas et al, 2009)
Laser beam could also be considered as a heat flux on the surface boundary as Equation
1-17 (Marimuthu et al, 2015).

Px , y 

P
 2r 
exp   2  ,
2
w
 w 

(1-17)

where P and r are the laser power and radial position, respectively.
In summary, if the laser is the pulsed one, the time domain should also be considered for
its power distribution, which could be as top-hat (Yilbas et al, 2009) or Gaussian (Vadali
et al, 2012). These types of distribution also could be regarded in the spatial domain.

1.5.3 Heat transfer mechanisms
Absorbed laser radiation is dissipated through the solid material by conduction heat transfer
mechanism. Some preliminary attempts for thermo-physical simulation of the laser
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material interaction were based on analytical solution of the conduction heat transfer
equation. As an instance, 1D conduction Equation 1-18 was solved analytically in order to
investigate the effect of the laser power density on melt depth (Shen et al, 2001).
 2T ( x, t ) 1 T ( x, t )

 0,
 t
x 2

(1-18)

Where   k is the thermal diffusivity. While Equation 1-18 was solved separately for
c p

pre and after melting, Fourier’s law (Equation 1-19) was regarded laser power as the
surface boundary condition.

k

T ( x, t )
 AI ,
x

(1-19)

where k and A are the conductivity and absorptivity of laser beam, respectively.
The Stephan condition, as another boundary condition, was applied to track the location of
solid /liquid boundary in the melt pool as Equation 1-20. This equation states that the
difference between the conduction heat transfer through solid and liquid phases provides
the melting latent heat to relocate the boundary between these two phases.

s L

S (t )
T (u, t )
T (u, t )
 ks s
 kl l
, u  S (t ) ,
t
u
u

(1-20)

where the ρs and L are solid phase density and melting latent heat, respectively. u is the
direction of melting, and S(t) is the time-depended location of the solid-liquid boundary.
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When the melt depth is more than the height of the surface asperities, the surface overmelting (SOM) regime occurs. Melt pool flow in this regime is simulated by Ramos et al
in (Ramos et al, 2003) aiming an analytical formula for steady state semi-infinite
temperature field to determine surface temperature and melt depth (z=-MD). A coefficient
Ɽ= 0.725 is considered for the reflective and convective loses in the temperature formula.
Using mentioned temperature field and Stephan condition (Equation 1-20), the
solidification rate (Vsolidification) and solidification time (tsolidification) were derived as Equation
1-21.

𝑉𝑠𝑜𝑙𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 =

−𝑘

𝜕𝑇
]
𝜕𝑧 𝑧=−𝑀𝐷

𝜌𝐿

and 𝑡𝑠𝑜𝑙𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = 𝑉

2𝑀𝐷

𝑠𝑜𝑙𝑖𝑑𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

,

(1-21)

By the aim of a 2D fluid flow model, the surface height right after solidification time and
polished surface roughness were specified eventually.
Thermal diffusion length, which is defined by Equation 1-22, determines how far the
temperature change penetrates at time t with respect to the surface (Zitny, 2010):
𝛿𝑡ℎ = 2√𝛼𝑡𝑟𝑎𝑑 ,

(1-22)

where t rad is the laser duration time.
In case of strong diffusion, thermal diffusion length (δth) is much larger than laser radiation
penetration depth (δrad in Equation 1-14) in LP process (Liu et al, 2005). Based on Ohring
in (Ohring, 1992), assuming strong diffusion (δth>> δrad), the heat source is essentially a
surface source that is included in the fundamental form of conduction (Equation 1-18) and
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forms Equation 1-23. Laplace transform has been applied by Liu et al (2005) to solve this
equation and obtain temperature distribution during heating and cooling process.

𝜌𝑠 𝑐𝑝

𝜕𝑇(𝑧,𝑡)
𝜕𝑡

− 𝑘𝑠

𝜕 2 𝑇(𝑧,𝑡)
𝜕𝑧 2

− 𝑞𝑣 (𝑧, 𝑡) = 0,

(1-23)

where qv(z,t) is the spatial and time dependent power density absorbed from the laser beam.
Development of computational facilities as well as restriction of analytical methods
persuaded researchers to exploit numerical methods for simulation of the laser material
interaction processes including LP.
Assuming that melting depth is about 1/8 of the thermal penetration depth, the Stephan
condition has been applied in a 2D finite difference model to specify the melt pool
geometry in a pulsed LP of stainless steel 304 surface (Mai and Lim, 2004). In traditional
fixed domain method (FDM), which is based on the enthalpy distribution in entire domain,
the melt boundary remains at the grid point of an element till the whole of the element
receives the melting latent heat that ends in step-like solid/liquid boundary. Modifying the
FDM by Stephan condition helped them to track the molten frontier in a grid element and
more accurate melt pool geometry.
Perry et al (2009) have predicted the laser polished surface by a two steps model (Perry et
al, 2009). In the first step, the molten depth due to a single laser pulse has been calculated
by a 1D finite element heat transfer model that also estimated how long the surface is in
molten status (melt duration: tm). Neglecting convection and radiation heat losses, they
have solved 1D conduction heat transfer Equation 1-18 numerically to obtain tm.
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On the second step using a simplified fluid flow model, the damping time (td) for the
surface waves (asperities) was determined. The uneven pre-polished surface could be
decomposed to its Fourier components that each wave has its own spatial frequency
(Landau, 1987). Because of the molten material viscosity (μ), each of these waves has its
own damping time as Equation 1-24.
𝜌

𝑡𝑑 = 2𝜇𝜅𝑙 2,

(1-24)

where κ is the wave number and defined as below.



2



,

(1-25)

and λ is the wavelength of the component. High spatial frequency elements with shorter
wavelength have shorter damping time that means the time they need to be smoothen is
less than the melt duration (tm> td). Therefore, they will be diminished by the laser polishing
process. This attenuation effect is restricted by the critical frequency (fcr ) that depends on
the material properties like viscosity and density and the melting time as Equation 1-26.
𝜌

𝑓𝑐𝑟 = √8𝜋2 𝜇𝑡 ,
𝑚

(1-26)

In summary, the polished surface topography could be reconstructed by applying a low
pass filter as the laser polishing on the initial surface.
Considering Stephan condition and T=Tmelt at the solid/liquid boundary, a working window
has been specified in which the absorbed laser energy continues melting to provide enough
time for the surface leveling while prevents onset of ablation.
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Considering the laser beam energy as a point source in the energy balance, Equation 1-27,
which was proposed by Dowden (Dowden, 2009), has been solved in a 3D thermal model
in MATLAB software to obtain the melt duration in spatial frequency technique (Ukar et
al, 2012).

  2T 

1  Aqv
c p



T
,
t

(1-27)

where the qv is the power density [W/m3] and A’ is the term for all different losses including
convection to the surrounding air, beam reflection, absorption variation and plasma
shielding. A’ can be measured experimentally by a specific power meter and implemented
into the numerical model.
Surface melting of cemented carbide tool material has been simulated by enthalpy-porosity
technique (Yilbas et al, 2009). This method has been developed by Voller and Prakash
(Voller and Prakash, 1987) that is based on the enthalpy expression of the energy balance:
𝜕
𝜕𝑡

(𝜌𝐻) + ∇. (𝜌𝑢
⃗ 𝐻) = ∇. (𝑘∇𝑇) + 𝑞𝑣 ,

(1-28)

where qv , defined by Equation 1-15, is the volumetric energy from laser beam and H is the
enthalpy of the material as Equation 1-29.
T

H  href 

 c dT  L ,
p

Tref
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(1-29)

where L, href and Tref are the specific latent heat, reference enthalpy and temperature,
respectively. The liquid fraction (β), which is the ratio of volume of liquid to the total
volume in each cell, has been used to track the “mushy zone” in which 0 < β < 1.
𝛽=0

𝑖𝑓 𝑇 < 𝑇𝑠𝑜𝑙

𝛽=1

𝑖𝑓 𝑇 > 𝑇𝑙𝑖𝑞

𝑇−𝑇𝑠𝑜𝑙

𝛽=𝑇

𝑖𝑓 𝑇𝑠𝑜𝑙 < 𝑇 < 𝑇𝑙𝑖𝑞

𝑙𝑖𝑞 −𝑇𝑠𝑜𝑙

(1-30)

The superficial convection heat transfer to the surrounding gas can be balanced with the
conduction to the bulk material on surface boundary by Equation 1-31 (Yilbas et al, 2009).

k

T (r ,0, t )
 hT  T  ,
z

(1-31)

where h and T∞ are the convection heat transfer coefficient and surrounding gas
temperature, respectively.
The spatial frequency approach has been improved to predict the polished surface
roughness by Vadali et al (Vadali et al, 2012). Based on Tokarev and Kaplan (Tokarev and
Kaplan, 1999), 1D heat conduction model could be valid when:
𝛼∆≤ 𝑤 2 ,

(1-32)

where Δ and w are laser pulse duration and the laser beam radius. Therefore, in order to
increase the accuracy of spatial frequency model at higher pulse duration, the ANSYS 2D
axisymmetric heat transfer simulation has been applied to determine the melting duration.
Neglecting the reflectivity of the melted surface, convection and radiation, the total
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enthalpy change approach (Equation 1-28) was used to simulate the phase change during
melting. For some material like pure nickel that Tliq=Tsol, in order to prevent the divergence
problem in numerical solution (division by zero in Equation 1-30), a tiny temperature range
(about 0.3% of the melting temperature) can be introduced in melting and solidification
(Vadali et al, 2012).
Using finite difference numerical method, the enthalpy balance equation in a 3D unsteady
heat transfer model has been solved by Sowdary and Majumdar (Sowdari and Majumdar,
2010) to determine the temperature distribution in solid phase and liquid fraction during
melting. Neglecting the flow in the melt pool, they balanced the laser beam intensity with
convection heat transfer to the surrounding gas and conduction dissipation to the cooler
material region as the surface boundary condition for energy equation.
𝜕𝑇

𝜌𝑐𝑝′ [ 𝜕𝑡 + ∇. (𝑢∇𝑇)] − ∇. (𝑘∇𝑇) = 0,

(1-33)

where c’p is the equivalent specific heat defined as:

cp  L

d
 cp ,
dT

(1-34)

Navier-Stokes equation could be solved numerically to find the velocity (u) coupled with
Equation 1-33.
Neglecting the radiation and convection heat losses, the Fourier’s law (Equation 1-19) was
considered as the boundary condition for the energy equation (Ma et al, 2013).
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As another form of boundary condition on top surface of the melt pool, laser energy as a
heat source could be balanced with convection heat loss and conduction heat transfer as:

kT  APx, y  h(T  T ) ,

(1-35)

where Px,y is the laser heat flux defined by Equation 1-17 and A is the absorptivity
(Marimuthu et al, 2015).

1.5.4 Melt pool flow
During the LP, molten material redistributes over the surface. Researchers applied different
approximation to consider this fluid flow which will be reviewed in this section.
Based on a 2D model developed by Ramos et al (Ramos et al, 2003), the flow in the melt
pool is result of the surface tension gradient caused by temperature gradient. During laser
beam radiation, temperature gradient between melt pool and solidifying edges makes the
surface tension gradient that pull the surface material away toward solidifying edges, while
gravity and surface curvature act against this force. This balance makes the surface wave
of the maximum height of Δhmax. Surface tension gradient at the surface and no-slip at the
bottom of the melt pool are the boundary conditions for their fluid flow model. When the
laser beam passes due to the scanning speed, the temperature and surface tension gradient
vanish. Therefore, the surface wave starts relaxing while the viscosity counters it. Surface
height reduction due to wave relaxation can continue during solidification time that
calculated before using a heat transfer model. So the final surface ripple height (Δh) and
eventually surface roughness are found using constant surface tension (γ), viscosity (μ) and
surface tension temperature coefficient (

d
) in the model.
dT
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Neglecting the gravity, a 2D spectral analysis technique expresses the amplitude of each
spatial frequency component ζ(fx,fy) considering laser beam as a low-pass Gaussian spatial
filter as:

 ( f x , f y ) polished   ( f x , f y )unpolished e





  f x / f cr 2  f y / f cr

2 

,

(1-36)

where fx and fy are the surface frequency at x and y direction (Vadali et al, 2012).
To find the velocity of material redistribution, the mushy zone momentum equation
(Equation 1-37) can be coupled with enthalpy-porosity heat transfer Equation 1-28 (Yilbas
et al, 2009). Neglecting the gravity force, the general form of the momentum equation is:
𝜕
𝜕𝑡

(𝜌𝑢
⃗ ) + ∇. (𝜌𝑢
⃗𝑢
⃗ ) = −∇𝑝 + ∇. (𝜏̿) + 𝑆,

(1-37)

where  is the stress tensor (ANSYS, 2015). In order to consider the effect of the reduced
porosity of the mushy zone, the momentum sink (S) is defined as Equation 1-38. This term
becomes zero in the fully liquid region while dominates all terms in fully solid case to
ensure zero velocities:
(1−𝛽)2

𝑆 = − (𝛽3 +𝜀) 𝑀𝑚𝑢𝑠ℎ (𝜌𝑢),

(1-38)

where ε is a small number (0.001) to prevent division by zero; Mmush is the mushy zone
constant which shows the pace of velocity transition to zero during solidification (Voller
et al, 1990).
In PLμP using short pulse duration, temperature gradient makes viscosity gradient that can
cause the molten material flows from peaks to adjacent valleys. This flow introduces the
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material redistribution and overall leveling effect on the polishing surface. This mechanism
is considered as surface shallow melting (SSM) (Ramos et al, 2003). In SSM, the molten
material spread over due to the balance between gravity and viscous force which is defined
as capillary regime and could be simulated by the spatial frequency methodology. While
in longer pulse duration, receiving more energy follows the continuous melting and
evolving solid liquid boundary in the bulk material and formation of the melt pool, which
is known as surface over melting (SOM) mechanism (Ramos et al, 2003). In SOM, the
surface tension gradient due to the temperature gradient (


) overcomes the viscous
T

forces which known as thermocapillary regime or Marangoni convection.
Ma et al (Ma et al, 2013) stated that the spatial frequency method that used before by
researchers (Perry et al, 2009; Ukar et al, 2012; Vadali et al, 2012) would yield
considerable error in case of Marangoni flow in the melt pool. Hence, they offered a 2D
axisymmetric transient model which has been studied before in fusion welding. Their main
goal was to determine the cut off pulse duration between capillary and thermocapillary
regimes using Navier-Stokes Equation 1-39 (Guha et al, 2017) to find the velocity field in
the melt pool.
⃗
𝑑𝑢

𝜌 𝑑𝑡 = −𝛻𝑝 + 𝜇𝛻 2 𝑢
⃗,

(1-39)

On the surface of the melt pool, the viscous stress balances the surface tension gradient in
the tangential direction of the free surface as the boundary condition:
𝑑𝛾

𝜏̿𝜇 = 𝑑𝑇 𝛻𝑇. 𝑢
̂,
𝜏
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(1-40)

where 𝜏̿𝜇 and 𝑢
̂𝜏 are tangential viscous stress and tangential unit vector of the free surface,
respectively (Ma et al, 2013; Marimuthu et al, 2015).
Considering that the surface tension gradient due to temperature gradient drives the molten
material outward the melt pool, a dimensionless number named normalized average
displacement (NAD), has been introduced to characterize the thermocapillary regime in
PLμP by an analytic model (Ma et al, 2014). NAD number, as Equation 1-41, shows the
amount of liquid material which reaches the melt pool boundary due to surface tension
which make the ripples after solidification.

𝑁𝐴𝐷 =

̅𝑠𝑢𝑓 𝑡̅𝑚
𝑢
𝑟̅𝑚

,

(1-41)

̅ and rm are the average surface velocity (in liquid phase), average melt
where 𝑢̅𝑠𝑢𝑓 , 𝑡𝑚
duration and average melt pool radius which all average over melt duration, respectively.
Below Equation 1-42 has been considered to balance surface tension as driving force with
viscous stress as resisting force on the surface of melt pool.
𝜕𝛾 𝜕𝑇

− 𝜕𝑇 𝜕𝑟 = 𝜇

𝜕𝑢𝑠𝑢𝑓
𝜕𝑧

.

(1-42)

Estimating derivatives by average values by equations 1-43 and 44, Equation 1-41 can be
rewritten as Equation 1-45.
𝜕𝑢𝑠𝑢𝑓
𝜕𝑧

≈

̅𝑠𝑢𝑓
𝑢
,
𝑑̅𝑚

T T

,
r rm
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(1-43)

(1-44)

𝜕𝛾 ̅̅̅̅
∆𝑇 𝑑̅𝑚 𝑡̅𝑚

𝑁𝐴𝐷 = − 𝜕𝑇

𝜇(𝑟̅𝑚 )2

,

(1-45)

where d m is the average melt depth and T is the average temperature difference on the
surface between center and the boundary of the melt pool, respectively.
Considering constant material physical properties and simplification assumptions, the 1D
unsteady conduction heat transfer equation has been solved to attain parameters in
Equation 1-45 and determine the normalized average displacement (NAD) eventually (Ma
et al, 2014).
As another attempt to build a comprehensive model, to enable the prediction of the polished
surface topography through capillary and/or thermocapillary regime, Wang et al (Wang et
al, 2015) combined special frequency concept (Vadali et al, 2012) for the capillary and
concept of normalized average displacement (NAD) (Ma et al, 2014) in one model. After
measuring initial surface height by white-light interferometer, the low-pass spatial filter
has been applied to obtain the capillary polished surface. In the next step, by the semiempirical technique, the relation between NAD and introduced feature slope for a single
laser spot, which is resulted from thermocapillary regime, has been correlated. The features
due to single spot have been overlaid in a specific area to create the polished surface
topography. Without this semi-empirical method a huge amount of computation time is
required to solve coupled heat and mass transfer equation in such a complicated process
(Wang et al, 2015).
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1.5.5 Material properties
One

of

the

common

challenges

faced

by

the

vast

majority

of

theoretical/analytical/numerical studies is related to the availability of accurate material
property models. As such, many of them tend to assume constant properties in part because
no better material models exist, and in part because this enables important simplifications
of the solution whose complexity increases significantly in case of nonlinear dependencies.
Some of the common materials employed by the past LP modeling studies were: stainless
steel/bronze composite (Ramos et al, 2003) aluminum (Sowdari and Majumdar, 2010),
Ti6Al4V (Wang et al, 2015), stainless steel 316 and nickel (Vadali et al, 2012). The
common denominator of all these works is represented by the fact that irrespective of the
analyzed material, its properties were assumed constant and/or temperature independent.
On a passing note, it is also worth mentioning here that all LP models developed so far
have purposely disregarded all chemical interactions that might occur during LP. This was
achieved by simply assuming that the protective shielding provided by the inert gas will
essentially prevent any type of oxidation and/or chemical reactions that are typically
catalyzed by the elevated temperatures present during laser/material interaction.
However, the initial oversimplified material models have started to be replaced lately by
complex dependencies between thermo-physical properties and temperature, typically
obtained through experiments. This aspect, combined with the rapidly increasing power of
the computing facilities have prompted the researchers to integrate more temperaturedependent material properties in an attempt to enhance the overall accuracy of their
modeling results. Some of the common material properties to include temperature
dependencies are: specific heat capacity, conductivity as well as density (Perry et al, 2009;
38

Ukar et al, 2012; Ma et al, 2013; Marimuthu et al, 2015). However, if the buoyancy driven
flow in the melt pool can be neglected, then density could be assumed as being constant
(Ma et al, 2013). In addition to them, the viscosity of the molten material plays a critical
role in the propagation of the liquid phase. In order to be able to generalize the momentum
equation for solid and liquid phases that occur during melting, a solid viscosity about 2,000
times larger than that of the liquid has to be assumed in order to prevent the solid phase
from deformation (Ma et al, 2013).
As already suggested above, not all properties are always available for a given material of
interest. However, if the materials belong to the same class/family it might be reasonable
to assume that some of their properties are identical as is the case of H13 tool steel and S7
shock-resistant steel that are characterized by relatively similar chemical compositions,
applicable heat treatments, densities, modules of elasticity, conductivities, we well as
coefficients of thermal expansion. Because of this, it makes sense that to simply substitute
the unknown properties of S7 steel with those of H13 (Wang et al, 2015).
It is important to emphasize in this context that in addition to the material properties with
an anticipated and well-investigated effect on the thermodynamics of the LP, recent models
have started to advocate towards the inclusion of less understood known material
parameters such is the case of absorptivity (A parameter in Equation 1-19), for instance.
Without being an absolutely new concept, absorptivity (sometimes called absorptance)
could be simply regarded as the capacity of the workpiece to absorb laser energy. Some of
the early studies on this topic – typically performed in the context of laser welding – have
proposed that absorptivity is proportional to the square root of electrical resistivity of the
material (Mazumder, 1983). However, the initial and rather simplistic considerations have
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been nuanced once the absorptivity of real engineering steels/materials – as opposed to that
of polished samples of pure metals – has begun to be experimentally measured (Bergstrom
et al, 2007). While having an important impact on the amount of laser energy that is
transferred to the workpiece material, absorptivity is primarily influenced by the
topography of the workpiece and preliminary experiments can be used to estimate the
losses (A’ parameter in Equation 1-27) and thereby tune the accuracy of the model (Ukar
et al, 2012). This experimental strategy enables the acquisition of the reasonable matches
between the experimental and numerically predicted results.

1.5.6 Experimental validation of the modeling results
According to the general understanding, the primary goal of any modeling exercise is to
develop a model that is characterized by a high level of similarity with the actual process,
such that it can be used to elaborate accurate predictions for output/dependent variables of
interest. Only after proper experimental validation, the developed model can be relied to
assess contributing physical phenomena, unachievable goal by solely studying
experimental data (Guha et al, 2017).
While being assessed experimentally in a rather indirect nature, melt pool geometry
constitutes one of the experimental variables that was extensively used for validation of the
theoretical/numerical thermo-physical models. In this approach, cross-sections that are
transversal to the LP feed direction are typically prepared through metallographic
techniques in order to allow microscropic measurements of the melt zone and heat affected
zone (HAZ) sizes such that their dimensions could be then further compared with their
modelled/numerically-obtained counterpart. From a geometrical perspective, past
validation attempts have focused on melt depth (Shen et al, 2001), melt pool width (Mai
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and Lim, 2004) or the entire melt pool shape (Yilbas et al, 2009). While a certain degree
of correspondence between numerical and experimental results can be always identified, it
was also found that in some cases simulations can significantly underestimate the
experimentally-acquired data. This could be a consequence of either incomplete/incorrect
models – caused by an insufficient understanding of the underlying phenomena – or even
oversimplified variables that were included in the implemented models. For instance, one
of the possible explanations of the smaller than experimentally-assessed melt pool depth
obtained by Ma et al (Ma et al, 2013) could be attributed to the constant workpiece material
absorptivity used in their numerical models.
However, the uncertainties associated with the relatively indirect and more or less
imprecise evaluation of the characteristics of the melt pool geometry have prompted
researchers to look for alternate means to validate their thermo-physical models and one of
the possible options could be the polished surface roughness. In one of the early attempts
in this direction, Ramos et al (Ramos et al, 2003) have relied solely on the post-LP
roughness in order to validate their simulation results. However, better approaches involve
the measurement of the pre-LP surface roughness to be validated against the one obtained
from the thermo-physical model (Ukar et al, 2012). Even though the researchers have
outlined that the absence of the convective flow from the SOM regime model could yield
errors as large as 10-15% with respect to the experimental data, the study could be regarded
as a valuable modeling reference. Underestimations of the LP smoothening effect were
observed when post-LP amplitudes (at pre-set spatial frequencies) were evaluated against
an 1D FEM model predicting 5% peak reductions vs the measured 17% decrease following
the PLμP of a micro-fabricated nickel sample (Perry et al, 2009). Spatial frequency is also
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a suitable option for model validation, even though the results tend to diverge in this case
as well (Vadali et al, 2012). Wang et al (Wang et al, 2015) found that their PLP model is
capable to contain the errors with the 15% range for both capillary and thermocapillary
regimes, such that it can be used to predict the final surface roughness without knowing in
advance which of the two regimes will have a predominant status. Undoubtedly, LP process
parameters have a strong effect on the dynamics of the melt pool. Along these lines, the
CFD model proposed by Marimuthu et al. (Marimuthu et al, 2015) has identified the
thermal energy of the laser as one of the most influential parameters on melt pool
convection/surface quality. Beyond that, a minimum velocity of the melt pool is required
to generate wider LP tracks with a reduced roughness. However, uncontrolled increases of
the melt pool velocity – obtained through large laser power values – tend to generate
deeper, but not wider melt pools, eventually leading to low post-LP surface qualities.
However, it appears that when polished surface ripples are induced by the thermocapillary
regime, a parameter termed peak-to-valley height (PVH) could be used as the primary mean
for model verification (Ma et al, 2013). Even though the differences between physical and
simulated data was quite large – possibly due to the inaccurate formulations of the surface
tension as well as unaccounted pre-LP surface roughness – the study was capable to
demonstrate that increased pulse durations – to approach the ablation onset – will develop
sustained Marangoni flows that in turn will eventually translate into a reduced surface
roughness.
In case of ripple formation, the slope of surface undulations (δf) could be used as a valuable
indicator of the thermocapillary flow:
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f 

PVH
,
rm

(1-46)

where rm is the melt pool radius. Another parameter that can provide valuable insight on
the melt pool dynamics is constituted by the normalized average displacement (NAD). This
parameter could be used as an indicator of the amount of material moved during the
thermocapillary PLμP regime (Ma et al, 2014). In this study, the predictions made with the
analytical heat and fluid flow model on the slope of the surface feature were compared
against those experimentally measured by means of white-light interferometry and it was
noted that the two parameters follow similar trends as captured by:
𝛿𝑓 = 0.00445𝑁𝐴𝐷,

(1-47)

even when PLμP process parameters were varied. More importantly, larger normalized
average displacements was regarded as a sign that more material has moved during
melting, leading in turn to the formation of steeper ripples characterized by larger slopes.
To reduce the height of the ripples in PLμP, Pfefferkorn et al (Pfefferkorn et al, 2013)
proposed the employment of a two-step pass in which longer pulses are first used to induce
the onset of the thermocapillary regime and/long melt durations such that the subsequent
pass – characterized by a capillary behavior and lower melt durations – will attempt to
eliminate/reduce the ripples that are inevitably formed in the former phase. Along the same
lines, a recent study on the relative balance between capillary and thermocapillary forces
has proposed that while the former tend to be predominant during the onset of melting, the
later take over the dynamics of the melt pool once it was fully developed (Zhang et al,
2017).
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When experimental data is unavailable, comparisons against analytical/exact solutions can
be accepted, even though is well-accepted that – owed to the limitations of the analytical
solutions – this type of validation cannot be used to verify the universality of the model.
For instance, Sowdary and Majumdar (Sowdari and Majumdar, 2010) have assumed a
limiting case problem in order to provide an analytical solution to the temperature
distribution to be further validated against a 3D ANSYS finite element model. While the
results agreed better during the steady-state temperature profile than outside of it, the
significance of the proposed model remains apparent.

1.6

Conclusion from the literature review

Undoubtedly, the modeling of the laser polishing process remains a challenging task and
this can be attributed to a number of different reasons. First of all, LP is the result of several
overlapping thermo-physical phenomena, including conduction, convection, radiation,
phase change, surface tension, viscosity, gravity and melt flow. However, this list is far
from being exhaustive and the temporal dynamics of these processes is far from being
known and/or understood, such that the relative balance between them is at any
developmental moment of the melt pool is – at best – a reasonable approximation. The
complexity of the intricacies between these thermo-physical processes forces the
researchers to relay on significant simplifying assumptions in order to be able to obtain
meaningful results of the modeling exercise. One of the major complications of the LP
modeling is related to the permanently changing fraction between solid and liquid states of
the material that are both present in the laser material interaction domain.
The introduction of this variable ratio in the present discussion enables a gradual transition
towards the next two important challenges associated with the modeling of the LP, namely:
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the scarcity of the complete/comprehensive temperature-dependent material models as
well as the indirectness of the experimental measurements. Evidently, not much can be
added to the first topic other than the absence of the adequate relationships between the
material properties that are relevant to the modeling exercise and a radically changing
temperature has often prompted the researchers to make rough and therefore erroneous
assumptions in order to be able to complete their LP models. One of the common examples
in this category could be, for instance, the conductivity of the workpiece material that is –
at best – assumed as being constant regardless of the temperature, even though it is clear
that this is hardly the case when the temperature increases. Nevertheless, the underlying
problem is that this particular material property (along with many others, in fact) are either
missing altogether from the available bibliographic databases or, if present, their functional
dependencies on the temperature are questionable, at best. Since this is the case for a
significant number of metallic materials, researchers were often constrained to confine
their modeling studies to materials whose properties are available in an “as comprehensive
as possible” manner, such is the case of Ti6Al4V aluminum alloy or H13 tool steel.
Moving forward, another important group of modelling challenges is related to the inherent
experimental validation that is – or should be – regarded as the sine qua non condition of
any modeling work. Unfortunately, similar to other high focused heat-based manufacturing
processes - such as welding – not many of the LP parameters can be measured accurately
and real-time such that relevant comparisons with their theoretical/numerical counterparts
can be performed for model validation purposes. In the vast majority of cases, the only
measurand available for direct quantifications is represented by the temperature field at the
surface of the workpiece, but even in cases when the superficial temperature of the
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workpiece during LP was monitored, its values were affected both by the resolution and
the range of the instrument used for measurement. Beyond the category of direct
measurands, two of the most commonly involved validation metrics used so far were the
geometry and/or metallographic constituency of the post-polished surface. Undeniably,
while both characteristics constitute valuable validation tools of the proposed LP models,
it should not be forgotten that both these measurands are more or less indirectly assessed
since they were evaluated after the solidification of the melt pool and not during the LP
process. Because of that – even if measurement errors are minimal/minimized, this being
a problem on its own – some of the conclusions based on these parameters will inevitably
include a certain amount of speculative uncertainty with respect to the thermo-physical
phenomena that are present during the pre-solidification/molten state of the workpiece
material. Last but not least, when numerical simulations are involved, the actual computer
hardware and/or time required to obtain meaningful results on material changes could
simply become a strong prohibiting factor, particularly since several computer runtime
hours are usually equivalent with few milliseconds in real time domain.
To conclude, while a number of advancements were made over the recent years in the
modeling of the laser polishing process, it is absolutely clear that thermo-physical
dynamics are still insufficiently understood. However, it is authors’ opinion that further
progress in this research area is conditioned by equally strong developments in the area of
theoretical models as well as that of the technology used to simulate and monitor the
parameters of the laser polishing process.
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1.7

Research scope and objectives

While many experimental works have been done by researchers to investigate LP, studying
underlying thermo-physical phenomena during this process with the use of a
comprehensive simulation has remained as a research gap. The main focus of present
research is to address the gap by developing a numerical model that:


includes main thermo-physical constituents, such as heat transfer, phase change,
and molten flow with the minimal simplification assumptions.



helps to identify the molten material redistribution during irradiation of the
stationary and moving laser beam.



is able to generate the post-irradiation surface topography which is comparable with
experimental data. This can eventually ends in a model which is able to predict the
LP outcome.

Such model can save considerable time and cost of experimental works, which are trying
to describe effective factors for laser polishing of various workpiece materials with
different initial surface topography.
Meanwhile, the value of analyzing the experimental data is not undermined. In this context,
all simulated geometries are verified through comparison with experimentally measured
surface topographies. To attain relatively precise insight of polished surface through
analyzing experimental data, a methodology is developed and formulated in a MATLAB
script for post-processing these data, which enables reading recorded x, y, and z
coordinates of superficial points to:
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provide clear and high-resolution figures of laser-material interaction areas on the
surface of the workpiece.



generate longitudinal and transversal cross-sections of the studying surface area.



estimate the initial surface geometry at the exact location of the laser spot/track.



decompose the final geometry into its volumetric constituents.



calculate the overall volume change and average surface height on any selected area
of the surface.

This research is pertained to be the pioneering work in simulation of laser material
interaction, which provides discussions to understand underlying thermo-physical
mechanisms during this process. Mathematical formulations which are devised in CFD
models and post-processing algorithms in this thesis are employed to describe the material
redistribution over the laser spots/tracks.
It is worth mentioning that, to the best of the author’s knowledge, simulation of the change
of the surface topography during the interaction of moving laser beam with the workpiece,
provided in chapter 4 of this thesis, is unprecedented and can be considered as one of the
main aspects of novelty in this study.

1.8

Organization of the thesis

In Chapter 1, the laser polishing technique, basic terms, and advantages of this method over
conventional polishing techniques are introduced. Then, recent implementation of LP,
which have been employed to have superior process outcome, are reviewed. Control
parameters including laser, tool path and motion, and workpiece attributed parameters are
presented to investigate potential adjustments to achieve the acceptable surface quality.
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After that, the literature review of modeling attempts are explored to recognize various
mathematical modeling approaches. In this context, laser beam, heat transfer mechanisms
and melt pool flow are the main thermo-physical constituents of the laser polishing to
focus. After gaining a comprehensive view on the literature, current research scopes and
objectives are determined based on identified research gaps.
In Chapter 2, sequence of thermo-physical phenomena underlying laser polishing are
presented in a logic diagram in an attempt to establish a framework for the simulation.
Using this logic, a 3D unsteady CFD model is developed to simulate the temperature
distribution all over the workpiece during the LP and, thus, to predict the laser track width.
Elements of this model including meshing, temperature-dependent material properties,
formulations and boundary conditions are described in detail. The model is then calibrated
using experimentally measured track width to find the absorptivity. Mesh independency
study is also conducted as a mathematical validation procedure. Also, experimental data
are employed to ensure that the proposed model is able to generate physically accurate
results. However, melt pool flow and change of the surface geometry are not considered in
this 3D model.
To simulate the change of the surface geometry during the process, a 2D CFD model has
been developed in Chapter 3. Volume of fluid (VOF) technique is utilized in this
comprehensive model to enable monitoring the melt pool flow during melting and
solidification. In addition to heat transfer mechanisms which were considered in Chapter
2, surface tension formulation and District Ordinate (DO) radiation model are important
elements which make this simulation unprecedented and a unique tool to understand the
material redistribution during the process. Simulated results and experimental data are
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presented side by side to analyze laser-material interaction when a H13 flat surface is
irradiated by CW stationary laser and eventually solidifies.
Surface geometry alteration which is caused by the moving laser beam on the H13 flat
surface is investigated in Chapter 4. In this regard, a post-processing methodology is
developed and formulated in computer algorithms to provide a precise view of micro-scale
surface features. Then, CFD model results along with the output of these algorithms are
utilized to discuss the mechanism of material redistribution.
In the last chapter, finding from each simulation attempts and investigating experimental
data are summarized. Finally, some recommendations for future studies are provided in
this chapter.
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Chapter 2
Simulation of the laser track width on H13 surface based on
temperature distribution
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2. Simulation of laser tracks on H13 surface based on temperature
distribution
After the detailed review of literatures in the last chapter, a logic diagram is proposed which
can be a platform for further simulation. Then, a 3D model of LP with consideration of all
possible different mechanisms of heat transfer, i.e. conduction, convection and radiation,
is a research gap which is sought to be addressed in this chapter. To increase the accuracy
of the model’s result, temperature-dependent thermo-physical material properties have
been implemented instead of constant ones which have been used in predecessors’
attempts. Furthermore, experimental calibration has been conducted to evaluate the proper
absorptivity based on the laser power level as a prominent factor in thermodynamics of the
model which leads to more reliable results. After mesh independency assessment as a
numerical routine for simulation verification, experimentally measured track width is
compared with simulated width for a range of laser power and scanning speed. This
comparison validates the model as its results show good agreement with experiments.

2.1

Underlying thermo-physical processes of LP

Building on the preceding chapter, reiterating some of the major recent advancements in
the modeling of the thermo-physical processes associated with LP, the present section will
attempt to synthesize them in a manner that the logical connections between the prior
results will become more apparent.
One important observation to be made is that when the laser beam is directed towards the
workpiece surface, a certain fraction of it tends to be absorbed into the bulk of the material,
while another part of it will be inevitably reflected back to the surrounding environment.
While more conclusive results are still needed, it has been established so far that the
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proportion between absorption and reflection is strongly dependent on the initial surface
topography as well as material properties. Because of this, the amount of laser energy
delivered to the surface has to be accurately tuned in order to melt the material at a desired
depth while averting the onset of ablation/evaporation. One of the common ways to control
laser energy relies on the adjustment of the process parameters (laser power, speed, pulse
duration, focal distance, etc.) such that complex interactions can be envisioned between
them and the thermo-physical processes that are present in LP.
As Figure 2.1 illustrates, the main mechanism succeeding absorption of the beam involves
the thermal conduction of the laser energy from the heated superficial layer to the cold bulk
material. Furthermore, a certain percentage of the delivered laser energy will be inevitably
lost through convection or radiation to the surrounding environment. However, when the
overall balance between them is considered, conduction tends to remain the predominant
mechanism most likely due to its considerable larger propagation speed. Evidently, the
continuous stream of thermal energy induced through laser irradiation will overcome the
conductive and convective losses and eventually lead to significant temperature increases
in the superficial layer of the material. As a result, once the melting temperature is reached
and the melting latent energy is supplied, workpiece material will undergo a predictable
phase change into the liquid state. As it can be inferred, the mobility of the molten material
makes it prone to redistribution, a phenomenon whose outcome can be regarded as the
consequence of the concurrent interactions between capillary pressure, surface tension,
curvature effect and viscosity.
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Figure 2.1: Logic diagram of LP process
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The inherent redistribution of the molten material continues to remain active shortly after
laser beam spot has traversed a particular point along the polished track. However, the
continuous conductive and convective losses will eventually lead to gradual temperature
decreases that in turn will determine the solidification of the melt pool to become the
primary factor to influence the post-polished surface topography.
The review of the current developments in LP modeling reveals that accurate
representations of certain process parameters/initial conditions play a significant role on
the relative accuracy of the correspondence between theoretical/numerical results and their
experimental counterparts. As such, the most important ones will be briefly discussed
below.

2.1.1 Initial surface geometry
As expected, the initial surface geometry has an important effect on the final surface finish
resulted after LP. Manufacturing processes like milling, cutting, additive manufacturing
etc. are known to generate specific surface profiles to become in fact one of the inputs of
the LP model. This profile influences not only the absorbed irradiation but also material
redistribution in the melt pool through surface curvature effect. Some of the prior modeling
studies have decided to neglect the initial roughness of the surface (Mai and Lim, 2004;
Yilbas et al, 2009; Sowdari and Majumdar, 2010; Ma et al, 2013), though this simplifying
assumption can be an important source of inaccuracies.

2.1.2 Laser beam
The majority of prior attempts have represented the incident laser source as a volumetric
or superficial surface heat flux in the energy equation. In these cases, loss coefficients have
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been used to account for the fraction of radiation energy that was dissipated through
reflection. Furthermore, while the Gaussian distribution of the beam tends to be
implemented in most LP models, other laser parameters (pulse duration, spot diameter,
incident angle, etc.) tend to be ignored though they could significantly influence the results.

2.1.3 Scanning speed
One of the parameters with a large impact on the amount of energy delivered to the
workpiece material is constituted by the scanning speed of the laser and it is relatively easy
to infer that – in broad strokes – a relationship of inverse proportionality can be established
between them. However, in addition to energy that is delivered to the workpiece material
directly at the laser/material contact spot, indirect conductive thermal effects from
neighboring/adjacent zones will also manifest. Since these overlapping thermal effects will
substantially complicate LP models, this might explain why some researchers (Ma et al,
2013) have preferred to rely solely on stationary or

single-pulsed laser beams.

Furthermore, the computer runtime associated with moving laser sources increases
significantly due to the application of fine grids along the laser trajectory to the point where
it might simply become prohibitive in completing the intended simulations.

2.1.4 Heat transfer
As presented in Figure 2.1, different modes of heat transfer corroborate in the LP process.
While the conduction between HAZ and bulk material was always regarded as important
for LP models, many of the prior studies have chosen to neglect radiation and convection
(Shao et al, 2005; Perry et al, 2009; Vadali et al, 2012). However, there are reasons to
believe that the energy absorbed during LP propagates both superficially across the surface
and within the depth of the workpiece material and this will further determine melt and
56

resolidification over very small fractions of time. Because of this, unsteady models are
expected to be able to better capture the thermo-physical characteristics of the LP.

2.1.5 Melt pool flow and surface tension
The surveyed literature suggests that the mechanism controlling the flow of the molten
material is insufficiently understood. Furthermore, the inherent effect of the surface tension
during the solidification phase not analyzed in detail such that the complexity of the
calculations involved in all previously proposed LP models have imposed significant
simplifications that have significantly restricted their generality/validity. Even though
these simplifying assumptions cannot be avoided, the decision with respect to the
thermo-physical phenomena and those to be left out from the LP model is of paramount
importance from the perspective of the reliability and/or feasibility of the
numerical/theoretical models to be developed.

2.1.6 Material models
Unlike the majority of rather simplified material models, many material properties
experience changes with temperature. More specifically, conductivity, radiation
absorptivity and reflectivity, specific heat capacity, density and viscosity of material are
undergoing temperature-dependent changes during LP. However, the determination of
accurate material property/temperature functionalities is far from being a trivial task and
their implementation into newly developed theoretical/numerical models could translate
into significant nonlinearities and/or instabilities. Consequently, most of the prior studies
have relied on temperature-independent material models even though it can be easily
anticipated that these simplifications have again impacted the overall accuracy of the
model.
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It is also important to emphasize here that many of the material-specific
property/temperature dependencies have not been reported and/or investigated so far and
– to a large extent – this hinders the development of accurate thermo-physical models.

2.1.7 Validation of the LP model
The intricacies between the overlapping physical phenomena manifesting concurrently
within the small area irradiated by the laser beam combined with the rate at which material
transformation happen typically prevent accurate in-process (e.g. “online” or “on-the-fly”)
measurements of various parameters such as temperature profile, varying surface
topography or microstructural/properties of the workpiece material. Furthermore, the
extreme temperatures induced by the laser beam make the majority of direct measurements
performed by means of physical sensors virtually impossible. As such, alternate ways to
validate/compare pre- and post-LP polishing parameters are required and past studies have
relied either on surface profile (Ukar et al, 2012; Wang et al, 2015), spatial frequency of
the surface asperities (Vadali et al, 2012) or experimental and simulated melt pool
dimensions (Shen et al, 2001; Ma et al, 2013). Clearly, the comparisons performed between
simplified analytical solutions and simulation results tend to have a rather limited validity
in a sense that the best way to test the results any modeling exercise will continue to involve
comparisons against LP experimental data.
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2.2

Phases for development of numerical simulation of LP

Logically, the development of the model consists of a five-step process involving
experimental, modelling/simulation, calibration, validation and prediction phases (Figure
2.2).
Modelling specific input parameters:
 physical-mechanical properties of
the material
 initial surface geometry
 formulation for underlying
physical processes
 boundary conditions
 meshing the simulation domain
 time step and duration

Process specific input parameters:
 laser: power, diameter, energy
distribution, continuous or pulsed
 motion: speed, laser trajectory,
overlap distance, laser beam
posture
 optics: focal distance, angle of
incident





Experimental phase:

Modelling/Simulation phase:

performing experiments which can result in:
measured polished surface topography
laser track width
depth of melt pool/HAZ

performing numerical simulation which
can result in:
 laser track width
 depth of melt pool
 solidified surface topography

Model calibration phase:
Adjustment of model and material
parameters

Validation phase:
comparing simulation vs experimental results

Process prediction, control,
and optimization phase

Satisfactory
results

Figure 2.2: Schematics of phases involved into development a LP model
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During experimental phase, preliminary experiments are being conducted in order to
establish values/variational ranges for some of the independent variables and/or process
parameters that are less clear/understood. Simultaneously, modelling/simulation phase
utilises initially proposed model involving different thermo-physical aspects of the process
such as radiation, conduction and convection, melting and solidification, melt pool flow
and material temperature-dependent physical properties resulting in solidified surface
geometry formed by modelled laser-material interactions. Then, part of experimental
results are compared with simulated results to see if the model requires calibration in terms
of adjustment of modelling input parameters. Once the model has been calibrated and its
parameters/process were adjusted during calibration phase, it can be validated against
experimental data to be obtained by varying the independent variables/process parameters.
If satisfactory results are obtained as reasonable matches between experimental and
modelling results and proper parameters/process are implemented, further predictive
extrapolations of the model possible, but – to ensure the reliability of the modeling results
– the independent variables/process parameters are to remain within a so-called “judicious”
domain, meaning that they cannot depart too much from their calibrated values without
running the risk of obtaining unpractical/unrealistic/inaccurate modeling results. In
addition, prediction phase can be used for further LP process and surface quality
improvement, control, and optimization.
Regarding the thermo-physical processes constitute the LP, variety of material properties
such as conductivity, density, specific heat capacity and viscosity play a significant role on
the overall result. Although the process parameters like laser power and scanning speed
could be controlled to achieve optimized outcome, these material properties are mostly
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temperature dependent and non-adjustable. Majority of the numerical analysis of the LP
would be prone to be – partly and/or largely – erroneous without an accurate understanding
of this temperature dependence. Therefore a numerical model, which in all different heat
transfer mechanisms are implemented, and is able to capture temperature distribution
during the process , is a valuable contribution to the LP research topic.

2.3

Methodology of the numerical simulation of track width

To simulate the transient heat transfer mechanism during LP of H13 tool steel, a 3D model
has been developed in Fluent software, within which a UDF code (Appendix A) has been
implemented to resemble the laser energy distribution, scanning path and speed. The code
is capable of determining the laser track dimension based on the temperature distribution
throughout the domain using finite volume numerical method. For the simulation, it has
been presumed that 1) the topography of the domain does not vary during the LP as the
melt flow is negligible; 2) workpiece material is isotropic and homogeneous; 3) no
chemical reaction occurs due to the Argon shielding of the workpiece’s surface; and 4)
continuous wave (CW) laser with Gaussian distribution is resembled by moving heat
source on the top surface.
A 8×4×1.5 mm (length×width×thickness) cubic domain has been meshed with
320×120×20 mapped hexahedral elements which ended up to 768,000 finite volumes. As
shown in Figure 2.3, to improve numerical accuracy, mesh refinement technique is applied
toward the top and center of the domain, where the laser beam travels on top surface along
the x axis. This refinement results is having 96 meshes on the surficial laser spot.
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Figure 2.3: 3D Simulation domain and mesh refinement

2.3.1 Applied equations and boundary conditions
The enthalpy form of the conservation of energy equation is applied to obtain the
temperature distribution all over the assumed isotropic domain (ANSYS, 2015):
𝜕
𝜕𝑡

(𝜌𝐻) = ∇. (𝑘∇T),

(2-1)

where H represent the total enthalpy as:
𝑇

𝐻 = 𝐻𝑟𝑒𝑓 + ∫𝑇

𝑟𝑒𝑓

𝑐𝑝 𝑑𝑇,

(2-2)

In order to solve the problem, some physical constrains should be set as boundary
conditions. For the laser spot on the top surface the absorbed heat flux balances with
conduction heat transfer throughout the domain:
𝑘∇𝑇 = 𝑞 " ,
where q” is defined by:
62

(2-3)

𝑞 " = 𝐴𝑃𝑥,𝑦 ,

(2-4)

where A is absorptivity which is determined by experimental calibration and Px,y is incident
heat flux which is defined by Gaussian distribution over the laser spot by(Goldak et al,
1984):
𝑃𝑥,𝑦 = 𝐼0 𝑒 (−2𝑟

2 /𝑤 2 )

,

(2-5)

The incident heat flux travels, with the scanning speed, along the straight path over the
workpiece to provide a polished line. In above equation, w represents the laser spot radius
where the laser intensity is 1/e2 of its peak value, defined by Equation 2-6, at the center of
the spot.
2𝑃

𝐼0 = 𝑤2 𝜋,

(2-6)

Other than the laser spot, the convection heat transfer with surrounding gas is considered
with convection coefficient of h = 25 W/m2K:
𝑘∇𝑇 = ℎ(𝑇∞ − 𝑇𝑠 ),

(2-7)

Due to the laser beam’s travel, temperature rises intensely on the top surface. Thus the
radiation heat transfer plays a crucial role in cooling the upper face of the workpiece. In
this context, the emitted heat flux to the surrounding gas is simulated as:
4
"
𝑞𝑟𝑎𝑑
= 𝜀𝜎(𝑇𝑠𝑢𝑟𝑓
− 𝑇∞4 ),
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(2-8)

where 𝜀 ∈ [0,1] is the surface emissivity and σ is Stefan-Boltzman constant and equal to
5.56×10-8 W/m2K4. Aforementioned boundary conditions are implemented in the model by
a UDF file written in C programming language (Appendix A).

2.3.2 Thermo-physical material properties
Reviewing aforementioned equations, it can be concluded that the accuracy of
quantification of thermo-physical material properties such as density, heat capacity,
conductivity, absorptivity and surface emissivity will influence the modeling outcome
directly. Majority of these properties would be altering during the LP due to the
temperature variation. Therefore, in attempt to increase the reliability of the simulation
results, these temperature dependencies will be elaborated further in detail.
Contrary to pure metals which melt at certain “melting temperature”, in most metal alloys,
including H13 tool steel, melting occurs between solidus (Tsol) and liquidous (Tliq)
temperature, which are 1588 K and 1727 K for H13 tool steel (Lin et al, 2005). So, it seems
rational to consider the latent heat of melting to be absorbed through material linearly
between solidus and liquidous temperature. In this context, corrected heat capacity (c’p) is
introduced to Equation 2-2 as below:
𝑐𝑝
𝑐𝑝 ′ = {
𝑐𝑝 + 𝑇

, when 𝑇 ≤ 𝑇𝑠𝑜𝑙 𝑜𝑟 𝑇 ≥ 𝑇𝑙𝑖𝑞
𝐿
𝑙𝑖𝑞 −𝑇𝑠𝑜𝑙

, when 𝑇𝑠𝑜𝑙 ≤ 𝑇 ≤ 𝑇𝑙𝑖𝑞

,

(2-9)

where L is the melting latent heat and is equal to 2.8 × 105 J/kg. Regarding the temperature
dependency of heat capacity (Lin et al, 2005; Benedyk, 2008) in addition to what correlated
by Equation 2-9, the variation of modified cp is demonstrated in Figure 2.4.
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Figure 2.4: Modified heat capacity of H13

Figure 2.5: Temperature-dependent density of H13
According to references (Liu et al, 2005; Benedyk, 2008; Bohler-Uddeholm, 2013;
Wilthan et al, 2015) variation of density and conductivity of H13 with temperature are
shown in Figure 2.5 and Figure 2.6.
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Figure 2.6: Temperature-dependent conductivity of H13
To solve the Equation 2-8, material emissivity (ε) is set to 0.5 based on the reference
(OMEGA). Moreover, absorptivity (A) needs to be determined to associate with Equation
2-4 as an important thermo-physical parameter.

2.4

Experimental set up

Laser polishing equipment operates with continuous wave (CW), 1070 nm wavelength and
50 μm spot diameter laser beam which radiates on the workpiece’s surface using a 100 mm
focal lens. The sample is located in a chamber where continuously is fed by 50 cubic feet
per hour of Argon gas to avoid any chemical reaction, i.e. oxidation, during the LP. Dual
PC system provides the location/motion control for the operator; one PC controls the
Aerotech motion control system to locate the H13 workpiece within the workplace
envelope of the three-axis stage. The second one controls the laser scan head which is
responsible for the motion of the laser beam.
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Line polishing experiments was conducted using three different levels of laser power
within each, five different scanning speed were applied. Figure 2.7a shows two sets of laser
tracks which are generated by 100 W and 150 W power, each set was scanned with five
different speed: 50, 75, 100, 125 and 150 mm/s. Track widths were measured using a 2.11
million pixel digital microscope equipped with a dual-light high magnification zoom lens
which results in the 250x magnification as shown in Figure 2.7b.

(a)

1

2 Points

231.8000μm

(b)

Figure 2.7: (a) Laser polished lines generated by 100 W and 150 W
(b) example of track width measurement (100 W, 100 mm/s)
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This setup provides a reasonable depiction of the molten zone and the finished laser track.
The built-in measuring feature is used to manually place 2 measurement points to acquire
the width of the track. Each pixel in the system is approximately equivalent to 0.75 µm and
thus, each point used in the measurement process is accurate to this value. Of course,
human error is present when manual selection is involved so, the total uncertainty is slightly
larger than the microscope uncertainty of 0.75 µm.

2.5

Model calibration

As a crucial factor to determine the amount of delivered energy to the sample’s surface,
the absorptivity (A) should be introduced to the model. Despite the dependency of this
factor on other parameters (i.e. surface quality), lack of real time measurement method
incites researchers to consider it as a constant value during the LP. To fill out this gap of
information and quantify the absorptivity more accurately, matching set of experiments
and simulations have been conducted with 100 mm/s scanning speed acquiring three
different laser power: 100, 125 and 150 W. Figure 2.8 explains the calibration of the 3D
model in the form of a flowchart.

Changing absorptivity
value as a model input

CFD model

Simulated track width for
one laser power and 100
mm/s speed

No

Experimentally measured track
width for one laser power and
100 mm/s speed

Is simulated
width equal
to measured
width?

Yes

Absorptivity for the
laser power to be used
for validation

Figure 2.8: Calibration of the CFD model to adjust absorptivity
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By relative matching of simulated and experimentally measured track width through
alteration of absorptivity, proper value for (A) is found for each power level. The
absorptivity values were found as 76.5%, 86% and 95% for 100, 125 and 150 W laser
power respectively. These values, then were implemented in the model as the calibration
factor to investigate the capability of model to predict the polished track width based on
input parameters i.e. laser power and scanning speed.

2.6

Results and discussion

To rely on the model results for prediction of the LP outcome, validation of the model with
experimental data is a crucial step. Within this context, melt pool dimension has been
employed in many simulation attempts as the matching measure between model and
experiment. A cross-section of the polished line was usually used to assess the depth (Shen
et al, 2001), width (Mai and Lim, 2004) or both depth and width (Yilbas et al, 2009; Ma et
al, 2013) of the melt pool to compare with simulated dimensions. Quantification of the
melt pool depth through cross-section can be challenging because of unclear boundary
between heat affected zone and molten pool. To address this issue, the intension in current
simulation is to correlate simulated track width with experimentally measured one by
means of the high resolution digital microscope, which has been discussed in previous
section. To visualize this concept, Figure 2.9a illustrates the temperature field on all
surfaces of the workpiece at t= 45 ms after scanning starts, while Figure 2.9b shows the
projection of the temperature distribution on the cut plane shown in Figure 2.9a. The red
colored region on this figure represents the melt pool where the temperature exceeds the
H13 liquidous temperature (i.e.1727 K).
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Laser scanning direction

Cut plane
(a)

Track width
Melt depth

Melt pool
(b)

Figure 2.9: (a) Sample temperature filed at t= 45 ms (b) melt pool
geometry as occurs on the cut plane

The width of this region which can be called “simulated steady track width”, shown in
Figure 2.10, will be compared with the experimentally measured width (Figure 2.7b), to
validate the model.
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Laser beam dia.= 50 μm
Simulated steady track width

Figure 2.10: Simulated track width over the simulation time

2.6.1 Mesh independency
To ensure that the model outcome is independent from the size of the applied size of the
meshing, mesh sensitivity study has been conducted. This study also proves that the model
is free from propagation of probable numerical error which would affect the accuracy of
the model. For this purpose, the model is run repeatedly with refining the applied mesh
size until the temperature profiles along the polished line shows minimal difference with
previous run. Figure 2.11 demonstrates that by reducing the mesh size and increasing the
number of meshes of the domain, the temperature profiles converge to a curve which can
be considered as relatively accurate profile. Comparison between curves, which come from
models with different mesh size, suggests that increasing the number of meshes more than
648,000 will not lead to more accurate outcome but will raise the computation time
unnecessarily. Therefore, the total number of mesh can be retained as 648,000.
To quantify differences between curves in Figure 2.11, the maximum temperature that
occurs at x = 4.22 mm is listed in Table 2-1. Last column in this table shows that by
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x = 4.22 mm
Figure 2.11: Surface temperature along the scanning direction at t = 45 ms
increasing the number of meshes (mesh refinement), the percentage of difference between
temperatures in two scenarios (fine versus course mesh) reduces and reaches to 1.1%
eventually. This means that refining the mesh beyond the 648K scenario will not
necessarily lead to a more accurate result.
Table 2-1: Surface temperature at x = 4.22 mm according to Figure 2.11
Number of mesh
8K
32K
192K
648K

2.6.2

Temperature at
x=4.22mm (oC)
1830
2404
2441
2468

Percentage of temperature
difference with the last case
31.4%
1.5%
1.1%

Model verification

After model calibration and sensitivity assessment, the performance of the model is verified
through comparison with experimental data. Figure 2.12a to c demonstrate the simulated
track width versus experimental values for three laser power levels; 100, 125 and 150 W.
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(a)

(b)

(c)

Figure 2.12: Simulation vs measured steady track width for
(a) P= 100 W (b) P= 125 W (c) P= 150 W

73 50 to 150 mm/s increasing with the
For each power, the scanning speed varies from

For each power, the scanning speed varies from 50 to 150 mm/s increasing with the step
of 25 mm/s. To show the compatibility between model and measurement, relative
discripancy, with respect to experimental values, is also presented at the top of each pair
of bars. Based on Figure 2.12a, for 100 W laser power, the relative differences between
simulation and experiment are less than 10 % except for the 150 mm/s of scanning speed.
On the contrary, Figure 2.12b and c suggest that the numerical model yields close matches
with experiment with higher laser power in the way that maximum discrepancies are
6.63 % and 4.18 % for 125 W and 150 W respectively.
As another conclusion from the developed model, Figure 2.13, which demonstrates
simulated track width versus laser power for various scanning speed, suggests that the laser
track expands by increasing the power level due to more delivered energy to the sample’s
surface.
400
50 mm/s
75 mm/s
100 mm/s
125 mm/s
150 mm/s

Track Width (µm)

350
300
250
200
150
100
100

125
Laser Power (W)

150

Figure 2.13: Simulated track width with respect to laser power
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2.7

Summary

A 3D CFD model has been developed using Ansys-Fluent software to simulate unsteady
heat transfer mechanism during the laser polishing of H13 tool steel with CW laser beam.
After detail review of literatures, underlying thermo-physical phenomena are identified as
a logic diagram to form a foundation for simulation. While the majority of prior simulation
works suffer from the lack of experimental verification, a calibration technique is applied
to adjust the absorptivity in applied equations to have more realistic simulated results. The
current model in one of the first comprehensive attempts to predict the width of the laser
polished line as a process outcome with crucial implication from process parameters such
as laser power and scanning speed. The accuracy of the model is an added value which has
been obtained through implementation of temperature-dependent material properties,
considering all possible heat transfer mechanisms on the workpiece’s boundaries, and
experimental calibration to find power-dependent absorptivity. These aspect of the model
make it a reliable tool to predict/optimize the LP outcome.
Presented mesh sensitivity study shows that the model outcome is independent from the
applied size of meshes. Moreover, the model calibration enables close matches between
simulated and measured track width. While further in-depth investigation about the melt
pool geometry/dimension is accessible by means of this model, with the approach of
continues improvement of the current study, it can be used as a reliable alternative to the
costly trial and error experiments to quantify the proper process parameters, e.g. tool path,
for laser polishing of different material.
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Chapter 3
Simulation of the surface geometry change during stationary laser
irradiation
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3. Simulation of the surface geometry change during stationary
laser irradiation
To simulate the change of surface geometry during the LP process, a 2D model has been
developed. This model is used to predict the laser material interaction during irradiation at
a single spot on a flat surface of H13 tool steel. In this comprehensive model, the phase
change and melt pool flow are simulated during laser irradiation until complete
solidification by the use of the Volume of fluid (VOF) technique. Surface tension formula
and District Ordinate (DO) radiation are crucial mathematical features in this model, which
enable prediction of surface geometry, while prolong computational time.
First in this chapter, modeling methodology along with associated mathematical
formulation and boundary conditions are presented. Then, simulated surface geometries
are compared with experimentally measured surface data to validate the numerical model
in a range of laser power. In this regard, various factors, which potentially contribute to
dissimilarities between simulation and experimental outcomes, are elaborated. Utilizing
both simulation and experimental outcome, this chapter also includes comprehensive
discussion about flow driving forces in the melt pool. The numerical model provides a
unique insight because it enables us to trace all the quantities including temperature and
velocity at any moment of the process, while these values cannot be achieved through
experimentations.
Finally, experimentally measured surface are analyzed in detail to understand how the laser
irradiation, with different power, redistributes the material over the spot and as a result,
form different shapes on the surface.
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3.1

Numerical modeling methodology

VOF (Volume Of Fluid) is a powerful two-phase surface tracking technique which has also
been used for simulation of laser welding process (Siwek, 2013; Dal and Fabbro, 2016). A
prerequisite condition to use the VOF technique is that two involving phases should not be
interpenetrating at the interface. This condition is satisfied in current simulation because
molten H13 and Argon gas did not disperse through each other during the process. So, this
technique is chosen to be devised in Fluent framework for current simulation. In the last
chapter, where the surface geometry changes was neglected, the laser beam was simulated
as a heat source on the surface. However, to simulate the surface changes due to the melt
pool flow, the laser beam should be considered as a radiation source which is detached
from the surface. Therefore, the District Ordinate (DO) radiation model is implemented in
this chapter’s model to mimic the laser beam.

3.1.1 Model geometry and meshing
A 2D 600 × 200 μm rectangular domain is used for meshing (Figure 3.1). Refining
technique is employed to build small cells on the part of the domain where laser beam
interacts with the workpiece surface. Therefore, the whole 2D domain is divided into 84900
control volumes with the minimum size of 0.5×0.5 μm. To ensure the solution convergence
in this time-dependent (unsteady) model, time step is set to 0.01 μs, which is quite smaller
than last chapter’s model where it was 102 μs. To simulate the shielding gas for protection
of the surface from oxidation, a layer of 50 μm thickness is filled with Argon on top of the
H13 in the simulation domain.
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600 μm

200 μm

Fine mesh area

Figure 3.1: 2D domain meshing
The Gaussian laser beam is modeled as a radiation source on top of the H13 surface with a
small angle of incident to avoid reflecting back to the laser source (Figure 3.2).

Gaussain laser beam radiation

50 μm

Argon gas

150 μm

H13 tool steel

Figure 3.2: Material zones on the simulation geometry
In the next section, equations, which are implemented in this model in addition to those
which were described in the last chapter, are presented in more detail.
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3.1.2 VOF technique to simulate the free surface
As mentioned before, only two phases are considered in the current model, Argon and H13
tool steel, whereas, H13 needs to behave in the form of solid and liquid during the process.
To simulate the liquid form of H13 during the melting and solidification process, thermophysical properties, including viscosity, are set to be matched with molten H13. This means
that H13 is simulated as a high viscosity liquid when it is in solid state while the viscosity
drops to the liquid level when it melts to let the material flow and redistribute.
While the summation of the volume fraction (α’) of phases (Argon and H13) in any cell is
unity, the combination of volume fraction of each phase defines the variables and
properties of the cell (ANSYS, 2015). Therefore, α’ = 1.0 means that the cell is full of H13
and then material properties of the cell will be read from H13 material properties. Similarly,
α’ = 0.0 represents Argon-occupied cells, and eventually, cells which are located on the
free surface between two phases would have 0.0< α’ <1.0 and appropriate properties and
variables will be assigned accordingly. For instance, the density of interfacial cells is given
by Equation 3-1.
𝜌 = 𝛼 ′ 𝐻13 𝜌𝐻13 + 𝛼 ′ 𝑎𝑟𝑔𝑜𝑛 𝜌𝑎𝑟𝑔𝑜𝑛 ,

(3-1)

where 𝛼 ′ 𝐻13 and 𝛼 ′ 𝑎𝑟𝑔𝑜𝑛 are volume fraction of H13 and Argon.
Momentum and energy equations shared among the phases.(ANSYS, 2015).
𝜕
𝜕𝑡

(𝜌𝐸) + ∇. (𝑢
⃗ (𝜌𝐸 + 𝑝)) = ∇. (𝑘∇T) ,

(3-2)

where 𝑣, p and k are velocity, pressure and effective conductivity respectively. Energy (E)
and temperature (T) are considered as mass-averaged variables.

80

In both momentum and energy equations, material properties such as viscosity and thermal
conductivity follow the same formulation as density which is shown in Equation 3-1.

3.1.3 Radiation model
For localized heat sources, like the laser beam in current model, the best suited model
among different available radiation models is Discrete Ordinate (DO) because the
computational cost is moderate (ANSYS, 2015).
Considering the whole intensity as the direct irradiation with no scattering, the radiative
transfer equation (RTE) in the direction 𝑠 is defined by Equation 3-3 in DO model:

∇. (𝐼(𝑟,
⃗⃗ 𝑠)𝑠) + 𝐴𝐼(𝑟,
⃗⃗ 𝑠) = 𝐴

𝜎𝑇 4
𝜋

,

(3-3)

where 𝑟 and 𝑠 are position and direction vectors and I is the radiation intensity dependent
on position and direction. Also, A and T are absorption coefficient and local temperature
respectively and σ is the Stephan Boltzmann constant equal to 5.669 ×10-8 W/m2-K4.

3.1.4 Formulation of the surface tension
Marangoni flow is defined as the flow of liquid driven by the surface tension. The
importance of surface tension in the melt pool flow has been reported frequently in recent
laser melting simulation attempts (Ma et al, 2013; Pfefferkorn et al, 2013; Ma et al, 2014;
Marimuthu et al, 2015; Zhang et al, 2017). Therefore, the surface tension is formulated in
the current VOF model, as a function of temperature at the interface of two phases.
Between the two available formulations for surface tension in Fluent; Continuum Surface
Force (CSF) and Continuum Surface Stress (CSS), the latter one (CSS) has advantages for
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cases with variable surface tension because of more conservative formulation compared to
CSF model. Surface curvature is not calculated explicitly in CSS method, thus the results
are more physically valid for sharp corners (ANSYS, 2015).
Surface tension force is implemented in momentum equation as a body force for interface
cells according to Equation 3-4.
𝐹𝐶𝑆𝑆 = ∇. [𝛾 (|∇𝛼 ′ |𝐼 −

∇𝛼′ ⊗∇𝛼′
)],
|∇𝛼′ |

(3-4)

where γ is the surface tension coefficient. I and α’ are the unit tensor and the volume fraction
respectively.
While for pure metals, surface tension solely depends on the temperature, for metal alloys
such as H13, it is also a function of chemical composition at the interface. Concentration
of impurities such as oxygen and Sulphur at the surface can change not only the value but
also the direction of the surface tension (Valencia and Quested, 2008). However, surface
tension is approximated as a physical property of H13 which only depends on the
temperature, because no change in chemical composition is considered in the present
simulation. With this assumption, the surface tension coefficient can be formulated in the
Equation 3-5 for the melt pool.
𝜕𝛾

𝛾 = 𝛾0 + (𝑇 − 𝑇𝑙𝑖𝑞. ) 𝜕𝑇
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𝑇 > 𝑇𝑙𝑖𝑞. ,

(3-5)

where γ0 is the surface tension at liquidous temperature (Tliq.) and

𝜕𝛾
𝜕𝑇

is the coefficient

which determines the direction of the Marangoni flow. Although as mentioned before,
concentration of impurities at the interface can change this coefficient, in majority of cases
for pure metals and alloys, this coefficient is negative which results in the flow of molten
material from high-temperature to low-temperature zone on the surface (Valencia and
Quested, 2008; Egry et al, 2010). Figure 3.3 shows the piece-wise linear estimation of
surface tension which is implemented in this CFD model. This figure also illustrates that
the surface tension drops when the temperature rises in the melt pool.

Tliq. = 1727 K

Figure 3.3: Surface tension of H13 as a function of temperature (Egry et al, 2010)

3.1.5 Boundary conditions
Three types of boundary conditions are required to be set for all domain boundaries:
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momentum, thermal and radiation. According to Figure 3.4 seven boundaries are specified
for the 2D simulation domain where their conditions are determined in Table 3-1.

Top

Radiation surface

Right Argon

Argon gas

wall

Right H13
wall

H13 tool steel

Left Argon
wall

Left H13
wall

Bottom

Figure 3.4: Boundaries of the simulation domain
For the momentum, all boundaries are solid walls which implies that there are no flows
except “Left Argon wall” and “Top” to allow the Argon gas flows in and out of the domain.
This circulation is required to avoid accumulation of hot Argon gas on top of the H13
workpiece.
To specify the thermal boundary conditions, all surfaces which are in contact with Argon,
meaning “Right Argon wall”, “Top”, “Radiation surface” and “Left Argon gas” are in the
constant ambient (room) temperature of 300 K. On the other hand, boundaries in the
vicinity of H13 (“Right H13 wall”, “Left H13 wall” and “Bottom”) are transferring heat to
the surrounding air via convection mechanism with convection coefficient of
h = 25 W/m2K.
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Table 3-1: Boundary conditions of the model

Boundary

Momentum

Thermal

Radiation

Top

Atmospheric pressure

Constant ambient 1
temperature

transparent

Radiation surface

Wall

Constant ambient
temperature

Semi-transparent with
UDF laser flux

Left Argon wall

Inlet flow with v =
0.02 m/s

Constant ambient
temperature

transparent

Left H13 wall

Wall

Convection with
surrounding air

opaque

Bottom

Wall

Convection with
surrounding air

opaque

Right H13 wall

Wall

Convection with
surrounding air

opaque

Right Argon wall

Wall

Constant ambient
temperature
1
Ambient temperature is the room temperature and is equal to T = 300 K

transparent

The same logic is applied for the radiation boundary conditions, surfaces which are in
contact with H13 are opaque while faces in proximity to Argon are transparent. Only
“Radiation surface” is considered as a semi-transparent wall with the Gaussian laser beam
radiation where a UDF (User Defined Function) file is written and imported to the model
to simulate the laser beam (Appendix B). All input details for the CFD model are provided
in Appendix C.

3.2

Results and discussion

A H13 tool steel sample, which is prepared by hand polishing, is irradiated with stationary
continuous wave (CW) laser beam with different powers to investigate the alteration of the
surface topography. Then, final surface geometry is measured to collect the x, y, and z
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coordinates of surficial points. The resolution of measurement in x and y direction is
0.258 μm while this resolution goes to the scale of 1 Å for the height measurement. A
MATLAB code, presented in Appendix D, is written to read and save the data in a matrix
format. A post-processing methodology, is developed to analyze the surface geometry by
generating cross-sections and figures as well as calculating specific values, which will be
described in detail in the next chapter.

3.2.1 Experimental data for the stationary laser spot
Figure 3.5 shows the surface of the H13 sample after it has been irradiated with stationary

Laser power: 52.3 (W)

Laser power: 28.1 (W)

Laser power: 32.9 (W)

Laser power: 23.2 (W)

(a)

Y (μm)

Height (μm)

(b)
X (μm)

Figure 3.5: (a) Picture of the surface after stationary laser irradiation (b) Figure
of the same area generated by the developed post-processing methodology
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Gaussian laser beam with various powers for the shortest allowable time based on the LP
machine setting. While Figure 3.5a is the actual picture of the surface, Figure 3.5b is
generated by the algorithm in Appendix E and allows us to quantify dimensions and see
the surface texture more precisely. It can be observed in Figure 3.5a, b that increased laser
power results in larger melt pool and spot.

3.2.2 Validation of the VOF model with experimental results
While experimental data can reveal the surface geometry before and after the LP,
simulation enables monitoring the change of geometry during the process and thus provides
a detailed understanding about the mechanism of material redistribution. However, before
investigating the LP process based on the simulation, model’s results should be compared
with experimental data.
To compare the 3D experimental result with the 2D simulation, a cross-section along the
line passing through the center of the spot and parallel to the x-axis is generated. Figure
3.6 shows the 3D view of the laser spot which is formed after irradiating the surface with
23.2 W CW laser. The A-A cross-section out of this geometry is shown in Figure 3.6 which
demonstrates that initial surface (dashed line) evolves to the final surface (red line) due to
laser irradiation in a way that a donut shape has been formed on the surface. It can be
concluded from this figure that the material moves in the melt pool from the center to the
peripheries with a small recess at the outer perimeter.
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Height (μm)
A-A

Y (μm)
X (μm)

Figure 3.7: 3D view of the experimentally obtained laser spot for 23.2W CW laser beam

Height
(μm)

X (μm)

Initial surface
Final surface

Figure 3.6: Cross-section A-A along the center of the laser spot
To recreate this geometry through simulation, a 23.2 W CW Gaussian laser radiates on the
H13 surface for 40 μs and then the simulation is allowed to run after the laser beam is
turned off to mimic the melt pool solidification. Figure 3.8 shows the simulation result
versus experimentally obtained surface geometry created by 23.3 W laser beam (Figure
3.7). This figure suggests that the present model yields results, which are overlapping with
the observation from experimental data, which shows the capability of the model in
predicting the LP process outcome. While the peak to valley height (PVH) and peak to
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peak distance (W) are 0.6 μm and 45.8 μm for experimentally obtained surface, these
values are 0.9 μm and 58.2 μm in simulation.
Experiment

Height (μm)

Simulation

Initial surface

PVH
W
X (μm)

Figure 3.8: Experimental and simulated results for 23.2 W laser spot
The simulation is performed for three more laser powers (28.1, 32.9 and 52.3 W) for which
experimental data are also available for comparison based on Figure 3.5. The simulated
and experimentally measured PVH and W values for these four laser powers are presented
in Figure 3.9 and Figure 3.10.
Figure 3.9 and Figure 3.10 show that although experimentally measured and simulated
PVH and W are following the same trend, there is a variable offset between them. This
3.5
3

PVH (μm)

2.5
2
1.5
1

Simulation

0.5

Experiment

0
22

27

32

37

42

47

52

57

Power (W)

Figure 3.9: Peak to valley height spots resulted from four laser power

89

variable offset is more visible in Figure 3.9 where there is almost no difference between
simulated and experimentally measured peak to valley height value for 32.9 W laser spot,
120
100

W (μm)

80
60
40
Simulation
20

Experiment

0
22

27

32

37

42

47

52

57

Power (W)

Figure 3.10: Peak to peak distance for spots resulted from four laser power
while simulated PVH is 57% bigger than measured PVH for 52.3 W laser spot. On the other
hand, Figure 3.10 shows more uniform offset between experimentally measured and
simulated value for peak to peak distance where simulated W is 20 % to 50 % higher than
measured one.
In the next section, some probable factors which cause dissimilarities between simulated
and experimental results are elaborated.

3.2.3 Discussion
After presenting simulated and experimentally measured surface profile, a study has been
done to identify differences between them. Despite considerable effort to match their input,
these parameters are not identical. Also both simulation and experiment have intrinsic
restrictions, so the outputs are not completely equal.
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Therefore, the most efficient way to understand the mechanism of material redistribution,
is to use both simulation and experimental data which will be discussed in following
subsections.

Investigating differences between model and experiment
Although both experiment and simulation results follow the same trend, differences
between them can be attributed to:
(a) Thermo-physical material properties: these values which are implemented as
functions of temperature in the model from other references, play pivotal role in the
simulation. Specifically, the value for surface tension, as the main driver of the flow
in the melt pool, is considered as a piecewise linear function of temperature (Figure
3.3). In reality, material properties vary not only due to temperature change, but
also due to metallurgical transformation of alloy which is not considered in this
simulation. Thus, the differences between real values and estimated values of
thermo-physical material properties can end in discrepancies of simulated and
experimental results. To examine the sensitivity of the model to input material
properties, a different value for surface tension, which is reported for Iron in
(Valencia and Quested, 2008), is implemented in the model. Table 3-2 shows two
values which are formulated in simulation 1 and 2 in Figure 3.11.
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𝜕𝛾

Negative surface tension coefficient (𝜕𝑇) for both cases presented in Table 3-2
shows that the surface tension decreases when the temperature rises in the melt pool
while the surface tension has its maximum value at liquidus temperature. Figure
3.11 indicates that in the simulation 2, where the maximum surface tension and
surface tension coefficient is higher, the peak to peak distance (W) and peak to
valley height (PVH) is higher compared to simulation 1.
Table 3-2: Two values for surface tension according to two references

Simulation case

Surface tension at

Surface tension

Reference

Tliq. (N/m)

coefficient (mN/m.K)

Simulation 1

1.73

-0.338

(Egry, 2010)

Simulation 2

1.87

-0.490

(Juan J. Valencia, 2008)

This wider and deeper shape in the simulation 2 is formed because the higher
surface tension and steeper gradient push more material away from the hightemperature central zone toward the relatively cooler periphery of the melt pool.

Simulation 1

Simulation 2

Height (μm)

Experiment

X (μm)

Figure 3.11: Simulation results for two values of surface tension
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Following the same logic, Figure 3.11 also suggests that the variance between
simulation 1 and experimental data comes from the dissimilarity between exact and
estimated surface tension values. While surface tension value yields a wider and
deeper geometry in simulation 1 compared to the experimentally obtained surface,
it can be concluded that the exact surface tension value is lesser than the model’s
input value. Therefore, Figure 3.11 highlights the importance of finding and
implementing precise material properties as input data of the model because a small
change in surface tension as an input can alter the simulation outcome considerably.
In this context, there is still room for improvement, as measuring material
properties for alloy steel during melting and solidification is an ongoing research
topic (Wilthan et al, 2015; Smith et al, 2017; Afshan et al, 2018; Dey et al, 2018).
(b) Restriction of 2D simulation: Laser material interaction occurs in three dimensions
as well as associated heat transfer and fluid flow mechanisms. Using a 2D domain
to simulate this process results in overlooking some portion of those mechanisms.
For example, heat propagates from the surface of the workpiece to the bulk material
along x, y and z directions while heat dissipation is simulated only along x and y
directions in the model. In this case, overlooking one direction can slow down the
solidification process in simulation. So surface tension, viscosity and gravity have
longer time to interact during the solidification of the simulated melt pool which
can end in different solidified surface from what occurs during experiments.
In addition, volumetric change of material due to the variation of microstructure of
the metal alloy during solidification is not taken into account in present simulation,
while in experiments, this variation is responsible for some expansion/shrinkage of
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molten metals during solidification up to 3% of initial volume (Tadesse and
Fredriksson, 2017). This contraction or expansion might result in development of
internal stress/strain in the workpiece which affects the surface quality (Tadesse,
2017).
Moreover, the model is unable to capture any probable evaporation of the material
during the LP. Evaporation might occur in experiments, especially when high laser
power is applied or when the laser is irradiated for a long time. In this case, some
portion of the superficial material evaporate, so the amount of material will not
remain the same after laser irradiation. This probable scenario cannot be recognized
by current model because liquid (molten metal) to vapor phase change is not
considered.
(c) Limitation of available measuring equipment: Actual irradiation time, laser beam
diameter, and intensity distribution were not measured directly to be inserted into
the model. While in reality, it takes time for the laser power to reach the maximum
level during turning on and reach to zero during turning off, these are simulated as
instantaneous situations. Also, actual laser beam diameter and intensity distribution
are unknown parameters which can affect the simulation outcome considerably. To
correlate between simulation and experimental irradiation time, the laser irradiates
the surface of H13 in simulation until the same width of the melt pool as
experimentally measured width is created. Based on this guideline, the radiation
time on the simulation is set to be 40 μs. Although, some adjustments are performed
on the laser beam distribution function as an input of the model to compensate for

94

these lack of information on actual laser beam distribution, dissimilarity of this
process input can still divert the simulated outcome.
Despite aforementioned factors, the VOF model predicted the final surface which is close
to one that is gained through experimentations. Therefore, the developed model can be
trusted to be used for analyzing underlying phenomena, especially the material
redistribution during the LP.

Dimensional analysis to compare driving forces in the melt pool
To find the importance of driving forces in the melt pool, dimensional analysis is utilized
in this section. Thus, dimensionless numbers, which define the relationship between
different physical forces, are calculated to compare the order of magnitude of those forces.
This method is used in literatures to investigate driving forces in the weld pool in laser
welding process (He et al, 2003).
According to the literature review in Chapter 1, involving forces in the melt pool are inertia,
gravity, viscosity and surface tension. Dimensionless numbers are listed in Table 3-3 where
the calculated value of each number is an indication to compare one pair of involving
forces. This calculation is based on the order of magnitude, so exact value of involving
parameters are not required. Thus, to approximate material properties such density,
viscosity and surface tension, maximum value in the melt pool is used. L is the
characteristic length which is estimated by one eight of the pool radius (He et al, 2003). g
is the gravity acceleration and U is approximated by maximum velocity in the melt pool
which is read from simulation of 32.9 W spot at t = 40 μs. Therefore, based on
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U = 1.0348 m/s, L = 6 μm, ρ = 7000 kg/m3, μ = 0.016 pa.s, γ = 1.73 N/m, last column of
Table 3-3 is calculated.
Table 3-3: Dimensionless numbers to compare involving forces in the melt pool

Row No.

Name

Abbreviation

Comparing forces

Formula

Calculated
value

I

Reynolds

Re

Inertia vs Viscosity

𝜌𝑈𝐿
𝜇

2.716

II

Froude

Fr

Inertia vs Gravity

𝑈

1.349×102

√𝑔𝐿

III

Weber

We

Inertia vs Surface tension

𝜌𝑈 2 𝐿
𝛾

2.600(10-2)

IV

Bond

Bo

Gravity vs Surface tension

𝜌𝑔𝐿2
𝛾

1.429(10-6)

V

Ohnesorge

Oh

Viscosity vs Surface tension

𝜇

5.948(10-2)

√𝜌𝛾𝐿

From the row (I) of this table, it can be concluded that inertia and viscosity have the same
order of magnitude. So: O (Inertia) ≈ O (Viscosity).
Concluded from row (II): O (Inertia) >> O (Gravity).
Concluded for row (III): O (Surface tension) >> O (Inertia).
Concluded from row (IV): O (Surface tension) >> O (Gravity).
Concluded from row (V): O (Surface tension) >> O (Viscosity).
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Therefore: O (Surface tension) >> O (Viscosity) ≈ O (Inertia) >> O (Gravity), which means
that based on dimensional analysis, the dominant force in the melt pool is surface tension.

Melt pool flow
The model enables us to see how material redistribute during LP due to flows in the melt
pool. Figure 3.12 shows the streamlines in the melt pool when the surface is irradiated by

Laser irradiation
170

Height (μm)

160

150

140

130
260

280

300

320

340

X (μm)

Figure 3.12: Simulated molten flow in the melt pool after 40 μs of 28.1 W laser irradiation
28.1 W laser for 40 μs. These streamlines are trajectories of molten material which are
tangential to velocity vector at each point and give an estimation of instantaneous
movement in the melt pool. When the Gaussian laser beam irradiates the surface, the center
of the melt pool, where the power intensity is higher, is gaining more energy and higher
temperature with respect to the rest of the pool. As a result of this temperature gradient, a
surface tension gradient is developing in the pool which stimulate the molten flow.
𝜕𝛾

Negative surface tension coefficient (𝜕𝑇), as presented in Table 3-2, is a driving force which
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push the material from low surface tension region (center of the pool) to the high surface
tension region (periphery of the pool). Energy dissipation from the surface to the bulk body
of the workpiece, makes the melt pool deeper, especially at the center of the pool. Radially
outward force created by surface tension gradient at the surface and expansion from the
bottom of the pool create upwind flow at the center and circulating flow at the periphery
of the melt pool as shown in Figure 3.12. This flow in the melt pool has also been reported
by researchers during the pulsed laser micro polishing of the Titanium alloy Ti6Al4V and
named as Marangoni or thermocapillary flow (Pfefferkorn et al, 2013; Ma et al, 2014;
Zhang et al, 2017).
Figure 3.13 shows the solidification of the melt pool which is presented in Figure 3.12 after
turning off the laser at t = 40 μs at every 2 μs. It is clear in this figure that when the radiation
stops, the melt pool starts solidifying primarily from edges. So the material which has been
pushed away from the center during irradiation, solidifies at the peripheries. Also, the melt
pool solidifies from the bottom toward the surface of the pool. The movement of the
solidification frontier from side toward the center and from bottom toward the free surface
of the melt pool continues until the whole material in the pool solidify and form the donut
shape of the spot which is also obtained through experiments. Figure 3.13 also
demonstrates that a melt pool which has been developing during 40 μs, solidified
completely after only 10 μs.
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Figure 3.13: Simulated solidification of the melt pool

This high rate of solidification along with the viscosity as a resisting force, do not allow
the relatively raised material at the edges to flow back to the center of the pool during
solidification.
In the next section, more discussion on the material redistribution is provided by the focus
on experimental data and analysis.

Analyzing material redistribution through experimental data
To compare laser spots which are presented in Figure 3.5, a quantitative analysis of each
spot is done using the developed post-processing methodology (Appendix E). Firstly, the
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initial geometry of the surface is reconstructed on the exact location of each spot. More
details about reconstruction of the initial surface will be presented in the next chapter.
Then, the reconstructed initial surface is subtracted from final geometry of the spot. Figure
3.14 shows the result of this operation. On the subtracted surface in this figure, all points
with the height of zero (green colored) are representing areas which are remained
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2
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0.5
0
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X (μm)
Final spot geometry

720

620
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X (μm)

720

Reconstructed initial surface
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670
X (μm)

720

Subtracted surface

Figure 3.14: Generating subtracted surface from the experimentally obtained final geometry
unchanged after laser irradiation. Also, points with positive height (yellow and red colored)
are accumulated material above the initial surface and named as “volume of material above
the zero level “, while negative height values (blue colored) are the volume of material
which is removed from the initial position due to the laser material interaction and named
as “volume of void below the zero level”.
To have a quantitative insight, the volume of material above and volume of void below the
zero level are calculated. Also, overall volume changes, which is defined as volume of
material (–) volume of void, are listed in Table 3-4.
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Table 3-4: Calculation of change in material above and void below the zero level

Laser power

Volume of material above the

Volume of void below

Overall volume change

(W)

zero level(μm3)

the zero level(μm3)

(μm3)

23.2

1523.49

381.07

381.07

28.1

2503.40

529.55

1973.85

32.9

2814.23

789.47

2027.76

52.3

274.84

4250.59

-3975.75

100

8114.32

42004.62

-33890.3

Last column of this table which indicates the overall volume change, suggests that from
23.2 W to 32.9 W, material on the spot location is expanding because overall volume of
material is positive and increasing value, while on 52.3 W spot, overall volume change
drops to a negative value and on 100 W it grows to a higher negative value. This trend
infers that for high laser powers, a portion of the material on the spot location is evaporated
due to the laser irradiation and this portion increases by rising the power. This observation
is visible in Figure 3.15 which shows the geometry of 32.9 W and 52.3 W spots. While
material is accumulated above the zero level on 32.9 W spot, there is almost no material
above the zero level on 52.3 W spot where considerable void areas, especially at the center
of the spot, are formed.
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Figure 3.15: Experimental laser spot for (a) 32.9 W power (b) 52.3 W power

This void area is left on the surface, because a portion of the material at the center of the
spot has evaporated due to the maximum laser intensity of the Gaussian laser beam at the
center.
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Looking at the temperature gradient on the workpiece can help to understand whether the
surface has gained enough energy to commence evaporation. In this regard, the numerical
model is the only tool which can be used, because available measurement facilities do not
allow to measure temperature of the melt pool during the laser irradiation. Figure 3.16
shows the temperature distribution at t = 39 μs, which is 1 μs before turning off the laser.
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Figure 3.16: Simulated temperature gradient at 39 μs of irradiation of:
(a) 32.9 W (b) 52.3 W laser power
On 32.9 W laser spot, no area on the surface has reached the temperature above 2900 K
whereas on 52.3 W laser spot, surface temperature of the melt pool rises to more than
4000 K while the evaporation temperature of steel is about 3200 K (He et al, 2003).
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So, it can be concluded that the portion of the surface with the temperature above 3200 K
is evaporated and leaves the laser material interaction zone.

3.3

Summary

A 2D unsteady CFD model based on VOF technique has been introduced in this chapter to
investigate the material redistribution during stationary laser irradiation. Beside mass,
momentum and energy equations, surface tension and DO radiation formulation are
featured in this model which enables predicting the geometry change during melting and
solidification.
To analyze experimental data of laser spots’ geometry, a post-processing methodology is
formulated in MATLAB scripts. To compare simulated geometry with experimentally
measured one, peak to valley height (PVH) and peak to peak distance (W) are presented in
Figure 3.9 Figure 3.10 respectively. While simulation results are following the same trend
as experiments, variable offsets between them have been identified. These offsets may have
been caused by: (a) differences between actual and estimated thermo-physical material
properties as input data for the model, (b) restrictions of simulation because of using a 2D
model to simulate 3D heat transfer and fluid flow mechanisms, and neglecting
microstructural alteration of the metal during melting and solidification, and also
neglecting evaporation of metal as a probable scenario, (c) limitation of available
measurement equipment which could not provide exact irradiation time, beam diameter
and intensity distribution as input parameters of the simulation.
Dimensional analysis suggests that surface tension is the dominant driving force in the melt
pool. Looking at streamlines in the modeled melt pool (Figure 3.12) indicates that material
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at the hot center is pushed away to the relatively cold peripheries of the pool as the result
𝜕𝛾

of negative surface tension coefficient (𝜕𝑇). Also, simulation enables us to monitor the
solidification of the pool after turning the laser off where the pool solidifies rapidly from
the outer side toward the center of the pool.
Calculation of the volume of accumulated material above the zero level (initial flat surface)
and volume of void below the zero level on the experimentally measured geometry, as well
as observation of the temperature gradient on simulated melt pool suggest that evaporation
of material most likely occurs in case of higher laser power. Evaporation can also
commence for lower laser power but with longer irradiation times. In this context, current
model can serve as a unique tool to determine the irradiation power/time for LP to avoid
evaporation which is not desirable for this process.
In conclusion, a comprehensive study has been provided to understand the mechanism of
material redistribution on the laser spot, which is dominantly driven by the surface tension
gradient. Despite their intrinsic restriction, both modeling and experiment deliver valuable
information in the study. While exact surface geometry before and after radiation can be
investigated through experimental data, monitoring the melt pool flow and temperature
gradient during the irradiation and afterward are availed solely by the developed model.
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Chapter 4
Methodology and analysis of the material redistribution during the
moving laser irradiation over the flat surface
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4. Methodology and analysis of the material redistribution during
the moving laser irradiation over the flat surface
After analyzing the laser-material interaction on the laser spot in the last chapter, the next
step to build up our knowledge about the mechanism of material redistribution during LP
is to investigate the effect of moving laser beam on the flat surface, which is the intention
of this chapter. The capability of the VOF model in monitoring the workpiece free surface
during laser irradiation was shown and utilized in the last chapter. Thus, the same model
will be employed by introducing moving laser instead of stationary laser beam. While
various aspects of the applied model in this chapter remain the same as what was presented
in Section 3.1, implementing moving laser beam made this simulation extremely timeconsuming and challenging. Intricacy of the mathematical formulations and high
computational time of the current model have made it an unprecedented development in
the field of research. To validate the simulation and gain a comprehensive understanding
of the process, experimental data are analyzed and presented in parallel with simulation
results. To conduct this analysis, a post-processing methodology is developed and
formulated in computer algorithms, which is described in detail in this chapter. Then,
experimentally measured track geometries are analyzed along with the simulated surface
geometry to explain the molten material redistribution inclusively from the commencement
of melting up until complete solidification. Finally, in this chapter, cross-sections of laser
tracks are investigated to give insight into the total volume of molten/re-solidified material
and overall volume change based on the depth of the melt pool.
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4.1 Methodology for analysis of the molten material
redistribution
Based on the data presented in prior chapters, the geometries, which are formed by the laser
beam during LP, are in the scale of micro meter. While microscopic pictures, like Figure
2.7b, depict overall geometry of the surface after solidification, they are not practical tools
to generate high-resolution illustration and detailed quantitative analysis which are
unavoidable requirements of the current study. To address these needs, a methodology is
formulated in MATLAB scripts which are described in detail in the following sections.

4.1.1 Re-arranging experimentally measured coordinates
After the surface profiler measured and recorded x, y and z coordinates of superficial points
on the irradiated workpiece surface, a “.dat” file is extracted as an output of the Sensofar
software which is the graphical interface of the profiler. This file, which is shown partially
in the Figure 4.1, contains all those recorded coordinates. The x and y resolution of the
profiler is adjustable and set to 0.258 μm in above figure while the z resolution is 1 Å.

Row number

x coordinate

y coordinate

z coordinate

Figure 4.1: Output data file from the profiler
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Figure 4.1 shows that while each row contains the x, y and z coordinate of a point, all points
before the row number 3500 has the same y value. This means that points’ coordinates are
recorded line by line along the x-axis and each point have Δx = 0.258 μm distance from
the last one. After row 3500, the x value goes back to zero which means jumping to the
next scanning line with y = 0.258 μm. To have a proper matrix arrangement for computer
algorithms, above coordinate data are reshaped to form horizontal lines consist of 3500
points with increasing x and constant y coordinate.
Eventually, the row and column number of each point identify the point’s location on the
surface instead of its x and y coordinates because of constant Δx and Δy equal to 0.258 μm.
The result of this approach is a new matrix which contains only z coordinates of all
superficial points, arranged based on x-y location on the surface, and named “mySurface”
in the computer algorithm in Appendix D. This matrix will be saved and recalled in the
post-processing algorithm (Appendix F) for more detailed analysis.

4.1.2 Reconstructing the initial surface
To investigate the effect of the moving laser beam on the workpiec, the initial surface
geometry should be compared precisely with the laser-irradiated surface. To conduct such
assessment, the initial surface is subtracted from the final geometry like what was presented
in Section 3.2.3.1. By using this approach, the accumulation of material above the initial
surface as well as the volume of void below the initial surface could be identified clearly.
Therefore, initial (unpolished) geometry of the surface is required to be known as well as
the final (polished) geometry. However, in our set of experiments, the data of initial surface
on the exact location of the laser tracks are not available.
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To address the lack of information of the initial surface, one way is to estimate the initial
surface with the unpolished area above (or below) the irradiated area of the same
dimension. Figure 4.2a shows a window at the final surface of the H13 workpiece which
contains a track of 100 W, 150 mm/s laser beam as well as the unpolished area above the
track. While the primary perception is that the geometry does not vary on the unpolished
Height (μm)

Y (μm)

Cross-section 1

Cross-section 2

X (μm)
(a)

Height (μm)

Cross-section 1
Cross-section 2

(b)
X (μm)

Figure 4.2: (a) A window contains the laser track and unpolished area above it
(b) two cross-sections on unpolished area above the laser track
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region, two cross-sections in the Figure 4.2b contradict this first impression. This figure
clearly shows that two profiles at the unpolished surface have height and phase differences
which might be caused by measurement errors, e.g. misalignment of the sample in the
profiler, or surface waviness. Therefore, variances between these two cross-sections
confirm that estimating the initial surface at the laser track with unpolished area at another
location (either above or below the track) is prone to some errors which potentially
deteriorate the accuracy of the analysis. To avoid the interference of these errors in the
study, another method is the reconstruction of the initial surface at the exact location of the
laser track with the use of unpolished cross-sections.
Therefore, two lines on unpolished areas are selected which are located above and below
the laser track right in its vicinity. The intention is to recreate the surface between these
two lines which would represent the surface at the location of the laser track before being
irradiated with the laser beam.
Figure 4.3 shows the track of 100 W, 150 mm/s laser and two lines in its proximity. Three
points, A, B and C, with the same x coordinate are picked as examples to describe the
reconstruction procedure. While points A and B have known heights and are located on the
unpolished region on the lines in proximity of the laser track, the goal is to interpolate the
initial height (zCi) of the point C which is located on the laser track. In this regard, linear
interpolation along the y direction is formulated in Equation 4-1.
𝑧 −𝑧

𝑧𝐶𝑖 = 𝑧𝐵 + 𝑧𝐴 −𝑧𝐵 × (𝑦𝐶 − 𝑦𝐵 ).
𝐴
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𝐵

(4-1)

Y (μm)

A

Line 1

Height (μm)

C

B

(a)

Line 2

X (μm)

Line 1
Line 2

Height (μm)

A

B

(b)
X (μm)

Figure 4.3: (a) Experimental Laser track and two lines on unpolished area in its vicinity
(b) profile of two lines above and below the laser track

By the use of the above-mentioned approach, the initial z coordinate of points on the laser
track are linearly interpolated based on two counterpart points of same x coordinate on the
adjacent unpolished area. Figure 4.4a demonstrates the reconstructed initial surface
resulted from implementation of this approach in the MATLAB script. In Figure 4.4b,
while lines 1 and 2 have remained unchanged with respect to those in the Figure 4.3b, line
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Figure 4.4: (a) Reconstructed initial surface using linear interpolation
(b) profile of three lines on reconstructed initial surface
3 on the reconstructed area, have the height profile between them.
Reconstructed surface using this procedure will be called “initial surface” hereafter and be
considered as the surface before laser irradiation. Following the procedure in Section
3.2.3.1, this initial surface is subtracted from the final geometry which results in having
zero heights on unpolished areas of the subtracted surface (zero level). This will generate
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more clear graphics out of the final geometry and make the identification of the material
accumulation/ dissipation easier.

4.1.3 Volumetric decomposition of the final surface
While subtracting the reconstructed initial surface from the final geometry simplifies the
identification of material accumulation/dispersion, decomposing the subtracted surface
into two complementary components helps to calculate the material relocation due to laser
irradiation. Figure 4.5 shows the result of subtraction and volumetric decomposition of the
final surface.
Figure 4.5a shows the final geometry of the surface after being irradiated by 100 W,
150 mm/s laser beam. The initial surface is reconstructed out of this figure using the
procedure that was explained in Section 4.1.2. The outcome after subtracting the initial
surface from the final geometry is presented in the Figure 4.5 b where the surface features
are more identifiable. Zero level on this figure, which is the green-colored areas, represents
part of the surface which has the same height as before the irradiation. Applying the
volumetric decomposition method on the subtracted surface generates two complementary
components as shows in the Figure 4.5 c and d. Height of any part of the subtracted surface
below the zero level is turned to zero in the Figure 4.5 c, so that it only shows the
accumulation of the material due to the laser irradiation. On the other hand, all above zero
level areas are omitted in the Figure 4.5 d which depicts the dissipation of the material.
Therefore, the volume of accumulated material above the zero level and the volume of void
below the zero level can be calculated for quantitative analysis using mentioned volumetric
decomposition method.
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Figure 4.5: Typical volumetric decomposition of experimental results (a) Final surface geometry
(b) subtracted final surface (c) surface above the zero level (d) surface below the zero level
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Figure 4.5 c and d suggest that for the applied laser power and scanning speed on the flat
surface, superficial material has moved from sides of the track and is accumulated on some
central parts of the track. More discussion/analysis using developed post-processing
methodology will be provided in Section 4.3.

4.1.4 Cross-sections and average surface height
To trace the material propagation across the width of a laser track, creating cross-sections
perpendicular to the laser track is an informative way. However, these perpendicular crosssections could not help understand how material spread over along the laser track. Also,
longitudinal cross-sections would not be helpful in this regard because they are not uniform
across the track. Therefore, cross-sectional average height (𝐻𝐴𝑉,𝑖 ) is defined by Equation
4-2 as a measure of material relocation between different cross-sections along the track.

𝐻𝐴𝑉,𝑖 =

∑𝑁
𝑗=1 𝑧𝑖𝑗
𝑁

,

(4-2)

where i and j are counting indices for x and y coordinates of each surficial point and 𝑧𝑖𝑗
represents the height of that point. N is the number of points at the cross-section located at
ith x location and 𝐻𝐴𝑉,𝑖 is the average height on that cross-section. As mentioned in Section
4.1.1, because the measurement resolution for x and y directions is the same, each point
can be located on x-y plane by knowing i and j indices. So,
𝑥𝑖𝑗 = 𝑖 × 𝛥,

(4-3)

𝑦𝑖𝑗 = 𝑗 × 𝛥,

(4-4)

where Δ is the measurement resolution of the profiler which is set to 0.258 or 0.516 μm.
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Figure 4.6a shows the track of the 100 W, 300 mm/s laser beam on the H13 sample. At
x = 600 μm, a cross-section perpendicular to the laser track is generated and illustrated in
the Figure 4.6b. This cross-section shows that at the location of x = 600 μm, the material
spreads from sides of the track and is accumulated at the center. Cross-sectional average
heights along the laser track, plotted in Figure 4.6c, suggests that except for the beginning
and the end of the track, where accumulation of material and void volume are considerable,
the rest of the track has relatively the same average height. Therefore, it can be concluded
that the cross-section in Figure 4.6b remains the same all over the laser track except for its
beginning and the end.
This example demonstrated that how material redistribution over the irradiated area can be
investigated/discussed with the use of developed post-processing methodology.
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Figure 4.6: (a) Subtracted surface of 100 W, 300 mm/s experimental laser track (b) cross-section
A-A at x = 600 μm (c) cross-sectional average height along the laser track

4.2

Preliminary analysis of experimental data

Developed post-processing methodology, which was elaborated in last sections, enables
quantitative and qualitative investigation of surfaces resulted from irradiation on various
initial surface geometries. However; current study focusses on laser track on the H13 flat
surface for which available experimental data are shown in Figure 4.7.
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Figure 4.7: Laser tracks for experimental analysis

Two laser powers (54 and 100 W) with five different scanning speeds, i.e. 300,400,
500,750 and 1000 mm/s have been used to radiate on an H13 flat surface, provided through
micro-cutting of a diamond tool. As the result, 10 laser tracks along the x direction were
left on the surface with the approximate length of 1.25 mm. Then, the sample is scanned
using the profiler with the x and y resolution of 0.516 μm and z resolution of 1 Å to record
the x,y and z coordinates of superficial points. Output data file is re-arranged in a matrix
format as described in Section 4.1.1 to be analyzed through algorithms in Appendix F.

4.3

Results and discussion

In this section, experimental data as well as simulated results are presented to gain the
knowledge about how superficial material melt, redistribute and solidify due to the moving
laser irradiation on the H13 flat surface.
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4.3.1 Simulation of H13 surface due to the moving laser irradiation
It is worth mentioning that, to the best of the author’s knowledge, following simulation
results which show the alteration of the surface topography resulted from the interaction
with the moving laser beam, is unprecedented and can be considered as one of the main
aspects of novelty in this study.
Among available experimental data, which are presented in Figure 4.7, 100 W, 500 mm/s
scenario is selected for the numerical simulation. This scenario is chosen because of the
uniformity of the steady part, as well as formation of the relatively distinguishable features
at the beginning and the end of the laser track.
While modeling methodology, including the domain geometry and meshing, formulation,
and boundary conditions remain the same as what was presented in Section 3.2, replacing
stationary beam with the moving laser ended up with overwhelmingly longer
computational time compare to the last chapter’s simulation. This long calculation time is
attributed to the following factors. Firstly, the dynamic nature of this process enforces using
a time step which is 10 times smaller than what was used in the stationary beam scenario
in the last chapter. Also, to capture the effect of travelling beam on the melt pool flow and
thorough solidification, the model is run for 560 μs, whereas for simulation of the
stationary laser, the model was run for 50 μs. Last but not least, intermediate interruptions
because of the high velocity gradient in the gas (Argon) domain influences the running
time adversely. All aforementioned factors resulted in running the model for almost two
months to simulate 560 μs of the laser-material interaction up until complete solidification.
Figure 4.8 shows that the 100 W Gaussian laser beam starts irradiating and moving on the
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flat surface at t = 0 μs at x = 200 μm. This figure depicts the density distribution every
40 μs over the simulation domain where the blue area represents Argon gas, the green strap
is the free surface between two materials, the red area shows the solid H13, and the orange
zone represents the molten H13. While the laser beam travels on the surface with the speed
of 500 mm/s and slight irradiation angle, the melt pool expands on its front side until
t = 314 μs when the laser is turned off after travelling about 150 μm. During this period,
formation of a bulge at the rear side of the moving melt pool (i.e. beginning of the laser
track) and a valley toward the front of the melt pool is noticeable. Also, solidification
commences from the rear side of the pool when the beam is traveling far from starting point
of the track which is perceptible in t = 240 and 280 μs snapshots. Therefore, melting occurs
at the front while solidification takes place at the rear of the laser track whereas melting is
the dominant phenomenon.
When the beam is turned off, which is shown in the t = 320 μs snapshot, solidification
dominates on both ends of the pool. Along with that, superficial solidifying material shrink
due to the higher density of the solid phase compared with the molten phase. Eventually,
upon completion of the solidification, initial flat surface turn to a surface with a bulge at
the beginning and a valley at the end of the laser trajectory which is illustrated clearly in
t = 560 μs snapshot of the Figure 4.8 as the final surface geometry. To validate the model’s
results, experimentally gained counterpart should be presented as well.
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Figure 4.8: Simulation of the H13 surface during 100 W, 500 mm/s
laser irradiation until complete solidification

122

400

450
7000
6500
6000
2000
1500
1000
500

Figure 4.9 shows the experimentally measured final surface geometry for the 100 W laser
power and 500 mm/s scanning speed. Longitudinal cross-section on this figure, which pass
through the center of the laser track, should be compared with the simulated final geometry
in the Figure 4.8 because both sections are exposed to the same power intensity
distribution.
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Figure 4.9: (a) Experimental track of 100 W, 500 mm/s laser (b) longitudinal crosssection A-A
While the simulated peak to valley height is 20.6 μm and quite comparable with the
experimentally measured peak to valley height which is 17.8 μm, simulated track length
does not resemble the experimentally measured length because overwhelmingly high
calculation time was the main barrier to deliver a longer simulated laser track. Therefore,
the relatively steady geometry between the bulge and the valley is recognized in Figure 4.9
a and b, whereas it is not observed on simulated final surface in the t = 560 μs snapshot of
the Figure 4.8. Also, the explanation which were provided in Section 3.2.3.1, about why
simulation and experimental results for stationary laser spot are not identical, are valid for
the simulation of the laser track.
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Despite the discrepancy of the laser track’s length, simulated peak to valley height is in
good agreement with the experimentally measured one. In addition, the model successfully
predicts the accumulation of material at the beginning of the laser track in the form of a
bulge as well as formation of a valley at the end which are visible on the experimentally
attained laser tracks.
Therefore, the model shows an acceptable performance in generating results that follow
the same trend as experimental data. This confirms that mathematical formulations, which
were implemented in the model to simulate underlying thermo-physical mechanisms, such
as heat transfer, surface tension, melting and solidification are coupled appropriately so
that the model is able to achieve realistic outcomes. While more attempts/adjustments are
required to reduce the computational time and predict the irradiated geometry more
precisely, current simulation results are reliable enough to be utilized in analyzing material
redistribution during the LP process.
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4.3.2 Investigating material redistribution
The intension of this section is to deliver more information about the material redistribution
resulted from the laser irradiation through looking into the geometry of available laser
tracks. Figure 4.10 and Figure 4.11 show tracks of 54 W and 100 W CW laser with five
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Figure 4.10: Experimental tracks of 54W laser with different scanning speed
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Figure 4.11: Experimental tracks of 100W laser with different scanning speed
different scanning speed respectively. For each scanning speed, the upper picture shows
the subtracted final surface and track width while the lower graph is the cross-sectional
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average height (HAV.) along the laser track calculated by Equation 4-2. The value of overall
volume change in these figures reveals whether overall volume of material increases
(positive value), or decreases (negative value) with respect to the initial surface (overall
volume change = 0). These figures imply below information.
a) Cross-sectional average height profiles illustrate that except for the bulge and valley
at the beginning and end of tracks, the median portion of each track has the average
height close to the zero. This trend suggests that despite some slight height variation
on both scenarios (54 and 100 W), laser tracks have a uniform cross-sectional
profile along the tracks. This uniform profile is shown for 54 W, 400 mm/s and
100 W, 400 mm/s laser tracks at the location of X = 600 μm in Figure 4.12 a and
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Figure 4.12: Cross-sectional profile at X = 600 μm for scanning
speed of 400 mm/s on experimental: (a) 54 W laser track, (b) 100 W laser track
b. In spite of different peak height and track width on these cross-sections, laser
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beam yields a w-shape profile on both scenarios which shows the “transversal”
redistribution of the material from sides of the track toward its center.
b) Another recognizable pattern in majority of cases in Figure 4.10 and Figure 4.11 is
the negative overall volume change which can be attributed to the partial
evaporation of the superficial material. These volumetric values are visualized in
Figure 4.13 for both laser powers where the amount of the overall change reduces
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Figure 4.13: Overall volume change on experimental laser tracks for two
powers and various scanning speed
by increasing the scanning speed due to the less energy transfer from the laser beam
to the workpiece’s surface. Positive volume change, which occurs at 100 W,
1000 mm/s case, suggests that while partial evaporation is taking place, the material
expansion is simultaneously contributing to form the final surface geometry.
Similar material expansion was reported during solidification of cast iron by other
researchers (Tadesse and Fredriksson, 2017). It can be concluded that partial
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evaporation and volumetric expansion are two concurrent collaborating
mechanisms in all aforementioned cases. While dominant partial evaporation
results in negative overall volume change during the use of low scanning speed,
volumetric expansion dominates the process in faster scanning laser beams, which
can end to a positive volume change seen in 100 W, 1000 mm/s case in Figure 4.13.
It is worth mentioning that the overall volume change in this figure constitutes only
a small percentage of the total volume of molten material on the track, which will
be estimated in the next section.
c) Formation of a bulge at the beginning of the laser track and a valley at its end in all
cases in Figure 4.10 and Figure 4.11 suggests that a backward “longitudinal”
material redistribution is occurring in addition to the transversal redistribution. The
height of the bulge is comparable to the depth of the valley, which supports the
hypothesis of backward longitudinal material redistribution (schematically shown
in Figure 4.14). While the laser beam travels from left to right (forward), the
Bulge at the beginning of the track

Laser’s moving direction
Laser
beam

Backward longitudinal material redistribution

Valley at the end of the track

Figure 4.14: Schematic demonstration of backward material redistribution
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material melts and flows backward and leave a valley at the instantaneous laser spot
on the surface. When the laser beam travels to the next spot, superficial material
melts and flows backward and refills the valley on the previous spot and eventually
solidifies. This process continues until the laser beam is turned off when as a result,
there is no afterward molten material to refill the valley. It should be emphasised
that the periodic pattern in Figure 4.14 is only shown to describe the concept
whereas the spread of the molten material is a continuous mechanism during the
laser movement on the surface.
To shed light on the hypothesis of the backward longitudinal flow, streamlines
which are the tangential to velocity vectors in the simulated melt pool, are studied.
Figure 4.15 illustrates these streamlines when the 100 W Gaussian laser beam
travels about 80 μm with the speed of 500 mm/s. Because of the negative surface
tension coefficient, which was mentioned in Section 3.2.4, front side of the pool
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Figure 4.15: Simulated streamlines in the melt pool at t = 160 μs
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which has the highest temperature due to the laser irradiation has the lowest surface
tension compare to the rest of the melt pool and that’s why the molten material,
which join the pool from the bottom, move either forward or backward.
To find the dominant longitudinal moving direction in the melt pool, the mass
weighted integral of “ux” (x-component of the velocity vector in the zooming
window in Figure 4.15) is calculated over the simulation domain by Equation 4-5.
𝑢𝑥−𝑀𝐼 = ∫ 𝑢𝑥 𝑑𝑚,

(4-5)

where dm is the mass of the material in each cell over the domain. ux-MI is the massweighted integral of x-velocity which is calculated and visualized in Figure 4.16
during the simulation time. According to this figure, negative ux-MI during the
movement of the laser beam on the surface shows that the majority of molten
material is moving backward. After turning off the laser beam at t = 314 μs, portion
of accumulated material flows forward toward the valley due to the gravity force
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Figure 4.16: Mass weighted integral of x-velocity over the simulation domain
and that’s the reason for positive ux- MI in Figure 4.16. This forward flow drops
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considerably after a while because of the solidification progress and reaches to zero
eventually.
While simulation results confirm the concept of backward longitudinal material
redistribution, a verification experiment was conducted which is shown
schematically in Figure 4.17a. The aim of this experiment is to interrupt the lasermaterial interaction suddenly to capture the last footprint of the laser beam on the
Metallic shim plate
Laser scanning path
Laser irradiation

Cross-section A-A

H13 workpiece

(a)

Laser scanning direction

Laser beam

Location of the sudden
interruption of laser-material
interaction
Metallic shim plate

H13 workpiece

Figure 4.17: (a) Schematic arrangement of the verification experiment
(b) cross-section A-A
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workpiece surface. In this regard, part of the surface is covered by a metallic shim
plate to isolate that part from the laser irradiation while the beam continues
travelling on the workpiece. The main difference between this experiment with
previous ones is that, here, the beam is blocked away from the workpiece by the
shim plate instead of being turned off. As the result, the laser-material interaction
on the workpiece stops abruptly because of passing the edge of the isolating shim
plate (Figure 4.17b) and not because of turning off the laser beam gradually which
were the case in previous experimentations.
Figure 4.18 shows the results of the verification experiment where laser beam with
three different powers (23.2, 32.9 and 42.6 W) travels with 500 mm/s scanning
speed on the H13 surface and passes the edge of the shim plate along the path.
Despite the movement of the laser beam beyond this edge, there is no more molten
material after this spot to fill the valley which is left as the last laser’s footprint on
the workpiece. Therefore, formation of a valley on the workpiece surface at the
shim plate’s edge for all three cases, validates the hypothesis of the backward
longitudinal material redistribution.
In conclusion, both simulation and experimental results confirm the backward
longitudinal material redistribution over the laser track during the forward laser
scanning on the workpiece surface.
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Figure 4.18: Experimental laser tracks of interrupted irradiation with shim plate

4.3.3 Analysis of the depth of the laser track
So far in this thesis, almost all analysis were based on the measurement of the geometries
on the laser irradiated surface. Investigation of the depth of the laser track can also provide
valuable information about underlying processes, specifically material redistribution,
during the LP. Therefore, the workpiece is cut at the steady part of tracks to measure the
depth of the melt pool. After manual polishing and preparation, the cross-section is
observed using the microscope to measure the depth of the molten area with respect to the
initial flat surface which is demonstrated in Figure 4.20.
It is worth mentioning that while this cross-section can potentially be used in more
comprehensive metallographic analysis, in current study it has been used only to identify
the melt pool depth and more detailed volumetric investigation.
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Three points

Track depth

Figure 4.20: Cross-section of a laser track

Figure 4.19 illustrates the depth of the track for 54 W and 100 W for a range of the scanning
speed. The depth reduces with increasing scanning speed and decreasing the laser power
due to the less delivered energy from the laser beam to the workpiece.
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Figure 4.19: Depth of tracks for 54 W and 100 W lasers
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In Section 4.3.2.b, the overall volume change was calculated and plotted in Figure 4.13 for
different cases, which was the result of the dominance of volumetric expansion or partial
evaporation in the melt pool. However, the question, which is intended to answer in this
section, is that how much is the overall volume change with respect to the total volume of
molten/re-solidified material along the laser track. In this regard, knowing the depth of the
laser track is the key to estimate the total volume of molten/re-solidified material.
The boundary of the melt pool, which is distinguishable because of its different texture
compare to the bulk material in Figure 4.20, can be estimated with a unique arc (red dashed
line in this figure). To specify this arc, three points are required which can be identified by
knowing the track width (through Figure 4.10and Figure 4.11) and depth (through Figure
4.19). The area of this arc multiplies by the length of the laser track approximates the total
volume of molten/re-solidified material.
Having overall volume change and total volume of molten/re-solidified material along the
laser track known, the ratio of volumetric change (RV) is defined through Equation 4-6 as
a measure to quantify the effect of volumetric expansion/partial evaporation with respect
to the total volume of the molten material. This ratio is calculated and plotted in Figure
4.21 for various laser tracks.
𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑣𝑜𝑙𝑢𝑚𝑡𝑒𝑟𝑖𝑐 𝑐ℎ𝑎𝑛𝑔𝑒

𝑅𝑉 = 𝑇𝑜𝑡𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑚𝑜𝑙𝑡𝑒𝑛 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 × 100,
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Figure 4.21: Ratio of volumetric change for different laser tracks
This figure suggests that for available experiments, the overall volume change due to
partial evaporation/volumetric expansion varies only between -4.3% and 1.5% of the total
volume of molten/re-solidified material. This observation shows that the effect of
volumetric expansion and partial evaporation is not considerable in applied range of laser
power and scanning speed. More experimentation could be conducted in the future to
explore the influence of these two mechanisms in a wider range of laser power and
scanning speed.
Also, above presented methodology to analyze experimental data can be used in future to
specify the working window for laser polishing to find a range of process parameters, e.g.
laser power and scanning speed, to avoid ablation (i.e. dominant evaporation).

4.4

Summary

In this chapter, the track of the moving laser beam on the H13 flat surface was studied not
only through experimental data but also by simulation results. To be able to visualize
experimental data, a post-processing methodology was developed which enables
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generating 3D and 2D graphs from the recorded x,y,z coordinates of superficial points. In
addition, mathematical formulations were formulated for detail analysis of the
experimental data. These mathematical features let us reconstruct the initial surface
geometry, decompose the final geometry to its volumetric components, and monitor the
average cross-sectional height (HAV.) along the laser track. Therefore, developed postprocessing methodology is a valuable contribution of the current study which can be
utilized in future research for analyzing surface geometry of the workpiece.
Another added value of the present work is a CFD model which is able to simulate the
surface transformation during moving laser irradiation on the workpiece. Although the
intricacy of mathematical formulations has made the numerical calculations quite intense
and time consuming, simulation results delivers a unique insight about melt pool flow and
material relocation which is not achievable through experimental data.
As a conclusion of the analysis of experimental and simulation results, two mechanisms
are suggested for material redistribution: transversal, and longitudinal. Transversal
mechanism drives material from sides toward the center of the width of a laser track, and
yields a uniform w-shape profile on steady part of the track, whereas longitudinal
mechanism is dominantly backward and is responsible for the formation of a bulge at the
beginning and a cavity at the end of the track. The existence of this backward flow was
confirmed not only by calculation of simulated mass-weighted integral of x-velocity
(ux- MI), but also by results of verification experiment.
Developed post-processing methodology, which is formulated in MATLAB scripts,
enables us to study experimental data in a more detailed quantitative manner. As a result,
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calculation of the overall volume change on the subtracted surface for available laser tracks
shows the effect of two involving phenomena which are occurring in parallel during laser
irradiation: partial evaporation and volumetric expansion. While partial evaporation
dominates over volumetric expansion by decreasing the scanning speed, the depth analysis
of laser tracks reveals that the influence of these two mechanisms varies only between 4.3% and 1.5% of the total volume of molten/re-solidified material in the studied range of
process parameters. Further studies using the proposed analytical procedure can end in
identification of a working window for the laser polishing in which the melting is the
prevailing phase change phenomenon over the ablation.
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Chapter 5
Summary, conclusions and recommendations for future works
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5. Summary, conclusions and recommendations for future studies
The study presented in this thesis successfully addresses the research gap in analyzing
underlying thermo-physical phenomena during laser-material interaction. CFD models,
which were developed in this research, are able to generate comparable results with
experimental data. This reflects their acceptable performance as reliable tools to be
deployed in future researches and industrial applications.
Another accomplishment of this work is the development of a methodology to analyze
micro-scale features of a laser irradiated surface. This methodology was formulated into a
computer algorithm, which in a broader context, can be used for the quality assessment of
micro-machined surfaces.
After experimental verifications, developed algorithm and models were deployed to
investigate and discuss underlying thermo-physical mechanisms, particularly the material
redistribution, during laser-material interaction in LP.
In this chapter, after summarizing conclusions from last four chapters, some opportunities
for future studies are proposed based on the acquired knowledge in presented research
work.

5.1

Summary and conclusion

Apart from this chapter, the current thesis is divided into four chapters. In the first Chapter,
after introducing laser polishing and its advantages and disadvantages over conventional
polishing techniques, a comprehensive literature review of prior simulation attempts of the
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LP was presented to identify the research gaps and define the scope of this research.
Following paragraphs can be concluded from Chapter 1, introduction and literature review:


Surface roughness reduction by a laser beam is mainly conducted through 2
approaches: ablation, which is based on material removal, and laser polishing,
which is based on material redistribution and the focus of this thesis. The flow of
molten material in laser polishing technique ends in finer surface quality compare
to the ablation technique. LP can be categorized into macro and micro polishing
based on the laser power and the consequent melting depth.



Three subsystems constitute an LP system: laser/optic, which is responsible for
generation and delivery of the laser beam, motion, which provides relative motion
between the laser beam and the workpiece, and control subsystem, which enables
us to control the process through adjusting process parameters.



LP can be applied to a wide range of metallic and non-metallic workpiece materials
to reduce up to 90 % of surface roughness. As another advantage, this method can
be combined with other laser-based manufacturing techniques such as laser
texturing and additive laser manufacturing.



To control the LP process, three types of parameters are typically employed: laser
control parameters, including power, distribution profile, focal offset, pulse
duration and frequency (in case of using pulsed laser); tool path and motion control
parameters, including scanning speed, scanning path and the number of passes; and
workpiece attributed control parameters, which mostly depend on the initial surface
geometry and thermo-physical material properties. According to the literature, laser
power and scanning speed are the most decisive factors in controlling the LP.

142



According to literature, top-hat and Gaussian are two commonly used intensity
distribution of laser beam which are deployed in the simulation works for laser
polishing. The laser beam has been mostly simulated as a boundary condition in the
form of a volumetric or surficial heat source. To simplify calculations, simulation
of the heat transfer as another underlying process has been typically limited to
conduction mode whereas, in reality, radiation and convection are taking place as
well.



Melt pool flow is the result of interaction between surface tension, gravity, and
viscous forces. While in the surface shallow melting regime (SSM), also known as
capillary regime, the flow is the results of the balance of gravity and viscous force,
in the surface over melting (SOM), also known as Marangoni flow, material
redistribution is driven by the dominant surface tension force. Despite some limited
cases within which heat transfer and melt flow equations are solved analytically, a
majority of simulation attempts were based on numerical methods.



Implementation of accurate material properties is a common challenge in all
simulation attempts. To simplify calculations, constant or temperature independent
material properties have been widely applied in prior simulation works. However,
recent advancement in experimentally obtained material models, as well as
improvement in processing power of computers, have prompted researchers to
integrate more temperature-dependent material properties in an attempt to enhance
the overall accuracy of modeling results. Among various material properties,
absorptivity (sometimes called absorptance) which could be simply regarded as the
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capacity of the workpiece to absorb laser energy, can affect the accuracy of the
simulation significantly.


According to the literature review, comparative analysis for experimental
validation is another common challenge in prior simulation works which can be
attributed to applying too many simplification assumptions, limitation of measuring
instruments, and unavailability of reliable experimental data.

Chapter 2 started with a logical analysis of underlying thermo-physical phenomena of LP
which leads to a framework for the development of mathematical models. Then, a
methodology for simulating heat transfer mechanisms during LP of H13 tool steel sample
was presented. Main applied assumptions in this 3D CFD model are: 1) surface topography
does not vary during the LP as the melt flow is negligible; 2) workpiece material is isotropic
and homogeneous; 3) no chemical reaction occurs due to the argon shielding of the
workpiece’s surface; and 4) continuous wave (CW) Gaussian laser beam is assumed as a
moving superficial heat source on the top surface. The developed model, which contains
all constituent heat transfer mechanisms, is capable to determine the laser track width based
on the temperature gradient in the simulation domain. The accuracy of the model is an
added value which has been obtained through implementation of temperature-dependent
material properties, considering all occurring heat transfer mechanisms on workpiece’s
boundaries, and experimental calibration to find power-dependent absorptivity. While the
majority of prior simulation works suffer from the lack of experimental verification,
simulated laser tracks were compared with measured ones in the current work. Below is a
brief conclusion of Chapter 2.
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Based on the literature, while all three main heat transfer mechanisms (i.e.
conduction, convection and radiation) are involving in LP, conduction tends to
remain the predominant mechanism most likely due to its considerable higher
propagation speed.



The logical perception from the available literature suggests that accurate
representations of certain process parameters/initial conditions play a significant
role on the relative accuracy of the correspondence between theoretical/numerical
results and their experimental counterparts. In this context, key elements of a future
model are identified which include: initial surface geometry, laser beam and its
intensity distribution, scanning speed, heat transfer, melt pool flow and surface
tension, material model, and experimental validation of the LP model. Also, five
phases, which are required to be followed for development of an applicable model,
are simulation, experimental, model calibration, process prediction, and control and
optimization phases.



In the developed model, heat capacity, density, and conductivity are implemented
as temperature-dependent material properties which significantly contribute to the
accuracy of simulation results. Latent heat of melting, which is assumed to be
absorbed by the workpiece material between the solidus and liquidus temperature,
is considered in the modified heat capacity. Absorptivity is determined through
experimental calibration for 100 mm/s scanning speed and three different laser
powers (i.e. 100, 125 and 150 W).



While mesh sensitivity study, as a numerical validation method, shows the
mathematical accuracy, close match between simulated track width and
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experimental values (under 10 % variance) proves the physical accuracy of the
presented model. Both simulated and measured values suggest that the laser track
expands on the surface by decreasing the scanning speed and/or increasing the laser
power due to more delivered energy to the sample surface.
In Chapter 3, a 2D CFD model, based on the volume of fluid (VOF) technique, was
developed to simulate the change of the surface geometry during stationary laser
irradiation. While this change was neglected in Chapter 2, this chapter’s model was
improved because of the use of VOF technique which enables capturing the borderline
between shielding argon gas and the workpiece surface. Moreover, adding a radiation
model, temperature-dependent viscosity and surface tension formulation allows the molten
material to flow and redistribute on the surface in this simulation. This model is one of the
main accomplishments of the current study, which includes key thermo-physical
constituents, such as heat transfer, phase change, melt pool geometry and melt flow with
minimal simplification assumptions. To conduct the experimental validation, peak to peak
distance and peak to valley height (PVH) of simulated spots were compared with measured
ones. Then, a comprehensive discussion is provided about the mechanism of material
redistribution over the laser spot through analyzing modeling and experimental results.
Conclusions of Chapter 3 can be summarized as below.


In applied VOF technique, while the summation of the volume fraction (α) of
phases (argon and H13) in each cell of the simulation domain is unity, the
combination of the volume fraction of each phase defines the variables and
properties of the cell. Therefore, α = 1.0 means that a cell is full of H13 and then
material properties of the cell will be read from H13 material properties. Similarly,
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α = 0.0 represents argon-occupied cells, and eventually, cells which are located on
the free surface between two phases would have 0.0< α <1.0 and appropriate
properties and variables will be assigned accordingly.


To simulate the temperature dependence of H13 surface tension, a piece-wise linear
𝜕𝛾

model is applied with the negative coefficient (𝜕𝑇), which results in the flow of
molten material from high-temperature to low-temperature zone on the surface.


While simulation and experimental results are following the same trend, variances
between them are attributed to: (a) differences between actual and implemented
thermo-physical material properties, (b) using a 2D model to simulate 3D heat
transfer and fluid flow mechanisms of the laser-material interaction, (c) neglecting
microstructural alteration and also evaporation of metal during laser irradiation, (d)
limitation of available measurement equipment which could not provide exact
irradiation time, beam diameter and intensity distribution.



Dimensional analysis of involving forces in the melt pool reveals that surface
tension is the dominant driving force of the melt pool flow. Also, streamlines in the
modeled melt pool indicate that material at the hot center of the pool is pushed away
to the relatively cold periphery of the pool as the result of negative surface tension
𝜕𝛾

coefficient (𝜕𝑇). Another observation from the simulation is that after turning the
laser off, the melt pool solidifies rapidly from the perimeter toward the center.


Analysis of the geometry of experimentally-attained laser spots and temperature
gradient in simulated melt pools show that partial material evaporation takes place
in case of high power CW laser irradiation. Evaporation can also commence for
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low laser power but longer irradiation time. In this context, the presented model
contributes to determine the irradiation power/time for CW laser beam to avoid
evaporation, which is not desirable in laser polishing.
Chapter 4 focuses on the study of material redistribution over the track of moving laser on
the H13 flat surface. While the VOF model, which were developed in Chapter 3, is
employed in this chapter to simulate the laser track, a methodology is proposed and
formulated in a MATLAB script to visualize and mathematically evaluate the experimental
results. Experimental data give insight into the process through comparison of surface
topography before and after irradiation, whereas the VOF model is able to capture the
ongoing surface alteration during the process. Therefore, both measured and simulated
laser tracks were studied to acquire a comprehensive knowledge about the material
relocation during laser scanning and afterward up until complete solidification. A summary
of conclusions from Chapter 4 is listed below.


Development of a methodology for post-processing the experimental data is one of
the accomplishments of the present work. Implemented algorithms enable
providing clear and high-resolution figures and longitudinal and transversal crosssections, recreating the initial surface geometry, decomposing the final geometry
into its constituents, and calculating the overall volume change and average surface
height at any arbitrary location. These features were used in current research and
made this code a valuable tool for future works.



With the use of the VOF model, which contributed to the novelty of this thesis, the
melt pool flow during the laser irradiation was identified. This model is capable of
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generating the post-irradiation surface topography which is comparable with
experimentally gained surface geometry.


To describe material redistribution over the laser track, two mechanisms are
recognized: transversal and longitudinal redistributions. In transversal spread,
material relocates from sides toward the center of the width, while in longitudinal
propagation molten material flows dominantly backward, which leads to the
formation of a bulge at the beginning, and a cavity at the end of the track. Negative
mass-weighted integral of x-velocity over the simulation domain, as well as the
formation of cavities at the end of interrupted laser tracks in verification
experiment, prove the existence of mentioned backward flow.



Evaluation of overall volume change at laser tracks reveals the effect of two
simultaneous phenomena during laser irradiation: partial evaporation and
volumetric expansion. While partial evaporation dominates over volumetric
expansion in low scanning speed, dimension (i.e. width and depth) of laser tracks
shows that the volumetric influence of these two mechanisms varies between -4.3%
and 1.5% of the total volume of molten material in the studied range of the laser
power and scanning speed.

5.2

Recommendations for the future studies

The study presented in this thesis constituted major developments in simulating the
interaction of CW laser beam with the workpiece surface. Simulation procedures and
algorithms, as well as analytical discussions on experimental data, which were provided in
this thesis, introduce new research opportunities in the field. In this regard, some potential
research subjects for future studies are suggested in this section.
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5.2.1

Further studies using presented models

Although the effect of CW laser on the flat H13 sample was studied in this thesis
comprehensively, there are still rooms for further research using presented simulation
studies. Various metallic and non-metallic materials, which are being used in industries
(Figure 1.2), can be studied using proposed models. To achieve acceptable results,
implementing precise material models, which consider temperature-dependent thermophysical properties, should be of the utmost importance.
Also, more studies can be conducted to investigate the effect of different initial surface
topographies in the outcome of laser-material interaction. Surfaces with single or multiple
walls and step-shape profiles, which assimilate more realistic cases, can be valuable case
studies.
The 3D heat transfer model, which was introduced in Chapter 2, can be deployed to capture
temperature gradient on the surface and/or in depth of the irradiated workpiece. This
temperature gradient could be used as a measure to find the so-called “working window”,
which means a range of process parameters, e.g. laser power and scanning speed, to avoid
ablation while melting and solidification combined.
Last but not least, results of presented models can be used to optimize the process outcome,
such as surface quality, heat affected depth, and polishing time, by adjusting process
parameters. For example, more studies can be done to investigate the possibility of
elimination of the material accumulation at the beginning and formation of the cavity at
the end of the laser polished line. In this regard, instead of using trial-and-error
experimentation, computational models can be run to find proper process parameters, such
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as, laser power and scanning speed, which lead to a so-called “best” process performance.
Therefore, a reliable model can be a worthy substitute for laborious and costly
experimentations.

5.2.2

Future simulations

Two CFD models, which are developed in this thesis, can be improved in the future to
extend their applications. As mentioned in Chapter 4, the calculation time of the 2D-VOF
model is overwhelmingly long which is caused by small time step and recurrent
interruption during simulation of moving laser irradiation. This long run-time could be
addressed by utilizing more advanced numerical methods and/or modifying currently
applied ones.
While experimental data, which were presented in Chapter 4, confirm the influence of
volumetric expansion and partial evaporation, presented 2D-VOF model is unable to
capture such physical mechanisms. Adding an algorithm in the model to take these
mechanisms into consideration can decrease discrepancies between simulation and
experimental results and lead to a more physically precise model.
Another possible improvement is the development of a 3D model which consider melt flow
and surface alteration during laser irradiation. Simulation of a 3D heat and mass transfer
phenomena with a 2D-VOF model, which was conducted in this work, has made it prone
to some erroneous results compare to the experimental results. While development of such
3D model using personal computers’ processing power might not be feasible currently,
advancements of numerical algorithms and/or computational power will make this goal
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achievable in the future. A 3D model would make it possible to investigate the effect of
overlap between laser tracks, or different laser trajectories through simulation.
It should be emphasized here that any further simulation studies should associate with
backup experiments and this was the guideline which was followed in the present work.
While some analytical/numerical methods are available to validate the mathematical
aspects of a proposed simulation, only experimental results can verify the physical aspects
of the numerical model. In this regard, using the same input parameters in both simulation
and verification experiments is quite critical. Otherwise, a suggested numerical simulation
may end in generating unrealistic and/or physically inaccurate results which undermine the
reliability of the model.

5.2.3

Mechanical and metallurgical analysis

In the present work, the effect of LP on the mechanical properties and metallurgical
characteristics of the workpiece were not studied. High-intensity laser beam, which is
applied in LP, can cause phase transformation in alloy material not only in the melt pool
but also in the heat affected zone (HAZ). As a result, grain size and distribution may change
which leads to the alteration of physical/mechanical properties, such as micro-hardness,
and fatigue strength

and/or generation of residual

stress,

deformation

and

shrinkage/expansion. These changes will potentially affect the LP outcome on the surface
characteristics and functionalities and in depth of the workpiece which can be more
understood through future studies. Findings of such studies would help to execute a more
controlled process with a polished workpiece free from undesirable surficial defects, and
therefore extend the LP industrial applications.
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Appendix A: UDF to simulate laser flux in 3D CFD simulation
DEFINE_PROFILE (laser_flux,t,i)
{
real x[ND_ND], c[ND_ND], rcal[ND_ND];
face_t f;
real current_time;
real vel,rlaser,rlaser2,P,I0,B,L,LTime,overlap,rad,emis,StefBoltz,eps;
real r,q,Tatm,T,h,m2,m2f,Time,DTime,TimeStep;
int m;
m = 1;
/*counter for laser track number*/
current_time = CURRENT_TIME; /*sec*/
vel = 0.15;
/*Scanning speed (m/sec)*/
L = 0.00225;
/*scanning legth (m)*/
LTime = L/vel;
/*scanning time for a line (sec)*/
TimeStep = 0.0002; /*sec*/
h = 25;
/*Convection Coeff(W/m2/K) */
Tatm = 300;
/*Surrounding gas Temperature(K) */
rlaser = 2.5e-5;
/*Laser radii(m)*/
rlaser2= rlaser*rlaser;
overlap = rlaser; /*Laser overlap(m)*/
P = 76.5;
/*for asorbtion 76.5%, Laser power100(W)*/
I0 = 2*P/(3.14*rlaser*rlaser); /*Peak intensity(W/m2)*/
emis = 0.5;
/*Emissivity factor*/
StefBoltz = 5.670e-8;
/*Stefan Boltzman constant (W/m2K4)*/
eps = emis*StefBoltz;
c[2] = 0.0015;
/*z coordinate of the center of the laser beam */
begin_f_loop(f,t)
{
Time=m*LTime;
DTime= Time- current_time;
if (DTime < TimeStep )
{m=m+1;}
if (m%2 != 0)
{
c[0] = 0.002+ (vel * (current_time-((m-1)*LTime))); /*x
coordinate of the center of the laser beam*/
if (m==1)
{c[1] = 0.002;}
else
{c[1] = 0.002+((m-1)*overlap/2);
/*y
coordinate of the center of the laser beam*/
F_CENTROID(x,f,t);
NV_VV(rcal, =, x, -, c);
r = NV_MAG(rcal);
if (r <= rlaser )
{
B = 2*r*r/(rlaser2);
q= I0/(pow(2.72,B));
/*Guassian laser Profile*/
T = F_T(f,t);
rad = eps * ((T*T*T*T)-(Tatm*Tatm*Tatm*Tatm));
F_PROFILE(f,t,i) = q-rad;
}
else
{
T = F_T(f,t);
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F_PROFILE (f,t,i) =h*(Tatm -T)-eps * ((T*T*T*T)(Tatm*Tatm*Tatm*Tatm)); /*Radiation and convection heat loss*/
}
}
else
{
T = F_T(f,t);
F_PROFILE (f,t,i) =h*(Tatm -T)-eps * ((T*T*T*T)(Tatm*Tatm*Tatm*Tatm));
}
}
end_f_loop(f,t)
}
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Appendix B: UDF for laser radiation in 2D CFD simulation
DEFINE_PROFILE (laser_flux,t,i)
{
real x[ND_ND], c[ND_ND], rcal[ND_ND];
face_t f;
real current_time;
real vel,rlaser,rlaser2,P,I0,B,L,LTime,overlap,rad,emis,StefBoltz,eps;
real r,q,Tatm,T,h,m2,m2f,Time,DTime,TimeStep,factor;
int m;
m = 1;
/* counter for laser track number*/
current_time = CURRENT_TIME; /*sec*/
vel = 0.125;
/* Scanning speed (m/sec)*/
h = 25;
/*Convection Coeff(W/m2/K) */
Tatm = 300;
/*Surrounding Temperature(K) */
rlaser = 2.5e-5;
/*Laser radii(m)*/
rlaser2= rlaser*rlaser;
overlap = rlaser;
/*Laser overlap(m)*/
factor = 1.0;
/*Modification to Gaussian factor*/
P = factor*100;
I0 = 2.0e9;
/*Peak intensity(W/m^2)*/
emis = 0.5;
/*Emissivity factor*/
StefBoltz = 5.670e-8;
/*Stefan Boltzman constant (W/m2K4)*/
eps = emis*StefBoltz;
c[1] = 0.00053;
/*z coordinate of the center of laser beam */
begin_f_loop(f,t)
{
c[0] = 0.0001+ (vel * (current_time)); /*x coordinate of the
center of laser beam */
F_CENTROID(x,f,t);
NV_VV(rcal, =, x, -, c);
r = NV_MAG(rcal);
if (r <= (rlaser) )
{
B = 2*factor*r*r/(rlaser2);
q= I0/(pow(2.72,B));
/*Guassian Profile*/
T = F_T(f,t);
F_PROFILE(f,t,i) = I0;
}
else
{
T = F_T(f,t);
F_PROFILE (f,t,i) =0;
}
}
end_f_loop(f,t)
}
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Appendix C: Input parameters for 2D-VOF Fluent model
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Appendix D: Data saver MATLAB code
clc
clear;
loadData = true;
deltaX = 0.256; % um
deltaY = 0.256; % um
fileID = fopen( ' spots3.dat', 'r' );
formatSpec = '%f %f %f';
sizeD = [3 Inf];
D = fscanf(fileID, formatSpec, sizeD);
D = D';
fclose(fileID);
Z = reshape( D(:,3), 3600, [] );
mySurface = Z';
[NofY, NofX] = size( mySurface );
save spot3.mat NofY NofX mySurface
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Appendix E: Code for the post-processing of stationary laser spots
clc
clear all;
loadData = true;
deltaX = 0.256; % um
deltaY = 0.256; % um
if loadData
load Spots3 %
else
fileID = fopen( 'spots3.dat', 'r' );
formatSpec = '%f %f %f';
sizeD = [3 Inf];
D = fscanf(fileID, formatSpec, sizeD);
D = D';
fclose(fileID);
Z = reshape( D(:,3), 3600, [] );
mySurface = Z';
[NofY, NofX] = size( mySurface );
clear D
clear Z
end
axis([1 NofX 1 NofY])
hold on;
grid on;
ylabel('Y','FontSize',14);
xlabel('X','FontSize',14);
% To pick spot for 23.2 W
x = [2420 2830];
y = [380 760];
WinStart = [x(1) y(1)];
WinWidth = [x(2)-x(1) y(2)-y(1)];
str = ['selected area' num2str(WinStart) ';' num2str(WinStart+WinWidth)
];
title(str);
figure( 2 );
mySurface1 = mySurface;
mySurface1 ((y(2)),(x(1)+1)) = 2;
mySurface1 ((y(2)),(x(2))) = -2;
s = surf( deltaX*(WinStart(1)+(1:WinWidth(1))),
deltaY*(WinStart(2)+(1:WinWidth(2))),...
mySurface1(WinStart(2)+(1:WinWidth(2)),
WinStart(1)+(1:WinWidth(1))),'EdgeColor','none' );
z = [-12 20];
axis([x(1)*deltaX x(2)*deltaX y(1)*deltaY y(2)*deltaY z(1) z(2)]);
view( [0 90] );
h = colorbar;
colormap(jet)
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grid on
title('Laser spot','FontSize',14);
xlabel('X um','FontSize',14);
ylabel('Y um','FontSize',14);
zlabel('Height um','FontSize',14);
set(gca,'fontsize',20);
% cross-section 1 is below the spot
numberY1 = y(1); % grid number on y axis
CrossSection1 = mySurface( numberY1, : );
CrossSection1 = CrossSection1';
% cross-section 2 is above the spot
numberY2 = y(2); % grid number on y axis
CrossSection2 = mySurface( numberY2, : );
CrossSection2 = CrossSection2';
WinStart1 = WinStart;%[x(1) numberY1];
WinWidth1 = WinWidth;%[x(2)-x(1) numberY2-numberY1];
for j = x(1):x(2)
Slp = (mySurface(numberY2,j)mySurface(numberY1,j))/double((numberY2-numberY1));
for i = numberY1:numberY2
InitSurf(i,j) = mySurface(numberY1,j) + Slp*double((inumberY1));
end
end
figure( 3
InitSurf1
InitSurf1
InitSurf1

);
= InitSurf;
((y(2)),(x(1)+1)) = 2;
((y(2)),(x(2))) = -2;

s = surf( deltaX*(WinStart1(1)+(1:WinWidth1(1))),
deltaY*(WinStart1(2)+(1:WinWidth1(2))),...
InitSurf1(WinStart1(2)+(1:WinWidth1(2)),
WinStart1(1)+(1:WinWidth1(1))),'EdgeColor','none' );

z1 = [-18 18];
axis([x(1)*deltaX x(2)*deltaX double(numberY1)*deltaY
double(numberY2)*deltaY z1(1) z1(2)]);
view( [0 90] );
h = colorbar;
colormap(jet)
grid on
title('Initial surface','FontSize',14);
xlabel('X um','FontSize',14);
ylabel('Y um','FontSize',14);
zlabel('Height um','FontSize',14);
set(gca,'fontsize',20);
SubtractSurface = zeros (numberY2,x(2));
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%To subtract LP surface from generated initial surface
Postpolished = mySurface (numberY1:numberY2,(x(1)):(x(2)));
PrePolished = InitSurf (numberY1:numberY2,(x(1)):(x(2)));
SubtractSurface = Postpolished - PrePolished;
% cross-section 3 is crossing the spot
lengthY3 = deltaY*(y(2)-y(1))/2; % 1st cross-section
numberY3 = uint16(lengthY3/deltaY);
CrossSection3 = SubtractSurface( numberY3, : );
CrossSection3 = CrossSection3';
figure( 4 );
SubtractSurface1 = SubtractSurface;
SubtractSurface1 (2,1) = 2;
SubtractSurface1 (2,2) = -2;
s = surf( deltaX*(WinStart1(1)+(1:WinWidth1(1))),
deltaY*(WinStart1(2)+(1:WinWidth1(2))),...
SubtractSurface1(1:WinWidth1(2), 1:WinWidth1(1)),'EdgeColor','none' );
z = [-20 20];
axis([x(1)*deltaX x(2)*deltaX y(1)*deltaY y(2)*deltaY z(1) z(2)]);
view( [0 90] );
h = colorbar;
colormap(jet)
grid on
title('Subtracted surface','FontSize',14);
xlabel('X um','FontSize',14);
ylabel('Y um','FontSize',14);
zlabel('Height um','FontSize',14);
set(gca,'fontsize',20);
figure( 5 )
plot( deltaX*(x(1):x(2)), CrossSection3,'r','LineWidth',2); hold on;
grid on,
z = [0 100];
plot(X1,Y1,'linewidth',2);
plot(X2,Y2,'linewidth',2);
set(gca,'linewidth',1.5);
set(gca,'GridAlpha',0.7);
set(gca,'GridLineStyle','--');
set(gca,'fontsize',20);
title('Profile on the line passing the center of the
spot','FontSize',14);
xlabel('X um','FontSize',14);
ylabel('Height um','FontSize',14);
set(gca,'DataAspectRatio',[100 10 1],'fontsize',20);
grid on
%To form positive and negative surface out of polished surface
SubtractSurfaceP = SubtractSurface(SubtractSurface>0);
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SubtractSurfaceN = SubtractSurface(SubtractSurface<0);
% total volume
Vol = sum(sum(SubtractSurface));
Vol = deltaX*deltaY*Vol; %mm ^3
% volume of solid material above zero level
VolP = sum(sum(SubtractSurfaceP));
VolP =deltaX*deltaY*VolP;
% volume of void below zero level
VolN = sum(sum(SubtractSurfaceN));
VolN =-deltaX*deltaY*VolN;
Ratio1 = VolP/VolN;
VolDiff = VolP-VolN; % Volumetric difference between material above and
void below zero level
NUM = WinWidth(1)*WinWidth(2);
D1 = ['Total volume(sq um)=', num2str(Vol)];
D3 = ['volume of material above the zero level (sq um)=',
num2str(VolP)];
D4 = ['volume of void below the zero level(sq um)=', num2str(VolN)];
D5 = ['Volumetric difference between material above and void below zero
level(sq um)=', num2str(VolDiff)];
disp
disp
disp
disp

(D1);
(D2);
(D3);
(D4);

hold
hold
hold
hold

on;
on;
on;
on;

187

Appendix F: Code for the post-processing moving laser tracks
%to pick
clc
clear;
loadData
deltaX =
deltaY =

experiment2 on feb16,2018
= true;
0.516; % um
0.516; % um

if loadData
load interraptedLines
else
fileID = fopen( 'interraptedLines.dat', 'r' );
formatSpec = '%f %f %f';
sizeD = [3 Inf];
D = fscanf(fileID, formatSpec, sizeD);
D = D';
fclose(fileID);
Z = reshape( D(:,3), 6782, [] );
mySurface = Z';
[NofY, NofX] = size( mySurface );
clear D
clear Z
end
axis([1 NofX 1 NofY])
hold on;
grid on;
ylabel('Y','FontSize',14);
xlabel('X','FontSize',14);

% To
%y =
%y =
%y =
%y =
%y =
%y =
%y =
%y =
%y =
%y =

pick a laser
[5790 6050];
[5390 5690];
[4850 5060];
[4440 4710];
[3890 4090];
[3490 3740];
[2940 3120];
[2530 2770];
[1985 2145];
[1580 1800];

track
%for 54W300
%for 100W300
%for 54W400
%for 100W400
%for 54W500
%for 100W500
%for 54W750
%for 100W750
%for 54W1000
%for 100W1000

%y = [1005 1195]; %for 100W2000
%x = [300 2600];
%y = [535 710]; %for 100W3000
%x = [300 2300];
%y = [40 250]; %for 100W4000
%x = [300 2300];
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%x = [300 680];
%x = [2570 3000];
WinStart = [x(1) y(1)];
WinWidth = [x(2)-x(1) y(2)-y(1)];
% cross-section 1 is below the polished line
numberY1 = y(1); % grid number on y axis
CrossSection1 = mySurface( numberY1, : );
CrossSection1 = CrossSection1';
% cross-section 2 is above the polished line
numberY2 = y(2); % grid number on y axis
CrossSection2 = mySurface( numberY2, : );
CrossSection2 = CrossSection2';
figure( 2 );
mySurface1 = mySurface;
mySurface1 ((y(2)),(x(1)+1)) = 5;
mySurface1 ((y(2)),(x(2))) = -5;
s = surf( deltaX*(WinStart(1)+(1:WinWidth(1))),
deltaY*(WinStart(2)+(1:WinWidth(2))),...
mySurface1(WinStart(2)+(1:WinWidth(2)),
WinStart(1)+(1:WinWidth(1))),'EdgeColor','none' );
z = [-15 15];
axis([x(1)*deltaX x(2)*deltaX y(1)*deltaY y(2)*deltaY z(1) z(2)]);
view( [0 90] );
h = colorbar;
colormap(jet)
grid on
title('Polished line','FontSize',14);
xlabel('X micron','FontSize',14);
ylabel('Y micron','FontSize',14);
zlabel('Height micron','FontSize',14);
set(gca,'DataAspectRatio',[35 25 1],'fontsize',20);
WinStart1 = WinStart;
WinWidth1 = WinWidth;
for j = x(1):x(2)
Slp = (mySurface(numberY2,j)mySurface(numberY1,j))/double((numberY2-numberY1));
for i = numberY1:numberY2
InitSurf(i,j) = mySurface(numberY1,j) + Slp*double((inumberY1));
end
end
figure( 3
InitSurf1
InitSurf1
InitSurf1

);
= InitSurf;
((y(2)),(x(1)+1)) = 5;
((y(2)),(x(2))) = -5;
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s = surf( deltaX*(WinStart1(1)+(1:WinWidth1(1))),
deltaY*(WinStart1(2)+(1:WinWidth1(2))),...
InitSurf1(WinStart1(2)+(1:WinWidth1(2)),
WinStart1(1)+(1:WinWidth1(1))),'EdgeColor','none' );
z1 = [-18 18];
axis([x(1)*deltaX x(2)*deltaX double(numberY1)*deltaY
double(numberY2)*deltaY z1(1) z1(2)]);
view( [0 90] );
h = colorbar;
%h.Limits = [z(1) z(2)];
colormap(jet)
grid on
title('Initial surface','FontSize',14);
xlabel('X micron','FontSize',14);
ylabel('Y micron','FontSize',14);
zlabel('Height micron','FontSize',14);
set(gca,'fontsize',20);
set(gca,'DataAspectRatio',[35 25 1],'fontsize',20);
%To subtract LP surface from generated initial surface
Postpolished = mySurface (1:numberY2,1:(x(2)));
PrePolished = InitSurf (1:numberY2,1:(x(2)));
SubtractSurface = Postpolished - PrePolished;
figure( 4 );
SubtractSurface1 = SubtractSurface;
SubtractSurface1 ((y(2)),(x(1)+1)) = 4;
SubtractSurface1 ((y(2)),(x(2))) = -4;
s = surf( deltaX*(WinStart1(1)+(1:WinWidth1(1))),
deltaY*(WinStart1(2)+(1:WinWidth1(2))),...
SubtractSurface1(WinStart1(2)+(1:WinWidth1(2)),
WinStart1(1)+(1:WinWidth1(1))),'EdgeColor','none' );
z = [-20 20];
axis([x(1)*deltaX x(2)*deltaX y(1)*deltaY y(2)*deltaY z(1) z(2)]);
view( [0 90] );
h = colorbar;
colormap(jet)
grid on
title('Subtracted surface','FontSize',14);
xlabel('X micron','FontSize',14);
ylabel('Y micron','FontSize',14);
zlabel('Height micron','FontSize',14);
set(gca,'fontsize',20);
set(gca,'DataAspectRatio',[35 25 1],'fontsize',20);
Dev = zeros(x(2),1);
P = zeros(x(2)-x(1)+1,1);
N = zeros(x(2)-x(1)+1,1);
% deviation calulation
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for j = x(1) : x(2)
for i = numberY1 : numberY2
Dev(j) = SubtractSurface(i,j) + Dev(j);
end
Dev(j) = Dev(j)/(numberY2-numberY1);
end
% cross-section 3 is primary surface
numberY3 = y(1);
CrossSection3 = InitSurf( numberY3, : );
CrossSection3 = CrossSection3';
% cross-section 4 is primary surface
numberY4 = y(2);
CrossSection4 = InitSurf( numberY4, : );
CrossSection4 = CrossSection4';
% cross-section 6 perpendiculart to the polished line
lengthX6 = 600; %
numberX6 = uint16( lengthX6/deltaX );
%numberX6 = uint16( (x(1)+x(2))/2 );
CrossSection6 = SubtractSurface( :, numberX6 );
CrossSection6 = CrossSection6';
% cross-section 7 along the polished line
numberY7 = uint16( (y(1)+y(2))/2 );
lengthY7 = numberY7 * deltaY;
CrossSection7 = SubtractSurface( numberY7,: );
CrossSection7 = CrossSection7';
A = WinStart1(1)+WinWidth1(1);
B = WinStart1(1);
C = WinWidth1(1)+1;
TestMat =CrossSection1(B:A);
figure( 5 )
plot( deltaX*(B:A), Dev(x(1) : x(2)), 'r','LineWidth',2);hold on
z = [-2 2];
axis([B*deltaX A*deltaX z(1) z(2)]);
set(gca,'lineWidth',1.5);
set(gca,'GridAlpha',0.7);
set(gca,'GridLineStyle','--');
set(gca,'fontsize',20);
title('Deviation distribution along the Lped line','FontSize',14);
xlabel('X micron','FontSize',14);
ylabel('Average Height at each cross-section micron','FontSize',14);
set(gca,'DataAspectRatio',[600 30 1],'fontsize',20);
grid on
figure( 6 )
plot( deltaY*(y(1):y(2)), CrossSection6(y(1):y(2)),'b','LineWidth',2);
grid on,
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str = ['Cross-section perpendicular to the polished line at X= '
num2str(lengthX6) ' micron for 100 W, 150 mm/s laser'];
title(str,'FontSize',14);
xlabel('Y micron','FontSize',14);
ylabel('Height micron','FontSize',14);
figure( 7 )
plot( deltaX*(x(1):x(2)), CrossSection7(x(1):x(2)),'b','LineWidth',2);
grid on,
str = ['Cross-section perpendicular to the polished line at Y= '
num2str(lengthY7) ' micron for 100 W, 150 mm/s laser'];
title(str,'FontSize',14);
xlabel('Y micron','FontSize',14);
ylabel('Height micron','FontSize',14);
%To form positive and negative surface out of polished surface
SubtractSurfaceP = SubtractSurface(SubtractSurface>0);
SubtractSurfaceN = SubtractSurface(SubtractSurface<0);
% total volume
Vol = sum(sum(SubtractSurface));
Vol = deltaX*deltaY*Vol; %mm ^3
% volume of solid material above zero level
VolP = sum(sum(SubtractSurfaceP));
VolP =deltaX*deltaY*VolP;
% volume of void below zero level
VolN = sum(sum(SubtractSurfaceN));
VolN =-deltaX*deltaY*VolN;
Ratio1 = VolP/VolN;
VolDiff = VolP-VolN; % Volumetric difference between material above and
void below zero level
D1 = ['Total volume(sq micron)=', num2str(Vol)];
D3 = ['volume of material above the zero level (sq micron)=',
num2str(VolP)];
D4 = ['volume of void below the zero level(sq micron)=',
num2str(VolN)];
D5 = ['Volumetric difference between material above and void below zero
level(sq micron)=', num2str(VolDiff)];
D6 = ['Ratio of volume of material above to the volume of void below
zero level=', num2str(Ratio1)];
disp
disp
disp
disp
disp

(D1);
(D5);
(D3);
(D4);
(D6);

hold
hold
hold
hold
hold

on;
on;
on;
on;
on;
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