Abstract-Support vector machine is a classifier, based on the structured risk minimization principle. The performance of the SVM, depends on different parameters such as: penalty factor, C, and the kernel factor, . Also choosing an appropriate kernel function can improve the Recognition Score and lower the amount of computation. Furthermore, selecting the useful features among several features in dataset not only increases the performance of the SVM, but also reduces the computation time and complexity. So this is an optimization problem which can be solved by a heuristic algorithm. In some cases besides the Recognition Score, the Reliability of the classifier's output, is important. So in such cases a multi-objective optimization algorithm is needed. In this paper we have got the MOPSO algorithm to optimize the parameters of the SVM, choose appropriate kernel function and select the best features simultaneously in order to optimize the Recognition Score and the Reliability of the SVM. Nine different datasets, from UCI machine learning repository, are used to evaluate the power and the effectiveness of the proposed method (MOPSO-SVM). The results of the proposed method are compared to those which are achieved by RBF and MLP neural networks.
I. INTRODUCTION
A pattern recognition system consists of different parts. One of the most important parts of such a system is classifying, which is done by different classifiers at the end of the process. Obviously having a powerful classifier with high accuracy is critical in a pattern recognition system, since the output accuracy of the system is highly affected by the accuracy of the classifier. So an accurate pattern recognition system which can be used in different applications, strongly needs a high performance classifier. One of the powerful classifiers which has been introduced recently is Support Vector Machine, briefly called SVM. SVM is a supervised learning method that constructs a classification model using training data [1] . SVM minimizes the generalization error and maximizes the geometric margin between two classes. This classifier uses a kernel function to map the input data into a highdimensional feature space in order to find an optimal hyperplane to separate the two-class data. The performance of the SVM depends on the amount of kernel parameter, , and the amount of penalty factor, C. Also choosing an appropriate kernel function is important. Furthermore, selecting the useful features among several features in the training dataset to train SVM, plays an important role in improving the performance of the SVM. So before training the SVM, the user should select a suitable kernel function and also optimal amounts for kernel parameter and penalty factor. Besides that, as mentioned before, feature selection is important for improving the performance and reducing the complexity. To solve this problem different methods based on heuristic algorithms have been proposed. For example, Huang and Wang have used GA algorithm to optimize the SVM's parameters and also performing feature selection simultaneously in order to increase the classification accuracy [2] . They used RBF kernel in all experiments. A similar research has been done by M.Zhao et al. in 2013 applying Genetic algorithm to SVM using Gaussian kernel [3] . B.Samanta et al. have proposed a GA-SVM method for bearing fault detection in rotating machines [4] . They had Genetic algorithm, optimize the parameters of SVM and also perform feature selection to improve the SVM ability in recognizing the vibration signals. Wu et al. proposed a method, based on GA and SVM, for predicting bankruptcy [5] . They have used GA only to optimize the classifier's parameters without feature selection. Like GA, other optimization algorithms such as PSO and SA have been used to promote the SVM's performance in different practical fields like Biomedical ( [7] to [9] ) and Face Recognition [10] . Another important point that is not considered in the mentioned researches, is the reliability of the classifier. Which means the validation of the classifier's output. This is a very critical point that should be considered in selecting a classifier for different applications such as military and medical. In all mentioned researches, the researchers have used only one fitness function to evaluate their methods. But in addition to recognition score, calculating the reliability of the classifier's output is a good way to evaluate the performance of the classifier. Reliability means the validation of the classifier's output, for an unknown sample. In some problems, although the recognition Score of a class is high, the corresponding reliability of that class may be low and vice versa. Fig.1 shows this concept. According to Fig.1 the Recognition Score of the hollow circles is 100% but the corresponding Reliability is (5/6) 83%. These numbers for dark circles are 80% and 100% respectively.
In this study we have used multi-objective form of PSO to find optimal hyperplanes for two objective functions: recognition Score and reliability as illustrated in Fig 2. The remainder of this paper is organized as follows. In section , SVM is briefly introduced. In section , PSO and MOPSO algorithms are reviewed. In section V, we have introduced the proposed method. Section V shows the experimental results and the final section is devoted to conclusion.
II. SUPPORT VECTOR MACHINE
SVM is a two-class classifier described as follows [11] . Let ( , ), 1< i <N, indicates a set of data containing N training samples. Each sample must conform the criteria . demonstrates the class of corresponding sample, . So {-1,1} and d indicates the number of dimensions of input data. The separating hyperplane can be derived as in (1):
If such a hyperplane exists, then linear separation is obtained. The samples which are nearest ones to the separating hyperplane are called support vectors. In boundaries (support vectors), (1) is reformed as (2): w. + b =
According to (2) for each sample (3) is true:
So the problem is, finding w and b. there are numerous hyperplanes which can separate the two-class data but SVM produces the optimal hyperplane as indicated in Fig. 3 . This hyperplane has the maximum distance to support vectors. The margin of a separating hyperplane is . So if we want to find the optimal hyperplane, we should minimize . For simplicity we can substitute with . So we are dealing with an optimization problem. It means that we have to minimize subjected to (3). In Fig. 3 the samples are linearly separable, but in most cases they can't be separated as easy as indicated in 
Where are the Lagrange multipliers. = ( ). ( ) is kernel function through some another mapping function, (x). a QP solver is used to find . After that w and b can be achieved by: In (7) is the number of support vectors and x is the input, unknown sample. Some common kernel functions are:
Linear : k(x,y) = x.y + 1 Polynomial: k(x,y) = RBF: k(x,y) = exp( )
In all these functions should be optimally tuned with C.
III. PARTICLE SWARM OPTIMIZATION METHOD

A. Single Objective PSO
Particle swarm optimization algorithm first suggested by Kennedy and Eberhard in 1995 [12] . This algorithm is produced by inspiration of birds flocking and fishes grouping. In fact they used the mechanism of birds flocking to solve optimization problems. It means that a group of particles search the solution space for the best solution. Each particle has a position, velocity and a memory to save its best position from the beginning of the process. In each iteration the particle which has the best position is regarded as the leader and the other particles tend to reach to its position. So their movement is affected by two factors: their best position from the first iteration to current iteration and the leader's position. (8) and (9) 
= +
In the above equations, is the dth dimension of the velocity of the ith particle, x denotes the position of the particle, t is the number of iteration, and are learning factors, rand is a positive random number between 0 and 1 under normal distribution, w is the inertia weight coefficient, is the best position of the particle from the beginning to current iteration and shows the position of the leader in each iteration.
B. Multi Objective PSO
In a multi-objective optimization problem obviously, there are more than one objective function, so a multi-objective optimization problem can be defined as follows [13] Minimize
s.t < 0 and = 0
Where X = ( , , …, ) is a solution, , i=1, …, k, are objective functions and , are constraints of the problem. On the contrary to single-objective case, here we can't find a single solution which is the best for all objective functions. Instead we are looking for a set of solutions. Actually there is a trade-off between different objective functions. So the definition of the optimality is different in this case. We call X, an optimal solution if another solution, like Y, can't be found which has better fitness in all objective functions. Such a solution is called a Pareto optimal [14] . We say is dominated by , if is better than in all objective functions. But if is better just in one objective function than , it is non-dominated. So in multiobjective form we have a set of solutions that contains non-dominated particles. It means that the members of this set can't dominate each other. Fig.4 shows Pareto optimal front for a two-objective function problem. According to this picture the solutions in the Pareto front dominate the other solutions but can't dominate each other. In MOPSO each particle has a set of leaders and has to select one of them through a mechanism. Usually this set is called External Archive ( [15] , [16] ). External Archive contains non-dominated particles from the first iteration.
In fact External Archive preserves outputs of the algorithm. Up to now different versions of MOPSO are introduced. In this study we have used the one, introduced in [17] because of its speed and rapid convergence. In this form to select a leader for each particle, the solution space is divided into numerous hypercubes and different solutions from the external archive exist in these hypercubes.
They are placed in hypercubes according to their coordination calculated by objective functions. Each hypercube is evaluated through dividing the number of its solutions to a constant. After evaluating each hypercube, Roulette wheel mechanism will select one of these hypercubes. And finally a solution, placed in the selected hypercube, will be selected randomly as the Figure 4 . Pareto Optimal Front leader for the particle. MOPSO process is described as following:
1) Initializing the position and the velocity of each particle.
2) Evaluating the particles.
3) Saving non-dominated particles in a Repository. 4) Producing hypercubes to cover the solution space. 5) Initializing the memory of each particle [i]=position[i] (11) 6) Main loop a) Calculating the velocity of each particle by (8) .
In this form , should be replaced by rep [h] . b) Updating the position of the particles through (9): c) Evaluating the particles. e) Updating the repository f) Updating the for each particle 7) End of the main loop.
IV. PROPOSED METHOD
In this paper we have used MOPSO to optimize penalty factor, choose adequate kernel function, tune the selected kernel's parameter and feature selection for two objective functions: Recognition Score and Reliability and we compared its performance with RBF and MLP neural networks. The construction of particles is indicated in Fig. 5 .
The first variable, C, is for tuning penalty factor. KN is for selecting kernel functions. The amount of this variable can be 1, 2, 3 or 4 to choose one kernel among the four kernels introduced in section II.
is for selecting the selected kernel's parameter (except linear). The rest of the particle are for feature selection. For a dataset with n number of features, , , …, are between 0 and 1. If they are less than or equal to 0.5, the corresponding feature is not selected. Conversely if they are bigger than 0.5, the corresponding feature is selected.
If we consider the two classes as "positive" and "negative", then the predicted test samples can be divided into four groups. 1) Samples which are "positive" and correctly predicted as "positive" (TP) 2) Samples which are "positive" but classified as "negative" (FN). 3) Samples which are "negative" and correctly classified as "negative" (TN). 4) Samples which are "negative" but predicted as "positive" (FP).
According to these categorization, Recognition Score is calculated by (14) : Recognition Score = (14) And the reliability for each class equals to (15) and (16): Pos-reliability =
Neg-reliability =
The termination criteria are that the iteration number reaches 1000. To calculate the fitness functions, for each particle, SVM should be trained by the determined parameters, kernel function and selected features and then recognition Score and Reliability for each class can be achieved by (14) to (16) . For multi-class classification we have used one-vs-all method. In this method for each class of the dataset we found the optimal hyperplane, which separates the corresponding class from the others. Thus the input sample is labeled according to the opinion of the obtained hyperplanes about that sample. Fig. 6 shows this method for a 3-class dataset.
V. EXPERIMENTAL RESULTS
The suggested method applied to nine different datasets from UCI machine learning repository [18] . In Table 1 the characteristics of these datasets are shown. Table 2 shows the experimental results on these datasets.
According to Table 2 it can be seen that SVM gives comparable with and also better results than MLP and RBF neural networks such as Glass, Iris, Wine, Ionosphere, Hepatitis and Vowel. The important point demonstrated in the Table 2 , is the rates of reliabilities given for different datasets. As indicated in Table 2 , the proposed method, gives high rates of reliabilities for most of the datasets, meaning that the output of the promoted classifier is strongly reliable. In fact we have transformed a normal classifier into an expert one using a heuristic multi-objective algorithm which has not only high accuracy but also high rates of reliabilities. As shown in Table 2 , MOPSO-SVM has given 100% average reliability for Wine samples. It means that all samples classified are labeled correctly. But the recognition score is 97.75% while it is expected to be 100% because there are some samples which can't be assigned to each of the classes, in other words they can't be classified. In fact since the hyperplanes obtained by MOPSO have an amount of errors in classifying of the test samples (unknown samples), some samples exist that more than one hyperplane assign them to their corresponding classes. Also there may be some samples that none of hyperplanes assign them to their corresponding classes. Such samples are considered as error samples, which their classes can't be distinguished. Fig. 7 illustrates this concept.
Analyzing the numbers seen in Table 2 , we can conclude that MOPSO-SVM is a powerful and effective classifier, due to rates of reliability and recognition score achieved by this method for different datasets. These numbers show that MOPSO-SVM is a reliable classifier which means that, this promoted classifier can acts perfectly in special applications such as Military and Medical which strongly require a high-reliable classifier. 
VI. CONCLUSION
In this study Multi-objective PSO has been used to tune the parameters of SVM and also perform feature selection process for two objective functions and compared its performance with RBF and MLP neural networks. According to Table 2 , it can be seen that the proposed method gives reliabilities and recognition scores, comparable with RBF which has shown its effectiveness in classifying overlapped datasets, and in some cases even gives better reliabilities and/or recognition scores than RBF such as Glass, Iris, Wine, Ionosphere, Hepatitis and Vowel. Actually the numbers shown in Table 2 , say that using a heuristic algorithm to convert SVM from a normal classifier in to an expert one was successful. Furthermore optimizing SVM in order to increase its reliability besides its accuracy by using Multi-objective heuristic algorithm is a successful idea according to Table 2 . This table also shows the power and effectiveness of MOPSO in searching the solution space. In other word, MOPSO is a powerful algorithm which can be used for solving Multi-objective optimization problems.
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