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Abstract
Donaldson–Thomas invariants DTα(τ ) are integers which ‘count’ τ -
stable coherent sheaves with Chern character α on a Calabi–Yau 3-fold
X, where τ denotes Gieseker stability for some ample line bundle on X.
They are unchanged under deformations of X. The conventional defini-
tion works only for classes α containing no strictly τ -semistable sheaves.
Behrend showed that DTα(τ ) can be written as a weighted Euler char-
acteristic χ
(
M
α
st(τ ), νMαst(τ)
)
of the stable moduli scheme Mαst(τ ) by a
constructible function νMαst(τ) we call the ‘Behrend function’.
This book studies generalized Donaldson–Thomas invariants D¯Tα(τ ).
They are rational numbers which ‘count’ both τ -stable and τ -semistable
coherent sheaves with Chern character α on X; strictly τ -semistable
sheaves must be counted with complicated rational weights. The D¯Tα(τ )
are defined for all classes α, and are equal to DTα(τ ) when it is defined.
They are unchanged under deformations of X, and transform by a wall-
crossing formula under change of stability condition τ .
To prove all this we study the local structure of the moduli stack M
of coherent sheaves on X. We show that an atlas for M may be writ-
ten locally as Crit(f) for f : U → C holomorphic and U smooth, and
use this to deduce identities on the Behrend function νM. We compute
our invariants D¯Tα(τ ) in examples, and make a conjecture about their
integrality properties. We also extend the theory to abelian categories
mod-CQ/I of representations of a quiver Q with relations I coming from
a superpotential W on Q, and connect our ideas with Szendro˝i’s noncom-
mutative Donaldson–Thomas invariants, and work by Reineke and others
on invariants counting quiver representations. Our book is closely related
to Kontsevich and Soibelman’s independent paper [63].
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1 Introduction
Let X be a Calabi–Yau 3-fold over the complex numbers C, and OX(1) a very
ample line bundle on X . Our definition of Calabi–Yau 3-fold requires X to be
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projective, with H1(OX) = 0. Write coh(X) for the abelian category of coherent
sheaves on X , and Knum(coh(X)) for the numerical Grothendieck group of
coh(X). We use τ to denote Gieseker stability of coherent sheaves with respect
to OX(1). If E is a coherent sheaf on X then the class [E] ∈ Knum(coh(X)) is
in effect the Chern character ch(E) of E in Heven(X ;Q).
For α ∈ Knum(coh(X)) we form the coarse moduli schemes Mαss(τ),M
α
st(τ)
of τ -(semi)stable sheaves E with [E]=α. ThenMαss(τ) is a projective C-scheme
whose points correspond to S-equivalence classes of τ -semistable sheaves, and
Mαst(τ) is an open subscheme of M
α
ss(τ) whose points correspond to isomor-
phism classes of τ -stable sheaves.
For Chern characters α with Mαss(τ) = M
α
st(τ), following Donaldson and
Thomas [20, §3], Thomas [100] constructed a symmetric obstruction theory on
Mαst(τ) and defined the Donaldson–Thomas invariant to be the virtual class
DTα(τ) =
∫
[Mαst(τ)]
vir 1 ∈ Z, (1.1)
an integer which ‘counts’ τ -semistable sheaves in class α. Thomas’ main re-
sult [100, §3] is that DTα(τ) is unchanged under deformations of the underly-
ing Calabi–Yau 3-fold X . Later, Behrend [3] showed that Donaldson–Thomas
invariants can be written as a weighted Euler characteristic
DTα(τ) = χ
(
Mαst(τ), νMαst(τ)
)
, (1.2)
where νMαst(τ) is the Behrend function, a constructible function on M
α
st(τ) de-
pending only on Mαst(τ) as a C-scheme. (Here, and throughout, Euler charac-
teristics are taken with respect to cohomology with compact support.)
Conventional Donaldson–Thomas invariants DTα(τ) are only defined for
classes α withMαss(τ) =M
α
st(τ), that is, when there are no strictly τ -semistable
sheaves. Also, although DTα(τ) depends on the stability condition τ , that is,
on the choice of very ample line bundle OX(1) on X , this dependence was not
understood until now. The main goal of this book is to address these two issues.
For a Calabi–Yau 3-fold X over C we will define generalized Donaldson–
Thomas invariants D¯Tα(τ) ∈ Q for all α ∈ Knum(coh(X)), which ‘count’ τ -
semistable sheaves in class α. These have the following important properties:
• D¯Tα(τ) ∈ Q is unchanged by deformations of the Calabi–Yau 3-fold X .
• If Mαss(τ) = M
α
st(τ) then D¯T
α(τ) lies in Z and equals the conventional
Donaldson–Thomas invariant DTα(τ) defined by Thomas [100].
• If Mαss(τ) 6= M
α
st(τ) then conventional Donaldson–Thomas invariants
DTα(τ) are not defined for class α. Our generalized invariant D¯Tα(τ)
may lie in Q because strictly semistable sheaves E make (complicated)
Q-valued contributions to D¯Tα(τ). We can write the D¯Tα(τ) in terms of
other invariants DˆTα(τ) which, in the case of ‘generic’ τ , we conjecture
to be integer-valued.
• If τ, τ˜ are two stability conditions on coh(X), there is an explicit change
of stability condition formula giving D¯Tα(τ˜ ) in terms of the D¯T β(τ).
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These invariants are a continuation of the first author’s programme [49–55].
We begin with three sections of background. Sections 2–3 explain mate-
rial on constructible functions, stack functions, Ringel–Hall algebras, counting
invariants for Calabi–Yau 3-folds, and wall-crossing, from the first author’s se-
ries [49–55]. Section 4 explains Behrend’s approach [3] to Donaldson–Thomas
invariants as Euler characteristics of moduli schemes weighted by the Behrend
function, as in (1.2). We include some new material here, and explain the
connection between Behrend functions and the theory of perverse sheaves and
vanishing cycles. Our main results are given in §5, including the definition
of generalized Donaldson–Thomas invariants D¯Tα(τ) ∈ Q, their deformation-
invariance, and wall-crossing formulae under change of stability condition τ .
Sections 6 and 7 give many examples, applications, and generalizations of
the theory, with §6 focussing on coherent sheaves on (possibly noncompact)
Calabi–Yau 3-folds, and §7 on representations of quivers with superpotentials,
in connection with work by many authors on 3-Calabi–Yau categories, noncom-
mutative Donaldson–Thomas invariants, and so on. One new piece of theory is
that in §6.2, motivated by ideas in Kontsevich and Soibelman [63, §2.5 & §7.1],
we define BPS invariants DˆTα(τ) by the formula
D¯Tα(τ) =
∑
m>1, m|α
1
m2
DˆTα/m(τ).
These are supposed to count ‘BPS states’ in some String Theory sense, and we
conjecture that for ‘generic’ stability conditions τ we have DˆTα(τ) ∈ Z for all α.
An analogue of this conjecture for invariants DˆTdQ(µ) counting representations
of a quiver Q without relations is proved in §7.6.
Sections 8–13 give the proofs of the main results stated in §5, and we imagine
many readers will not need to look at these. In the rest of this introduction we
survey §2–§7. Section 1.1 very briefly sketches the set-up of [49–55], which will
be explained in §2–§3. Section 1.2 discusses Behrend functions from §4, §1.3
outlines the main results in §5, and §1.4–§1.5 summarize the applications and
generalizations in §6–§7. Finally, §1.6 explains the relations between our work
and the recent paper of Kontsevich and Soibelman [63], which is summarized
in [64]. This book is surveyed in [56].
In §4–§7 we give problems for further research, as Questions or Conjectures.
1.1 Brief sketch of background from [49–55]
We recall a few important ideas from [49–55], which will be explained at greater
length in §2–§3. We work not with coarse moduli schemes, as in [100], but with
Artin stacks. Let X be a Calabi–Yau 3-fold over C, and write M for the moduli
stack of all coherent sheaves E on X . It is an Artin C-stack.
The ring of ‘stack functions’ SF(M) in [50] is basically the Grothendieck
group K0(StaM) of the 2-category StaM of stacks over M. That is, SF(M) is
generated by isomorphism classes [(R, ρ)] of representable 1-morphisms ρ : R→
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M for R a finite type Artin C-stack, with the relation
[(R, ρ)] = [(S, ρ|S)] + [(R \S, ρ|R\S)]
when S is a closed C-substack of R. But there is more to stack functions than
this. In [50] we study different kinds of stack function spaces with other choices
of generators and relations, and operations on these spaces. These include
projections Πvin : SF(M)→ SF(M) to stack functions of ‘virtual rank n’, which
act on [(R, ρ)] by modifying R depending on its stabilizer groups.
In [52, §5.2] we define a Ringel–Hall type algebra SFal(M) of stack func-
tions ‘with algebra stabilizers’ on M, with an associative, non-commutative
multiplication ∗. In [52, §5.2] we define a Lie subalgebra SFindal (M) of stack
functions ‘supported on virtual indecomposables’. In [52, §6.5] we define an
explicit Lie algebra L(X) to be the Q-vector space with basis of symbols λα for
α ∈ Knum(coh(X)), with Lie bracket
[λα, λβ ] = χ¯(α, β)λα+β , (1.3)
for α, β ∈ Knum(coh(X)), where χ¯( , ) is the Euler form on Knum(coh(X)).
As X is a Calabi–Yau 3-fold, χ¯ is antisymmetric, so (1.3) satisfies the Jacobi
identity and makes L(X) into an infinite-dimensional Lie algebra over Q.
Then in [52, §6.6] we define a Lie algebra morphism Ψ : SFindal (M)→ L(X),
as in §3.4 below. Roughly speaking this is of the form
Ψ(f) =
∑
α∈Knum(coh(X)) χ
stk
(
f |Mα
)
λα, (1.4)
where f =
∑m
i=1 ci[(Ri, ρi)] is a stack function on M , and M
α is the substack
in M of sheaves E with class α, and χstk is a kind of stack-theoretic Euler
characteristic. But in fact the definition of Ψ, and the proof that Ψ is a Lie
algebra morphism, are highly nontrivial, and use many ideas from [49, 50, 52],
including those of ‘virtual rank’ and ‘virtual indecomposable’. The problem is
that the obvious definition of χstk usually involves dividing by zero, so defining
(1.4) in a way that makes sense is quite subtle. The proof that Ψ is a Lie algebra
morphism uses Serre duality and the assumption that X is a Calabi–Yau 3-fold.
Now let τ be a stability condition on coh(X), such as Gieseker stabil-
ity. Then we have open, finite type substacks Mαss(τ),M
α
st(τ) in M of τ -
(semi)stable sheaves E in class α, for all α ∈ Knum(coh(X)). Write δ¯αss(τ)
for the characteristic function of Mαss(τ), in the sense of stack functions [50].
Then δ¯αss(τ) ∈ SFal(M). In [53, §8], we define elements ¯
α(τ) in SFal(M) by
¯α(τ) =
∑
n>1, α1,...,αn∈K
num(coh(X)):
α1+···+αn=α, τ(αi)=τ(α), all i
(−1)n−1
n
δ¯α1ss (τ) ∗ δ¯
α2
ss (τ) ∗ · · · ∗ δ¯
αn
ss (τ), (1.5)
where ∗ is the Ringel–Hall multiplication in SFal(M). Then [53, Th. 8.7] shows
that ¯α(τ) lies in the Lie subalgebra SFindal (M), a nontrivial result.
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Thus we can apply the Lie algebra morphism Ψ to ¯α(τ). In [54, §6.6] we
define invariants Jα(τ) ∈ Q for all α ∈ Knum(coh(X)) by
Ψ
(
¯α(τ)
)
= Jα(τ)λα. (1.6)
These Jα(τ) are rational numbers ‘counting’ τ -semistable sheaves E in class
α. When Mαss(τ) = M
α
st(τ) we have J
α(τ) = χ(Mαst(τ)), that is, J
α(τ) is the
na¨ıve Euler characteristic of the moduli space Mαst(τ). This is not weighted
by the Behrend function νMαst(τ), and so in general does not coincide with the
Donaldson–Thomas invariant DTα(τ) in (1.3).
As the Jα(τ) do not include Behrend functions, they do not count semistable
sheaves with multiplicity, and so they will not in general be unchanged under
deformations of the underlying Calabi–Yau 3-fold, as Donaldson–Thomas in-
variants are. However, the Jα(τ) do have very good properties under change of
stability condition. In [54] we show that if τ, τ˜ are two stability conditions on
coh(X), then we can write ¯α(τ˜ ) in terms of a (complicated) explicit formula
involving the ¯β(τ) for β ∈ Knum(coh(X)) and the Lie bracket in SFindal (M).
Applying the Lie algebra morphism Ψ shows that Jα(τ˜ )λα may be written in
terms of the Jβ(τ)λβ and the Lie bracket in L(X), and hence [54, Th. 6.28] we
get an explicit transformation law for the Jα(τ) under change of stability condi-
tion. In [55] we show how to encode invariants Jα(τ) satisfying a transformation
law in generating functions on a complex manifold of stability conditions, which
are both holomorphic and continuous, despite the discontinuous wall-crossing
behaviour of the Jα(τ). This concludes our sketch of [49–55].
1.2 Behrend functions of schemes and stacks, from §4
Let X be a C-scheme or Artin C-stack, locally of finite type, and X(C) the set
of C-points of X . The Behrend function νX : X(C) → Z is a Z-valued locally
constructible function on X , in the sense of [49]. They were introduced by
Behrend [3] for finite type C-schemes X ; the generalization to Artin stacks in
§4.1 is new but straightforward. Behrend functions are also defined for complex
analytic spaces Xan, and the Behrend function of a C-scheme X coincides with
that of the underlying complex analytic space Xan.
A good way to think of Behrend functions is as multiplicity functions. If
X is a finite type C-scheme then the Euler characteristic χ(X) ‘counts’ points
without multiplicity, so that each point of X(C) contributes 1 to χ(X). If Xred
is the underlying reduced C-scheme then Xred(C) = X(C), so χ(Xred) = χ(X),
and χ(X) does not see non-reduced behaviour in X . However, the weighted
Euler characteristic χ(X, νX) ‘counts’ each x ∈ X(C) weighted by its multi-
plicity νX(x). The Behrend function νX detects non-reduced behaviour, so in
general χ(X, νX) 6= χ(Xred, νXred). For example, let X be the k-fold point
Spec
(
C[z]/(zk)
)
for k > 1. Then X(C) is a single point x with νX(x) = k, so
χ(X) = 1 = χ(Xred, νXred), but χ(X, νX) = k.
An important moral of [3] is that (at least in moduli problems with sym-
metric obstruction theories, such as Donaldson–Thomas theory) it is better
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to ‘count’ points in a moduli scheme M by the weighted Euler characteristic
χ(M, νM) than by the unweighted Euler characteristic χ(M). One reason is
that χ(M, νM) often gives answers unchanged under deformations of the un-
derlying geometry, but χ(M) does not. For example, consider the family of
C-schemes Xt = Spec
(
C[z]/(z2 − t2)
)
for t ∈ C. Then Xt is two reduced
points ±t for t 6= 0, and a double point when t = 0. So as above we find that
χ(Xt, νXt) = 2 for all t, which is deformation-invariant, but χ(Xt) is 2 for t 6= 0
and 1 for t = 0, which is not deformation-invariant.
Here are some important properties of Behrend functions:
(i) If X is a smooth Artin C-stack of dimension n ∈ Z then νX ≡ (−1)n.
(ii) If ϕ : X → Y is a smooth 1-morphism of Artin C-stacks of relative
dimension n ∈ Z then νX ≡ (−1)
nf∗(νY ).
(iii) Suppose X is a proper C-scheme equipped with a symmetric obstruction
theory, and [X ]vir is the corresponding virtual class. Then∫
[X]vir 1 = χ(X, νX) ∈ Z. (1.7)
(iv) Let U be a complex manifold and f : U → C a holomorphic function,
and define X to be the complex analytic space Crit(f) ⊆ U . Then the
Behrend function νX of X is given by
νX(x) = (−1)
dimU
(
1− χ(MFf (x))
)
for x ∈ X , (1.8)
where MFf (x) is the Milnor fibre of f at x.
Equation (1.7) explains the equivalence of the two expressions for DTα(τ) in
(1.1) and (1.2) above. The Milnor fibre description (1.8) of Behrend functions
will be crucial in proving the Behrend function identities (1.10)–(1.11) below.
1.3 Summary of the main results in §5
The basic idea behind this whole book is that we should insert the Behrend
function νM of the moduli stack M of coherent sheaves in X as a weight in
the programme of [49–55] summarized in §1.1. Thus we will obtain weighted
versions Ψ˜ of the Lie algebra morphism Ψ of (1.4), and D¯Tα(τ) of the counting
invariant Jα(τ) ∈ Q in (1.6). Here is how this is worked out in §5.
We define a modification L˜(X) of the Lie algebra L(X) above, the Q-vector
space with basis of symbols λ˜α for α ∈ Knum(coh(X)), with Lie bracket
[λ˜α, λ˜β ] = (−1)χ¯(α,β)χ¯(α, β)λ˜α+β ,
which is (1.3) with a sign change. Then we define a Lie algebra morphism
Ψ˜ : SFindal (M)→ L˜(X). Roughly speaking this is of the form
Ψ˜(f) =
∑
α∈Knum(coh(X)) χ
stk
(
f |Mα , νM
)
λ˜α, (1.9)
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that is, in (1.4) we replace the stack-theoretic Euler characteristic χstk with a
stack-theoretic Euler characteristic weighted by the Behrend function νM.
The proof that Ψ˜ is a Lie algebra morphism combines the proof in [52] that
Ψ is a Lie algebra morphism with the two Behrend function identities
νM(E1 ⊕ E2) = (−1)
χ¯([E1],[E2])νM(E1)νM(E2), (1.10)∫
[λ]∈P(Ext1(E2,E1)):
λ⇔ 0→E1→F→E2→0
νM(F )dχ−
∫
[λ′]∈P(Ext1(E1,E2)):
λ′ ⇔ 0→E2→F
′→E1→0
νM(F
′)dχ
=
(
dimExt1(E2, E1)− dimExt
1(E1, E2)
)
νM(E1 ⊕ E2),
(1.11)
which will be proved in Theorem 5.11. Here in (1.11) the correspondence be-
tween [λ] ∈ P(Ext1(E2, E1)) and F ∈ coh(X) is that [λ] ∈ P(Ext
1(E2, E1))
lifts to some 0 6= λ ∈ Ext1(E2, E1), which corresponds to a short exact se-
quence 0 → E1 → F → E2 → 0 in coh(X). The function [λ] 7→ νM(F ) is
a constructible function P(Ext1(E2, E1)) → Z, and the integrals in (1.11) are
integrals of constructible functions using Euler characteristic as measure, as
in [49].
Proving (1.10)–(1.11) requires a deep understanding of the local structure
of the moduli stack M, which is of interest in itself. First we show in §8 using
a composition of Seidel–Thomas twists by OX(−n) for n 0 that M is locally
1-isomorphic to the moduli stack Vect of vector bundles on X . Then we prove
in §9 that near [E] ∈ Vect(C), an atlas for Vect can be written locally in the
complex analytic topology in the form Crit(f) for f : U → C a holomorphic
function on an open set U in Ext1(E,E). These U, f are not algebraic, they
are constructed using gauge theory on the complex vector bundle E over X
and transcendental methods. Finally, we deduce (1.10)–(1.11) in §10 using the
Milnor fibre expression (1.8) for Behrend functions applied to these U, f .
We then define generalized Donaldson–Thomas invariants D¯Tα(τ) ∈ Q by
Ψ˜
(
¯α(τ)
)
= −D¯Tα(τ)λ˜α, (1.12)
as in (1.6). When Mαss(τ) =M
α
st(τ) we have ¯
α(τ) = δ¯αss(τ), and (1.9) gives
Ψ˜
(
¯α(τ)
)
= χstk
(
Mαst(τ), νMαst(τ)
)
λ˜α. (1.13)
The projection pi : Mαst(τ)→M
α
st(τ) from the moduli stack to the coarse moduli
scheme is smooth of dimension −1, so νMαst(τ) = −pi
∗(νMαst(τ)) by (ii) in §1.2,
and comparing (1.2), (1.12), (1.13) shows that D¯Tα(τ) = DTα(τ). But our
new invariants D¯Tα(τ) are also defined for α with Mαss(τ) 6= M
α
st(τ), when
conventional Donaldson–Thomas invariants DTα(τ) are not defined.
Write C(coh(X)) =
{
[E] ∈ Knum(coh(X)) : 0 6= E ∈ coh(X)
}
for the
‘positive cone’ of classes in Knum(coh(X)) of nonzero objects in coh(X). Then
Mαss(τ) = M
α
st(τ) = ∅ if α ∈ K
num(coh(X)) \ C(coh(X)), so D¯Tα(τ) = 0. By
convention the zero sheaf is not (semi)stable, so M0ss(τ) = ∅ and D¯T
0(τ) = 0.
Since Ψ˜ is a Lie algebra morphism, the change of stability condition formula
for the ¯α(τ) in [54] implies a formula for the elements −D¯Tα(τ)λ˜α in L˜(X),
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and thus a transformation law for the invariants D¯Tα(τ), of the form
D¯Tα(τ˜ ) =∑
iso.
classes
of finite
sets I
∑
κ:I→C(coh(X)):∑
i∈I κ(i)=α
∑
connected,
simply-
connected
digraphs Γ,
vertices I
(−1)|I|−1V (I,Γ, κ; τ, τ˜ ) ·
∏
i∈I
D¯Tκ(i)(τ)
·(−1)
1
2
∑
i,j∈I |χ¯(κ(i),κ(j))| ·
∏
edges
i
• →
j
• in Γ
χ¯(κ(i), κ(j)),
(1.14)
where χ¯ is the Euler form on Knum(coh(X)), and V (I,Γ, κ; τ, τ˜) ∈ Q are com-
binatorial coefficients defined in §3.5.
To study our new invariants D¯Tα(τ), we find it helpful to introduce another
family of invariants PIα,n(τ ′), similar to Pandharipande–Thomas invariants
[86]. Let n 0 be fixed. A stable pair is a nonzero morphism s : OX(−n)→ E
in coh(X) such that E is τ -semistable, and if Im s ⊂ E′ ⊂ E with E′ 6= E
then τ([E′]) < τ([E]). For α ∈ Knum(coh(X)) and n  0, the moduli space
Mα,nstp (τ
′) of stable pairs s : OX(−n)→ X with [E] = α is a fine moduli scheme,
which is proper and has a symmetric obstruction theory. We define
PIα,n(τ ′) =
∫
[Mα,nstp (τ
′)]vir 1 = χ
(
Mα,nstp (τ
′), νMα,nstp (τ ′)
)
∈ Z, (1.15)
where the second equality follows from (1.7). By a similar proof to that for
Donaldson–Thomas invariants in [100], we find that PIα,n(τ ′) is unchanged
under deformations of the underlying Calabi–Yau 3-fold X .
By a wall-crossing proof similar to that for (1.14), we show that PIα,n(τ ′)
can be written in terms of the D¯T β(τ) by
PIα,n(τ ′) =
∑
α1,...,αl∈C(coh(X)),
l>1: α1+···+αl=α,
τ(αi)=τ(α), all i
(−1)l
l!
l∏
i=1
[
(−1)χ¯([OX(−n)]−α1−···−αi−1,αi)
χ¯
(
[OX(−n)]−α1−· · ·−αi−1, αi
)
D¯Tαi(τ)
]
,
(1.16)
for n 0. Dividing the sum in (1.16) into cases l = 1 and l > 1 gives
PIα,n(τ ′) = (−1)P (n)−1P (n)D¯Tα(τ) +
{
terms in
∏l
i=1 D¯T
αi(τ), l > 2
}
,
(1.17)
where P (n) = χ¯([OX(−n)], α) is the Hilbert polynomial of α, so that P (n) > 0
for n  0. As PIα,n(τ ′) is deformation-invariant, we deduce from (1.17) by
induction on rankα with dimα fixed that D¯Tα(τ) is also deformation-invariant.
The pair invariants PIα,n(τ ′) are a useful tool for computing the D¯Tα(τ)
in examples in §6. The method is to describe the moduli spaces Mα,nstp (τ
′)
explicitly, and then use (1.15) to compute PIα,n(τ ′), and (1.16) to deduce the
values of D¯Tα(τ). Our point of view is that the D¯Tα(τ) are of primary interest,
and the PIα,n(τ ′) are secondary invariants, of less interest in themselves.
1.4 Examples and applications in §6
In §6 we compute the invariants D¯Tα(τ) and PIα,n(τ ′) in several examples.
One basic example is this: suppose that E is a rigid, τ -stable sheaf in class
10
α in Knum(coh(X)), and that the only τ -semistable sheaf in class mα up to
isomorphism is mE = ⊕mE, for all m > 1. Then we show that
D¯Tmα(τ) =
1
m2
for all m > 1. (1.18)
Thus the D¯Tα(τ) can lie in Q \ Z. We think of (1.18) as a ‘multiple cover for-
mula’, similar to the well known Aspinwall–Morrison computation for a Calabi–
Yau 3-fold X , that a rigid embedded CP1 in class α ∈ H2(X ;Z) contributes
1/m3 to the genus zero Gromov–Witten invariant GW0,0(mα) of X in class mα
for all m>1.
In Gromov–Witten theory, one defines Gopakumar–Vafa invariants GVg(α)
which are Q-linear combinations of Gromov–Witten invariants, and are conjec-
tured to be integers, so that they ‘count’ curves in X in a more meaningful way.
For a Calabi–Yau 3-fold in genus g = 0 these satisfy
GW0,0(α) =
∑
m>1, m|α
1
m3
GV0(α/m),
where the factor 1/m3 is the Aspinwall–Morrison contribution. In a similar
way, and following Kontsevich and Soibelman [63, §2.5 & §7.1], we define BPS
invariants DˆTα(τ) to satisfy
D¯Tα(τ) =
∑
m>1, m|α
1
m2
DˆTα/m(τ), (1.19)
where the factor 1/m2 comes from (1.18). The inverse of (1.19) is
DˆTα(τ) =
∑
m>1, m|α
Mo¨(m)
m2
D¯Tα/m(τ),
where Mo¨(m) is the Mo¨bius function from elementary number theory. We have
DˆTα(τ) = DTα(τ) when Mαss(τ) = M
α
st(τ), so the BPS invariants are also
generalizations of Donaldson–Thomas invariants.
A stability condition (τ, T,6), or τ for short, on coh(X) is a totally ordered
set (T,6) and a map τ : C(coh(X))→ T such that if α, β, γ ∈ C(coh(X)) with
β = α + γ then τ(α) < τ(β) < τ(γ) or τ(α) = τ(β) = τ(γ) or τ(α) > τ(β) >
τ(γ). We call a stability condition τ generic if for all α, β ∈ C(coh(X)) with
τ(α) = τ(β) we have χ¯(α, β) = 0, where χ¯ is the Euler form of coh(X). We
conjecture that if τ is generic, then DˆTα(τ) ∈ Z for all α ∈ C(coh(X)). We
give evidence for this conjecture, and in §7.6 we prove the analogous result for
invariants DˆTdQ(µ) counting representations of a quiver Q without relations.
In the situations in §6–§7 in which we can compute invariants explicitly, we
usually find that the values of PIα,n(τ ′) are complicated (often involving gen-
erating functions with a MacMahon function type factorization), the values of
D¯Tα(τ) are simpler, and the values of DˆTα(τ) are simplest of all. For example,
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for dimension zero sheaves, if p = [Ox] ∈ Knum(coh(X)) is the class of a point
sheaf, and χ(X) is the Euler characteristic of the Calabi–Yau 3-fold X , we have
1 +
∑
d>1 PI
dp,n(τ ′)sd =
∏
k>1
(
1− (−s)k
)
−k χ(X),
D¯T dp(τ) = −χ(X)
∑
l>1, l|d
1
l2 , and DˆT
dp(τ) = −χ(X), all d > 1.
1.5 Extension to quivers with superpotentials in §7
Section 7 studies an analogue of Donaldson–Thomas theory in which the abelian
category coh(X) of coherent sheaves on a Calabi–Yau 3-fold is replaced by the
abelian category mod-CQ/I of representations of a quiver with relations (Q, I),
where the relations I are defined using a superpotential W on the quiver Q.
This builds on the work of many authors; we mention in particular Ginzburg
[30], Hanany et al. [26, 36–38], Nagao and Nakajima [83–85], Reineke et al.
[24, 82, 88–90], Szendro˝i [99], and Young and Bryan [104, 105].
Categories mod-CQ/I coming from a quiver Q with superpotential W share
two important properties with categories coh(X) for X a Calabi–Yau 3-fold:
(a) The moduli stack MQ,I of objects in mod-CQ/I can locally be written in
terms of Crit(f) for f : U → C holomorphic and U smooth.
(b) For all D,E in mod-CQ/I we have
χ¯
(
dimD,dimE
)
=
(
dimHom(D,E)− dimExt1(D,E)
)
−(
dimHom(E,D)− dimExt1(E,D)
)
,
where χ¯ : ZQ0 × ZQ0 is an explicit antisymmetric biadditive form on the
group of dimension vectors for Q.
Using these we can extend most of §1.3 to mod-CQ/I: the Behrend function
identities (1.10)–(1.11), the Lie algebra L˜(X) and Lie algebra morphism Ψ˜, the
invariants D¯Tα(τ), P Iα,n(τ ′) and their transformation laws (1.14) and (1.16).
We allow the case W ≡ 0, so that mod-CQ/I = mod-CQ, the representations
of a quiver Q without relations.
One aspect of the Calabi–Yau 3-fold case which does not extend is that
in coh(X) the moduli schemes Mαss(τ) and M
α,n
stp (τ
′) are proper, but the ana-
logues in mod-CQ/I are not. Properness is essential for forming virtual cycles
and proving deformation-invariance of D¯Tα(τ), P Iα,n(τ ′). Therefore, the quiver
analogues of D¯Tα(τ), P Iα,n(τ ′) will in general not be invariant under deforma-
tions of the superpotential W .
It is an interesting question why such categories mod-CQ/I should be good
analogues of coh(X) for X a Calabi–Yau 3-fold. In some important classes of
examples Q,W , such as those coming from theMcKay correspondence for C3/G
for finite G ⊂ SL(3,C), or from a consistent brane tiling, the abelian category
mod-CQ/I is 3-Calabi–Yau, that is, Serre duality holds in dimension 3, so that
Exti(D,E) ∼= Ext3−i(E,D)∗ for all D,E in mod-CQ/I. In the general case,
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mod-CQ/I can be embedded as the heart of a t-structure in a 3-Calabi–Yau
triangulated category T .
It turns out that our new Donaldson–Thomas type invariants for quivers
D¯TdQ,I(µ), DˆT
d
Q,I(µ) have not really been considered, but the quiver analogues
of pair invariants PIα,n(τ ′), which we write as NDT d,eQ,I(µ
′), are known in the
literature as noncommutative Donaldson–Thomas invariants, and studied in
[24, 82, 88–90,99, 104, 105]. We prove that the analogue of (1.16) holds:
NDT d,eQ,I(µ
′) =
∑
d1,...,dl∈C(mod-CQ/I),
l>1: d1+···+dl=d,
µ(di)=µ(d), all i
(−1)l
l!
l∏
i=1
[
(−1)e·di−χ¯(d1+···+di−1,di)(
e · di − χ¯(d1+· · ·+di−1,di)
)
D¯TdiQ,I(µ)
]
.
(1.20)
We use computations ofNDT d,eQ,I(µ
′) in examples by Szendro˝i [99] and Young
and Bryan [105], and equation (1.20) to deduce values of D¯TdQ,I(µ) and hence
DˆTdQ,I(µ) in examples. We find the NDT
d,e
Q,I(µ
′) are complicated, the D¯TdQ,I(µ)
simpler, and the DˆTdQ,I(µ) are very simple; this suggests that the DˆT
d
Q,I(µ) may
be more useful invariants than the NDT d,eQ,I(µ
′), a better tool for understanding
what is really going on in these examples.
For quivers Q without relations (that is, with superpotential W ≡ 0) and
for generic slope stability conditions µ on mod-CQ, we prove using work of
Reineke [88, 90] that the quiver BPS invariants DˆTdQ(µ) are integers.
1.6 Relation to the work of Kontsevich and Soibelman [63]
The recent paper of Kontsevich and Soibelman [63], summarized in [64], has sig-
nificant overlaps with this book, and with the previously published series [49–55].
Kontsevich and Soibelman also study generalizations of Donaldson–Thomas in-
variants, but they are more ambitious than us, and work in a more general
context — they consider derived categories of coherent sheaves, Bridgeland sta-
bility conditions, and general motivic invariants, whereas we work only with
abelian categories of coherent sheaves, Gieseker stability, and the Euler charac-
teristic.
The large majority of the research in this book was done independently
of [63]. After the appearance of Behrend’s seminal paper [3] in 2005, it was clear
to the first author that Behrend’s approach should be integrated with [49–55]
to extend Donaldson–Thomas theory, much along the lines of the present book.
Within a few months the first author applied for an EPSRC grant to do this,
and started work on the project with the second author in October 2006.
When we first received an early version of [63] in April 2008, we understood
the material of §5.3–§5.4 below and many of the examples in §6, and had written
§12 as a preprint, and we knew we had to prove the Behrend function identities
(1.10)–(1.11), but for some months we were unable to do so. Our eventual
solution of the problem, in §5.1–§5.2, was rather different to the Kontsevich–
Soibelman formal power series approach in [63, §4.4 & §6.3].
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There are three main places in this book in which we have made important
use of ideas from Kontsevich and Soibelman [63], which we would like to ac-
knowledge with thanks. The first is that in the proof of (1.10)–(1.11) in §10 we
localize by the action of
{
idE1 +λ idE2 : λ ∈ U(1)
}
on Ext1(E1 ⊕ E2, E1 ⊕ E2),
which is an idea we got from [63, Conj. 4, §4.4]. The second is that in §6.2 one
should define BPS invariants DˆTα(τ), and they should be integers for generic τ ,
which came from [63, §2.5 & §7.1]. The third is that in §7 one should consider
Donaldson–Thomas theory for mod-CQ/I coming from a quiver Q with arbi-
trary minimal superpotential W , rather than only those for which mod-CQ/I
is 3-Calabi–Yau, which came in part from [63, Th. 9, §8.1].
Having said all this, we should make it clear that the parallels between large
parts of [49–55] and this book on the one hand, and large parts of [63, §§1,2,4,6
& 7] on the other, are really very close indeed. Some comparisons:
• ‘Motivic functions in the equivariant setting’ [63, §4.2] are basically the
stack functions of [50].
• The ‘motivic Hall algebra’ H(C) [63, §6.1] is a triangulated category ver-
sion of Ringel–Hall algebras of stack functions SF(MA) in [52, §5].
• The ‘motivic quantum torus’ RΓ in [63, §6.2] is basically the algebra
A(A,Λ, χ) in [52, §6.2].
• The Lie algebra gΓ of [63, §1.4] is our L˜(X) in §1.3.
• The algebra morphism Φ : H(C) → RΓ in [63, Th. 8] is similar to the
algebra morphism ΦΛ : SF(MA) → A(A,Λ, χ) in [52, §6.2], and our Lie
algebra morphism Ψ˜ in §5.3 should be some kind of limit of their Φ.
• Once their algebra morphism Φ and our Lie algebra morphism Ψ˜ are con-
structed, we both follow the method of [54] exactly to define Donaldson–
Thomas invariants and prove wall-crossing formulae for them.
• Our D¯Tα(τ) and DˆTα(τ) in §5.3, §6.2 should correspond to their ‘quasi-
classical invariants’ −a(α) and Ω(α) in [63, §2.5 & §7.1], respectively.
Some differences between our programme and that of [63]:
• Nearly every major result in [63] depends explicitly or implicitly on con-
jectures, whereas by being less ambitious, we can give complete proofs.
• Kontsevich and Soibelman also tackle issues to do with triangulated cat-
egories, such as including Exti(D,E) for i < 0, which we do not touch.
• Although our wall-crossing formulae are both proved using the method
of [54], we express them differently. Our formulae are written in terms of
combinatorial coefficients S,U(α1, . . . , αn; τ, τ˜) and V (I,Γ, κ; τ, τ˜), as in
§3.3 and §3.5. These are not easy to work with; see §13.3 for a computation
of U(α1, . . . , αn; τ, τ˜ ) in an example.
By contrast, Kontsevich and Soibelman write their wall-crossing formulae
in terms of products in a pro-nilpotent Lie group GV . This seems to be
an important idea, and may be a more useful point of view than ours.
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See Reineke [90] for a proof of an integrality conjecture [63, Conj. 1] on
factorizations in GV , which is probably related to our Theorem 7.29.
• We prove the Behrend function identities (1.10)–(1.11) by first showing
that near a point [E] the moduli stack M can be written in terms of
Crit(f) for f : U → C holomorphic and U open in Ext1(E,E). The proof
uses gauge theory and transcendental methods, and works only over C.
Their parallel passages [63, §4.4 & §6.3] work over a field K of charac-
teristic zero, and say that the formal completion Mˆ[E] of M at [E] can
be written in terms of Crit(f) for f a formal power series on Ext1(E,E),
with no convergence criteria. Their analogue of (1.10)–(1.11), [63, Conj. 4],
concerns the ‘motivic Milnor fibre’ of the formal power series f .
• In [50, 52–54] the first author put a lot of effort into the difficult idea
of ‘virtual rank’, the projections Πvin on stack functions, the Lie algebra
SFindal (M) of stack functions ‘supported on virtual indecomposables’, and
the proof [53, Th. 8.7] that ¯α(τ) in (1.5) lies in SFindal (M). This is very
important for us, as our Lie algebra morphism Ψ˜ in (1.9) is defined only on
SFindal (M), so D¯T
α(τ) in (1.12) is only defined because ¯α(τ) ∈ SFindal (M).
Most of this has no analogue in [63], but they come up against the problem
this technology was designed to solve in [63, §7]. Roughly speaking, they
first define Donaldson–Thomas invariants D¯TαvP(τ) over virtual Poincare´
polynomials, which are rational functions in t. They then want to special-
ize to t = −1 to get Donaldson–Thomas invariants over Euler character-
istics, which should coincide with our D¯Tα(τ). But this is only possible
if D¯TαvP(τ) has no pole at t = −1, which they assume in their ‘absence of
poles conjectures’ in [63, §7]. The fact that ¯α(τ) lies in SFindal (M) should
be the key to proving these conjectures.
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2 Constructible functions and stack functions
We begin with some background material on Artin stacks, constructible func-
tions, stack functions, and motivic invariants, drawn mostly from [49, 50].
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2.1 Artin stacks and (locally) constructible functions
Artin stacks are a class of geometric spaces, generalizing schemes and algebraic
spaces. For a good introduction to Artin stacks see Go´mez [31], and for a
thorough treatment see Laumon and Moret-Bailly [67]. We make the convention
that all Artin stacks in this book are locally of finite type, and substacks are
locally closed. We work throughout over an algebraically closed field K. For the
parts of the story involving constructible functions, or needing a well-behaved
notion of Euler characteristic, K must have characteristic zero.
Artin K-stacks form a 2-category. That is, we have objects which areK-stacks
F,G, and also two kinds of morphisms, 1-morphisms φ, ψ : F → G between K-
stacks, and 2-morphisms A : φ→ ψ between 1-morphisms.
Definition 2.1. Let K be an algebraically closed field, and F a K-stack. Write
F(K) for the set of 2-isomorphism classes [x] of 1-morphisms x : SpecK → F.
Elements of F(K) are called K-points, or geometric points, of F. If φ : F→ G is a
1-morphism then composition with φ induces a map of sets φ∗ : F(K)→ G(K).
For a 1-morphism x : SpecK → F, the stabilizer group IsoF(x) is the group
of 2-morphisms x → x. When F is an Artin K-stack, IsoF(x) is an algebraic
K-group. We say that F has affine geometric stabilizers if IsoF(x) is an affine
algebraic K-group for all 1-morphisms x : SpecK→ F.
As an algebraic K-group up to isomorphism, IsoF(x) depends only on the
isomorphism class [x] ∈ F(K) of x in Hom(SpecK,F). If φ : F → G is
a 1-morphism, composition induces a morphism of algebraic K-groups φ∗ :
IsoF([x])→ IsoG
(
φ∗([x])
)
, for [x] ∈ F(K).
Next we discuss constructible functions on K-stacks, following [49].
Definition 2.2. Let K be an algebraically closed field of characteristic zero,
and F an Artin K-stack. We call C ⊆ F(K) constructible if C =
⋃
i∈I Fi(K),
where {Fi : i ∈ I} is a finite collection of finite type Artin K-substacks Fi
of F. We call S ⊆ F(K) locally constructible if S ∩ C is constructible for all
constructible C ⊆ F(K).
A function f : F(K) → Q is called constructible if f(F(K)) is finite and
f−1(c) is a constructible set in F(K) for each c ∈ f(F(K)) \ {0}. A function
f : F(K) → Q is called locally constructible if f · δC is constructible for all
constructible C ⊆ F(K), where δC is the characteristic function of C. Write
CF(F) and LCF(F) for the Q-vector spaces of Q-valued constructible and locally
constructible functions on F.
Following [49, Def.s 4.8, 5.1 & 5.5] we define pushforwards and pullbacks of
constructible functions along 1-morphisms.
Definition 2.3. Let K have characteristic zero, and F be an Artin K-stack with
affine geometric stabilizers and C ⊆ F(K) be constructible. Then [49, Def. 4.8]
defines the na¨ıve Euler characteristic χna(C) of C. It is called na¨ıve as it takes
no account of stabilizer groups. For f ∈ CF(F), define χna(F, f) in Q by
χna(F, f) =
∑
c∈f(F(K))\{0} c χ
na
(
f−1(c)
)
.
16
Let F,G be Artin K-stacks with affine geometric stabilizers, and φ : F→ G
a 1-morphism. For f ∈ CF(F), define CFna(φ)f : G(K)→ Q by
CFna(φ)f(y) = χna
(
F, f · δφ−1∗ (y)
)
for y ∈ G(K),
where δφ−1∗ (y) is the characteristic function of φ
−1
∗ ({y}) ⊆ G(K) on G(K). Then
CFna(φ) : CF(F)→ CF(G) is a Q-linear map called the na¨ıve pushforward.
Now suppose φ is representable. Then for any x ∈ F(K) we have an injective
morphism φ∗ : IsoF(x) → IsoG
(
φ∗(x)
)
of affine algebraic K-groups. The image
φ∗
(
IsoF(x)
)
is an affine algebraic K-group closed in IsoG
(
φ∗(x)
)
, so the quotient
IsoG
(
φ∗(x)
)
/φ∗
(
IsoF(x)
)
exists as a quasiprojectiveK-variety. Define a function
mφ : F(K) → Z by mφ(x) = χ
(
IsoG(φ∗(x))/φ∗(IsoF(x))
)
for x ∈ F(K). For
f ∈ CF(F), define CFstk(φ)f : G(K)→ Q by
CFstk(φ)f(y) = χna
(
F,mφ · f · δφ−1∗ (y)
)
for y ∈ G(K).
An alternative definition is
CFstk(φ)f(y) = χ
(
F×φ,G,y SpecK, pi
∗
F(f)
)
for y ∈ G(K),
where F×φ,G,y SpecK is a K-scheme (or algebraic space) as φ is representable,
and χ(· · · ) is the Euler characteristic of this K-scheme weighted by pi∗F(f). These
two definitions are equivalent as the projection pi1 : F×φ,G,ySpecK→ F induces
a map on K-points (pi1)∗ : (F ×φ,G,y SpecK)(K) → φ−1∗ (y) ⊂ F(K), and the
fibre of (pi1)∗ over x ∈ φ−1∗ (y) is
(
IsoG(φ∗(x))/φ∗(IsoF(x))
)
(K), with Euler
characteristic mφ(x). Then CF
stk(φ) : CF(F) → CF(G) is a Q-linear map
called the stack pushforward. If F,G are K-schemes then CFna(φ),CFstk(φ)
coincide, and we write them both as CF(φ) : CF(F)→ CF(G).
Let θ : F → G be a finite type 1-morphism. If C ⊆ G(K) is constructible
then so is θ−1∗ (C) ⊆ F(K). It follows that if f ∈ CF(G) then f ◦θ∗ lies in CF(F).
Define the pullback θ∗ : CF(G)→ CF(F) by θ∗(f) = f ◦ θ∗. It is a linear map.
Here [49, Th.s 4.9, 5.4, 5.6 & Def. 5.5] are some properties of these.
Theorem 2.4. Let K have characteristic zero, E,F,G,H be Artin K-stacks with
affine geometric stabilizers, and β : F→ G, γ : G→ H be 1-morphisms. Then
CFna(γ ◦ β) = CFna(γ) ◦ CFna(β) : CF(F)→ CF(H), (2.1)
CFstk(γ ◦ β) = CFstk(γ) ◦ CFstk(β) : CF(F)→ CF(H), (2.2)
(γ ◦ β)∗ = β∗ ◦ γ∗ : CF(H)→ CF(F), (2.3)
supposing β, γ representable in (2.2), and of finite type in (2.3). If
E η
//
θ

G
ψ

F
φ // H
is a Cartesian square with
η, φ representable and
θ, ψ of finite type, then
the following commutes:
CF(E)
CFstk(η)
// CF(G)
CF(F)
CFstk(φ) //
θ∗
OO
CF(H).
ψ∗
OO
(2.4)
As discussed in [49, §3.3], equation (2.2) is false for K of positive character-
istic, so constructible function methods tend to fail in positive characteristic.
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2.2 Stack functions
Stack functions are a universal generalization of constructible functions intro-
duced in [50, §3]. Here [50, Def. 3.1] is the basic definition.
Definition 2.5. Let K be an algebraically closed field, and F be an Artin
K-stack with affine geometric stabilizers. Consider pairs (R, ρ), where R is a
finite type Artin K-stack with affine geometric stabilizers and ρ : R → F is a
1-morphism. We call two pairs (R, ρ), (R′, ρ′) equivalent if there exists a 1-
isomorphism ι : R → R′ such that ρ′ ◦ ι and ρ are 2-isomorphic 1-morphisms
R→ F. Write [(R, ρ)] for the equivalence class of (R, ρ). If (R, ρ) is such a pair
and S is a closed K-substack of R then (S, ρ|S), (R\S, ρ|R\S) are pairs of the
same kind.
Define SF(F) to be the Q-vector space generated by equivalence classes
[(R, ρ)] as above, with for each closed K-substack S of R a relation
[(R, ρ)] = [(S, ρ|S)] + [(R \S, ρ|R\S)]. (2.5)
Define SF(F) to be theQ-vector space generated by [(R, ρ)] with ρ representable,
with the same relations (2.5). Then SF(F) ⊆ SF(F).
Elements of SF(F) will be called stack functions. We write stack functions
either as letters f, g, . . . , or explicitly as sums
∑m
i=1 ci[(Ri, ρi)]. If [(R, ρ)] is a
generator of SF(F) and Rred is the reduced substack of R then Rred is a closed
substack of R and the complement R \Rred is empty. Hence (2.5) implies that
[(R, ρ)] = [(Rred, ρ|Rred )].
Thus, the relations (2.5) destroy all information on nilpotence in the stack struc-
ture of R. In [50, Def. 3.2] we relate CF(F) and SF(F).
Definition 2.6. Let F be an Artin K-stack with affine geometric stabilizers,
and C ⊆ F(K) be constructible. Then C =
∐n
i=1Ri(K), for R1, . . . ,Rn finite
type K-substacks of F. Let ρi : Ri → F be the inclusion 1-morphism. Then
[(Ri, ρi)] ∈ SF(F). Define δ¯C =
∑n
i=1[(Ri, ρi)] ∈ SF(F). We think of this
stack function as the analogue of the characteristic function δC ∈ CF(F) of C.
When K has characteristic zero, define a Q-linear map ιF : CF(F) → SF(F) by
ιF(f) =
∑
06=c∈f(F(K)) c · δ¯f−1(c). Define Q-linear pi
stk
F : SF(F)→ CF(F) by
pistkF
(∑n
i=1 ci[(Ri, ρi)]
)
=
∑n
i=1 ciCF
stk(ρi)1Ri ,
where 1Ri is the function 1 in CF(Ri). Then [50, Prop. 3.3] shows pi
stk
F ◦ ιF is
the identity on CF(F). Thus, ιF is injective and pi
stk
F is surjective. In general ιF
is far from surjective, and SF, SF(F) are much larger than CF(F).
The operations on constructible functions in §2.1 extend to stack functions.
Definition 2.7. Define multiplication ‘ · ’ on SF(F) by
[(R, ρ)] · [(S, σ)] = [(R×ρ,F,σ S, ρ ◦ piR)]. (2.6)
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This extends to a Q-bilinear product SF(F) × SF(F) → SF(F) which is com-
mutative and associative, and SF(F) is closed under ‘ · ’. Let φ : F → G be
a 1-morphism of Artin K-stacks with affine geometric stabilizers. Define the
pushforward φ∗ : SF(F)→SF(G) by
φ∗ :
∑m
i=1 ci[(Ri, ρi)] 7−→
∑m
i=1 ci[(Ri, φ ◦ ρi)].
If φ is representable then φ∗ maps SF(F)→SF(G). For φ of finite type, define
pullbacks φ∗ : SF(G)→SF(F), φ∗ : SF(G)→SF(F) by
φ∗ :
∑m
i=1 ci[(Ri, ρi)] 7−→
∑m
i=1 ci[(Ri ×ρi,G,φ F, piF)]. (2.7)
The tensor product ⊗ :SF(F)×SF(G)→SF(F×G) or SF(F)×SF(G)→SF(F×G) is(∑m
i=1 ci[(Ri, ρi)]
)
⊗
(∑n
j=1 dj [(Sj , σj)]
)
=
∑
i,j cidj [(Ri×Sj , ρi×σj)]. (2.8)
Here [50, Th. 3.5] is the analogue of Theorem 2.4.
Theorem 2.8. Let E,F,G,H be Artin K-stacks with affine geometric stabilizers,
and β : F→ G, γ : G→ H be 1-morphisms. Then
(γ◦β)∗=γ∗◦β∗ : SF(F)→SF(H), (γ◦β)∗=γ∗◦β∗ : SF(F)→SF(H),
(γ◦β)∗=β∗◦γ∗ : SF(H)→SF(F), (γ◦β)∗=β∗◦γ∗ : SF(H)→SF(F),
for β, γ representable in the second equation, and of finite type in the third and
fourth. If f, g ∈ SF(G) and β is finite type then β∗(f · g) = β∗(f) · β∗(g). If
E η
//
θ
G
ψ

F
φ // H
is a Cartesian square with
θ, ψ of finite type, then
the following commutes:
SF(E) η∗
// SF(G)
SF(F)
φ∗ //
θ∗
OO
SF(H).
ψ∗
OO
The same applies for SF(E), . . . , SF(H) if η, φ are representable.
In [50, Prop. 3.7 & Th. 3.8] we relate pushforwards and pullbacks of stack
and constructible functions using ιF, pi
stk
F .
Theorem 2.9. Let K have characteristic zero, F,G be Artin K-stacks with
affine geometric stabilizers, and φ : F→ G be a 1-morphism. Then
(a) φ∗◦ιG= ιF◦φ∗ : CF(G)→SF(F) if φ is of finite type;
(b) pistkG ◦ φ∗ = CF
stk(φ) ◦ pistkF : SF(F)→ CF(G) if φ is representable; and
(c) pistkF ◦ φ
∗ = φ∗ ◦ pistkG : SF(G)→ CF(F) if φ is of finite type.
In [50, §3] we extend all the material on SF, SF(F) to local stack functions
LSF,LSF(F), the analogues of locally constructible functions. The main differ-
ences are in which 1-morphisms must be of finite type.
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2.3 Operators Πµ and projections Πvin
We will need the following standard notation and facts about algebraicK-groups
and tori, which can be found in Borel [10]. Throughout K is an algebraically
closed field and G is an affine algebraic K-group.
• Write Gm for K \ {0} as a K-group under multiplication.
• By a torus we mean an algebraic K-group isomorphic to Gkm for some
k > 0. A subtorus of G means a K-subgroup of G which is a torus.
• A maximal torus in G is a subtorus TG contained in no larger subtorus
T in G. All maximal tori in G are conjugate by Borel [10, Cor. IV.11.3].
The rank rkG is the dimension of any maximal torus. A maximal torus
in GL(k,K) is the subgroup Gkm of diagonal matrices.
• Let T be a torus and H a closed K-subgroup of T . Then H is isomorphic
to Gkm ×K for some k > 0 and finite abelian group K.
• If S is a subset of TG, define the centralizer of S in G to be CG(S) = {γ ∈
G : γs = sγ ∀s ∈ S}, and the normalizer of S in G to be NG(S) = {γ ∈
G : γ−1Sγ = S}. They are closed K-subgroups of G containing TG, and
CG(S) is normal in NG(S).
• The quotient group W (G, TG) = NG(TG)/CG(TG) is called the Weyl
group of G. As in [10, IV.11.19] it is a finite group, which acts on TG.
• Define the centre of G to be C(G) = {γ ∈ G : γδ = δγ ∀δ ∈ G}. It is a
closed K-subgroup of G.
• An algebraicK-groupG is called special if every principal G-bundle locally
trivial in the e´tale topology is also locally trivial in the Zariski topology.
Properties of specialK-groups can be found in [16, §§1.4, 1.5 & 5.5] and [50,
§2.1]. Special K-groups are always affine and connected. Products of
special groups are special.
• Gkm and GL(k,K) are special for all k > 0.
Now we define some linear maps Πµ : SF(F)→ SF(F).
Definition 2.10. A weight function µ is a map
µ :
{
K-groups Gkm×K, k>0, K finite abelian, up to isomorphism
}
−→Q.
For any Artin K-stack F with affine geometric stabilizers, we will define linear
maps Πµ : SF(F) → SF(F) and Πµ : SF(F) → SF(F). Now SF(F) is generated
by [(R, ρ)] with R 1-isomorphic to a quotient [X/G], for X a quasiprojective
K-variety and G a special algebraic K-group, with maximal torus TG.
Let S(TG) be the set of subsets of TG defined by Boolean operations upon
closed K-subgroups L of TG. Given a weight function µ as above, define a
measure dµ : S(TG)→ Q to be additive upon disjoint unions of sets in S(TG),
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and to satisfy dµ(L) = µ(L) for all algebraic K-subgroups L of TG. Define
Πµ
(
[(R, ρ)]
)
=∫
t∈TG
|{w ∈W (G, TG) : w · t = t}|
|W (G, TG)|
[(
[X{t}/CG({t})], ρ ◦ ι
{t}
)]
dµ.
(2.9)
Here X{t} is the subvariety of X fixed by t, and ι{t} : [X{t}/CG({t})]→ [X/G]
is the obvious 1-morphism of Artin stacks.
The integrand in (2.9), regarded as a function of t ∈ TG, is a constructible
function taking only finitely many values. The level sets of the function lie in
S(TG), so they are measurable w.r.t. dµ, and the integral is well-defined.
If R has abelian stabilizer groups, then Πµ
(
[(R, ρ)]
)
simply weights each
point r of R by µ(IsoR(r)). But if R has nonabelian stabilizer groups, then
Πµ
(
[(R, ρ)]
)
replaces each point r with stabilizer group G by a Q-linear com-
bination of points with stabilizer groups CG({t}) for t ∈ TG, where the Q-
coefficients depend on the values of µ on subgroups of TG. Then [50, Th.s 5.11
& 5.12] shows:
Theorem 2.11. In the situation above, Πµ
(
[(R, ρ)]
)
is independent of the
choices of X,G, TG and 1-isomorphism R ∼= [X/G], and Πµ extends to unique
linear maps Πµ : SF(F)→ SF(F) and Πµ : SF(F)→ SF(F).
Theorem 2.12. (a) Π1 defined using µ ≡ 1 is the identity on SF(F).
(b) If φ : F → G is a 1-morphism of Artin K-stacks with affine geometric
stabilizers then Πµ ◦ φ∗ = φ∗ ◦Π
µ : SF(F)→ SF(G).
(c) If µ1, µ2 are weight functions as in Definition 2.10 then µ1µ2 is also a
weight function and Πµ2 ◦Πµ1 = Πµ1 ◦Πµ2 = Πµ1µ2 .
Definition 2.13. For n > 0, define Πvin to be the operator Π
µn defined with
weight µn given by µn([H ]) = 1 if dimH = n and µn([H ]) = 0 otherwise, for
all K-groups H ∼= Gkm ×K with K a finite abelian group.
Here [50, Prop. 5.14] are some properties of the Πvin .
Proposition 2.14. In the situation above, we have:
(i) (Πvin )
2 = Πvin , so that Π
vi
n is a projection, and Π
vi
m ◦Π
vi
n = 0 for m 6= n.
(ii) For all f ∈ SF(F) we have f =
∑
n>0Π
vi
n (f), where the sum makes sense
as Πvin (f) = 0 for n 0.
(iii) If φ : F → G is a 1-morphism of Artin K-stacks with affine geometric
stabilizers then Πvin ◦ φ∗ = φ∗ ◦Π
vi
n : SF(F)→ SF(G).
(iv) If f ∈ SF(F), g ∈ SF(G) then Πvin (f ⊗ g) =
∑n
m=0Π
vi
m(f)⊗Π
vi
n−m(g).
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Very roughly speaking, Πvin projects [(R, ρ)] ∈ SF(F) to [(Rn, ρ)], where Rn
is the K-substack of points r ∈ R(K) whose stabilizer groups IsoR(r) have rank
n, that is, maximal torus Gnm. Unfortunately, it is more complicated than this.
The right notion is not the actual rank of stabilizer groups, but the virtual rank.
We treat r ∈ R(K) with nonabelian stabilizer group G = IsoR(r) as a linear
combination of points with ‘virtual ranks’ in the range rkC(G) 6 n 6 rkG.
Effectively this abelianizes stabilizer groups, that is, using virtual rank we can
treat R as though its stabilizer groups were all abelian, essentially tori Gnm.
2.4 Stack function spaces S¯F, S¯F(F, χ,Q)
In [50, §4] we extend motivic invariants of quasiprojective K-varieties, such as
Euler characteristics, virtual Poincare´ polynomials, and virtual Hodge polyno-
mials, to Artin stacks. Then in [50, §4–§6] we define several different classes
of stack function spaces ‘twisted by motivic invariants’. This is a rather long,
complicated story, which we will not explain. Instead, we will discuss only the
spaces S¯F, S¯F(F, χ,Q) ‘twisted by the Euler characteristic’ which we need later.
Throughout this section K is an algebraically closed field of characteristic
zero. We continue to use the notation on algebraic K-groups in §2.3. Here is
some more notation, [50, Def.s 5.5 & 5.16].
Definition 2.15. Let G be an affine algebraic K-group with maximal torus TG.
If S ⊂ TG then Q = TG ∩ C(CG(S)) is a closed K-subgroup of TG containing
S. As S ⊆ Q we have CG(Q) ⊆ CG(S). But Q commutes with CG(S), so
CG(S) ⊆ CG(Q). Thus CG(S) = CG(Q). So Q = TG ∩ C(CG(Q)), and Q and
CG(Q) determine each other, given G, T
G. Define Q(G, TG) to be the set of
closed K-subgroups Q of TG such that Q = TG ∩ C(CG(Q)).
In [50, Lem. 5.6] we show that Q(G, TG) is finite and closed under intersec-
tions, with maximal element TG and minimal element Qmin = T
G ∩ C(G).
An affine algebraic K-group G is called very special if CG(Q) and Q are
special for all Q ∈ Q(G, TG), for any maximal torus TG in G. Then G is
special, as G = CG(Qmin). In [50, Ex. 5.7 & Def. 5.16] we compute Q(G, TG)
for G = GL(k,K), and deduce that GL(k,K) is very special.
We can now define the spaces S¯F, S¯F(F, χ,Q), [50, Def.s 5.17 & 6.8].
Definition 2.16. Let F be an Artin K-stack with affine geometric stabilizers.
Consider pairs (R, ρ), where R is a finite type Artin K-stack with affine geo-
metric stabilizers and ρ : R → F is a 1-morphism, with equivalence of pairs
as in Definition 2.5. Define S¯F(F, χ,Q) to be the Q-vector space generated by
equivalence classes [(R, ρ)] as above, with the following relations:
(i) Given [(R, ρ)] as above and S a closed K-substack of R we have [(R, ρ)] =
[(S, ρ|S)] + [(R \S, ρ|R\S)], as in (2.5).
(ii) Let R be a finite type Artin K-stack with affine geometric stabilizers, U
a quasiprojective K-variety, piR : R× U → R the natural projection, and
ρ : R→ F a 1-morphism. Then [(R× U, ρ ◦ piR)] = χ([U ])[(R, ρ)].
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Here χ(U) ∈ Z is the Euler characteristic of U . It is a motivic invariant
of K-schemes, that is, χ(U) = χ(V ) + χ(U \ V ) for V ⊂ U closed.
(iii) Given [(R, ρ)] as above and a 1-isomorphism R ∼= [X/G] for X a quasipro-
jective K-variety and G a very special algebraic K-group acting on X with
maximal torus TG, we have
[(R, ρ)] =
∑
Q∈Q(G,TG) F (G, T
G, Q)
[(
[X/Q], ρ ◦ ιQ
)]
, (2.10)
where ιQ : [X/Q]→ R ∼= [X/G] is the natural projection 1-morphism.
Here F (G, TG, Q) ∈ Q are a system of rational coefficients with a complicated
definition in [50, §6.2], which we will not repeat. In [50, §6.2] we derive an
inductive formula for computing them when G = GL(k,K).
Similarly, define S¯F(F, χ,Q) to be the Q-vector space generated by [(R, ρ)]
with ρ representable, and relations (i)–(iii) as above. Then S¯F(F, χ,Q) ⊂
S¯F(F, χ,Q). Define projections Π¯χ,QF : SF(F) → S¯F(F, χ,Q) and SF(F) →
S¯F(F, χ,Q) by Π¯χ,QF :
∑
i∈I ci[(Ri, ρi)] 7→
∑
i∈I ci[(Ri, ρi)].
Define multiplication ‘ · ’, pushforwards φ∗, pullbacks φ
∗, and tensor products
⊗ on the spaces S¯F, S¯F(∗, χ,Q) as in Definition 2.7, and projections Πvin as in
§2.3. The important point is that (2.6)–(2.9) are compatible with the relations
defining S¯F, S¯F(∗, χ,Q), or they would not be well-defined. This is proved in [50,
Th.s 5.19 & 6.9], and depends on deep properties of the F (G, TG, Q).
Here [50, Prop.s 5.21 & 5.22 & §6.3] is a useful way to represent these spaces.
Proposition 2.17. S¯F, S¯F(F, χ,Q) are spanned over Q by elements [(U ×
[SpecK/T ], ρ)], for U a quasiprojective K-variety and T an algebraic K-group
isomorphic to Gkm ×K for k > 0 and K finite abelian.
Suppose
∑
i∈I ci[(Ui × [SpecK/Ti], ρi)] = 0 in S¯F(F, χ,Q) or S¯F(F, χ,Q),
where I is finite set, ci ∈ Q, Ui is a quasiprojective K-variety, and Ti is an
algebraic K-group isomorphic to Gkim×Ki for ki > 0 and Ki finite abelian, with
Ti 6∼= Tj for i 6= j. Then cj [(Uj × [SpecK/Tj], ρj)] = 0 for all j ∈ I.
In this representation, the operators Πvin of §2.3 are easy to define: we have
Πvin
(
[(U × [SpecK/T ], ρ)]
)
=
{
[(U × [SpecK/T ], ρ)], dimT = n,
0, otherwise.
Proposition 2.17 says that a general element [(R, ρ)] of S¯F, S¯F(F, χ,Q), whose
stabilizer groups IsoR(x) for x ∈ R(K) are arbitrary affine algebraic K-groups,
may be written as a Q-linear combination of elements [(U×[SpecK/T ], ρ)] whose
stabilizer groups T are of the form Gkm×K for k > 0 and K finite abelian. That
is, by working in S¯F, S¯F(F, χ,Q), we can treat all stabilizer groups as if they
are abelian. Furthermore, although S¯F, S¯F(F, χ,Q) forget information about
nonabelian stabilizer groups, they do remember the difference between abelian
stabilizer groups of the form Gkm ×K for finite K.
In [50, Prop. 6.11] we completely describe S¯F, S¯F(SpecK, χ,Q).
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Proposition 2.18. Define a commutative Q-algebra Λ with basis isomorphism
classes [T ] of K-groups T of the form Gkm×K, for k > 0 and K finite abelian,
with multiplication [T ] · [T ′] = [T × T ′]. Define iΛ : Λ → S¯F(SpecK, χ,Q) by∑
i ci[Ti] 7→
∑
i ci[[SpecK/Ti]]. Then iΛ is an algebra isomorphism. It restricts
to an isomorphism iΛ : Q[{1}]→ S¯F(SpecK, χ,Q) ∼= Q.
Proposition 2.18 shows that the relations Definition 2.16(i)–(iii) are well cho-
sen, and in particular, the coefficients F (G, TG, Q) in (2.10) have some beautiful
properties. If the F (G, TG, Q) were just some random numbers, one might ex-
pect relation (iii) to be so strong that S¯F(F, χ,Q) would be small, or even zero,
for all F. But S¯F(SpecK, χ,Q) is large, and easily understood.
3 Background material from [51–54]
Next we review material from the first author’s series of papers [51–54].
3.1 Ringel–Hall algebras of an abelian category
Let A be a K-linear abelian category. We define the Grothendieck group K0(A),
the Euler form χ¯, and the numerical Grothendieck group Knum(A).
Definition 3.1. Let A be an abelian category. The Grothendieck group K0(A)
is the abelian group generated by all isomorphism classes [E] of objects E in A,
with the relations [E] + [G] = [F ] for each short exact sequence 0→ E → F →
G→ 0 in A. In many interesting cases such as A = coh(X), the Grothendieck
group K0(A) is very large, and it is useful to replace it by a smaller group.
Suppose A is K-linear for some algebraically closed field K, and that Ext∗(E,F )
is finite-dimensional over K for all E,F ∈ A. The Euler form χ¯ : K0(A) ×
K0(A)→ Z is a biadditive map satisfying
χ¯
(
[E], [F ]
)
=
∑
i>0(−1)
i dimExti(E,F ) (3.1)
for all E,F ∈ A. We use the notation χ¯ rather than χ for the Euler form,
because χ will be used often to mean Euler characteristic or weighted Euler
characteristic. The numerical Grothendieck group Knum(A) is the quotient of
K0(A) by the (two-sided) kernel of χ¯, that is, Knum(A) = K0(A)/I where
I =
{
α ∈ K0(A) : χ¯(α, β) = χ¯(β, α) = 0 for all β ∈ K0(A)
}
. Then χ¯ on K0(A)
descends to a biadditive Euler form χ¯ : Knum(A)×Knum(A)→ Z.
If A is 3-Calabi–Yau then χ¯ is antisymmetric, so the left and right kernels
of χ¯ on K0(A) coincide, and χ¯ on Knum(A) is nondegenerate. If A = coh(X)
for X a smooth projective K-scheme of dimension m then Serre duality implies
that χ¯(E,F ) = (−1)mχ¯(F,E ⊗KX). Thus, again, the left and right kernels of
χ¯ on K0(coh(X)) are the same, and χ¯ on K
num(coh(X)) is nondegenerate.
Our goal is to associate a Ringel–Hall algebra SFal(MA) to A. To do this
we will need to be able to do algebraic geometry in A, in particular, to form
moduli K-stacks of objects and exact sequences in A and 1-morphisms between
them. This requires some extra data, described in [51, Assumptions 7.1 & 8.1].
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Assumption 3.2. Let K be an algebraically closed field and A a K-linear
abelian category with Exti(E,F ) finite-dimensional K-vector spaces for all E,F
in A and i > 0. Let K(A) be the quotient of the Grothendieck group K0(A)
by some fixed subgroup. Usually we will take K(A) = Knum(A), the numerical
Grothendieck group from Definition 3.1. Suppose that if E ∈ A with [E] = 0 in
K(A) then E ∼= 0. From §3.2 we will also assume A is noetherian.
To define moduli stacks of objects or configurations in A, we need some
extra data, to tell us about algebraic families of objects and morphisms in A,
parametrized by a base scheme U . We encode this extra data as a stack in
exact categories FA on the category of K-schemes SchK, made into a site with
the e´tale topology. The K,A,K(A),FA must satisfy some complex additional
conditions [51, Assumptions 7.1 & 8.1], which we do not give.
Examples of data satisfying Assumption 3.2 are given in [51, §9–§10]. These
include A = coh(X), the abelian category of coherent sheaves on a smooth
projective K-scheme X , with K(A) = Knum(coh(X)), and A = mod-KQ/I,
the abelian category of K-representations of a quiver Q = (Q0, Q1, b, e) with
relations I, with K(A) = ZQ0 , the lattice of dimension vectors for Q.
Suppose Assumption 3.2 holds. We will use the following notation:
• Define the ‘positive cone’ C(A) in K(A) to be
C(A) =
{
[E] ∈ K(A) : 0 6∼= E ∈ A
}
⊂ K(A). (3.2)
• Write MA for the moduli stack of objects in A. It is an Artin K-stack,
locally of finite type. Elements of MA(K) correspond to isomorphism
classes [E] of objects E in A, and the stabilizer group IsoMA([E]) in MA
is isomorphic as an algebraicK-group to the automorphism group Aut(E).
• For α ∈ C(A), write MαA for the substack of objects E ∈ A in class α in
K(A). It is an open and closed K-substack of MA.
• Write ExactA for the moduli stack of short exact sequences 0 → E1 →
E2 → E3 → 0 in A. It is an Artin K-stack, locally of finite type.
• For j = 1, 2, 3 write pij : ExactA →MA for the 1-morphism of Artin stacks
projecting 0→ E1 → E2 → E3 → 0 to Ej . Then pi2 is representable, and
pi1 × pi3 : ExactA →MA ×MA is of finite type.
In [52] we define Ringel–Hall algebras, using stack functions.
Definition 3.3. Suppose Assumption 3.2 holds. Define bilinear operations ∗
on the stack function spaces SF, SF(MA) and S¯F, S¯F(MA, χ,Q) by
f ∗ g = (pi2)∗
(
(pi1 × pi3)
∗(f ⊗ g)
)
, (3.3)
using pushforwards, pullbacks and tensor products in Definition 2.7. They are
well-defined as pi2 is representable, and pi1×pi3 is of finite type. By [52, Th. 5.2]
this * is associative, and makes SF, SF(MA), S¯F, S¯F(MA, χ,Q) into noncom-
mutative Q-algebras, with identity δ¯[0], where [0] ∈ MA is the zero object. We
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call them Ringel–Hall algebras, as they are a version of the Ringel–Hall method
for defining algebras from abelian categories. The natural inclusions and pro-
jections Π¯χ,QMA between these spaces are algebra morphisms.
As these algebras are inconveniently large for some purposes, in [52, Def. 5.5]
we define subalgebras SFal(MA), S¯Fal(MA, χ,Q) using the algebra structure
on stabilizer groups in MA. Suppose [(R, ρ)] is a generator of SF(MA). Let
r ∈ R(K) with ρ∗(r) = [E] ∈ MA(K), for some E ∈ A. Then ρ induces a
morphism of stabilizer K-groups ρ∗ : IsoR(r) → IsoMA([E])
∼= Aut(E). As ρ
is representable this is injective, and induces an isomorphism of IsoR(r) with a
K-subgroup of Aut(E). Now Aut(E) = End(E)× is the K-group of invertible
elements in a finite-dimensional K-algebra End(E) = Hom(E,E). We say that
[(R, ρ)] has algebra stabilizers if whenever r ∈ R(K) with ρ∗(r) = [E], the K-
subgroup ρ∗
(
IsoR(r)
)
in Aut(E) is the K-group A× of invertible elements in a
K-subalgebra A in End(E). Write SFal(MA), S¯Fal(MA, χ,Q) for the subspaces
of SF(MA), S¯F(MA, χ,Q) spanned over Q by [(R, ρ)] with algebra stabilizers.
Then [52, Prop. 5.7] shows that SFal(MA), S¯Fal(MA, χ,Q) are subalgebras of
the Ringel–Hall algebras SF(MA), S¯F(MA, χ,Q).
Now [52, Cor. 5.10] shows that SFal(MA), S¯Fal(MA, χ,Q) are closed under
the operators Πvin on SF(MA), S¯F(MA, χ,Q) defined in §2.3. In [52, Def. 5.14]
we define SFindal (MA), S¯F
ind
al (MA, χ,Q) to be the subspaces of f in SFal(MA)
and S¯Fal(MA, χ,Q) with Π
vi
1 (f) = f . We think of SF
ind
al (MA), S¯F
ind
al (MA, χ,Q)
as stack functions ‘supported on virtual indecomposables’. This is because if
E ∈ A then rkAut(E) is the number of indecomposable factors of E, that is,
rkAut(E) = r if E ∼= E1 ⊕ · · · ⊕ Er with Ei nonzero and indecomposable in
A. But Πvi1 projects to stack functions with ‘virtual rank’ 1, and thus with ‘one
virtual indecomposable factor’.
In [52, Th. 5.18] we show SFindal (MA), S¯F
ind
al (MA, χ,Q) are closed under the
Lie bracket [f, g] = f ∗g−g∗f on SFal(MA), S¯Fal(MA, χ,Q). Thus, SF
ind
al (MA),
S¯Findal (MA, χ,Q) are Lie subalgebras of SFal(MA), S¯Fal(MA, χ,Q). The projec-
tion Π¯χ,QMA : SF
ind
al (MA)→ S¯F
ind
al (MA, χ,Q) is a Lie algebra morphism.
As in [52, Cor. 5.11], the first part of Proposition 2.17 simplifies to give:
Proposition 3.4. S¯Fal(MA, χ,Q) is spanned over Q by elements of the form
[(U× [SpecK/Gkm], ρ)] with algebra stabilizers, for U a quasiprojective K-variety
and k > 0. Also S¯Findal (MA, χ,Q) is spanned over Q by [(U × [SpecK/Gm], ρ)]
with algebra stabilizers, for U a quasiprojective K-variety.
3.2 (Weak) stability conditions on A
Next we discuss material in [53] on stability conditions.
Definition 3.5. Let A be an abelian category, K(A) be the quotient of K0(A)
by some fixed subgroup, and C(A) as in (3.2). Suppose (T,6) is a totally
ordered set, and τ : C(A) → T a map. We call (τ, T,6) a stability condition
on A if whenever α, β, γ ∈ C(A) with β = α + γ then either τ(α) < τ(β) <
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τ(γ), or τ(α) > τ(β) > τ(γ), or τ(α) = τ(β) = τ(γ). We call (τ, T,6) a weak
stability condition on A if whenever α, β, γ ∈ C(A) with β = α+ γ then either
τ(α)6τ(β)6τ(γ), or τ(α)>τ(β)>τ(γ).
For such (τ, T,6), we say that a nonzero object E in A is
(i) τ -semistable if for all S ⊂ E with S 6∼= 0, E we have τ([S]) 6 τ([E/S]);
(ii) τ -stable if for all S ⊂ E with S 6∼= 0, E we have τ([S]) < τ([E/S]); and
(iii) τ -unstable if it is not τ -semistable.
Given a weak stability condition (τ, T,6) on A, we say that A is τ -artinian
if there exist no infinite chains of subobjects · · · ⊂ A2 ⊂ A1 ⊂ X in A with
An+1 6=An and τ([An+1])>τ([An/An+1]) for all n.
In [53, Th. 4.4] we prove the existence of Harder–Narasimhan filtrations.
Proposition 3.6. Let (τ, T,6) be a weak stability condition on an abelian cat-
egory A. Suppose A is noetherian and τ-artinian. Then each E ∈ A admits a
unique filtration 0 =E0 ⊂ · · · ⊂En =E for n > 0, such that Sk =Ek/Ek−1 is
τ-semistable for k = 1, . . . , n, and τ([S1]) > τ([S2]) > · · · > τ([Sn]).
We define permissible (weak) stability conditions, a condition needed to get
well-behaved invariants ‘counting’ τ -(semi)stable objects in [54].
Definition 3.7. Suppose Assumption 3.2 holds for K,A,K(A), so that the
moduli stack MA of objects in A is an Artin K-stack, with substacks M
α
A
for α ∈ C(A). Suppose too that A is noetherian. Let (τ, T,6) be a weak
stability condition on A. For α ∈ C(A), write Mαss(τ),M
α
st(τ) for the moduli
substacks of τ -(semi)stable E ∈ A with class [E] = α in K(A). As in [53, §4.2],
Mαss(τ),M
α
st(τ) are open K-substacks of M
α
A. We call (τ, T,6) permissible if:
(a) A is τ -artinian, in the sense of Definition 3.5, and
(b) Mαss(τ) is a finite type substack of M
α
A for all α ∈ C(A).
Here (b) is necessary if ‘counting’ τ -(semi)stables in class α is to yield a finite
answer. We will be interested in two classes of examples of permissible (weak)
stability conditions on coherent sheaves, Gieseker stability and µ-stability.
Example 3.8. Let K be an algebraically closed field, X a smooth projective K-
scheme of dimension m, and A = coh(X) the coherent sheaves on X . Then [51,
§9] defines data satisfying Assumption 3.2, with K(A) = Knum(coh(X)). It is
a finite rank lattice, that is, K(A) ∼= Zl.
Define G to be the set of monic rational polynomials in t:
G =
{
p(t) = td + ad−1t
d−1 + · · ·+ a0 : d = 0, 1, . . . , a0, . . . , ad−1 ∈ Q
}
.
Define a total order ‘6’ on G by p 6 p′ for p, p′ ∈ G if either
(a) deg p > deg p′, or
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(b) deg p = deg p′ and p(t) 6 p′(t) for all t 0.
We write p < q if p 6 q and p 6= q. Note that deg p > deg p′ in (a) implies that
p(t) > p′(t) for all t  0, which is the opposite to p(t) 6 p′(t) for t 0 in (b),
and not what you might expect, but it is necessary for Definition 3.5 to hold.
The effect of (a) is that τ -semistable sheaves are automatically pure, because if
0 6= S ⊂ E with dimS < dimE then S destabilizes E.
Fix a very ample line bundle OX(1) on X . For E ∈ coh(X), the Hilbert poly-
nomial PE is the unique polynomial in Q[t] such that PE(n) = dimH
0(E(n))
for all n  0. Equivalently, PE(n) = χ¯
(
[OX(−n)], [E]
)
for all n ∈ Z. Thus,
PE depends only on the class α ∈ Knum(coh(X)) of E, and we may write Pα
instead of PE . Define τ : C(coh(X)) → G by τ(α) = Pα/rα, where Pα is the
Hilbert polynomial of α, and rα is the leading coefficient of Pα, which must be
positive. Then as in [53, Ex. 4.16], (τ,G,6) is a permissible stability condition
on coh(X). It is called Gieseker stability, and τ -(semi)stable sheaves are called
Gieseker (semi)stable. Gieseker stability is studied in [44, §1.2].
For the case of Gieseker stability, as well as the moduli stacksMαss(τ),M
α
st(τ)
of τ -(semi)stable sheaves E with class [E] = α, later we will also use the no-
tation Mαss(τ),M
α
st(τ) for the coarse moduli schemes of τ -(semi)stable sheaves
E with class [E] = α in Knum(coh(X)). By [44, Th. 4.3.4], Mαss(τ) is a projec-
tive K-scheme whose K-points correspond to S-equivalence classes of Gieseker
semistable sheaves in class α, and Mαst(τ) is an open K-subscheme whose K-
points correspond to isomorphism classes of Gieseker stable sheaves.
Example 3.9. In the situation of Example 3.8, define
M =
{
p(t) = td + ad−1t
d−1 : d = 0, 1, . . . , ad−1 ∈ Q a−1 = 0
}
⊂ G
and restrict the total order 6 on G to M . Define µ : C(coh(X)) → M by
µ(α) = td + ad−1t
d−1 when τ(α) = Pα/rα = t
d + ad−1t
d−1 + · · · + a0, that is,
µ(α) is the truncation of the polynomial τ(α) in Example 3.8 at its second term.
Then as in [53, Ex. 4.17], (µ,M,6) is a permissible weak stability condition on
coh(X). It is called µ-stability, and is studied in [44, §1.6].
In [53, §8] we define interesting stack functions δ¯αss(τ), ¯
α(τ) in SFal(MA).
Definition 3.10. Let K,A,K(A) satisfy Assumption 3.2, and (τ, T,6) be a
permissible weak stability condition on A. Define stack functions δ¯αss(τ) =
δ¯Mαss(τ) in SFal(MA) for α ∈ C(A). That is, δ¯
α
ss(τ) is the characteristic function,
in the sense of Definition 2.6, of the moduli substack Mαss(τ) of τ -semistable
sheaves in MA. In [53, Def. 8.1] we define elements ¯
α(τ) in SFal(MA) by
¯α(τ) =
∑
n>1, α1,...,αn∈C(A):
α1+···+αn=α, τ(αi)=τ(α), all i
(−1)n−1
n
δ¯α1ss (τ) ∗ δ¯
α2
ss (τ) ∗ · · · ∗ δ¯
αn
ss (τ), (3.4)
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where ∗ is the Ringel–Hall multiplication in SFal(MA). Then [53, Th. 8.2] proves
δ¯αss(τ) =
∑
n>1, α1,...,αn∈C(A):
α1+···+αn=α, τ(αi)=τ(α), all i
1
n!
¯α1(τ) ∗ ¯α2(τ) ∗ · · · ∗ ¯αn(τ). (3.5)
There are only finitely many nonzero terms in (3.4)–(3.5), because as the family
of τ -semistable sheaves in class α is bounded, there are only finitely ways to
write α = α1 + · · ·+ αn with τ -semistable sheaves in class αi for all i.
Here is a way to interpret (3.4) and (3.5) informally in terms of log and exp:
working in a completed version ŜFal(MA) of the algebra SFal(MA), so that
appropriate classes of infinite sums make sense, for fixed t ∈ T we have∑
α∈C(A):τ(α)=t
¯α(τ) = log
[
δ¯0 +
∑
α∈C(A):τ(α)=t
δ¯αss(τ)
]
, (3.6)
δ¯0 +
∑
α∈C(A):τ(α)=t
δ¯αss(τ) = exp
[ ∑
α∈C(A):τ(α)=t
¯α(τ)
]
, (3.7)
where δ¯0 is the identity 1 in ŜFal(MA). For α ∈ C(A) and t = τ(α), using the
power series log(1+x) =
∑
n>1
(−1)n−1
n x
n and exp(x) = 1+
∑
n>1
1
n! x
n we see
that (3.4)–(3.5) are the restrictions of (3.6)–(3.7) to MαA. This makes clear why
(3.4) and (3.5) are inverse, since log and exp are inverse. Thus, knowing the
¯α(τ) is equivalent to knowing the δ¯αss(τ).
If Mαss(τ) = M
α
st(τ) then ¯
α(τ) = δ¯αss(τ). The difference between ¯
α(τ) and
δ¯αss(τ) is that ¯
α(τ) ‘counts’ strictly semistable sheaves in a special, complicated
way. Here [53, Th. 8.7] is an important property of the ¯α(τ), which does not
hold for the δ¯αss(τ). The proof is highly nontrivial, using the full power of the
configurations formalism of [51–54].
Theorem 3.11. ¯α(τ) lies in the Lie subalgebra SFindal (MA) in SFal(MA).
3.3 Changing stability conditions and algebra identities
In [54] we prove transformation laws for the δ¯αss(τ), ¯
α(τ) under change of sta-
bility condition. These involve combinatorial coefficients S(∗; τ, τ˜) ∈ Z and
U(∗; τ, τ˜) ∈ Q defined in [54, §4.1]. We have changed some notation from [54].
Definition 3.12. Let A,K(A) satisfy Assumption 3.2, and (τ, T,6), (τ˜ , T˜ ,6)
be weak stability conditions on A. We say that (τ˜ , T˜ ,6) dominates (τ, T,6) if
τ(α) 6 τ(β) implies τ˜ (α) 6 τ˜(β) for all α, β ∈ C(A).
Let n > 1 and α1, . . . , αn ∈ C(A). If for all i = 1, . . . , n− 1 we have either
(a) τ(αi) 6 τ(αi+1) and τ˜ (α1 + · · ·+ αi) > τ˜ (αi+1 + · · ·+ αn) or
(b) τ(αi) > τ(αi+1) and τ˜ (α1 + · · ·+ αi) 6 τ˜(αi+1 + · · ·+ αn),
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then define S(α1, . . . , αn; τ, τ˜) = (−1)r, where r is the number of i = 1, . . . , n−1
satisfying (a). Otherwise define S(α1, . . . , αn; τ, τ˜ ) = 0. Now define
U(α1, . . . , αn; τ, τ˜ ) = (3.8)∑
16l6m6n, 0=a0<a1<···<am=n, 0=b0<b1<···<bl=m:
Define β1, . . . , βm ∈ C(A) by βi = αai−1+1 + · · ·+ αai .
Define γ1, . . . , γl ∈ C(A) by γi = βbi−1+1 + · · · + βbi .
Then τ(βi) = τ(αj), i = 1, . . . ,m, ai−1 < j 6 ai,
and τ˜(γi) = τ˜(α1 + · · · + αn), i = 1, . . . , l
(−1)l−1
l
·
∏l
i=1
S(βbi−1+1, βbi−1+2, . . . , βbi ; τ, τ˜)
·
m∏
i=1
1
(ai − ai−1)!
.
Then in [54, §5] we derive wall-crossing formulae for the δ¯αss(τ), ¯
α(τ) under
change of stability condition from (τ, T,6) to (τ˜ , T˜ ,6):
Theorem 3.13. Let Assumption 3.2 hold, and (τ, T,6), (τ˜ , T˜ ,6), (τˆ , Tˆ ,6) be
permissible weak stability conditions on A with (τˆ , Tˆ ,6) dominating (τ, T,6)
and (τ˜ , T˜ ,6). Then for all α ∈ C(A) we have
δ¯αss(τ˜ ) =
∑
n>1, α1,...,αn∈C(A):
α1+···+αn=α
S(α1, . . . , αn; τ, τ˜ )·
δ¯α1ss (τ) ∗ δ¯
α2
ss (τ) ∗ · · · ∗ δ¯
αn
ss (τ),
(3.9)
¯α(τ˜ ) =
∑
n>1, α1,...,αn∈C(A):
α1+···+αn=α
U(α1, . . . , αn; τ, τ˜ )·
¯α1(τ) ∗ ¯α2(τ) ∗ · · · ∗ ¯αn(τ),
(3.10)
where there are only finitely many nonzero terms in (3.9)–(3.10).
Here the third stability condition (τˆ , Tˆ ,6) may be thought of as lying on
a ‘wall’ separating (τ, T,6) and (τ˜ , T˜ ,6) in the space of stability conditions.
Here is how to prove (3.9)–(3.10). If E ∈ A then by Proposition 3.6 there is a
unique Harder–Narasimhan filtration 0=E0⊂· · ·⊂En=E with Sk = Ek/Ek−1
τ -semistable and τ([S1]) > · · · > τ([Sn]). As τˆ dominates τ , one can show E is
τˆ -semistable if and only if τˆ ([S1]) = · · · = τˆ ([Sn]). It easily follows that
δ¯αss(τˆ ) =
∑
n>1, α1,...,αn∈C(A):α1+···+αn=α,
τ(α1)>···>τ(αn), τˆ(α1)=···=τˆ(αn)
δ¯α1ss (τ) ∗ δ¯
α2
ss (τ) ∗ · · · ∗ δ¯
αn
ss (τ). (3.11)
By a similar argument to (3.4)–(3.7) but using the inverse functions x 7→
x/(1− x) and x 7→ x/(1 + x) rather than log, exp, we find the inverse of (3.11)
is
δ¯αss(τ) =
∑
n>1, α1,...,αn∈C(A):α1+···+αn=α,
τ(α1)>···>τ(αn), τˆ(α1)=···=τˆ(αn)
(−1)n−1δ¯α1ss (τˆ ) ∗ δ¯
α2
ss (τˆ ) ∗ · · · ∗ δ¯
αn
ss (τ˜ ). (3.12)
Substituting (3.11) into (3.12) with τ˜ in place of τ gives (3.9), and (3.10) then
follows from (3.4), (3.5) and (3.9). From this proof we can see that over each
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point ofMA there are only finitely many nonzero terms in (3.9)–(3.10), and also
that every term in (3.9)–(3.10) is supported on the open substackMαss(τˆ ) inMA.
Since τˆ is assumed to be permissible,Mαss(τˆ ) is of finite type, and therefore there
are only finitely many nonzero terms in (3.9)–(3.10). In [54, Th. 5.4] we prove:
Theorem 3.14. Equation (3.10) may be rewritten as an equation in SFindal (MA)
using the Lie bracket [ , ] on SFindal (MA), rather than as an equation in SFal(MA)
using the Ringel–Hall product ∗. That is, we may rewrite (3.10) in the form
¯α(τ˜ ) =
∑
n>1, α1,...,αn∈C(A):
α1+···+αn=α
U˜(α1, . . . , αn; τ, τ˜) ·
[[· · · [[¯α1(τ), ¯α2 (τ)], ¯α3 (τ)], . . .], ¯αn(τ)],
(3.13)
for some system of combinatorial coefficients U˜(α1, . . . , αn; τ, τ˜ ) ∈ Q, with only
finitely many nonzero terms.
There is an irritating technical problem in [54, §5] in changing between sta-
bility conditions on coh(X) when dimX > 3. Suppose (τ, T,6), (τ˜ , T˜ ,6) are
two (weak) stability conditions on coh(X) of Gieseker or µ-stability type, as in
Examples 3.8 and 3.9, defined using different ample line bundles OX(1), O˜X(1).
Then the first author was not able to show that the changes between (τ, T,6)
and (τ˜ , T˜ ,6) are globally finite. That is, we prove (3.9)–(3.10) hold in the local
stack function spaces LSF(Mcoh(X)), but we do not know there are only finitely
many nonzero terms in (3.9)–(3.10), although the first author believes this is
true. Instead, as in [54, §5.1], we can show that we can interpolate between any
two stability conditions on X of Gieseker or µ-stability type by a finite sequence
of stability conditions, such that between successive stability conditions in the
sequence the changes are globally finite, and Theorem 3.13 applies.
3.4 Calabi–Yau 3-folds and Lie algebra morphisms
We now specialize to the case when A = coh(X) for X a Calabi–Yau 3-fold, and
explain some results of [52, §6.6] and [54, §6.5]. We restrict to K of characteristic
zero so that Euler characteristics over K are well-behaved.
Definition 3.15. Let K be an algebraically closed field of characteristic zero.
A Calabi–Yau 3-fold is a smooth projective 3-fold X over K, with trivial canon-
ical bundle KX . From §5 onwards we will also assume that H1(OX) = 0,
but this is not needed for the results of [51–54]. Take A to be coh(X) and
K(coh(X)) to be Knum(coh(X)). As in Definition 3.1 we have the Euler form
χ¯ : K(coh(X))×K(coh(X))→Z in (3.1). As X is a Calabi–Yau 3-fold, Serre du-
ality gives Exti(F,E) ∼= Ext3−i(E,F )∗, so dimExti(F,E) = dimExt3−i(E,F )
for all E,F ∈ coh(X). Therefore χ¯ is also given by
χ¯
(
[E], [F ]
)
=
(
dimHom(E,F )− dimExt1(E,F )
)
−(
dimHom(F,E)− dimExt1(F,E)
)
.
(3.14)
Thus the Euler form χ¯ on K(coh(X)) is antisymmetric.
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In [52, §6.5] we define an explicit Lie algebra L(X) as follows: L(X) is the
Q-vector space with basis of symbols λα for α ∈ K(coh(X)), with Lie bracket
[λα, λβ ] = χ¯(α, β)λα+β , (3.15)
for α, β ∈ K(coh(X)). As χ¯ is antisymmetric, (3.15) satisfies the Jacobi identity
and makes L(X) into an infinite-dimensional Lie algebra over Q. (We have
changed notation: in [52], L(X), λα are written C ind(coh(X),Q, 12 χ¯), c
α.)
Define a Q-linear map Ψχ,Q : S¯Findal (Mcoh(X), χ,Q)→ L(X) by
Ψχ,Q(f) =
∑
α∈K(coh(X)) γ
αλα, (3.16)
where γα ∈ Q is defined as follows. Proposition 3.4 says S¯Findal (Mcoh(X), χ,Q)
is spanned by elements [(U × [SpecK/Gm], ρ)]. We may write
f |Mα
coh(X)
=
∑n
i=1 δi[(Ui × [SpecK/Gm], ρi)], (3.17)
where δi ∈ Q and Ui is a quasiprojective K-variety. We set
γα =
∑n
i=1 δiχ(Ui). (3.18)
This is independent of the choices in (3.17). Now define Ψ : SFindal (Mcoh(X))→
L(X) by Ψ = Ψχ,Q ◦ Π¯χ,QMcoh(X) .
In [52, Th. 6.12], using equation (3.14), we prove:
Theorem 3.16. Ψ : SFindal (Mcoh(X))→ L(X) and Ψ
χ,Q : S¯Findal (Mcoh(X), χ,Q)
→ L(X) are Lie algebra morphisms.
Our next example may help readers to understand why this is true.
Example 3.17. Suppose E,F are simple sheaves on X , with [E] = α and [F ] =
β in K(coh(X)). Consider the stack functions δ¯E , δ¯F in S¯Fal(Mcoh(X), χ,Q),
the characteristic functions of the points E,F in Mcoh(X). Since Aut(E) =
Aut(F ) = Gm as E,F are simple, we may write
δ¯E =
[
([SpecK/Gm], e)
]
and δ¯F =
[
([SpecK/Gm], f)
]
, (3.19)
where the 1-morphisms e, f : [SpecK/Gm] → Mcoh(X) correspond to E,F .
Thus δ¯E , δ¯F have virtual rank 1, and lie in S¯F
ind
al (Mcoh(X), χ,Q). We will prove
explicitly that Ψχ,Q
(
[δ¯E , δ¯F ]
)
=
[
Ψχ,Q(δ¯E),Ψ
χ,Q(δ¯F )
]
, as we need for Ψχ,Q to be
a Lie algebra morphism. From (3.19) and [E] = α, [F ] = β we have Ψχ,Q(δ¯E) =
λα and Ψχ,Q(δ¯F ) = λ
β , so that
[
Ψχ,Q(δ¯E),Ψ
χ,Q(δ¯F )
]
= χ¯(α, β)λα+β by (3.15).
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Now in S¯Findal (Mcoh(X), χ,Q) we have
δ¯E ∗ δ¯F =
[
([SpecK/Gm], e)
]
∗
[
([SpecK/Gm], f)
]
=
[(
[SpecK/G2m]×e×f,Mcoh(X)×Mcoh(X),pi1×pi3 Exactcoh(X), pi2 ◦ piExactcoh(X)
)]
=
[(
[Ext1(F,E)/(G2m nHom(F,E))], ρ1
)]
=
[(
[SpecK/(G2m nHom(F,E))], ρ2
)]
(3.20)
+
[(
P(Ext1(F,E)) × [SpecK/(Gm × Hom(F,E))], ρ3
)]
=
[(
[SpecK/G2m], ρ4
)]
− dimHom(F,E)
[(
[SpecK/Gm], ρ5
)]
+
[(
P(Ext1(F,E)) × [SpecK/Gm], ρ6
)]
,
where ρi are 1-morphisms to M
α+β
coh(X), and the group law on G
2
m n Hom(F,E)
is (λ, µ, φ) · (λ′, µ′, φ′) = (λλ′, µµ′, λφ′+µ′φ) for λ, λ′, µ, µ′ in Gm and φ, φ′ in
Hom(F,E), and G2m nHom(F,E) acts on Ext
1(F,E) by (λ, µ, φ) :  7→ λµ−1.
Here in the first step of (3.20) we use (3.19), in the second (3.3), and in
the third that the fibre of pi1 × pi3 over E,F is [Ext
1(F,E)/Hom(F,E)]. In the
fourth step of (3.20) we use relation Definition 2.16(i) in S¯Findal (Mcoh(X), χ,Q) to
cut [Ext1(F,E)/G2mnHom(F,E)] into two pieces [{0}/(G
2
mnHom(F,E))] and
[(Ext1(F,E)\{0})/(G2m nHom(F,E))], where for the second G
2
m nHom(F,E)
acts by dilation on Ext1(F,E) \ {0}, turning it into P(Ext1(F,E)), and the
stabilizer of each point is Gm×Hom(F,E). In the fifth step of (3.20) we use
relation Definition 2.16(iii) to rewrite in terms of quotients by tori Gm,G
2
m; the
term in dimHom(F,E) is there as the coefficient F
(
G2mnHom(F,E),G
2
m,Gm
)
in (2.10) is − dimHom(F,E) (see equation (11.13) in §11 for this computation).
In the same way we show that
δ¯F ∗ δ¯E = =
[(
[SpecK/G2m], ρ4
)]
− dimHom(E,F )
[(
[SpecK/Gm], ρ5
)]
+
[(
P(Ext1(E,F ))× [SpecK/Gm], ρ7
)]
,
(3.21)
where the terms
[(
[SpecK/G2m], ρ4
)]
and
[(
[SpecK/Gm], ρ5
)]
in (3.20)–(3.21)
are the same, mapping to E ⊕ F . So subtracting (3.21) from (3.20) yields
[δ¯E , δ¯F ] =
(
dimHom(E,F )− dimHom(F,E)
)[(
[SpecK/Gm], ρ5
)]
+
[(
P(Ext1(F,E))×[SpecK/Gm], ρ6
)]
−
[(
P(Ext1(E,F ))×[SpecK/Gm], ρ7
)]
.
Applying Ψχ,Q thus yields
Ψχ,Q
(
[δ¯E , δ¯F ]
)
=
(
dimHom(E,F )−dimHom(F,E)+dimExt1(F,E)−dimExt1(E,F )
)
λα+β
= χ¯
(
[E], [F ]
)
λα+β = χ¯(α, β)λα+β =
[
Ψχ,Q(δ¯E),Ψ
χ,Q(δ¯F )
]
,
by equation (3.14) and χ
(
P(Ext1(E,F ))
)
= dimExt1(E,F ).
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3.5 Invariants Jα(τ) and transformation laws
We continue in the situation of §3.4, with K of characteristic zero and X a
Calabi–Yau 3-fold over K. Let (τ, T,6) be a permissible weak stability condition
on coh(X), for instance, Gieseker stability or µ-stability w.r.t. some ample line
bundle OX(1) on X , as in Example 3.8 or 3.9. In [54, §6.6] we define invariants
Jα(τ) ∈ Q for all α ∈ C(coh(X)) by
Ψ
(
¯α(τ)
)
= Jα(τ)λα. (3.22)
This is valid by Theorem 3.11. These Jα(τ) are rational numbers ‘counting’
τ -semistable sheaves E in class α. When Mαss(τ) = M
α
st(τ) we have J
α(τ) =
χ(Mαst(τ)), that is, J
α(τ) is the Euler characteristic of the moduli spaceMαst(τ).
As we explain in §4, this is not weighted by the Behrend function νMαst(τ), and
is not the Donaldson–Thomas invariant DTα(τ). Also, the Jα(τ) are in general
not unchanged under deformations of X , as we show in Example 6.9 below.
Now suppose (τ, T,6), (τ˜ , T˜ ,6), (τˆ , Tˆ ,6) are as in Theorem 3.13, so that
equation (3.10) holds, and is equivalent to a Lie algebra equation (3.13) as in
Theorem 3.14. Therefore we may apply the Lie algebra morphism Ψ to equation
(3.13). In fact we prefer to work with equation (3.10), since the coefficients
U˜(α1, . . . , αn; τ, τ˜) in (3.13) are difficult to write down. So we express it as an
equation in the universal enveloping algebra U(L(X)). This gives
Jα(τ˜ )λα =
∑
n>1, α1,...,αn∈C(coh(X)):
α1+···+αn=α
U(α1, . . . , αn; τ, τ˜) ·
∏n
i=1 J
αi(τ) ·
λα1 ? λα2 ? · · · ? λαn ,
(3.23)
where ? is the product in U(L(X)).
Now in [52, §6.5], an explicit description is given of the universal enveloping
algebra U(L(X)) (the notation used for U(L(X)) in [52] is C(coh(X),Q, 12 χ¯)).
There is an explicit basis given for U(L(X)) in terms of symbols λ[I,κ], and
multiplication ? in U(L(X)) is given in terms of the λ[I,κ] as a sum over graphs.
Here I is a finite set, κ maps I → C(coh(X)), and when |I| = 1, so that I = {i},
we have λ[I,κ] = λ
κ(i). Then [54, eq. (127)] gives an expression for λα1 ? · · ·?λαn
in U(L(X)), in terms of sums over directed graphs (digraphs):
λα1 ? · · · ? λαn = terms in λ[I,κ], |I| > 1, (3.24)
+
[
1
2n−1
∑
connected, simply-connected digraphs Γ:
vertices {1, . . . , n}, edge
i
• →
j
• implies i < j
∏
edges
i
• →
j
•
in Γ
χ¯(αi, αj)
]
λα1+···+αn .
Substitute (3.24) into (3.23). The terms in λ[I,κ] for |I| > 1 all cancel, as
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(3.23) lies in L(X) ⊂ U(L(X)). So equating coefficients of λα yields
Jα(τ˜ ) =
∑
n>1, α1,...,αn∈C(coh(X)):
α1+···+αn=α
∑
connected, simply-connected digraphs Γ:
vertices {1, . . . , n}, edge
i
• →
j
• implies i < j
1
2n−1
U(α1, . . . , αn; τ, τ˜ )
∏
edges
i
• →
j
• in Γ
χ¯(αi, αj)
n∏
i=1
Jαi(τ).
(3.25)
Following [54, Def. 6.27], we define combinatorial coefficients V (I,Γ, κ; τ, τ˜ ):
Definition 3.18. In the situation above, suppose Γ is a connected, simply-
connected digraph with finite vertex set I, where |I| = n, and κ : I →
C(coh(X)) is a map. Define V (I,Γ, κ; τ, τ˜ ) ∈ Q by
V (I,Γ, κ; τ, τ˜) =
1
2n−1n!
∑
orderings i1, . . . , in of I:
edge
ia
• →
ib
• in Γ implies a < b
U(κ(i1), κ(i2), . . . , κ(in); τ, τ˜ ). (3.26)
Then as in [54, Th. 6.28], using (3.26) to rewrite (3.25) yields a transforma-
tion law for the Jα(τ) under change of stability condition:
Jα(τ˜ )=
∑
iso.
classes
of finite
sets I
∑
κ:I→C(coh(X)):∑
i∈I κ(i)=α
∑
connected,
simply-connected
digraphs Γ,
vertices I
V (I,Γ, κ; τ, τ˜) ·
∏
edges
i
• →
j
• in Γ
χ¯(κ(i), κ(j))
·
∏
i∈I
Jκ(i)(τ).
(3.27)
As in [54, Rem. 6.29], V (I,Γ, κ; τ, τ˜) depends on the orientation of Γ only up
to sign: changing the directions of k edges multiplies V (I,Γ, κ; τ, τ˜ ) by (−1)k.
Since χ¯ is antisymmetric, it follows that V (I,Γ, κ; τ, τ˜) ·
∏
i
•→
j
• χ¯(κ(i), κ(j)) in
(3.27) is independent of the orientation of Γ.
4 Behrend functions and Donaldson–Thomas
theory
We now discuss Behrend functions of schemes and stacks, and their application
to Donaldson–Thomas invariants. Our primary source is Behrend’s paper [3].
But Behrend considers only C-schemes and Deligne–Mumford C-stacks, whereas
we treat Artin stacks, and discuss which parts of the theory work over other
algebraically closed fields K. Some of our results, such as Theorem 4.11 below,
appear to be new. Also, in §4.5 we give an exact cohomological description of
the numerical Grothendieck group Knum(coh(X)) of a Calabi–Yau 3-fold X .
We have not tried to be brief; instead, we have tried to make §4.1–§4.4 a
helpful reference on Behrend functions, by collecting ideas and material which
may be useful in the future. Section 4.4, and most of §4.2, will not be used in
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this book. We include in §4.2 a discussion of perverse sheaves and vanishing
cycles, since they seem to be connected to Behrend functions at a deep level,
but we expect many of our readers may not be familiar with them.
4.1 The definition of Behrend functions
Definition 4.1. Let K be an algebraically closed field of characteristic zero,
and X a finite type K-scheme. Write Z∗(X) for the group of algebraic cycles
on X , as in Fulton [28]. Suppose X ↪→ M is an embedding of X as a closed
subscheme of a smooth K-scheme M . Let CXM be the normal cone of X in
M , as in [28, p. 73], and pi : CXM → X the projection. As in [3, §1.1], define a
cycle cX/M ∈ Z∗(X) by
cX/M =
∑
C′(−1)
dimpi(C′)mult(C′)pi(C′),
where the sum is over all irreducible components C′ of CXM .
It turns out that cX/M depends only on X , and not on the embedding
X ↪→ M . Behrend [3, Prop. 1.1] proves that given a finite type K-scheme X ,
there exists a unique cycle cX ∈ Z∗(X), such that for any e´tale map ϕ : U → X
for a K-scheme U and any closed embedding U ↪→M into a smooth K-scheme
M , we have ϕ∗(cX) = cU/M in Z∗(U). If X is a subscheme of a smooth M we
take U = X and get cX = cX/M . Behrend calls cX the signed support of the
intrinsic normal cone, or the distinguished cycle of X .
Write CFZ(X) for the group of Z-valued constructible functions on X . The
local Euler obstruction is a group isomorphism Eu : Z∗(X) → CFZ(X). It was
first defined by MacPherson [75] when K = C, using complex analysis, but
Kennedy [60] provides an alternative algebraic definition which works over any
algebraically closed field K of characteristic zero. If V is a prime cycle on X ,
the constructible function Eu(V ) is given by
Eu(V ) : x 7−→
∫
µ−1(x) c(T˜ ) ∩ s(µ
−1(x), V˜ ),
where µ : V˜ → V is the Nash blowup of V , T˜ the dual of the universal quotient
bundle, c the total Chern class and s the Segre class of the normal cone to a
closed immersion. Kennedy [60, Lem. 4] proves that Eu(V ) is constructible.
For each finite type K-scheme X , define the Behrend function νX in CF(X) by
νX = Eu(cX), as in Behrend [3, §1.2].
In the case K = C, using MacPherson’s complex analytic definition of the
local Euler obstruction [75], the definition of νX makes sense in the framework of
complex analytic geometry, and so Behrend functions can be defined for complex
analytic spaces Xan. Informally, we have a commutative diagram:
C-subvariety X in
smooth C-variety M
//

Algebraic cycle
cX/M in Z∗(X) Eu
//

Algebraic Behrend function
νX = Eu(cX/M ) in CFZ(X)

complex analytic space X˜
in complex manifold M˜
// Analytic cycle
cX˜/M˜ in Z
an
∗ (X˜)
Eu // Analytic Behrend function
νX˜=Eu(cX˜/M˜ ) in CF
an
Z (X˜),
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where the columns pass from C-algebraic varieties/cycles/constructible func-
tions to the underlying complex analytic spaces/cycles/constructible functions.
Thus we deduce:
Proposition 4.2. (a) If K is an algebraically closed field of characteristic zero,
and X is a finite type K-scheme, then the Behrend function νX is a well-defined
Z-valued constructible function on X, in the Zariski topology.
(b) If Y is a complex analytic space then the Behrend function νY is a well-
defined Z-valued locally constructible function on Y, in the analytic topology.
(c) If X is a finite type C-scheme, with underlying complex analytic space Xan,
then the algebraic Behrend function νX in (a) and the analytic Behrend function
νXan in (b) coincide. In particular, νX depends only on the complex analytic
space Xan underlying X, locally in the analytic topology.
Here are some important properties of Behrend functions. They are proved
by Behrend [3, §1.2 & Prop. 1.5] when K = C, but his proof is valid for generalK.
Theorem 4.3. Let K be an algebraically closed field of characteristic zero, and
X,Y be finite type K-schemes. Then:
(i) If X is smooth of dimension n then νX ≡ (−1)n.
(ii) If ϕ : X→Y is smooth with relative dimension n then νX≡(−1)nϕ∗(νY ).
(iii) νX×Y ≡ νX   νY , where (νX   νY )(x, y) = νX(x)νY (y).
We can extend the definition of Behrend functions to K-schemes, algebraic
K-spaces, and Artin K-stacks, locally of finite type.
Proposition 4.4. Let K be an algebraically closed field of characteristic zero,
and X be a K-scheme, algebraic K-space, or Artin K-stack, locally of finite
type. Then there is a well-defined Behrend function νX , a Z-valued locally
constructible function on X, which is characterized uniquely by the property that
if W is a finite type K-scheme and ϕ :W → X is a 1-morphism of Artin stacks
that is smooth of relative dimension n then ϕ∗(νX) = (−1)nνW in CF(W ).
Proof. As Artin K-stacks include K-schemes and algebraicK-spaces, it is enough
to do the Artin stack case. Suppose X is an Artin K-stack, locally of finite type.
Let x ∈ X(K). Then by the existence of atlases for X , and as X is locally of
finite type, there exists a finite type K-schemeW and a 1-morphism ϕ : W → X
smooth of relative dimension n, with x = ϕ∗(w) for some w ∈ W (K). We wish
to define νX(x) = (−1)nνW (w).
To show this is well-defined, supposeW ′, ϕ′, n′, w′ are alternative choices for
W,ϕ, n, w. Consider the fibre product Y =W ×ϕ,X,ϕ′ W ′. This is a finite type
K-scheme, as W,W ′ are. Let pi1 : Y → W and pi2 : Y → W ′ be the projections
to the factors of the fibre product. Then pi1, pi2 are morphisms of K-schemes,
and pi1 is smooth of relative dimension n
′ as ϕ′ is, and pi2 is smooth of relative
dimension n as ϕ is. Hence Theorem 4.3(ii) gives
(−1)n
′
pi∗1(νW ) ≡ νY ≡ (−1)
npi∗2(νW ′). (4.1)
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Since ϕ∗(w) = x = ϕ
′
∗(w
′), the fibre of pi1 × pi2 : Y → W ×W ′ over (w,w′) is
isomorphic as a K-scheme to the stabilizer group IsoX(x), and so is nonempty.
Thus there exists y ∈ Y (K) with (pi1)∗(y) = w and (pi2)∗(y) = w′. Equation
(4.1) thus gives (−1)n
′
νW (w) = νY (y) = (−1)nνW ′(w′), so that (−1)nνW (w) =
(−1)n
′
νW ′(w
′). Hence νX(x) is well-defined.
Therefore there exists a unique function νX : X(K) → Z with the property
in the proposition. It remains only to show that νX is locally constructible. For
ϕ,W, n as above, ϕ∗(νX) = (−1)nνW and νW constructible imply that νX is
constructible on the constructible set ϕ∗(W (K)) ⊆ X(K). But any constructible
subset S of X(K) can be covered by finitely many such subsets ϕ∗(W (K)), so
νX |S is constructible, and thus νX is locally constructible.
It is then easy to deduce:
Corollary 4.5. Theorem 4.3 also holds for Artin K-stacks X,Y locally of finite
type.
4.2 Milnor fibres and vanishing cycles
We define Milnor fibres for holomorphic functions on complex analytic spaces.
Definition 4.6. Let U be a complex analytic space, f : U → C a holomorphic
function, and x ∈ U . Let d( , ) be a metric on U near x induced by a local
embedding of U in some CN . For δ,  > 0, consider the holomorphic map
Φf,x :
{
y ∈ U : d(x, y)<δ, 0< |f(y)−f(x)|<
}
−→
{
z ∈ C : 0< |z|<
}
given by Φf,x(y) = f(y) − f(x). Milnor [78], extended by Leˆ [68], shows that
Φf,x is a locally trivial topological fibration provided 0 <   δ  1. The
Milnor fibre MFf (x) is the fibre of Φf,x. It is independent of the choice of
0 <  δ  1 up to homeomorphism, or up to diffeomorphism for smooth U .
The next theorem is due to Parusin´ski and Pragacz [87], as in [3, §1.2].
Theorem 4.7. Let U be a complex manifold and f : U → C a holomorphic
function, and define X to be the complex analytic space Crit(f) ⊆ U . Then the
Behrend function νX of X is given by
νX(x) = (−1)
dimU
(
1− χ(MFf (x))
)
for x ∈ X. (4.2)
These ideas on Milnor fibres have a deep and powerful generalization in
the theory of perverse sheaves and vanishing cycles. We now sketch a few of
the basics of the theory. It works both in the algebraic and complex analytic
contexts, but we will explain only the complex analytic setting. A survey paper
on the subject is Massey [76], and three books are Kashiwara and Schapira [57],
Dimca [18], and Schu¨rmann [93]. Over the field C, Saito’s theory of mixed Hodge
modules [92] provides a generalization of the theory of perverse sheaves with
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more structure, which may also be a context in which to generalize Donaldson–
Thomas theory, but we will not discuss this.
What follows will not be needed to understand the rest of the book — the
only result in this discussion we will use later is Theorem 4.11, which makes
sense using only the definitions of §4.1. We include this material both for com-
pleteness, as it underlies the theory of Behrend functions, and also to point out
to readers in Donaldson–Thomas theory that future developments in the sub-
ject, particularly in the direction of motivic Donaldson–Thomas invariants and
motivic Milnor fibres envisaged by Kontsevich and Soibelman [63], will probably
be framed in terms of perverse sheaves and vanishing cycles.
Definition 4.8. Let X be a complex analytic space. Consider sheaves of Q-
modules C on X . Note that these are not coherent sheaves, which are sheaves
of OX -modules. A sheaf C is called constructible if there is a locally finite
stratification X =
⋃
j∈J Xj of X in the complex analytic topology, such that
C|Xj is a Q-local system for all j ∈ J , and all the stalks Cx for x ∈ X are
finite-dimensional Q-vector spaces. A complex C• of sheaves of Q-modules on
X is called constructible if all its cohomology sheaves Hi(C•) for i ∈ Z are
constructible.
Write DbCon(X) for the bounded derived category of constructible complexes
on X . It is a triangulated category. By [18, Th. 4.1.5], Db
Con
(X) is closed under
Grothendieck’s “six operations on sheaves” Rϕ∗, Rϕ!, ϕ
∗, ϕ!,RHom,
L
⊗. The
perverse sheaves on X are a particular abelian subcategory Per(X) in DbCon(X),
which is the heart of a t-structure on Db
Con
(X). So perverse sheaves are actually
complexes of sheaves, not sheaves, on X . The category Per(X) is noetherian
and locally artinian, and is artinian if X is of finite type, so every perverse sheaf
has (locally) a unique filtration whose quotients are simple perverse sheaves; and
the simple perverse sheaves can be described completely in terms of irreducible
local systems on irreducible subvarieties in X .
Next we explain nearby cycles and vanishing cycles. Let X be a complex
analytic space, and f : X → C a holomorphic function. Define X0 = f−1(0),
as a complex analytic space, and X∗ = X \ X0. Consider the commutative
diagram
X0
i
//
f
X
f
X∗
j
oo
f
X˜∗p
oo
pi
tt
f˜
{0} // C C∗oo C˜∗.
ρoo
Here i : X0 → X , j : X∗ → X are the inclusions, ρ : C˜
∗ → C∗ is the universal
cover of C∗ = C \ {0}, and X˜∗ = X∗ ×f,C∗,ρ C˜
∗ the corresponding cover of X∗,
with covering map p : X˜∗ → X∗, and pi = j ◦ p. The nearby cycle functor
ψf : D
b
Con(X)→ D
b
Con(X0) is ψf = i
∗Rpi∗pi
∗.
There is a natural transformation Ξ : i∗ ⇒ ψf between the functors i∗, ψf :
Db
Con
(X) → Db
Con
(X0). The vanishing cycle functor φf : D
b
Con
(X) → Db
Con
(X0)
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is a functor such that for every C• in Db
Con
(X) we have a distinguished triangle
i∗(C•)
Ξ(C•) // ψf (C•) // φf (C•)
[+1] // i∗(C•) (4.3)
in DbCon(X0). So roughly speaking φf is the cone on Ξ, but this is not a good
definition as cones are not unique up to canonical isomorphism. The shifted
functors ψf [−1], φf [−1] take perverse sheaves to perverse sheaves.
As i∗, ψf , φf are exact, they induce morphisms on the Grothendieck groups
(i∗)∗, (ψf )∗, (φf )∗ : K0(D
b
Con(X)) −→ K0(D
b
Con(X0)),
with (ψf )∗ = (i
∗)∗ + (φf )∗ by (4.3). Note that K0(D
b
Con
(X)) = K0(Per(X))
and K0(D
b
Con(X0)) = K0(Per(X0)), and for X of finite type K0(Per(X)) is
spanned by isomorphism classes of simple perverse sheaves, which have a nice
description [18, Th. 5.2.12].
Write CFanZ (X) for the group of Z-valued analytically constructible func-
tions on X . Define a map χX : Obj(D
b
Con
(X)) → CFanZ (X) by taking Euler
characteristics of the cohomology of stalks of complexes, given by
χX(C
•) : x 7−→
∑
k∈Z(−1)
k dimHk(C•)x.
Since distinguished triangles in Db
Con
(X) give long exact sequences on cohomol-
ogy of stalks Hk(−)x, this χX is additive over distinguished triangles, and so
descends to a group morphism χX : K0(D
b
Con
(X))→ CFanZ (X).
These maps χX : Obj(D
b
Con(X)) → CF
an
Z (X) and χX : K0(D
b
Con(X)) →
CFanZ (X) are surjective, since CF
an
Z (X) is spanned by the characteristic functions
of closed analytic cycles Y in X , and each such Y lifts to a perverse sheaf in
DbCon(X). In category-theoretic terms, X 7→ D
b
Con(X) is a functor D
b
Con from
complex analytic spaces to triangulated categories, and X 7→ CFanZ (X) is a
functor CFanZ from complex analytic spaces to abelian groups, and X 7→ χX is
a natural transformation χ from DbCon to CF
an
Z .
As in Schu¨rmann [93, §2.3], the operations Rϕ∗, Rϕ!, ϕ∗, ϕ!,RHom, and
L
⊗
on DbCon(X) all have analogues on constructible functions, which commute with
the maps χX . So, for example, if ϕ : X → Y is a morphism of complex ana-
lytic spaces, pullback of complexes ϕ∗ corresponds to pullback of constructible
functions in §2.1, that is, we have a commutative diagram
Db
Con
(Y )
χY
ϕ∗
// Db
Con
(X)
χX 
CFanZ (Y )
ϕ∗ // CFanZ (X).
Similarly, if ϕ is proper then Rϕ∗ on complexes corresponds to pushforward of
constructible functions CF(ϕ) in §2.1, that is, we have a commutative diagram
Db
Con
(X)
χX
Rϕ∗
// Db
Con
(Y )
χY 
CFanZ (X)
CF(ϕ) // CFanZ (Y ).
(4.4)
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Also
L
⊗ corresponds to multiplication of constructible functions.
The functors ψf , φf above have analogues Ψf ,Φf on constructible functions
defined by Verdier [102, Prop.s 3.4 & 4.1]. For X, f,X0 as above, there is a
unique morphism Ψf : CF
an
Z (X)→ CF
an
Z (X0) such that
Ψf (1Z) : x 7−→
{
χ
(
MFf |Z (x)
)
, x ∈ X0 ∩ Z,
0, x ∈ X0 \ Z,
(4.5)
whenever Z is a closed complex analytic subspace of X , and 1Z ∈ CF
an
Z (X) is
given by 1Z(x) = 1 if x ∈ Z and 1Z(x) = 0 if x /∈ Z. We set Φf = Ψf − i∗,
where i : X0 → X is the inclusion. Then we have commutative diagrams
Db
Con
(X)
χX
ψf
// Db
Con
(X0)
χX0 
Db
Con
(X)
χX
φf
// Db
Con
(X0)
χX0 
CFanZ (X)
Ψf // CFanZ (X0), CF
an
Z (X)
Φf // CFanZ (X0).
(4.6)
Now let U be a complex manifold of dimension n, and f : U → C a holomor-
phic function. The critical locus X = Crit(f) is a complex analytic subspace
of U , and f is locally constant on X , so locally X ⊆ f−1(c) for some c ∈ C.
Suppose X is contained in f−1(0) = U0. Write Q for the constant sheaf with
fibre Q on U , regarded as an element of DbCon(U). As U is smooth of dimension
n, the shift Q[n] is a simple perverse sheaf on U . Since ψf [−1], φf [−1] take per-
verse sheaves to perverse sheaves, it follows that ψf [−1]
(
Q[n]
)
= ψf
(
Q[n− 1]
)
and φf [−1]
(
Q[n]
)
= φf
(
Q[n− 1]
)
are perverse sheaves on U0. We call these the
perverse sheaves of nearby cycles and vanishing cycles, respectively.
We will compute χU0
(
φf (Q[n− 1])
)
. We have
χU0
(
φf (Q[n− 1])
)
≡
(
Φf ◦ χU (Q[n− 1])
)
≡ (−1)n−1
(
Φf ◦ χU (Q)
)
≡ (−1)n−1
(
Φf (1U )
)
≡ (−1)n−1
(
Ψf (1U )− i
∗(1U )
)
≡ (−1)n−1
(
Ψf (1U )− 1U0
)
≡ (−1)n
(
1U0 −Ψf (1U )
)
,
using (4.6) commutative in the first step, χU ◦ [+1] = −χU in the second,
χU (Q) = 1U in the third and Φf = Ψf − i∗ in the fourth. So (4.5) gives
χU0
(
φf (Q[n− 1])
)
: x 7−→ (−1)n
(
1− χ(MFf (x))
)
for x ∈ U0. (4.7)
If x ∈ U0 \ X then MFf (x) is an open ball, so χU0
(
φf (Q[n − 1])
)
(x) = 0 by
(4.7), and if x ∈ X then χU0
(
φf (Q[n − 1])
)
(x) = νX(x) by (4.7) and Theorem
4.7. Thus we have proved:
Theorem 4.9. Let U be a complex manifold of dimension n, and f : U → C a
holomorphic function with X = Crit(f) contained in U0 = f
−1({0}). Then the
perverse sheaf of vanishing cycles φf (Q[n− 1]) on U0 is supported on X, and
χU0
(
φf (Q[n− 1])
)
(x) =
{
νX(x), x ∈ X,
0, x ∈ U0 \X,
(4.8)
where νX is the Behrend function of the complex analytic space X.
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Behrend [3, eq. (5)] gives equation (4.8) with an extra sign (−1)n−1, since
he omits the shift [n−1] in Q[n−1], which makes φf (Q[n−1]) a perverse sheaf.
Theorem 4.9 may be important for future work in Donaldson–Thomas theory,
as it suggests that we should try to lift from constructible functions to perverse
sheaves, or mixed Hodge modules [92], or some similar setting.
This bridge between perverse sheaves and vanishing cycles on one hand,
and Milnor fibres and Behrend functions on the other, is also useful because
we can take known results on the perverse sheaf side, and translate them into
properties of Milnor fibres by applying the surjective functors χX . Here is one
such result. For constructible complexes, the functors ψf , φf commute with
proper pushdowns [18, Prop. 4.2.11]. Applying χX yields:
Proposition 4.10. Let X,Y be complex analytic spaces, ϕ : Y → X a proper
morphism, and f : X → C a holomorphic function. Set g = f ◦ ϕ, and write
X0 = f
−1(0) and Y0 = g
−1(0). Then the following diagrams commute:
CFanZ (Y )
Ψg
CF(ϕ)
// CFanZ (X)
Ψf 
CFanZ (Y )
Φg
CF(ϕ)
// CFanZ (X)
Φf 
CFanZ (Y0)
CF(ϕ) // CFanZ (X0), CF
an
Z (Y0)
CF(ϕ) // CFanZ (X0).
(4.9)
We use this to prove a property of Milnor fibres that we will need later. The
authors would like to thank Jo¨rg Schu¨rmann for suggesting the simple proof of
Theorem 4.11 below using Proposition 4.10, which replaces a longer proof using
Lagrangian cycles in an earlier version of this book.
Theorem 4.11. Let U be a complex manifold, f : U → C a holomorphic
function, V a closed, embedded complex submanifold of U, and v ∈ V ∩Crit(f).
Define U˜ to be the blowup of U along V, with blow-up map pi : U˜ → U, and set
f˜ = f ◦ pi : U˜ → C. Then pi−1(v) = P(TvU/TvV ) is contained in Crit(f˜), and
χ
(
MFf (v)
)
=
∫
w∈P(TvU/TvV )
χ
(
MFf˜ (w)
)
dχ
+
(
1− dimU + dimV
)
χ
(
MFf |V (v)
)
.
(4.10)
Here w 7→ χ(MFf˜ (w)) is a constructible function on P(TvU/TvV ), and the
integral in (4.10) is the Euler characteristic of P(TvU/TvV ) weighted by this.
Proof. Let U, V, U˜ , v be as in the theorem. It is immediate that pi−1(v) =
P(TvU/TvV ) ⊆ Crit(f˜). Replacing f by f − f(v) if necessary, we can suppose
f(v) = 0. Applying Proposition 4.10 with U, U˜, pi, f, f˜ in place of X,Y, ϕ, f, g
to the function 1U˜ on U˜ shows that
CF(pi) ◦Ψf˜(1U˜ ) = Ψf ◦ CF(pi)1U˜ . (4.11)
We evaluate (4.11) at v ∈ V . Since pi−1(v) = P(TvU/TvV ) ⊂ V˜ , we have(
CF(pi)◦Ψf˜(1U˜ )
)
(v)=
∫
w∈P(TvU/TvV )
Ψf˜(w) dχ =
∫
w∈P(TvU/TvV )
χ
(
MFf˜ (w)
)
dχ, (4.12)
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by (4.5). The fibre pi−1(u) of pi : U˜ → U is one point over u ∈ U \ V ,
with χ
(
pi−1(u)) = 1, and a projective space P(TuU/TuV ) for u ∈ V , with
χ
(
pi−1(u)) = dimU − dimV . It follows that CF(pi)1U˜ is 1 at u ∈ U \ V and
dimU − dimV at u ∈ V , giving
CF(pi)1U˜ = 1U + (dimU − dimV − 1)1V . (4.13)
Applying Ψf to (4.13) and using (4.5) to evaluate it at v gives(
Ψf ◦CF(pi)1U˜
)
(v) = χ
(
MFf (v)
)
+
(
dimU − dimV − 1
)
χ
(
MFf |V (v)
)
. (4.14)
Equation (4.10) now follows from (4.11), (4.12) and (4.14).
4.3 Donaldson–Thomas invariants of Calabi–Yau 3-folds
Donaldson–Thomas invariants DTα(τ) were defined by Richard Thomas [100],
following a proposal of Donaldson and Thomas [20, §3].
Definition 4.12. Let K be an algebraically closed field of characteristic zero.
As in §3.4, a Calabi–Yau 3-fold is a smooth projective 3-fold X over K, with
trivial canonical bundle KX . Fix a very ample line bundle OX(1) on X , and
let (τ,G,6) be Gieseker stability on coh(X) w.r.t. OX(1), as in Example 3.8.
For α ∈ Knum(coh(X)), write Mαss(τ),M
α
st(τ) for the coarse moduli schemes
of τ -(semi)stable sheaves E with class [E] = α. Then Mαss(τ) is a projective
K-scheme, and Mαst(τ) an open subscheme.
Thomas [100] constructs a symmetric obstruction theory on Mαst(τ). Sup-
pose that Mαss(τ) = M
α
st(τ). Then M
α
st(τ) is proper, so using the obstruction
theory Behrend and Fantechi [5] define a virtual class [Mαst(τ)]
vir ∈ A0(M
α
st(τ)).
The Donaldson–Thomas invariant [100] is defined to be
DTα(τ) =
∫
[Mαst(τ)]
vir 1. (4.15)
Note that DTα(τ) is defined only when Mαss(τ) =M
α
st(τ), that is, there are no
strictly semistable sheaves E in class α. One of our main goals is to extend the
definition to all α ∈ Knum(coh(X)).
In fact Thomas did not define invariantsDTα(τ) counting sheaves with fixed
class α ∈ Knum(coh(X)), but coarser invariants DTP (τ) counting sheaves with
fixed Hilbert polynomial P (t) ∈ Q[t]. Since MPss(τ) =
∐
α:Pα=P
Mαss(τ), the
relationship with our version DTα(τ) is
DTP (τ) =
∑
α∈Knum(coh(X)):Pα=P
DTα(τ),
with only finitely many nonzero terms in the sum. Thomas’ main result [100, §3],
which works over an arbitrary algebraically closed base field K, is that
Theorem 4.13. For each Hilbert polynomial P (t), the invariant DTP (τ) is
unchanged by continuous deformations of the underlying Calabi–Yau 3-fold X.
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The same proof shows that DTα(τ) for α ∈ Knum(coh(X)) is deformation-
invariant, provided we know that the group Knum(coh(X)) is deformation-
invariant, so that this statement makes sense. This issue will be discussed
in §4.5. We show that when K = C we can describe Knum(coh(X)) in terms of
cohomology groups H∗(X ;Z), H∗(X ;Q), so that Knum(coh(X)) is manifestly
deformation-invariant, and therefore DTα(τ) is also deformation-invariant.
Here is a property of Behrend functions which is crucial for Donaldson–
Thomas theory. It is proved by Behrend [3, Th. 4.18] when K = C, but his
proof is valid for general K.
Theorem 4.14. Let K be an algebraically closed field of characteristic zero, X
a proper K-scheme with a symmetric obstruction theory, and [X ]vir ∈ A0(X)
the corresponding virtual class from Behrend and Fantechi [5]. Then∫
[X]vir 1 = χ(X, νX) ∈ Z,
where χ(X, νX) =
∫
X(K)
νX dχ is the Euler characteristic of X weighted by
the Behrend function νX of X. In particular,
∫
[X]vir
1 depends only on the
K-scheme structure of X, not on the choice of symmetric obstruction theory.
Theorem 4.14 implies that DTα(τ) in (4.15) is given by
DTα(τ) = χ
(
Mαst(τ), νMαst(τ)
)
. (4.16)
There is a big difference between the two equations (4.15) and (4.16) defining
Donaldson–Thomas invariants. Equation (4.15) is non-local, and non-motivic,
and makes sense only ifMαst(τ) is a proper K-scheme. But (4.16) is local, and (in
a sense) motivic, and makes sense for arbitrary finite type K-schemesMαst(τ). In
fact, one could take (4.16) to be the definition of Donaldson–Thomas invariants
even when Mαss(τ) 6=M
α
st(τ), but we will argue in §6.5 that this is not a good
idea, as then DTα(τ) would not be unchanged under deformations of X .
Equation (4.16) was the inspiration for this book. It shows that Donaldson–
Thomas invariantsDTα(τ) can be written as motivic invariants, like those stud-
ied in [51–55], and so it raises the possibility that we can extend the results
of [51–55] to Donaldson–Thomas invariants by including Behrend functions as
weights.
4.4 Behrend functions and almost closed 1-forms
The material of §4.2–§4.3 raises an obvious question. Given a proper moduli
spaceM with a symmetric obstruction theory, such as a moduli space of sheaves
Mαst(τ) on a Calabi–Yau 3-fold when M
α
st(τ) = M
α
ss(τ), we have
∫
[M]vir
1 =
χ(M, νM) by Theorem 4.14. If we could write M as Crit(f) for f : U → C a
holomorphic function on a complex manifold U , we could use the results of §4.2
to study the Behrend function νM. However, as Behrend says [3, p. 5]:
‘We do not know if every scheme admitting a symmetric obstruc-
tion theory can locally be written as the critical locus of a regular
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function on a smooth scheme. This limits the usefulness of the above
formula for νX(x) in terms of the Milnor fibre.’
Later we will prove using transcendental complex analytic methods that
when K = C, moduli spaces Mαst(τ) on a Calabi–Yau 3-fold can indeed be
written as Crit(f) for f holomorphic on a complex manifold U , and so we can
apply §4.2 to prove identities on Behrend functions (5.2)–(5.3). But here we
sketch an alternative approach due to Behrend [3], which could perhaps be used
to give a strictly algebraic proof of the same identities.
Definition 4.15. Let K be an algebraically closed field, and M a smooth K-
scheme. Let ω be a 1-form on M , that is, ω ∈ H0(T ∗M). We call ω almost
closed if dω is a section of Iω · Λ2T ∗M , where Iω is the ideal sheaf of the zero
locus ω−1(0) of ω. Equivalently, dω|ω−1(0) is zero as a section of Λ
2T ∗M |ω−1(0).
In (e´tale) local coordinates (z1, . . . , zn) on M , if ω = f1dz1 + · · ·+ fndzn, then
ω is almost closed provided
∂fj
∂zk
≡
∂fk
∂zj
mod (f1, . . . , fn).
Behrend [3, Prop. 3.14] proves the following, by a proof valid for general K:
Proposition 4.16. Let K be an algebraically closed field, and X a K-scheme
with a symmetric obstruction theory. Then X may be covered by Zariski open
sets Y ⊆ X such that there exists a smooth K-scheme M, an almost closed
1-form ω on M, and an isomorphism of K-schemes Y ∼= ω−1(0).
If we knew the almost closed 1-form ω was closed, then locally ω = df for
f : M → K regular, and X ∼= Crit(f) as we want. Restricting to K = C,
Behrend [3, Prop. 4.22] gives an expression for the Behrend function of the zero
locus of an almost closed 1-form as a linking number. He states it in the complex
algebraic case, but his proof is also valid in the complex analytic case.
Proposition 4.17. Let M be a complex manifold and ω an almost closed holo-
morphic (1, 0)-form on M, and let X = ω−1(0) as a complex analytic subspace
of M . Fix x ∈ X, choose holomorphic coordinates (z1, . . . , zn) on X near x with
z1(x) = · · · = zn(x) = 0, and let (z1, . . . , zn, w1, . . . , wn) be the induced coordi-
nates on T ∗M, with (z1, . . . , wn) representing the 1-form w1dz1 + · · ·+ wndzn
at (z1, . . . , zn), so that we identify T
∗M near x with C2n.
Then for all η ∈ C and  ∈ R with 0 < |η|   1 we have
νX(x) = LS
(
Γη−1ω ∩ S,∆ ∩ S
)
, (4.17)
where S=
{
(z1, . . . , wn)∈C
2n : |z1|2+· · ·+|wn|2= 2
}
is the sphere of radius 
in C2n, and Γη−1ω the graph of η
−1ω regarded locally as a complex submanifold
of C2n, and ∆ =
{
(z1, . . . , wn)∈C
2n : wj = z¯j , j =1, . . . , n
}
, and LS( , ) the
linking number of two disjoint, closed, oriented (n−1)-submanifolds in S.
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Here are some questions which seem interesting. If the answer to (a) is yes, it
suggests the possibility of an alternative proof of our Behrend function identities
(5.2)–(5.3) using algebraic almost closed 1-forms as in Proposition 4.16, rather
than using transcendental complex analytic methods.
Question 4.18. Let M be a complex manifold, ω an almost closed holomorphic
(1, 0)-form on M, and X = ω−1(0) as a complex analytic subspace of M .
(a) Can one prove results for Behrend functions νX analogous to those one
can prove for Behrend functions of Crit(f) for f : M → C holomorphic, using
Proposition 4.17? For instance, is the analogue of Theorem 4.11 true with df
replaced by an almost closed 1-form ω, and df˜ replaced by pi∗(ω)?
(b) Can one define a natural perverse sheaf P supported on X, with χX(P) =
νX , such that P ∼= φf (Q[n− 1]) when ω = df for f :M → C holomorphic?
(c) If the answer to (a) or (b) is yes, are there generalizations to the algebraic
setting, which work say over K algebraically closed of characteristic zero?
One can also ask Question 4.18(b) for Saito’s mixed Hodge modules [92].
4.5 Characterizing Knum(coh(X)) for Calabi–Yau 3-folds
Let X be a Calabi–Yau 3-fold over C, with H1(OX) = 0. We will now give
an exact description of the numerical Grothendieck group Knum(coh(X)) in
terms of the cohomologyHeven(X,Q). A corollary of this is that Knum(coh(X))
is unchanged by small deformations of the complex structure of X . This is
necessary for our claim in §5.4 that the D¯Tα(τ) for α ∈ Knum(coh(X)) are
deformation-invariant to make sense.
To do this we will use the Chern character, as in Hartshorne [40, App. A] or
Fulton [28]. For each E ∈ coh(X) we have the rank r(E) ∈ H0(X ;Z) and the
Chern classes ci(E) ∈ H2i(X ;Z) for i = 1, 2, 3. It is useful to organize these into
the Chern character ch(E) in Heven(X,Q), where ch(E) = ch0(E) + ch1(E) +
ch2(E) + ch3(E) with chi(E) ∈ H2i(X ;Q), with
ch0(E) = r(E), ch1(E) = c1(E), ch2(E) =
1
2
(
c1(E)
2 − 2c2(E)
)
,
ch3(E) =
1
6
(
c1(E)
3 − 3c1(E)c2(E) + 3c3(E)
)
.
(4.18)
Here we use the natural morphism Heven(X ;Z) → Heven(X ;Q) to make r(E),
ci(E) into elements of H
even(X ;Q). The kernel of this morphism is the torsion
of Heven(X ;Z), the subgroup of elements of finite order. From now on we will
neglect torsion in Heven(X ;Z), so by an abuse of notation, when we say that
an element λi of H
2i(X ;Q) lies in H2i(X ;Z), we really mean that λi lies in the
image of H2i(X ;Z) in H2i(X ;Q).
By the Hirzebruch–Riemann–Roch Theorem [40, Th. A.4.1], the Euler form
on coherent sheaves E,F is given in terms of their Chern characters by
χ¯
(
[E], [F ]
)
= deg
(
ch(E)∨ · ch(F ) · td(TX)
)
3, (4.19)
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where td(TX) is the Todd class of TX , which is 1 + 112c2(TX) as X is a
Calabi–Yau 3-fold, and (λ0, λ1, λ2, λ3)
∨ = (λ0,−λ1, λ2,−λ3), writing elements
of Heven(X ;Q) as (λ0, . . . , λ3) with λi ∈ H2i(X ;Q).
The Chern character is additive over short exact sequences. That is, if
0 → E → F → G → 0 is exact in coh(X) then ch(F ) = ch(E) + ch(G).
Hence ch induces a group morphism ch : K0(coh(X))→ Heven(X ;Q). We have
Knum(coh(X)) = K0(coh(X))/I, where I is the kernel of χ¯ on K0(coh(X)).
Equation (4.19) implies that Ker ch ⊆ I. Theorem 4.19 will identify the im-
age of ch in Heven(X ;Q). This image spans Heven(X ;Q) over Q, so as the
pairing (α, β) 7→ deg
(
α∨ · β · td(TX)
)
3 is nondegenerate on H
even(X ;Q), it is
nondegenerate on the image of ch, so Ker ch=I.
Hence ch induces an injective morphism ch : Knum(coh(X)) ↪→ Heven(X ;Q),
and we may regardKnum(coh(X)) as a subgroup ofHeven(X ;Q). (Actually, this
is true for any smooth projective C-scheme X .) Our next theorem identifies the
image of ch.
Theorem 4.19. Let X be a Calabi–Yau 3-fold over C with H1(OX)=0. Define
ΛX =
{
(λ0, λ1, λ2, λ3) ∈ Heven(X ;Q) : λ0 ∈ H0(X ;Z), λ1 ∈ H2(X ;Z),
λ2 −
1
2λ
2
1 ∈ H
4(X ;Z), λ3 +
1
12λ1c2(TX) ∈ H
6(X ;Z)
}
.
(4.20)
Then ΛX is a subgroup of H
even(X ;Q), a lattice of rank
∑3
i=0 b
2i(X), and the
Chern character gives a group isomorphism ch : Knum(coh(X))→ΛX .
Therefore the numerical Grothendieck group Knum(coh(X)) depends only on
the underlying topological space of X up to homotopy, and so Knum(coh(X)) is
unchanged by deformations of the complex structure of X.
Proof. Suppose for simplicity that X is connected, so that we have natural
isomorphisms H6(X ;Q) ∼= Q and H6(X ;Z) ∼= Z. If it is not connected, we can
run the argument below for each connected component of X .
To show ΛX is a subgroup of H
even(X ;Q), we must check it is closed under
addition and inverses. The only issue is that the condition λ2−
1
2λ
2
1 ∈ H
4(X ;Z)
is not linear in λ1. If (λ0, . . . , λ3), (λ
′
0, . . . , λ
′
3) ∈ ΛX then
(λ2 + λ
′
2)−
1
2 (λ1 + λ
′
1)
2 =
[
λ2 −
1
2λ
2
1
]
+
[
λ′2 −
1
2 (λ
′
1)
2
]
+
[
λ1λ
′
1
]
,
and the right hand side is the sum of three terms in H4(X ;Z). So (λ0 +
λ′0, . . . , λ3 + λ
′
3) ∈ ΛX . Also
(−λ2)−
1
2 (−λ1)
2 = −
[
λ2 −
1
2λ
2
1
]
−
[
λ21
]
,
with the right hand the sum of two terms inH4(X ;Z). So (−λ0, . . . ,−λ3) ∈ ΛX ,
and ΛX is a subgroup of H
even(X ;Q). We have
1
6 H
even(X ;Z)/torsion ⊆ ΛX ⊆ Heven(X ;Z)/torsion ⊆ Heven(X ;Q),
so ΛX is a lattice of rank
∑3
i=0 b
2i(X) as Heven(X ;Z)/torsion is.
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Next we show that ch
(
Knum(coh(X))
)
⊆ ΛX . As ΛX is a subgroup, it is
enough to show that ch(E) ∈ ΛX for any E ∈ coh(X). Set ch(E) = (λ0, . . . , λ3).
Then (4.18) gives λ0 = r(E), λ1 = c1(E), λ2 =
1
2
(
c1(E)
2 − 2c2(E)
)
and
λ3 =
1
6
(
c1(E)
3 − 3c1(E)c2(E) + 3c3(E)
)
, with r(E) ∈ H0(X ;Z) and ci(E) ∈
H2i(X ;Z). The conditions λ0 ∈ H0(X ;Z) and λ1 ∈H2(X ;Z) are immediate,
and λ2−
1
2λ
2
1=−c2(E) which lies in H
4(X ;Z). For the final condition,
deg
(
λ3 +
1
12λ1c2(TX)
)
= deg
(
1
6
(
c1(E)
3 − 3c1(E)c2(E) + 3c3(E)
)
+ 112c1(E)c2(TX)
)
= deg
(
(1, 0, 0, 0) ·
(
r(E), c1(E),
1
2 (c1(E)
2 − 2c2(E)),
1
6 (c1(E)
3 − 3c1(E)c2(E) + 3c3(E))
)
· (1, 0, 112c2(TX), 0)
)
3
= deg
(
ch(O)∨ · ch(E) · td(TX)
)
3 = χ¯
(
[OX ], [F ]
)
∈ Z,
using (4.19) in the last line. Then deg
(
λ3 +
1
12λ1c2(TX)
)
∈ Z implies λ3 +
1
12λ1c2(TX) ∈ H
6(X ;Z) ∼= Z. Hence ch(E) = (λ0, . . . , λ3) ∈ ΛX , as we want.
As X is a Calabi–Yau 3-fold over C with H1(OX) = 0 we have H2,0(X) =
H0,2(X) = 0, so H1,1(X) = H2(X ;C). Therefore every β ∈ H2(X ;Z) is c1(Lβ)
for some holomorphic line bundle Lβ, with
ch(Lβ) =
(
1, β, 12β
2, 16β
3
)
, for any β ∈ H2(X ;Z). (4.21)
Pick x ∈ X , and let Ox be the skyscraper sheaf at x. Then
ch(Ox) = (0, 0, 0, 1), (4.22)
identifying H6(X ;Q) ∼= Q and H6(X ;Z) ∼= Z in the natural way. Suppose
Σ is an reduced algebraic curve in X , with homology class [Σ] ∈ H2(X ;Z) ∼=
H4(X ;Z). Then the structure sheaf OΣ in coh(X) has
ch(OΣ) =
(
0, 0, [Σ], k
)
for some k ∈ Z. (4.23)
Now ch
(
Knum(coh(X))
)
is a subgroup of ΛX which contains (4.21)–(4.23).
We claim that the elements (4.21)–(4.23) over all β,Σ generate ΛX , which forces
ch
(
Knum(coh(X))
)
= ΛX and proves the theorem. This depends on a deep fact:
Voisin [103, Th. 2] proves the Hodge Conjecture over Z for Calabi–Yau 3-foldsX
overC withH1(OX) = 0. In this case, the Hodge Conjecture over Z is equivalent
to the statement that H2(X ;Z) ∼= H4(X ;Z) is generated as a group by classes
[Σ] of algebraic curves Σ in X . It follows that (4.22) and (4.23) taken over all
Σ generate the subgroup of (0, 0, λ2, λ3) ∈ ΛX with λ2 ∈ H4(X ;Z) and λ3 ∈
H6(X ;Z). Together with (4.21) for all β ∈ H2(X ;Z), these generate ΛX .
Remark 4.20. (a) Our proof used the Hodge Conjecture over Z for Calabi–
Yau 3-folds, proved by Voisin [103]. But the Hodge Conjecture over Z is false
in general, so the theorem may not generalize to other classes of varieties.
(b) In fact ΛX is a subring of H
even(X ;Q). Also, K0(coh(X)),K
num(coh(X))
naturally have the structure of rings, with multiplication ‘ · ’ characterized by
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[E] · [F ] = [E ⊗ F ] for E,F locally free. As ch(E ⊗ F ) = ch(E) ch(F ) for E,F
locally free, it follows that ch : Knum(coh(X)) → ΛX is a ring isomorphism.
But we will make no use of these ring structures.
(c) If X is a Calabi–Yau 3-fold over C but H1(OX) 6= 0 then ch
(
Knum(coh(X))
)
can be a proper subgroup of ΛX , and this subgroup can change under defor-
mations of X . Thus Knum(coh(X)) need not be deformation-invariant up to
isomorphism, as its rank can jump under deformation.
To see this, note that if H1(OX) 6= 0 then H2,0(X) 6= 0, so H1,1(X) is a
proper subspace of H2(X ;C), which can vary as we deform X , and the inter-
section H1,1(X)∩H2(X ;Z) can change under deformation. Let β ∈ H2(X ;Z).
Then β = c1(L) for some holomorphic line bundle L on X if and only if β ∈
H1,1(X), and then ch(L) =
(
1, β, 12β
2, 16β
3
)
. One can show that
(
1, β, 12β
2, 16β
3
)
lies in ch
(
Knum(coh(X))
)
if and only if β ∈ H1,1(X).
(d) Let B be a C-scheme, and Xb for b ∈ B(C) be a family of Calabi–Yau 3-folds
with H1(OXb ) = 0. That is, we have a smooth C-scheme morphism pi : X → B,
with fibres Xb for b ∈ B(C). Then we can form Knum(coh(Xb)) for each b ∈
B(C). If B is connected, then for b0, b1 ∈ B(C), we can choose a continuous
path γ : [0, 1] → B(C) joining b0 and b1. The family Xγ(t) for t ∈ [0, 1]
defines a homotopy Xb0
∼
−→Xb1 , and so induces isomorphisms H
even(Xb0 ;Q)
∼=
Heven(Xb1 ;Q), ΛXb0
∼= ΛXb1 , and K
num(coh(Xb0))
∼= Knum(coh(Xb1)).
However, if B is not simply-connected this isomorphism Knum(coh(Xb0))
∼=
Knum(coh(Xb1)) can depend on the homotopy class of the path γ. The groups
Knum(coh(Xb)) for b ∈ B(C) form a local system on B(C), so that the fibres are
all isomorphic, but going round loops in B(C) can induce nontrivial automor-
phisms of Knum(coh(Xb)), through an action of pi1(B(C)) on K
num(coh(Xb)).
This phenomenon is called monodromy. We study it in Theorem 4.21 below.
Thus, the statement in Theorem 4.19 that Knum(coh(X)) is unchanged by
deformations of the complex structure of X should be treated with caution:
it is true up to isomorphism, but in general it is only true up to canonical
isomorphism if we restrict to a simply-connected family of deformations.
(e) It may be possible to extend Theorem 4.19 to work over an algebraically
closed base field K of characteristic zero by replacing H∗(X ;Q) by the algebraic
de Rham cohomology H∗dR(X) of Hartshorne [39]. For X a smooth projective
K-scheme, H∗dR(X) is a finite-dimensional vector space over K. There is a
Chern character map ch : Knum(coh(X)) ↪→ HevendR (X). In [39, §4], Hartshorne
considers how H∗dR(Xt) varies in families Xt : t ∈ T , and defines a Gauss–Manin
connection, which makes sense of H∗dR(Xt) being locally constant in t.
We now study monodromy phenomena for Knum(coh(Xu)) in families of
smooth K-schemes X → U , as in Remark 4.20(d). We find that we can always
eliminate such monodromy by passing to a finite cover U˜ of U . This will be
used in §5.4 and §12 to prove deformation-invariance of the D¯Tα(τ), P Iα,n(τ ′).
Theorem 4.21. Let K be an algebraically closed field, ϕ : X → U a smooth
projective morphism of K-schemes with U connected, and OX(1) a relative
very ample line on X, so that for each u ∈ U(K), the fibre Xu of ϕ is a
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smooth projective K-scheme with very ample line bundle OXu(1). Suppose the
numerical Grothendieck groups Knum(coh(Xu)) are locally constant in U(K), so
that u 7→ Knum(coh(Xu)) is a local system of abelian groups on U .
Fix a base point v ∈ U(K), and let Γ be the group of automorphisms of
Knum(coh(Xv)) generated by monodromy round loops in U . Then Γ is a finite
group. There exists a finite e´tale cover pi : U˜ → U of degree |Γ|, with U˜ a
connected K-scheme, such that writing X˜ = X ×U U˜ and ϕ˜ : X˜ → U˜ for the
natural projection, with fibre X˜u˜ at u˜ ∈ U˜(K), then Knum(coh(X˜u˜)) for all
u˜ ∈ U˜(K) are all globally canonically isomorphic to Knum(coh(Xv)). That is,
the local system u˜ 7→ Knum(coh(X˜u˜)) on U˜ is trivial.
Proof. As Knum(coh(Xv)) is a finite rank lattice, we can choose E1, . . . , En ∈
coh(Xv) such that [E1], . . . , [En] generate K
num(coh(Xv)). Write τ for Gieseker
stability on coh(Xv) with respect to OXv (1). Then as in §3.2 each Ei has a
Harder–Narasimhan filtration with τ -semistable factors Sij . Let α1, . . . , αk ∈
Knum(coh(Xv)) be the classes of the Sij for all i, j. Then α1, . . . , αk generate
Knum(coh(Xv)) as an abelian group, and the coarse moduli schemeM
αi
ss (τ)v of
τ -semistable sheaves on Xv in class αi is nonempty for i = 1, . . . , k. Let Pi be
the Hilbert polynomial of αi for i = 1, . . . , k.
Let γ ∈ Γ, and consider the images γ · αi ∈ Knum(coh(Xv)) for i = 1, . . . , k.
As we assume OX(1) is globally defined on U and does not change under mon-
odromy, it follows that the Hilbert polynomials of classes α ∈ Knum(coh(Xv))
do not change under monodromy. Hence γ ·αi has Hilbert polynomial Pi. Also,
the condition that Mαss(τ)u 6= ∅ for u ∈ U(K) and α ∈ K
num(coh(Xu)) is an
open and closed condition in (u, α), so asMαiss (τ)v 6= ∅ we haveM
γ·αi
ss (τ)v 6= ∅.
For each i = 1, . . . , k, the family of τ -semistable sheaves on Xv with Hilbert
polynomial Pi is bounded, and therefore realizes only finitely many classes
β1i , . . . , β
ni
i in K
num(coh(Xv)). It follows that for each γ ∈ Γ we have γ · αi ∈
{β1i , . . . , β
ni
i }. So there are at most n1 · · ·nk possibilities for (γ · α1, . . . , γ · αk).
But (γ · α1, . . . , γ · αk) determines γ as α1, . . . , αk generate Knum(coh(Xv)).
Hence |Γ| 6 n1 · · ·nk, and Γ is finite.
We can now construct an e´tale cover pi : U˜ → U which is a principal Γ-
bundle, and so has degree |Γ|, such that the K-points of U˜ are pairs (u, ι)
where u ∈ U(K) and ι : Knum(coh(Xu)) → K
num(coh(Xv)) is an isomorphism
induced by parallel transport along some path from u to v, which is possible as
U is connected, and Γ acts freely on U˜(K) by γ : (u, ι) 7→ (u, γ ◦ ι), so that the
Γ-orbits correspond to points u ∈ U(K). Then for u˜ = (u, ι) we have X˜u˜ = Xu,
with canonical isomorphism ι : Knum(coh(X˜u˜))→ Knum(coh(Xv)).
5 Statements of main results
Let X be a Calabi–Yau 3-fold over the complex numbers C, and OX(1) a very
ample line bundle over X . For the rest of the book, our definition of Calabi–Yau
3-fold includes the assumption that H1(OX) = 0, except where we explicitly
allow otherwise. Remarks 5.1 and 5.2 discuss the reasons for assuming K = C
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and H1(OX) = 0. Write coh(X) for the abelian category of coherent sheaves
on X , and K(coh(X)) for the numerical Grothendieck group of coh(X). Let
(τ,G,6) be the stability condition on coh(X) of Gieseker stability with respect
to OX(1), as in Example 3.8. If E is a coherent sheaf on X then the class
[E] ∈ K(coh(X)) is in effect the Chern character ch(E) of E.
Write M for the moduli stack of coherent sheaves E on X . It is an Artin
C-stack, locally of finite type. For α ∈ K(coh(X)), write Mα for the open and
closed substack of E with [E] = α in K(coh(X)). (In §3 we used the nota-
tion Mcoh(X),M
α
coh(X) for M,M
α, but we now drop the subscript coh(X) for
brevity). Write Mαss(τ),M
α
st(τ) for the substacks of τ -(semi)stable sheaves E in
class [E] = α, which are finite type open substacks ofMα. WriteMαss(τ),M
α
st(τ)
for the coarse moduli schemes of τ -(semi)stable sheaves E with [E] = α. Then
Mαss(τ) is a projective C-scheme whose points correspond to S-equivalence
classes of τ -semistable sheaves, and Mαst(τ) is an open subscheme of M
α
ss(τ)
whose points correspond to isomorphism classes of τ -stable sheaves.
We divide our main results into four sections §5.1–§5.4. Section 5.1 studies
local properties of the moduli stack M of coherent sheaves on X . We first
show that M is Zariski locally isomorphic to the moduli stack Vect of algebraic
vector bundles on X . Then we use gauge theory on complex vector bundles and
transcendental complex analytic methods to show that an atlas for M may be
written locally in the complex analytic topology as Crit(f) for f : U → C a
holomorphic function on a complex manifold U . The proofs of Theorems 5.3,
5.4, and 5.5 in §5.1 are postponed to §8–§9.
Section 5.2 uses the results of §5.1 and the Milnor fibre description of Behrend
functions in §4.2 to prove two identities (5.2)–(5.3) for the Behrend function νM
of the moduli stack M. The proof of Theorem 5.11 in §5.2 is given in §10.
Section 5.3, the central part of our book, constructs a Lie algebra morphism
Ψ˜ : SFindal (M)→ L˜(X), which modifies Ψ in §3.4 by inserting the Behrend func-
tion νM as a weight. Then we use Ψ˜ to define generalized Donaldson–Thomas
invariants D¯Tα(τ), and show they satisfy a transformation law under change of
stability condition τ . Theorem 5.14 in §5.3 is proved in §11.
Section 5.4 shows that our new invariants D¯Tα(τ) are unchanged under
deformations of the underlying Calabi–Yau 3-foldX . We do this by first defining
auxiliary invariants PIα,n(τ ′) counting ‘stable pairs’ s : OX(−n)→ E for E ∈
coh(X) and n  0, similar to Pandharipande–Thomas invariants [86]. We
show the moduli space of stable pairs Mα,nstp (τ
′) is a projective scheme with a
symmetric obstruction theory, and deduce that PIα,n(τ ′) is unchanged under
deformations of X . We prove a formula for PIα,n(τ ′) in terms of the D¯T β(τ),
and use this to deduce that D¯Tα(τ) is deformation-invariant. The proofs of
Theorems 5.22, 5.23, 5.25, and 5.27 in §5.4 are postponed to §12–§13.
Remark 5.1. We will use the assumption that the base field K = C for the
Calabi–Yau 3-fold X in three main ways in the rest of the book:
(a) Theorems 5.4 and 5.5 in §5.1 are proved using gauge theory and transcen-
dental complex analytic methods, and work only over K = C. These are
used to prove the Behrend function identities (5.2)–(5.3) in §5.2, which
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are vital for much of §5.3–§7, including the wall crossing formula (5.14)
for the D¯Tα(τ), and the relation (5.17) between PIα,n(τ ′), D¯Tα(τ). In
examples we often compute PIα,n(τ ′) and then use (5.17) to find D¯Tα(τ).
(b) As in §4.5, when K = C the Chern character embeds Knum(coh(X)) in
Heven(X ;Q), and we use this to show Knum(coh(X)) is unchanged under
deformations of X . This is important for the results in §5.4 that D¯Tα(τ)
and PIα,n(τ ′) for α ∈ Knum(coh(X)) are invariant under deformations of
X even to make sense. Also, in §6 we use this embedding in Heven(X ;Q)
as a convenient way of describing classes in Knum(coh(X)).
(c) Our notion of compactly embeddable in §6.7 is complex analytic and does
not make sense for general K.
We now discuss the extent to which the results can be extended to other fields
K. Thomas’ original definition (4.15) of DTα(τ), and our definition (5.15) of
the pair invariants PIα,n(τ ′), are both valid over general algebraically closed
fields K. Apart from problem (b) with Knum(coh(X)) above, the proofs of
deformation-invariance of DTα(τ), P Iα,n(τ ′) are also valid over general K.
As noted after Theorem 2.4, constructible functions methods fail for K
of positive characteristic. Because of this, the alternative descriptions (4.16),
(5.16) for DTα(τ), P Iα,n(τ ′) as weighted Euler characteristics, and the defini-
tion of D¯Tα(τ) in §5.3, are valid for algebraically closed fields K of characteristic
zero.
The authors believe that the Behrend function identities (5.2)–(5.3) should
hold over algebraically closed fields K of characteristic zero; Question 5.12(a)
suggests a starting point for a purely algebraic proof of (5.2)–(5.3). This would
resolve (a) above, and probably also (c), because we only need the notion of
‘compactly embeddable’ as our complex analytic proof of (5.2)–(5.3) requires
X compact; an algebraic proof of (5.2)–(5.3) would presumably also work for
compactly supported sheaves on a noncompact X .
For (b), one approach valid over general K which is deformation-invariant
is to count sheaves with fixed Hilbert polynomial, as in Thomas [100], rather
than with fixed class in Knum(coh(X)). It seems likely that Knum(coh(X)) is
deformation-invariant for more general K, so there may not be a problem.
Remark 5.2. We will use the assumption H1(OX) = 0 for the Calabi–Yau
3-fold X in four different ways in the rest of the book:
(i) Theorem 5.3 shows that the moduli stack M of coherent sheaves is locally
isomorphic to the moduli stack Vect of vector bundles. The proof uses
Seidel–Thomas twists by OX(−n), and is only valid if OX(−n) is a spher-
ical object in Db(coh(X)), that is, if H1(OX) = 0. Theorem 5.3 is needed
to show that the Behrend function identities (5.2)–(5.3) hold on M as well
as on Vect, and (5.2)–(5.3) are essential for most of §5.3–§5.4.
(ii) If H1(OX) = 0 then as in §4.5 Knum(coh(X)) is unchanged under defor-
mations of X , which makes sense of the idea that D¯Tα(τ) is deformation-
invariant for α ∈ Knum(coh(X)).
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(iii) In §6.3 we use that if H1(OX) = 0 then Hilbert schemes Hilb
d(X) are
open subschemes of moduli schemes of sheaves on X .
(iv) In §6.4 and §6.6 we use that if H1(OX) = 0 then every β ∈ H
2(X ;Z) is
c1(L) for some line bundle L and the map E 7→ E ⊗ L for E ∈ coh(X) to
deduce symmetries of the D¯Tα(τ).
Of these, in (i) Theorem 5.3 is false if H1(OX) 6= 0, but nonetheless the authors
expect (5.2)–(5.3) will be true if H1(OX) 6= 0, and this is the important thing
for most of our theory. Question 5.12(a) suggests a route towards a purely
algebraic proof of (5.2)–(5.3), which is likely not to require H1(OX) = 0.
For (ii), if H1(OX) 6= 0 then in §4.5 the Chern character induces a map
ch : Knum(coh(X)) → ΛX which is injective but may not be surjective, where
ΛX ⊂ H
even(X ;Q) is the lattice in (4.20). Let us identify Knum(coh(X)) with
its image under ch in ΛX , and then extend the definition of D¯T
α(τ) to all
α ∈ ΛX by setting D¯Tα(τ) = 0 for α ∈ ΛX \ ch
(
Knum(coh(X))
)
. Then D¯Tα(τ)
is defined for α ∈ ΛX , where ΛX is deformation-invariant, and we claim that
D¯Tα(τ) will then be deformation-invariant. Part (iii) is false if H1(OX) 6= 0.
Generalizing our theory to the case H1(OX) 6= 0 is not very interesting any-
way, as most invariants D¯Tα(τ) (as we have defined them) will be automatically
zero. If dimH1(OX) = g > 0 then there is a T 2g family of flat line bundles on
X up to isomorphism, which is a group under ⊗, with identity OX . Suppose
α ∈ Knum(coh(X)) with rankα > 0, so that τ -semistable sheaves in class α
are torsion-free. Then E 7→ E ⊗ L for E ∈ Mαss(τ) and L ∈ T
2g defines an
action of T 2g on Mαss(τ) which is essentially free. As D¯T
α(τ) is a weighted
Euler characteristic ofMαss(τ), and each orbit of T
2g inMαss(τ) is a copy of T
2g
with Euler characteristic zero, it follows that D¯Tα(τ) = 0 when rankα > 0.
One solution to this is to consider sheaves with fixed determinant, as in
Thomas [100]. But this is not nicely compatible with viewing coh(X) as an
abelian category, or with our treatment of wall-crossing formulae. In (iv) above,
if H1(OX) 6= 0 and β ∈ H2(X ;Z) is not of the form c1(L) for a holomorphic
line bundle L, then for any α ∈ Knum(coh(X)) which would be moved by the
symmetry of Heven(X ;Q) corresponding to β we must have D¯Tα(τ) = 0 as
above. Thus (iv) should still hold when H1(OX) 6= 0, but for trivial reasons.
5.1 Local description of the moduli of coherent sheaves
We begin by recalling some facts about moduli spaces and moduli stacks of co-
herent sheaves and vector bundles over smooth projective K-schemes, to estab-
lish notation. Let K be an algebraically closed field, and X a smooth projective
K-scheme of dimension m. In Theorem 5.3 we will take X to be a Calabi–Yau
m-fold over general K, and from Theorem 5.4 onwards we will restrict to K = C,
m = 3 and X a Calabi–Yau 3-fold, except for Theorems 5.22, 5.23 and 5.25,
which work over general K.
Some good references are Hartshorne [40, §II.5] on coherent sheaves, Huy-
brechts and Lehn [44] on coherent sheaves and moduli schemes, and Laumon
and Moret-Bailly [67] on algebraic spaces and stacks. When we say a coherent
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sheaf E is simple we mean that Hom(E,E) ∼= C. (Beware that some authors
use ‘simple’ with the different meaning ‘has no nontrivial subobjects’. An al-
ternative word for ‘simple’ in our sense would be Schurian.) By an algebraic
vector bundle we mean a locally free coherent sheaf on X of rank l > 0. (See
Hartshorne [40, Ex. II.5.18] for an alternative definition of vector bundles E as a
morphism of schemes pi : E → X with fibre Kl and with extra structure, and an
explanation of why these are in 1–1 correspondence with locally free sheaves.)
Write M and Vect for the moduli stacks of coherent sheaves and algebraic
vector bundles on X , respectively. By Laumon and Moret-Bailly [67, §§2.4.4,
3.4.4 & 4.6.2] using results of Grothendieck [34, 35], they are Artin K-stacks,
locally of finite type, andVect is an open K-substack ofM. WriteMsi and Vectsi
for the coarse moduli spaces of simple coherent sheaves and simple algebraic
vector bundles. By Altman and Kleiman [1, Th. 7.4] they are algebraic K-
spaces, locally of finite type. Also Vectsi is an open subspace of Msi.
HereM,Vect,Msi,Vectsi being locally of finite type means roughly only that
they are locally finite-dimensional; in general M, . . . ,Vectsi are neither proper
(essentially, compact), nor separated (essentially, Hausdorff), nor of finite type
(finite type is necessary for invariants such as Euler characteristics to be well-
defined; for the purposes of this book, ‘finite type’ means something like ‘mea-
surable’). These results tell us little about the global geometry of M, . . . ,Vectsi.
But we do have some understanding of their local geometry.
For the moduli stack M of coherent sheaves on X , writing M(K) for the
set of geometric points of M, as in Definition 2.1, elements of M(K) are just
isomorphism classes [E] of coherent sheaves E on X . Fix some such E. Then
the stabilizer group IsoM([E]) inM is isomorphic as an algebraic K-group to the
automorphism group Aut(E), and the Zariski tangent space T[E]M to M at [E]
is isomorphic to Ext1(E,E), and the action of IsoM([E]) on T[E]M corresponds
to the action of Aut(E) on Ext1(E,E) by γ :  7→ γ ◦  ◦ γ−1.
Since IsoM([E]) is the group of invertible elements in the finite-dimensional
K-algebra Aut(E), it is an affine K-group. Hence the Artin K-stackM has affine
geometric stabilizers, in the sense of Definition 2.1. If S is a K-scheme, then
1-morphisms φ : S →M are just families of coherent sheaves on X parametrized
by S, that is, they are coherent sheaves ES on X×S flat over S. A 1-morphism
φ : S → M is an atlas for some open substack U ⊂ M, if and only if ES is a
versal family of sheaves such that
{
[Es] : s ∈ S(K)
}
= U(K) ⊆M(K).
For the algebraic K-spaces Msi,Vectsi, elements of Msi(K),Vectsi(K) are
isomorphism classes [E] of simple coherent sheaves or vector bundles E. When
K = C, Msi,Vectsi are complex algebraic spaces, and so Msi(C),Vectsi(C)
have the induced structure of complex analytic spaces. Direct constructions
of Vectsi(C) as a complex analytic space parametrizing complex analytic holo-
morphic vector bundles are given by Lu¨bke and Okonek [72] and Kosarew and
Okonek [65]. Miyajima [79, Th. 3] shows that these complex analytic space
structures on Vectsi(C) coming from the algebraic side [1] and the analytic
side [65, 72] are equivalent.
Our first result works for Calabi–Yaum-foldsX of any dimensionm > 1, and
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over any algebraically closed field K. It is proved in §8. The authors are grateful
to Tom Bridgeland for suggesting the approach used to prove Theorem 5.3.
Theorem 5.3. Let K be an algebraically closed field, and X a projective Calabi–
Yau m-fold over K for m > 1, with Hi(OX) = 0 for 0 < i < m, and
M,Vect,Msi,Vectsi be as above. Let U be an open, finite type substack of M.
Then there exists an open substack V in Vect, and a 1-isomorphism ϕ : U→ V
of Artin K-stacks. Similarly, let U be an open, finite type subspace of Msi.
Then there exists an open subspace V in Vectsi and an isomorphism ψ : U → V
of algebraic K-spaces. That is, M,Msi are locally isomorphic to Vect,Vectsi, in
the Zariski topology. The isomorphisms ϕ, ψ are constructed as the composition
of m Seidel–Thomas twists by OX(−n) for n 0 and a shift [−m].
We now restrict to Calabi–Yau 3-folds over C, which includes the assumption
H1(OX) = 0. Our next two results, Theorems 5.4 and 5.5, are proved in §9.
Roughly, they say that moduli spaces of coherent sheaves on Calabi–Yau 3-folds
over C can be written locally in the form Crit(f), for f a holomorphic function
on a complex manifold. This is a partial answer to the question of Behrend
quoted at the beginning of §4.4. Because of Theorems 5.4 and 5.5, we can use
the Milnor fibre formula for the Behrend function of Crit(f) in §4.2 to study
the Behrend function νM, and this will be vital in proving Theorem 5.11.
Theorem 5.4. Let X be a Calabi–Yau 3-fold over C, and Msi the coarse
moduli space of simple coherent sheaves on X, so that Msi(C) is the set of
isomorphism classes [E] of simple coherent sheaves E on X, and is a complex
analytic space. Then for each [E] ∈ Msi(C) there exists a finite-dimensional
complex manifold U, a holomorphic function f : U → C, and a point u ∈ U with
f(u) = df |u = 0, such that Msi(C) near [E] is locally isomorphic as a complex
analytic space to Crit(f) near u. We can take U to be an open neighbourhood
of u = 0 in the finite-dimensional complex vector space Ext1(E,E).
Our next result generalizes Theorem 5.4 from simple to arbitrary coherent
sheaves, and from algebraic spaces to Artin stacks.
Theorem 5.5. Let X be a Calabi–Yau 3-fold over C, and M the moduli
stack of coherent sheaves on X. Suppose E is a coherent sheaf on X, so that
[E] ∈ M(C). Let G be a maximal compact subgroup in Aut(E), and GC its
complexification. Then GC is an algebraic C-subgroup of Aut(E), a maximal
reductive subgroup, and GC = Aut(E) if and only if Aut(E) is reductive.
There exists a quasiprojective C-scheme S, an action of GC on S, a point
s ∈ S(C) fixed by GC, and a 1-morphism of Artin C-stacks Φ : [S/GC] → M,
which is smooth of relative dimension dimAut(E) − dimGC, where [S/GC] is
the quotient stack, such that Φ(sGC) = [E], the induced morphism on stabi-
lizer groups Φ∗ : Iso[S/GC](sG
C) → IsoM([E]) is the natural morphism GC ↪→
Aut(E) ∼= IsoM([E]), and dΦ|sGC : TsS ∼= TsGC [S/G
C] → T[E]M ∼= Ext
1(E,E)
is an isomorphism. Furthermore, S parametrizes a formally versal family (S,D)
of coherent sheaves on X, equivariant under the action of GC on S, with fibre
Ds ∼= E at s. If Aut(E) is reductive then Φ is e´tale.
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Write San for the complex analytic space underlying the C-scheme S. Then
there exists an open neighbourhood U of 0 in Ext1(E,E) in the analytic topol-
ogy, a holomorphic function f : U → C with f(0) = df |0 = 0, an open
neighbourhood V of s in San, and an isomorphism of complex analytic spaces
Ξ : Crit(f) → V, such that Ξ(0) = s and dΞ|0 : T0Crit(f) → TsV is the in-
verse of dΦ|sGC : TsS → Ext
1(E,E). Moreover we can choose U, f, V to be
GC-invariant, and Ξ to be GC-equivariant.
Here the first paragraph is immediate, and the second has a straightforward
proof in §9.3, similar to parts of the proof of Luna’s Etale Slice Theorem [74]; the
case in which Aut(E) is reductive, so that GC = Aut(E) and Φ is e´tale, is a fairly
direct consequence of the Etale Slice Theorem. The third paragraph is what
takes the hard work in the proof. Composing the projection pi : S → [S/GC]
with Φ gives a smooth 1-morphism Φ ◦ pi : S →M, which is locally an atlas for
M near [E]. Thus, Theorem 5.5 says that we can write an atlas for M in the
form Crit(f), locally in the analytic topology, where f : U → C is a holomorphic
function on a complex manifold.
By Theorem 5.3, it suffices to prove Theorems 5.4 and 5.5 with Vectsi,Vect
in place of Msi,M. We do this using gauge theory, motivated by an idea of
Donaldson and Thomas [20, §3], [100, §2]. Let E → X be a fixed complex
(not holomorphic) vector bundle over X . Write A for the infinite-dimensional
affine space of smooth semiconnections (∂¯-operators) on E, and Asi for the
open subset of simple semiconnections, and G for the infinite-dimensional Lie
group of smooth gauge transformations of E. Note that we do not assume
semiconnections are integrable. Then G acts on A and Asi, and B = A /G is
the space of gauge-equivalence classes of semiconnections on E.
The subspace Bsi = Asi/G of simple semiconnections should be an infinite-
dimensional complex manifold. Inside Bsi is the subspace Vsi of integrable
simple semiconnections, which should be a finite-dimensional complex analytic
space. Now the moduli scheme Vectsi of simple complex algebraic vector bundles
has an underlying complex analytic space Vectsi(C); the idea is that Vsi is
naturally isomorphic as a complex analytic space to the open subset of Vectsi(C)
of algebraic vector bundles with underlying complex vector bundle E.
We fix ∂¯E in A coming from a holomorphic vector bundle structure on E.
Then points in A are of the form ∂¯E+A for A ∈ C∞
(
End(E)⊗CΛ0,1T ∗X
)
, and
∂¯E+A makes E into a holomorphic vector bundle if F
0,2
A = ∂¯EA+A∧A is zero
in C∞
(
End(E)⊗C Λ0,2T ∗X
)
. Thus, the moduli space of holomorphic vector
bundle structures on E is isomorphic to {∂¯E +A ∈ A : F
0,2
A = 0}/G . Thomas
observes that when X is a Calabi–Yau 3-fold, there is a natural holomorphic
function CS : A → C called the holomorphic Chern–Simons functional, invari-
ant under G up to addition of constants, such that {∂¯E +A ∈ A : F
0,2
A = 0} is
the critical locus of CS. Thus, Vsi, and hence (Vectsi)(C), is (informally) locally
the set of critical points of a holomorphic function CS on an infinite-dimensional
complex manifold Bsi.
In the proof of Theorem 5.4 in §9, when ∂¯E is simple, we show using results
of Miyajima [79] that there is a finite-dimensional complex submanifold Q of
56
A containing ∂¯E , such that Vectsi(C) near [(E, ∂¯E)] is isomorphic as a complex
analytic space to Crit(CS|Q) near ∂¯E , where CS|Q : Q → C is a holomorphic
function on the finite-dimensional complex manifold Q. We also show Q is
biholomorphic to an open neighbourhood U of 0 in Ext1(E,E).
In the proof of Theorem 5.5 in §9, without assuming ∂¯E simple, we show that
a local atlas S for Vect near [(E, ∂¯E)] is isomorphic as a complex analytic space
to Crit(CS|Q) near ∂¯E . The new issues in Theorem 5.5 concern to what extent
we can take S,Q and CS|Q : Q → C to be invariant under Aut(E, ∂¯E). In
fact, in Theorem 5.5 we would have preferred to take S,U, V, f invariant under
the full group Aut(E), rather than just under the maximal reductive subgroup
GC. But we expect this is not possible.
On the algebraic geometry side, the choice of S,Φ,D in the second paragraph
of Theorem 5.5, to construct S we use ideas from the proof of Luna’s Etale
Slice Theorem [74], which works only for reductive groups, so we can make S
invariant under at most a maximal reductive subgroup GC in Aut(E). On the
gauge theory side, constructing Q involves a slice SE = {∂¯E+A : ∂¯∗EA = 0} to
the action of G in A at ∂¯E ∈ A , where ∂¯∗E is defined using choices of Hermitian
metrics hX , hE on X and E. In general we cannot make SE invariant under
Aut(E, ∂¯E). The best we can do is to choose hE invariant under a maximal
compact subgroup G of Aut(E, ∂¯E). Then SE is invariant under G, and hence
under GC as SE is a closed complex submanifold.
We can improve the group-invariance in Theorem 5.5 if we restrict to moduli
stacks of semistable sheaves.
Corollary 5.6. Let X be a Calabi–Yau 3-fold over C. Write τ for Gieseker
stability of coherent sheaves on X w.r.t. some ample line bundle OX(1), and
Mαss(τ) for the moduli stack of τ-semistable sheaves with Chern character α. It
is an open Artin C-substack of M.
Then for each [E] ∈ Mαss(τ)(C), there exists an affine C-scheme S with
associated complex analytic space San, a point s ∈ San, a reductive affine alge-
braic C-group H acting on S, an e´tale morphism Φ : [S/H ]→Mαss(τ) mapping
H ·s 7→ [E], a finite-dimensional complex manifold U with a holomorphic action
of H, an H-invariant holomorphic function f : U → C, an H-invariant open
neighbourhood V of s in San in the analytic topology, and an H-equivariant
isomorphism of complex analytic spaces Ξ : Crit(f)→ V .
Proof. Let [E] ∈ Mαss(τ)(C). Then by properties of Gieseker stability, E has
a Jordan–Ho¨lder decomposition into pairwise non-isomorphic stable factors E1,
. . . , Ek with multiplicities m1, . . . ,mk respectively, and E is an arbitrarily small
deformation of E′ = m1E1 ⊕ · · · ⊕mkEk. We have Hom(Ei, Ej) = 0 if i 6= j
and Hom(Ei, Ei) = C. Thus Aut(E
′) ∼=
∏k
i=1GL(mi,C), which is the complex-
ification of its maximal compact subgroup
∏k
i=1U(mi). Applying Theorem 5.5
to E′ with G =
∏k
i=1 U(mi) and G
C = Aut(E′) gives S,H = GC,Φ, U, f, V,
Ξ. Since E is an arbitrarily small deformation of E′ and Φ is e´tale with
Φ∗ : [H · 0] 7→ [E′], [E] lies in the image under Φ∗ of any open neighbour-
hood of [H · 0] in [S/H ](C), and thus [E] lies in the image of any H-invariant
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open neighbourhood V of 0 in San, in the analytic topology. Hence there exists
s ∈ V ⊆ San with Φ(H · s) = [E]. The corollary follows.
We can connect the last three results with the ideas on perverse sheaves
and vanishing cycles sketched in §4.2. The first author would like to thank
Kai Behrend, Jim Bryan and Bala´zs Szendro˝i for explaining the following ideas.
Theorem 5.4 proves that the complex algebraic spaceMsi may be written locally
in the complex analytic topology as Crit(f), for f : U → C holomorphic and U
a complex manifold. Therefore Theorem 4.9 shows that locally in the complex
analytic topology, there is a perverse sheaf of vanishing cycles φf (Q[dimU − 1])
supported on Crit(f) ∼=Msi, which projects to νMsi under χU0 . So it is natural
to ask whether we can glue these to get a global perverse sheaf on Msi:
Question 5.7. (a) Let X be a Calabi–Yau 3-fold over C, and write Msi for the
coarse moduli space of simple coherent sheaves on X. Does there exist a natural
perverse sheaf P on Msi, with χMsi(P) = νMsi , which is locally isomorphic to
φf (Q[dimU − 1]) for f, U as in Theorem 5.4?
(b) Is there also some Artin stack version of P in (a) for the moduli stack M,
locally isomorphic to φf (Q[dimU − 1]) for f, U as in Theorem 5.5?
The authors have no particular view on whether the answer is yes or no.
One can also ask Question 5.7 for Saito’s mixed Hodge modules [92].
Remark 5.8. (i) Question 5.7(a) could be tested by calculation in examples,
such as the Hilbert scheme of n points on X . Partial results in this case can be
found in Dimca and Szendro˝i [19] and Behrend, Bryan and Szendro˝i [4], see in
particular [4, Rem. 3.2].
(ii) If the answer to Question 5.7(a) is yes, it would provide a way of cat-
egorifying (conventional) Donaldson–Thomas invariants DTα(τ). That is, if
α ∈ K(coh(X)) with Mαss(τ) = M
α
st(τ), as in §4.3, then we can restrict P in
Question 5.7(a) to a perverse sheaf on the open, proper subscheme Mαst(τ) in
Msi, and form the hypercohomology H∗
(
Mαst(τ);P|Mαst(τ)
)
, which is a finite-
dimensional graded Q-vector space. Then∑
k∈Z
(−1)k dimHk
(
Mαst(τ);P|Mαst(τ)
)
= χ
(
Mαst(τ), χMsi(P)|Mαst(τ)
)
= χ
(
Mαst(τ), νMsi |Mαst(τ)
)
= χ
(
Mαst(τ), νMαst(τ)
)
= DTα(τ),
(5.1)
where the first equality in (5.1) holds because we have a commutative diagram
Db
Con
(Mαst(τ)) Rpi∗
//
χMαst(τ)
Db
Con
(SpecC)
χSpec C 
CFanZ (M
α
st(τ))
CF(pi) // CFanZ (SpecC).
by (4.4), where pi : Mαst(τ) → SpecC is the projection, which is proper as
Mαst(τ) is proper, and the last equality in (5.1) holds by (4.16).
Thus, H∗
(
Mαst(τ);P|Mαst(τ)
)
would be a natural cohomology group ofMαst(τ)
whose Euler characteristic is the Donaldson–Thomas invariant by (5.1); the
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Poincare´ polynomial of H∗
(
Mαst(τ);P|Mαst(τ)
)
would be a lift of DTα(τ) to
Z[t, t−1], which might also be interesting.
(iii) If the answers to Question 5.7(a),(b) are no, at least locally in the Zariski
topology, this might be bad news for the programme of Kontsevich–Soibelman
[63] to extend Donaldson–Thomas invariants of Calabi–Yau 3-folds to other mo-
tivic invariants. Kontsevich and Soibelman wish to associate a ‘motivic Milnor
fibre’ to each point of M. The question of how these vary in families over
the base M is important, but not really addressed in [63]. It appears to the
authors to be a similar issue to whether one can glue perverse sheaves above;
indeed, P in Question 5.7 may be some kind of cohomology pushforward of the
Kontsevich–Soibelman family of motivic Milnor fibres, if this exists.
The last three results use transcendental complex analysis, and so work only
over C. It is an important question whether analogous results can be proved
using strictly algebraic methods, and over fields K other than C. Observe that
above we locally write Msi as Crit(f) for f : U → C, that is, we write Msi as
the zeroes (df)−1(0) of a closed 1-form df on a smooth complex manifold U .
A promising way to generalize Theorems 5.4–5.5 to the algebraic context is to
replace df by an almost closed 1-form ω, in the sense of §4.4.
Results of Thomas [100] imply that the coarse moduli space of simple co-
herent sheaves Msi on X carries a symmetric obstruction theory, and thus
Proposition 4.16 shows that Msi is locally isomorphic to the zeroes of an al-
most closed 1-form ω on a smooth variety U . Etale locally near [E] ∈ Msi(K)
we can take U to be Ext1(E,E). Thus we deduce:
Proposition 5.9. Let K be an algebraically closed field and X a Calabi–Yau
3-fold over K, and write Msi for the coarse moduli space of simple coherent
sheaves on X, which is an algebraic K-space. Then for each point [E] ∈ Msi(K)
there exists a Zariski open subset U in the affine K-space Ext1(E,E) with 0 ∈
U(K), an algebraic almost closed 1-form ω on U with ω|0 = ∂ω|0 = 0, and
an e´tale morphism ξ : ω−1(0) → Msi with ξ(0) = [E] ∈ Msi(K) and dξ|0 :
T0(ω
−1(0)) = Ext1(E,E)→ T[E]Msi the natural isomorphism, where ω
−1(0) is
the K-subscheme of U on which ω ≡ 0.
This is an analogue of Theorem 5.4, with C replaced by any algebraically
closed K, the complex analytic topology replaced by the e´tale topology, and the
closed 1-form df replaced by the almost closed 1-form ω. We can ask whether
there is a corresponding algebraic analogue of Theorem 5.5.
Question 5.10. Let K be an algebraically closed field and X a Calabi–Yau
3-fold over K, and write M for the moduli stack of coherent sheaves on X.
(a) For each [E] ∈ M(K), does there exist a Zariski open subset U in the
affine K-space Ext1(E,E) with 0 ∈ U(K), an algebraic almost closed 1-
form ω on U with ω|0 = ∂ω|0 = 0, and a 1-morphism ξ : ω−1(0) → M
smooth of relative dimension dimAut(E), with ξ(0) = [E] ∈ M(K) and
dξ|0 : T0(ω−1(0)) = Ext
1(E,E)→ T[E]M the natural isomorphism?
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(b) In (a), let G be a maximal reductive subgroup of Aut(E), acting on
Ext1(E,E) by γ :  7→γ◦◦γ−1. Can we take U, ω, ξ to be G-invariant?
5.2 Identities on Behrend functions of moduli stacks
We use the results of §5.1 to study the Behrend function νM of the moduli stack
M of coherent sheaves on X , as in §4. Our next theorem is proved in §10.
Theorem 5.11. Let X be a Calabi–Yau 3-fold over C, and M the moduli stack
of coherent sheaves on X. The Behrend function νM : M(C)→ Z is a natural
locally constructible function on M. For all E1, E2 ∈ coh(X), it satisfies:
νM(E1 ⊕ E2) = (−1)
χ¯([E1],[E2])νM(E1)νM(E2), (5.2)∫
[λ]∈P(Ext1(E2,E1)):
λ⇔ 0→E1→F→E2→0
νM(F ) dχ−
∫
[λ˜]∈P(Ext1(E1,E2)):
λ˜⇔ 0→E2→F˜→E1→0
νM(F˜ ) dχ
=
(
dimExt1(E2, E1)− dimExt
1(E1, E2)
)
νM(E1 ⊕ E2).
(5.3)
Here χ¯([E1], [E2]) in (5.2) is defined in (3.1), and in (5.3) the correspondence
between [λ] ∈ P(Ext1(E2, E1)) and F ∈ coh(X) is that [λ] ∈ P(Ext
1(E2, E1))
lifts to some 0 6= λ ∈ Ext1(E2, E1), which corresponds to a short exact sequence
0→ E1 → F → E2 → 0 in coh(X) in the usual way. The function [λ] 7→ νM(F )
is a constructible function P(Ext1(E2, E1)) → Z, and the integrals in (5.3) are
integrals of constructible functions using the Euler characteristic as measure.
We will prove Theorem 5.11 using Theorem 5.5 and the Milnor fibre descrip-
tion of Behrend functions from §4.2. We apply Theorem 5.5 to E = E1⊕E2, and
we take the maximal compact subgroup G of Aut(E) to contain the subgroup{
idE1 +λ idE2 : λ ∈ U(1)
}
, so that GC contains
{
idE1 +λ idE2 : λ ∈ Gm
}
. Equa-
tions (5.2) and (5.3) are proved by a kind of localization using this Gm-action
on Ext1(E1 ⊕ E2, E1 ⊕ E2).
Equations (5.2)–(5.3) are related to a conjecture of Kontsevich and Soibel-
man [63, Conj. 4] and its application in [63, §6.3], and could probably be deduced
from it. The authors got the idea of proving (5.2)–(5.3) by localization using
the Gm-action on Ext
1(E1 ⊕ E2, E1 ⊕ E2) from [63]. However, Kontsevich and
Soibelman approach [63, Conj. 4] via formal power series and non-Archimedean
geometry. Instead, in Theorem 5.5 we in effect first prove that we can choose
the formal power series to be convergent, and then use ordinary differential
geometry and Milnor fibres.
Note that our proof of Theorem 5.11 is not wholly algebro-geometric —
it uses gauge theory, and transcendental complex analytic geometry methods.
Therefore this method will not suffice to prove the parallel conjectures in Kont-
sevich and Soibelman [63, Conj. 4], which are supposed to hold for general fields
K as well as C, and for general motivic invariants of algebraic K-schemes as well
as for the topological Euler characteristic.
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Question 5.12. (a) Suppose the answers to Questions 4.18(a) and 5.10 are
both yes. Can one use these to give an alternative, strictly algebraic proof of
Theorem 5.11 using almost closed 1-forms as in §4.4, either over K = C
using the linking number expression for Behrend functions in (4.17), or over
general algebraically closed K of characteristic zero by some other means?
(b) Might the ideas of (a) provide an approach to proving [63, Conj. 4] without
using formal power series methods?
(c) Can one extend Theorem 5.11 from the abelian category coh(X) to the
derived category Db(X), say to all objects E1⊕E2 in D(X) with Ext
<0(E1⊕
E2, E1⊕E2)=0?
5.3 A Lie algebra morphism Ψ˜ : SFindal (M)→ L˜(X), and
generalized Donaldson–Thomas invariants D¯T α(τ)
In §3.4 we defined an explicit Lie algebra L(X) and Lie algebra morphisms
Ψ : SFindal (M) → L(X) and Ψ
χ,Q : S¯Findal (M, χ,Q) → L(X). We now define
modified versions L˜(X), Ψ˜, Ψ˜χ,Q, with Ψ˜, Ψ˜χ,Q weighted by the Behrend function
νM of M. We continue to use the notation of §2–§4.
Definition 5.13. Define a Lie algebra L˜(X) to be the Q-vector space with basis
of symbols λ˜α for α ∈ Knum(coh(X)), with Lie bracket
[λ˜α, λ˜β ] = (−1)χ¯(α,β)χ¯(α, β)λ˜α+β , (5.4)
which is (3.15) with a sign change. As χ¯ is antisymmetric, (5.4) satisfies the
Jacobi identity, and makes L˜(X) into an infinite-dimensional Lie algebra over Q.
Define a Q-linear map Ψ˜χ,Q : S¯Findal (M, χ,Q)→ L˜(X) by
Ψ˜χ,Q(f) =
∑
α∈Knum(coh(X)) γ
αλ˜α,
as in (3.16), where γα ∈ Q is defined as follows. Write f |Mα in terms of δi, Ui, ρi
as in (3.17), and set
γα =
∑n
i=1 δiχ
(
Ui, ρ
∗
i (νM)
)
, (5.5)
where ρ∗i (νM) is the pullback of the Behrend function νM to a constructible
function on Ui × [SpecC/Gm], or equivalently on Ui, and χ
(
Ui, ρ
∗
i (νM)
)
is the
Euler characteristic of Ui weighted by ρ
∗
i (νM). One can show that the map from
(3.17) to (5.5) is compatible with the relations in S¯Findal (M
α, χ,Q), and so Ψ˜χ,Q
is well-defined. Define Ψ˜ : SFindal (M)→ L˜(X) by Ψ˜ = Ψ˜
χ,Q ◦ Π¯χ,QM .
Here is an alternative way to write Ψ˜χ,Q, Ψ˜ using constructible functions.
Define a Q-linear map ΠCF : S¯F
ind
al (M, χ,Q)→ CF(M) by
ΠCF :
∑n
i=1 δi[(Ui × [SpecC/Gm], ρi)] 7−→
∑n
i=1 δiCF
na(ρi)(1Ui),
where by Proposition 3.4 any element of S¯Findal (M, χ,Q) can be written as∑n
i=1 δi[(Ui × [SpecC/Gm], ρi)] for δi ∈ Q, Ui a quasiprojective C-variety, and
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[(Ui × [SpecC/Gm], ρi)] with algebra stabilizers, and 1Ui ∈ CF(Ui) is the func-
tion 1, and CFna(ρi) is as in Definition 2.3. Then we have
Ψ˜χ,Q(f) =
∑
α∈Knum(coh(X)) χ
na
(
Mα, (ΠCF(f) · νM)|Mα
)
λ˜α,
Ψ˜(f) =
∑
α∈Knum(coh(X)) χ
na
(
Mα, (ΠCF ◦ Π¯
χ,Q
M (f) · νM)|Mα
)
λ˜α.
(5.6)
Our Lie algebra L˜(X) is essentially the same as the Lie algebra gΓ of Kontse-
vich and Soibelman [63, §1.4]. They also define a Lie algebra gV which is a com-
pletion of a Lie subalgebra of gΓ, and a pro-nilpotent Lie groupGV with Lie alge-
bra gV . Kontsevich and Soibelman express wall-crossing for Donaldson–Thomas
type invariants in terms of multiplication in the Lie group GV , whereas we do
it in terms of Lie brackets in the Lie algebra L˜(X). Applying exp : gV → GV
should transform our approach to that of Kontsevich and Soibelman.
The reason for the sign change between (3.15) and (5.4) is the signs involved
in Behrend functions, in particular, the (−1)n in Theorem 4.3(ii), which is
responsible for the factor (−1)χ¯([E1],[E2]) in (5.2).
Here is the analogue of Theorem 3.16. It is proved in §11.
Theorem 5.14. Ψ˜ : SFindal (M) → L˜(X) and Ψ˜
χ,Q : S¯Findal (M, χ,Q) → L˜(X)
are Lie algebra morphisms.
Theorem 5.14 should be compared with Kontsevich and Soibelman [63, §6.3],
which gives a conjectural construction of an algebra morphism Φ : SF(M) →
RK(coh(X)), where RK(coh(X)) is a certain explicit algebra. We expect our Ψ˜
should be obtained from their Φ by restricting to SFindal (M), and obtaining L˜(X)
from a Lie subalgebra of RK(coh(X)) by taking a limit, the limit corresponding
to specializing from virtual Poincare´ polynomials or more general motivic in-
variants of C-varieties to Euler characteristics.
We can now define generalized Donaldson–Thomas invariants.
Definition 5.15. Let X be a projective Calabi–Yau 3-fold over C, let OX(1)
be a very ample line bundle on X , and let (τ,G,6) be Gieseker stability and
(µ,M,6) be µ-stability on coh(X) w.r.t. OX(1), as in Examples 3.8 and 3.9.
As in (3.22), define generalized Donaldson–Thomas invariants D¯Tα(τ) ∈ Q and
D¯Tα(µ) ∈ Q for all α ∈ C(coh(X)) by
Ψ˜
(
¯α(τ)
)
= −D¯Tα(τ)λ˜α and Ψ˜
(
¯α(µ)
)
= −D¯Tα(µ)λ˜α. (5.7)
Here ¯α(τ), ¯α(µ) are defined in (3.4), and lie in SFindal (M) by Theorem 3.11,
so D¯Tα(τ), D¯Tα(µ) are well-defined. The signs in (5.7) will be explained after
Proposition 5.17. Equation (5.6) implies that an alternative expression is
D¯Tα(τ) = −χna
(
Mαss(τ),ΠCF ◦ Π¯
χ,Q
M (¯
α(τ)) · νM
)
,
D¯Tα(µ) = −χna
(
Mαss(µ),ΠCF ◦ Π¯
χ,Q
M (¯
α(µ)) · νM
)
.
(5.8)
For the case of Gieseker stability (τ,G,6), we have a projective coarse moduli
scheme Mαss(τ). Write pi : M
α
ss(τ) → M
α
ss(τ) for the natural projection. Then
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by functoriality of the na¨ıve pushforward (2.1), we can rewrite the first line of
(5.8) as a weighted Euler characteristic of Mαss(τ):
D¯Tα(τ) = −χ
(
Mαss(τ),CF
na(pi)
[
ΠCF ◦ Π¯
χ,Q
M (¯
α(τ)) · νM
])
. (5.9)
The constructible functions −ΠCF ◦ Π¯
χ,Q
M (¯
α(τ)) · νM on M
α
ss(τ) in (5.8), and
−CFna(pi)[ΠCF ◦ Π¯
χ,Q
M (¯
α(τ)) · νM] on M
α
ss(τ) in (5.9), are the contributions to
D¯Tα(τ) from each τ -semistable, and each S-equivalence class of τ -semistables
(or τ -polystable), respectively. We will return to (5.9) in §6.2.
Remark 5.16. We show in Corollary 5.28 below that D¯Tα(τ) is unchanged
under deformations of X . Our definition of D¯Tα(τ) is very complicated. It
counts sheaves using two kinds of weights: firstly, we define ¯α(τ) from the
δ¯βss(τ) by (3.4), with Q-valued weights (−1)
n−1/n, and then we apply the Lie
algebra morphism Ψ˜, which takes Euler characteristics weighted by the Z-valued
Behrend function νM. Furthermore, to compute Ψ˜(¯
α(τ)) we must first write
¯α(τ) in the form (3.17) using Proposition 3.4, and this uses relation Definition
2.16(iii) involving coefficients F (G, TG, Q) ∈ Q.
In §6.5 we will show in an example that all this complexity is really neces-
sary to make D¯Tα(τ) deformation-invariant. In particular, we will show that
strictly τ -semistable sheaves must be counted with non-integral weights, and
also that the obvious definition DTα(τ) = χ(Mαst(τ), νMαst(τ)) from (4.16) is
not deformation-invariant when Mαss(τ) 6=M
α
st(τ).
Suppose that Mαss(τ) = M
α
st(τ), that is, there are no strictly τ -semistable
sheaves in class α. Then the only nonzero term in (3.4) is n = 1 and α1 = α, so
¯α(τ) = δ¯αss(τ) = δ¯Mαst(τ) = [(M
α
st(τ), ι)], (5.10)
where ι : Mαst(τ)→M is the inclusion 1-morphism. Write pi : M
α
st(τ)→M
α
st(τ)
for the projection from Mαst(τ) to its coarse moduli scheme M
α
st(τ). Then
D¯Tα(τ) = −χna
(
Mαst(τ), ι
∗(νM)
)
= −χna
(
Mαst(τ), νMαst(τ)
)
= χna
(
Mαst(τ), pi
∗(νMαst(τ))
)
= χ
(
Mαst(τ), νMαst(τ)
)
= DTα(τ),
using Definition 5.13 and (5.7) in the first step, Mαst(τ) open inM in the second,
pi smooth of relative dimension −1 and Corollary 4.5 to deduce pi∗(νMαst(τ)) ≡
−νMαst(τ) in the third, pi∗ : M
α
st(τ)(C) → M
α
st(τ)(C) an isomorphism of con-
structible sets in the fourth, and (4.16) in the fifth. Thus we have proved:
Proposition 5.17. If Mαss(τ) =M
α
st(τ) then D¯T
α(τ) = DTα(τ). That is, our
new generalized Donaldson–Thomas invariants D¯Tα(τ) are equal to the original
Donaldson–Thomas invariants DTα(τ) whenever the DTα(τ) are defined.
We include the minus signs in (5.7) to cancel that in pi∗
(
νMαst(τ)
)
= −νMαst(τ).
Omitting the signs in (5.7) would have given D¯Tα(τ) = −DTα(τ) above.
We can now repeat the argument of §3.5 to deduce transformation laws for
generalized Donaldson–Thomas invariants under change of stability condition.
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Suppose (τ, T,6), (τ˜ , T˜ ,6), (τˆ , Tˆ ,6) are as in Theorem 3.13 for A = coh(X).
Then as in §3.2 equation (3.10) holds, and by Theorem 3.14 it is equivalent
to a Lie algebra equation (3.13) in SFindal (M). Thus we may apply the Lie
algebra morphism Ψ˜ to transform (3.13) (or equivalently (3.10)) into an identity
in the Lie algebra L˜(X), and use (5.7) to write this in terms of generalized
Donaldson–Thomas invariants. As for (3.23), this gives an equation in the
universal enveloping algebra U(L˜(X)):
D¯Tα(τ˜ )λ˜α =
∑
n>1, α1,...,αn∈C(coh(X)):
α1+···+αn=α
U(α1, . . . , αn; τ, τ˜)·(−1)n−1
∏n
i=1 D¯T
αi(τ)·
λ˜α1 ? λ˜α2 ? · · · ? λ˜αn .
(5.11)
As in [52, §6.5], we describe U(L˜(X)) explicitly, and the analogue of (3.24) is
λ˜α1 ? · · · ? λ˜αn = terms in λ˜[I,κ], |I| > 1, (5.12)
+
[
(−1)
∑
16i<j6n χ¯(αi,αj)
2n−1
∑
connected, simply-connected
digraphs Γ: vertices {1, . . . , n},
edge
i
• →
j
• implies i < j
∏
edges
i
• →
j
•
in Γ
χ¯(αi, αj)
]
λ˜α1+···+αn .
Substitute (5.12) into (5.11). As for (3.25), equating coefficients of λ˜α yields
D¯Tα(τ˜ ) =
∑
α1,...,αn∈C(coh(X)):
n>1, α1+···+αn=α
∑
connected, simply-connected digraphs Γ:
vertices {1, . . . , n}, edge
i
• →
j
• implies i < j
(5.13)
(−1)n−1+
∑
16i<j6n χ¯(αi,αj)
2n−1
U(α1, . . . , αn; τ, τ˜)
∏
edges
i
• →
j
• in Γ
χ¯(αi, αj)
n∏
i=1
D¯Tαi(τ).
Using the coefficients V (I,Γ, κ; τ, τ˜) of Definition 3.18 to rewrite (5.13), we
obtain an analogue of (3.27), as in [54, Th. 6.28]:
Theorem 5.18. Under the assumptions above, for all α ∈ C(coh(X)) we have
D¯Tα(τ˜ ) =∑
iso.
classes
of finite
sets I
∑
κ:I→C(coh(X)):∑
i∈I κ(i)=α
∑
connected,
simply-
connected
digraphs Γ,
vertices I
(−1)|I|−1V (I,Γ, κ; τ, τ˜) ·
∏
i∈I
D¯Tκ(i)(τ)
·(−1)
1
2
∑
i,j∈I |χ¯(κ(i),κ(j))| ·
∏
edges
i
• →
j
• in Γ
χ¯(κ(i), κ(j)),
(5.14)
with only finitely many nonzero terms.
As we explained at the end of §3.3, for technical reasons the authors do
not know whether the changes between every two weak stability conditions of
Gieseker or µ-stability type on coh(X) are globally finite, so we cannot apply
Theorem 5.18 directly. But as in [54, §5.1], we can interpolate between any
two such stability conditions on X of Gieseker stability or µ-stability type by
a finite sequence of stability conditions, such that between successive stability
conditions in the sequence the changes are globally finite. Thus we deduce:
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Corollary 5.19. Let (τ, T,6), (τ˜ , T˜ ,6) be two permissible weak stability con-
ditions on coh(X) of Gieseker or µ-stability type, as in Examples 3.8 and 3.9.
Then the D¯Tα(τ) for all α ∈ C(coh(X)) completely determine the D¯Tα(τ˜ ) for
all α ∈ C(coh(X)), and vice versa, through finitely many applications of the
transformation law (5.14).
5.4 Invariants PIα,n(τ ′) counting stable pairs, and
deformation-invariance of the D¯T α(τ)
Next we define stable pairs on X . Our next three results, Theorems 5.22, 5.23
and 5.25, will be proved in §12. They work for X a Calabi–Yau 3-fold over a
general algebraically closed field K, without assuming H1(OX) = 0.
Definition 5.20. Let K be an algebraically closed field, and X a Calabi–Yau
3-fold over K, which may have H1(OX) 6= 0. Choose a very ample line bun-
dle OX(1) on X , and write (τ,G,6) for Gieseker stability w.r.t. OX(1), as in
Example 3.8.
Fix n 0 in Z. A pair is a nonzero morphism of sheaves s : OX(−n)→ E,
where E is a nonzero sheaf. A morphism between two pairs s : OX(−n) → E
and t : OX(−n)→ F is a morphism of OX -modules f : E → F , with f ◦ s = t.
A pair s : OX(−n)→ E is called stable if:
(i) τ([E′]) 6 τ([E]) for all subsheaves E′ of E with 0 6= E′ 6= E; and
(ii) If also s factors through E′, then τ([E′]) < τ([E]).
Note that (i) implies that if s : OX(−n) → E is stable then E is τ -semistable.
The class of a pair s : OX(−n)→ E is the numerical class [E] inK
num(coh(X)).
We have no notion of semistable pairs. We will use τ ′ to denote stability of
pairs, defined using OX(1). Note that pairs do not form an abelian category, so
τ ′ is not a (weak) stability condition on an abelian category in the sense of §3.2.
However, in §13.1 we will define an auxiliary abelian category Bp and relate
stability of pairs τ ′ to a weak stability condition (τ˜ , T˜ ,6) on Bp.
Definition 5.21. Use the notation of Definition 5.20. Let T be a K-scheme, and
write piX : X×T → X for the projection. A T -family of stable pairs with class α
inKnum(coh(X)) is a morphism ofOX×T -modules s : pi∗X(OX(−n))→ E, where
E is flat over T , and when restricting to K-points t ∈ T (K), st : OX(−n)→ Et
is a stable pair, with [Et] = α. Note that since E is flat over T , the class [Et] in
Knum(coh(X)) is locally constant on T , so requiring [Et] = α for all t ∈ T (K)
is an open condition on such families.
Two T -families of stable pairs s1 : pi
∗
X(OX(−n))→ E1, s2 : pi
∗
X(OX(−n))→
E2 are called isomorphic if there exists an isomorphism f : E1 → E2, such that
the following diagram commutes:
pi∗X(OX(−n)) s1
// E1
f
pi∗X(OX(−n))
s2 // E2.
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The moduli functor of stable pairs with class α:
Mα,nstp (τ
′) : SchK // Sets
is defined to be the functor that takes a K-scheme T to the set of isomorphism
classes of T -families of stable pairs with class α.
In §12.1 we will use results of Le Potier to prove:
Theorem 5.22. The moduli functor Mα,nstp (τ
′) is represented by a projective
K-scheme Mα,nstp (τ
′).
Broadly following similar proofs by Pandharipande and Thomas [86, §2] and
Huybrechts and Thomas [45, §4], in §12.5–§12.7 we prove:
Theorem 5.23. If n is sufficiently large then the projective K-schemeMα,nstp (τ
′)
has a symmetric obstruction theory.
Here n is sufficiently large if all τ -semistable sheaves E in class α are n-
regular. Using this symmetric obstruction theory, Behrend and Fantechi [5]
construct a canonical Chow class [Mα,nstp (τ
′)]vir ∈ A∗(M
α,n
stp (τ
′)). It lies in degree
zero since the obstruction theory is symmetric. Since Mα,nstp (τ
′) is proper, there
is a degree map on A0
(
Mα,nstp (τ
′)
)
. We define an invariant counting stable pairs
of class (α, n) to be the degree of this virtual fundamental class.
Definition 5.24. In the situation above, if α ∈ Knum(coh(X)) and n  0 is
sufficiently large, define stable pair invariants PIα,n(τ ′) in Z by
PIα,n(τ ′) =
∫
[Mα,nstp (τ
′)]vir
1. (5.15)
Theorem 4.14 implies that when K has characteristic zero, the stable pair in-
variants may also be written
PIα,n(τ ′) = χ
(
Mα,nstp (τ
′), νMα,nstp (τ ′)
)
. (5.16)
Our invariants PIα,n(τ ′) were inspired by Pandharipande and Thomas [86],
who use invariants counting pairs to study curve counting in Calabi–Yau 3-
folds. Observe an important difference between Donaldson–Thomas and stable
pair invariants: DTα(τ) is defined only for classes α ∈ Knum(coh(X)) with
Mαss(τ) = M
α
st(τ), but PI
α,n(τ ′) is defined for all α ∈ Knum(coh(X)) and all
n  0. We wish to show the PIα,n(τ ′) for α ∈ Knum(coh(X)) are unchanged
under deformations of the underlying Calabi–Yau 3-fold X . For this to make
sense, Knum(coh(X)) should also be unchanged under deformations of X , so we
put this in as an assumption. Our next theorem will be proved in §12.8.
Theorem 5.25. Let K be an algebraically closed field, U a connected algebraic
K-variety, and X
ϕ
−→ U be a family of Calabi–Yau 3-folds, so that for each
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u ∈ U(K) the fibre Xu = X ×ϕ,U,u SpecK of ϕ over u is a Calabi–Yau 3-fold
over K, which may have H1(OXu ) 6= 0. Let OX(1) be a relative very ample
line bundle for X
ϕ
−→ U, and write OXu(1) for OX(1)|Xu . Suppose that the
numerical Grothendieck groups Knum(coh(Xu)) for u ∈ U(K) are canonically
isomorphic locally in U(K), and write K(coh(X)) for this group Knum(coh(Xu))
up to canonical isomorphism. Then the stable pair invariants PIα,n(τ ′)u of
Xu,OXu(1) for α ∈ K(coh(X)) and n 0 are independent of u ∈ U(K).
Here is what we mean by saying that the numerical Grothendieck groups
Knum(coh(Xu)) for u ∈ U(K) are canonically isomorphic locally in U(K): we
do not require canonical isomorphisms Knum(coh(Xu)) ∼= K(coh(X)) for all
u ∈ U(K) (this would be canonically isomorphic globally in U(K)). Instead,
we mean that the groups Knum(coh(Xu)) for u ∈ U(K) form a local system of
abelian groups over U(K), with fibre K(coh(X)).
When K = C, this means that in simply-connected regions of U(C) in the
complex analytic topology the Knum(coh(Xu)) are all canonically isomorphic,
and isomorphic toK(coh(X)). But around loops in U(C), this isomorphism with
K(coh(X)) can change by monodromy, by an automorphism µ : K(coh(X))→
K(coh(X)) of K(coh(X)), as in Remark 4.20(d). In Theorem 4.21 we showed
that the group of such monodromies µ is finite, and we can make it trivial by
passing to a finite cover U˜ of U . If we worked instead with invariants PIP,n(τ ′)
counting pairs s : OX(−n) → E in which E has fixed Hilbert polynomial P ,
rather than fixed class α ∈ Knum(coh(X)), as in Thomas’ original definition
of Donaldson–Thomas invariants [100], then we could drop the assumption on
Knum(coh(Xu)) in Theorem 5.25.
In Theorem 4.19 we showed that when K = C and H1(OX) = 0 the numer-
ical Grothendieck group Knum(coh(X)) is unchanged under small deformations
of X up to canonical isomorphism. So Theorem 5.25 yields:
Corollary 5.26. Let X be a Calabi–Yau 3-fold over K = C, with H1(OX) = 0.
Then the pair invariants PIα,n(τ ′) are unchanged by continuous deformations
of the complex structure of X.
The following result, proved in §13, expresses the pair invariants PIα,n(τ ′)
above in terms of the generalized Donaldson–Thomas invariants D¯T β(τ) of §5.3.
Although the theorem makes sense for general algebraically closed fields K, our
proof works only for K = C, since it involves a version of the Behrend function
identities (5.2)–(5.3), which are proved using complex analytic methods.
Theorem 5.27. Let K = C. Then for α ∈ C(coh(X)) and n 0 we have
PIα,n(τ ′) =
∑
α1,...,αl∈C(coh(X)),
l>1: α1+···+αl=α,
τ(αi)=τ(α), all i
(−1)l
l!
l∏
i=1
[
(−1)χ¯([OX(−n)]−α1−···−αi−1,αi)
χ¯
(
[OX(−n)]−α1−· · ·−αi−1, αi
)
D¯Tαi(τ)
]
,
(5.17)
where there are only finitely many nonzero terms in the sum.
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As we will see in §6, equation (5.17) is useful for computing invariants
D¯Tα(τ) in examples. We also use it to deduce the D¯Tα(τ) are deformation-
invariant.
Corollary 5.28. The generalized Donaldson–Thomas invariants D¯Tα(τ) of
§5.3 are unchanged under continuous deformations of the underlying Calabi–
Yau 3-fold X.
Proof. Let α ∈ C(coh(X)) have dimension dimα = d = 0, 1, 2 or 3. Then the
Hilbert polynomial Pα is of the form Pα(t) =
k
d! t
d + ad−1t
d−1 + · · · + a0 for
k a positive integer and ad−1, . . . , a0 ∈ Q. Fix d, and suppose by induction
on K > 0 that D¯Tα(τ) is deformation-invariant for all α ∈ C(coh(X)) with
dimα = d and Pα(t) =
k
d! t
d + · · ·+ a0 for k 6 K. This is vacuous for K = 0.
Let α ∈ C(coh(X)) with dimα = d and Pα(t) =
K+1
d! t
d + · · · + a0. We
rewrite (5.17) by splitting into terms l = 1 and l > 2 as
(−1)χ¯([OX(−n)],α)χ¯
(
[OX(−n)], α
)
D¯Tα(τ) = −PIα,n(τ ′)
+
∑
α1,...,αl∈C(coh(X)),
l>2: α1+···+αl=α,
τ(αi)=τ(α), all i
(−1)l
l!
l∏
i=1
[
(−1)χ¯([OX(−n)]−α1−···−αi−1,αi)
χ¯
(
[OX(−n)]−α1−· · ·−αi−1, αi
)
D¯Tαi(τ)
]
.
(5.18)
Here χ¯([OX(−n)], α) > 0 for n  0, so the coefficient of D¯Tα(τ) on the left
hand side of (5.18) is nonzero. On the right hand side, PIα,n(τ ′) is unchanged
under deformations of X by Corollary 5.26.
For terms l > 2, α1, . . . , αl ∈ C(coh(X)) with α1+ · · ·+αl = α and τ(αi) =
τ(α) in (5.18), we have dimαi = d and Pαi(t) =
ki
d! t
d+ · · ·+a0, where k1, . . . , kl
are positive integers with k1 + · · · + kl = K + 1. Thus ki 6 K for each i,
and D¯Tαi(τ) is deformation-invariant by the inductive hypothesis. Therefore
everything on the right hand side of (5.18) is deformation-invariant, so D¯Tα(τ)
is deformation-invariant. This proves the inductive step.
In many interesting cases the terms χ¯(αi, αj) in (5.17) are automatically
zero. Then (5.17) simplifies, and we can encode it in a generating function
equation. The proof of the next proposition is immediate. Note that there is
a problem with choosing n in (5.20), as (5.19) only holds for n  0 depending
on α, but (5.20) involves one fixed n but infinitely many α. We can regard the
initial term 1 in (5.20) as PIα,n(τ ′) qα for α = 0. In Conjecture 6.12 we will
call (τ, T,6) generic if χ¯(β, γ) = 0 for all β, γ with τ(β) = τ(γ).
Proposition 5.29. In the situation above, with (τ, T,6) a weak stability condi-
tion on coh(X), suppose t ∈ T is such that χ¯(β, γ) = 0 for all β, γ ∈ C(coh(X))
with τ(β) = τ(γ) = t. Then for all α ∈ C(coh(X)) with τ(α) = t and n  0
depending on α, equation (5.17) becomes
PIα,n(τ ′) =
∑
α1,...,αl∈C(coh(X)),
l>1: α1+···+αl=α,
τ(αi)=t, all i
(−1)l
l!
l∏
i=1
[
(−1)χ¯([OX(−n)],αi)χ¯
(
[OX(−n)], αi
)
D¯Tαi(τ)
]
.
(5.19)
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Ignore for the moment the fact that (5.19) only holds for n  0 depending on
α. Then (5.19) can be encoded as the qα term in the formal power series
1 +
∑
α∈C(coh(X)): τ(α)=t
PIα,n(τ ′)qα =
exp
[
−
∑
α∈C(coh(X)): τ(α)=t
(−1)χ¯([OX(−n)],α)χ¯
(
[OX(−n)], α
)
D¯Tα(τ)qα
]
,
(5.20)
where qα for α ∈ C(coh(X)) are formal symbols satisfying qα · qβ = qα+β.
Now Theorem 5.27 relates the invariants PIα,n(τ ′) and D¯T β(τ), which can
both be written in terms of Euler characteristics weighted by Behrend functions.
There is an analogue in which we simply omit the Behrend functions. Omitting
the Behrend function νMα,nstp (τ
′) in the expression (5.16) for PI
α,n(τ ′) shows
that the unweighted analogue of PIα,n(τ ′) is χ
(
Mα,nstp (τ
′)
)
. Comparing (3.22)
and (5.7) shows that (up to sign) the unweighted analogue of D¯T β(τ) is the
invariant Jβ(τ) of §3.5. The proof of Theorem 5.27 in §13 involves a Lie algebra
morphism Ψ˜Bp in §13.4; for the unweighted case we must replace this by a Lie
algebra morphism ΨBp which is related to Ψ˜Bp in the same way that Ψ in §3.4 is
related to Ψ˜ in §5.3, and maps to a Lie algebra L(Bp) with the sign omitted in
(13.29). In this way we obtain the following unweighted version of Theorem 5.27:
Theorem 5.30. For α ∈ C(coh(X)) and n 0 we have
χ
(
Mα,nstp (τ
′)
)
=
∑
α1,...,αl∈C(coh(X)),
l>1: α1+···+αl=α,
τ(αi)=τ(α), all i
1
l!
l∏
i=1
[
χ¯
(
[OX(−n)]−α1−· · ·−αi−1, αi
)
· Jαi(τ)
]
,
(5.21)
for Jαi(τ) as in §3.5, with only finitely many nonzero terms in the sum.
6 Examples, applications, and generalizations
We now give many worked examples of the theory of §5, and some consequences
and further developments. This section considers Donaldson–Thomas theory in
coh(X), forX a Calabi–Yau 3-fold overC. As in §5, our definition of Calabi–Yau
3-fold includes the assumption that H1(OX) = 0, as discussed in Remark 5.2.
Section 7 will discuss Donaldson–Thomas theory in categories of quiver rep-
resentations mod-CQ/I coming from a superpotentialW on Q, which is a fertile
source of easily computable examples.
6.1 Computing PIα,n(τ ′), D¯Tα(τ) and Jα(τ) in examples
Here are a series of simple situations in which we can calculate contributions to
the invariants PIα,n(τ ′) and D¯Tα(τ) of §5, and Jα(τ) of §3.5.
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Example 6.1. Let X be a Calabi–Yau 3-fold over C equipped with a very
ample line bundle OX(1). Suppose α ∈ C(coh(X)), and that E ∈ coh(X) with
[E] = α is τ -stable and rigid, so that Ext1(E,E) = 0. Then mE =
pm copies q
E ⊕ · · · ⊕ E
for m > 2 is a strictly τ -semistable sheaf of class mα, which is also rigid. Hence
{[mE]} is a connected component of Mmαss (τ), and pi
−1([mE]) is a connected
component of Mmα,nstp (τ
′) for m > 1, where pi : Mmα,nstp (τ
′) → Mmαss (τ) is the
projection from a stable pair s : O(−n)→ E′ to the S-equivalence class [E′] of
the underlying τ -semistable sheaf E′. Suppose for simplicity thatmE is the only
τ -semistable sheaf of class mα; alternatively, we can consider the following as
computing the contribution to PImα,n(τ ′) from stable pairs s : O(−n)→ mE.
A pair s : O(−n) → mE may be regarded as m elements s1, . . . , sm of
H0(E(n)) ∼= CPα(n) for n  0, where Pα is the Hilbert polynomial of E. Such
a pair turns out to be stable if and only if s1, . . . , sm are linearly independent in
H0(E(n)). Two such pairs are equivalent if they are identified under the action
of Aut(mE) ∼= GL(m,C), acting in the obvious way on (s1, . . . , sm). Thus,
equivalence classes of stable pairs correspond to linear subspaces of dimension
m in H0(E(n)), so the moduli spaceMmα,nstp (τ
′) is isomorphic as a C-scheme to
the Grassmannian Gr(Cm,CPα(n)). This is smooth of dimension m(Pα(n)−m),
so that νMmα,nstp (τ ′) ≡ (−1)
m(Pα(n)−m) by Theorem 4.3(i). Also Gr(Cm,CPα(n))
has Euler characteristic the binomial coefficient
(
Pα(n)
m
)
. Therefore (5.16) gives
PImα,n(τ ′) = (−1)m(Pα(n)−m)
(
Pα(n)
m
)
. (6.1)
We can use equations (5.17) and (5.21) to compute the generalized Donald-
son–Thomas invariants D¯Tmα(τ) and invariants Jmα(τ) in Example 6.1.
Example 6.2. Work in the situation of Example 6.1, and assume that mE
is the only τ -semistable sheaf of class mα for all m > 1, up to isomorphism.
Consider (5.17) with mα in place of α. If α1, . . . , αl give a nonzero term on the
right hand side of (5.17) then mα = α1 + · · · + αl, and D¯Tαi(τ) 6= 0, so there
exists a τ -semistable Ei in class αi. Thus E1 ⊕ · · · ⊕El lies in class mα, and is
τ -semistable as τ(αi) = τ(α) for all i. Hence E1⊕· · ·⊕El ∼= mE, which implies
that Ei ∼= kiE for some k1, . . . , kl > 1 with k1 + · · ·+ kl = m, and αi = kiα.
Setting αi = kiα, we see that χ¯(αj , αi) = 0 and χ¯([OX(−n)], αi) = kiPα(n),
where Pα is the Hilbert polynomial of E. Thus in (5.17) we have χ¯([OX(−n)]−
α1 − · · · − αi−1, αi) = kiPα(n). Combining (6.1), and (5.17) with these substi-
tutions, and cancelling a factor of (−1)mPα(n) on both sides, yields
(−1)m
(
Pα(n)
m
)
=
∑
l,k1,...,kl>1:
k1+···+kl=m
(−1)l
l!
l∏
i=1
kiPα(n)D¯T
kiα(τ). (6.2)
Regarding each side as a polynomial in Pα(n) and taking the linear term in
Pα(n) we see that
D¯Tmα(τ) =
1
m2
for all m > 1. (6.3)
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Setting D¯T kiα(τ) = 1/k2i , we see that (6.2) is the x
m term in the power series
expansion of the identity
(1− x)Pα(n) = exp
[
−Pα(n)
∑∞
k=1 x
k/k
]
.
This provides a consistency check for (5.17) in this example: there exist unique
values for D¯T kα(τ) for k = 1, 2, . . . such that (6.2) holds for all n,m.
In the same way, by (5.21) the analogue of (6.2) is(
Pα(n)
m
)
=
∑
l,k1,...,kl>1:
k1+···+kl=m
1
l!
l∏
i=1
kiPα(n)J
kiα(τ).
Taking the linear term in Pα(n) on both sides gives
Jmα(τ) =
(−1)m−1
m2
for all m > 1. (6.4)
From (6.3)–(6.4) we see that
Corollary 6.3. The invariants D¯Tα(τ), Jα(τ) ∈ Q need not be integers.
Example 6.4. Work in the situation of Example 6.1, but suppose now that
E1, . . . , El are rigid, pairwise non-isomorphic τ -stable coherent sheaves with
[Ei] = αi ∈ C(coh(X)), where α1, . . . , αl are distinct with τ(α1) = · · · =
τ(αl) = τ(α) for α = α1 + · · · + αl, and suppose E = E1 ⊕ · · · ⊕ El is the
only τ -semistable sheaf in class α ∈ C(coh(X)), up to isomorphism. Then by
properties of (semi)stable sheaves we have Hom(Ei, Ej) = 0 for all i 6= j, so
Hom(E,E) =
⊕l
i=1 Hom(Ei, Ei), and Aut(E) =
∏l
i=1Aut(Ei)
∼= Glm. A pair
s : O(−n)→ E is an l-tuple (s1, . . . , sl) with si ∈ H0(Ei(n)) ∼= C
Pαi (n).
The condition for s : O(−n) → E to be stable is si 6= 0 for i = 1, . . . , l.
Thus Mα,nstp (τ
′) is the quotient of
∏l
i=1
(
H0(Ei(n)) \ {0}
)
by Aut(E) ∼= Glm,
so that Mα,nstp (τ
′) ∼=
∏l
i=1 CP
Pαi (n)−1 as a smooth C-scheme, where Ei has
Hilbert polynomial Pαi . This has Euler characteristic
∏l
i=1 Pαi(n) and dimen-
sion
∑l
i=1(Pαi(n)− 1), so that νMα,nstp (τ ′) ≡ (−1)
∑l
i=1(Pαi (n)−1). So (5.16) gives
PIα,n(τ ′) = (−1)
∑l
i=1(Pαi (n)−1)
∏l
i=1 Pαi(n). (6.5)
Example 6.5. We work in the situation of Example 6.4. Let i, j = 1, . . . , l
with i 6= j. Since Ei, Ej are nonisomorphic τ -stable sheaves with τ([Ei]) =
τ([Ej ]) we have Hom(Ei, Ej) = Hom(Ej , Ei) = 0. As by assumption E =
E1⊕· · ·⊕El is the only τ -semistable sheaf in class α, we also have Ext
1(Ei, Ej) =
Ext1(Ej , Ei) = 0, since if Ext
1(Ei, Ej) 6= 0 we would have a nontrivial extension
0→ Ej → F → Ei → 0, and then F ⊕
⊕
k 6=i,j Ek would be a τ -semistable sheaf
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in class α not isomorphic to E. So by (3.14) we have χ¯([Ei], [Ej ]) = χ¯(αi, αj) =
0.
If ∅ 6= I ⊆ {1, . . . , l}, using (3.4) and Hom(Ei, Ej)=0=Ext
1(Ei, Ej) gives
¯
∑
i∈I αi(τ) =
∑
I=I1q···qIn:
n>1, Ij 6=∅
(−1)n−1
n
δ¯
∑
i∈I1
αi
ss (τ) ∗ · · · ∗ δ¯
∑
i∈In
αi
ss (τ)
=
∑
I=I1q···qIn:
n>1, Ij 6=∅
(−1)n−1
n
δ¯[
⊕
i∈I1
Ei] ∗ · · · ∗ δ¯[
⊕
i∈In
Ei]
=
[ ∑
I=I1q···qIn:
n>1, Ij 6=∅
(−1)n−1
n
]
δ¯[
⊕
i∈I Ei]
=
{
δ¯[Ei], I = {i},
0, |I| > 2,
(6.6)
where the combinatorial sum [· · · ] in the last line is evaluated as in the proof
of [53, Th. 7.8]. It follows from (5.7) that D¯Tαi(τ) = 1 for all i = 1, . . . , l,
and D¯T
∑
i∈I αi(τ) = 0 for all subsets I ⊆ {1, . . . , l} with |I| > 2. Substituting
these values into (5.17), the only nonzero terms come from splitting α = ασ(1)+
ασ(2)+· · ·+ασ(l), where σ : {1, . . . , l} → {1, . . . , l} is a permutation of {1, . . . , l}.
This term contributes
(−1)l
l!
l∏
i=1
[
(−1)χ¯([OX(−n)]−ασ(1)−···−ασ(i−1),ασ(i))
χ¯
(
[OX(−n)]−ασ(1)−· · ·−ασ(i−1), ασ(i)
)
· 1
]
=
(−1)l
l!
l∏
i=1
[
(−1)
Pασ(i) (n)Pασ(i)(n)
]
=
1
l!
· (−1)
∑l
i=1(Pαi (n)−1)
l∏
i=1
Pαi(n)
to the r.h.s. of (5.17). As there are l! permutations σ, summing these contri-
butions in (5.17) gives (6.5). A similar computation with (5.21) shows that
Jαi(τ) = 1 and J
∑
i∈I αi(τ) = 0 when |I| > 2. Thus we see that if E1, . . . , El
are pairwise nonisomorphic τ -stable sheaves for l > 2 with [Ei] = αi, and
τ(αi) = τ(αj) and Ext
1(Ei, Ej) = 0, then the τ -semistable sheaf E1 ⊕ · · · ⊕ El
contributes zero to D¯Tα1+···+αl(τ) and Jα1+···+αl(τ).
Example 6.6. We combine Examples 6.1 and 6.4. Suppose E1, . . . , El are
rigid, pairwise non-isomorphic stable coherent sheaves, where Ei has Hilbert
polynomial Pαi , that m1, . . . ,ml > 1, and that E = m1E1 ⊕ · · · ⊕mlEl is the
only semistable sheaf in class α ∈ C(coh(X)), up to isomorphism.
Then a pair s : O(−n) → E is a collection of sji ∈ H
0(Ei(n)) ∼= C
Pαi (n)
for i = 1, . . . , l and j = 1, . . . ,mi, and is stable if and only if s
1
i , . . . , s
mi
i are
linearly independent in H0(Ei(n)) for all i = 1, . . . , l. The automorphism group
Aut(E) ∼=
∏l
i=1GL(mi,C) acts upon the set of such stable pairs, and taking the
quotient shows that the moduli spaceMα,nstp (τ
′) is isomorphic to the product of
Grassmannians
∏l
i=1Gr(C
mi ,CPαi (n)). Hence
PIα,n(τ ′) =
∏l
i=1(−1)
mi(Pαi (n)−mi)
(
Pαi (n)
mi
)
. (6.7)
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Equation (6.7) includes both (6.1) as the case l = 1 with P1 = P , m1 = m and
α in place of mα, and (6.5) as the case m1 = · · · = ml = 1.
Example 6.7. We combine Examples 6.2 and 6.5. Work in the situation of Ex-
ample 6.6. Then χ¯(αi, αj) = 0 for i 6= j. Suppose for simplicity that α1, . . . , αl
are linearly independent over Z in Knum(coh(X)), and thatm1E1⊕· · ·⊕mlEl is
the only τ -semistable sheaf in classm1α1+· · ·+mlαl for all m1, . . . ,ml > 0. We
claim that D¯Tmiαi(τ) = 1/m2i and J
miαi(τ) = (−1)mi−1/m2i for all i = 1, . . . , l
and mi = 1, 2, . . ., and D¯T
m1α1+···+mlαl(τ) = Jm1α1+···+mlαl(τ) = 0 whenever
at least two mi are positive. The latter holds as ¯
m1α1+···+mlαl(τ) = 0 when-
ever at least two mi are positive, as in (6.6). It is not difficult to show, as in
Examples 6.2 and 6.5, that substituting these values into the r.h.s. of (5.17)
gives (6.7).
Example 6.8. Suppose now that E1, E2 are rigid τ -stable sheaves in classes
α1, α2 in C(coh(X)) with α1 6= α2 and τ(α1) = τ(α2) = τ(α), where α =
α1 + α2. Suppose too that Ext
1(E1, E2) = 0 and Ext
1(E2, E1) ∼= C
d. We have
Hom(E1, E2) = Hom(E2, E1) = 0, as E1, E2 are nonisomorphic τ -stable sheaves
with τ([E1]) = τ([E2]). So by (3.14) we have χ¯(α1, α2) = d.
As E1, E2 are rigid we have Ext
1(E1, E1) = Ext
1(E2, E2) = 0. Hence
Ext1(E1 ⊕ E2, E1 ⊕ E2) = Ext
1(E2, E1) ∼= C
d. Now Ext1(E1 ⊕ E2, E1 ⊕
E2) parametrizes infinitesimal deformations of E1 ⊕ E2. All deformations in
Ext1(E2, E1) are realized by sheaves F in exact sequences 0 → E1 → F →
E2 → 0. Therefore as Ext
1(E1⊕E2, E1⊕E2) = Ext
1(E2, E1), all deformations
of E1⊕E2 are unobstructed, and the moduli stack of deformations of E1⊕E2 is
the quotient stack
[
Ext1(E1 ⊕ E2, E1 ⊕ E2)/Aut(E1 ⊕ E2)
]
∼= [Cd/G2m], where
G2m acts on C
d by (λ, µ) : v 7→ λµ−1v.
Suppose now that the only τ -semistable sheaf up to isomorphism in class α1
isE1, and the only in class α2 is E2, and the only in class α1+α2 are extensions F
in 0 → E1 → F → E2 → 0. Then we have M
α1
ss (τ)
∼= [SpecC/Gm] ∼= M
α2
ss (τ),
and Mα1+α2ss (τ)
∼= [Cd/G2m]. These are smooth of dimensions −1,−1, d − 2
respectively, and Mα1+α2ss (τ) is the non-separated disjoint union of a projective
space CPd−1 with stabilizer groups Gm, and a point with stabilizer group G
2
m.
The moduli space Mα1+α2,nstp (τ
′) has points s : OX(−n) → F, for 0 →
E1 → F → E2 → 0 exact. Here F corresponds to some  ∈ Ext
1(E2, E1),
and s ∈ H0(F(n)), where the exact sequence 0 → E1 → F → E2 → 0 and
E1, F, E2 n-regular give an exact sequence
0 −→ H0(E1(n)) −→ H
0(F(n)) −→ H
0(E2(n)) −→ 0.
Globally over  ∈ Ext1(E2, E1) we can (noncanonically) split this short exact
sequence and identify H0(F(n)) ∼= H0(E1(n)) ⊕H0(E2(n)), so s ∈ H0(F(n))
is identified with (s1, s2) ∈ H0(E1(n)) ⊕H0(E2(n)) ∼= C
Pα1 (n) ⊕ CPα2 (n).
The condition that s : OX(−n) → F is a stable pair turns out to be that
either  6= 0 and s2 6= 0, or  = 0 and s1, s2 6= 0. The equivalence relation on
triples (s1, s2, ) is that (s1, s2, ) ∼ (λs1, µs2, λµ−1), for λ ∈ Aut(E1) ∼= Gm
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and µ ∈ Aut(E2) ∼= Gm. This proves that
Mα1+α2,nstp (τ
′) ∼=
{
(s1, s2, ) ∈ C
Pα1(n) ⊕ CPα2 (n) ⊕ Cd :  6= 0 and s2 6= 0,
or  = 0 and s1, s2 6= 0
}
/G2m.
ThereforeMα1+α2,nstp (τ
′) is a smooth projective variety of dimension Pα1(n)+
Pα2(n)+d−2, so νMα1+α2,nstp (τ ′)
=(−1)Pα1(n)+Pα2 (n)+d−2. We cut Mα1+α2,nstp (τ
′)
into the disjoint union of two pieces (a) points with  = 0, and (b) points with
 6= 0. Piece (a) is isomorphic to CPPα1 (n)−1×CPPα2 (n)−1, and has Euler char-
acteristic Pα1(n)Pα2(n). Piece (b) is a vector bundle over CP
Pα2 (n)−1 × CPd−1
with fibre CPα1 (n), and has Euler characteristic Pα2(n)d. Hence M
α1+α2,n
stp (τ
′)
has Euler characteristic
(
Pα1(n) + d
)
Pα2(n), and (5.16) yields
PIα1+α2,n(τ ′) = (−1)Pα1 (n)+Pα2(n)+d−2
(
Pα1(n) + d
)
Pα2(n). (6.8)
The expression (5.17) for PIα1+α2,n(τ ′) yields
PIα1+α2,n(τ ′) = −(−1)Pα1(n)+Pα2(n)
(
Pα1(n) + Pα2(n)
)
D¯Tα1+α2(τ)
+ 12 (−1)
Pα1 (n)Pα1(n)(−1)
Pα2 (n)−d
(
Pα2(n)− d
)
D¯Tα1(τ)D¯Tα2(τ)
+ 12 (−1)
Pα2 (n)Pα2(n)(−1)
Pα1(n)+d
(
Pα1(n) + d
)
D¯Tα2(τ)D¯Tα1(τ),
(6.9)
where the three terms on the right correspond to splitting α into α = α with
l = 1, into α = α1+α2 with l = 2, and into α = α2+α1 with l = 2 respectively.
We have D¯Tαi(τ) = 1 by Example 6.2. So comparing (6.8) and (6.9) shows
that D¯Tα1+α2(τ) = (−1)d−1d/2, and similarly Jα1+α2(τ) = d/2.
Here is a more complicated example illustrating non-smooth moduli spaces,
nontrivial Behrend functions, and failure of deformation-invariance of the Jα(τ).
Example 6.9. Let Xt for t ∈ C be a smooth family of Calabi–Yau 3-folds
over C, equipped with a smooth family of very ample line bundles OXt(1); note
that our definition of Calabi–Yau 3-fold requires that H1(OXt) = 0. Then by
Theorem 4.19 the numerical Grothendieck groups Knum(coh(Xt)) for t ∈ C are
all canonically isomorphic, so we identify them with Knum(coh(X0)). Suppose
α ∈ Knum(coh(X0)), and that
Mαst(τ)t = M
α
ss(τ)t
∼= Spec
(
C[z]/(z2 − t2)
)
× [SpecC/Gm]
for all t ∈ C, where the subscript t means the moduli space for Xt. That is,
Mαss(τ)t for t 6= 0 is the disjoint union of two points [SpecC/Gm] at z = t and
z = −t, which correspond to rigid, stable sheaves E+, E− with [E±] = α. But
Mαss(τ)0 is Spec
(
C[z]/(z2)
)
× [SpecC/Gm]. This contains only one stable sheaf
E0, whose moduli space is a double point. That is, E0 has one infinitesimal
deformation, so that Ext1(E0, E0) = C, but this deformation is obstructed to
second order. So the picture is that as t → 0, the two distinct rigid stable
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sheaves E+, E− come together, and at t = 0 they are replaced by one stable,
non-rigid sheaf E0 with an infinitesimal deformation.
First consider the invariants D¯Tα(τ)t and J
α(τ)t. Since M
α
st(τ)t = M
α
ss(τ)t
we have ¯α(τ)t = δ¯Mαss(τ)t . When t 6= 0, M
α
ss(τ)t
∼= [SpecC/Gm]q [SpecC/Gm]
is smooth of dimension −1, so νMαss(τ)t ≡ −1. It follows that Ψ˜
(
¯α(τ)t
)
= −2λ˜α
in the notation of §5.3, so D¯Tα(τ)t = 2 by (5.7). Similarly, Ψ
(
¯α(τ)t
)
= 2λα in
the notation of §3.4, so Jα(τ)t = 2 by (3.22).
When t = 0, Mαss(τ)0 is not smooth. As Spec
(
C[z]/(z2)
)
= Crit(13z
3), the
Milnor fibre of 13z
3 is 3 points, and dimC = 1, we have νSpec(C[z]/(z2)) ≡ 2 by
Theorem 4.7, so νMαss(τ)0 = −2 by Theorem 4.3(i) and Corollary 4.5. Thus, as
Mαss(τ)0 is a single point with Behrend function −2 we have Ψ˜
(
¯α(τ)0
)
= −2λ˜α,
so D¯Tα(τ)0 = 2, but Ψ
(
¯α(τ)0
)
= λα, so Jα(τ)0 = 1. To summarize,
D¯Tα(τ)t = 2, all t, and J
α(τ)t =
{
2, t 6= 0,
1, t = 0.
(6.10)
Now let us assume that the only τ -semistable sheaves in class 2α are those
with stable factors in class α. Thus, when t 6= 0 the τ -semistable sheaves in
class α are E+ ⊕ E+, and E− ⊕ E−, and E+ ⊕ E−. Example 6.2 when m = 2
implies that E+⊕E+, and E−⊕E− each contribute
1
4 to D¯T
2α(τ)t and −
1
4 to
J2α(τ)t, and Example 6.5 shows that E+⊕E− contributes 0 to both. Therefore
D¯T 2α(τ)t =
1
2 and J
2α(τ)t = −
1
2 .
When t = 0, as Ext1(E0, E0) = C, there is one nontrivial extension F in
0 → E0 → F → E0 → 0. Hence M
2α
ss (τ)0(C) consists of two points [E0 ⊕ E0]
and [F ]. Since Aut(E0 ⊕E0) ∼= GL(2,C) is the complexification of its maximal
subgroup U(2), Theorem 5.5 implies that we may write M2αss (τ)0 locally near
[E0⊕E0] in the complex analytic topology as Crit(f)/Aut(E0⊕E0), where U ⊆
Ext1(E0 ⊕ E0, E0 ⊕ E0) is an Aut(E0 ⊕ E0)-invariant open set, and f : U → C
is an Aut(E0 ⊕ E0)-invariant holomorphic function. As Ext
1(E0, E0) ∼= C, we
may identify Ext1(E0 ⊕ E0, E0 ⊕ E0) with 2 × 2 complex matrices A =
(
a b
c d
)
,
with Aut(E0 ⊕ E0) ∼= GL(2,C) acting by conjugation.
Since f is a conjugation-invariant holomorphic function, it must be a function
of Tr(A) and det(A). But when we restrict to diagonal matrices
(
a 0
0 d
)
, f must
reduce to the potential defining Mα0 ×M
α
0 at (E0, E0). As Spec
(
C[z]/(z2)
)
=
Crit(13z
3), we want f
(
a 0
0 d
)
= 13a
3 + 13d
3. But f is a function of Tr(A) and
det(A), so we see that
f
(
a b
c d
)
=
1
3
(TrA)3 − TrAdetA =
1
3
(a3 + d3) + (a+ d)bc.
We can then take U = Ext1(E0 ⊕ E0, E0 ⊕ E0), and we see that M
2α
ss (τ)0
∼=
[Crit(f)/GL(2,C)] as an Artin stack.
Now Crit(f) consists of two GL(2,C)-orbits, the point 0 which corresponds
to E0 ⊕ E0, and the orbit of
(
0 1
0 0
)
which corresponds to F . As f is a ho-
mogeneous polynomial, the Milnor fibre MFf (0) is diffeomorphic to f
−1(1).
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One can show that χ
(
f−1(1)
)
= −3, so νCrit(f)(0) = 4 by (4.2), and as the
projection Crit(f) → [Crit f/GL(2,C)] is smooth of relative dimension 4, we
deduce that νM2αss (τ)0(E0 ⊕ E0) = 4 by Corollary 4.5. This also follows from
νMαss(τ)0(E0) = −2 and equation (5.2). The orbit of
(
0 1
0 0
)
in Crit(f) is smooth
of dimension 2, so Theorem 4.3(i) gives νCrit(f)
(
0 1
0 0
)
= 1, and νM2αss (τ)0(F ) = 1.
Using the definition (3.4) of ¯2α(τ) and the relations in S¯Findal (M, χ,Q) in
§2.4, reasoning as in the proof of Theorem 5.14 in §11 we can show that
Π¯χ,QM
(
¯2α(τ)0
)
= − 14
[
([SpecC/Gm], ρE0⊕E0)
]
+ 12
[
([SpecC/Gm], ρF )
]
, (6.11)
where ρE0⊕E0 , ρF map [SpecC/Gm] to E0⊕E0 and F respectively. So Definition
5.15 gives
D¯T 2α(τ)0= −
(
− 14νM2αss (τ)0(E0 ⊕ E0)+
1
2νM2αss (τ)0(F )
)
= 14 · 4−
1
2 · 1=
1
2 . (6.12)
Similarly J2α(τ)0 = −
1
4 +
1
2 =
1
4 . To summarize,
D¯T 2α(τ)t =
1
2 , all t, and J
2α(τ)t =
{
− 12 , t 6= 0,
1
4 , t = 0.
(6.13)
Equations (6.10), (6.13) illustrate the fact that the D¯Tα(τ) are deformation-
invariant, as in Corollary 5.28, but the Jα(τ) of §3.5 are not.
6.2 Integrality properties of the D¯Tα(τ)
This subsection is based on ideas in Kontsevich and Soibelman [63, §2.5 & §7.1].
Example 6.2 shows that given a rigid τ -stable sheaf E in class α, the sheaves
mE contribute 1/m2 to D¯Tmα(τ) for all m > 1. We can regard this as a kind
of ‘multiple cover formula’, analogous to the well known Aspinwall–Morrison
computation for a Calabi–Yau 3-fold X that a rigid embedded CP1 in class
α ∈ H2(X ;Z) contributes 1/m3 to the genus zero Gromov–Witten invariant of
X in class mα for all m > 1. So we can define new invariants DˆTα(τ) which
subtract out these contributions from mE for m > 1.
Definition 6.10. Let X be a projective Calabi–Yau 3-fold over C, let OX(1) be
a very ample line bundle on X , and let (τ, T,6) be a weak stability condition on
coh(X) of Gieseker or µ-stability type. Then Definition 5.15 defines generalized
Donaldson–Thomas invariants D¯Tα(τ) ∈ Q for α ∈ C(coh(X)).
Let us define new invariants DˆTα(τ) for α ∈ C(coh(X)) to satisfy
D¯Tα(τ) =
∑
m>1, m|α
1
m2
DˆTα/m(τ). (6.14)
We can invert (6.14) explicitly to write DˆTα(τ) in terms of the D¯Tα/m(τ).
The Mo¨bius function Mo¨ : N → {−1, 0, 1} in elementary number theory and
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combinatorics is given by Mo¨(n) = (−1)d if n = 1, 2, . . . is square-free and has d
prime factors, and Mo¨(n) = 0 if n is not square-free. Then the Mo¨bius inversion
formula says that if f, g : N → Q are functions with g(n) =
∑
m|n f(n/m)
for n = 1, 2, . . . then f(n) =
∑
m|nMo¨(m)g(n/m) for n = 1, 2, . . .. Suppose
β ∈ C(coh(X)) is primitive. Applying the Mo¨bius inversion formula with f(n) =
n2DˆTnβ(τ) and g(n) = n2D¯Tnβ(τ), we find the inverse of (6.14) is
DˆTα(τ) =
∑
m>1, m|α
Mo¨(m)
m2
D¯Tα/m(τ). (6.15)
We take (6.15) to be the definition of DˆTα(τ), and then reversing the argu-
ment shows that (6.14) holds. The DˆTα(τ) are our analogues of invariants Ω(α)
discussed in [63, §2.5 & §7.1]. We call DˆTα(τ) the BPS invariants of X , since
Kontsevich and Soibelman suggest that their Ω(α) count BPS states. The coeffi-
cients 1/m2 in (6.14) are related to the appearance of dilogarithms in Kontsevich
and Soibelman [63, §2.5]. The dilogarithm is Li2(t) =
∑
m>1 t
m/m2 for |t| < 1,
and the inverse function for Li2 near t = 0 is Li
−1
2 (t) =
∑
m>1Mo¨(m)t
m/m2
for |t| < 1, with power series coefficients Mo¨(m)/m2 as in (6.15).
If Mαss(τ) = M
α
st(τ) then M
α/m
ss (τ) = ∅ for all m > 2 dividing α, since if
[E] ∈ Mα/mss (τ) then [mE] ∈ M
α
ss(τ) \M
α
st(τ). So D¯T
α/m(τ) = 0, and hence
(6.15) and Proposition 5.17 give:
Proposition 6.11. If Mαss(τ) =M
α
st(τ) then DˆT
α(τ) = DTα(τ).
Thus the DˆTα(τ) are also generalizations of Donaldson–Thomas invariants
DTα(τ). Using (6.14) we evaluate the DˆTα(τ) in each of the examples of §6.1:
• In Examples 6.1–6.2 we have DˆTα(τ) = 1 and DˆTmα(τ) = 0 for all
m > 1. Thus, a rigid stable sheaf E and its ‘multiple covers’ mE for
m > 2 contribute 1 to DˆTα(τ) and 0 to DˆTmα(τ) for m > 2. The point
of (6.14) was to achieve this, as it suggests that the DˆTα(τ) are a more
meaningful way to ‘count’ stable sheaves.
• In Examples 6.4–6.5 DˆTαi(τ) = 1 for all i = 1, . . . , l, and DˆT
∑
i∈I αi(τ) =
0 for all subsets I ⊆ {1, . . . , l} with |I| > 2.
• In Examples 6.6–6.7 DˆTm1α1+···+mlαl(τ) = 1 if mi = 1 for some i =
1, . . . , l and mj = 0 for i 6= j, and DˆTm1α1+···+mlαl(τ) = 0 otherwise.
• In Example 6.8 DˆTα1+α2(τ) = (−1)d−1d/2, where χ¯(α1, α2) = d. Note
that DˆTα1+α2(τ) /∈ Z when d is odd.
• In Example 6.9 DˆTα(τ)t = 2 and DˆT 2α(τ)t = 0.
Here is our version of a conjecture by Kontsevich and Soibelman [63, Conj. 6].
Conjecture 6.12. Let X be a Calabi–Yau 3-fold over C, and (τ, T,6) a weak
stability condition on coh(X) of Gieseker or µ-stability type. Call (τ, T,6)
generic if for all α, β ∈ C(coh(X)) with τ(α) = τ(β) we have χ¯(α, β) = 0.
If (τ, T,6) is generic, then DˆTα(τ) ∈ Z for all α ∈ C(coh(X)).
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Kontsevich and Soibelman deal with Bridgeland stability conditions on de-
rived categories, and their notion of generic stability condition is stronger than
ours: they require that τ(α) = τ(β) implies α, β are linearly dependent in Z.
But we believe χ¯(α, β) = 0 is sufficient. Note that Conjecture 6.12 holds in the
examples above: the only case in which DˆTα(τ) /∈ Z is Example 6.8 when d is
odd, and then (τ, T,6) is not generic, as τ(α1) = τ(α2) but χ¯(α1, α2) = d 6= 0.
Suppose now that (τ, T,6) is a stability condition, such as Gieseker stability,
rather than a weak stability condition. This is necessary for decomposition of τ -
semistables into τ -stables to be well-behaved, as in [53, Th. 4.5]. Then as in (5.9)
we can write D¯Tα(τ) as the Euler characteristic of the coarse moduli scheme
Mαss(τ) weighted by a constructible function. (The existence of coarse moduli
schemes Mαss(τ) is known in the two cases we consider in this book, Gieseker
stability for coherent sheaves and slope stability for quiver representations. For
the argument below to work, we do not need Mαss(τ) to be a scheme, but only
a constructible set, the quotient of Mαss(τ)(C) by a constructible equivalence
relation, and this should always be true.)
We will write DˆTα(τ) as a weighted Euler characteristic of Mαss(τ) in the
same way. For m > 1, define a 1-morphism Pm : M →M by Pm : [E] 7→ [mE]
for E ∈ coh(X), where mE =
pm copies q
E ⊕ · · · ⊕ E. Then from equations (2.1), (5.9)
and (6.15), for α ∈ C(coh(X)) we deduce that
DˆTα(τ) = χ
(
Mαss(τ), F
α(τ)
)
, where
Fα(τ)=−
∑
m>1, m|α
Mo¨(m)
m2
CFna(pi)
[
CFna(Pm)◦ΠCF◦Π¯
χ,Q
M (¯
α/m(τ)) · νM
]
,
(6.16)
and pi : Mαss(τ) →M
α
ss(τ) is the projection to the coarse moduli scheme. The
following conjecture implies Conjecture 6.12, at least for stability conditions
rather than weak stability conditions.
Conjecture 6.13. Let X be a Calabi–Yau 3-fold over C, and (τ,G,6) a
generic Gieseker stability condition. Then the functions Fα(τ) ∈ CF(Mαss(τ))
of (6.16) are Z-valued for all α ∈ C(coh(X)).
That is, the contributions to DˆTα(τ) from each S-equivalence class of τ -
semistables (or each τ -polystable) are integral. In §7.6 we will prove versions of
Conjectures 6.12 and 6.13 for Donaldson–Thomas type invariants DˆTdQ(µ) for
quivers without relations. By analogy with Question 5.7(a), we can ask:
Question 6.14. Suppose Conjecture 6.13 is true. For generic (τ,G,6), does
there exist a natural perverse sheaf Q on Mαss(τ) with χMαss(τ)(Q) ≡ F
α(τ)?
Such a perverse sheaf Q would be interesting as it would provide a ‘categori-
fication’ of the BPS invariants DˆTα(τ), and help explain their integrality.
We can also ask whether the unweighted invariants Jα(τ) of §3.5 also have
similar integrality properties to those suggested in Conjectures 6.12 and 6.13.
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The answer is no. Following the argument above but using (6.4) rather than
(6.3), one would expect that the correct analogue of (6.14) is
Jα(τ) =
∑
m>1, m|α
(−1)m−1
m2
Jˆα/m(τ).
But then in Example 6.9, from (6.10) and (6.13) we see that Jˆ2α(τ)0 =
1
2 , so
the Jˆα(τ) need not be integers even for a generic stability condition. In fact,
using (6.4) in Example 6.2 and (6.10) and (6.13) when t = 0 in Example 6.9,
one can show that there is no universal formula with c1, c2, . . . ∈ Q and c1 = 1
defining
Jˆα(τ) =
∑
m>1, m|α cm J
α/m(τ),
such that Jˆα(τ) ∈ Z for all generic (τ, T,6) and α ∈ C(coh(X)). One conclusion
(at least if you believe Conjecture 6.12) is that counting sheaves weighted by
the Behrend function is essential to ensure good integrality properties.
6.3 Counting dimension zero sheaves
Let X be a Calabi–Yau 3-fold over C with H1(OX) = 0, let OX(1) be a very
ample line bundle onX , and (τ,G,6) the associated Gieseker stability condition
on coh(X), as in Example 3.8. For x ∈ X(C), write Ox for the skyscraper sheaf
at x, and define p = [Ox] in Knum(coh(X)), the ‘point class’ on X . Then p is
independent of the choice of x in X(C), as X is connected.
For d > 0, the Hilbert scheme HilbdX of d points on X parametrizes 0-
dimensional subschemes S of X of length d. It is a projective C-scheme, which
is singular for d > 4, and for d  0 has many irreducible components. The
virtual count of HilbdX may be written as a weighted Euler characteristic
χ
(
HilbdX, νHilbdX
)
as in §4.3. Values for these virtual counts were conjectured
by Maulik et al. [80, Conj. 1], and different proofs are given by Behrend and
Fantechi [6, Th. 4.12], Li [71, Th. 0.2], and Levine and Pandharipande [70, §14.1].
Theorem 6.15.
∑∞
d=0 χ
(
HilbdX, νHilbdX
)
sd=M(−s)χ(X), where χ(X) is the
Euler characteristic of X, and M(q)=
∏
k>1(1−q
k)−k the MacMahon function.
We will compute the generalized Donaldson–Thomas invariants D¯T dp(τ)
counting dimension 0 sheaves in class dp for d > 1. Our calculation is paral-
lel to Kontsevich and Soibelman [63, §6.5]. First consider the pair invariants
PIdp,n(τ ′). These count stable pairs s : OX(−n) → E for E ∈ coh(X) with
[E] = dp. The condition for s : OX(−n) → E to be a stable pair is simply
that s is surjective. Tensoring by OX(n) gives a morphism s(n) : OX → E(n).
But E(n) ∼= E as E has dimension 0. Thus, tensoring by OX(n) gives an
isomorphism Mdp,nstp (τ
′) ∼=M
dp,0
stp (τ
′), so that Mdp,nstp (τ
′) and PIdp,n(τ ′) are in-
dependent of n. Furthermore, Mdp,0stp (τ
′) parametrizes surjective s : OX → E
for E ∈ coh(X) with [E] = dp, which are just points of HilbdX . Therefore
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Mdp,nstp (τ
′) ∼= HilbdX , and
PIdp,n(τ ′) = χ
(
HilbdX, νHilbdX
)
, for all n ∈ Z and d > 0. (6.17)
We have τ(dp) = 1 in G, and any β, γ ∈ C(coh(X)) with τ(β) = τ(γ) = 1
are of the form β = dp, γ = ep, so that χ¯(β, γ) = 0. Therefore Proposition 5.29
applies with t = 1 in G. So from Theorem 6.15 and (6.17) we see that
M(−s)χ(X) = 1 +
∑
d>1
PIdp,n(τ ′)sd =
exp
[
−
∑
d>1
(−1)χ¯([OX(−n)],dp)χ¯
(
[OX(−n)], dp
)
D¯T dp(τ)sd
]
.
(6.18)
Here we have replaced the sums over α ∈ C(coh(X)) with τ(α) = 1 by a sum
over dp for d > 1, and used the formal variable s in place of qp in (5.20), so that
qdp is replaced by sd.
Now χ¯([OX(−n)], p)=
∑
i(−1)
i dimHi(Ox(n))= 1, so χ¯([OX(−n)], dp)= d.
Substituting this into (6.18), taking logs, and using M(q) =
∏
k>1(1− q
k)−k
yields
−
∑
d>1
(−1)dd D¯T dp(τ)sd=χ(X)
∑
k>1
(−k) log
(
1−(−s)k
)
=χ(X)
∑
k,l>1
k
l
(−s)kl.
Equating coefficients of sd yields after a short calculation
D¯T dp(τ) = −χ(X)
∑
l>1, l|d
1
l2
. (6.19)
So from (6.14) we deduce that
DˆT dp(τ) = −χ(X), all d > 1. (6.20)
This is a satisfying result, and confirms Conjecture 6.12 for dimension 0 sheaves.
6.4 Counting dimension one sheaves
Let X be a Calabi–Yau 3-fold over C, and OX(1) a very ample line bundle on
X . From §4.5 the Chern character ch identifies Knum(coh(X)) with a par-
ticular lattice ΛX in H
even(X ;Q), so we may write α ∈ Knum(coh(X)) as
(α0, α2, α4, α6) with α2j∈H2j(X ;Q). If E→X is a vector bundle with [E]=α
then α0=rankE∈Z.
Let us consider invariants D¯Tα(τ), DˆTα(τ) counting pure sheaves E of di-
mension 1 on X , that is, sheaves E supported on curves C in X . If [E] = α
then α0 = α2 = 0 for dimensional reasons, so we may write α = (0, 0, β, k).
By [40, §A.4] we have β = −c2(E) and k =
1
2c3(E), where c2(E) ∈ H
4(X ;Z) ∼=
H2(X ;Z) and c3(E) ∈ H6(X ;Z) ∼= Z are Chern classes of E. Write δ =
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c1(OX(1)). If [E] = α then [E(n)] = exp(nδ)α = (0, 0, β, k+ nβ ∪ δ). Hence by
the Hirzebruch–Riemann–Roch Theorem [40, Th. A.4.1] we have
χ(E(n)) = deg
(
ch(E(n) · td(TX)
)
3
= deg
(
(0, 0, β, k + nβ ∪ δ) · (1, 0, ∗, ∗)
)
3
= k + nβ ∪ δ,
(6.21)
using c1(X) = 0 to simplify td(TX). So the Hilbert polynomial of E is
P(0,0,β,k)(t) = (β ∪ δ) t+ k. (6.22)
Note that β ∪ δ, k ∈ Z as P(0,0,β,k) maps Z → Z. Note too that for dimension
1 sheaves, Gieseker stability in Example 3.8 and µ-stability in Example 3.9
coincide, since truncating a degree 1 polynomial at its second term has no effect.
Here are some properties of the D¯Tα(τ), DˆTα(τ) in dimension 1. Part (a)
may be new, and answers a question of Sheldon Katz in [58, §3.2]. The proof of
(c) uses H1(OX) = 0, which we assume for Calabi–Yau 3-folds in this section.
Theorem 6.16. Let X be a Calabi–Yau 3-fold over C, and (τ, T,6) a weak
stability condition on coh(X) of Gieseker or µ-stability type. Consider invari-
ants D¯T (0,0,β,k)(τ), DˆT (0,0,β,k)(τ) for 0 6= β ∈ H4(X ;Z) and k ∈ Z counting
τ-semistable dimension 1 sheaves in X. Then
(a) D¯T (0,0,β,k)(τ), DˆT (0,0,β,k)(τ) are independent of the choice of (τ, T,6).
(b) Assume Conjecture 6.12 holds. Then DˆT (0,0,β,k)(τ) ∈ Z.
(c) For any l ∈ β ∪H2(X ;Z) ⊆ Z we have D¯T (0,0,β,k)(τ) = D¯T (0,0,β,k+l)(τ)
and DˆT (0,0,β,k)(τ) = DˆT (0,0,β,k+l)(τ).
Proof. For (a), let (τ, T,6), (τ˜ , T˜ ,6) be two weak stability conditions on coh(X)
of Gieseker or µ-stability type. Then Corollary 5.19 shows that we may write
D¯T (0,0,β,k)(τ˜ ) in terms of the D¯T (0,0,β
′,k′)(τ) by finitely many applications of
the transformation law (5.14). Now each of these changes of stability condition
involves only sheaves in the abelian subcategory coh61(X) of sheaves in coh(X)
with dimension 6 1. However, the Euler form χ¯ vanishes on K0(coh61(X)) for
dimensional reasons. Each term I, κ,Γ in (5.14) has |I|− 1 factors χ¯
(
κ(i), κ(j)
)
so all terms with |I| > 1 are zero as χ¯ ≡ 0 on this part of coh(X). So (5.14)
reduces to D¯Tα(τ˜ ) = D¯Tα(τ). Therefore each of the finitely many applications
of (5.14) leaves the D¯T (0,0,β
′,k′)(τ) unchanged, proving (a).
For (b), note that any stability condition (τ, T,6) on coh(X) is generic on
coh61(X), since χ¯ = 0 on K0(coh61(X)). Alternatively, one can show that
if O˜X(1) is a sufficiently general very ample line bundle on X the resulting
Gieseker stability condition (τ˜ , G,6) is generic on all of coh(X), and then apply
(a). Either way, Conjecture 6.12 implies that DˆT (0,0,β,k)(τ) ∈ Z.
For (c), let L→ X be a line bundle, let (τ, T,6) be a weak stability condi-
tion on coh(X) of Gieseker or µ-stability type, and define another weak stability
condition (τ˜ , T,6) on coh(X) by τ˜ ([E]) = τ([E ⊗ L−1]). There is an automor-
phism FL : coh(X)→ coh(X) acting as FL : E 7→ E⊗L on objects. It induces
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a 1-isomorphism FL∗ : M → M. Also E is τ -semistable if and only if E ⊗ L is
τ˜ -semistable, so FL∗ maps M
α
ss(τ)→M
FL∗ (α)
ss (τ˜ ), where F
L
∗ (α) = exp(c1(L)) · α
in Heven(X ;Q).
Clearly we have DˆTα(τ) = DˆTF
L
∗ (α)(τ˜ ) for all α ∈ C(coh(X)). When
α = (0, 0, β, k) we have FL∗ (α) = (0, 0, β, k + β ∪ c1(L)). Thus
D¯T (0,0,β,k)(τ) = D¯T (0,0,β,k+β∪c1(L))(τ˜ ) = D¯T (0,0,β,k+β∪c1(L))(τ),
by (a). Since H1(OX) = 0, c1(L) can take any value in H2(X ;Z), and so
β∪ c1(L) can take any value l ∈ β∪H2(X ;Z), proving the first part of (c). The
second part follows by (6.15).
We will compute contributions to D¯T (0,0,β,k)(τ), DˆT (0,0,β,k)(τ) from sheaves
supported on nice curves C in X . We begin with a rigid rational curve. The
proof of the next proposition is based on Hosono et al. [41, Prop. 4.3].
Proposition 6.17. Let X be a Calabi–Yau 3-fold over C, and (τ, T,6) a weak
stability condition on coh(X) of Gieseker or µ-stability type. Suppose i : CP1 →
X is an embedding, and i(CP1) has normal bundle OCP1(−1)⊕OCP1(−1). Then
the only τ-semistable dimension 1 sheaves supported set-theoretically on i(CP1)
in X are i∗
(
mOCP1(k)
)
for m > 1 and k ∈ Z, and these sheaves are rigid
in coh(X).
Proof. Let β ∈ H4(X ;Z) be Poincare´ dual to [i(CP1)] ∈ H2(X ;Z). Suppose E
is a pure dimension 1 sheaf supported on i(CP1) in X . Then [E] = (0, 0,mβ, k)
in Knum(coh(X)) ⊂ Heven(X ;Q), where m > 1 is the multiplicity of E at a
generic point of i(CP1). Any subsheaf 0 6= E′ ⊂ E has [E′] = (0, 0,m′β, k′) for
1 6 m′ 6 m and k′ ∈ Z. Let (τ, T,6) be defined using an ample line bundle
OX(1) with c1(L) = δ. Then by (6.22), the Hilbert polynomials of E and E′
are m(β ∪ δ) t+ k and m′(β ∪ δ) t+ k′, where β ∪ δ > 0.
By Example 3.8 or 3.9, E is τ -semistable if and only if, for all 0 6= E′ ⊂
E, when [E′] = (0, 0,m′β, k′), we have k′/m′(β ∪ δ) 6 k/m(β ∪ δ), that is,
k′/m 6 k/m. Note that this condition is independent of the choice of stability
condition (τ, T,6). This is a stronger analogue of Theorem 6.16(a): if Σ ⊂ X
is an irreducible curve in X , then the moduli stacks Mαss(τ)Σ of τ -semistable
sheaves supported on Σ are independent of (τ, T,6).
Suppose E is τ -semistable and dimension 1 with [E] = (0, 0,mβ, k). Locally
in the e´tale or complex analytic topology near i(CP1) in X we can find a line
bundle L such that i∗(L) ∼= OCP1(1) (this holds as the obstructions to finding
such an L lie in Ext2
(
OCP1(1),OCP1(1)
)
, which is zero as 2 > dimCP1). Then
[E ⊗ Ln] = (0, 0,mβ, k + mn) for n ∈ Z, and E ⊗ Ln is τ -semistable by the
proof of Theorem 6.16(c) andMαss(τ)i(CP1) independent of τ above. Let n ∈ Z be
unique such that d = k+mn lies in {1, 2, . . . ,m}. Then [E⊗Ln] = (0, 0,mβ, d),
so χ(E ⊗ Ln) = P[E⊗Ln](0) = d by (6.22). But H
i(E ⊗ Ln) = 0 for i > 1 as
E ⊗ Ln is supported in dimension 1, so dimH0(E ⊗ Ln) > dimH0(E ⊗ Ln)−
dimH1(E ⊗ Ln) = d > 0, and we can choose 0 6= s ∈ H0(E ⊗ Ln).
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Thus we have a nonzero morphism s : OX → E ⊗ Ln in coh(X). Write J
for the image and K for the kernel of s. Then 0 6= J ⊂ E ⊗ Ln and K ⊂ OX .
As E ⊗ Ln is pure of dimension 1, J is pure of dimension 1. Let I be the ideal
sheaf of i(CP1). Since supp(J) = i(CP1) which is reducible and reduced we see
that K ⊂ I ⊂ OX . Consider the two cases (a) K = I and (b) K 6= I. In case
(a) we have J = Oi(CP1) = i∗(OCP1(0)), which has class [J ] = (0, 0, β, 1). Since
E ⊗ Ln is τ -semistable with [E ⊗ Ln] = (0, 0,mβ, d) and 0 6= J ⊂ E ⊗ Ln, this
implies that 1 6 d/m. But d = 1, 2, . . . ,m by choice of n, so this forces d = m.
In case (b), there is a unique l > 1 such that I l+1 ⊂ K and I l 6⊂ K.
Then K + I l/K is a nontrivial subsheaf of OX/L ∼= J , and so K + I l/K ⊂
E ⊗ Ln. But I l/I l+1 is the lth symmetric power of the conormal bundle of
i(CP1) in X , so that I l/I l+1 ∼= i∗
(
(l + 1)OCP1(l)
)
. As I l+1 ⊂ K there is
a surjection I l/I l+1 → K + I l/K. Let [K + I l/K] = (0, 0,m′β, k′). Since[
i∗
(
(l+1)OCP1(l)
)]
=
(
0, 0, (l+1)β, (l+1)2
)
and K + I l/K is a quotient sheaf
of i∗
(
(l + 1)OCP1(l)
)
which is τ -semistable, we deduce that l + 1 6 k′/m′. But
K + I l/K ⊂ E ⊗ Ln, so E ⊗ Ln τ -semistable implies k′/m′ 6 d/m. Hence
l + 1 6 k′/m′ 6 d/m, a contradiction as l > 1 and d 6 m.
Thus, case (b) does not happen, and in case (a) we must have d = m, and
E ⊗ Ln has a subsheaf J ∼= i∗(OCP1(0)). As τ(J) = τ(E ⊗ L
n) = t+ 1/(β ∪ δ),
the quotient (E ⊗ Ln)/J is also τ -semistable with [(E ⊗ Ln)/J ] = (0, 0, (m −
1)β,m − 1). By induction on m we now see that E ⊗ Ln has a filtration 0 =
F0 ⊂ F1 ⊂ · · · ⊂ Fm = E ⊗ Ln with Fi/Fi−1 ∼= i∗(OCP1(0)) for i = 1, . . . ,m.
As the normal bundle is OCP1(−1)⊕ OCP1(−1) the curve i(CP
1) is rigid in X ,
which implies that Ext1
(
i∗(OCP1(0)), i∗(OCP1(0))
)
= 0. It follows by induction
on m that E ⊗ Ln ∼= i∗(mOCP1(0)), and also that E ⊗ L
n is rigid. Tensoring
by L−n shows that E ∼= i∗
(
mOCP1(−n)
)
and E is rigid. This completes the
proof.
Combining Proposition 6.17 with Examples 6.1 and 6.2, and taking E in
Example 6.1 to be i∗
(
OCP1(k)
)
for k ∈ Z, we deduce:
Proposition 6.18. Let X be a Calabi–Yau 3-fold over C, and (τ, T,6) a weak
stability condition on coh(X) of Gieseker or µ-stability type. Suppose i : CP1 →
X is an embedding, and i(CP1) has normal bundle OCP1(−1)⊕OCP1(−1). Let
β ∈ H4(X ;Z) be Poincare´ dual to [i(CP1)] ∈ H2(X ;Z).
If m > 1 and m | k then τ-semistable sheaves supported on i(CP1) con-
tribute 1/m2 to D¯T (0,0,mβ,k)(τ), and contribute 1 if m = 1 and 0 if m > 1 to
DˆT (0,0,mβ,k)(τ). If m > 1 and m - k there are no τ-semistable sheaves in class
(0, 0,mβ, k) supported on i(CP1), so no contribution to D¯T , DˆT (0,0,mβ,k)(τ).
For higher genus curves the contributions are zero. Note that we do not need
i(Σ) to be rigid, the contributions are local via weighted Euler characteristics.
Proposition 6.19. Let X be a Calabi–Yau 3-fold over C, and (τ, T,6) a weak
stability condition on coh(X) of Gieseker or µ-stability type. Suppose Σ is
a connected, nonsingular Riemann surface of genus g > 1 and i : Σ → X
is an embedding. Let β ∈ H4(X ;Z) be Poincare´ dual to [i(Σ)] ∈ H2(X ;Z).
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Then τ-semistable dimension 1 sheaves supported on i(Σ) contribute 0 to both
D¯T (0,0,mβ,k)(τ) and DˆT (0,0,mβ,k)(τ) for all m > 1 and k ∈ Z.
Proof. The family of line bundles Lt → Σ with c1(L) = 0 form a group T 2g
under ⊗. As i is an embedding, locally near i(Σ) in X we can find a family
of line bundles L˜t for t ∈ T 2g which form a group under ⊗, with i∗(L˜t) = Lt.
Write M(0,0,mβ,k)ss (τ)i(Σ) for the substack of M
(0,0,mβ,k)
ss (τ) supported on i(Σ).
Then t : E 7→ E⊗ L˜t defines an action of T
2g on M(0,0,mβ,k)ss (τ)i(Σ). For m > 1,
the stabilizer groups of this action are finite. So M(0,0,mβ,k)ss (τ)i(Σ)(C) is fibred
by orbits of T 2g isomorphic to T 2g/K ∼= T 2g for K finite.
As the T 2g-action extends to an open neighbourhood of M(0,0,mβ,k)ss (τ)i(Σ)
in M(0,0,mβ,k)ss (τ), the restriction of the Behrend function of M
(0,0,mβ,k)
ss (τ) to
M(0,0,mβ,k)ss (τ)i(Σ) is T
2g-invariant. Now the contribution to D¯T (0,0,mβ,k)(τ)
from sheaves supported on i(Σ) is the Euler characteristic of M(0,0,mβ,k)ss (τ)i(Σ)
weighted by a constructible function built from ¯(0,0,mβ,k)(τ) and the Behrend
function ν
M
(0,0,mβ,k)
ss (τ)
, as in §5.3. This constructible function is T 2g-invariant,
as ¯(0,0,mβ,k)(τ), νM(0,0,mβ,k)ss (τ) are. But χ(T
2g) = 0 as g > 1, so each T 2g-
orbit T 2g/K ∼= T 2g contributes zero to the weighted Euler characteristic. Thus
sheaves supported on i(Σ) contribute 0 to D¯T (0,0,mβ,k)(τ) for all m, k, and so
contribute 0 to DˆT (0,0,mβ,k)(τ) by (6.15).
Let X be a Calabi–Yau 3-fold over C, and for γ ∈ H2(X ;Z) write GW0(γ) ∈
Q for the genus zero Gromov–Witten invariants of X . Then the genus zero
Gopakumar–Vafa invariants GV0(γ) may be defined by the formula
GW0(γ) =
∑
m|γ
1
m3
GV0(γ/m).
A priori we have GV0(γ) ∈ Q, but Gopakumar and Vafa [32] conjecture that
the GV0(γ) are integers, and count something meaningful in String Theory.
Katz [58] considers the moduli spaces M(0,0,β,1)ss (τ) when k = 1, where β ∈
H4(X ;Z) is Poincare´ dual to γ. Then M(0,0,β,1)ss (τ) = M
(0,0,β,1)
st (τ) as (β, 1)
is primitive, so D¯T (0,0,β,1)(τ) = DˆT (0,0,β,1)(τ) = DT (0,0,β,1)(τ) by Propositions
5.17 and 6.11. Katz [58, Conj. 2.3] conjectures that GV0(γ) = DT
(0,0,β,1)(τ);
this had also earlier been conjectured by Hosono, Saito and Takahashi [41,
Conj. 3.2]. We can now extend their conjecture to all k ∈ Z.
Conjecture 6.20. Let X be a Calabi–Yau 3-fold over C, and (τ, T,6) a
weak stability condition on coh(X) of Gieseker or µ-stability type. Then for
γ ∈ H2(X ;Z) with β ∈ H4(X ;Z) Poincare´ dual to γ and all k ∈ Z we have
DˆT (0,0,β,k)(τ) = GV0(γ). In particular, DˆT
(0,0,β,k)(τ) is independent of k, τ .
For evidence for this, see [58] for the case k = 1, and note also that Theo-
rem 6.16(a) shows DˆT (0,0,β,k)(τ) is independent of τ , Theorem 6.16(b) suggests
DˆT (0,0,β,k)(τ) ∈ Z, and Propositions 6.18 and 6.19 show that the contributions
to DˆT (0,0,β,k)(τ) from rigid rational curves and embedded higher genus curves
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are as expected, and independent of k. Also Theorem 6.16(c) implies that
DˆT (0,0,β,k)(τ) is periodic in k, which supports the idea that it is independent
of k. The first author would like to thank Sheldon Katz and Davesh Maulik for
conversations about Conjecture 6.20.
Remark 6.21. There are other ways to count curves using Donaldson–Thomas
theory than counting dimension 1 sheaves. The (ordinary) Donaldson–Thomas
invariants DT (1,0,β,k)(τ) for β ∈ H4(X ;Z) and k ∈ Z ‘count’ ideal sheaves of
subschemes S of X with dimS 6 1, and the celebrated MNOP Conjecture [80,
81] expresses DT (1,0,β,k)(τ) in terms of the Gromov–Witten invariants GWg(γ)
of X for all genera g > 0, or equivalently in terms of the Gopakumar–Vafa
invariants GVg(γ) of X for all g > 0. Pandharipande–Thomas invariants PTn,β
in [86] count pairs s : OX → E for E a pure dimension 1 sheaf, like our
PIα,n(τ) but with a different stability condition, and these also have conjectural
equivalences [86, §3] with DT (1,0,β,k)(τ), GWg(γ) and GVg(γ).
We will not discuss these further in this book. However, we note that the
results of this book should lead to advances in the theory of these curve count-
ing invariants, and the relations between them. In particular, our wall-crossing
formula Theorem 5.18 should be used to prove the correspondence between
Donaldson–Thomas invariants DT (1,0,β,k)(τ) and Pandharipande–Thomas in-
variants PTn,β. Recent papers by Toda [101] and Stoppa and Thomas [98]
prove a version of this for invariants without Behrend functions as weights,
and using our methods to include Behrend functions should yield the proof.
Bridgeland [12] also proves the correspondence assuming conjectures in [63].
6.5 Why it all has to be so complicated: an example
Our definitions of D¯Tα(τ) and DˆTα(τ) are very complicated. They count
sheaves using two kinds of weights: firstly, we define ¯α(τ) from the δ¯βss(τ)
by (3.4), with rational weights (−1)n−1/n, and then we apply the Lie alge-
bra morphism Ψ˜ of §5.3, which takes Euler characteristics weighted by the
Z-valued Behrend function νM. Some readers may have wondered whether
all this complexity is really necessary. For instance, following (4.16) when
Mαss(τ) =M
α
st(τ), we could simply have defined DT
α(τ) for all α ∈ C(coh(X))
by
DTα(τ) = χ
(
Mαst(τ), νMαst(τ)
)
. (6.23)
We will now show, by carefully studying an example of dimension 1 sheaves
supported on two rigid CP1’s in X which cross under deformation, that to get
invariants unchanged under deformations of X , the extra layer of complexity
with the ¯α(τ) and rational weights really is necessary. Our example will show
that (6.23) is not deformation-invariant when Mαss(τ) 6=M
α
st(τ), and the same
holds if we replace Mαst(τ) by M
α
ss(τ) or M
α
ss(τ); also, we will see that to get a
deformation-invariant answer, it can be necessary to count strictly τ -semistable
sheaves with rational, non-integral weights, so we do need the ¯α(τ).
For  > 0 write ∆ =
{
t ∈ C : |t| < 
}
. Let Xt for t ∈ ∆ be a smooth family
of Calabi–Yau 3-folds over C, equipped with a family of very ample line bundles
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OXt(1). Identify H
∗(Xt;Q) ∼= H∗(X0;Q), H∗(Xt;Z) ∼= H∗(X0;Z) for all t.
Suppose it : CP
1 → Xt and jt : CP
1 → Xt are two smooth families of embed-
dings for t ∈ ∆, and it(CP
1), jt(CP
1) have normal bundle OCP1(−1)⊕OCP1(−1)
for all t. Suppose that it(CP
1)∩jt(CP
1) = ∅ for t 6= 0, and that i0(CP
1), j0(CP
1)
intersect in a single point x ∈ X0, with Tx
(
i0(CP
1)
)
∩Tx
(
j0(CP
1)
)
= 0 in TxX0.
Now i0(CP
1)∪j0(CP
1) is a nodal CP1 in X0, so we can regard it as the image
of a genus 0 stable map k0 : Σ0 → X0 from a prestable curve Σ0 = CP
1∪xCP
1, in
the sense of Gromov–Witten theory. As we have prescribed the normal bundles
and intersection of i0(CP
1), j0(CP
1), we can show that k0 : Σ0 → X0 is a rigid
stable map, and so it persists as a stable map under small deformations of X0.
Thus, making  > 0 smaller if necessary, for t ∈ ∆ there is a continuous family
of genus 0 stable maps kt : Σt → Xt. Now kt(Σt) cannot be reducible for small
t 6= 0, since the irreducible components would have to be it(CP
1), jt(CP
1),
but these do not intersect. So, making  > 0 smaller if necessary, we can
suppose Σt ∼= CP
1, and kt is an embedding, and kt(CP
1) has normal bundle
OCP1(−1)⊕OCP1(−1), for all 0 6= t ∈ ∆.
Let β, γ ∈ H4(X0;Z) be Poincare´ dual to [i0(CP
1)], [j0(CP
1)] in H2(X0;Z).
Suppose β, γ are linearly independent over Z. Let δ = c1(OX0 (1)) in H
2(X0;Z).
Set cβ = β ∪ δ and cγ = γ ∪ δ and cβ+γ = cβ + cγ , so that cβ , cγ , cβ+γ ∈ N.
Write classes α ∈ Knum(coh(X0)) as (α0, α2, α4, α6) as in §6.4. We will consider
τ -semistable sheaves E on Xt in classes (0, 0, β, k), (0, 0, γ, l) and (0, 0, β+γ,m)
for k, l,m ∈ Z and t ∈ ∆. Suppose for simplicity that all such sheaves are
supported on it(CP
1) ∪ jt(CP
1) ∪ kt(Σt); alternatively, we can consider the fol-
lowing as computing the contributions to D¯T (0,0,β,k)(τ)t, . . . , D¯T
(0,0,β+γ,m)(τ)t
from sheaves supported on it(CP
1) ∪ jt(CP
1) ∪ kt(Σt).
Here is a way to model all this explicitly in a family of compact Calabi–Yau
3-folds. Let CP2 ×CP2 have homogeneous coordinates
(
[x0, x1, x2], [y0, y1, y2]
)
,
write x = (x0, x1, x2), y = (y0, y1, y2), and let Xt be the bicubic Ft(x,y) = 0
in CP2 × CP2, with very ample line bundle OXt(1) = OCP1×CP1(1, 1)|Xt , where
Ft(x,y) = x
2
0x1y
2
0y1 + x
3
0y
2
0y2 + x
2
0x2y
3
0 − tx
3
0y
3
0
+ x1x2P1,3(x,y) + x2y2P
′
2,2(x,y) + y1y2P
′′
3,1(x,y),
with P1,3, P
′
2,2, P
′′
3,1 homogeneous polynomials of the given bidegrees.
Define it, jt, kt : CP
1 → Xt by it : [u, v] 7→
(
[u, v, 0], [1, 0, t]
)
and jt : [u, v] 7→(
[1, 0, t], [u, v, 0]
)
for all t, and kt : [u, v] 7→
(
[u, v, 0], [v, tu, 0]
)
for t 6= 0. Then
the conditions above hold for P1,3, P
′
2,2, P
′′
3,1 generic and  > 0 small. Con-
sider first the moduli spaces M(0,0,β,k)ss (τ)t,M
(0,0,γ,l)
ss (τ)t over Xt. These are
τ -semistable sheaves supported on it(CP
1), jt(CP
1), so by Proposition 6.17 we
see that the only τ -semistable sheaves in classes (0, 0, β, k) and (0, 0, γ, l) are
Et(k) = (it)∗(OCP1(k−1)) and Ft(l) = (jt)∗(OCP1(l−1)) respectively, and both
are τ -stable and rigid.
The Hilbert polynomials of Et(k) and Ft(l) are P(0,0,β,k)(t) = cβ t + k and
P(0,0,γ,l)(t) = cγ t+ l by (6.22), so we have
τ
([
Et(k)
])
= t+ k/cβ, τ
([
Ft(l)
])
= t+ l/cγ. (6.24)
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Therefore the sheaf Et(k) ⊕ Ft(l) in class (0, 0, β + γ, k + l) is τ -semistable if
and only if k cγ = l cβ.
We can now describe M(0,0,β+γ,m)ss (τ)t for t 6= 0. For all m ∈ Z, we have a
rigid τ -stable sheafGt(m) = (kt)∗(OCP1(m−1)) in class (0, 0, β+γ,m) supported
on kt(Σt), which contributes [SpecC/Gm] to M
(0,0,β+γ,m)
ss (τ)t. In addition, if
there exist k, l ∈ Z with k+ l = m and k cγ = l cβ , then Et(k)⊕Ft(l) is a rigid,
strictly τ -semistable sheaf in class (0, 0, β+γ,m) supported on it(CP
1)qjt(CP
1),
which contributes [SpecC/G2m] to M
(0,0,β+γ,m)
ss (τ)t. We have k = mcβ/cβ+γ ,
l = mcγ/cβ+γ , which lie in Z if and only if cβ+γ | mcβ . These are all the
τ -semistable sheaves in class (0, 0, β + γ,m). Thus we see that
t 6= 0, cβ+γ - mcβ imply M
(0,0,β+γ,m)
ss (τ)t
∼= [SpecC/Gm]
and M(0,0,β+γ,m)ss (τ)t =M
(0,0,β+γ,m)
st (τ)t
∼= SpecC,
(6.25)
t 6=0, cβ+γ | mcβ imply M
(0,0,β+γ,m)
ss (τ)t
∼=[SpecC/Gm]q[SpecC/G
2
m],
M(0,0,β+γ,m)ss (τ)t
∼= SpecCq SpecC, and M
(0,0,β+γ,m)
st (τ)t
∼= SpecC.
(6.26)
Now consider M(0,0,β+γ,m)ss (τ)0 when t = 0. Writing Ox for the structure
sheaf of intersection point of i0(CP
1) and j0(CP
1), we have exact sequences
0 // E0(k) // E0(k + 1)
pix // Ox // 0,
0 // F0(l) // F0(l + 1)
pix // Ox // 0.
(6.27)
Define G0(k, l) to be the kernel of the morphism in coh(X0)
pix ⊕ pix : E0(k + 1)⊕ F0(l + 1) −→ Ox.
Since
[
E0(k + 1)
]
= (0, 0, β, k + 1),
[
F0(l + 1)
]
= (0, 0, β, l + 1) and [Ox] =
(0, 0, 0, 1) and each pix is surjective we have [G0(k, l)] = (0, 0, β + γ, k + l+ 1).
From (6.27) we see that we have non-split exact sequences
0 // E0(k) // G0(k, l) // F0(l + 1) // 0,
0 // F0(l) // G0(k, l) // E0(k + 1) // 0.
(6.28)
By (6.24), the first sequence of (6.28) destabilizes G0(k, l) if k/cβ > (l + 1)/cγ ,
and the second sequence destabilizes G0(k, l) if l/cγ > (k+1)/cβ. The sequences
(6.28) are sufficient to test the τ -(semi)stability of G0(k, l). It follows that
G0(k, l) is τ -semistable if k/cβ 6 (l+ 1)/cγ and l/cγ 6 (k+ 1)/cβ, and G0(k, l)
is τ -stable if k/cβ < (l + 1)/cγ and l/cγ < (k + 1)/cβ.
Now fix m ∈ Z. It is easy to show from these inequalities that if cβ+γ - mcβ
there is exactly one choice of k, l ∈ Z with k+l+1 = m and G0(k, l) τ -semistable
in class (0, 0, β + γ,m), and in fact this G0(k, l) is τ -stable. And if cβ+γ | mcβ
then setting k = mcβ/cβ+γ, l = mcγ/cβ+γ in Z we find that G0(k − 1, l) and
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G0(k, l−1) are both strictly τ -semistable in class (0, 0, β+γ,m), and in addition
E0(k) ⊕ F0(l) is strictly τ -semistable in class (0, 0, β + γ,m). These are all the
τ -semistables in class (0, 0, β + γ,m). So
cβ+γ - mcβ implies M
(0,0,β+γ,m)
ss (τ)0
∼= [SpecC/Gm]
and M(0,0,β+γ,m)ss (τ)0 =M
(0,0,β+γ,m)
st (τ)0
∼= SpecC,
(6.29)
cβ+γ | mcβ implies M
(0,0,β+γ,m)
st (τ)0 = ∅ and
M(0,0,β+γ,m)ss (τ)0(C) =
{
G0(k − 1, l), G0(k, l − 1), E0(k)⊕ F0(l)
}
.
(6.30)
Next we describe the stack structure on M(0,0,β+γ,m)ss (τ)0 when cβ+γ | mcβ .
As E0(k), F0(l) are rigid, we have
Ext1
(
E0(k)⊕ F0(l), E0(k)⊕ F0(l)
)
= Ext1
(
E0(k), F0(l)
)
⊕ Ext1
(
F0(l), E0(k)
)
∼= C⊕ C,
(6.31)
where a nonzero element of Ext1
(
E0(k), F0(l)
)
corresponds to G0(k− 1, l), and
a nonzero element of Ext1
(
F0(l), E0(k)
)
corresponds to G0(k, l − 1), by (6.28).
Let (y, z) be coordinates on C ⊕ C in (6.31). Then Aut
(
E0(k) ⊕ F0(l)
)
∼= G2m
acts on C⊕ C by (λ, µ) : (y, z) 7→ (λµ−1y, λ−1µz).
By Theorem 5.5, M(0,0,β+γ,m)ss (τ)0 is locally isomorphic as an Artin stack
near E0(k) ⊕ F0(l) to [Crit(f)/G
2
m], where U ⊆ C ⊕ C is a G
2
m-invariant ana-
lytic open neighbourhood of 0, and f : U → C is a G2m-invariant holomorphic
function. Since f is G2m-invariant, it must be a function of yz. Now (y, 0) for
y 6= 0 in C ⊕ C represents G0(k − 1, l), which is rigid; also (0, z) for z 6= 0
represents G0(k, l − 1), which is rigid. Therefore
{
(y, 0) : 0 6= y ∈ C
}
and{
(0, z) : 0 6= z ∈ C
}
must be smooth open sets in Crit(f), so that f is nonde-
generate quadratic normal to them, to leading order.
It follows that we may take U = C⊕ C and f(y, z) = y2z2, giving
M(0,0,β+γ,m)ss (τ)0
∼=
[
Crit(y2z2)/G2m
]
. (6.32)
There are three G2m orbits in Crit(y
2z2):
{
(y, 0) : 0 6= y ∈ C
}
corresponding to
G0(k − 1, l), and
{
(0, z) : 0 6= z ∈ C
}
corresponding to G0(k, l − 1), and (0, 0)
corresponding to E0(k) ⊕ F0(l). The Milnor fibres of y2z2 at (1, 0) and (0, 1)
are both two discs, with Euler characteristic 2. Since y2z2 is homogeneous, the
Milnor fibre of y2z2 at (0, 0) is diffeomorphic to
{
(y, z) ∈ C2 : y2z2 = 1
}
, which
is the disjoint union of two copies of C \ {0}, with Euler characteristic zero. By
results in §4 we deduce that
ν
M
(0,0,β+γ,m)
ss (τ)0
(
G0(k − 1, l)
)
= ν
M
(0,0,β+γ,m)
ss (τ)0
(
G0(k, l− 1)
)
= −1
and ν
M
(0,0,β+γ,m)
ss (τ)0
(
E0(k)⊕ F0(l)
)
= 1.
(6.33)
From (6.32) we find that the coarse moduli space M(0,0,β+γ,m)ss (τ)0 is
M(0,0,β+γ,m)ss (τ)0
∼= SpecC. (6.34)
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As in equation (6.11) of Example 6.9 we find that
Π¯χ,QM
(
¯(0,0,β+γ,m)(τ)0
)
= 12
[
([SpecC/Gm], ρG0(k−1,l))
]
+ 12
[
([SpecC/Gm], ρG0(k,l−1))
]
,
where ρG0(k−1,l), ρG0(k,l−1) map [SpecC/Gm] to G0(k − 1, l), G0(k, l− 1). Note
that ¯(0,0,β+γ,m)(τ)0 is zero over E0(k)⊕ F0(l). As for (6.12) we have
D¯T (0,0,β+γ,m)(τ)0 =
1
2νM(0,0,β+γ,m)ss (τ)0
(
G0(k − 1, l)
)
+ 12νM(0,0,β+γ,m)ss (τ)0
(
G0(k, l − 1)
)
= 12 · 1 +
1
2 · 1 = 1.
(6.35)
Thus G0(k − 1, l) and G0(k, l − 1) each contribute
1
2 to D¯T
(0,0,β+γ,m)(τ)0.
From equations (6.25),(6.26),(6.29),(6.30),(6.33),(6.34) and (6.35) we de-
duce:
D¯T (0,0,β+γ,m)(τ)t = 1, all t ∈ ∆ and m ∈ Z,
χ
(
M
(0,0,β+γ,m)
st (τ)t, νM(0,0,β+γ,m)st (τ)t
)
=
{
1, t 6= 0 or cβ+γ - mcβ,
0, t = 0 and cβ+γ | mcβ,
(6.36)
χ
(
M(0,0,β+γ,m)ss (τ)t, νM(0,0,β+γ,m)ss (τ)t
)
=
{
1, t 6= 0 or cβ+γ - mcβ,
2, t = 0 and cβ+γ | mcβ,
(6.37)
χna
(
M(0,0,β+γ,m)ss (τ)t, νM(0,0,β+γ,m)ss (τ)t
)
=
{
−1, t = 0 or cβ+γ - mcβ,
0, t 6=0 and cβ+γ |mcβ.
(6.38)
Equations (6.36)–(6.38) imply:
Corollary 6.22. Let X be a Calabi–Yau 3-fold over C and α∈Knum(coh(X))
with Mαss(τ) 6=M
α
st(τ). Then none of χ
(
Mαst(τ), νMαst(τ)
)
, χ
(
Mαss(τ), νMαss(τ)
)
or χna
(
Mαss(τ), νMαss(τ)
)
need be unchanged under deformations of X.
We can also use these calculations to justify the necessity of rational weights
in the ¯α(τ) in our definition of D¯Tα(τ). Let cβ+γ | mcβ . Then when t 6= 0, we
have one stable, rigid sheaf Gt(m) in class (0, 0, β+γ,m), which is counted with
weight 1 in D¯T (0,0,β+γ,m)(τ)t. But when t = 0, Gt(m) is replaced by two strictly
τ -semistable sheaves G0(k−1, l) and G0(k, l−1), which are counted with weight
1
2 in D¯T
(0,0,β+γ,m)(τ)0. By symmetry between G0(k − 1, l), G0(k, l − 1), to get
deformation-invariance it is necessary that they are each counted with weight 12 ,
which means that we must allow non-integral weights for strictly τ-semistables
in our counting scheme to get a deformation-invariant answer.
Also, we cannot tell that G0(k− 1, l), G0(k, l− 1) should have weight
1
2 just
from the stack M(0,0,β+γ,m)ss (τ)0, as they are rigid with stabilizer group Gm, and
look just like τ -stables. The strict τ -semistability of G0(k − 1, l), G0(k, l− 1) is
measured by the fact that δ¯
(0,0,γ,l)
ss (τ) ∗ δ¯
(0,0,β,k)
ss (τ), δ¯
(0,0,β,k)
ss (τ) ∗ δ¯
(0,0,γ,l)
ss (τ) are
nonzero over G0(k− 1, l), G0(k, l− 1) respectively. But δ¯
(0,0,γ,l)
ss (τ) ∗ δ¯
(0,0,β,k)
ss (τ)
and δ¯
(0,0,β,k)
ss (τ)∗ δ¯
(0,0,γ,l)
ss (τ) occur with coefficient −
1
2 in the expression (3.4) for
¯(0,0,β+γ,m)(τ). This suggests that using ¯α(τ) or something like it is necessary
to make D¯Tα(τ) deformation-invariant.
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6.6 µ-stability and invariants D¯Tα(µ)
So far we have mostly discussed invariants D¯Tα(τ), where (τ,G,6) is Gieseker
stability w.r.t. a very ample line bundle OX(1), as in Example 3.8. We can also
consider D¯Tα(µ), where (µ,M,6) is µ-stability w.r.t. OX(1), as in Example
3.9. We now prove some simple but nontrivial facts about the D¯Tα(µ).
First note that as (µ,M,6) is a truncation of (τ,G,6), we have τ(β) 6 τ(γ)
implies µ(β) 6 µ(γ) for β, γ ∈ C(coh(X)), and so (µ,M,6) dominates (τ,G,6)
in the sense of Definition 3.12. In Theorem 3.13 we can use (τˆ , Tˆ ,6) = (µ,M,6)
as the dominating weak stability condition to write ¯α(µ) in terms of the ¯β(τ)
and vice versa, and then Theorem 5.18 writes D¯Tα(µ) in terms of the D¯T β(τ)
and vice versa. Since the Gieseker stability invariants D¯T β(τ) are deformation-
invariant by Corollary 5.28, we deduce:
Corollary 6.23. The µ-stability invariants D¯Tα(µ) are unchanged under con-
tinuous deformations of the underlying Calabi–Yau 3-fold X.
The next well-known lemma says that for torsion-free sheaves, µ-stability is
unchanged by tensoring by a line bundle. It holds on any smooth projective
scheme X , not just Calabi–Yau 3-folds, and works because µ([E ⊗ L])− µ([E])
is independent of E when dimE = dimX . The corresponding results are not
true for Gieseker stability, nor for µ-stability for non-torsion-free sheaves.
Lemma 6.24. Let E be a nonzero torsion-free sheaf on X, and L a line bundle.
Then E ⊗ L is µ-semistable if and only if E is µ-semistable.
Now E 7→ E ⊗ L induces an automorphism of the abelian category coh(X),
which acts on Knum(coh(X)) ⊂ Heven(X ;Q) by α 7→ α exp(γ). For torsion-free
sheaves, this automorphism takes µ-semistables to µ-semistables, and so maps
δ¯αss(µ) to δ¯
α exp(γ)
ss (µ) and ¯α(µ) to ¯α exp(γ)(µ) for rank(α) > 0. Applying Ψ˜ as
in §5.3, we see that D¯Tα exp(γ)(µ) = D¯Tα(µ). Since we assume H1(OX) = 0,
every γ ∈ H2(X ;Z) is c1(L) for some line bundle L. Thus we deduce:
Theorem 6.25. Let X be a Calabi–Yau 3-fold over C and (µ,M,6) be µ-
stability with respect to a very ample line bundle OX(1) on X, as in Example
3.9. Write elements α of Knum(coh(X)) ⊂ Heven(X ;Q) as (α0, α2, α4, α6), as
in §6.4. Then for all α ∈ C(coh(X)) with α0 > 0 and all γ ∈ H2(X ;Z) we
have D¯Tα exp(γ)(µ) = D¯Tα(µ).
Theorem 6.25 encodes a big symmetry group of generalized Donaldson–
Thomas invariants D¯Tα(µ) in positive rank, which would be much more com-
plicated to write down for Gieseker stability.
6.7 Extension to noncompact Calabi–Yau 3-folds
So far we have considered only compact Calabi–Yau 3-folds, and indeed our
convention is that Calabi–Yau 3-folds are by definition compact, unless we ex-
plicitly say that they are noncompact. Suppose X is a noncompact Calabi–Yau
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3-fold over C, by which we mean a smooth quasiprojective 3-fold over C, with
trivial canonical bundle KX . (We will impose further conditions on X shortly.)
Then the abelian category coh(X) of coherent sheaves on X is badly behaved,
from our point of view – for instance, groups Hom(E,F ) for E,F ∈ coh(X) may
be infinite-dimensional, so the Euler form χ¯ on coh(X) may not be defined.
However, the abelian category cohcs(X) of compactly-supported coherent
sheaves on X is well-behaved: Exti(E,F ) is finite-dimensional for E,F ∈
cohcs(X) and satisfies Serre duality Ext
i(F,E) ∼= Ext3−i(E,F )∗, so cohcs(X)
has a well-defined Euler form. If X has no compact connected components then
cohcs(X) consists of torsion sheaves, supported in dimension 0,1 or 2.
We propose that a good generalization of Donaldson–Thomas theory to non-
compact Calabi–Yau 3-folds is to define invariants counting sheaves in cohcs(X).
Note that this is not the route that has been taken by other authors such as
Szendro˝i [99, §2.8], who instead consider invariants counting ideal sheaves I
of compact subschemes of X . Such I are not compactly-supported, but are
isomorphic to OX outside a compact subset of X .
Going through the theory of §4–§5, we find that the assumption that X is
compact (proper, or projective) is used in three important ways:
(a) TheEulerformχ¯onK0(coh(X))isundefinedfornoncompactX asExt
i(E,F )
may be infinite-dimensional, soKnum(coh(X)) is undefined. For cohcs(X),
Knum(cohcs(X)) is well defined, but may not be isomorphic to the image
of ch : K0(cohcs(X)) → H
even
cs (X ;Q). Hilbert polynomials PE of E ∈
cohcs(X) need not factor through the class [E] in K
num(cohcs(X)) for X
noncompact.
(b) For noncompact X , Theorem 5.3 in §5.1 fails because nonzero vector bun-
dles onX are not compactly-supported. But Theorems 5.4 and 5.5 depend
on Theorem 5.3, and Theorem 5.11 in §5.2 depends on Theorem 5.5, and
most of the rest of §5–§6 depends on Theorem 5.11.
(c) For noncompact X , the moduli schemes Mαss(τ) and M
α,n
stp (τ
′) of §4.3
and §5.4 need not be proper. This means that the virtual cycle defi-
nitions of DTα(τ) in (4.15) when Mαss(τ) = M
α
st(τ), and of PI
α,n(τ ′)
in (5.15), are not valid. The weighted Euler characteristic expressions
(4.16), (5.16) for DTα(τ) and PIα,n(τ ′) still make sense. But the proofs
that DTα(τ), D¯Tα(τ), P Iα,n(τ ′) are unchanged by deformations of X no
longer work, as they are based on the virtual cycle definitions (4.15),(5.15).
Here is how we deal with these issues. For (a), with X noncompact, note
that although coh(X) may not have a well-defined Euler form, there is an Euler
pairing χ¯ : K0(coh(X))×K0(cohcs(X))→ Z. Under the Chern character maps
ch : K0(coh(X)) → Heven(X ;Q) and chcs : K0(cohcs(X)) → Hevencs (X ;Q),
this χ¯ is mapped to the pairing Heven(X ;Q) × Hevencs (X ;Q) → Q given by
(α, β) 7→ deg
(
α∨ · β · td(TX)
)
3, which is nondegenerate by the invertibility
of td(TX) = 1 + 112 c2(X) and Poincare´ duality H
2k(X ;Q) ∼= H6−2kcs (X ;Q)
∗.
In Assumption 3.2, with A = cohcs(X), we should take K(cohcs(X)) to be
the quotient of K0(cohcs(X)) by the kernel in K0(cohcs(X)) of the Euler pairing
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χ¯ : K0(coh(X)) × K0(cohcs(X)) → Z. This is not the same as the numerical
Grothendieck group Knum(cohcs(X)), which is the quotient of K0(cohcs(X)) by
the kernel of χ¯ : K0(cohcs(X))×K0(cohcs(X))→ Z; in generalKnum(cohcs(X))
is a quotient ofK(cohcs(X)), but they may not be equal. In Example 6.30 below
we will have K(cohcs(X)) ∼= Z
2 but Knum(cohcs(X)) = 0. As the pairing above
is nondegenerate, this K(cohcs(X)) is naturally identified with the image of the
compactly-supported Chern character chcs : K0(cohcs(X))→ Hevencs (X ;Q). This
can be defined by combining the ‘localized Chern character’ chXZ of Fulton [28,
§18.1 & p. 368] with the compactly supported Chow groups and homology in [28,
Ex.s 10.2.8 & 19.1.12], using the limiting process over all compact subschemes
Z ⊂ X in [28, Ex. 10.2.8].
Then if E ∈ coh(X) and F ∈ cohcs(X), the Euler form χ¯(E,F ) depends
only on E and [F ] in K(cohcs(X)). In particular, given a very ample line bundle
OX(1) on X , the Hilbert polynomial PF (n) = χ¯
(
OX(−n), F
)
of F depends only
on the class [F ] in K(cohcs(X)). Since OX(−n) is not compactly-supported, in
general PF does not depend only on [F ] in K
num(cohcs(X)), as in Example 6.30.
This is important for two reasons. Firstly, equation (5.17) in §5.4 involves
χ¯
(
[OX(−n)], α
)
for α ∈ K(coh(X)), and if K(cohcs(X)) = Knum(cohcs(X))
then χ¯
(
[OX(−n)], α
)
would not be well-defined for α ∈ K(cohcs(X)), and The-
orem 5.27 would fail. Secondly, the proof that moduli spaces Mαst(τ),M
α
ss(τ),
Mαst(τ),M
α
ss(τ) of τ -(semi)stable sheaves E in class α in K(coh(X)) are of finite
type depends on the fact that α determines the Hilbert polynomial of E. If we
tookK(cohcs(X)) = K
num(cohcs(X)), this would not be true, the moduli spaces
might not be of finite type, and then weighted Euler characteristic expressions
such as (4.16), (5.16) would not make sense.
For (b), we will show in Theorem 6.28 that under extra assumptions on
X we can deduce Theorems 5.4 and 5.5 for noncompact X from the com-
pact case. This is enough to generalize §5.2–§5.3 and parts of §5.4 to the
noncompact case. For (c), we should accept that for noncompact X , the in-
variants D¯Tα(τ), DˆTα(τ), P Iα,n(τ ′) may not be deformation-invariant, as they
can change when the (compact) support of a sheaf ‘goes to infinity’ in X as we
deform the complex structure of X . Here is an example.
Example 6.26. For t ∈ C, define
Yt =
{
(z1, z2, z3, z4) ∈ C
4 : (1− t2z1)
2 + z22 + z
2
3 + z
2
4 = 0
}
. (6.39)
Then Y0 is nonsingular, and Yt for t 6= 0 has one singular point at (t−2, 0, 0, 0), an
ordinary double point, which has two small resolutions. Because (6.39) involves
t2 rather than t we may choose one of these small resolutions continuously in t
for all t 6= 0 to get a smooth family of noncompact Calabi–Yau 3-folds Xt for
t ∈ C, which is also smooth over t = 0.
As a complex 3-fold, Xt for t 6= 0 is the total space ofO(−1)⊕O(−1)→ CP
1,
andX0 is C×Q, whereQ is a smooth quadric in C
3. All theXt are diffeomorphic
to R2×T ∗S2, and we can regard them as a smooth family of complex structures
Jt for t ∈ C on the fixed 6-manifold R
2 × T ∗S2. Then Xt for t 6= 0 contains
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a curve Σt ∼= CP
1, the fibre over (t−2, 0, 0, 0) in Yt. As t → 0, this Σt goes to
infinity in Xt, and X0 contains no compact curves, as it is affine.
From Example 6.30 below it follows that for t 6= 0 there are nonzero invari-
ants D¯Tα(τ)t with dimα = 1 counting dimension 1 sheaves supported on Σt in
Xt. But when t = 0 there are no compactly-supported dimension 1 sheaves on
X0, as there are no curves on which they could be supported, so D¯T
α(τ)0 = 0,
and D¯Tα(τ) is not deformation invariant.
Here is the extra condition we need to extend Theorems 5.4–5.5 to cohcs(X).
Definition 6.27. Let X be a noncompact Calabi–Yau 3-fold over C. We call
X compactly embeddable if whenever K ⊂ X is a compact subset, in the ana-
lytic topology, there exists an open neighbourhood U of K in X in the analytic
topology, a compact Calabi–Yau 3-fold Y over C with H1(OY ) = 0, an open
subset V of Y in the analytic topology, and an isomorphism of complex mani-
folds φ : U → V .
Theorem 6.28. Let X be a noncompact Calabi–Yau 3-fold over C, and suppose
X is compactly embeddable. Then Theorems 5.4 and 5.5 hold in cohcs(X).
Proof. Write MX for the moduli stack of compactly-supported coherent sheaves
on X and MXsi for the complex algebraic space of simple compactly-supported
coherent sheaves onX . For each compactly-supported (algebraic) coherent sheaf
E on X there is an underlying compactly-supported complex analytic coherent
sheaf Ean, and by Serre [97] this map E 7→ Ean is an equivalence of categories.
Let E ∈ cohcs(X), so that [E] ∈ M
X(C), or [E] ∈ MXsi (C) if E is simple.
Then K = suppE is a compact subset of X . Let U, Y, V be as in Definition 6.27
for this K, and write MY for the moduli stack of coherent sheaves on Y , and
MYsi for the complex algebraic space of simple coherent sheaves on X . Then
Ean|U is a complex analytic coherent sheaf on U ⊂ X , so φ∗(Ean) is a complex
analytic coherent sheaf on V ⊂ Y , which we extend by zero to get a complex
analytic coherent sheaf Fan on Y , and this is associated to a unique (algebraic)
coherent sheaf F on Y by [97], with [F ] ∈ MY (C), and [F ] ∈ MYsi (C) if F (or
equivalently E) is simple.
For Theorem 5.4, let E be simple, and write WX for the subset of [E′] ∈
MXsi (C) with E
′ supported on U , and WY for the subset of [F ′] ∈ MYsi (C)
with F ′ supported on V . Then WX ,WY are open neighbourhoods of [E], [F ]
in MXsi (C),M
Y
si (C) in the complex analytic topology, and there is a unique
map φ∗ : W
X → WY with φ∗([E
′]) = [F ′] if φ∗(E
′
an)
∼= F ′an. Since φ is an
isomorphism of complex manifolds, it is easy to see that φ∗ is an isomorphism
of complex analytic spaces.
By Theorem 5.4, WY near [F ] is locally isomorphic to Crit(f) as a complex
analytic space, for f : U → C holomorphic and U ⊂ Ext1(F, F ) open. Since
WX ∼= WY as complex analytic spaces and Ext1(E,E) ∼= Ext1(Ean, Ean) ∼=
Ext1(Fan, Fan) ∼= Ext
1(F, F ) by [97], Theorem 5.4 for cohcs(X) follows.
For Theorem 5.5, let SX ,ΦX be as in the second paragraph of Theorem 5.5
for MX , E in cohcs(X), and S
Y ,ΦY for MY , F on coh(Y ). Then as in Propo-
sition 9.10(b) in the sheaf case there are formally versal families (SX ,DX) of
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compactly-supported coherent sheaves on X with DX0
∼= E, and (SY ,DY ) of
coherent sheaves on Y with DY0 ∼= F . The corresponding families (S
X(C),DXan),
(SY (C),DYan) of complex analytic coherent sheaves are versal. Let W
X ,WY
be the subsets of SX(C), SY (C) representing sheaves supported on U, V . Then
WX ,WY are open neighbourhoods of 0 in SX(C), SY (C), in the analytic topol-
ogy.
Since φ : U → V is an isomorphism of complex manifolds, φ∗ takes versal
families of complex analytic sheaves on U to versal families of complex ana-
lytic sheaves on V . Therefore
(
WX , φ∗(DXan|WX )
)
and (WY ,DYan|WY ) are both
versal families of complex analytic coherent sheaves on V with φ∗(DXan|WX )0 ∼=
Fan ∼= (DYan|WY )0. We can now argue as in Proposition 9.11 using the fact that
T0W
X ∼= Ext1(Ean, Ean) ∼= Ext
1(Fan, Fan) ∼= T0WY that WX near 0 is isomor-
phic as a complex analytic space toWY near 0. Theorem 5.5 for X then follows
from Theorem 5.5 for Y .
Question 6.29. Let X be a noncompact Calabi–Yau 3-fold over C. Can you
prove Theorems 5.4 and 5.5 hold in cohcs(X) without assuming X is compactly
embeddable?
All of §5.2–§5.3 now extends immediately to cohcs(X) for X a compactly
embeddable noncompact Calabi–Yau 3-fold: the Behrend function identities
(5.2)–(5.3), the Lie algebra morphisms Ψ˜, Ψ˜χ,Q, the definition of generalized
Donaldson–Thomas invariants D¯Tα(τ) for α ∈ K(cohcs(X)), and the transfor-
mation law (5.14) under change of stability condition.
In §5.4 the definition of stable pairs still works, and the moduli scheme
Mα,nstp (τ
′) is well-defined, but may not be proper. So (5.15) does not make sense,
and we take the weighted Euler characteristic (5.16) to be the definition of the
pair invariants PIα,n(τ ′). The deformation-invariance of D¯Tα(τ), P Iα,n(τ ′) in
Corollaries 5.26 and 5.28 will not hold for cohcs(X) in general, as Example 6.26
shows. But Theorem 5.27, expressing the PIα,n(τ ′) in terms of the D¯T β(τ), is
still valid, with proof essentially unchanged; it does not matter that OX(−n)
lies in coh(X) rather than cohcs(X).
As in §6.2 we define BPS invariants DˆTα(τ) for cohcs(X) from the D¯Tα(τ),
and conjecture they are integers for generic (τ, T,6). The results of §6.3 com-
puting invariants counting dimension zero sheaves also hold in the noncompact
case, as the proof of Theorem 6.15 in [6] does not need X compact.
Example 6.30. LetX be the noncompact Calabi–Yau 3-foldO(−1)⊕O(−1)→
CP1, that is, the total space of the rank 2 vector bundle O(−1) ⊕ O(−1) over
CP1. This is a very familiar example from the Mathematics and String Theory
literature; it is a crepant resolution of the conifold z21 + z
2
2 + z
2
3 + z
2
4 = 0 in C
4,
so it is often known as the resolved conifold.
Let Y be any compact Calabi–Yau 3-fold containing a rational curve C ∼=
CP1 with normal bundle O(−1)⊕O(−1); explicit examples such as quintics are
easy to find. Then Y near C is isomorphic as a complex manifold to X near
the zero section. Since any compact subset K in X can be mapped into any
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open neighbourhood of the zero section in X by a sufficiently small dilation, it
follows that X is compactly embeddable, and our theory applies for cohcs(X).
We have H2jcs (X ;Q) = Q for j = 2, 3 and H
2j
cs (X ;Q) = 0 otherwise. For
E ∈ cohcs(X) we have chcs(E) =
(
0, 0, ch2(E), ch3(E)
)
, where chj(E) ∈ Z ⊂
Q = H2jcs (X ;Q) for j = 2, 3. Thus we can identify K(cohcs(X)) with Z
2 with
coordinates (a2, a3), where [E] = (a2, a3) if chj(E) = aj for j = 2, 3. The class
of a point sheaf Ox for x ∈ X is (0, 1), and if i : CP
1 → X is the zero section,
the class of i∗(OCP1(k)) is (1, 1 + k). The positive cone C(cohcs(X)) is
C(cohcs(X)) =
{
(a2, a3) ∈ Z
2 : a2 = 0 and a3 > 0, or a2 > 0
}
. (6.40)
The Euler form χ¯ on cohcs(X) is zero, so K
num(cohcs(X)) = 0.
Let (τ,G,6) be Gieseker stability on X with respect to the ample line bun-
dle pi∗(OCP1(1)). We can write down the full Donaldson–Thomas and BPS
invariants D¯Tα(τ), DˆT α(τ) using the work of §6.3–§6.4. We have
D¯T (a2,a3)(τ) =

−2
∑
m>1, m|a3
1
m2
, a2 = 0, a3 > 1,
1
a22
, a2 > 0, a2 | a3,
0, otherwise,
(6.41)
DˆT (a2,a3)(τ) =

−2, a2 = 0, a3 > 1,
1, a2 = 1,
0, otherwise.
(6.42)
Here the first lines of (6.41)–(6.42) count dimension 0 sheaves and are taken
from (6.19)–(6.20), noting that χ(X) = 2, and the rest which count dimension 1
sheaves follow from Proposition 6.18. We will return to this example in §7.5.2.
It is easy to show that other important examples of noncompact Calabi–Yau
3-folds such as KCP2 and KCP1×CP1 are also compactly embeddable.
6.8 Configuration operations and extended Donaldson–
Thomas invariants
Let X be a Calabi–Yau 3-fold over C, and (τ, T,6) a weak stability condition on
coh(X) of Gieseker or µ-stability type. In §3.2 we explained how to construct
elements δ¯αss(τ) in the algebra SFal(M) and ¯
α(τ) in the Lie algebra SFindal (M)
for α ∈ C(coh(X)). Then in §5.3 we defined a Lie algebra morphism Ψ˜ :
SFindal (M)→ L˜(X), and applied Ψ˜ to ¯
α(τ) to define D¯Tα(τ).
Now the theory of [51–54] is even more complicated than was explained
in §3. As well as the Ringel–Hall product ∗ on SFal(M) and the Lie bracket
[ , ] on SFindal (M), in [52, Def. 5.3] using the idea of ‘configurations’ we define
an infinite family of multilinear operations P(I,) on SFal(M) depending on
a finite partially ordered set (poset) (I,), with ∗ = P({1,2},6). It follows
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from [52, Th. 5.17] that certain linear combinations of the P(I,) are multilinear
operations on SFindal (M), with [ , ] being the simplest of these.
Also, in [53, §8], given (τ, T,6) on coh(X) we construct much larger families
of interesting elements of SFal(M) and SF
ind
al (M) than just the δ¯
α
ss(τ) and ¯
α(τ).
In [53, Def. 8.9] we define a Lie subalgebra L¯paτ of SF
ind
al (M) which is spanned
by certain elements σ∗(I)δ¯
b
si(I,, κ, τ) of SF
ind
al (M), where (I,) is a finite,
connected poset and κ : I → C(coh(X)) is a map. The ¯α(τ) lie in L¯paτ , and
may be written as finite Q-linear combinations of σ∗(I)δ¯
b
si(I,, κ, τ), but the
¯α(τ) do not generate L¯paτ as a Lie algebra, they only generate a smaller Lie
algebra L¯toτ . The ¯
α(τ) do generate L¯paτ over the infinite family of multilinear
operations on SFindal (M) defined from the P(I,). In [54, §6.5] we apply the Lie
algebra morphism Ψ : SFindal (M) → L(X) of §3.4 to the σ∗(I)δ¯
b
si(I,, κ, τ) to
define invariants Jbsi(I,, κ, τ) ∈ Q, and prove they satisfy a transformation law
under change of stability condition. So replacing Ψ by Ψ˜ we define:
Definition 6.31. In the situation above, define extended Donaldson–Thomas
invariants J˜bsi(I,, κ, τ) ∈ Q, where (I,) is a finite, connected poset and
κ : I → C(coh(X)) is a map, by
Ψ˜
(
σ∗(I)δ¯
b
si(I,, κ, τ)
)
= J˜bsi(I,, κ, τ) λ˜
κ(I), (6.43)
where σ∗(I)δ¯
b
si(I,, κ, τ) ∈ SF
ind
al (M) is as in [53, Def. 8.1].
Here are some good properties of the J˜bsi(I,, κ, τ):
• ¯α(τ) may be written as a Q-linear combination of the σ∗(I)δ¯bsi(I,, κ, τ).
Thus comparing (5.7) and (6.43) shows that D¯Tα(τ) is a Q-linear combi-
nation of the J˜bsi(I,, κ, τ).
• L¯paτ is a Lie algebra spanned by the σ∗(I)δ¯
b
si(I,, κ, τ), and the Lie bracket
of two generators σ∗(I)δ¯
b
si(I,, κ, τ) may be written as an explicit Q-linear
combination of other generators. So since Ψ˜ is a Lie algebra morphism,
we can deduce many multiplicative relations between the J˜bsi(I,, κ, τ).
• As for the Jbsi(I,, κ, τ) in [54], there is a known wall-crossing formula for
the J˜bsi(I,, κ, τ) under change of stability condition.
Since the D¯Tα(τ) are deformation-invariant by Corollary 5.28, we can ask
whether the J˜bsi(I,, κ, τ) are deformation-invariant. Also, we can ask whether
the multilinear operations on SFindal (M) above are taken by Ψ˜ to multilinear
operations on L˜(X) by Ψ˜. The answer to both is no, as we show by an example.
Example 6.32. Define a 1-morphism φ : M×M→M by φ(E,F ) = E⊕F on
objects. In a similar way to the Ringel–Hall product ∗ in §3.1, define a bilinear
operation • on SFal(M) by f • g = φ∗(f ⊗ g). Then • is commutative and
associative; in the notation of [52, Def. 5.3] we have • = P({1,2},/), where i / j
if i = j. Define a bilinear operation  on SFal(M) by f  g = f ∗ g − f • g.
Then [52, Th. 5.17] implies that if f, g ∈ SFindal (M) then f  g ∈ SF
ind
al (M), so
 restricts to a bilinear operation on SFindal (M). We have [f, g] = f  g − g  f ,
since • is commutative. The Lie algebra L¯paτ above is closed under .
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Now let us work in the situation of §6.5. Consider the elements ¯(0,0,β,k)(τ)t,
¯(0,0,γ,l)(τ)t and ¯
(0,0,β,k)(τ)t  ¯(0,0,γ,l)(τ)t in SF
ind
al (M)t, for t ∈ ∆, and their
images under Ψ˜. We find that ¯(0,0,β,k)(τ)t = δ¯Et(k) and ¯
(0,0,γ,l)(τ)t = δ¯Ft(l),
so ¯(0,0,β,k)(τ)t • ¯(0,0,γ,l)(τ)t = δ¯Et(k)⊕Ft(l). But ¯
(0,0,β,k)(τ)t ∗ ¯(0,0,γ,l)(τ)t is
δ¯Et(k)⊕Ft(l) when t 6= 0, and δ¯E0(k)⊕Ft(l) + δ¯G0(k,l−1) when t = 0. Hence
¯(0,0,β,k)(τ)t  ¯
(0,0,γ,l)(τ)t =
{
0, t 6= 0,
δ¯G0(k,l−1), t = 0.
Since each of Et(k), Ft(l) and G0(k, l − 1) are simple and rigid, we see that
Ψ˜
(
¯(0,0,β,k)(τ)t
)
= −λ˜(0,0,β,k), Ψ˜
(
¯(0,0,γ,l)(τ)t
)
= −λ˜(0,0,γ,l),
and Ψ˜
(
¯(0,0,β,k)(τ)t  ¯
(0,0,γ,l)(τ)t
)
=
{
0, t 6= 0,
−λ˜(0,0,β+γ,k+l), t = 0.
(6.44)
Equation (6.44) tells us three important things. Firstly, there cannot exist a
deformation-invariant bilinear operation  on L˜(X) with Ψ˜(f g) = Ψ˜(f)Ψ˜(g)
for all f, g ∈ SFindal (M)t. Thus, although Ψ˜ is compatible with the Lie bracket [ , ]
on SFindal (M), it will not be nicely compatible with the more general multilinear
operations on SFindal (M) defined using the P(I,).
Secondly, ¯(0,0,β,k)(τ)t  ¯(0,0,γ,l)(τ)t is an element of L¯paτ , a Q-linear combi-
nation of elements σ∗(I)δ¯
b
si(I,, κ, τ), and its image under Ψ˜ is a Q-linear com-
bination of J˜bsi(I,, κ, τ), multiplied by λ˜
(0,0,β+γ,k+l). Equation (6.44) shows
that this Q-linear combination of J˜bsi(I,, κ, τ) is not deformation-invariant, so
some at least of the extended Donaldson–Thomas invariants in Definition 6.31
are not deformation-invariant. Thirdly, the J˜bsi(I,, κ, τ) do in general include
extra information not encoded in the D¯Tα(τ), as if they did not they would
have to be deformation-invariant.
Here and in §6.5 we have considered several ways of defining invariants by
counting sheaves weighted by the Behrend function νM, but which turn out not
to be deformation-invariant. It seems to the authors that deformation-invariance
arises in situations where you have proper moduli schemes with obstruction
theories, such asMα,nstp (τ
′) in §5.4, and that you should not expect deformation-
invariance if you cannot find such proper moduli schemes in the problem.
Question 6.33. Let X be a Calabi–Yau 3-fold over C. Are there any Q-linear
combinations of extended Donaldson–Thomas invariants J˜bsi(I,, κ, τ) of X,
which are unchanged by deformations of X for all X, but which cannot be
written in terms of the D¯Tα(τ)?
7 Donaldson–Thomas theory for quivers with
superpotentials
The theory of §5–§6 relied on three properties of the abelian category coh(X)
of coherent sheaves on a compact Calabi–Yau 3-fold X :
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(a) The moduli stack M of objects in coh(X) can locally be written in terms
of Crit(f) for f : U → C holomorphic and U smooth, as in Theorem 5.5;
(b) For all D,E ∈ coh(X) we have
χ¯
(
[D], [E]
)
=
(
dimHom(D,E) − dimExt1(D,E)
)
−(
dimHom(E,D) − dimExt1(E,D)
)
,
where χ¯ : K(coh(X))×K(coh(X))→ Z is biadditive and antisymmetric.
This is a consequence of Serre duality in dimension 3, that is, Exti(D,E) ∼=
Ext3−i(E,D)∗, but we do not actually need Serre duality to hold; and
(c) We can form proper moduli schemesMαst(τ) whenM
α
ss(τ) =M
α
st(τ), and
Mα,nstp (τ
′) in general, which have symmetric obstruction theories.
As in §6.7, for a noncompact Calabi–Yau 3-fold X , properties (a),(b) hold for
compactly-supported sheaves cohcs(X), but the properness in (c) fails. Proper-
ness is essential in proving D¯Tα(τ), P Iα,n(τ ′) are deformation-invariant in §5.4.
We will show that properties (a) and (b) also hold for C-linear abelian cate-
gories of representations mod-CQ/I of a quiver Q with relations I coming from
a superpotential W . So we can extend much of §5–§6 to these categories. As
property (c) does not hold, the Donaldson–Thomas type invariants we define
may not be unchanged under deformations of the underlying geometry or alge-
bra. Much work has already been done in this area, and we will explain as we
go along how our results relate to those in the literature.
7.1 Introduction to quivers
Let K be an algebraically closed field of characteristic zero. Here are the basic
definitions in quiver theory. Benson [7, §4.1] is a good reference.
Definition 7.1. A quiver Q is a finite directed graph. That is, Q is a quadruple
(Q0, Q1, h, t), where Q0 is a finite set of vertices, Q1 is a finite set of edges, and
h, t : Q1 → Q0 are maps giving the head and tail of each edge.
The path algebra KQ is an associative algebra over K with basis all paths of
length k > 0, that is, sequences of the form
v0
e1−→ v1 → · · · → vk−1
ek−→ vk, (7.1)
where v0, . . . , vk ∈ Q0, e1, . . . , ek ∈ Q1, t(ai) = vi−1 and h(ai) = vi. Multiplica-
tion is given by composition of paths in reverse order.
For n > 0, write KQ(n) for the vector subspace of KQ with basis all paths of
length k > n. It is an ideal in KQ. A quiver with relations (Q, I) is defined to
be a quiver Q together with a two-sided ideal I in KQ with I ⊆ KQ(2). Then
KQ/I is an associative K-algebra.
We define representations of quivers, and of quivers with relations.
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Definition 7.2. Let Q = (Q0, Q1, h, t) be a quiver. A representation of Q
consists of finite-dimensional K-vector spaces Xv for each v ∈ Q0, and linear
maps ρe : Xt(e) → Xh(e) for each e ∈ Q1. Representations of Q are in 1-1
correspondence with finite-dimensional left KQ-modules (X, ρ), as follows.
Given Xv, ρe, define X =
⊕
v∈Q0
Xv, and a linear ρ : KQ→ End(X) taking
(7.1) to the linear map X → X acting as ρek ◦ ρek−1 ◦ · · · ◦ ρe1 on Xv0 , and 0 on
Xv for v 6= v0. Then (X, ρ) is a left KQ-module. Conversely, any such (X, ρ)
comes from a unique representation of Q. If (Q, I) is a quiver with relations,
a representation of (Q, I) is a representation of Q such that the corresponding
left KQ-module (X, ρ) has ρ(I) = 0.
A morphism of representations φ : (X, ρ)→ (Y, σ) is a linear map φ : X → Y
with φ ◦ ρ(γ) = σ(γ) ◦ φ for all γ ∈ KQ. Equivalently, φ defines linear maps
φv : Xv → Yv for all v ∈ Q0 with φh(e) ◦ ρe = σe ◦ φt(e) for all e ∈ Q1. Write
mod-KQ,mod-KQ/I for the categories of representations of Q and (Q, I). They
are K-linear abelian categories, of finite length.
If (X, ρ) is a representation of Q or (Q, I), the dimension vector dim(X, ρ)
of (X, ρ) in ZQ0
>0
⊂ ZQ0 is dim(X, ρ) : v 7→ dimKXv. This induces surjective
morphisms dim : K0(mod-KQ) or K0(mod-KQ/I)→ Z
Q0 .
In [51, §10] we show that mod-KQ and mod-KQ/I satisfy Assumption 3.2,
where we choose the quotient group K(mod-KQ) or K(mod-KQ/I) to be ZQ0 ,
using this morphism dim . For quivers we will always take K(mod-KQ/I) to
be ZQ0 rather than the numerical Grothendieck group Knum(mod-KQ/I); one
reason is that in some interesting cases the Euler form χ¯ on K0(mod-KQ/I) is
zero, so that Knum(mod-KQ/I) = 0, but ZQ0 is nonzero.
Remark 7.3. There is an analogy between quiver representations and sheaves
on noncompact schemes, as in §6.7. For K, Q or (Q, I) as above, we define
proj-KQ and proj-KQ/I to be the exact categories of finitely generated, projec-
tive, but not necessarily finite-dimensional modules over KQ and KQ/I. Here
a representation is projective if it is a direct summand of a free module.
If E ∈ proj-KQ/I and F ∈ mod-KQ/I then Ext∗(E,F ) is finite-dimensional,
so we have a biadditive pairing χ¯ : K0(proj-KQ/I)×K0(mod-KQ/I)→ Z given
by χ¯([E], [F ]) =
∑
i>0(−1)
i dimExti(E,F ). The quotient of K0(proj-KQ/I) by
the left kernel of χ¯, and the quotient of K0(mod-KQ/I) by the right kernel of
χ¯, are both naturally isomorphic to the dimension vectors ZQ0 .
We can think of mod-KQ,mod-KQ/I as like the category of compactly
supported sheaves cohcs(X) for some smooth noncompact K-scheme X , and
proj-KQ, proj-KQ/I as like the category coh(X) of all coherent sheaves. The
pairing χ¯ : K0(proj-KQ/I) × K0(mod-KQ/I) → Z is like the pairing χ¯ :
K0(coh(X)) ×K0(cohcs(X)) → Z in §6.7. Thus, our choice of K(mod-KQ) =
ZQ0 is directly analogous to our definition of K(cohcs(X)) in §6.7.
As we will discuss briefly in §7.5, there are examples known in which there
are equivalences of derived categories Db(mod-KQ/I) ∼ Db(cohcs(X)) for X
a noncompact Calabi–Yau 3-fold over K. Then we also expect equivalences of
derived categories Db(proj-KQ/I) ∼ Db(coh(X)).
If Q is a quiver, the moduli stackMQ of objects (X, ρ) in mod-KQ is an Artin
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K-stack. For d ∈ ZQ0
>0
, the open substack MdQ of (X, ρ) with dim(X, ρ) = d
has a very explicit description: as a quotient K-stack we have
MdQ
∼=
[∏
e∈Q1
Hom(Kd(t(e)),Kd(h(e)))/
∏
v∈Q0
GL(d(v))
]
. (7.2)
If (Q, I) is a quiver with relations, the moduli stack MQ,I of objects (X, ρ) in
mod-KQ/I is a substack of MQ, and for d ∈ Z
Q0
>0 we may write
MdQ,I
∼=
[
V dQ,I/
∏
v∈Q0
GL(d(v))
]
, (7.3)
where V dQ,I is a closed
∏
v∈Q0
GL(d(v))-invariant K-subscheme of
∏
e∈Q1
Hom
(Kd(t(e)),Kd(h(e))) defined using the relations I.
Let Q = (Q0, Q1, h, t) be a quiver, without relations. It is well known that
Exti(D,E) = 0 for all D,E ∈ mod-KQ and i > 1, and
dimKHom(D,E)− dimK Ext
1(D,E) = χˆ(dimD,dimE), (7.4)
where χˆ : ZQ0 × ZQ0 → Z is the Euler form of mod-KQ, given by
χˆ(d, e) =
∑
v∈Q0
d(v)e(v)−
∑
e∈Q1
d(t(e))e(h(e)). (7.5)
Note that χˆ need not be antisymmetric. Define χ¯ : ZQ0 × ZQ0 → Z by
χ¯(d, e) = χˆ(d, e)− χˆ(e,d) =
∑
e∈Q1
(
d(h(e))e(t(e)) − d(t(e))e(h(e))
)
. (7.6)
Then χ¯ is antisymmetric, and as in (b) above, for all D,E ∈ mod-KQ we have
χ¯
(
dimD,dimE
)
=
(
dimHom(D,E)− dimExt1(D,E)
)
−(
dimHom(E,D)− dimExt1(E,D)
)
.
(7.7)
This is the analogue of (3.14) for Calabi–Yau 3-folds, property (b) at the begin-
ning of §7. Theorem 7.6 generalizes (7.7) to quivers with a superpotential.
We define a class of stability conditions on mod-KQ/I, [55, Ex. 4.14].
Example 7.4. Let (Q, I) be a quiver with relations, and take K(mod-KQ/I)
to be ZQ0 , as above. Then C(mod-KQ/I) = ZQ0
>0
\ {0}. Let c : Q0 → R and
r : Q0 → (0,∞) be maps. Define µ : C(mod-KQ/I)→ R by
µ(d) =
∑
v∈Q0
c(v)d(v)∑
v∈Q0
r(v)d(v)
.
Note that
∑
v∈Q0
r(v)d(v) > 0 as r(v) > 0 for all v ∈ Q0, and d(v) > 0 for
all v with d(v) > 0 for some v. Then [55, Ex. 4.14] shows that (µ,R,6) is a
permissible stability condition on mod-KQ/I which we call slope stability. Write
Mdss(µ) for the open K-substack of µ-semistable objects in class d in M
d
Q,I .
A simple case is to take c ≡ 0 and r ≡ 1, so that µ ≡ 0. Then (0,R,6) is a
trivial stability condition on mod-KQ or mod-KQ/I, and every nonzero object
in mod-KQ or mod-KQ/I is 0-semistable, so that Mdss(0) = M
d
Q,I .
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7.2 Quivers with superpotentials, and 3-Calabi–Yau cat-
egories
We shall be interested in quivers with relations coming from a superpotential.
This is an idea which originated in Physics. Two foundational mathematical
papers on them are Ginzburg [30] and Derksen, Weyman and Zelevinsky [17].
Again, K is an algebraically closed field of characteristic zero throughout.
Definition 7.5. Let Q be a quiver. A superpotential W for Q over K is an
element of KQ/[KQ,KQ]. The cycles in Q up to cyclic permutation form a basis
for KQ/[KQ,KQ] over K, so we can think ofW as a finite K-linear combination
of cycles up to cyclic permutation. Following [63], we callW minimal if all cycles
in W have length at least 3. We will consider only minimal superpotentials W .
Define I to be the two-sided ideal in KQ generated by ∂eW for all edges
e ∈ Q1, where if C is a cycle in Q, we define ∂eC to be the sum over all
occurrences of the edge e in C of the path obtained by cyclically permuting C
until e is in first position, and then deleting it. Since W is minimal, I lies in
KQ(2), so that (Q, I) is a quiver with relations.
We allow W ≡ 0, so that I = 0, and mod-KQ/I = mod-KQ.
When I comes from a superpotentialW , we can improve the description (7.3)
of the moduli stacks MdQ,I . Define a
∏
v∈Q0
GL(d(v))-invariant polynomial
Wd :
∏
e∈Q1
Hom
(
Kd(t(e)),Kd(h(e))
)
−→ K
as follows. Write W as a finite sum
∑
i γ
iCi,where γi ∈ K and Ci is a cycle
vi0
ei1−→ vi1 → · · · → v
i
ki−1
ei
ki−→ viki = v
i
0 in Q. Set
Wd
(
Ae : e ∈ Q1
)
=
∑
i γ
iTr
(
Aei
ki
◦Aei
ki−1
◦ · · · ◦Aei1
)
.
Then V dQ,I = Crit(W
d) in (7.3), so that
MdQ,I
∼=
[
Crit(Wd)/
∏
v∈Q0
GL(d(v))
]
. (7.8)
Equation (7.8) is an analogue of Theorem 5.5 for categories mod-KQ/I coming
from a superpotential W on Q, and gives property (a) at the beginning of §7.
We now show that property (b) at the beginning of §7 holds for quivers
with relations (Q, I) coming from a minimal superpotential W . Note that we
do not impose any other condition on W , and in particular, we do not require
mod-KQ/I to be 3-Calabi–Yau. Also, χ¯ is in general not the Euler form of the
abelian category mod-KQ/I. When W ≡ 0, so that mod-KQ/I = mod-KQ,
Theorem 7.6 reduces to equations (7.6)–(7.7). We have not been able to find a
reference for Theorem 7.6 and it may be new, though it is probably obvious to
experts in the context of Remark 7.10 below.
Theorem 7.6. Let Q = (Q0, Q1, h, t) be a quiver with relations I coming from
a minimal superpotential W on Q over K. Define χ¯ : ZQ0 × ZQ0 → Z by
χ¯(d, e) =
∑
e∈Q1
(
d(h(e))e(t(e))− d(t(e))e(h(e))
)
. (7.9)
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Then for any D,E ∈ mod-KQ/I we have
χ¯
(
dimD,dimE
)
=
(
dimHom(D,E)− dimExt1(D,E)
)
−(
dimHom(E,D)− dimExt1(E,D)
)
.
(7.10)
Proof. Write D = (Xv : v ∈ Q0, ρe : e ∈ Q1) and E = (Yv : v ∈ Q0, σe : e ∈
Q1). Define a sequence of K-vector spaces and linear maps
0 //
⊕
v∈Q0
X∗v ⊗ Yv
d1 //
⊕
e∈Q1
X∗t(e) ⊗ Yh(e)
d2 //⊕
e∈Q1
X∗h(e) ⊗ Yt(e)
d3 //
⊕
v∈Q0
X∗v ⊗ Yv // 0,
(7.11)
where d1, d2, d3 are given by
d1 :
(
φv
)
v∈Q0 7−→
(
φh(e) ◦ ρe − σe ◦ φt(v)
)
e∈Q1 , (7.12)
d2 :
(
ψe
)
e∈Q1 7−→
(∑
e∈Q1
LW,D,Ee,f (ψe)
)
f∈Q1 , where
LW,D,Ee,f (ψe) =
∑
terms c
(t(f)
•
f
−→
h(f)
•
g1−→• · · · •
gk−→
t(e)
•
e
−→
h(e)
•
h1−→• · · · •
hl−→
t(f)
•
)
in W up to cyclic permutation, c ∈ K
c σhl ◦ · · · ◦ σh1 ◦ ψe ◦ ρgk ◦ · · · ◦ ρg1 , (7.13)
d3 :
(
ξe
)
e∈Q1 7−→
(∑
e∈Q1: t(e)=v
ξe ◦ ρe −
∑
e∈Q1:h(e)=v
σe ◦ ξe
)
v∈Q0 . (7.14)
Observe that the dual sequence of (7.11), namely
0 //
⊕
v∈Q0
Y ∗v ⊗Xv
d∗3 //
⊕
e∈Q1
Y ∗t(e) ⊗Xh(e)
d∗2 //⊕
e∈Q1
Y ∗h(e) ⊗Xt(e)
d∗1 //
⊕
v∈Q0
Y ∗v ⊗Xv // 0,
(7.15)
is (7.11) with D and E exchanged. That d∗3, d
∗
1 correspond to d1, d3 with D,E
exchanged is immediate from (7.12) and (7.14); for d∗2, we find from (7.13) that(
LW,D,Ee,f
)
∗ = LW,E,Df,e , by cyclically permuting the term
t(f)
•
f
−→
h(f)
• · · · •
hl−→
t(f)
•
in (7.13) to obtain
t(e)
•
e
−→
h(e)
• · · · •
gk−→
t(e)
• .
We claim that (7.11), and hence (7.15), are complexes, that is, d2 ◦ d1 = 0
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and d3 ◦ d2 = 0. To show d2 ◦ d1 = 0, for
(
φv
)
v∈Q0 in
⊕
v∈Q0
X∗v ⊗ Yv we have
d2 ◦ d1
(
(φv)v∈Q0
)
=
( ∑
c
(t(f)
•
f
−→
h(f)
•
g1−→• · · · •
gk−→
v
•
h1−→• · · · •
hl−→
t(f)
•
)
in W : k > 1, l > 0
c σhl ◦ · · · ◦ σh1 ◦ φv ◦ ρgk ◦ · · · ◦ ρg1
)
f∈Q1
−
( ∑
c
(t(f)
•
f
−→
h(f)
•
g1
−→• · · · •
gk−→
v
•
h1
−→• · · · •
hl−→
t(f)
•
)
in W : k > 0, l > 1
c σhl ◦ · · · ◦ σh1 ◦ φv ◦ ρgk ◦ · · · ◦ ρg1
)
f∈Q1
=
( ∑
c
(t(f)
•
f
−→
h(f)
•
g1−→• · · · •
gk−→
t(f)
•
)
in W
c φt(f) ◦ ρgk ◦ · · · ◦ ρg1
)
f∈Q1
−
( ∑
c
(t(f)
•
f
−→
h(f)
•
h1−→• · · · •
hl−→
t(f)
•
)
in W
c σhl ◦ · · · ◦ σh1 ◦ φh(f)
)
f∈Q1
= 0.
(7.16)
Here the second line of (7.16) comes from the first term φh(e) ◦ρe on the r.h.s. of
(7.12), and we have included ρe as ρgk in ρgk ◦ · · · ◦ ρg1 by replacing k by k+1,
which is why we have the condition k > 1. The third line of (7.16) comes from
the second term −σe ◦ φt(v) on the r.h.s. of (7.12), and we have included σe as
σh1 in σhl ◦ · · · ◦σh1 replacing l by l+1, which is why we have l > 1. The fourth
and fifth lines of (7.16) cancel the terms k > 1, l > 1 in the second and third
lines. Finally, we note that the sums on the fourth and fifth lines vanish as they
are the compositions of φt(f), φh(f) with the relations satisfied by
(
ρe
)
e∈Q1 and(
σe
)
e∈Q1 coming from the cyclic derivative ∂fW . Thus d2 ◦d1 = 0. Since (7.15)
is (7.11) with D and E exchanged, the same proof shows that d∗2 ◦ d
∗
3 = 0, and
hence d3 ◦ d2 = 0. Therefore (7.11), (7.15) are complexes.
Thus we can form the cohomology of (7.11). We will show that it satisfies
Ker d1 ∼= Hom(D,E), Ker d2/ Imd1 ∼=Ext
1(D,E), (7.17)
Ker d3/ Imd2 ∼= Ext
1(E,D)∗,
(⊕
v∈Q0
X∗v⊗Yv
)
/ Imd3 ∼=Hom(E,D)
∗. (7.18)
For the first equation of (7.17), observe that d1
(
(φv)v∈Q0
)
= 0 is equivalent to
φh(e) ◦ρe = σe ◦φt(v) for all e ∈ Q1, which is the condition for (φv)v∈Q0 to define
a morphism of representations φ : (X, ρ)→ (Y, σ) in Definition 7.2.
For the second equation of (7.17), note that elements of Ext1(D,E) corre-
spond to isomorphism classes of exact sequences 0 → E
α
−→F
β
−→D → 0 in
mod-KQ/I. Write F = (Zv : v ∈ Q0, τe : e ∈ Q1). Then for all v ∈ Q0 we have
exact sequences of K-vector spaces
0 // Yv
αv // Zv
βv // Xv // 0. (7.19)
Choose isomorphisms Zv ∼= Yv⊕Xv for all v ∈ Q0 compatible with (7.19). Then
for each e ∈ Q1, we have linear maps τe : Yt(e) ⊕Xt(e) → Yh(e) ⊕Xh(e). As α, β
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are morphisms of representations, we see that in matrix notation
τe =
(
ρe ψe
0 σe
)
. (7.20)
Thus
(
ψe
)
e∈Q1 lies in
⊕
e∈Q1
X∗t(e) ⊗ Yh(e), the second space in (7.11).
Given that
(
ρe
)
e∈Q1 and
(
σe
)
e∈Q1 satisfy the relations in mod-KQ/I, which
come from the cyclic derivatives ∂fW for f ∈ Q1, it is not difficult to show
that
(
τe
)
e∈Q1 of the form (7.20) satisfy the relations in mod-KQ/I if and only
if d2
(
ψe
)
e∈Q1 = 0. Therefore exact sequences 0 → E → F → D → 0 in
mod-KQ/I together with choices of isomorphisms Zv ∼= Yv ⊕ Xv for v ∈ Q0
splitting (7.19) correspond to elements
(
ψe
)
e∈Q1 in Ker d2. The freedom to
choose splittings of (7.19) is X∗v ⊗ Yv. Summing this over all v ∈ Q0 gives the
first space in (7.11), and quotienting by this freedom corresponds to quotienting
Ker d2 by Imd1. This proves the second equation of (7.17).
Equation (7.18) follows from (7.17) and the fact that the dual complex (7.15)
of (7.11) is (7.11) with D,E exchanged, so that the dual of the cohomology of
(7.11) is the cohomology of (7.11) with D,E exchanged. Taking the Euler
characteristic of (7.11) and using (7.9) and (7.17)–(7.18) then yields (7.10).
Equation (7.8) and Theorem 7.6 are analogues for categories mod-KQ/I
coming from quivers with superpotentials of (a),(b) at the beginning of §7.
Now (a),(b) for coh(X) depend crucially on X being a Calabi–Yau 3-fold. We
now discuss two senses in which mod-KQ/I can be like a Calabi–Yau 3-fold.
Definition 7.7. A K-linear abelian category A is called 3-Calabi–Yau if for
all D,E ∈ A we have Exti(D,E) = 0 for i > 3, and there are choices of
isomorphisms Exti(D,E) ∼= Ext3−i(E,D)∗ for i = 0, . . . , 3, which are functorial
in an appropriate way. That is, A has Serre duality in dimension 3. When X
is a Calabi–Yau 3-fold over K, the coherent sheaves coh(X) are 3-Calabi–Yau.
For more details, see Ginzburg [30], Bocklandt [8], and Segal [95].
An interesting problem in this field is to find examples of 3-Calabi–Yau
abelian categories. A lot of work has been done on this. It has become clear
that categories mod-KQ/I coming from a superpotentialW on Q are often, but
not always, 3-Calabi–Yau. Here are two classes of examples.
Example 7.8. Let G be a finite subgroup of SL(3,C). The McKay quiver QG
of G is defined as follows. Let the vertex set of QG be the set of isomorphism
classes of irreducible representations of G. If vertices i, j correspond to G-
representations Vi, Vj , let the number of edges
i
• →
j
• be dimHomG(Vi, Vj⊗C
3),
where C3 has the natural representation of G ⊂ SL(3,C). Identify these edges
with a basis for HomG(Vi, Vj ⊗ C
3).
Following Ginzburg [30, §4.4], define a cubic superpotential WG for QG by
WG =
∑
triangles
i
•
e
→
j
•
f
→
k
•
g
→
i
• in QG
Tr
(
Vi
e
−→Vj ⊗ C
3 f⊗id−→Vk ⊗ (C
3)⊗
2 g⊗id
−→Vi ⊗ (C
3)⊗
3 id⊗Ω
−→ Vi
)
gfe,
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where Ω : (C3)⊗
3
→ C is induced by the holomorphic volume form dz1∧dz2∧dz3
on C3. Let IG be the relations on QG defined using WG. Then Ginzburg
[30, Th. 4.4.6] shows that mod-CQG/IG is a 3-Calabi–Yau category, which is
equivalent to the abelian category of G-equivariant compactly-supported co-
herent sheaves on C3. Using Bridgeland, King and Reid [13], he deduces [30,
Cor. 4.4.8] that if X is any crepant resolution of C3/G, then the derived cat-
egories Db(cohcs(X)) and D
b(mod-CQG/IG) are equivalent, where cohcs(X) is
the abelian category of compactly-supported coherent sheaves on X .
Example 7.9. A brane tiling is a bipartite graph drawn on the 2-torus T 2,
dividing T 2 into simply-connected polygons. From such a graph one can write
down a quiverQ and superpotentialW , yielding a quiver with relations (Q, I). If
the brane tiling satisfies certain consistency conditions, mod-CQ/I is a 3-Calabi–
Yau category. For some noncompact toric Calabi–Yau 3-foldX constructed from
the brane tiling, the derived categoriesDb(mod-CQG/IG) and D
b(cohcs(X)) are
equivalent. This class of examples arose in String Theory, where they are known
as ‘quiver gauge theories’ or ‘dimer models’, and appear in the work of Hanany
and others, see for instance [26, 36–38]. Some mathematical references are Ishii
and Ueda [48, §2] and Mozgovoy and Reineke [82, §3].
The abelian categories mod-KQ/I are only 3-Calabi–Yau for some special
quivers Q and superpotentials W . For instance, if Q 6= ∅ and W ≡ 0, so that
mod-KQ/I = mod-KQ, then mod-KQ is never 3-Calabi–Yau, since Hom(∗, ∗),
Ext1(∗, ∗) in mod-KQ are nonzero but Ext2(∗, ∗),Ext3(∗, ∗) are zero. We now
describe a way to embed any mod-KQ/I coming from a minimal superpotential
W in a 3-Calabi–Yau triangulated category. The first author is grateful to
Alastair King and Bernhard Keller for explaining this to him.
Remark 7.10. By analogy with Definition 7.7, there is also a notion of when a
K-linear triangulated category T is 3-Calabi–Yau, discussed in Keller [59]. Let
Q be a quiver with relations I coming from a minimal superpotential W for
Q over K. Then there is a natural way to construct a K-linear, 3-Calabi–Yau
triangulated category T , and a t-structure F on T whose heart A = F ∩F⊥[1]
is equivalent to mod-KQ/I. This is briefly discussed in Keller [59, §5].
Given Q,W , Ginzburg [30] constructs a DG-algebra D(KQ,W ) (we want
the non-complete version). Then T is the full triangulated subcategory of the
derived category of DG-modules of D(KQ,W ) whose objects are DG-modules
with homology of finite total dimension. The standard t-structure on T has
heart A the DG-modules M• with H0(M•) finite-dimensional and Hi(M•) = 0
for i 6= 0. Here H0(M•) is a representation of H0
(
D(KQ,W )
)
= KQ/I. Thus
M• 7→ H0(M•) induces a functor A 7→ mod-KQ/I, which is an equivalence.
Inverting this induces a functor Db(mod-KQ/I)→ T . If this is an equivalence
then mod-KQ/I is 3-Calabi–Yau.
Kontsevich and Soibelman [63, Th. 9, §8.1] prove a related result, giving
a 1-1 correspondence between K-linear 3-Calabi–Yau triangulated categories Tˆ
satisfying certain conditions, and quiversQ with minimal superpotentialW over
K. But their set-up is slightly different: in effect they use Ginzburg’s completed
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DG-algebra Dˆ(KQ,W ) instead of D(KQ,W ), they allowW to be a formal power
series rather than just a finite sum, and the heart Aˆ of the t-structure on Tˆ is
nil-KQ/I, the abelian category of nilpotent representations of (Q, I).
Identify mod-KQ/I with the heart A in T . Then for E,F ∈ mod-KQ/I, we
can compute the Ext groups Exti(E,F ) in either mod-KQ/I or T . We have
Extimod-KQ/I(E,F )
∼= ExtiT (E,F ) for i = 0, 1, as mod-KQ/I is the heart of
a t-structure, but if mod-KQ/I is not 3-Calabi–Yau then in general we have
Extimod-KQ/I(E,F ) 6
∼= ExtiT (E,F ) for i > 1. The cohomology of the complex
(7.11) is Ext∗T (E,F ), and χ¯ in (7.9) is the Euler form of T , which may not be
the same as the Euler form of mod-KQ/I, if this exists.
In the style of Kontsevich and Soibelman [63], we can regard the Donaldson–
Thomas type invariants D¯T dQ,I(µ), D¯T
d
Q(µ), DˆT
d
Q,I(µ), DˆT
d
Q(µ) of §7.3 below as
counting Z-semistable objects in the 3-Calabi–Yau category T , where (Z,P) is
the Bridgeland stability condition [11] on T constructed from the t-structure F
on T and the slope stability condition (µ,R,6) on the heart of F .
From this point of view, the question of whether or not mod-KQ/I is 3-
Calabi–Yau seems less important, as we always have a natural 3-Calabi–Yau
triangulated category T containing mod-KQ/I to work in.
7.3 Behrend function identities, Lie algebra morphisms,
and Donaldson–Thomas type invariants
We now develop analogues of §5.2, §5.3 and §6.2 for quivers. Let Q be a quiver
with relations I coming from a minimal superpotential W on Q over C. Write
MQ,I for the moduli stack of objects in mod-CQ/I, an Artin C-stack locally of
finite type, and MdQ,I for the open substack of objects with dimension vector d,
which is of finite type.
The proof of Theorem 5.11 in §10 depends on two things: the description
of M in terms of Crit(f) in Theorem 5.5, and equation (3.14). For mod-CQ/I
equation (7.8) provides an analogue of Theorem 5.5, and Theorem 7.6 an ana-
logue of (3.14). Thus, the proof of Theorem 5.11 also yields:
Theorem 7.11. In the situation above, with MQ,I the moduli stack of objects
in a category mod-CQ/I coming from a quiver Q with minimal superpotential
W, and χ¯ defined in (7.9), the Behrend function νMQ,I of MQ,I satisfies the
identities (5.2)–(5.3) for all E1, E2 ∈ mod-CQ/I.
Since the description of MQ,I in terms of Crit(W
d) in (7.8) is algebraic
rather than complex analytic, and holds over any field K, we ask:
Question 7.12. Can you prove Theorem 7.11 over an arbitrary algebraically
closed field K of characteristic zero, using the ideas of §4.2?
Here is the analogue of Definition 5.13.
Definition 7.13. Define a Lie algebra L˜(Q) to be the Q-vector space with basis
of symbols λ˜d for d ∈ ZQ0 , with Lie bracket
[λ˜d, λ˜e] = (−1)χ¯(d,e)χ¯(d, e)λ˜d+e,
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as for (5.4). This makes L˜(Q) into an infinite-dimensional Lie algebra over Q.
Define Q-linear maps Ψ˜χ,QQ,I : S¯F
ind
al (MQ,I , χ,Q)→ L˜(Q) and Ψ˜Q,I : SF
ind
al (MQ,I)
→ L˜(Q) exactly as for Ψ˜χ,Q, Ψ˜ in Definition 5.13.
The proof of Theorem 5.14 in §11 has two ingredients: equation (3.14) and
Theorem 5.11. Theorems 7.6 and 7.11 are analogues of these in the quiver case.
So the proof of Theorem 5.14 also yields:
Theorem 7.14. Ψ˜Q,I : SF
ind
al (MQ,I) → L˜(Q) and Ψ˜
χ,Q
Q,I : S¯F
ind
al (MQ,I , χ,Q)
→ L˜(Q) are Lie algebra morphisms.
Here is the analogue of Definitions 5.15 and 6.10.
Definition 7.15. Let (µ,R,6) be a slope stability condition on mod-CQ/I as in
Example 7.4. It is permissible, as in [55, Ex. 4.14]. So as in §3.2 we have elements
δ¯dss(µ) ∈ SFal(MQ,I) and ¯
d(µ) ∈ SFindal (MQ,I) for all d ∈ C(mod-CQ/I) =
ZQ0
>0
\ {0} ⊂ ZQ0 . As in (5.7), define quiver generalized Donaldson–Thomas
invariants D¯TdQ,I(µ) ∈ Q for all d ∈ C(mod-CQ/I) by
Ψ˜Q,I
(
¯d(µ)
)
= −D¯TdQ,I(µ)λ˜
d.
As in (6.15), define quiver BPS invariants DˆTdQ,I(µ) ∈ Q by
DˆTdQ,I(µ) =
∑
m>1, m|d
Mo¨(m)
m2
D¯T
d/m
Q,I (µ), (7.21)
where Mo¨ : N → Q is the Mo¨bius function. As for (6.14), the inverse of (7.21)
is
D¯TdQ,I(µ) =
∑
m>1, m|d
1
m2
DˆT
d/m
Q,I (µ). (7.22)
If W ≡ 0, so that mod-CQ/I = mod-CQ, we write D¯TdQ(µ), DˆT
d
Q(µ)
for D¯TdQ,I(µ), DˆT
d
Q,I(µ). Note that µ ≡ 0 is allowed as a slope stability
condition, with every object in mod-CQ/I 0-semistable, and this is in many
ways the most natural choice. So we have invariants D¯T dQ,I(0), DˆT
d
Q,I(0) and
D¯TdQ(0), DˆT
d
Q(0). We cannot do this in the coherent sheaf case; the difference
is that for quivers MdQ,I is of finite type for all d ∈ C(mod-CQ/I), so (0,R,6)
is permissible on mod-CQ/I, but for coherent sheaves Mα is generally not of
finite type for α ∈ C(coh(X)) with dimα > 0, so (0,R,6) is not permissible.
Here is the analogue of the integrality conjecture, Conjecture 6.12. We will
prove the conjecture in §7.6 for the invariants DˆTdQ(µ), that is, the caseW ≡ 0.
Conjecture 7.16. Call (µ,R,6) generic if for all d, e ∈ C(mod-CQ/I) with
µ(d) = µ(e) we have χ¯(d, e) = 0. If (µ,R,6) is generic, then DˆTdQ,I(µ) ∈ Z
for all d ∈ C(mod-CQ/I).
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If the maps c : Q0 → R and r : Q0 → (0,∞) defining µ in Example 7.4 are
generic, it is easy to see that µ(d) = µ(e) only if d, e are linearly dependent over
Q in ZQ0 , so that χ¯(d, e) = 0 by antisymmetry of χ¯, and (µ,R,6) is generic
in the sense of Conjecture 7.16. Thus, there exist generic stability conditions
(µ,R,6) on any mod-CQ/I.
Let (µ,R,6), (µ˜,R,6) be slope stability conditions on mod-CQ/I. Then
(0,R,6) dominates both, so Theorem 3.13 with (µ,R,6), (µ˜,R,6), (0,R,6)
in place of (τ, T,6), (τ˜ , T˜ ,6), (τˆ , Tˆ ,6) writes ¯d(µ˜) in terms of the ¯e(µ) in
(3.10). Applying Ψ˜Q,I , which is a Lie algebra morphism by Theorem 7.14, to
this identity gives an analogue of Theorem 5.18:
Theorem 7.17. Let (µ,R,6) and (µ˜,R,6) be any two slope stability conditions
on mod-CQ/I, and χ¯ be as in (7.9). Then for all d ∈ C(mod-CQ/I) we have
D¯TdQ,I(µ˜) = (7.23)∑
iso.
classes
of finite
sets I
∑
κ:I→C(mod-CQ/I):∑
i∈I κ(i)=d
∑
connected,
simply-
connected
digraphs Γ,
vertices I
(−1)|I|−1V (I,Γ, κ;µ, µ˜) ·
∏
i∈I
D¯T
κ(i)
Q,I (µ)
·(−1)
1
2
∑
i,j∈I |χ¯(κ(i),κ(j))| ·
∏
edges
i
• →
j
• in Γ
χ¯(κ(i), κ(j)),
with only finitely many nonzero terms.
The form χ¯ in (7.9) is zero if and only if for all vertices i, j in Q, there are
the same number of edges i→ j and j → i in Q. Then (7.23) gives:
Corollary 7.18. Suppose that χ¯ in (7.9) is zero. Then for any slope stability
conditions (µ,R,6) and (µ˜,R,6) on mod-CQ/I and all d in C(mod-CQ/I)
we have D¯TdQ,I(µ˜) = D¯T
d
Q,I(µ) and DˆT
d
Q,I(µ˜) = DˆT
d
Q,I(µ).
Here is a case in which we can evaluate the invariants very easily.
Example 7.19. Let Q be a quiver without oriented cycles. Choose a slope
stability condition (µ,R,6) on mod-CQ such that µ(δv) > µ(δw) for all edges
v → w in Q. This is possible as Q has no oriented cycles. Then up to isomor-
phism the only µ-stable objects in mod-CQ are the simple representations Sv
for v ∈ Q0 and the only µ-semistables are kSv for v ∈ Q0 and k > 1. Here
Sv = (Xv, ρv), where Xvw = C if v = w and X
v
w = 0 if v 6= w ∈ Q0, and ρ
v
e = 0
for e ∈ Q1. Examples 6.1–6.2 and equations (7.21)–(7.22) now imply that
D¯TdQ(µ) =

1
l2
, d = lδv, l > 1, v ∈ Q0,
0, otherwise,
DˆTdQ(µ) =
{
1, d = δv, v ∈ Q0,
0, otherwise.
7.4 Pair invariants for quivers
We now discuss analogues for quivers of the moduli spaces of stable pairs
Mα,nstp (τ
′) and stable pair invariants PIα,n(τ ′) in §5.4, and the identity (5.17)
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in Theorem 5.27 relating PIα,n(τ ′) and the D¯T β(τ). Here are the basic def-
initions. These quiver analogues of Mα,nstp (τ
′), P Iα,n(τ ′) are not new, similar
things have been studied in quiver theory by Nakajima, Reineke, Szendro˝i and
other authors for some years [24, 82–85, 88, 89, 99]. We explain the relations
between our definitions and the literature after Definition 7.21.
Definition 7.20. Let Q be a quiver with relations I coming from a superpoten-
tial W on Q over an algebraically closed field K of characteristic zero. Suppose
(µ,R,6) is a slope stability condition on mod-KQ/I, as in Example 7.4.
Let d, e ∈ ZQ0
>0
be dimension vectors. A framed representation (X, ρ, σ)
of (Q, I) of type (d, e) consists of a representation (X, ρ) = (Xv : v ∈ Q0,
ρe : e ∈ Q1) of (Q, I) over K with dimXv = d(v) for all v ∈ Q0, together with
linear maps σv : K
e(v) → Xv for all v ∈ Q0. An isomorphism between framed
representations (X, ρ, σ), (X ′, ρ′, σ′) consists of isomorphisms iv : Xv → X ′v for
all v ∈ Q0 such that ih(e) ◦ ρe = ρ
′
e ◦ it(e) for all e ∈ Q1 and iv ◦ σv = σ
′
v for all
v ∈ Q0. We call a framed representation (X, ρ, σ) stable if
(i) µ([(X ′, ρ′)]) 6 µ([(X, ρ)]) for all nonzero subobjects (X ′, ρ′) ⊂ (X, ρ) in
mod-KQ/I or mod-KQ; and
(ii) If also σ factors through (X ′, ρ′), that is, σv(C
e(v)) ⊆ X ′v ⊆ Xv for all
v ∈ Q0, then µ([(X ′, ρ′)]) < µ([(X, ρ)]).
We will use µ′ to denote stability of framed representations, defined using µ.
Following Engel and Reineke [24, §3] or Szendro˝i [99, §1.2], we can in a
standard way define moduli problems for all framed representations, and for
stable framed representations. When W ≡ 0, so that mod-KQ/I = mod-KQ,
the moduli space of all framed representations of type (d, e) is an Artin K-stack
M
d,e
frQ. By analogy with (7.2) we have
M
d,e
frQ
∼=
[∏
e∈Q1
Hom(Kd(t(e)),Kd(h(e)))×
∏
v∈Q0
Hom(Ke(v),Kd(v))∏
v∈Q0
GL(d(v))
]
.
(7.24)
The moduli space of stable framed representations of type (d, e) is a fine moduli
K-scheme Md,estf Q(µ
′), an open K-substack of Md,efrQ, with
Md,estf Q(µ
′) ∼= U
d,e
stf,Q(µ
′)/
∏
v∈Q0
GL(d(v)), (7.25)
where Ud,estf,Q(µ
′) is open in
∏
eHom(K
d(t(e)),Kd(h(e)))×
∏
v Hom(K
e(v),Kd(v)),
and
∏
v GL(d(v)) acts freely on U
d,e
stf,Q(µ
′), and (7.25) may be written as a
GIT quotient for an appropriate linearization. From (7.24)–(7.25) we see that
M
d,e
frQ,M
d,e
stf Q(µ
′) are both smooth with dimension
dimMd,efrQ =M
d,e
stf Q(µ
′) = χˆ(d,d) +
∑
v∈Q0
e(v)d(v). (7.26)
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Similarly, for general W , the moduli space of all framed representations of
type (d, e) is an Artin K-stack Md,efrQ,I . By analogy with (7.8) we have
M
d,e
frQ,I
∼=
[
Crit(Wd)×
∏
v∈Q0
Hom(Ke(v),Kd(v))/
∏
v∈Q0
GL(d(v))
]
,
where Crit(Wd) ⊆
∏
e∈Q1
Hom(Kd(t(e)),Kd(h(e))) is as in (7.8), and the moduli
space of stable framed representations of type (d, e) is a fine moduli K-scheme
Md,estf Q,I(µ
′), an open K-substack of Md,efrQ,I , with
Md,estfQ,I(µ
′) ∼=
(
Crit(Wd)×
∏
v∈Q0
Hom(Ke(v),Kd(v))
)
∩ Ud,estf,Q(µ
′)∏
v∈Q0
GL(d(v))
.
We can now define our analogues of invariants PIα,n(τ ′) for quivers, which
following Szendro˝i [99] we call noncommutative Donaldson–Thomas invariants.
Definition 7.21. In the situation above, define
NDT d,eQ,I(µ
′) = χ
(
Md,estf Q,I(µ
′), νMd,estf Q,I(µ′)
)
, (7.27)
NDT d,eQ (µ
′) = χ
(
Md,estf Q(µ
′), νMd,estf Q(µ′)
)
= (−1)χˆ(d,d)+
∑
v∈Q0
e(v)d(v)χ
(
Md,estfQ(µ
′)
)
,
(7.28)
where the second line in (7.28) holds asMd,estf Q(µ
′) is smooth of dimension (7.26),
so νMd,e
stf Q
(µ′) ≡ (−1)
χˆ(d,d)+
∑
v∈Q0
e(v)d(v) by Theorem 4.3(i).
Here is how Definitions 7.20 and 7.21 relate to the literature. We first discuss
the case of quivers without relations.
• ‘Framed’ moduli spaces of quivers appear in the work of Nakajima, see
for instance [85, §3]. His framed moduli schemes Rθ(d, e) are similar to
our moduli schemes Md,estf Q(µ
′), with one difference: rather than framing
(Xv : v ∈ Q0, ρe : e ∈ Q1) using linear maps σv : K
e(v) → Xv for v ∈ Q0,
as we do, he uses linear maps σv : Xv → K
e(v) going the other way.
Here is a natural way to relate framings of his type to framings of our type.
Given a quiver Q = (Q0, Q1, h, t), let Q
op be Q with directions of edges
reversed, that is, Qop = (Q0, Q1, t, h). If (Xv : v ∈ Q0, ρe : e ∈ Q1) is a
representation of Q then (X∗v : v ∈ Q0, ρ
∗
e : e ∈ Q1) is a representation of
Qop, and this identifies mod-KQop with the opposite category of mod-KQ.
Then Nakajima-style framings in mod-KQ correspond to our framings in
mod-KQop, and vice versa.
• Let Qm be the quiverQ with one vertex v andm edges v → v, and consider
the trivial stability condition (0,R,6) on mod-KQm. Reineke [88] studied
‘noncommutative Hilbert schemes’H
(m)
d,e for d, e ∈ N, and determines their
Poincare´ polynomials. In our notation we have H
(m)
d,e =M
d,e
stf Qm
(0′), and
Reineke’s calculations and (7.28) yield a formula for NDT dQm(0
′). In [88]
Reineke uses framings as in Definition 7.20, not following Nakajima.
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• Let Q be a quiver, and d, e be dimension vectors. Reineke [89] defined
‘framed quiver moduli’ Md,e(Q). These are the same as Nakajima’s
moduli spaces R0(d, e) with trivial stability condition θ = 0, and cor-
respond to our moduli spaces Md,estfQ(0
′), except that the framing uses
maps σv : Xv → K
e(v).
Reineke studies Md,e(Q) for Q without oriented cycles. This yields the
Euler characteristic of Md,estf Q(0
′), and so gives NDT d,eQ (0
′) in (7.28).
• Engel and Reineke [24] study ‘smooth models of quiver moduli’ MΘ
d,e(Q),
which agree with ourMd,estf Q(µ
′) for a slope stability condition (µ,R,6) on
mod-KQ defined using a map Θ : Q0 → Q, with framing as in Definition
7.20. They give combinatorial formulae for the Poincare´ polynomials of
MΘ
d,e(Q), allowing us to compute NDT
d,e
Q (µ
′) in (7.28).
Next we consider quivers with relations coming from a superpotential:
• Let mod-CQ/I come from a minimal superpotentialW over C on a quiver
Q. Fix a vertex v ∈ Q0 of Q. Let (X, ρ) ∈ mod-CQ/I. We say that (X, ρ)
is cyclic, and generated by a vector x ∈ Xv if X = CQ/I ·x. That is, there
is no subobject (X ′, ρ′) ⊂ (X, ρ) in mod-CQ/I with (X ′, ρ′) 6= (X, ρ)
and x ∈ X ′v ⊆ Xv.
Szendro˝i [99, §1.2] calls the pair
(
(X, ρ), x
)
a framed cyclic module for
(Q, I), and defines a moduli space Mv,d of framed cyclic modules with
dim(X, ρ) = d. Szendro˝i defines the noncommutative Donaldson–Thomas
invariant Zv,d to be χ
(
Mv,d, νMv,d
)
. He computes the Zv,d in an exam-
ple, the ‘noncommutative conifold’, and shows the generating function of
the Zv,d may be written explicitly as an infinite product. In our notation
Mv,d is M
d,δv
stf Q,I(0
′), where the framing dimension vector e is δv, that is,
δv(w) = 1 for v = w and 0 for v 6= w ∈ Q0, and the stability condition
(µ,R,6) on mod-CQ/I is zero. Thus by (7.27), Szendro˝i’s invariants are
our NDT d,δvQ,I (0
′).
For the conifold, Nagao and Nakajima [84] prove relationships between
Szendro˝i’s invariants, Donaldson–Thomas invariants, and Pandharipande–
Thomas invariants, via wall-crossing for stability conditions on the derived
category. Nagao [83] generalizes this to other toric Calabi–Yau 3-folds.
• Let G be a finite subgroup of SL(3,C). Young and Bryan [105, §A] discuss
Donaldson–Thomas invariants Nd(C3/G) of the orbifold [C3/G]. By this
they mean invariants counting ideal sheaves of compactly-supported G-
equivariant sheaves on C3. In two cases G = Z2 × Z2 and G = Zn, they
show that the generating function of Nd(C3/G) can be written explicitly
as an infinite product, in a similar way to the conifold case [99].
As in Example 7.8, Ginzburg defines a quiver QG with superpotential WG
such that mod-CQG/IG is 3-Calabi–Yau and equivalent to the category
of G-equivariant compactly-supported coherent sheaves on C3. The def-
initions imply that Bryan and Young’s Nd(C3/G) is Szendro˝i’s Zv,d for
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(QG, IG), where the vertex v in QG corresponds to the trivial representa-
tion C of G. Thus in our notation, Nd(C3/G) = NDT d,δvQG,IG(0
′).
• Let Q,W, I come from a consistent brane tiling, as in Example 7.9. Then
Mozgovoy and Reineke [82] write Szendro˝i’s invariants Zv,d for Q, I as
combinatorial sums, allowing evaluation of them on a computer.
In §7.5–§7.6 we will use the results of [88, 99, 105] to write down the values
of NDT d,eQ,I(µ
′) and NDT d,eQ (µ
′) in some of these examples. Then we will use
Theorem 7.23 below to compute D¯TdQ,I(µ) and D¯T
d
Q(µ), and equation (7.21)
to find DˆTdQ,I(µ) and DˆT
d
Q(µ).
Remark 7.22. (a) Definitions 7.20 and 7.21 are fairly direct analogues of
Definitions 5.20 and 5.24, with coh(X) and (τ, T,6) replaced by mod-KQ/I and
(µ,R,6). Note that the moduli spaces Md,estf Q,I(µ
′),Md,estfQ(µ
′) will in general
not be proper. So we cannot define virtual classes for Md,estf Q,I(µ
′), Md,estf Q(µ
′),
and we have no analogue of (5.15); we are forced to define the invariants as
weighted Euler characteristics, following (5.16).
(b) Here is why the framing data σ for (X, ρ) ∈ mod-KQ/I or mod-KQ in
Definition 7.20 is a good analogue of the framing s : O(−n)→ E for E ∈ coh(X)
when n 0 in Definition 5.20.
In a well-behaved abelian category A, an object P ∈ A is called projective if
Exti(P,E) = 0 for all E ∈ A and i > 0. Therefore dimHom(P,E) = χ¯([P ], [E]),
where χ¯ is the Euler form of A. If X is a Calabi–Yau 3-fold, there will generally
be no nonzero projectives in coh(X). However, for any bounded family F of
sheaves in coh(X), for n  0 we have Exti(O(−n), E) = 0 for all E in F and
i > 0. Thus O(−n) for n 0 acts like a projective object in coh(X), and this is
what is important in §5.4. Thus, a good generalization of stable pairs in coh(X)
to an abelian category A is to consider morphisms s : P → E in A, where P is
some fixed projective object in A, and E ∈ A.
Now when Q has oriented cycles, mod-KQ/I or mod-KQ (which consist of
finite-dimensional representations) generally do not contain enough projective
objects for this to be a good definition. However, if we allow infinite-dimensional
representations P of KQ/I or KQ, then we can define projective representations.
Let e be a dimension vector, and define
P e =
⊕
v∈Q0
(
(KQ/I) · iv
)
⊗Ke(v) or P e =
⊕
v∈Q0
(
KQ · iv
)
⊗Ke(v),
where the idempotent iv in the algebra KQ/I or KQ is the path of length zero
at v, so that KQ · iv has basis the set of oriented paths in Q starting at v.
Then P e is a left representation of KQ/I or KQ, which may be infinite-
dimensional if Q has oriented cycles. In the abelian category of possibly infinite-
dimensional representations of KQ/I or KQ, it is projective. If (X, ρ) lies in
mod-KQ/I or mod-KQ with dim(X, ρ) = d then
Hom
(
P e, (X, ρ)
)
∼=
⊕
v∈Q0
Hom(Ke(v), Xv), (7.29)
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so that dimHom
(
P e, (X, ρ)
)
=
∑
v∈Q0
e(v)d(v). (Note that this is not χ¯(e,d).)
Equation (7.29) implies that morphisms of representations P e → (X, ρ) are the
same as choices of σ in Definition 7.20. Thus, framed representations (X, ρ, σ)
in Definition 7.20 are equivalent to morphisms σ : P e → (X, ρ), where P e is a
fixed projective. The comparison with s : O(−n)→ E in §5.4 is clear.
(c) Here is another interpretation of framed representations, following Reineke
[89, §3.1]. Given (Q, I) or Q, d, e as above, define another quiver Q˜ to be Q
together with an extra vertex ∞, so that Q˜0 = Q0 q {∞}, and with e(v) extra
edges ∞→ v for each v ∈ Q0. Let the relations I˜ for Q˜ be the lift of I to KQ˜,
with no extra relations. Define d˜ : Q˜0 → Z>0 by d˜(v) = d(v) for v ∈ Q0 and
d˜(∞) = 1. It is then easy to show that framed representations of (Q, I) or Q of
type (d, e) correspond naturally to representations of (Q˜, I˜) or Q˜ of type d˜, and
one can define a stability condition (µ˜,R,6) on mod-KQ˜/I˜ or mod-KQ˜ such
that µ′-stable framed representations correspond to µ˜-stable representations.
We now prove the analogue of Theorem 5.27 for quivers.
Theorem 7.23. Suppose Q is a quiver with relations I coming from a minimal
superpotential W on Q over C. Let (µ,R,6) be a slope stability condition on
mod-CQ/I, as in Example 7.4, and χ¯ be as in (7.9). Then for all d, e in
C(mod-CQ/I) = ZQ0
>0
\ {0} ⊂ ZQ0 , we have
NDT d,eQ,I(µ
′) =
∑
d1,...,dl∈C(mod-CQ/I),
l>1: d1+···+dl=d,
µ(di)=µ(d), all i
(−1)l
l!
l∏
i=1
[
(−1)e·di−χ¯(d1+···+di−1,di)(
e · di − χ¯(d1+· · ·+di−1,di)
)
D¯TdiQ,I(µ)
]
,
(7.30)
with e · di =
∑
v∈Q0
e(v)di(v), and D¯T
di
Q,I(µ), NDT
d,e
Q,I(µ
′) as in Definitions
7.15, 7.21. When W ≡ 0, the same equation holds for NDT d,eQ (µ
′), D¯TdQ(µ).
Proof. The proof follows that of Theorem 5.27 in §13 closely. We need to explain
the analogues of the abelian categories Ap,Bp in §13.1. When µ ≡ 0, we have
Ap = mod-CQ/I and Bp = mod-CQ˜/I˜, where (Q˜, I˜) is as in Remark 7.22(c).
For general µ, with d fixed, we take Ap to be the abelian subcategory of objects
(X, ρ) in mod-CQ/I with µ
(
[(X, ρ)]
)
= µ(d), together with 0, and Bp to be the
abelian subcategory of objects (X˜, ρ˜) in mod-CQ˜/I˜ with µ˜
(
[(X˜, ρ˜)]
)
= µ˜(d˜),
together with 0, for d˜, (µ˜,R,6) as in Remark 7.22(c).
Then we have K(Ap) ⊆ K(mod-CQ/I) = Z
Q0 , and K(Bp) = K(Ap) ⊕ Z,
as in §13.1, and χ¯Ap = χ¯|K(Ap). The analogue of (13.5) giving the ‘Euler form’
χ¯Bp on K(Bp) is
χ¯Bp
(
(d, k), (d′, k′)
)
= χ¯(d,d′)− k e · d′ + k′ e · d. (7.31)
The analogue of Proposition 13.4 then holds for all pairs of elements in Bp,
without the restrictions that dimV + dimW 6 1 and k, l 6 N . The point here
is that OX(−n) is not actually a projective object in coh(X) for fixed n 0, so
we have to restrict to a bounded part of the category Ap in which it acts as a
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projective. But as in Remark 7.22(b), in the quiver case we are in effect dealing
with genuine projectives, so no boundedness assumptions are necessary.
The rest of the proof in §13 goes through without significant changes. Using
(7.31) rather than (13.5) eventually yields equation (7.30).
The proof of Proposition 5.29 now yields:
Corollary 7.24. In the situation above, suppose c ∈ R with χ¯(d,d′) = 0
for all d,d′ in C(mod-CQ/I) with µ(d) = µ(d′) = c. Then for any e in
C(mod-CQ/I), in formal power series we have
1 +
∑
d∈C(mod-CQ/I): µ(d)=c
NDT d,eQ,I(µ
′)qd = exp
[
−
∑
d∈C(mod-CQ/I): µ(d)=c
(−1)e·d(e · d)D¯TdQ,I(µ)q
d
]
, (7.32)
where qd for d ∈ C(mod-CQ/I) are formal symbols satisfying qd · qd
′
= qd+d
′
.
When W ≡ 0, the same equation holds for NDT d,eQ (µ
′), D¯TdQ(µ).
Remark 7.25. In the coherent sheaf case of §5–§6, we regarded the gen-
eralized Donaldson–Thomas invariants D¯Tα(τ), or equivalently the BPS in-
variants DˆTα(τ), as being the central objects of interest. The pair invari-
ants PIα,n(τ ′) appeared as auxiliary invariants, not of that much interest in
themselves, but useful for computing the D¯Tα(τ), DˆTα(τ) and proving their
deformation-invariance.
In contrast, in the quiver literature to date, so far as the authors know, the
invariants D¯TdQ,I(µ), D¯T
d
Q(µ) and DˆT
d
Q,I(µ), DˆT
d
Q(µ) have not been seriously
considered even in the stable= semistable case, and the analogues NDT d,eQ,I(µ
′),
NDT d,eQ (µ
′) of pair invariants PIα,n(τ ′) have been the central object of study.
We wish to argue that the invariants D¯TdQ,I(µ), . . . , DˆT
d
Q(µ) should actually
be regarded as more fundamental and more interesting than the NDT d,eQ,I(µ
′),
NDT d,eQ (µ
′). We offer two reasons for this. Firstly, as Theorem 7.23 shows, the
NDT d,eQ,I(µ
′), NDT d,eQ (µ
′) can be written in terms of the D¯TdQ,I(µ), D¯T
d
Q(µ),
and hence by (7.21) in terms of the DˆT dQ,I(µ), DˆT
d
Q(µ), so the pair invariants
contain no more information. The D¯TdQ,I(µ), D¯T
d
Q(µ) are simpler than the
NDT d,eQ,I(µ
′), NDT d,eQ (µ
′) as they depend only on d rather than on d, e, and
in examples in §7.5–§7.6 we will see that the values of D¯TdQ,I(µ), D¯T
d
Q(µ) and
especially of DˆTdQ,I(µ), DˆT
d
Q(µ) may be much simpler and more illuminating
than the values of the NDT d,eQ,I(µ
′), NDT d,eQ (µ
′).
Secondly, the case in [88, 99, 105] for regarding NDT d,eQ,I(µ
′), NDT d,eQ (µ
′) as
analogues of rank 1 Donaldson–Thomas invariants counting ideal sheaves, that
is, of counting surjective morphisms s : OX → E, is in some ways misleading.
The NDT d,eQ,I(µ
′), NDT d,eQ (µ
′) are closer to our invariants PIα,n(τ ′) counting
s : OX(−n)→ E for n 0 than they are to counting morphisms s : OX → E.
The difference is that OX is not a projective object in coh(X), but OX(−n) for
n 0 is effectively a projective object in coh(X), as in (b) above.
To see the difference between counting morphisms s : OX → E and counting
morphisms s : OX(−n)→ E for n 0, consider the case where E is a dimension
114
1 sheaf on a Calabi–Yau 3-fold X . Then the MNOP Conjecture [80,81] predicts
that invariants DT (1,0,β,m)(τ) counting morphisms s : OX → E encode the
Gopakumar–Vafa invariants GVg(β) of X for all genera g > 0. But Theorem
5.27 and Conjecture 6.20 in §6.4 imply that invariants PI(0,0,β,m),n(τ) counting
morphisms s : OX(−n) → E for n  0 encode only the Gopakumar–Vafa
invariants GV0(β) of X for genus g = 0.
The point is that since OX is not a projective, counting morphisms s :
OX → E gives you information not just about counting sheaves E, but also
extra information about how OX and E interact. But as OX(−n) for n  0
is effectively a projective, counting morphisms s : OX(−n) → E gives you
information only about counting sheaves E, so we might as well just count
sheaves E directly using (generalized) Donaldson–Thomas invariants.
7.5 Computing D¯T dQ,I(µ), DˆT
d
Q,I(µ) in examples
We now use calculations of noncommutative Donaldson–Thomas invariants in
examples by Szendro˝i [99] and Young and Bryan [105] to write down generating
functions for NDT d,eQ,I(µ
′), and then apply (7.32) to deduce values of D¯TdQ,I(µ),
and (7.22) to deduce values of DˆT dQ,I(µ). These values of DˆT
d
Q,I(µ) turn out
to be much simpler than those of the NDT d,eQ,I(µ
′), and explain the MacMahon
function product form of the generating functions in [99, 105]. The translation
between the notation of [99,105] and our notation was explained after Definition
7.21, and we assume it below.
7.5.1 Coherent sheaves on C3
As in Szendro˝i [99, §1.5], let Q = (Q0, Q1, h, t) have one vertex Q0 = {v} and
three edges Q1 = {e1, e2, e3}, so that h(ej) = t(ej) = v for j = 1, 2, 3. Define
a superpotential W on Q by W = e1e2e3 − e1e3e2. Then the ideal I in CQ is
generated by e2e3 − e3e2, e3e1 − e1e3, e1e2 − e2e1, and is [CQ,CQ], so CQ/I
is the commutative polynomial algebra C[e1, e2, e3], the coordinate ring of the
noncompact Calabi–Yau 3-fold C3, and mod-CQ/I is isomorphic to the abelian
category cohcs(C
3).
We have C(mod-CQ/I) = N, so taking d = d ∈ N, e = 1, and (µ,R,6)
to be the trivial stability condition (0,R,6) on mod-CQ/I, we form invariants
NDT d,1Q,I(0
′) ∈ Z. Then as in [99, §1.5], by torus localization one can show that
1 +
∑
d>1NDT
d,1
Q,I(0
′)qd =
∏
k>1
(
1− (−q)k)
)−k
, (7.33)
which is Theorem 6.15 for the noncompact Calabi–Yau 3-fold X = C3. Taking
logs of (7.33) and using (7.32), which holds as χ¯ ≡ 0, gives
−
∑
d>1
(−1)dd D¯T dQ,I(0)q
d =
∑
k>1
(−k) log
(
1−(−q)k
)
=
∑
k,l>1
k
l
(−q)kl.
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Equating coefficients of qd yields
D¯T dQ,I(0) = −
∑
l>1, l|d
1
l2
.
So from (7.22) we deduce that
DˆT dQ,I(0) = −1, all d > 1. (7.34)
This is (6.20) for the noncompact Calabi–Yau 3-fold X = C3, as in §6.7.
7.5.2 The noncommutative conifold, following Szendro˝i
As in Szendro˝i [99, §2.1], let Q = (Q0, Q1, h, t) have two vertices Q0 = {v0, v1}
and edges e1, e2 : v0 → v1 and f1, f2 : v1 → v0, as below:
•
v0
e2
**
e1
**
•
v1
.f1jj
f2
jj (7.35)
Define a superpotential W on Q by W = e1f1e2f2 − e1f2e2f1, and let I be the
associated relations. Then mod-CQ/I is a 3-Calabi–Yau category. Theorem 7.6
shows that the Euler form χ¯ on mod-CQ/I is zero.
We have equivalences of derived categories
Db(mod-CQ/I) ∼ Db(cohcs(X)) ∼ D
b(cohcs(X+)), (7.36)
where pi : X → Y and pi+ : X+ → Y are the two crepant resolutions of the
conifold Y =
{
(z1, z2, z3, z4) ∈ C
4 : z21 + · · · + z
2
4 = 0
}
, and X,X+ are related
by a flop. Here X,X+ are regarded as ‘commutative’ crepant resolutions of
Y , and mod-CQ/I as a ‘noncommutative’ resolution of Y , in the sense that
mod-CQ/I can be regarded as the coherent sheaves on the ‘noncommutative
scheme’ Spec(CQ/I) constructed from the noncommutative C-algebra CQ/I.
Szendro˝i [99, Th. 2.7.1] computed the noncommutative Donaldson–Thomas
invariants NDT d,δv0Q,I (0
′) for mod-CQ/I with e = δv0 , as combinatorial sums,
and using work of Young [104] wrote the generating function of theNDT d,δv0Q,I (0
′)
as a product [99, Th. 2.7.2], giving
1 +
∑
d∈C(mod-CQ/I)
NDT
d,δv0
Q,I (0
′)q
d(v0)
0 q
d(v1)
1
=
∏
k>1
(
1− (−q0q1)
k)
)−2k(
1− (−q0)
kqk−11
)k(
1− (−q0)
kqk+11
)k
.
(7.37)
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Taking logs of (7.37) and using (7.32) gives
−
∑
d∈C(mod-CQ/I)
(−1)d(v0)d(v0)D¯T
d
Q,I(0)q
d(v0)
0 q
d(v1)
1
=
∑
k>1
[
−2k log
(
1− (−q0q1)
k) + k log
(
1− (−q0)
kqk−11
)
+k log
(
1− (−q0)
kqk+11
)] (7.38)
=
∑
k,l>1
[2k
l
(−q0q1)
kl −
k
l
(−q0)
klq
(k−1)l
1 −
k
l
(−q0)
klq
(k+1)l
1
]
= −
∑
k,l>1
(−1)klkl ·
[
−
2
l2
qkl0 q
kl
1 +
1
l2
qkl0 q
(k−1)l
1 +
1
l2
qkl0 q
(k+1)l
1
]
.
Writing d=(d0, d1) with dj=d(vj) and equating coefficients of q
d0
0 q
d1
1 yields
D¯T
(d0,d1)
Q,I (0) =

−2
∑
l>1, l|d
1
l2
, d0 = d1 = d > 1,
1
l2
, d0 = kl, d1 = (k − 1)l, k, l > 1,
1
l2
, d0 = kl, d1 = (k + 1)l, k > 0, l > 1,
0, otherwise.
(7.39)
Actually we have cheated a bit here: because of the factor d(v0) on the first line,
equation (7.38) only determines D¯T
(d0,d1)
Q,I (0) when d0 > 0. But by symmetry
between v0 and v1 in (7.35) we have D¯T
(d0,d1)
Q,I (0) = D¯T
(d1,d0)
Q,I (0), so we can
deduce the answer for d0 = 0, d1 > 0 from that for d0 > 0, d1 = 0. This is why
we included the case k = 0, l > 1 on the third line of (7.39).
Combining (7.22) and (7.39) we see that
DˆT
(d0,d1)
Q,I (0) =

−2, (d0, d1) = (k, k), k > 1,
1, (d0, d1) = (k, k − 1), k > 1,
1, (d0, d1) = (k − 1, k), k > 1,
0, otherwise.
(7.40)
Note that the values of the DˆT
(d0,d1)
Q,I (0) in (7.40) lie in Z, as in Conjecture
7.16, and are far simpler than those of the NDT
d,δv0
Q,I (0
′) in (7.37). Also, (7.40)
restores the symmetry between v0, v1 in (7.35), which is broken in (7.37) by
choosing the vertex v0 in e = δv0 .
As χ¯ ≡ 0 on mod-CQ/I, by Corollary 7.18 equations (7.39)–(7.40) also give
D¯T
(d0,d1)
Q,I (µ), DˆT
(d0,d1)
Q,I (µ) for any stability condition (µ,R,6) on mod-CQ/I. It
should not be difficult to prove (7.39)–(7.40) directly, without going via pair in-
variants. If (µ,R,6) is a nontrivial slope stability condition on mod-CQ/I, then
Nagao and Nakajima [84, §3.2] prove that every µ-stable object in mod-CQ/I
lies in class (k, k) or (k, k− 1) or (k− 1, k) in K(mod-CQ/I) for k > 1, and the
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µ-stable objects in classes (k, k−1) and (k−1, k) are unique up to isomorphism.
The bottom three lines of (7.40) can be deduced from this.
Szendro˝i [99, §2.9] relates noncommutative Donaldson–Thomas invariants
counting (framed) objects in mod-CQ/I with Donaldson–Thomas invariants
counting (ideal sheaves of) objects in cohcs(X), cohcs(X+), under the equiva-
lences (7.36). He ends up with the generating functions
Zmod-CQ/I(q, z) =
∏
k>1
(
1− (−q)k)
)−2k(
1 + (−q)kz
)k(
1 + (−q)kz−1
)k
, (7.41)
Zcohcs(X)(q, z) =
∏
k>1
(
1− (−q)k)
)−2k(
1 + (−q)kz
)k
, (7.42)
Zcohcs(X+)(q, z) =
∏
k>1
(
1− (−q)k)
)−2k(
1 + (−q)kz−1
)k
, (7.43)
where (7.41) is (7.37) with the variable change q = q0q1, z = q1, and (7.42)–
(7.43) encode counting invariants in cohcs(X) and cohcs(X+) in a similar way.
Nagao and Nakajima [84] explain the relationship between (7.41)–(7.43) in terms
of stability conditions and wall-crossing on the triangulated category (7.36).
We can offer a much simpler explanation for the relationship between our in-
variants DˆT
(d0,d1)
Q,I (µ) counting (unframed) objects in mod-CQ/I, and the anal-
ogous invariants counting objects (not ideal sheaves) in cohcs(X), cohcs(X+).
We base it on the following conjecture:
Conjecture 7.26. Let T be a C-linear 3-Calabi–Yau triangulated category,
and abelian categories A,B ⊂ T be the hearts of t-structures on T . Suppose the
Euler form χ¯ of T is zero. Let K(T ) be a quotient of K0(T ), and K(A),K(B)
the corresponding quotients of K0(A),K0(B) under K0(A) ∼= K0(T ) ∼= K0(B).
Suppose we can define Donaldson–Thomas type invariants D¯TαA(τ), DˆT
α
A(τ)
counting objects in A, for α ∈ K(A) and (τ, T,6) a stability condition on A, and
D¯T βB(τ˜ ), DˆT
β
B(τ˜ ) counting objects in B, for β ∈ K(B) and (τ˜ , T˜ ,6) a stability
condition on B, as for A = coh(X) in §5–§6 and A = mod-CQ/I in §7.3.
Define D¯TA, DˆTA : K(A)→ Q and D¯TB, DˆTB : K(B)→ Q by
D¯TA(α) =

D¯TαA(τ), α ∈ C(A),
D¯T−αA (τ), −α ∈ C(A),
0, otherwise,
DˆTA(α) =

DˆTαA(τ), α ∈ C(A),
DˆT−αA (τ), −α ∈ C(A),
0, otherwise,
and similarly for D¯TB, DˆTB. Then (possibly under some extra conditions),
under K(A) ∼= K(B) we have D¯TA ≡ D¯TB, or equivalently DˆTA ≡ DˆTB.
Here is why we believe this. We expect that there should be some extension
of Donaldson–Thomas theory from abelian categories to 3-Calabi–Yau triangu-
lated categories T , in the style of Kontsevich–Soibelman [63], using Bridgeland
stability conditions on triangulated categories [11]. Invariants D¯TαA(τ) for an
abelian category A embedded as the heart of a t-structure in T should be a
special case of triangulated category invariants on T , in which the Bridgeland
118
stability condition (Z,P) on Db(A) is constructed from (τ, T,6) on A. If A is
a 3-Calabi–Yau abelian category then we take T = Db(A).
Now the Z-(semi)stable objects in T should be shifts E[k] for k ∈ Z and
E ∈ A τ -(semistable). The class [E[k]] of E[k] in K(T ) ∼= K(A) is (−1)k[E].
Thus, invariants D¯TαT (Z) for α ∈ K(A) should have contributions D¯T
α
A(τ) for
α ∈ C(A) counting E[2k] for E ∈ A τ -(semi)stable and k ∈ Z, and D¯T−αA (τ)
for α ∈ C(A) counting E[2k + 1] for E ∈ A τ -(semi)stable and k ∈ Z. This
explains the definitions of D¯TA, DˆTA : K(A)→ Q above.
As in Corollary 7.18, if the form χ¯ on A (which is the Euler form of T ) is zero
then (5.14), (7.23) imply that invariants D¯TαA(τ), DˆT
α
A(τ) are independent of
the choice of stability condition (τ, T,6) on A, since the changes when we cross
a wall always include factors χ¯(β, γ). The point of Conjecture 7.26 is that we
expect this to be true for triangulated categories too, so computing invariants
in T either in A or B should give the same answers, i.e. D¯TA ≡ D¯TB.
In the noncommutative conifold example above, from (7.40) we have
DˆTQ,I(d0, d1) =

−2, (d0, d1) = (k, k), 0 6= k ∈ Z,
1, (d0, d1) = (k, k − 1), k ∈ Z,
1, (d0, d1) = (k − 1, k), k ∈ Z,
0, otherwise.
(7.44)
The Donaldson–Thomas invariants for cohcs(X) ∼= cohcs(X+) were com-
puted in Example 6.30, and from (6.40)–(6.42) we have
DˆT cohcs(X)(a2, a3) = DˆT cohcs(X+)(a2, a3) =

−2, a2=0, 0 6=a3∈Z,
1, a2 = ±1,
0, otherwise.
(7.45)
As in Szendro˝i [99, §2.8–§2.9], the identification K(mod-CQ/I)→K(cohcs(X))
induced by Db(mod-CQ/I) ∼ Db(cohcs(X)) in (7.36) is (d0, d1) 7→ (−d0 +
d1, d0) = (a2, a3), and under this identification we have DˆTQ,I ≡ DˆT cohcs(X) by
(7.44)–(7.45). Similarly, the identification K(mod-CQ/I) → K(cohcs(X+)) in-
duced byDb(mod-CQ/I) ∼ Db(cohcs(X+)) in (7.36) is (d0, d1) 7→ (d0−d1, d0) =
(a2, a3), and again we have DˆTQ,I ≡ DˆT cohcs(X+).
Thus DˆTQ,I ≡ DˆT cohcs(X) ≡ DˆT cohcs(X+), verifying Conjecture 7.26 for the
equivalences (7.36). This seems a much simpler way of relating enumerative
invariants in mod-CQ/I, cohcs(X) and cohcs(X+) than those in [84, 99].
7.5.3 Coherent sheaves on C3/Z22, following Young
Let G be the subgroup Z22 in SL(3,C) generated by (z1, z2, z3) 7→ (−z1,−z2, z3)
and (z1, z2, z3) 7→ (z1,−z2,−z3). Then the Ginzburg construction in Example
7.8 yields a quiver QG and a cubic superpotential WG giving relations IG such
that mod-CQG/IG is 3-Calabi–Yau and equivalent to the abelian category of
G-equivariant compactly-supported coherent sheaves on C3. Write (Q, I) for
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(QG, IG). Then Q has 4 vertices v0, . . . , v3 corresponding to the irreducible
representations of Z22, with v0 the trivial representation, and 12 edges, as below:
•
v1
		
		
		
		
		
		




•
v0
rr

JJ
•
v2
==
22
// •v3
ZZ555555555555^^
kk
(7.46)
Theorem 7.6 implies that the Euler form χ¯ of mod-CQ/I is zero.
As for (7.37), Young and Bryan [105, Th.s 1.5 & 1.6] prove that
1 +
∑
d∈C(mod-CQ/I)
NDT
d,δv0
Q,I (0
′)q
d(v0)
0 q
d(v1)
1 q
d(v2)
2 q
d(v3)
3
=
∏
k>1
(
1− (−q0q1q2q3)
k)
)−4k(
1− (−q0q1)
k(q2q3)
k+1
)−k(
1− (−q0q1)
k(q2q3)
k−1
)−k(
1− (−q0q2)
k(q3q1)
k+1
)−k(
1− (−q0q2)
k(q3q1)
k−1
)−k(
1− (−q0q3)
k(q1q2)
k+1
)−k(
1− (−q0q3)
k(q1q2)
k−1
)−k(
1− (−q0q2q3)
kqk+11
)k(
1− (−q0q2q3)
kqk−11
)k(
1− (−q0q3q1)
kqk+12
)k(
1− (−q0q3q1)
kqk−12
)k(
1− (−q0q1q2)
kqk+13
)k(
1− (−q0q1q2)
kqk−13
)k(
1− (−q0)
k(q1q2q3)
k+1
)k(
1− (−q0)
k(q1q2q3)
k−1
)k
.
(7.47)
Arguing as for (7.38)–(7.40) and writing d = (d0, . . . , d3) with dj = d(vj)
yields
DˆT
(d0,...,d3)
Q,I (0) =

−4, dj = k for all j, k > 1,
−1, dj = k for two j, dj = k − 1 for two j, k > 1,
1, dj = k for three j, dj=k−1 for one j, k>1,
0, otherwise.
(7.48)
This is clearly much simpler than (7.47), and restores the symmetry between
v0, . . . , v3 in (7.46) which is lost in (7.47) by selecting the vertex v0.
If X is any crepant resolution of C3/G then by Ginzburg [30, Cor. 4.4.8]
we have Db(mod-CQ/I) ∼ Db(cohcs(X)). As the Euler forms χ¯ are zero on
mod-CQ/I, cohcs(X), using Conjecture 7.26 we can read off a prediction for the
invariants DˆTαcohcs(X)(τ). The first line of (7.48) corresponds to (6.20) for X ,
as one can show that χ(X) = 4.
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7.5.4 Coherent sheaves on C3/Zn, following Young
Let G be the subgroup Zn in SL(3,C) generated by (z1, z2, z3) 7→ (e2pii/nz1,
z2, e
−2pii/nz3). Then the Ginzburg construction in Example 7.8 gives a quiver
Q and a cubic superpotential W giving relations I such that mod-CQ/I is 3-
Calabi–Yau and equivalent to the abelian category of G-equivariant compactly-
supported coherent sheaves on C3. Then Q has vertices v0, . . . , vn−1, with v0
the trivial representation. We take vi to be indexed by i ∈ Zn, so that vi = vj if
i ≡ j mod n. With this convention, Q has edges vi → vi+1, vi → vi, vi → vi−1
for i = 0, . . . , n− 1. The case n = 3 is shown below:
•
v0
zz


•
v1
::
))
JJ
•
v2
TT
ii ll
(7.49)
Theorem 7.6 implies that the Euler form χ¯ of mod-CQ/I is zero.
As for (7.37) and (7.47), Young and Bryan [105, Th.s 1.4 & 1.6] prove that
1 +
∑
d∈C(mod-CQ/I)
NDT
d,δv0
Q,I (0
′)q
d(v0)
0 q
d(v1)
1 · · · q
d(vn−1)
n−1 =
∏
k>1
(
1− (−q0 · · · qn−1)
k)
)−n
·
∏
0<a<b6n
∏
k>1
(
1− (−q0 · · · qn−1)
k(qaqa+1 · · · qb−1)
)−k(
1− (−q0 · · · qn−1)
k(qaqa+1 · · · qb−1)
−1
)−k
.
(7.50)
Arguing as for (7.38)–(7.40) and writing d=(d0, . . . , dn−1) with dj=d(vj) yields
DˆT
(d0,...,dn−1)
Q,I (0) =

−n, di = k for all i, k > 1,
−1,
 di = k for i = a, . . . , b− 1 anddi = k − 1 for i = b, . . . , a+ n− 1,
0 6 a < n, a < b < a+ n, k > 1,
0, otherwise.
(7.51)
This is simpler than (7.50), and restores the dihedral symmetry group of (7.49),
which is lost in (7.50) by selecting the vertex v0.
7.5.5 Conclusions
In each of our four examples, the noncommutative Donaldson–Thomas invari-
ants NDT d,δvQ,I (0
′) can be written in a generating function as an explicit infinite
product involving MacMahon type factors (7.33), (7.37), (7.47), (7.50). In each
case, this product form held because the Euler form χ¯ of mod-CQ/I was zero,
so that the generating function for NDT d,δvQ,I (0
′) has an exponential expression
(7.32) in terms of the D¯TdQ,I(0), and because of simple explicit formulae (7.34),
(7.40), (7.48), (7.51) for the BPS invariants DˆTdQ,I(0).
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In these examples, the BPS invariants DˆTdQ,I(µ) seem to be a simpler and
more illuminating invariant than the noncommutative Donaldson–Thomas in-
variants NDT d,δvQ,I (µ
′). That DˆTdQ,I(µ) has such a simple form probably says
something interesting about the representation theory of CQ/I, which may be
worth pursuing. Also, when we pass from the invariants DˆTdQ,I(µ) for the
abelian category mod-CQ/I to DˆTQ,I : K(mod-CQ/I) → Z for the derived
category Db(mod-CQ/I) as in Conjecture 7.26, in §7.5.2–§7.5.4 things actually
become simpler, in that pairs of entries parametrized by k > 1 combine to give
one entry parametrized by k ∈ Z. So maybe these phenomena will be best
understood in the derived category.
We can also ask whether there are other categories mod-CQ/I which admit
the same kind of explicit computation of invariants. For the programme above
to work we need the Euler form χ¯ to be zero, which by Theorem 7.6 means
that for all vertices i, j in Q there must be the same number of edges i→ j as
edges j → i. Suppose mod-CQ/I comes from a finite subgroup G ⊂ SL(3,C)
as in Example 7.8, and let pi : X → C3/G be a crepant resolution. Then as
Db(mod-CQ/I) ∼ Db(cohcs(X)), the Euler form of mod-CQ/I is zero if and
only if that of cohcs(X) is zero.
The Euler form of cohcs(X) is zero if and only if pi : X → C
3/G is semismall,
that is, no divisors in X lie over points in C3/G. This is equivalent to the ‘hard
Lefschetz condition’ for C3/G, and by Bryan and Gholampour [14, Lem. 3.4.1]
holds if and only if G is conjugate to a subgroup of either SO(3) ⊂ SL(3,C) or
SU(2) ⊂ SL(3,C); in §7.5.3 we have Z22 ⊂ SO(3) ⊂ SL(3,C), and in §7.5.4 we
have Zn ⊂ SU(2) ⊂ SL(3,C). Following discussion in Bryan and Gholampour
[14, §1.2.1], Young and Bryan [105, Conj. A.6 & Rem. A.9], and Szendro˝i [99,
§2.12], it seems likely that formulae similar to (7.47) and (7.50) hold for all finite
G in SO(3) ⊂ SL(3,C) or SU(2) ⊂ SL(3,C), so that the DˆTdQ,I(0) have a simple
form. But note as in [105, Rem. A.10] that the Gromov–Witten invariants of
X computed in [14] are not always the right ones for computing Donaldson–
Thomas invariants, because of the way they count curves going to infinity.
7.6 Integrality of DˆT dQ(µ) for generic (µ,R,6)
We now prove Conjecture 7.16 when W ≡ 0, that for Q a quiver and (µ,R,6)
generic we have DˆTdQ(µ) ∈ Z. We first compute the invariants when Q has only
one vertex and verify their integrality, using Reineke [88, 90]. This example is
also discussed by Kontsevich and Soibelman [63, §7.5].
Example 7.27. Let Qm be the quiver with one vertex v and m edges v → v,
for m > 0. Then K(mod-CQm) = Z and C(mod-CQm) = N. Consider the
trivial stability condition (0,R,6) on mod-CQm. Then our framed moduli space
Md,estf Qm(0
′) is H
(m)
d,e in Reineke’s notation [88]. Reineke [88, Th. 1.4] proves that
χ
(
Md,estf Qm(0
′)
)
=
e
(m− 1)d+ 1
(
md+ e− 1
d
)
,
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so by (7.28) we have
NDT d,eQm(0
′) = (−1)d(1−m)+ed
e
(m− 1)d+ 1
(
md+ e− 1
d
)
.
Fixing e = 1, we see as in [63, §7.5] that
1 +
∑
d>1
NDT d,1Qm(0
′)qd =
∑
d>0
(−1)md
(m− 1)d+ 1
(
md
d
)
qd
= exp
[∑
d>1
(−1)md
md
(
md
d
)
qd
]
.
(7.52)
Taking logs of (7.52) and using (7.32) yields
D¯T dQm(0) =
(−1)(m+1)d+1
md2
(
md
d
)
,
so by (7.21) we have
DˆT dQm(0) =
1
md2
∑
e>1, e|d
Mo¨(d/e)(−1)(m+1)e+1
(
me
e
)
. (7.53)
By Reineke [90, Th. 5.9] applied with N = m, b1 = 1 and bi = 0 for i > 1 as
in [90, Ex., §5], so that the r.h.s. of (7.53) is −ad in Reineke’s notation, we have
DˆT dQm(0) ∈ Z for d > 1. This will be important in the proof of Theorem 7.29.
Now let Q be an arbitrary quiver without relations, and (µ,R,6) a slope
stability condition on mod-CQ which is generic in the sense of Conjecture 7.16.
As in §6.2, define a 1-morphism Pm : MQ →MQ for m > 1 by Pm : [E] 7→ [mE]
for E ∈ mod-CQ. Then as for (5.9) and (6.16), for all d ∈ C(mod-CQ) we have
DˆTdQ(µ) = χ
(
Mdss(µ), F
d
Q(µ)
)
, where
FdQ(µ) = −
∑
m>1, m|d
Mo¨(m)
m2
CFna(pi)
[
CFna(Pm) ◦ΠCF◦
Π¯χ,QMQ(¯
d/m(µ)) · νMQ
]
.
(7.54)
HereMdss(µ) is the moduli stack of µ-semistable objects of class d in mod-CQ, an
open substack of MQ, and M
d
ss(µ) is the quasiprojective coarse moduli scheme
of µ-semistable objects of class d in mod-CQ, and pi : Mdss(µ)→M
d
ss(µ) is the
natural projection 1-morphism.
An object E in mod-CQ is called µ-polystable if it is µ-semistable and a
direct sum of µ-stable objects. That is, E is µ-polystable if and only if E ∼=
a1E1 ⊕ · · · ⊕ akEk, where E1, . . . , Ek are pairwise nonisomorphic µ-stables in
mod-CQ with µ([E1]) = · · · = µ([Ek]) and a1, . . . , ak > 1, and E determines
E1, . . . , Ek and a1, . . . , ak up to order and isomorphism. Since µ is a stability
condition, each C-point of Mdss(µ) is represented uniquely up to isomorphism
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by a µ-polystable. That is, if E′ is µ-semistable then E′ admits a Jordan–
Ho¨lder filtration with µ-stable factors E1, . . . , Ek of multiplicities a1, . . . , ak,
and E = a1E1 ⊕ · · · ⊕ akEk is the µ-polystable representing [E′] ∈M
d
ss(µ)(C).
Here is a useful expression for FdQ(µ) in (7.54) at a µ-polystable E:
Proposition 7.28. Let Q be a quiver, (µ,R,6) a slope stability condition on
mod-CQ, and E = a1E1 ⊕ · · · ⊕ akEk a µ-polystable representing a C-point [E]
in Mdss(µ) for d ∈ C(mod-CQ), where E1, . . . , Ek are pairwise nonisomorphic
µ-stables in mod-CQ with µ([E1]) = · · · = µ([Ek]) and a1, . . . , ak > 1.
Define the Ext quiver QE of E to have vertices {1, 2, . . . , k} and dij =
dimExt1(Ei, Ej) edges i → j for all i, j = 1, . . . , k, and define a dimension
vector a in C(mod-CQE) by a(i) = ai for i = 1, . . . , k. For i = 1, . . . , k, define
Eˆi ∈ mod-CQE to have vector spaces Xv = C for vertex v = i and Xv = 0
for vertices v 6= i in QE , and linear maps ρe = 0 for all edges e in QE. Set
Eˆ = a1Eˆ1 ⊕ · · · ⊕ akEˆk in mod-CQE. Then for F
d
Q(µ) as in (7.54), we have
FdQ(µ)
(
[E]
)
= FaQE (0)
(
[Eˆ]
)
= DˆTaQE (0). (7.55)
Proof. Write (mod-CQE)Eˆ1,...,Eˆk for the full subcategory of F in mod-CQE
generated by Eˆ1, . . . , Eˆk by repeated extensions. Then (X, ρ) in mod-CQE lies
in (mod-CQE)Eˆ1,...,Eˆk if and only if it is nilpotent, that is, ρ(CQE(n)) = 0 for
some n > 0, where the ideal CQE(n) of paths of length at least n in CQE is as
in Definition 7.1. Similarly, write (mod-CQ)E1,...,Ek for the full subcategory of
objects in mod-CQ generated by E1, . . . , Ek by repeated extensions. Both are
C-linear abelian subcategories.
In mod-CQE we have Hom(Eˆi, Eˆj) = C for i = j and Hom(Eˆi, Eˆj) = 0 for
i 6= j, and Ext1(Eˆi, Eˆj) ∼= C
dij for all i, j. In mod-CQ we have Hom(Ei, Ej) = C
for i = j and Hom(Ei, Ej) = 0 for i 6= j, and Ext
1(Ei, Ej) ∼= C
dij for all i, j.
Choose isomorphisms Ext1(Eˆi, Eˆj) ∼= Ext
1(Ei, Ej) for all i, j. It is then easy to
construct an equivalence of C-linear abelian categories
G : (mod-CQE)Eˆ1,...,Eˆk −→ (mod-CQ)E1,...,Ek (7.56)
using linear algebra, such that G(Eˆi) = Ei for i = 1, . . . , k, and G induces the
chosen isomorphisms Ext1(Eˆi, Eˆj)→ Ext
1(Ei, Ej).
Write (MQE )Eˆ1,...,Eˆk , (MQ)E1,...,Ek for the locally closed C-substacks of ob-
jects in (mod-CQE)Eˆ1,...,Eˆk , (mod-CQ)E1,...,Ek in the moduli stacks MQE ,MQ
of mod-CQE ,mod-CQ. Then G induces a 1-isomorphism of Artin C-stacks
G˙ : (MQE )Eˆ1,...,Eˆk −→ (MQ)E1,...,Ek .
As G identifies Hom(Eˆi, Eˆj),Ext
1(Eˆi, Eˆj) with Hom(Ei, Ej),Ext
1(Ei, Ej), it
follows that G takes the restriction to (mod-CQE)Eˆ1,...,Eˆk of the Euler form
χˆQE on mod-CQE to the restriction to (mod-CQ)E1,...,Ek of the Euler form
χˆQ on mod-CQ. By (7.2) M
d
Q is smooth of dimension −χˆQ(d,d), so the
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Behrend function νMdQ ≡ (−1)
−χˆQ(d,d) by Corollary 4.5, and similarly νMaQE
≡
(−1)−χˆQE (a,a). As G˙ takes χˆQE to χˆQ, it follows that
G˙∗
(
νMQE |(MQE )Eˆ1,...,Eˆk
)
= νMQ |(MQ)E1,...,Ek . (7.57)
Since all objects in (mod-CQE)Eˆ1,...,Eˆk are 0-semistable, and all objects in
(mod-CQ)E1,...,Ek are µ-semistable, and G is a 1-isomorphism, we see that
G˙∗
(
δ¯
a/m
ssQE
(0)|(MQE )Eˆ1,...,Eˆk
)
= δ¯
d/m
ssQ (µ)|(MQ)E1,...,Ek
for m > 1 with m | d. So from (3.4) we deduce that
G˙∗
(
¯
a/m
QE
(0)|(MQE )Eˆ1,...,Eˆk
)
= ¯
d/m
Q (µ)|(MQE )Eˆ1,...,Eˆk
. (7.58)
Equations (7.57) and (7.58) imply that
G˙∗
(
FaQE (0)|(MQE )Eˆ1,...,Eˆk (C)
)
= FdQ(µ)|(MQ)E1,...,Ek (C),
since G˙∗ identifies (7.54) for mod-CQE on (MQE )Eˆ1,...,Eˆk term-by-term with
(7.54) for mod-CQ on (MQ)E1,...,Ek . As G˙([Eˆ]) = [E], this implies the first
equality of (7.55).
Now consider the Gm-action on mod-CQE acting by λ : (X, ρ) 7→ (X,λρ) for
λ ∈ Gm and (X, ρ) ∈ mod-CQE . This induces Gm-actions on the moduli stack
MaQE and the coarse moduli space M
a
ss(0). By (7.2) we have M
a
QE
∼= [V/H ]
where V is a vector space and H =
∏k
i=1GL(ai,C), and the Gm-action on
MaQE is induced by multiplication by Gm in V . Let AE be the C-algebra of
H-invariant polynomials on V . Then Mass(0) = SpecAE by GIT.
This AE is graded by homogeneous polynomials of degree d = 0, 1, . . . on
V , and Gm acts on homogeneous polynomial f of degree d by λ : f 7→ λdf .
Thus there is exactly one point in Mass(0) fixed by the Gm-action, the ideal of
polynomials in AE which vanish at 0 ∈ V . Since 0 ∈ V corresponds to [Eˆ] in
MaQE
∼= [V/H ], we see that there is a Gm-action on M
a
ss(0) with unique fixed
point [Eˆ]. By (7.54) we have DˆTaQE (0) = χ
(
Mdss(0), F
a
QE
(0)
)
. The Gm-action
onMdss(0) preserves F
a
QE
(0). The second equality of (7.55) follows by the usual
torus localization argument, as all Gm-orbits other than [Eˆ] are copies of Gm,
and contribute 0 to the weighted Euler characteristic.
Here is our integrality result, which proves Conjecture 7.16 for mod-CQ. We
give two different proofs of it. The first proof works by first proving the analogue
of Conjecture 6.13 in our quiver context, and so is evidence for Conjecture
6.13. It relies on the integrality of the invariants DˆT dQm(0) in equation (7.53)
of Example 7.27, which we proved using Reineke [90, Th. 5.9].
Reineke [90] proves an integrality conjecture of Kontsevich and Soibelman
[63, Conj. 1]. The authors believe [63, Conj. 1] concerns integrality of transfor-
mation laws, rather than of invariants themselves. That is, if µ, µ˜ are generic sta-
bility conditions on mod-CQ/I, then translated into our framework [63, Conj. 1]
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should imply that DˆTdQ,I(µ˜) ∈ Z for all d if and only if DˆT
d
′
Q,I(µ) ∈ Z for all
d′, where DˆT dQ,I(µ˜), DˆT
d
′
Q,I(µ) are related using (7.21)–(7.23).
Despite this, in our second proof of Theorem 7.29 we prove integrality of
the DˆTdQ(µ) using Reineke [90] in a more direct way than the first proof. We
include this second proof to try to clarify the relationship between our work and
Reineke’s. Also, the second proof implicitly expresses the DˆT dQ(µ) in terms of
Euler characteristics χ
(
Md
′
stQ(µ)
)
of µ-stable moduli schemes Md
′
stQ(µ), such
that integrality of the DˆTdQ(µ) follows from integrality of the χ
(
Md
′
stQ(µ)
)
.
Since in our set up we never use stable moduli schemes, and one of our major
themes is counting strictly semistables correctly, to involve invariants counting
only stables and ignoring strictly semistables seems curious.
Theorem 7.29. Let Q be a quiver, and write χˆQ : K(mod-CQ)×K(mod-CQ)
→ Z for the Euler form of Q and χ¯Q : K(mod-CQ)×K(mod-CQ)→ Z for its
antisymmetrization, as in (7.4)–(7.6). Let (µ,R,6) be a generic slope stability
condition on mod-CQ, that is, for all d, e ∈ C(mod-CQ) with µ(d) = µ(e) we
have χ¯Q(d, e) = 0. Then for all d ∈ C(mod-CQ) the constructible function
FdQ(µ) on M
d
ss(µ) in (7.54) is Z-valued, so that DˆT
d
Q(µ) ∈ Z.
First proof. For Q, (µ,R,6),d as in the theorem, let a C-point in Mdss(µ) be
represented by a µ-polystable E = a1E1 ⊕ · · · ⊕ akEk, where E1, . . . , Ek are
pairwise nonisomorphic µ-stables in mod-CQ with µ([E1]) = · · · = µ([Ek]), and
a1, . . . , ak > 1. Use the notation of Proposition 7.28. As (µ,R,6) is generic and
µ([Ei]) = µ([Ej ]) we have χ¯Q([Ei], [Ej ]) = 0 for all i, j. But G in (7.56) takes
χˆQE to χˆQ and χ¯QE to χ¯Q, so χ¯QE ([Eˆi], [Eˆj ]) = 0 for all i, j. Since the [Eˆi] for
i = 1, . . . , k span K(mod-CQE), this implies that χ¯QE ≡ 0. We must show that
FdQ(µ)([E]) ∈ Z, which by Proposition 7.28 is equivalent to DˆT
a
QE
(0) ∈ Z.
Thus, replacing QE,a by Q,d, it is enough to show that for all quivers Q
with χ¯Q ≡ 0 and all d ∈ C(mod-CQ) we have DˆTdQ(0) ∈ Z. Note that as in
Corollary 7.18, χ¯Q ≡ 0 implies that DˆTdQ(µ) is independent of the choice of
stability condition (µ,R,6), so DˆTdQ(0) ∈ Z is equivalent to DˆT
d
Q(µ) ∈ Z for
any (µ,R,6) on mod-CQ. Write |d| for the total dimension
∑
v∈Q0
d(v) of d.
We will prove the theorem by induction on |d|.
Let N > 0. Suppose by induction that for all quivers Q with χ¯Q ≡ 0 and all
d ∈ C(mod-CQ) with |d| 6 N we have DˆTdQ(0) ∈ Z. (The first step N = 0 is
vacuous.) Let Q be a quiver with χ¯Q ≡ 0 and d ∈ C(mod-CQ) with |d| = N+1.
We divide into two cases:
(a) d(v) = N + 1 for some v ∈ Q0, and d(w) = 0 for v 6= w ∈ Q0; and
(b) there are v 6= w in Q0 with d(v),d(w) > 0.
In case (a), the vertices w in Q with w 6= v, and the edges joined to them
make no difference to DˆTdQ(0), as in (X, ρ) with [(X, ρ)] = d in C(mod-CQ) the
vector spaces Xw are zero for w 6= v. Thus DˆTdQ(0) = DˆT
N+1
Qm
(0), where m is
the number of edges v → v in Q, and Qm is the quiver with one vertex v and
m edges v → v. Example 7.27 then shows that DˆTdQ(0) ∈ Z, as we want.
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In case (b), choose a stability condition (µ,R,6) on mod-CQ with µ(δv) 6=
µ(δw). Then DˆT
d
Q(0) = DˆT
d
Q(µ) by Corollary 7.18. So (7.54)–(7.55) give
DˆTdQ(0)=DˆT
d
Q(µ)=χ
(
Mdss(µ), F
d
Q(µ)
)
=
∫
[E]∈Mdss(µ):
E=a1E1⊕···⊕akEk,
E µ-polystable
DˆTaQE (0) dχ. (7.59)
Let E = a1E1 ⊕ · · · ⊕ akEk be as in (7.59). Then
∑k
i=1 ai[Ei] = d, so∑k
i=1 ai|[Ei]| = |d| = N + 1. Suppose for a contradiction that |[Ei]| = 1 for all
i = 1, . . . , k. Then each Ei is 1-dimensional, and located at some vertex u ∈ Q0,
so [Ei] = δu in C(mod-CQ), and µ([Ei]) = µ(u). For each u ∈ Q0, we have∑
i:[Ei]=δu
ai = d(u). As d(v),d(w) > 0, this implies there exist i, j = 1, . . . , k
with [Ei] = δv and [Ej ] = δw. But then µ([Ei]) = µ(δv) 6= µ(δw) = µ([Ej ]),
which contradicts µ([E1]) = · · · = µ([Ek]) as E is µ-polystable.
Therefore |[Ei]| > 1 for all i = 1, . . . , k, and |[Ei]| > 1 for some i. As∑k
i=1 ak|[Ei]| = N + 1 we see that |a| =
∑k
i=1 ai 6 N , so DˆT
a
QE
(0) ∈ Z by
the inductive hypothesis. As this holds for all E in (7.59), DˆTdQ(0) is the Euler
characteristic integral of a Z-valued constructible function, so DˆTdQ(0) ∈ Z.
This completes the inductive step, and the first proof of Theorem 7.29.
Second proof of Theorem 7.29. Let Q, χ¯Q, µ be as in the theorem. Then by
perturbing µ slightly we can find a second slope stability condition (µ˜,R,6)
on mod-CQ such that µ dominates µ˜ in the sense of Definition 3.12, and if
d, e ∈ C(mod-CQ) then µ˜(d) = µ˜(e) if and only if d, e are proportional.
Let d ∈ C(mod-CQ) be primitive, and fix e ∈ C(mod-CQ) with e·d = p > 0.
Write N = χˆQ(d,d). Then we have
Fd,e(t) : = 1 +
∑
n>1
χ
(
Md,estf Q(µ˜
′)
)
tn = 1 +
∑
n>1
(
(−1)n
2p+nNNDT nd,eQ (µ˜
′)
)
tn
= exp
[
−
∑
n>1
(−1)npnp · D¯T ndQ (µ˜) · (−1)
np+nN tn
]
= exp
[
−
∑
n>1
np
∑
m>1, m|n
1
m2
DˆT
nd/m
Q (µ˜)((−1)
N t)n
]
(7.60)
= exp
[
−
∑
i>1
ip · DˆT idQ (µ˜)
∑
m>1
((−1)N t)im
m
]
=
∏
i>1
(
1− ((−1)N t)i
)
ip·DˆT idQ (µ˜),
in formal power series in t, where the first step uses (7.28), the second step is
Corollary 7.24 with W ≡ 0, c = µ˜(d) and (−1)p+N t in place of qd, the third
substitutes in (7.22), the fourth sets i = n/m, and the fifth uses
1− x = exp
[
log(1− x)
]
= exp
[
−
∑
m>1
xm
m
]
.
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Set Sd(t) = Fd,e(t)1/p, so that in the notation of Reineke [90, p. 10] we have
Sdµ˜(t) = S
d(t)N . Then (7.60) gives
Sd(t) =
∏
i>1
(
1− ((−1)N t)i
)
−iai , with ai = −DˆT
id
Q (µ˜). (7.61)
Note that Sd(t) is independent of the choice of e, which also follows from [90,
Th. 4.2]. By Reineke [90, Cor. 4.3], Sd(t) satisfies the functional equation
Sd(t)N =
∏
i>1
(
1− tiSd(t)iN
)−iN ·χ(MidstQ(µ˜)),
where χ
(
MidstQ(µ˜)
)
is the Euler characteristic of the moduli scheme MidstQ(µ˜)
of µ˜-stable E in mod-CQ with dimE = id. If N 6= 0, taking N th roots gives
Sd(t) =
∏
i>1
(
1− tiSd(t)iN
)−i·χ(MidstQ(µ˜)), (7.62)
so that
Sd(t) =
∏
i>1
(
1− (tSd(t)N )i
)ibi
, where bi = −χ(M
id
stQ(µ˜)). (7.63)
When N = 0, equations (7.62)–(7.63) follow directly from [90, Th. 6.2].
Now Reineke [90, Th. 5.9] shows that if a formal power series Sd(t) satisfies
equations (7.61) and (7.63) for N ∈ Z and ai, bi ∈ Q, then ai ∈ Z for all i > 1
if and only if bi ∈ Z for all i > 1. In our case bi ∈ Z is immediate, so ai ∈ Z,
and thus DˆT idQ (µ˜) ∈ Z. As this holds for all primitive d ∈ C(mod-CQ), we have
DˆTdQ(µ˜) ∈ Z for all d ∈ C(mod-CQ). Also, comparing (7.61) and (7.63) shows
that we could compute the DˆT idQ (µ˜) from the χ(M
jd
stQ(µ˜)) for j = 1, . . . , i.
Theorem 7.17 now writes D¯T dQ(µ) in terms of the D¯T
e
Q(µ˜), in the form
D¯TdQ(µ) = D¯T
d
Q(µ˜) + higher order terms.
Each higher order term involves a finite set I with |I| > 1, a splitting d =∑
i∈I κ(i) for κ(i) ∈ C(mod-CQ), a combinatorial coefficient V (I,Γ, κ; µ˜, µ) ∈
Q, a product of |I| − 1 terms χ¯(κ(i), κ(j)), and the product of the D¯T
ka(i)
Q (µ˜).
Now as µ dominates µ˜ it follows that V (I,Γ, κ; µ˜, µ) = 0 unless µ(κ(i)) = µ(d)
for all i ∈ I, as in [54]. But then µ generic implies that χ¯(κ(i), κ(j)) = 0.
Hence all the higher order terms are zero, and D¯TdQ(µ) = D¯T
d
Q(µ˜) for all
d ∈ C(mod-CQ). Therefore DˆTdQ(µ) = DˆT
d
Q(µ˜) for all d ∈ C(mod-CQ), so
DˆTdQ(µ) ∈ Z, as we have to prove.
As for Question 6.14, we can ask:
Question 7.30. In the situation of Theorem 7.29, does there exist a natural
perverse sheaf Q on Mdss(µ) with χMdss(µ)(Q) ≡ F
d
Q(µ)?
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One can ask the same question about Saito’s mixed Hodge modules [92].
These questions should be amenable to study in explicit examples.
Remark 7.31. The proof of Theorem 7.29 also holds without change for arbi-
trary generic stability conditions (τ, T,6) on mod-CQ in the sense of §3.2 with
K(mod-CQ) = ZQ0 , not just for slope stability conditions (µ,R,6).
8 The proof of Theorem 5.3
Let X be a projective Calabi–Yau m-fold over an algebraically closed field K
with a very ample line bundle OX(1). Our definition of Calabi–Yau m-fold
requires that X should be smooth, the canonical bundle KX should be trivial,
and that Hi(OX) = 0 for 0 < i < m. Let M and Vect be the moduli stacks of
coherent sheaves and algebraic vector bundles on X , respectively. ThenM,Vect
are both Artin K-stacks, locally of finite type. This section proves Theorem 5.3,
which says that M is locally isomorphic to Vect, in the Zariski topology.
Recall the following definition of Seidel–Thomas twist, [96, Ex. 3.3]:
Definition 8.1. For each n ∈ Z, the Seidel–Thomas twist TOX(−n) by OX(−n)
is the Fourier–Mukai transform from D(X) to D(X) with kernel
K = cone
(
OX(n)OX(−n) −→ O∆
)
.
A good book on derived categories and Fourier–Mukai transforms is Huybrechts
[42]. Since X is Calabi–Yau, which includes the assumption that Hi(OX) = 0
for 0 < i < m, we see that HomiD(X)(OX(−n),OX(−n)) is C for i = 0,m and
zero otherwise, so OX(−n) is a spherical object in the sense of [96, Def. 1.1],
and by [96, Th. 1.2] the Seidel–Thomas twist TOX(−n) is an autoequivalence
of D(X). Define Tn = TOX(−n)[−1], the composition of TOX(−n) and the shift
[−1]. Then Tn is also an autoequivalence of D(X).
The functors Tn do not preserve the subcategory coh(X) in D(X), that is, in
general they take sheaves to complexes of sheaves. However, given any bounded
family of sheaves EU on X we can choose n 0 such that Tn takes the sheaves
in EU to sheaves, rather than complexes.
Lemma 8.2. Let U be a finite type K-scheme and EU a coherent sheaf on
X × U flat over U, that is, a U -family of coherent sheaves on X. Then for
n 0, FU = Tn(U) is also a U -family of coherent sheaves on X.
Proof. Since U is of finite type, the family of coherent sheaves EU is bounded,
so there exists n 0 such that Hi(Eu(n)) = 0 vanishes for all u ∈ U and i > 0,
and Eu(n) is globally generated. Then we have
Tn(Eu) = cone
(⊕
i>0 Ext
i(OX(−n), Eu)⊗OX(−n)[−i] −→ Eu
)
[−1]
= cone
(
Hom(OX(−n), Eu)⊗OX(−n) −→ Eu
)
[−1]
= Ker
(
Hom(OX(−n), Eu)⊗OX(−n) −→ Eu
)
,
(8.1)
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where the first line is from the definition, the second as Hi(Eu(n)) = 0 for i > 0,
and the third as Hom(OX(−n), Eu) ⊗ OX(−n) → Eu is surjective in coh(X)
as Eu(n) is globally generated. Thus Fu = Tn(Eu) is a sheaf, rather than a
complex, for all u ∈ U . In sheaves on X × U , we have an exact sequence:
0 // FU // p∗XpX,∗(EU (n))⊗ p
∗
X(OX(−n)) // EU // 0,
and FU is flat over U as EU and p
∗
XpX,∗(EU (n))⊗ p
∗
X(OX(−n)) are.
We recall the notion of homological dimension of a sheaf, as in Hartshorne
[40, p. 238] and Huybrechts and Lehn [44, p. 4]:
Definition 8.3. For a nonzero sheaf E in coh(X), the homological dimension
hd(E) is the smallest n > 0 for which there exists an exact sequence in coh(X)
0→ Vn → Vn−1 → · · · → V0 → E → 0,
with V0, . . . , Vn vector bundles (locally free sheaves). Clearly hd(E) = 0 if and
only if E is a vector bundle. Equivalently, hd(E) is the largest n > 0 such that
Extn(E,Ox) = 0 for some x ∈ X , where Ox is the skyscraper sheaf at x. Since
X is smooth of dimension m we have hd(E) 6 m for all E ∈ coh(X).
The operators Tn above decrease hd(E) by 1 when n 0, unless hd(E) = 0
when they fix hd(E).
Lemma 8.4. Let U,EU and n  0 be as in Lemma 8.2. Then for all u ∈ U
we have hd(Tn(Eu)) = max(hd(Eu)− 1, 0).
Proof. As in (8.1) we have an exact sequence
0 −→ Tn(Eu)→ H
0(Eu(n))⊗OX(−n) −→ Eu −→ 0.
Applying Ext(−,Ox) to this sequence for x ∈ X gives a long exact sequence
· · · −→ H0(Eu(n))⊗ Ext
i(OX(−n),Ox) −→ Ext
i(Tn(Eu),Ox)
−→ Exti+1(Eu,Ox) −→ H
0(Eu(n))⊗ Ext
i+1(OX(−n),Ox) −→ · · · .
Thus Exti(Tn(Eu),Ox) ∼= Ext
i+1(Eu,Ox) for i > 0, as Ext
i(OX(−n),Ox) = 0
for i > 0. Since hd(Eu) is the largest n > 0 such that Ext
n(E,Ox) = 0 for
some x ∈ X , this implies that hd(Tn(Eu)) = hd(Eu) − 1 if hd(Eu) > 0, and
hd(Tn(Eu)) = 0 if hd(Eu) = 0.
Corollary 8.5. Let U be a finite type K-scheme and EU a U -family of coherent
sheaves on X. Then there exist n1, . . . , nm  0 such that Tnm ◦ Tnm−1 ◦ · · · ◦
Tn1(EU ) is a U -family of vector bundles on X.
Proof. Apply Lemma 8.2 m times to EU , where by induction on i = 1, . . . ,m,
ni is the n in Lemma 8.2 applied to the U -family of sheaves Tni−1 ◦· · ·◦Tn1(EU ).
For each u ∈ U we have hd(Eu) 6 m, since X is smooth of dimension m. So
Lemma 8.4 implies that hd
(
Tn1(Eu)
)
6 m− 1, and by induction hd
(
Tni ◦ · · · ◦
Tn1(Eu)
)
6 m− i for i = 1, . . . ,m. Hence hd
(
Tnm ◦ · · · ◦ Tn1(Eu)
)
= 0, so that
Tnm ◦ · · · ◦ Tn1(Eu) is a vector bundle on X for all u ∈ U .
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We can now prove Theorem 5.3. Let U be an open, finite type substack
of M. Then U admits an atlas pi : U → U, with U a finite type K-scheme.
Let EU be the corresponding U -family of coherent sheaves on X . Then EU
is a versal family of coherent sheaves on X which parametrizes all the sheaves
represented by points in U, up to isomorphism. Let n1, . . . , nm be as in Corollary
8.5 for these U,EU . Then by Lemma 8.2 applied m times and Corollary 8.5,
FU = Tnm ◦ · · · ◦Tn1(EU ) is a U -family of vector bundles. Thus FU corresponds
to a 1-morphism pi′ : U → Vect.
Since Fourier–Mukai transforms and shifts preserve moduli families of (com-
plexes of) sheaves, and EU is a versal family, FU is a versal family. Hence pi
′
is an atlas for an open substack V in Vect. If S is a K-scheme then Hom(S,U)
is the category of S-families ES of coherent sheaves on X which lie in U for all
s ∈ S, and Hom(S,V) the category of S-families FS of vector bundles on X
which lie in V for all s ∈ S. Then ES 7→ Tnm ◦ · · · ◦ Tn1(ES) defines an equiv-
alence of categories Hom(S,U) → Hom(S,V). Hence Tnm ◦ · · · ◦ Tn1 induces a
1-isomorphism ϕ : U → V, proving the first part of Theorem 5.3. The second
part follows by passing to coarse moduli spaces.
9 The proofs of Theorems 5.4 and 5.5
To prove Theorem 5.4 we will need a local description of the complex analytic
space Vectsi(C) underlying the coarse moduli space Vectsi of simple algebraic
vector bundles on a projective Calabi–Yau 3-fold X , in terms of gauge theory
on a complex vector bundle E → X , and infinite-dimensional Sobolev spaces
of sections of End(E) ⊗ Λ0,qT ∗X . For Theorem 5.5 we will need a similar
local description for the moduli stack Vect of algebraic vector bundles on X .
Fortunately, there is already a substantial literature on this subject, mostly
aimed at proving the Hitchin–Kobayashi correspondence, so we will be able to
quote many of the results we need.
Some background references are Hartshorne [40, App. B] on complex analytic
spaces (in finite dimensions) and the functor to them from C-schemes, Laumon
and Moret-Bailly [67] on Artin stacks, and Lang [66] on Banach manifolds. The
general theory of analytic functions on infinite-dimensional spaces, and (possibly
infinite-dimensional) complex analytic spaces is developed in Douady [21, 22],
and summarized in [27, §4.1.3] and [73, §7.5]. Some books covering much of
§9.1–§9.5 are Kobayashi [62, §VII.3], Lu¨bke and Teleman [73, §4.1 & §4.3], and
Friedman and Morgan [27, §4.1–§4.2]. Our main reference is Miyajima [79], who
proves that the complex-algebraic and gauge-theoretic descriptions of Vectsi(C)
are isomorphic as complex analytic spaces.
Let X be a projective complex algebraic manifold of dimension m. Then
Miyajima considers three different moduli problems:
• The moduli of holomorphic structures on a fixed C∞ complex vector bun-
dle E → X . For simple holomorphic structures we form the coarse moduli
space Holsi(E) =
{
∂¯E ∈ Asi : ∂¯2E = 0
}
/G , a complex analytic space.
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• The moduli of complex analytic vector bundles over X . For simple vector
bundles we form a coarse moduli space Vectansi , a complex analytic space.
• The moduli of complex algebraic vector bundles over X . For simple vector
bundles we form a coarse moduli space Vectsi, a complex algebraic space.
For all vector bundles we form a moduli stack Vect, an Artin C-stack.
Miyajima [79, §3] proves that Holsi(E) ∼= Vect
an
si
∼= Vectsi(C) locally as
complex analytic spaces. Presumably one can also prove analogous results for
moduli stacks of all vector bundles, working in some class of analytic C-stacks,
but the authors have not found references on this in the literature. Instead, to
prove what we need about the moduli stack Vect, we will express our results in
terms of versal families of objects.
Sections 9.1, 9.2, 9.4 and 9.5 explain moduli spaces of holomorphic struc-
tures, of analytic vector bundles, and of algebraic vector bundles, respectively,
and the isomorphisms between them. Section 9.3 is an aside on existence of
local atlases for M with group-invariance properties. All of §§9.1, 9.2 and 9.4 is
from Miyajima [79] and other sources, or is easily deduced from them. Sections
9.6–9.8 prove Theorems 5.4 and 5.5.
9.1 Holomorphic structures on a complex vector bundle
Let X be a compact complex manifold of complex dimension m. Fix a nonzero
C∞ complex vector bundle E → X of rank l > 0. That is, E is a smooth vector
bundle whose fibres have the structure of complex vector spaces isomorphic to
Cl, but E does not (yet) have the structure of a holomorphic vector bundle.
Here are some basic definitions.
Definition 9.1. A (smooth) semiconnection (or ∂¯-operator) is a first order
differential operator ∂¯E : C
∞(E)→ C∞(E⊗CΛ0,1T ∗X) satisfying the Leibnitz
rule ∂¯E(f ·e) = e⊗(∂¯f)+f ·∂¯Ee for all smooth f : X → C and e ∈ C∞(E), where
∂¯ is the usual operator on complex functions. They are called semiconnections
since they arise as the projections to the (0, 1)-forms Λ0,1T ∗X of connections
∇ : C∞(E)→ C∞
(
E⊗C(T ∗X⊗RC)
)
, so they are half of an ordinary connection.
Any semiconnection ∂¯E : C
∞(E)→ C∞(E⊗CΛ0,1T ∗X) extends uniquely to
operators ∂¯E : C
∞(E ⊗C Λp,qT ∗X)→ C∞(E ⊗C Λp,q+1T ∗X) for all 0 6 p 6 m
and 0 6 q < m satisfying ∂¯E(e∧α) = (−1)
r+se⊗ ∂¯α+(∂¯Ee)∧α for all smooth
e ∈ C∞(E ⊗C Λr,sT ∗X) and α ∈ C∞(Λp−r,q−sT ∗X) with 0 6 r 6 p, 0 6 s 6 q.
In particular we can consider the composition
C∞(E)
∂¯E // C∞(E ⊗C Λ0,1T ∗X)
∂¯E // C∞(E ⊗C Λ0,2T ∗X).
The composition ∂¯2E can be regarded as a section of C
∞
(
End(E)⊗C Λ0,2T ∗X
)
called the (0, 2)-curvature, analogous to the curvature of a connection.
The semiconnection ∂¯E defines a holomorphic structure on E if ∂¯
2
E = 0.
That is, if U is an open set in X (in the complex analytic topology) we can
define E(U) =
{
e ∈ C∞(E|U ) : ∂¯Ee = 0
}
, and if V ⊆ U ⊆ X are open we have
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a restriction map ρUV : E(U) → E(V ). Then E is a complex analytic coherent
sheaf on X . Since ∂¯2E = 0 we can use the Newlander–Nirenberg Theorem to
show that near each x ∈ X there exists a basis of holomorphic sections for E,
and thus E is locally free, that is, it is an analytic vector bundle. Conversely,
given a locally free complex analytic coherent sheaf E on X , we can write it as
a subsheaf of the sheaf of smooth sections of a complex vector bundle E → X ,
and then there is a unique semiconnection ∂¯E on E with ∂¯
2
E = 0 such that if
U ⊆ X is open and e ∈ C∞(U) then e ∈ E(U) if and only if ∂¯Ee = 0.
Fix a semiconnection ∂¯E with ∂¯
2
E = 0. Then any other semiconnection ∂¯
′
E
may be written uniquely as ∂¯E+A for A ∈ C∞
(
End(E)⊗CΛ0,1T ∗X
)
. Thus the
set A of smooth semiconnections on E is an infinite-dimensional affine space.
The (0, 2)-curvature of ∂¯′E = ∂¯E +A is
F 0,2A = ∂¯EA+A ∧ A.
Here to form ∂¯EA we extend the action of ∂¯E on E to End(E) ⊗C Λ0,1T ∗X =
E ⊗C E∗ ⊗C Λ0,1T ∗X in the natural way, and A ∧ A combines the Lie bracket
on End(E) with the wedge product ∧ : Λ0,1T ∗X × Λ0,1T ∗X → Λ0,2T ∗X .
Write Aut(E) for the subbundle of invertible elements in End(E). It is a
smooth bundle of complex Lie groups over X , with fibre GL(l,C). Define the
gauge group G = C∞
(
Aut(E)
)
to be the space of smooth sections of Aut(E).
It is an infinite-dimensional Lie group, with Lie algebra g = C∞(End(E)). It
acts on the right on A by γ : ∂¯′E 7→ ∂¯
′
E
γ = γ−1 ◦ ∂¯′E ◦ γ. That is, ∂¯
′
E
γ is
the first order differential operator C∞(E) → C∞(E ⊗C Λ0,1T ∗X) acting by
e 7→ γ−1 ·
(
∂¯′E(γ · e)
)
. One can show that ∂¯′E
γ satisfies the Leibnitz rule, so that
∂¯′E
γ ∈ A , and this defines an action of G on A . Writing ∂¯′E = ∂¯E +A we have
(∂¯E +A)
γ = ∂¯E + (γ
−1 ◦A ◦ γ + γ−1∂¯γ). (9.1)
Write StabG (∂¯
′
E) for the stabilizer group of ∂¯
′
E ∈ A in G . It is a complex
Lie group with Lie algebra
stabG (∂¯
′
E) = Ker
(
∂¯′E : C
∞(End(E))→ C∞(End(E)⊗C Λ
0,1)
)
= Ker
(
(∂¯′E)
∗∂¯′E : C
∞(End(E))→ C∞(End(E))
)
,
which is the kernel of an elliptic operator on a compact manifold, and so is finite-
dimensional. In fact stabG (∂¯
′
E) is a finite-dimensional C-algebra, and StabG (∂¯
′
E)
is the group of invertible elements in stabG (∂¯
′
E). If ∂¯
′
E is a holomorphic structure
then stabG (∂¯
′
E) is the sheaf cohomology group H
0(End(E, ∂¯′E)).
The multiples of the identity Gm · idE in G act trivially on A , so Gm · idE ⊆
StabG (∂¯
′
E) for all ∂¯
′
E ∈ A . Call a semiconnection ∂¯
′
E simple if StabG (∂¯
′
E) =
Gm · idE . Write Asi for the subset of simple ∂¯′E in A . It is a G -invariant open
subset of A , in the natural topology.
Now A ,Asi,G have the disadvantage that they are not Banach manifolds.
Choose Hermitian metrics hX on X and hE on the fibres of E. As in Miyajima
[79, §1], fix an integer k > 2m + 1, and write A 2,k,A 2,ksi for the completions
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of A ,Asi in the Sobolev norm L
2
k, and G
2,k+1 for the completion of G in the
Sobolev norm L2k+1, defining norms using hX , hE. Then
A
2,k =
{
∂¯E + A : A ∈ L
2
k(End(E)⊗C Λ
0,1T ∗X)
}
, (9.2)
Also A 2,k,A 2,ksi are complex Banach manifolds, and G
2,k+1 is a complex Banach
Lie group acting holomorphically on A 2,k,A 2,ksi by (9.1).
Define Pk : A
2,k → L2k−1
(
End(E)⊗C Λ0,1T ∗X
)
by
Pk : ∂¯E +A 7−→ F
0,2
A = ∂¯EA+A ∧ A. (9.3)
Using the Sobolev Embedding Theorem we see that Pk is a well-defined, holo-
morphic map between complex Banach manifolds.
Definition 9.2. A family of holomorphic structures (T, τ) on E is a (finite-
dimensional) complex analytic space T and a complex analytic map of complex
analytic spaces τ : T → P−1k (0), where P
−1
k (0) ⊂ A
2,k as above. Two families
(T, τ), (T, τ ′) with the same base T are equivalent if there exists a complex
analytic map σ : T → G 2,k+1 such that τ ′ ≡ σ · τ , using the product · :
G
2,k+1 ×A 2,k → A 2,k which restricts to · : G 2,k+1 × P−1k (0)→ P
−1
k (0).
A family (T, τ) is called versal at t ∈ T if whenever (T ′, τ ′) is a family of
holomorphic structures on E and t′ ∈ T ′ with τ ′(t′) = τ(t), there exists an
open neighbourhood U ′ of t′ in T ′ and complex analytic maps υ : U ′ → T and
σ : U ′ → G 2,k+1 such that υ(t′) = t, σ(t′) = idE , and τ ◦υ ≡ σ ·τ ′|U ′ as complex
analytic maps U ′ → P−1(0). We call (T, τ) universal at t ∈ T if in addition the
map υ : U ′ → T is unique, provided the neighbourhood U ′ is sufficiently small.
(Note that we do not require σ to be unique. Thus, this notion of universal
is appropriate for defining a coarse moduli space, not a fine moduli space or
moduli stack.) The family (T, τ) is called versal (or universal) if it is versal (or
universal) at every t ∈ T .
Fix a smooth holomorphic structure ∂¯E on E, as above. In [79, Th. 1],
Miyajima constructs a versal family of holomorphic structures (T, τ) containing
∂¯E . We now explain his construction. Write ∂¯
∗
E for the formal adjoint of ∂¯E
computed using the Hermitian metrics hX onX and hE on the fibres of E. Then
∂¯∗E : C
∞(E ⊗C Λp,q+1T ∗X) → C∞(E ⊗C Λp,qT ∗X) for all p, q is a first order
differential operator such that 〈∂¯Ee, e′〉L2 = 〈e, ∂¯
∗
Ee
′〉L2 for all e ∈ C
∞(E ⊗C
Λp,qT ∗X) and e′ ∈ C∞(E⊗CΛp,q+1T ∗X), where 〈 , 〉L2 is the L
2 inner product
defined using hX , hE . Also ∂¯
∗
E extends to Sobolev spaces L
2
k.
Using Hodge theory for
(
C∞(End(E)⊗CΛ0,∗T ∗X), ∂¯E
)
, we give expressions
for the Ext groups of the holomorphic vector bundle (E, ∂¯E) with itself:
Extq
(
(E, ∂¯E), (E, ∂¯E)
)
∼=
Ker
(
∂¯E : C
∞(End(E)⊗C Λ0,qT ∗X)→ C∞(End(E)⊗C Λ0,q+1T ∗X)
)
Im
(
∂¯E : C∞(End(E)⊗C Λ0,q−1T ∗X)→ C∞(End(E)⊗C Λ0,qT ∗X)
)
∼=
{
e ∈ C∞(End(E)⊗C Λ
0,qT ∗X) : ∂¯Ee = ∂¯
∗
Ee = 0
}
=
{
e ∈ C∞(End(E)⊗C Λ
0,qT ∗X) : (∂¯E ∂¯
∗
E + ∂¯
∗
E ∂¯E)e = 0
}
.
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Hence the finite-dimensional complex vector space
E
q =
{
e ∈ C∞(End(E)⊗C Λ
0,qT ∗X) : (∂¯E ∂¯
∗
E + ∂¯
∗
E ∂¯E)e = 0
}
is isomorphic to Extq
(
(E, ∂¯E), (E, ∂¯E)
)
. Miyajima [79, §1] proves:
Proposition 9.3. (a) In the situation above, for sufficiently small  > 0,
Q =
{
∂¯E +A :A ∈ L
2
k(End(E)⊗C Λ
0,1T ∗X), ‖A‖L2k < ,
∂¯∗EA = 0, ∂¯
∗
E(∂¯EA+A ∧ A) = 0
} (9.4)
isafinite-dimensionalcomplexsubmanifoldof A 2,k,ofcomplexdimensiondimExt1(
(E, ∂¯E), (E, ∂¯E)
)
, such that ∂¯E ∈ Q and T∂¯EQ = E
1. Furthermore, Q ⊂
A ⊂ A 2,k, that is, if ∂¯E +A ∈ Q then A is smooth.
(b) Now define pi : Q → E
2 by pi : ∂¯E + A 7→ piE 2(∂¯EA + A ∧ A), where piE 2 :
L2k−1(End(E) ⊗C Λ
0,2T ∗X) → E 2 is orthogonal projection using the L2 inner
product. Then pi is a holomorphic map of finite-dimensional complex manifolds.
Let T = pi−1(0), as a complex analytic subspace of Q. Then T = Q∩P
−1
k (0),
as an intersection of complex analytic subspaces in A 2,k, so T is a complex
analytic subspace of P−1k (0). Also t = ∂¯E ∈ T, with τ(t) = ∂¯E , and the Zariski
tangent space TtT is E
1 ∼= Ext1
(
(E, ∂¯E), (E, ∂¯E)
)
.
(c) Making  smaller if necessary, (T, τ) is a versal family of smooth holo-
morphic structures on E, which includes ∂¯E. If ∂¯E is simple, then (T, τ) is a
universal family of smooth, simple holomorphic structures on E.
This gives the standard Kuranishi picture: there exists a versal family of
deformations of ∂¯E , with base space the zeroes of a holomorphic map from
Ext1
(
(E, ∂¯E), (E, ∂¯E)
)
to Ext2
(
(E, ∂¯E), (E, ∂¯E)
)
. Here is a sketch of the proof.
For (a), we consider the nonlinear elliptic operator F : L2k(End(E) ⊗C
Λ0,1T ∗X)→ L2k−2(End(E)⊗C Λ
0,1T ∗X) mapping F : A 7→ (∂¯E ∂¯
∗
E + ∂¯
∗
E ∂¯E)A+
∂¯∗E(A ∧ A). The image of F lies in the orthogonal subspace (E
1)⊥ to E 1 in
L2k−2(End(E)⊗C Λ
0,1T ∗X), using the L2 inner product. So we can consider F
as mapping F : L2k(End(E) ⊗C Λ
0,1T ∗X) → (E 1)⊥. The linearization of F at
A = 0 is then surjective, with kernel E 1. Part (a) then follows from the Implicit
Function Theorem for Banach spaces, together with elliptic regularity for F to
deduce smoothness in the last part.
For (b), one must show that (Pk|Q)
−1(0) and pi−1(0) coincide as complex
analytic subspaces of Q. Since pi factors through Pk we have (Pk|Q)
−1(0) ⊆
pi−1(0) as complex analytic subspaces. It is enough to show that any local
holomorphic function Q → C of the form f ◦Pk for a local holomorphic function
f : L2k−1
(
End(E) ⊗C Λ0,2T ∗X
)
→ C may also be written in the form f˜ ◦ pi for
a local holomorphic function f˜ : E 2 → C.
For (c), the main point is that the condition ∂¯∗EA = 0 is a ‘slice’ to the action
of G 2,k+1 on A 2,k at ∂¯E . That is, the Hilbert submanifold {∂¯E +A : ∂¯∗EA = 0}
in A 2,k intersects the orbit G 2,k+1 · ∂¯E transversely, and it also intersects every
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nearby orbit of G 2,k+1 in A 2,k. The complex analytic space T is exactly the
intersection (as Douady complex analytic subspaces of A 2,k) of P−1k (0), the
slice {∂¯E + A : ∂¯∗EA = 0}, and the ball of radius  around ∂¯E in A
2,k. The
point of introducing Q, E
1, E 2, pi is to describe this complex analytic space T
in strictly finite-dimensional terms.
9.2 Moduli spaces of analytic vector bundles on X
Let X be a compact complex manifold. Here is the analogue of Definition 9.2
for analytic vector bundles.
Definition 9.4. A family of analytic vector bundles (T,F) on X is a (finite-
dimensional) complex analytic space T and a complex analytic vector bundle F
over X × T which is flat over T . For each t ∈ T , the fibre Ft of the family is
F|X×{t}, regarded as a complex analytic vector bundle over X ∼= X × {t}.
A family (T,F) is called versal at t ∈ T if whenever (T ′,F ′) is a family
of analytic vector bundles on X and t′ ∈ T ′ with Ft ∼= F ′t′ as analytic vector
bundles on X , there exists an open neighbourhood U ′ of t′ in T ′, a complex
analytic map υ : U ′ → T with υ(t′) = t and an isomorphism υ∗(F) ∼= F ′|X×U ′
as vector bundles over X × U ′.
It is called universal at t ∈ T if in addition the map υ : U ′ → T is unique,
provided the neighbourhood U ′ is sufficiently small. (Note that we do not
require the isomorphism υ∗(F) ∼= F ′|X×U ′ to be unique.) The family (T,F) is
called versal (or universal) if it is versal (or universal) at every t ∈ T .
In a parallel result to Proposition 9.3(c), Forster and Knorr [25] prove that
any analytic vector bundle on X can be extended to a versal family of analytic
vector bundles. Then Miyajima [79, §2] proves:
Proposition 9.5. Let X be a compact complex manifold, E → X a C∞ com-
plex vector bundle, and ∂¯E a holomorphic structure on E, so that (E, ∂¯E) is an
analytic vector bundle over X. Let (T, τ) be the versal family of holomorphic
structures on E containing ∂¯E constructed in Proposition 9.3.
Then there exists a versal family of analytic vector bundles (T,F) over X,
and an isomorphism F → E × T of C∞ complex vector bundles over X × T
which induces the family of holomorphic structures (T, τ). If (E, ∂¯E) is simple
then (T,F) is a universal family of simple analytic vector bundles.
Here is an idea of the proof. Let (T,F) be a family of analytic vector bundles
over X , let t ∈ T , and let E → X be the complex vector bundle underlying the
analytic vector bundle Ft → X . Then for some small open neighbourhood U
of t in T , we can identify F|X×U with (E × U) → (X × U) as complex vector
bundles, where (E × U)→ (X × U) is the pullback of E from X to X × U .
Thus, the analytic vector bundle structure on F|X×U induces an analytic
vector bundle structure on (E × U) → (X × U). We can regard this as a first
order differential operator ∂¯E,U : C
∞(E)→ C∞
(
E ⊗Λ0,1T ∗X ⊕E ⊗Λ0,1T ∗U
)
on bundles over X × U . Thus, ∂¯E,U has two components, a ∂¯-operator in the
136
X directions and a ∂¯-operator in the U directions in X × U . The first of these
components is a family of holomorphic structures (U, τ) on E.
Therefore, by choosing a (local) trivialization in the T -directions, a family
(T,F) of analytic vector bundles induces a family (T, τ) of holomorphic struc-
tures on E, by forgetting part of the structure. Conversely, given a family (T, τ)
of holomorphic structures on E, we can try to add extra structure, a ∂¯-operator
in the T directions in X × T , to make (T, τ) into a family of analytic vector
bundles (T,F). Miyajima proves that this can be done, and that the local de-
formation functors are isomorphic. Hence the (uni)versal family in Proposition
9.3 lifts to a (uni)versal family of analytic vector bundles.
9.3 Constructing a good local atlas S for M near [E]
We divert briefly from our main argument to prove the first part of the second
paragraph of Theorem 5.5, the existence of a 1-morphism Φ : [S/GC]→M forM
satisfying various conditions. LetX,M, E,Aut(E) and GC be as in Theorem 5.5.
Proposition 9.6. There exists a finite type open C-substack Q in M with
[E] ∈ Q(C) ⊂M(C) and a 1-isomorphism Q ∼= [Q/H ], where Q is a finite type
C-scheme and H an algebraic C-group acting on Q. Furthermore we may realize
Q as a quasiprojective C-scheme, a locally closed C-subscheme of a complex
projective space P(W ), such that the action of H on Q is the restriction of an
action of H on P(W ) coming from a representation of H on W .
Proof. We follow the standard method for constructing coarse moduli schemes
of semistable coherent sheaves in Huybrechts and Lehn [44], adapting it for Artin
stacks. Choose an ample line bundle OX(1) on X , let P be the Hilbert polyno-
mial of E and fix n ∈ Z. Consider Grothendieck’s Quot Scheme QuotX
(
CP (n)⊗
OX(−n), P
)
, explained in [44, §2.2], which parametrizes quotients CP (n) ⊗
OX(−n)  E
′, where E′ has Hilbert polynomial P . Then the C-group H =
GL(P (n),C) acts on QuotX
(
CP (n) ⊗OX(−n), P
)
.
Let Q be the H-invariant open C-subscheme of QuotX
(
CP (n)⊗OX(−n), P
)
parametrizing φ : CP (n) ⊗ OX(−n)  E′ for which Hi(E′(n)) = 0 for i > 0
and φ∗ : C
P (n) → H0(E′(n)) is an isomorphism. Then the projection [Q/H ]→
M taking the GL(P (n),C)-orbit of φ : CP (n) ⊗ OX(−n)  E′ to E′ is a 1-
isomorphism with an open C-substack Q of M. If n 0 then [E] ∈ Q(C). For
the last part, QuotX
(
CP (n) ⊗OX(−n), P
)
is projective as in [44, Th. 2.2.4], so
it comes embedded as a closed C-subscheme in some P(W ), and by construction
the H-action on QuotX
(
CP (n) ⊗ OX(−n), P
)
is the restriction of an H-action
on P(W ) from a representation of H on W .
The proof of the next proposition is similar to parts of that of Luna’s Etale
Slice Theorem [74, §III].
Proposition 9.7. In the situation of Proposition 9.6, let s ∈ Q(C) project to
the point sH in Q(C) identified with [E] ∈ M(C) under the 1-isomorphism
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Q ∼= [Q/H ]. This 1-isomorphism identifies the stabilizer groups IsoM([E]) =
Aut(E) and Iso[Q/H](sH) = StabH(s), and the Zariski tangent spaces T[E]M ∼=
Ext1(E,E) and TsH [Q/H ] ∼= TsQ/Ts(sH), so we have natural isomorphisms
Aut(E) ∼= StabH(s) and Ext
1(E,E) ∼= TsQ/Ts(sH).
Let K be the C-subgroup of StabH(s) ⊆ H identified with GC in Aut(E).
Then there exists a K-invariant, locally closed C-subscheme S in Q with s ∈
S(C), such that TsQ = TsS ⊕ Ts(sH), and the morphism µ : S × H → Q
induced by the inclusion S ↪→ Q and the H-action on Q is smooth of relative
dimension dimAut(E).
Proof. We have s ∈ Q(C) ⊂ P(W ), so s corresponds to a 1-dimensional vector
subspace L of W . As K ⊆ StabH(s) ⊆ H , this L is preserved by K, that is, L
is a K-subrepresentation of W . Since K ∼= GC is reductive, we can decompose
W into a direct sum of K-representationsW = L⊕W ′. Then there is a natural
identification of K-representations Ts P(W ) =W
′ ⊗ L∗.
We have s ∈ (sH)(C) ⊆ Q(C) ⊆ P(W ), where sH and Q are both K-
invariant C-subschemes of P(W ). Hence we have inclusions of Zariski tangent
spaces, which are K-representations
Ts(sH) ⊆ TsQ ⊆ TsP(W ) =W
′ ⊗ L∗.
As K is reductive, we may choose K-subrepresentations W ′′,W ′′′ of Ts P(W )
such that TsQ = Ts(sH) ⊕W ′′ and Ts P(W ) = TsQ ⊕W ′′′. Then W ′ ⊗ L∗ =
Ts(sH)⊕W ′′⊕W ′′′. Tensoring by L and using W = L⊕W ′ gives a direct sum
of K-representations
W = L⊕
(
Ts(sH)⊗ L
)
⊕
(
W ′′ ⊗ L
)
⊕
(
W ′′′ ⊗ L
)
. (9.5)
Define S′ = Q ∩ P
(
L ⊕ (W ′′ ⊗ L) ⊕ (W ′′′ ⊗ L)
)
, where we have omitted
the factor Ts(sH) ⊗ L in (9.5) in the projective space. Then S′ is a locally
closed C-subscheme of P(W ), and is K-invariant as it is the intersection of two
K-invariant subschemes, with s ∈ S′(C). In the decomposition TsP(W ) =
Ts(sH) ⊕W
′′ ⊕W ′′′ we have TsQ = Ts(sH) ⊕W
′′ and TsP
(
L ⊕ (W ′′ ⊗ L) ⊕
(W ′′′ ⊗ L)
)
= W ′′ ⊕W ′′′, which intersect transversely in W ′′. Hence Q and
P
(
L⊕(W ′′⊗L)⊕(W ′′′⊗L)
)
intersect transversely at s ∈ S′(C), and TsS′ =W ′′,
so that TsQ = TsS
′ ⊕ Ts(sH).
Since TsQ = TsS
′⊕Ts(sH), we see that S′ intersects the H-orbit sH trans-
versely at s. It follows that the morphism µ′ : S′ × H → Q induced by the
inclusion S′ ↪→ Q and the H-action on Q is smooth at (s, 1), of relative dimen-
sion dimStabH(s) = dimAut(E). Let S be the C-subscheme of points s ∈ S
′(C)
such that µ′ is smooth of relative dimension dimAut(E) at (s, 1). This is an open
condition, so S is open in S′, and contains s. Therefore TsQ = TsS ⊕ Ts(sH),
as we want. Write µ = µ′|S×H . Then µ : S × H → Q is smooth of relative
dimension Aut(E) along S×{1}, and so is smooth of relative dimension Aut(E)
on all of S ×H , since µ is equivariant under the action of H on S ×H acting
trivially on S and on the right on H , and the right action of H on Q.
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Since S is invariant under the C-subgroup K of the C-group H acting on
Q, the inclusion i : S ↪→ Q induces a representable 1-morphism of quotient
stacks i∗ : [S/K] → [Q/H ]. We claim that i∗ is smooth of relative dimen-
sion dimAut(E) − dimGC. Since the projection pi : Q → [Q/H ] is an atlas
for [Q/H ], this is true if and only if the projection from the fibre product
pi2 : [S/K] ×i∗,[Q/H],pi Q → Q is a smooth morphism of C-schemes of rela-
tive dimension dimAut(E) − dimGC. But [S/K] ×i∗,[Q/H],pi Q
∼= (S × H)/K,
where K acts in the given way on S and on the left on H . The projection
pi2 : (S ×H)/K → Q fits into the commutative diagram
(S ×H)/K
pi2
++VVVV
VVVV
V
S ×H
pi 33ggggggggg µ // Q,
where pi : S×H → (S×H)/K is the projection to the quotient. As pi is smooth
of relative dimension dimK = dimGC and surjective, and µ is smooth of relative
dimension dimAut(E) by Proposition 9.7, it follows that pi2 and hence i∗ are
smooth of relative dimension dimAut(E) − dimGC.
Combining the isomorphism K ∼= GC, the 1-morphism i∗ : [S/K]→ [Q/H ],
the 1-isomorphism Q ∼= [Q/H ], and the open inclusion Q ↪→ M, yields a 1-
morphism Φ : [S/GC] → M, as in Theorem 5.5. This Φ is smooth of relative
dimension dimAut(E) − dimGC, as i∗ is. If Aut(E) is reductive, so that GC =
Aut(E), then Φ is smooth of dimension 0, that is, Φ is e´tale.
The conditions Φ(sGC) = [E] and Φ∗ : Iso[S/GC](sG
C) → IsoM([E]) is the
natural GC ↪→ Aut(E) ∼= IsoM([E]) in Theorem 5.5 are immediate from the
construction. That dΦ|sGC : TsS ∼= TsGC [S/G
C] → T[E]M ∼= Ext
1(E,E) is
an isomorphism follows from T[E]M ∼= TsH [Q/H ] ∼= TsQ/Ts(sH) and TsQ =
TsS ⊕ Ts(sH) in Proposition 9.7.
9.4 Moduli spaces of algebraic vector bundles on X
We can now discuss results in algebraic geometry corresponding to §9.1–§9.2.
Let X be a projective complex algebraic manifold.
Definition 9.8. A family of algebraic vector bundles (T,F) on X is a C-scheme
T , locally of finite type, and an algebraic vector bundle F over X×T . For each
t ∈ T (C), the fibre Ft of the family is F|X×{t}, regarded as an algebraic vector
bundle over X ∼= X × {t}.
A family (T,F) is called formally versal at t ∈ T if whenever T ′ is a C-
scheme of finite length with exactly one C-point t′, and (T ′,F ′) is a family of
algebraic vector bundles on X with Ft ∼= F ′t′ as algebraic vector bundles on
X , there exists a morphism υ : T ′ → T with υ(t′) = t, and an isomorphism
υ∗(F) ∼= F ′ as vector bundles over X × T ′. It is called formally universal at
t ∈ T if in addition the morphism υ : T ′ → T is unique. The family (T,F) is
called formally versal (or formally universal) if it is formally versal (or formally
universal) at every t ∈ T .
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By work of Grothendieck and others, as in Laumon and Moret-Bailly [67,
Th. 4.6.2.1] for instance, we have:
Proposition 9.9. The moduli functor VBe´tsi : (C-schemes)→ (sets) of isomor-
phism classes of families of simple algebraic vector bundles on X, sheafified in
the e´tale topology, is represented by a complex algebraic space Vectsi locally of
finite type, the moduli space of simple algebraic vector bundles on X.
The moduli functor VB : (C-schemes)→ (groupoids) of families of algebraic
vector bundles on X is represented by an Artin C-stack Vect locally of finite
type, the moduli stack of algebraic vector bundles on X.
As in Miyajima [79, §3], the existence of Vectsi as a complex algebraic space
implies the existence e´tale locally of formally universal families of simple vector
bundles on X . Similarly, the existence of Vect as an Artin C-stack implies that
a smooth 1-morphism φ : S → Vect from a scheme S corresponds naturally to
a formally versal family (S,D) of vector bundles on X .
Proposition 9.10. (a) Let E be a simple algebraic vector bundle on X. Then
there exists an affine C-scheme S, a C-point s ∈ S, and a formally universal
family of simple algebraic vector bundles (S,D) on X with Ds ∼= E. This family
(S,D) induces an e´tale map of complex algebraic spaces pi : S → Vectsi with
pi(s) = [E ]. There is a natural isomorphism between the Zariski tangent space
TsS and Ext
1(E , E
)
.
(b) Let E be an algebraic vector bundle on X, and GC a maximal reductive
subgroup of Aut(E). Then §9.3 constructs a quasiprojective C-scheme S, an
action of GC on S, a GC-invariant point s ∈ S(C), and a 1-morphism Φ :
[S/GC] → Vect smooth of relative dimension dimAut(E) − dimGC, such that
Φ(sGC) = [E ], Φ∗ : Iso[S/GC](sG
C)→ IsoVect([E ]) is the inclusion GC ↪→ Aut(E),
and dΦ|sGC : TsS ∼= TsGC [S/G
C]→ T[E]Vect ∼= Ext
1(E , E) is an isomorphism.
Let (S,D) be the family of algebraic vector bundles on X corresponding to
the 1-morphism Φ ◦ pi : S → Vect, where pi : S → [S/G] is the projection. Then
(S,D) is formally versal and GC equivariant, with Ds ∼= E.
Together with §9.3, part (b) completes the proof of the second paragraph of
Theorem 5.5 for Vect. The proof for M follows from Theorem 5.3.
9.5 Identifying versal families of holomorphic structures
and algebraic vector bundles
Let E be an algebraic vector bundle on X . Write E → X for the underlying
C∞ complex vector bundle, and ∂¯E for the induced holomorphic structure on
E. Then (E, ∂¯E) is the analytic vector bundle associated to E . By Serre [97] we
have Ext1(E , E
)
∼= Ext1
(
(E, ∂¯E), (E, ∂¯E)
)
, that is, Ext groups computed in the
complex algebraic or complex analytic categories are the same.
Then Proposition 9.3 constructs a versal family (T, τ) of holomorphic struc-
tures on E, with τ(t) = ∂¯E for t ∈ T and TtT ∼= Ext
1
(
(E, ∂¯E), (E, ∂¯E)
)
. If
140
(E, ∂¯E) is simple then (T, τ) is a universal family of simple holomorphic struc-
tures. Proposition 9.5 shows that we may lift (T, τ) to a versal family (T,F) of
analytic vector bundles overX , with isomorphism
(
F → (X×T )
)
∼=
(
(E×T )→
(X × T )
)
as C∞ complex vector bundles inducing (T, τ). If (E, ∂¯E) is simple
then (T,F) is a universal family of simple analytic vector bundles.
On the other hand, using algebraic geometry, Proposition 9.10 gives a for-
mally versal family of algebraic vector bundles (S,D) on X with Ds ∼= E and
TsS ∼= Ext
1(E , E
)
, and if E is simple then (S,D) is a formally universal family
of simple algebraic vector bundles. Now Miyajima [79, §3] quotes Serre [97] and
Schuster [94] to say that if (S,D) is a formally versal (or formally universal)
family of algebraic vector bundles on X , then the induced family of complex
analytic vector bundles (San,Dan) is versal (or universal) in the sense of Defini-
tion 9.4.
Hence we have two versal families of complex analytic vector bundles: (T,F)
from Propositions 9.3 and 9.5, with Ft ∼= (E, ∂¯E), and (San,Dan) from Propo-
sition 9.10, with Ds ∼= (E, ∂¯E). We will prove these two families are locally iso-
morphic near s, t. In the universal case this is obvious, as in Miyajima [79, §3].
In the versal case we use the isomorphisms TtT ∼= Ext
1
(
(E, ∂¯E), (E, ∂¯E)
)
∼= TsS.
Proposition 9.11. Let E be an algebraic vector bundle on X, with underly-
ing complex vector bundle E and holomorphic structure ∂¯E. Let (T, τ), (T,F),
(S,D) be the versal families of holomorphic structures, analytic vector bundles,
and algebraic vector bundles from Propositions 9.3, 9.5, 9.10, so t ∈ T, s ∈ S(C)
with τ(t) = ∂¯E , Ft ∼= (E, ∂¯E), Ds ∼= E and TtT ∼=Ext
1
(
(E, ∂¯E), (E, ∂¯E)
)
∼= TsS.
Write (San,Dan) for the family of analytic vector bundles underlying (S,D).
Then there exist open neighbourhoods T ′ of t in T and S′an of s in San and
an isomorphism of complex analytic spaces ϕ : T ′ → S′an such that ϕ(t) = s and
ϕ∗(Dan) ∼= F|X×T ′ as analytic vector bundles over X × T ′.
Proof. From above, (T,F) and (San,Dan) are both versal families of analytic
vector bundles on X with Ft ∼= (E, ∂¯E) ∼= (Dan)s. By Definition 9.4, since
(San,Dan) is versal, there exists an open neighbourhood T˜ of t in T and a
morphism of complex analytic spaces ϕ˜ : T˜ → San such that ϕ˜(t) = s and
ϕ˜∗(Dan) ∼= F|T˜ . Similarly, since (T,F) is versal, there exists an open neighbour-
hood S˜an of s in San and a morphism of complex analytic spaces ψ˜ : S˜an → T
such that ψ˜(s) = t and ψ˜∗(F) ∼= Dan|S˜an .
Restricting the isomorphism ϕ˜∗(Dan) ∼= F|T˜ to the fibres at t gives an
isomorphism Ds ∼= Ft. We are also given isomorphisms Ft ∼= (E, ∂¯E) and
(E, ∂¯E) ∼= Ds. Composing these three (E, ∂¯E) ∼= Ds ∼= Ft ∼= (E, ∂¯E) gives an
automorphism γ of (E, ∂¯E). Differentiating ϕ˜ at t gives a C-linear map dϕ˜|t :
TtT˜ → TsS˜an. We also have isomorphisms TtT ∼= Ext
1
(
(E, ∂¯E), (E, ∂¯E)
)
∼=
TsS. Using the interpretation of Ext
1
(
(E, ∂¯E), (E, ∂¯E)
)
as infinitesimal de-
formations of (E, ∂¯E), one can show that under these identifications TtT ∼=
Ext1
(
(E, ∂¯E), (E, ∂¯E)
)
∼= TsS, the map dϕ˜|t : TtT˜ → TsS˜an corresponds to
conjugation by γ ∈ Aut(E, ∂¯E) in Ext
1
(
(E, ∂¯E), (E, ∂¯E)
)
. This implies that
dϕ˜|t : TtT˜ → TsS˜an is an isomorphism. Similarly, dψ˜|s : TsS˜an → TtT˜ is an
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isomorphism.
Suppose first that E is simple. Then (T,F), (San,Dan) are universal families,
so ϕ˜, ψ˜ above are unique. Also by universality of (T,F) we see that ψ˜ ◦ ϕ˜ ∼= idT
on T˜ ∩ ϕ˜−1(S˜an), and similarly ϕ˜ ◦ ψ˜ ∼= idSan on S˜an ∩ ψ˜
−1(T˜ ). Hence the
restrictions of ϕ˜ to T˜ ∩ ϕ˜−1(S˜an) and ψ˜ to S˜an∩ ψ˜
−1(T˜ ) are inverse, and setting
T ′ = T˜ ∩ ϕ˜−1(S˜an) and ϕ′ = ϕ˜|T ′ gives the result. This argument was used by
Miyajima [79, §3].
For the general case, ψ˜ ◦ ϕ˜ : T˜ ∩ ϕ˜−1(S˜an) → T is a morphism of complex
analytic spaces with ψ˜ ◦ ϕ˜(t) = t and d(ψ˜ ◦ ϕ˜)|t : TtT → TtT an isomorphism.
We will show that this implies ψ˜ ◦ ϕ˜ is an isomorphism of complex analytic
spaces near t. A similar result in algebraic geometry is Eisenbud [23, Cor. 7.17].
Write Ot,T for the algebra of germs of analytic functions on T defined near t.
Write mt,T for the maximal ideal of f in Ot,T with f(t) = 0.
In complex analytic geometry, the operations on Ot,T are not just addi-
tion and multiplication. We can also apply holomorphic functions of several
variables: if W is an open neighbourhood of 0 in Cl and F :W → C is holomor-
phic, then there is an operation F∗ : m
⊕l
t,T → Ot,T mapping F∗ : (f1, . . . , fl) 7→
F (f1, . . . , fl). Let N = dimTtT , and choose g1, . . . , gN ∈ mt,T such that
g1 + m
2
t,T , . . . , gN + m
2
t,T are a basis for mt,T /m
2
t,T
∼= T ∗t T . Then g1, . . . , gN
generate Ot,T over such operations F∗.
Let f ∈ Ot,T . Since (ψ˜ ◦ ϕ˜)
∗ : mt,T /m
2
t,T → mt,T /m
2
t,T is an isomorphism, we
see that (ψ˜ ◦ ϕ˜)∗(g1), . . . , (ψ˜ ◦ ϕ˜)∗(gN ) project to a basis for mt,T /m2t,T , so they
generate Ot,T over operations F∗. Thus there exists a holomorphic function F
defined near 0 in CN with f = F
(
(ψ˜ ◦ ϕ˜)∗(g1), . . . , (ψ˜ ◦ ϕ˜)∗(gN )
)
. Hence f =
(ψ˜ ◦ ϕ˜)∗
(
F (g1, . . . , gN )
)
. Thus (ψ˜ ◦ ϕ˜)∗ : Ot,T → Ot,T is surjective. But Ot,T is
noetherian as in Griffiths and Harris [33, p. 679], and a surjective endomorphism
of a noetherian ring is an isomorphism. Therefore (ψ˜ ◦ ϕ˜)∗ : Ot,T → Ot,T is an
isomorphism of local algebras.
Since Ot,T determines (T, t) as a germ of complex analytic spaces, this im-
plies ψ˜ ◦ ϕ˜ is an isomorphism of complex analytic spaces near t, as we claimed
above. Similarly, ϕ˜ ◦ ψ˜ is an isomorphism of complex analytic spaces near
s. Thus ϕ˜ and ψ˜ are isomorphisms of complex analytic spaces near s, t. So
we can choose an open neighbourhood T ′ of t in T˜ ∩ ϕ˜−1(S˜an) such that
ϕ = ϕ˜|T ′ : T
′ → S′an = ϕ˜(T
′) is an isomorphism of complex analytic spaces.
The conditions ϕ(t) = s and ϕ∗(Dan) ∼= F|X×T ′ are immediate.
9.6 Writing the moduli space as Crit(f)
We now return to the situation of §9.1, and suppose X is a Calabi–Yau 3-fold.
Let X be a compact complex 3-manifold with trivial canonical bundle KX , and
pick a nonzero section of KX , that is, a nonvanishing closed (3, 0)-form Ω on X .
Fix a C∞ complex vector bundle E → X on X , and choose a holomorphic
structure ∂¯E on E. Then A
2,k is given by (9.2) as in §9.1. Following Thomas
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[100, §3], define the holomorphic Chern–Simons functional CS : A 2,k → C by
CS : ∂¯E +A 7−→
1
4pi2
∫
X
Tr
(
1
2 (∂¯EA) ∧ A+
1
3A ∧ A ∧A
)
∧ Ω. (9.6)
Here A ∈ L2k(End(E)⊗C Λ
0,1T ∗X) and ∂¯EA ∈ L2k−1(End(E)⊗C Λ
0,2T ∗X). To
form (∂¯EA) ∧ A and A ∧ A ∧ A we take the exterior product of the Λ0,qT ∗X
factors, and multiply the End(E) factors. So 12 (∂¯EA) ∧ A +
1
3A ∧ A ∧ A is a
section of End(E) ⊗C Λ0,3T ∗X . We then apply the trace Tr : End(E) → C
to get a (0, 3)-form, wedge with Ω, and integrate over X . As k > 1, Sobolev
Embedding and X compact with dimX = 6 imply A is L3 and ∂¯EA is L
3/2, so
the integrand in (9.6) is L1 by Ho¨lder’s inequality, and CS is well-defined.
This CS is a cubic polynomial on the infinite-dimensional affine space A 2,k.
It is a well-defined analytic function on A 2,k in the sense of Douady [21, 22].
An easy calculation shows that for all A, a ∈ L2k(End(E)⊗C Λ
0,1T ∗X) we have
d
dt
[
CS(∂¯E +A+ ta)
]∣∣
t=0
=
1
4pi2
∫
X
Tr
(
a ∧ (∂¯EA+A ∧ A)
)
∧Ω, (9.7)
where ∂¯EA+A∧A = F
0,2
A = Pk(∂¯E +A) as in (9.3). Essentially, equation (9.7)
says that the 1-form dCS on the affine space A 2,k is given at ∂¯E + A by the
(0, 2)-curvature F 0,2A of ∂¯E +A.
Proposition 9.12. Suppose X is a compact complex 3-manifold with trivial
canonical bundle, E → X a C∞ complex vector bundle on X, and ∂¯E a holo-
morphic structure on E. Define CS : A 2,k → C by (9.6). Let Q, T be as in
Proposition 9.3. Then for sufficiently small  > 0, as a complex analytic sub-
space of the finite-dimensional complex submanifold Q, T is the critical locus
of the holomorphic function CS|Q : Q → C.
Proof. Following [79, §1], define R ⊂ Q × L2k−1(End(E)⊗C Λ
0,2T ∗X) by
R =
{
(∂¯E +A,B) ∈ Q × L
2
k−1(End(E)⊗C Λ
0,2T ∗X) :
∂¯∗EB = 0, ∂¯
∗
E(∂¯EB −B ∧A+A ∧B) = 0
}
.
(9.8)
Then Miyajima [79, Lem. 1.5] shows that for sufficiently small  > 0, R is a
complex submanifold of Q × L2k−1(End(E) ⊗C Λ
0,2T ∗X), and in the notation
of §9.1, the projection id×piE 2 : R → Q × E
2 is a biholomorphism. Thus the
projection piQ : R → Q makes R into a holomorphic vector bundle over Q,
with fibre E 2 ∼= Ext2
(
(E, ∂¯E), (E, ∂¯E)
)
. Note from (9.8) that the fibres of piQ
are vector subspaces of L2k−1(End(E)⊗CΛ
0,2T ∗X), so R is a vector subbundle
of the infinite-dimensional vector bundle Q×L2k−1(End(E)⊗CΛ
0,2T ∗X)→ Q.
Let ∂¯E + A ∈ Q, and set B = Pk(∂¯E + A) = F
0,2
A = ∂¯EA + A ∧ A. Then
∂¯∗EB = 0 by the definition (9.4) of Q, and ∂¯EB − B ∧ A + A ∧ B = 0 by
the Bianchi identity. So (∂¯E + A,Pk(∂¯E + A)) ∈ R. Thus Pk|Q is actually a
holomorphic section of the holomorphic vector bundle R → Q. The complex
analytic subspace T in Q is T = (Pk|Q)
−1(0). So we can regard T as the zeroes
of the holomorphic section Pk|Q of the holomorphic vector bundle R → Q.
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Define a holomorphic map Ξ : R → T ∗Q by Ξ : (∂¯E+A,B) 7→ (∂¯E+A,αB),
where αB ∈ T ∗∂¯E+AQ is defined by
αB(a) =
1
4pi2
∫
X
Tr
(
a ∧B ∧ Ω
)
(9.9)
for all a ∈ T∂¯E+AQ ⊂ L
2
k(End(E) ⊗C Λ
0,1T ∗X). Then Ξ is linear between the
fibres of R, T
∗Q, so it is a morphism of holomorphic vector bundles over Q.
Comparing (9.7) and (9.9) we see that when B = Pk(∂¯E+A) = ∂¯EA+A∧A we
have αB = d(CS|Q)|∂¯E+A. Hence Ξ ◦ Pk|Q ≡ d(CS|Q), that is, Ξ takes the
holomorphic section Pk of R to the holomorphic section d(CS|Q) of T
∗Q.
Now consider the fibres of R and T
∗Q at ∂¯E ∈ Q. As in [79, §1] we have
T∂¯EQ=E
1∼=Ext1
(
(E, ∂¯E), (E, ∂¯E)
)
and R|∂¯E =E
2∼=Ext2
(
(E, ∂¯E), (E, ∂¯E)
)
.
But X is a Calabi–Yau 3-fold, so by Serre duality we have an isomorphism
Ext2
(
(E, ∂¯E), (E, ∂¯E)
)
∼= Ext1
(
(E, ∂¯E), (E, ∂¯E)
)
∗. The linear map Ξ|∂¯E : R|∂¯E
→ T ∗
∂¯E
Q is a multiple of this isomorphism, so Ξ|∂¯E is an isomorphism. This is
an open condition, so by making  > 0 smaller if necessary we can suppose that
Ξ : R → T
∗Q is an isomorphism of holomorphic bundles. Since Ξ ◦ Pk|Q ≡
d(CS|Q), it follows that T = (Pk|Q)
−1(0) coincides with (d(CS|Q))
−1(0) as
a complex analytic subspace of Q, as we have to prove.
9.7 The proof of Theorem 5.4
We can now prove Theorem 5.4. The second part of Theorem 5.3 shows that
it is enough to prove Theorem 5.4 with Vectsi in place of Msi. Let X be a
projective Calabi–Yau 3-fold over C, and E a simple algebraic vector bundle
on X , with underlying C∞ complex vector bundle E → X and holomorphic
structure ∂¯E . Then Proposition 9.3 gives a complex analytic space T , a point
t ∈ T with TtT ∼= Ext
1(E , E), and a universal family (T, τ) of simple holomorphic
structures on E with τ(t) = ∂¯E .
Proposition 9.5 shows that (T, τ) extends to a universal family (T,F) of
simple analytic vector bundles. Then Proposition 9.10(a) gives an affine C-
scheme S, a point s ∈ San, a formally universal family of simple algebraic
vector bundles (S,D) on X with Ds ∼= E , and an e´tale map of complex algebraic
spaces pi : S → Vectsi with pi(s) = [E ]. Write (San,Dan) for the underlying
family of simple analytic vector bundles. Proposition 9.11 gives an isomorphism
of complex analytic spaces ϕ : T ′ → S′an between open neighbourhoods T
′ of t
in T and S′an of s in San, with ϕ(t) = s and ϕ
∗(Dan) ∼= F|X×T ′ . Proposition
9.12 shows that we may write T as the critical locus of CS|Q : Q → C, where
Q is a complex manifold with TtQ ∼= Ext
1(E , E).
Since Q is a complex manifold with TtQ ∼= Ext
1(E , E), we may identify
Q near t with an open neighbourhood U of u = 0 in Ext
1(E , E). A natural
way to do this is to map Q → E
1 by ∂¯E + A 7→ piE 1(A), and then use the
isomorphism E 1 ∼= Ext1(E , E). Let f : U → C be the holomorphic function
identified with CS|Q : Q → C. Since e´tale maps of complex algebraic spaces
induce local isomorphisms of the underlying complex analytic spaces, putting all
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this together yields an isomorphism of complex analytic spaces betweenMsi(C)
near [E] and Crit(f) near 0, as we want.
9.8 The proof of Theorem 5.5
The first part of Theorem 5.3 shows that it is enough to prove Theorem 5.5
with Vect in place of M. Let X be a projective Calabi–Yau 3-fold over C,
and E an algebraic vector bundle on X , with underlying C∞ complex vector
bundle E → X and holomorphic structure ∂¯E . Let G be a maximal compact
subgroup in Aut(E), and its complexification GC a maximal reductive subgroup
in Aut(E). Then Propositions 9.3 and 9.5 give a complex analytic space T , a
point t ∈ T with TtT ∼= Ext
1(E , E), and versal families (T, τ) of holomorphic
structures on E and (T,F) of analytic vector bundles on E, with τ(t) = ∂¯E
and Ft ∼= (E, ∂¯E).
Proposition 9.10(b) gives a quasiprojective C-scheme S, an action of GC on
S, a 1-morphism Φ : [S/GC]→ Vect smooth of relative dimension dimAut(E)−
dimGC, a GC-invariant point s ∈ S(C) with Φ(sGC) = [E ] and TsS ∼= Ext
1(E , E),
and a GC-invariant, formally versal family of algebraic vector bundles (S,D) on
X with Ds ∼= E . By Serre [97] we have Aut(E) = Aut(E, ∂¯E), that is, the auto-
morphisms of E as an algebraic vector bundle coincide with the automorphisms
of (E, ∂¯E) as an analytic vector bundle.
Proposition 9.11 gives a local isomorphism of complex analytic spaces be-
tween T near t and San near s, and Proposition 9.12 gives an open neighbour-
hood U of 0 in Ext1(E , E) and a holomorphic function f : U → C, where U ∼= Q
and f ∼= CS|Q , and an isomorphism of complex analytic spaces between T and
Crit(f) identifying t with 0. Putting these two isomorphisms together yields
an open neighbourhood V of s in San, and an isomorphism of complex analytic
spaces Ξ : Crit(f)→ V with Ξ(0) = s.
Consider dΞ|0 : T0Crit(f)→ TsV . We have T0Crit(f) ∼= Ext
1(E , E) ∼= TsV
by Propositions 9.3 and 9.10(b). The isomorphism T0Crit(f) ∼= Ext
1(E , E) is
determined by a choice of isomorphism of analytic vector bundles η1 : (E, ∂¯E)→
Ft. The isomorphism Ext
1(E , E) ∼= TsV is determined by a choice of isomor-
phism of analytic vector bundles η2 : (Dan)s → (E, ∂¯E). The map Ξ is de-
termined by a choice of local isomorphism of versal families of analytic vector
bundles η3 from (T,F) near t to (San,Dan) near s. Composing gives an isomor-
phism η2 ◦ η3|t ◦ η1 : (E, ∂¯E)→ (E, ∂¯E), so that η2 ◦ η3|t ◦ η1 lies in Aut(E, ∂¯E).
Following the definitions through we find that dΞ|0 : Ext
1(E , E)→Ext1(E , E)
is conjugation by γ = η2 ◦η3|t ◦η1 in Aut(E, ∂¯E) = Aut(E). But in constructing
η3 we were free to choose the isomorphism η3|t : Ft → (Dan)s, and we choose
it to make γ = idE , so that dΞ|0 is the identity on Ext
1(E , E). This proves the
first part of the third paragraph of Theorem 5.5. It remains to prove the final
part, that if G is a maximal compact subgroup of Aut(E) then we can take U, f
to be GC-invariant, and Ξ to be GC-equivariant.
First we show that we can take U, f to be G-invariant. Now Aut(E, ∂¯E) acts
on A 2,k fixing ∂¯E by γ : ∂¯E +A 7→ ∂¯E + γ−1 ◦A ◦ γ, as in (9.1), since ∂¯Eγ = 0
for γ ∈ Aut(E, ∂¯E). However, the construction of (T, τ) in §9.1 involves a choice
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of metric hE on the fibres of E, which is used to define ∂¯
∗
E , and the norm in the
condition ‖A‖L2k <  in (9.4). By averaging hE over the action of G, which is
compact, we can choose hE to be G-invariant. Then ∂¯
∗
E is G-equivariant, and
‖ · ‖L2k is G-invariant, so Q in (9.4) is G-invariant, and as Pk is G-equivariant
the analytic subspace T = (Pk|Q)
−1(0) in Q is also G-invariant.
In §9.6, since dCS maps ∂¯′E to its (0, 2)-curvature by (9.7), it is equivariant
under the gauge group G , so its first integral CS : A 2,k → C is invariant
under the subgroup Aut(E, ∂¯E) of G fixing the point ∂¯E in A
2,k, and CS|Q is
invariant under the maximal compact subgroup G of Aut(E, ∂¯E). We choose the
identification of Q with an open subset U of Ext
1(E , E) to be the composition
of the map Q → E
1 taking ∂¯E + A 7→ piE 1(A) with the isomorphism E
1 ∼=
Ext1(E , E). As both of these are G-equivariant, we see that U ⊂ Ext1(E , E) and
f : U → C are both G-invariant.
Then in Proposition 9.11, each of (T, τ), (T,F), (S,D) is equivariant under
an action of G, which fixes t, 0 and acts on TtT ∼= Ext
1(E , E) ∼= T0S through
the action of Aut(E) on Ext1(E , E). We can choose the isomorphism of versal
families of analytic vector bundles in Proposition 9.11 to be G-equivariant, since
the proofs of the versality property extend readily to equivariant versality under
a compact Lie group. This then implies that Ξ : Crit(f)→ V is G-equivariant.
Next we modify U, f,Ξ to make them GC-invariant or GC-equivariant. Let U ′
be a G-invariant connected open neighbourhood of 0 in U ⊆ Ext1(E , E). Define
V ′ = Ξ(U ′) ⊂ San. Define U C = GC · U ′ in Ext
1(E , E) and V C = GC · V ′ in
San. Then U
C, V C are GC-invariant, and are open in Ext1(E , E), San, as they are
unions of open sets γ · U, γ · V over all γ ∈ GC.
We wish to define f C : U C → C by f C(γ · u) = f(u) for γ ∈ GC and u ∈ U ′,
and ΞC : Crit(f C) → V C by Ξ(γ · u) = γ · Ξ(u) for γ ∈ GC and u ∈ Crit(f |U ′).
Clearly f C is GC-invariant, and ΞC is GC-equivariant, provided they are well-
defined. To show they are, we must prove that if γ1, γ2 ∈ GC and u1, u2 ∈ U ′
with γ1 · u1 = γ2 · u2 then f(u1) = f(u2), and γ1 · Ξ(u1) = γ2 · Ξ(u2).
The GC-orbit GC · u1 = GC · u2 is a G-invariant complex submanifold of
Ext1(E , E), so (GC · u1) ∩ U is a G-invariant complex submanifold of U . Since
f is G-invariant, it is constant on each G-orbit in (GC · u1) ∩ U , so as f is
holomorphic it is constant on each connected component of (GC · u1) ∩ U . We
require that the G-invariant open neighbourhood U ′ of 0 in U should satisfy
the following condition: whenever u1, u2 ∈ U ′ with GC · u1 = GC · u2, then the
connected component of (GC ·u1)∩U containing u1 should intersect G ·u2. This
is true provided U ′ is sufficiently small.
Suppose this condition holds. Then f is constant on the connected compo-
nent of (GC ·u1)∩U containing u1, with value f(u1). This component intersects
G · u2, so it contains γ · u2 for γ ∈ G. Hence f(u1) = f(γ · u2) = f(u2) by
G-invariance of f , and f C is well-defined. To show ΞC is well-defined we use a
similar argument, based on the fact that if γ ∈ GC and u, γ · u lie in the same
connected component of (GC · u) ∩ U then Ξ(γ · u) = γ · Ξ(u), since this holds
for γ ∈ G and Ξ is holomorphic. Then U C, f C, V C,ΞC satisfy the last part of
Theorem 5.5, completing the proof.
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10 The proof of Theorem 5.11
Next we prove Theorem 5.11. Sections 10.1 and 10.2 prove equations (5.2) and
(5.3). The authors got an important idea in the proof, that of proving (5.2)–
(5.3) by localizing at the fixed points of the action of
{
idE1 +λ idE2 : λ ∈ U(1)
}
on Ext1(E1 ⊕ E2, E1 ⊕ E2), from Kontsevich and Soibelman [63, §4.4 & §6.3].
10.1 Proof of equation (5.2)
We now prove equation (5.2) of Theorem 5.11. Let X be a Calabi–Yau 3-fold
over C, M the moduli stack of coherent sheaves on X , and E1, E2 be coherent
sheaves on X . Set E = E1 ⊕ E2. Choose a maximal compact subgroup G
of Aut(E) which contains the U(1)-subgroup T =
{
idE1 +λ idE2 : λ ∈ U(1)}.
Apply Theorem 5.5 with these E and G. This gives an Aut(E)-invariant C-
subscheme S in Ext1(E,E) with 0 ∈ S and T0S = Ext
1(E,E), an e´tale 1-
morphism Φ : [S/Aut(E)] → M with Φ([0]) = [E], a GC-invariant open neigh-
bourhood U of 0 in Ext1(E,E) in the analytic topology, a GC-invariant holo-
morphic function f : U → C with f(0) = df |0 = 0, a GC-invariant open
neighbourhood V of 0 in San, and a G
C-equivariant isomorphism of complex
analytic spaces Ξ : Crit(f) → V with Ξ(0) = 0 and dΞ|0 the identity map on
Ext1(E,E).
Then the Behrend function νM at [E] = [E1 ⊕ E2] satisfies
νM(E1 ⊕ E2) = ν[S/Aut(E)](0) = (−1)
dimAut(E)νS(0)
= (−1)dimAut(E)+dimExt
1(E,E)
(
1− χ(MFf (0))
)
,
(10.1)
where in the first step we use that as Φ is e´tale it is smooth of relative dimension
0, Theorem 4.3(ii), and Corollary 4.5, in the second step Proposition 4.4, and
in the third Theorem 4.7.
To define the Milnor fibre MFf (0) of f we use a Hermitian metric on
Ext1(E,E) invariant under the action of the compact Lie group G. Since U, f
are G-invariant, it follows that Φf,0 and its domain is G-invariant, so each fibre
Φ−1f,0(z) for 0 < |z| <  is G-invariant. Thus G, and its U(1)-subgroup T , acts
on the Milnor fibre MFf (0). Now MFf (0) is a manifold, the interior of a com-
pact manifold with boundary MFf (0), and T acts smoothly on MFf (0) and
MFf (0). Each orbit of T on MFf (0) is either a single point, a fixed point of T ,
or a circle S1. The circle orbits contribute zero to χ(MFf (0)), as χ(S1) = 0, so
χ
(
MFf (0)
)
= χ
(
MFf (0)
T
)
, (10.2)
where MFf (0)
T is the fixed point set of T in MFf (0).
Consider how T =
{
idE1 +λ idE2 : λ ∈ U(1)} acts on
Ext1(E,E)=Ext1(E1, E1)×Ext
1(E2, E2)×Ext
1(E1, E2)×Ext
1(E2, E1). (10.3)
As in Theorem 5.5, γ ∈ T acts on  ∈ Ext1(E,E) by γ :  7→ γ ◦  ◦ γ−1. So
idE1 +λ idE2 fixes the first two factors on the r.h.s. of (10.3), multiplies the third
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by λ−1 and the fourth by λ. Therefore
Ext1(E,E)T = Ext1(E1, E1)× Ext
1(E2, E2)× {0} × {0}. (10.4)
Now MFf (0)
T =MFf (0) ∩ Ext
1(E,E)T =MFf |
Ext1(E,E)T
(0). But Crit(f)T =
Crit(f |Ext1(E,E)T ). Also as Ξ is T -equivariant, it induces a local isomorphism
of complex analytic spaces between STan near 0 and Crit(f)
T near 0. Hence
νST (0) = (−1)
dimExt1(E1,E1)+dimExt
1(E2,E2)
(
1− χ(MFf |
Ext1(E,E)T
(0)
)
= (−1)dimExt
1(E1,E1)+dimExt
1(E2,E2)
(
1− χ(MFf (0)
T )
)
= (−1)dimExt
1(E1,E1)+dimExt
1(E2,E2)
(
1− χ(MFf (0))
)
,
(10.5)
using Theorem 4.7 and equations (10.2) and (10.4).
Let s′ ∈ ST (C) ⊆ S(C), and set [E′] = Φ∗(s
′) in M(C), so that E′ ∈
coh(X). As Φ is e´tale, it induces isomorphisms of stabilizer groups. But
Iso[S/Aut(E)](s
′) = StabAut(E)(s
′), and IsoM([E
′]) = Aut(E′), so we have an iso-
morphism of complex Lie groups Φ∗ : StabAut(E)(s
′)→ Aut(E′). As s′ ∈ ST (C)
we have T ⊂ StabAut(E)(s
′), so Φ∗|T : T → Aut(E′) is an injective mor-
phism of Lie groups. Let R be the C-subscheme of points s′ in ST for which
Φ∗|T (idE1 +λ idE2) = idE′1 +λ idE′2 for some splitting E
′ ∼= E′1 ⊕ E
′
2 and all
λ ∈ U(1). Taking E′1 = E1, E
′
2 = E2 shows that 0 ∈ R(C).
We claim R is open and closed in ST . To see this, note that ΦT is of the
form Φ∗|T (idE1 +λ idE2) = λ
a1 idF1 + · · · + λ
ak idFk , for some splitting E
′ =
F1 ⊕ · · · ⊕ Fk with F1, . . . , Fk indecomposable and a1, . . . , ak ∈ Z. Then R is
the subset of s′ with {a1, . . . , ak} = {0, 1}. Therefore we see that
E′ ∼=
⊕
a∈ZKer
(
λa idE′ −Φ∗|T (idE1 +λ idE2)
)
(10.6)
for λ ∈ U(1) not of finite order, with only finitely many nonzero terms. Now
the Hilbert polynomial at n  0 of each term on the r.h.s. of (10.6) is upper
semicontinuous in ST , and of the l.h.s. is locally constant in ST . Hence the
Hilbert polynomials of each term in (10.6) are locally constant in ST , and in
particular, whether Ker
(
λa idE′ −Φ∗|T (idE1 +λ idE2)
)
6= 0 is locally constant in
ST . As R is the subset of s′ with Ker
(
λa idE′ −Φ∗|T (idE1 +λ idE2)
)
6= 0 if and
only if a = 0, 1, we see R is open and closed in ST .
The subgroup Aut(E1)× Aut(E2) of Aut(E) commutes with T . Hence the
action of Aut(E1) × Aut(E2) on S induced by the action of Aut(E) on S pre-
serves ST . The action of Aut(E1)×Aut(E2) on s′ ∈ ST (C) does not change E′
or Φ∗|T : T → Aut(E′) above up to isomorphism, so Aut(E1) × Aut(E2) also
preserves R. Hence we can form the quotient stack [R/Aut(E1) × Aut(E2)].
The inclusions R ↪→ S, Aut(E1)×Aut(E2) ↪→ Aut(E) induce a 1-morphism of
quotient stacks ι : [R/Aut(E1)×Aut(E2)]→ [S/Aut(E)]. The family of coher-
ent sheaves parametrized by S, ES , pulls back to a family of coherent sheaves,
ER, parametrized by R. By definition of R we have a global splitting ER ∼=
ER,1 ⊕ ER,2, where ER,1, ER,2 are the eigensubsheaves of Φ∗|T (idE1 +λ idE2)
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in ER with eigenvalues 1, λ. These ER,1, ER,2 induce a 1-morphism Ψ from
[R/Aut(E1)×Aut(E2)] to M×M.
Then we have a commutative diagram of 1-morphisms of Artin C-stacks
[R/Aut(E1)×Aut(E2)] ι
//
Ψ

[S/Aut(E)]
Φ

M×M
Λ //M,
(10.7)
where Λ : M ×M → M is the 1-morphism acting on points as Λ : (E′1, E
′
2) 7→
E′1⊕E
′
2, such that Ψ maps [0] to [(E1, E2)], with Ψ∗ : Iso[R/Aut(E1)×Aut(E2)](0)
→ IsoM×M(E1, E2) the identity map on Aut(E1) × Aut(E2). Furthermore, we
will show that (10.7) is locally 2-Cartesian, in the sense that [R/Aut(E1) ×
Aut(E2)] is 1-isomorphic to an open substack N of the fibre product (M ×
M) ×Λ,M,Φ [S/Aut(E)]. Since the diagram (10.7) commutes, there exists a 1-
morphism χ : [R/Aut(E1) × Aut(E2)] → (M ×M) ×Λ,M,Φ [S/Aut(E)]. It is
sufficient to construct a local inverse for χ.
The reason it may not be globally 2-Cartesian is that there might be points
s′ ∈ S with Φ∗([s′]) = [E′1 ⊕ E
′
2], so that Φ∗ : StabAut(E)(s
′) → Aut(E′1 ⊕ E
′
2)
is an isomorphism, but such that the U(1)-subgroup Φ−1∗
(
{idE′1 +λ idE′2 : λ ∈
U(1)}
)
in Aut(E) is not conjugate to T in Aut(E). Then s′, E′1, E
′
2 would
yield a point in (M × M) ×Λ,M,Φ [S/Aut(E)] not corresponding to a point
of [R/Aut(E1) × Aut(E2)]. However, since U(1)-subgroups of Aut(E) up to
conjugation are discrete objects, the condition that Φ−1∗
(
{idE′1 +λ idE′2 : λ ∈
U(1)}
)
is conjugate to T in Aut(E) is open in (M ×M) ×Λ,M,Φ [S/Aut(E)].
Write N for this open substack of (M × M) ×Λ,M,Φ [S/Aut(E)]. Then χ
maps [R/Aut(E1)×Aut(E2)]→ N.
Let B be a base C-scheme and θ : B → N a 1-morphism. Then (B, θ)
parametrizes the following objects: a principal Aut(E)-torsor η : P → B; an
Aut(E)-equivariant morphism ζ : P → S; a B-family of coherent sheaves EB ∼=
EB,1 ⊕ EB,2; and an isomorphism ζ∗(ES) ∼= η∗(EB), where ES is the family of
coherent sheaves parametrized by S. The open condition on N implies that ζ
maps P into R ⊂ ST . The isomorphism between ζ∗(ES) and η∗(EB) implies
there exists an
(
Aut(E1)×Aut(E2)
)
-subtorsorQ of P over B and the restriction
of ζ to Q is
(
Aut(E1)×Aut(E2)
)
-equivariant. Therefore θ induces a 1-morphism
κ : B → [R/Aut(E1)×Aut(E2)]. As this holds functorially for all B, θ there is
a 1-morphism ξ : N→ [R/Aut(E1)×Aut(E2)] with κ 2-isomorphic to ξ ◦ θ for
all such B, θ, and ξ is the required inverse for χ.
Since (10.7) is locally 2-Cartesian and Φ is e´tale, Ψ is e´tale. Thus Ψ is
smooth of relative dimension 0, and Corollary 4.5 and Theorem 4.3(ii) imply
that ν[R/Aut(E1)×Aut(E2)] = Ψ
∗(νM×M). Hence
νM(E1)νM(E2) = νM×M(E1, E2) = ν[R/Aut(E1)×Aut(E2)](0)
= (−1)dimAut(E1)+dimAut(E2)νR(0)
= (−1)dimAut(E1)+dimAut(E2)νST (0),
(10.8)
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using Theorem 4.3(iii) and Corollary 4.5 in the first step, ν[R/Aut(E1)×Aut(E2)] =
Ψ∗(νM×M) and Ψ∗([0]) = [(E1, E2)] in the second, Proposition 4.4 in the third,
and R open in ST in the fourth.
Combining equations (10.1), (10.5) and (10.8) yields
νM(E1 ⊕ E2) = (−1)
dimAut(E)+dimExt1(E,E)
(−1)dimExt
1(E1,E1)+dimExt
1(E2,E2)
(−1)dimAut(E1)+dimAut(E2)νM(E1)νM(E2).
(10.9)
To sort out the signs, note that Aut(E) is open in
Hom(E,E) = Hom(E1, E1)⊕Hom(E2, E2)⊕Hom(E1, E2)⊕Hom(E2, E1).
Cancelling (−1)dimHom(Ei,Ei), (−1)dimExt
1(Ei,Ei) for i = 1, 2, the sign in (10.9)
becomes (−1)dimHom(E1,E2)+dimHom(E2,E1)+dimExt
1(E1,E2)+dimExt
1(E2,E1). AsX
is a Calabi–Yau 3-fold, Serre duality gives dimHom(E2, E1) = dimExt
3(E1, E2)
and dimExt1(E2, E1) = dimExt
2(E1, E2). Hence the overall sign in (10.9) is
(−1)dimHom(E1,E2)−dimExt
1(E1,E2)+dimExt
2(E1,E2)−dimExt
3(E1,E2),
which is (−1)χ¯([E1],[E2]), proving (5.2).
10.2 Proof of equation (5.3)
We continue to use the notation of §10.1. Using the splitting (10.3), write
elements of Ext1(E,E) as (11, 22, 12, 21) with ij ∈ Ext
1(Ei, Ej).
Proposition 10.1. Let 12 ∈ Ext
1(E1, E2) and 21 ∈ Ext
1(E2, E1). Then
(i) (0, 0, 12, 0), (0, 0, 0, 21) ∈ Crit(f) ⊆ U ⊆ Ext
1(E,E), and (0, 0, 12, 0), (0,
0, 0, 21) ∈ V ⊆ S(C) ⊆ Ext
1(E,E);
(ii) Ξ maps (0, 0, 12, 0) 7→ (0, 0, 12, 0) and (0, 0, 0, 21) 7→ (0, 0, 0, 21); and
(iii) Φ∗ : [S/Aut(E)](C) → M(C), the induced morphism on closed points,
maps [(0, 0, 0, 21)] 7→ [F ] and [(0, 0, 12, 0)] 7→ [F ′], where the exact se-
quences 0→ E1 → F → E2 → 0 and 0→ E2 → F ′ → E1 → 0 in coh(X)
correspond to 21 ∈ Ext
1(E2, E1) and 12 ∈ Ext
1(E1, E2), respectively.
Proof. For (i) T C =
{
idE1 +λ idE2 : λ ∈ Gm
}
, which acts on Ext1(E,E) by
λ : (11, 22, 12, 21) 7→ (11, 22, λ
−112, λ21). (10.10)
Since U is an open neighbourhood of 0 in Ext1(E,E) in the analytic topology, we
see that (0, 0, λ−112, 0) ∈ U for |λ|  1 and (0, 0, 0, λ21) ∈ U for 0 < |λ|  1.
Hence (0, 0, 12, 0), (0, 0, 0, 21) ∈ U as U is GC-invariant, and so T C-invariant.
As f is T C-invariant we have f(11, 22, 12, 0) = f(11, 22, λ
−112, 0), so
taking the limit λ → ∞ and using continuity of f gives f(11, 22, 12, 0) =
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f(11, 22, 0, 0). Similarly f(11, 22, 0, 21) = f(11, 22, 0, 0). But f(0, 0, 0, 0) =
df |0 = 0, so we see that f(0, 0, 12, 0) = f(0, 0, 0, 21) = 0, and
df |(0,0,12,0) · (
′
11, 
′
22, 
′
12, 0) = 0, df |(0,0,0,21) · (
′
11, 
′
22, 0, 
′
21) = 0. (10.11)
Now by (10.10), T C-invariance of f and linearity in ′12 we see that
df |(0,0,0,21) · (0, 0, 
′
12, 0) = λ
−1df |(0,0,0,λ21) · (0, 0, 
′
12, 0).
Using this and df |0 = 0 to differentiate df · (0, 0, ′12, 0) at 0, we find that
(∂2f)|0 · (21 ⊗ 
′
12)
= limλ→0 λ
−1
(
df |(0,0,0,λ21) · (0, 0, 
′
12, 0)− df |(0,0,0,0) · (0, 0, 
′
12, 0)
)
= limλ→0
(
df |(0,0,0,21) · (0, 0, 
′
12, 0)− 0
)
= df |(0,0,0,21) · (0, 0, 
′
12, 0).
But T0Crit(f) = Ext
1(E,E), which implies that (∂2f)|0 = 0, so df |(0,0,0,21) ·
(0, 0, ′12, 0) = 0. Together with (10.11) this gives df |(0,0,0,21) = 0, and sim-
ilarly df |(0,0,12,0) = 0. Therefore (0, 0, 12, 0), (0, 0, 0, 21) ∈ Crit(f) ⊆ U ⊆
Ext1(E,E), as we have to prove.
For (ii), let Ξ(0, 0, 0, 21) = (
′
11, 
′
22, 
′
12, 
′
21). As Ξ is T
C-equivariant, this
gives Ξ(0, 0, 0, λ21) = (
′
11, 
′
22, λ
−1′12, λ
′
21). But Ξ(0) = 0 and Ξ is con-
tinuous, so taking the limit λ → 0 gives Ξ(0, 0, 0, 21) = (0, 0, 0, ′21). Thus
Ξ(0, 0, 0, λ21) = (0, 0, 0, λ
′
21). But dΞ|0 is the identity on Ext
1(E,E), which
forces ′21 = 21. Hence Ξ(0, 0, 0, 21) = (0, 0, 0, 21), so that (0, 0, 0, 21) ∈ V ,
and similarly Ξ(0, 0, 12, 0) = (0, 0, 12, 0) with (0, 0, 12, 0) ∈ V , as we want.
Part (iii) is trivial when 21 = 12 = 0 and F = F
′ = E, so suppose
21, 12 6= 0. Then [F ] is the unique point in M(C), with its nonseparated
topology, which is distinct from [E] but infinitesimally close to [E] in direc-
tion (0, 0, 0, 21) in T[E]M = Ext
1(E,E). Similarly, [(0, 0, 12, 0)] is the unique
point in [S/Aut(E)], with its nonseparated topology, which is distinct from
[0] but infinitesimally close to [0] in direction (0, 0, 12, 0) in T[0][S/Aut(E)] =
Ext1(E,E). But Φ∗ maps [0] 7→ [E], and dΦ∗ : T[0][S/Aut(E)] → T[E]M is
the identity on Ext1(E,E). It follows that Φ∗ maps [(0, 0, 0, 21)] 7→ [F ], and
similarly Φ∗ maps [(0, 0, 12, 0)] 7→ [F ′].
Let 0 6= 21 ∈ Ext
1(E2, E1) correspond to the short exact sequence 0 →
E1 → F → E2 → 0 in coh(X). Then
νM(F ) = ν[S/Aut(E)](0, 0, 0, 21) = (−1)
dimAut(E)νS(0, 0, 0, 21)
= (−1)dimAut(E)+dimExt
1(E,E)
(
1− χ(MFf (0, 0, 0, 21))
)
,
(10.12)
using Φ∗ : [(0, 0, 0, 21)] 7→ [F ] from Proposition 10.1, Φ smooth of relative
dimension 0, Corollary 4.5 and Theorem 4.3(ii) in the first step, Proposition
4.4 in the second, and Ξ : (0, 0, 0, 21) 7→ (0, 0, 0, 21) from Proposition 10.1 and
Theorem 4.7 in the last step.
Substituting (10.12) and its analogue for F ′ into (5.3), using equation (10.1)
and χ(MFf (0)) = χ(MFf |Ext1(E,E)T (0)) from §10.1 to substitute for νM(E1 ⊕
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E2), and cancelling factors of (−1)dimAut(E)+dimExt
1(E,E), we see that (5.3) is
equivalent to∫
[21]∈P(Ext1(E2,E1))
(1− χ(MFf (0, 0, 0, 21))) dχ−
∫
[12]∈P(Ext1(E1,E2))
(1 − χ(MFf (0, 0, 12, 0))) dχ
=
(
dimExt1(E2, E1)− dimExt
1(E1, E2)
)(
1− χ(MFf |Ext1(E,E)T (0))
)
.
(10.13)
Here χ(MFf (0, 0, 0, 21)) is independent of the choice of 21 representing the
point [21] ∈ P(Ext
1(E2, E1)), and is a constructible function of [21], so the
integrals in (10.13) are well-defined.
Set U ′ =
{
(11, 22, 12, 21) ∈ U : 21 6= 0
}
, an open set in U , and write
V ′ for the submanifold of (11, 22, 12, 21) ∈ U ′ with 12 = 0. Let U˜ ′ be the
blowup of U ′ along V ′, with projection pi′ : U˜ ′ → U ′. Points of U˜ ′ may be
written (11, 22, [12], λ12, 21), where [12] ∈ P(Ext
1(E1, E2)), and λ ∈ C, and
21 6= 0. Write f ′ = f |U ′ and f˜ ′ = f ′ ◦ pi′. Then applying Theorem 4.11 to
U ′, V ′, f ′, U˜ ′, pi′, f˜ ′ at the point (0, 0, 0, 21) ∈ U ′ gives
χ
(
MFf (0, 0, 0, 21)
)
=
∫
[12]∈P(Ext1(E1,E2))
χ
(
MFf˜ ′(0, 0, [12], 0, 21)
)
dχ
+
(
1− dimExt1(E1, E2)
)
χ
(
MFf |V ′ (0, 0, 0, 21)
)
.
(10.14)
Let L12 → P(Ext
1(E1, E2)) and L21 → P(Ext
1(E2, E1)) be the tautological
line bundles, so that the fibre of L12 over a point [12] in P(Ext
1(E1, E2)) is
the 1-dimensional subspace {λ 12 : λ ∈ C} in Ext
1(E1, E2). Consider the line
bundle L12⊗L21 → P(Ext
1(E1, E2))×P(Ext
1(E2, E1)). The fibre of L12⊗L21
over ([12], [21]) is {λ 12 ⊗ 21 : λ ∈ C}.
Write points of the total space of L12⊗L21 as
(
[12], [21], λ 12⊗21
)
. Define
W ⊆ Ext1(E1, E1)×Ext
1(E2, E2)× (L12⊗L21) to be the open subset of points(
11, 22, [12], [21], λ 12 ⊗ 21
)
for which (21, 22, λ 12, 21) lies in U . Since U
is T C-invariant, this definition is independent of the choice of representatives
12, 21 for [12], [21], since any other choice would replace (11, 22, λ 12, 21)
by (11, 22, λµ 12, µ
−121) for some µ ∈ Gm. Define a holomorphic function
h : W → C by h
(
11, 22, [12], [21], λ 12 ⊗ 21
)
= f(11, 22, λ 12, 21). As f is
T C-invariant, the same argument shows h is well-defined.
Define a projection Π : U˜ ′ → W by Π : (11, 22, [12], λ12, 21) 7→ (11, 22,
[12], [21], λ12 ⊗ 21). Then Π is a smooth holomorphic submersion, with fi-
bre Gm. Furthermore, we have f˜
′ ≡ h ◦ Π. It follows that the Milnor fi-
bre of f˜ ′ at (11, 22, [12], λ12, 21) is the product of the Milnor fibre of h at
(11, 22, [12], [21], λ12 ⊗ 21) with a small ball in C, so they have the same
Euler characteristic. That is,
χ
(
MFf˜ ′(0, 0, [12], 0, 21)
)
= χ
(
MFh(0, 0, [12], [21], 0)
)
. (10.15)
Also, we have f(11, 22, 0, 21) = f(11, 22, 0, 0) as in the proof of Proposition
10.1, so the Milnor fibre of f |V ′ at (0, 0, 0, 21) is the product of the Milnor fibre
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of f |Ext1(E,E)T at 0 with a small ball in Ext
1(E2, E1), and they have the same
Euler characteristic. That is,
χ
(
MFf |V ′ (0, 0, 0, 21)
)
= χ
(
MFf |Ext1(E,E)T (0)
)
. (10.16)
Substituting (10.15) and (10.16) into (10.14) gives
χ
(
MFf (0, 0, 0,21)
)
=
∫
[12]∈P(Ext1(E1,E2))
χ
(
MFh(0, 0, [12], [21], 0)
)
dχ
+
(
1− dimExt1(E1, E2)
)
χ
(
MFf |
Ext1(E,E)T
(0)
)
.
Integrating this over [21] ∈ P(Ext
1(E2, E1)) yields∫
[21]∈P(Ext1(E2,E1))
χ
(
MFf (0, 0, 0, 21)
)
dχ =
∫
([12],[21])∈P(Ext1(E1,E2))×P(Ext1(E2,E1))
χ
(
MFh(0, 0, [12], [21], 0)
)
dχ
+
(
1− dimExt1(E1, E2)
)
dimExt1(E2, E1) · χ
(
MFf |Ext1(E,E)T (0)
)
,
(10.17)
since χ
(
P(Ext1(E2, E1))
)
= dimExt1(E2, E1). Similarly we have∫
[12]∈P(Ext1(E1,E2))
χ
(
MFf (0, 0, 12, 0)
)
dχ =
∫
([12],[21])∈P(Ext1(E1,E2))×P(Ext1(E2,E1))
χ
(
MFh(0, 0, [12], [21], 0)
)
dχ
+
(
1− dimExt1(E2, E1)
)
dimExt1(E1, E2) · χ
(
MFf |Ext1(E,E)T (0)
)
.
(10.18)
Equation (10.13) now follows from (10.18) minus (10.17). This completes the
proof of (5.3).
11 The proof of Theorem 5.14
We use the notation of §2–§4 and Theorem 5.14. It is sufficient to prove that
Ψ˜χ,Q is a Lie algebra morphism, as Ψ˜ = Ψ˜χ,Q ◦ Π¯χ,QM and Π¯
χ,Q
M : SF
ind
al (M) →
S¯Findal (M, χ,Q) is a Lie algebra morphism as in §3.1. The rough idea is to insert
Behrend functions νM as weights in the proof of Theorem 3.16 in [52, §6.4], and
use the identities (5.2)–(5.3). However, [52, §6.4] involved lifting from Euler
characteristics to virtual Poincare´ polynomials; here we give an alternative proof
involving only Euler characteristics, and also change some methods in the proof.
We must show Ψ˜χ,Q
(
[f, g]
)
=
[
Ψ˜χ,Q(f), Ψ˜χ,Q(g)
]
for f, g ∈ S¯Findal (M, χ,Q).
It is enough to do this for f, g supported on Mα,Mβ respectively, for α, β ∈
C(coh(X)) ∪ {0}. Choose finite type, open C-substacks U in Mα and V in
Mβ such that f, g are supported on U,V. This is possible as f, g are sup-
ported on constructible sets and Mα,Mβ are locally of finite type. As U,V
are of finite type the families of sheaves they parametrize are bounded, so
by Serre vanishing [44, Lem. 1.7.6] we can choose n  0 such that for all
[E1] ∈ U(C) and [E2] ∈ V(C) we have Hi(Ej(n)) = 0 for all i > 0 and j =
153
1, 2. Hence dimH0(E1(n)) = χ¯
(
[OX(−n)], α
)
= Pα(n) and dimH
0(E2(n)) =
χ¯
(
[OX(−n)], β
)
= Pβ(n), where Pα, Pβ are the Hilbert polynomials of α, β.
Consider Grothendieck’s Quot Scheme QuotX
(
U ⊗OX(−n), Pα
)
, explained
in [44, §2.2], which parametrizes quotients U ⊗ OX(−n)  E of the fixed co-
herent sheaf U ⊗OX(−n) over X , such that E has fixed Hilbert polynomial Pα.
By [44, Th. 2.2.4], QuotX
(
U⊗OX(−n), Pα
)
is a projective C-scheme represent-
ing the moduli functor QuotX
(
U ⊗OX(−n), Pα
)
of such quotients.
Define QU,n to be the subscheme of QuotX
(
U ⊗OX(−n), Pα
)
representing
quotients U ⊗ OX(−n)  E1 such that [E1] ∈ U(C), and the morphism U ⊗
OX(−n) E1 is induced by an isomorphism φ : U → H
0(E1(n)), noting that
[E1] ∈ U(C) implies that dimH0(E1(n)) = Pα(n) = dimU . This is an open
condition on U ⊗ OX(−n)  E1, as U is open in M
α, so QU,n is open in
QuotX
(
U ⊗OX(−n), Pα
)
, and is a quasiprojective C-scheme, with
QU,n(C) ∼=
{
isomorphism classes [(E1, φ1)] of pairs (E1, φ1):
[E1] ∈ U(C), φ1 : U → H
0(E1(n)) is an isomorphism
}
.
(11.1)
The algebraic C-group GL(U) ∼= GL(Pα(n),C) acts on the right on QU,n, on
points as γ : [(E1, φ1)] 7→ [(E1, φ1 ◦ γ)] in the representation (11.1). Similarly,
we define an open subscheme QV,n in QuotX
(
V ⊗ OX(−n), Pβ
)
with a right
action of GL(V ). In the usual way we have 1-isomorphisms of Artin C-stacks
U ∼= [QU,n/GL(U)], V ∼= [QV,n/GL(V )], (11.2)
which write U,V as global quotient stacks.
The definition of the Ringel–Hall multiplication ∗ on SFal(M) in §3.1 in-
volves the moduli stack Exact of short exact sequences 0→ E1 → F → E2 → 0
in coh(X), and 1-morphisms pi1, pi2, pi3 : Exact → M mapping 0 → E1 → F →
E2 → 0 to E1, F, E2 respectively. Thus we have a 1-morphism pi1×pi3 : Exact →
M×M. We wish to describe Exact and pi1×pi3 over U×V in M×M. Suppose
[0→ E1 → F → E2 → 0] is a point in Exact(C) which is mapped to (U×V)(C)
by pi1 × pi3. Then [E1] ∈ U(C) and [E2] ∈ V(C), so E1, E2 have Hilbert poly-
nomials Pα, Pβ , and thus F has Hilbert polynomial Pα+β . Also H
i(Ej(n)) = 0
for all i > 0 and j = 1, 2 and dimH0(E1(n)) = Pα(n), dimH
0(E2(n)) = Pβ(n).
Applying Hom(OX(−n), ∗) to 0→ E1 → F → E2 → 0 shows that
0 // H0(E1(n)) // H0(F (n)) // H0(E2(n)) // 0
is exact, so that dimH0(F (n)) = Pα+β(n), and H
i(F (n)) = 0 for i > 0.
By a similar argument to the construction of the Quot scheme in [44, §2.2],
one can construct a ‘Quot scheme for exact sequences’ 0→ E1 → F → E2 → 0,
which are quotients of the natural split short exact sequence of coherent sheaves
0 → U ⊗ OX(−n) → (U ⊕ V ) ⊗ OX(−n) → V ⊗ OX(−n) → 0. There is an
open subscheme QU,V,n of this Quot scheme for exact sequences such that, in
a similar way to (11.1), there is a natural identification between QU,V,n(C) and
the set of isomorphism classes of data (0→ E1 → F → E2 → 0, φ1, φ, φ2) where
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φ1 : U → H0(E1(n)), φ : U ⊕ V → H0(F (n)) and φ2 : V → H0(E2(n)) are
isomorphisms, and the following diagram commutes:
0 // U //
φ1∼= 
U ⊕ V //
φ∼= 
V //
φ2∼= 
0
0 // H0(E1(n)) // H0(F (n)) // H0(E2(n)) // 0.
The automorphism group of the sequence 0→ U → U ⊕ V → V → 0 is the
algebraic C-group (GL(U)×GL(V ))nHom(V, U), with multiplication
(γ, δ, ) · (γ′, δ′, ′) = (γ ◦ γ′, δ ◦ δ′, γ ◦ ′ +  ◦ δ′)
for γ, γ′ ∈ GL(U), δ, δ′ ∈ GL(V ), , ′ ∈ Hom(V, U). It is the subgroup of ele-
ments
( γ 
0 δ
)
in GL(U ⊕V ). Then (GL(U)×GL(V ))nHom(V, U) acts naturally
on the right on QU,V,n. On points in the representation above it acts by
(γ, δ, ) : (0→ E1 → F → E2 → 0, φ1, φ, φ2) 7−→(
0→ E1 → F → E2 → 0, φ1 ◦ γ, φ ◦
( γ 
0 δ
)
, φ2 ◦ δ
)
.
As for (11.2), we have a 1-isomorphism
(U ×V)ιU×ιV,M×M,pi1×pi3 Exact
∼=
[
QU,V,n/(GL(U)×GL(V ))nHom(V, U)
]
,
(11.3)
where ιU : U → M, ιV : V → M are the inclusions, and the l.h.s. of (11.3) is
the open C-substack of Exact taken to U ×V in M×M by pi1 × pi3.
There are projections ΠU : QU,V,n → QU,n, ΠV : QU,V,n → QV,n acting by
ΠU ,ΠV :
[
(0→ E1 → F → E2 → 0, φ1, φ, φ2)
]
7−→
[
(E1, φ1)
]
,
[
(E2, φ2)
]
.
Combining ΠU ,ΠV with the natural projections of algebraic C-groups (GL(U)×
GL(V ))nHom(V, U)→ GL(U),GL(V ) gives 1-morphisms
Π′U :
[
QU,V,n/(GL(U)×GL(V ))nHom(V, U)
]
−→ [QU,n/GL(U)],
Π′V :
[
QU,V,n/(GL(U)×GL(V ))nHom(V, U)
]
−→ [QV,n/GL(V )],
(11.4)
which are 2-isomorphic to pi1, pi3 under the 1-isomorphisms (11.2), (11.3). There
is a morphism z : QU,n×QV,n → QU,V,n which embeds QU,n×QV,n as a closed
subscheme of QU,V,n, given on points by
z :
(
[(E1, φ1)], [(E2, φ2)]
)
7→
[
(0→E1→E1⊕ E2→E2→0, φ1, φ1 ⊕ φ2, φ2)
]
.
Write Q′U,V,n = QU,V,n \ z(QU,n ×QV,n), an open subscheme of QU,V,n.
Let q1 ∈ QU,n(C) correspond to [(E1, φ1)] under (11.1), and q2 ∈ QV,n(C)
correspond to [(E2, φ2)]. Then the fibre (ΠU × ΠV)∗(q1, q2) of ΠU × ΠV over
(q1, q2) is a subscheme of QU,V,n of points
[
(0→ E1 → F → E2 → 0, φ1, φ, φ2)
]
with E1, φ1, E2, φ2 fixed. By the usual correspondence between extensions and
vector spaces Ext1( , ) we find (ΠU × ΠV)
∗(q1, q2) is a C-vector space, which
we write as W q1,q2U,V,n, where 0 ∈ W
q1,q2
U,V,n is z(q1, q2). The subgroup Hom(V, U)
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of (GL(U) × GL(V )) n Hom(V, U) acts on (ΠU × ΠV)∗(q1, q2) ∼= W
q1,q2
U,V,n by
translations. Write this action as a linear map Lq1,q2U,V,n : Hom(V, U)→W
q1,q2
U,V,n.
We claim this fits into an exact sequence
0 // Hom(E2, E1) // Hom(V, U)
L
q1,q2
U,V,n // W q1,q2U,V,n
piE2,E1 // Ext1(E2, E1) // 0. (11.5)
To see this, note that the fibre of Π′U × Π
′
V over (q1, q2) is the quotient stack
[W q1,q2U,V,n/Hom(V, U)], where Hom(V, U) acts onW
q1,q2
U,V,n by  : w 7→w+L
q1,q2
U,V,n(),
whereas the fibre of pi1 × pi3 : Exact → M × M over (E1, E2) is the quo-
tient stack [Ext1(E2, E1)/Hom(E2, E1)], where Hom(E2, E1) acts trivially on
Ext1(E2, E1). The 1-isomorphisms (11.2) and (11.3) induce a 1-isomorphism
[W q1,q2U,V,n/Hom(V, U)]
∼= [Ext1(E2, E1)/Hom(E2, E1)], which gives (11.5).
We can repeat all the above material on QU,V,n with U,V exchanged. We
use the corresponding notation with accents ‘˜’. We obtain a quasiprojective
C-scheme Q˜V,U,n whose C-points are isomorphism classes of data (0 → E2 →
F˜ → E1 → 0, φ2, φ˜, φ1) where [E2] ∈ V(C), [E1] ∈ U(C), φ2 : V → H0(E2(n)),
φ˜ : V ⊕ U → H0(F˜ (n)) and φ1 : U → H0(E1(n)) are isomorphisms, and the
following diagram commutes:
0 // V //
φ2∼= 
V ⊕ U //
φ˜∼= 
U //
φ1∼= 
0
0 // H0(E2(n)) // H0(F˜ (n)) // H0(E1(n)) // 0.
There is a closed embedding z˜ : QV,n×QU,n → Q˜V,U,n, and we write Q˜′V,U,n =
Q˜V,U,n \ z˜(QV,n ×QU,n).
The algebraic C-group (GL(V )×GL(U))nHom(U, V ) acts on Q˜V,U,n with
(V×U)ιV×ιU ,M×M,pi1×pi3 Exact
∼=
[
Q˜V,U,n/(GL(V )×GL(U))nHom(U, V )
]
.
There are natural projections Π˜V, Π˜U : Q˜U,V,n → QV,n, QU,n and Π˜′V, Π˜
′
U from
[Q˜V,U,n/(GL(V ) ×GL(U)) n Hom(U, V )] to [QV,n/GL(V )], [QU,n/GL(U)]. If
q1 ∈ QU,n(C) and q2 ∈ QV,n(C) correspond to [(E1, φ1)] and [(E2, φ2)] then
(Π˜V×Π˜U)∗(q2, q1) in Q˜V,U,n is a C-vector space W˜
q2,q1
V,U,n with an exact sequence
0 // Hom(E1, E2) // Hom(U, V )
L˜
q2,q1
V,U,n // W˜ q2,q1V,U,n
p˜iE1,E2 // Ext1(E1, E2) // 0. (11.6)
Now consider the stack function f ∈ S¯Findal (M, χ,Q). Since f is supported
on U, by Proposition 3.4 we may write f in the form
f =
∑n
i=1 δi[(Zi × [SpecC/Gm], ιU ◦ ρi)], (11.7)
where δi ∈ Q, Zi is a quasiprojective C-variety, and ρi : Zi × [SpecC/Gm] →
U is representable for i = 1, . . . , n, and ιU : U → M is the inclusion, and
each term in (11.7) has algebra stabilizers. Consider the fibre product Pi =
Zi ×ρi,U,piU QU,n, where piU : QU,n → U is the projection induced by (11.2). As
piU is a principal GL(U)-bundle of Artin C-stacks, pi1 : Pi → Zi is a principal
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GL(U)-bundle of C-schemes, and so is Zariski locally trivial as GL(U) is special.
Thus by cutting the Zi into smaller pieces using relation Definition 2.16(i),
we can suppose the fibrations pi1 : Pi → Zi are trivial, with trivializations
Pi ∼= Zi × GL(U). Composing the morphisms Zi ↪→ Zi × {1} ⊂ Pi
pi2−→QU,n
gives a morphism ξi : Zi → QU,n.
The algebra stabilizers condition implies that if z ∈ Zi(C) and (ιU ◦ ρi)∗(z)
is a point [E] ∈ M(C) then on stabilizer groups (ιU ◦ ρi)∗ : Gm → Aut(E)
must map λ 7→ λ idE . If q ∈ QU,n(C) with (piU)∗(q) = [E] then (piU)∗ :
StabGL(U)(q) → Aut(E) is an isomorphism, and from the construction it fol-
lows that (piU)∗ maps λ idU → λ idE for λ ∈ Gm. Hence the 1-morphism
ρi : Zi × [SpecC/Gm] → [QU,n/GL(U)] ∼= U acts on stabilizer groups as
(ρi)∗ : λ 7→ λ idU for λ ∈ Gm, for all z ∈ Zi(C). It is now easy to see that
the 1-morphism ρi : Zi × [SpecC/Gm] → U, regarded as a morphism of global
quotient stacks ρi : [Zi/Gm]→ [QU,n/GL(U)] where Gm acts trivially on Zi, is
induced by the morphisms ξi : Zi → QU,n of C-schemes and IU : Gm → GL(U)
of algebraic C-groups mapping IU : λ 7→ λ idU .
Thus we may write f in the form (11.7), where each Zi is a quasiprojective
C-variety and each ρi : Zi × [SpecC/Gm] → [QU,n/GL(U)] ∼= U is induced by
ξi : Zi → QU,n and IU : Gm → GL(U), IU : λ 7→ λ idU . Similarly, we may write
g =
∑nˆ
j=1 δˆj [(Zˆj × [SpecC/Gm], ιV ◦ ρˆj)], (11.8)
where Zˆj is quasiprojective and ρˆj : Zˆj × [SpecC/Gm] → [QV,n/GL(V )] ∼= V
is induced by ξˆj : Zˆj → QV,n and IV : Gm → GL(V ), IV : λ 7→ λ idV .
Combining (11.7)–(11.8) gives an expression for f ⊗ g in S¯F(M×M, χ,Q):
f ⊗ g =
∑n
i=1
∑nˆ
j=1 δiδˆj
[(
Zi× Zˆj× [SpecC/G
2
m], (ιU × ιV)◦ (ρi× ρˆj)
)]
. (11.9)
Using the 1-isomorphisms (11.2), (11.3) and the correspondence between the 1-
morphisms pi1, pi3 and Π
′
U ,Π
′
V in (11.4) and ΠU ,ΠV, we obtain 1-isomorphisms(
Zi × Zˆj × [SpecC/G
2
m]
)
×(ιU×ιV)◦(ρi×ρˆj),M×M,pi1×pi3 Exact
∼=
(
Zi×Zˆj×[SpecC/G
2
m]
)
×
ρi×ρˆj ,[QU,n/GL(U)]×[QV,n/GL(V )],Π
′
U×Π
′
V
[
QU,V,n/(GL(U)×GL(V ))nHom(V, U)
]
∼=
[(
(Zi×Zˆj)×ξi×ξˆj ,QU,n×QV,n,ΠU×ΠV QU,V,n
)
/G2mnHom(V, U)
]
,
(11.10)
where in the last line, the multiplication in G2mnHom(V, U) is (λ, µ, )·(λ
′, µ′, ′)
= (λλ′, µµ′, λ′ + µ′) for λ, λ′, µ, µ′ ∈ Gm and , ′ ∈ Hom(V, U), and G
2
m n
Hom(V, U) acts on (Zi × Zˆj) ×··· QU,V,n by the composition of the morphism
G2mnHom(V, U)→ (GL(U)×GL(V ))nHom(V, U) mapping (λ, µ, ) 7→ (λ idU ,
µ idV , ) and the action of (GL(U)×GL(V ))nHom(V, U) on QU,V,n, with the
trivial action on Zi × Zˆj .
Now f ∗ g = (pi2)∗
(
(pi1 × pi3)∗(f ⊗ g)
)
by (3.3). Applying (pi1 × pi3)∗ to each
term in (11.9) involves the fibre product in the first line of (11.10). So from
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(3.3), (11.9) and (11.10) we see that
f ∗ g=
n∑
i=1
nˆ∑
j=1
δiδˆj
[([
(Zi×Zˆj)×QU,n×QV,nQU,V,n/G
2
mnHom(V, U)
]
, ψij
)]
,
(11.11)
for 1-morphisms ψij :
[
(Zi×Zˆj)×···QU,V,n/G
2
mnHom(V, U)
]
→Mα+β . Similarly
g ∗ f=
n∑
i=1
nˆ∑
j=1
δiδˆj
[([
(Zˆj×Zi)×QV,n×QU,n Q˜V,U,n/G
2
mnHom(U, V )
]
, ψ˜ji
)]
.
(11.12)
Next we use relations Definition 2.16(i)–(iii) in S¯F(M, χ,Q) to write (11.11)–
(11.12) in a more useful form. When G = G2m n Hom(V, U) and T
G = G2m ×
{0} ⊂ G2m n Hom(V, U), we find that Q(G, T
G) =
{
TG, {(λ, λ) : λ ∈ Gm}
}
=
{G2m,Gm}, in the notation of Definition 2.15. We need to compute the co-
efficients F (G, TG, Q) in Definition 2.16(iii) for Q = G2m,Gm. Let X be the
homogeneous space G2m\G ∼= Hom(V, U), considered as a C-scheme, with a
right action of G. Then G2m ⊂ G acts on X
∼= Hom(V, U) by (λ, µ) :  7→ λµ−1
and Gm ⊂ G acts trivially on X . Then in S¯F(SpecC, χ,Q) we have[
[SpecC/G2m]
]
=
[
[X/G]
]
=F (G, TG,G2m)
[
[X/G2m]
]
+F (G, TG,Gm)
[
[X/Gm]
]
= F (G, TG,G2m)
([
[SpecC/G2m]
]
+
[
P (Hom(V, U))×[SpecC/Gm]
])
+ F (G, TG,Gm)
[
Hom(V, U)× [SpecC/Gm]
]
(11.13)
= F (G, TG,G2m)
[
[SpecC/G2m]
]
+
(
F (G, TG,G2m) dimHom(V, U)+F (G, T
G,Gm)
)[
[SpecC/Gm]
]
,
where in the second step we use Definition 2.16(iii), in the third we divide
[X/G2m] into [(Hom(V, U) \ {0})/G
2
m]
∼= P (Hom(V, U)) × [SpecC/Gm] and
[{0}/G2m]
∼= [SpecC/G2m] and use Definition 2.16(i), and in the fourth we use
Definition 2.16(ii) and χ
(
P (Hom(V, U))
)
= dimHom(V, U), χ
(
Hom(V, U)
)
= 1.
As
[
[SpecC/Gm]
]
,
[
[SpecC/G2m]
]
are independent in S¯F(SpecC, χ,Q) by
Proposition 2.18, equating coefficients in (11.13) gives F (G, TG,G2m) = 1 and
F (G, TG,G2m) = − dimU dimV . Therefore Definition 2.16(iii) gives[([
(Zi × Zˆj)×QU,n×QV,n QU,V,n/G
2
m nHom(V, U)
]
, ψij
)]
=[([
(Zi × Zˆj)×QU,n×QV,n QU,V,n/G
2
m
]
, ψij ◦ ι
G2m
)]
− dimU dimV
[([
(Zi × Zˆj)×QU,n×QV,n QU,V,n/Gm
]
, ψij ◦ ι
Gm
)]
.
(11.14)
Split QU,V,n into z(QU,n×QV,n) ∼= QU,n×QV,n and Q′U,V,n. In the second
line of (11.14), the action of G2m is trivial on Zi × Zˆj and on z(QU,n ×QV,n).
On Q′U,V,n, the element (λ, µ) in G
2
m acts by dilation by λµ
−1 in the fibres
W q1,q2U,V,n \ {0}. Thus we can write G
2
m as a product of the diagonal Gm factor
{(λ, λ) : λ ∈ Gm} which acts trivially, and a Gm factor {(λ, 1) : λ ∈ Gm} which
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acts freely on Q′U,V,n. Hence Definition 2.16(i) gives[([
(Zi × Zˆj)×QU,n×QV,n QU,V,n/G
2
m
]
, ψij ◦ ι
G2m
)]
=[(
Zi × Zˆj × [SpecC/G
2
m], ψij ◦ ι
G2m ◦ z
)]
(11.15)
+
[(
(Zi×Zˆj)×QU,n×QV,n (Q
′
U,V,n/Gm)×[SpecC/Gm], ψij ◦ι
G2m
)]
,[([
(Zi × Zˆj)×QU,n×QV,n QU,V,n/Gm
]
, ψij ◦ ι
Gm
)]
=[(
Zi × Zˆj × [SpecC/Gm], ψij ◦ ι
Gm ◦ z
)]
(11.16)
+
[(
(Zi × Zˆj)×QU,n×QV,n Q
′
U,V,n × [SpecC/Gm], ψij ◦ ι
Gm
)]
,
since (Zi × Zˆj) ×QU,n×QV,n z(QU,n × QV,n)
∼= Zi × Zˆj . Here Q′U,V,n/Gm is a
quasiprojective C-variety, with projection ΠU × ΠV : Q
′
U,V,n → QU,n × QV,n
with fibre P(W q1,q2U,V,n) over (q1, q2) ∈ (QU,n × QV,n)(C). The action of Gm on
Q′U,V,n is given on points by λ :
[
(0→ E1 → F → E2 → 0, φ1, φ, φ2)
]
7→
[
(0→
E1 → F → E2 → 0, λφ1, φ ◦
(
λ 0
0 1
)
, φ2)
]
, for λ ∈ Gm.
In the final term in (11.16), the 1-morphism ψij ◦ ιGm factors via the projec-
tion Q′U,V,n → Q
′
U,V,n/Gm, since
[
(0→ E1 → F → E2 → 0, λφ1, φ◦
(
λ 0
0 1
)
, φ2)
]
maps to [F ] for all λ ∈ Gm. The projection (Zi × Zˆj) ×QU,n×QV,n Q
′
U,V,n →
(Zi×Zˆj)×QU,n×QV,n (Q
′
U,V,n/Gm) is a principal bundle with fibre Gm, and so is
Zariski locally trivial as Gm is special. Therefore cutting (Zi× Zˆj)×QU,n×QV,n
(Q′U,V,n/Gm) into disjoint pieces over which the fibration is trivial and using
relations Definition 2.16(i),(ii) and χ(Gm) = 0 shows that[(
(Zi × Zˆj)×QU,n×QV,n Q
′
U,V,n × [SpecC/Gm], ψij ◦ ι
Gm
)]
= 0. (11.17)
Combining equations (11.11) and (11.14)–(11.17) now gives
f ∗ g =
∑n
i=1
∑nˆ
j=1 δiδˆj
[(
Zi × Zˆj × [SpecC/G
2
m], ψij ◦ ι
G2m ◦ z
)]
+
∑n
i=1
∑nˆ
j=1 δiδˆj
[(
(Zi × Zˆj)×QU,n×QV,n (Q
′
U,V,n/Gm)
× [SpecC/Gm], ψij ◦ ι
G2m
)] (11.18)
− dimU dimV
∑n
i=1
∑nˆ
j=1 δiδˆj
[(
Zi×Zˆj×[SpecC/Gm], ψij ◦ι
Gm ◦z
)]
.
Similarly, from equation (11.12) we deduce that
g ∗ f =
∑n
i=1
∑nˆ
j=1 δiδˆj
[(
Zˆj × Zi × [SpecC/G
2
m], ψ˜ji ◦ ι
G2m ◦ z˜
)]
+
∑n
i=1
∑nˆ
j=1 δiδˆj
[(
(Zˆj × Zi)×QV,n×QU,n (Q˜
′
V,U,n/Gm)
× [SpecC/Gm], ψ˜ji ◦ ι
G2m
)] (11.19)
− dimU dimV
∑n
i=1
∑nˆ
j=1 δiδˆj
[(
Zˆj×Zˆi×[SpecC/Gm], ψ˜ji◦ιGm ◦z˜
)]
.
Subtracting (11.19) from (11.18) gives an expression for the Lie bracket
[f, g]. Now the first terms on the right hand sides of (11.18) and (11.19) are
equal, as over points z1 ∈ Zi(C) and zˆ2 ∈ Zˆj(C) projecting to [E1] ∈ U(C) and
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[E2] ∈ V(C) they correspond to exact sequences [0→ E1 → E1⊕E2 → E2 → 0]
and [0 → E2 → E2 ⊕ E1 → E1 → 0] respectively, and so project to the same
point [E1⊕E2] inM. Similarly, the final terms on the right hand sides of (11.18)
and (11.19) are equal. Hence
[f,g] =
∑n
i=1
∑nˆ
j=1 δiδˆj ·{
[((Zi × Zˆj)×QU,n×QV,n (Q
′
U,V,n/Gm)× [SpecC/Gm], ψij ◦ ι
G2m)]
−[((Zˆj × Zi)×QV,n×QU,n (Q˜
′
V,U,n/Gm)× [SpecC/Gm], ψ˜ji ◦ ι
G2m)]
}
.
(11.20)
Note that (11.20) writes [f, g] ∈ S¯Findal (M, χ,Q) as a Q-linear combination of
[(U × [SpecC/Gm], ρ)] for U a quasiprojective C-variety, as in Proposition 3.4.
We now apply the Q-linear map Ψ˜χ,Q to f, g and [f, g]. Since f, g are sup-
ported on Mα,Mβ , Definition 5.13 and equations (11.7) and (11.8) yield
Ψ˜χ,Q(f) = γ λ˜α and Ψ˜χ,Q(g) = γˆ λ˜β , (11.21)
where γ, γˆ ∈ Q are given by
γ =
∑n
i=1 δi χ
(
Zi, (ιU ◦ ρi)∗(νM)
)
, γˆ =
∑nˆ
j=1 δˆj χ
(
Zˆj , (ιV ◦ ρˆj)∗(νM)
)
.
(11.22)
Using Theorem 4.3(iii) and Corollary 4.5 we have
χ
(
Zi, (ιU ◦ ρi)
∗(νM)
)
χ
(
Zˆj , (ιV ◦ ρˆj)
∗(νM)
)
= χ
(
Zi × Zˆj , (ιU ◦ ρi)
∗(νM)  (ιV ◦ ρˆj)
∗(νM)
)
= χ
(
Zi × Zˆj , (ιU ◦ ρi × ιV ◦ ρˆj)
∗(νM×M)
)
.
Thus multiplying the two equations of (11.22) together gives
γγˆ =
∑n
i=1
∑nˆ
j=1 δiδˆj χ
(
Zi × Zˆj, (ιU ◦ ρi × ιV ◦ ρˆj)∗(νM×M)
)
. (11.23)
In the same way, since [f, g] is supported on Mα+β, using (11.20) we have
Ψ˜χ,Q
(
[f, g]
)
= ζ λ˜α+β , where
ζ =
∑n
i=1
∑nˆ
j=1 δiδˆj χ
(
(Zi × Zˆj)×QU,n×QV,n (Q
′
U,V,n/Gm), ψ
∗
ij(νM)
)
−
∑n
i=1
∑nˆ
j=1 δiδˆj χ
(
(Zˆj × Zi)×QV,n×QU,n (Q˜
′
V,U,n/Gm), ψ˜
∗
ji(νM)
)
.
(11.24)
Write piij : (Zi × Zˆj) ×QU,n×QV,n (Q
′
U,V,n/Gm) → Zi × Zˆj for the projection,
and p˜iji for its analogue with U,V exchanged. Then from [49], we have
χ
(
(Zi×Zˆj)×QU,n×QV,n (Q
′
U,V,n/Gm), ψ
∗
ij(νM)
)
=χ
(
Zi×Zˆj,CF(piij)(ψ
∗
ij(νM))
)
,
where CF(piij) is the pushforward of constructible functions. Substituting this
and its analogue for p˜iji into (11.24) and identifying Zi × Zˆj ∼= Zˆj × Zi yields
ζ =
∑n
i=1
∑nˆ
j=1 δiδˆj χ
(
Zi × Zˆj , Fij
)
, where
Fij=CF(piij)(ψ
∗
ij(νM))− CF(p˜iji)(ψ˜
∗
ji(νM)) in CF(Zi × Zˆj).
(11.25)
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Let z1 ∈ Zi(C) for some i = 1, . . . , n, and zˆ2 ∈ Zˆj(C) for some j = 1, . . . , nˆ.
Set q1 = (ξi)∗(z1) in QU,n(C) and q2 = (ξˆj)∗(zˆ2) in QV,n(C), and let q1, q2
correspond to isomorphism classes [(E1, φ1)], [(E2, φ2)] with [E1] ∈ U(C) and
[E2] ∈ V(C). We will compute an expression for Fij(z1, zˆ2) in terms of E1, E2.
The fibre of piij : (Zi × Zˆj)×QU,n×QV,n (Q
′
U,V,n/Gm)→ Zi × Zˆj over (z1, zˆ2) is
the fibre of ΠU × ΠV : Q′U,V,n/Gm → QU,n × QV,n over (q1, q2), which is the
projective space P(W q1,q2U,V,n). Thus the definition of CF(piij) in §2.1 implies that(
CF(piij)(ψ
∗
ij(νM))
)
(z1, zˆ2) = χ
(
P(W q1,q2U,V,n), ψ
∗
ij(νM)
)
. (11.26)
To understand the constructible function ψ∗ij(νM) on P(W
q1,q2
U,V,n), consider
the linear map piE2,E1 :W
q1,q2
U,V,n → Ext
1(E2, E1) in (11.5). The kernel KerpiE2,E1
is a subspace of W q1,q2U,V,n, so P(KerpiE2,E1) ⊆ P(W
q1,q2
U,V,n). The induced map
(piE2,E1)∗ : P
(
W q1,q2U,V,n
)
\ P
(
KerpiE2,E1
)
−→ P
(
Ext1(E2, E1)
)
(11.27)
is surjective as piE2,E1 is, and has fibre KerpiE2,E1 . Let [w] ∈ P(W
q1,q2
U,V,n). If
[w] /∈ P(KerpiE2,E1), write (piE2,E1)∗([w]) = [λ] for 0 6= λ ∈ Ext
1(E2, E1), and
then (ψij)∗([w]) = [F ] in M(C) where the exact sequence 0 → E1 → F →
E2 → 0 corresponds to λ ∈ Ext
1(E2, E1), and (ψ
∗
ij(νM))([w]) = νM(F ). If
[w] ∈ P(KerpiE2,E1) then (ψij)∗([w]) = [E1 ⊕E2] in M(C), so (ψ
∗
ij(νM))([w]) =
νM(E1 ⊕ E2). Therefore
χ
(
P(W q1,q2U,V,n), ψ
∗
ij(νM)
)
=
∫
[λ]∈P(Ext1(E2,E1)):
λ⇔ 0→E1→F→E2→0
νM(F ) dχ
+ dimKerpiE2,E1 · νM(E1 ⊕ E2),
(11.28)
since the fibres KerpiE2,E1 of (piE2,E1)∗ in (11.27) have Euler characteristic 1,
and χ
(
P(KerpiE2,E1)
)
= dimKerpiE2,E1 .
Combining (11.26) and (11.28) with their analogues with U,V exchanged
and substituting into (11.25) yields
Fij(z1, zˆ2) =
∫
[λ]∈P(Ext1(E2,E1)):
λ⇔ 0→E1→F→E2→0
νM(F ) dχ−
∫
[λ˜]∈P(Ext1(E1,E2)):
λ˜⇔ 0→E2→F˜→E1→0
νM(F˜ ) dχ
+
(
dimKerpiE2,E1 − dimKer p˜iE1,E2
)
νM(E1 ⊕ E2). (11.29)
From the exact sequences (11.5)–(11.6) we see that
dimKerpiE2,E1 − dimKer p˜iE1,E2
=
(
dimHom(V, U)−dimHom(E2, E1)
)
−
(
dimHom(U, V )−dimHom(E1, E2)
)
= dimHom(E1, E2)− dimHom(E2, E1).
Substituting this into (11.29) and using (3.14), (5.2) and (5.3) gives
Fij(z1, zˆ2) =
(
dimExt1(E2, E1)− dimExt
1(E1, E2)
+ dimHom(E1, E2)− dimHom(E2, E1)
)
νM(E1 ⊕ E2)
= (−1)χ¯(α,β)χ¯(α, β)νM×M(E1, E2)
= (−1)χ¯(α,β)χ¯(α, β)(ιU ◦ ρi × ιV ◦ ρˆj)
∗(νM×M)(z1, zˆ2).
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Hence Fij ≡ (−1)χ¯(α,β)χ¯(α, β)(ιU ◦ ρi × ιV ◦ ρˆj)∗(νM×M). So (11.23), (11.25)
give
ζ =
∑n
i=1
∑nˆ
j=1 δiδˆj χ
(
Zi × Zˆj, (−1)χ¯(α,β)χ¯(α, β)(ιU ◦ ρi × ιV ◦ ρˆj)∗(νM×M)
)
= (−1)χ¯(α,β)χ¯(α, β)γγˆ.
From equations (11.21) and (11.24) we now have
Ψ˜χ,Q(f) = γ λ˜α, Ψ˜χ,Q(g) = γˆ λ˜β , Ψ˜χ,Q
(
[f, g]
)
= (−1)χ¯(α,β)χ¯(α, β)γγˆ λ˜α+β ,
so Ψ˜χ,Q
(
[f, g]
)
=
[
Ψ˜χ,Q(f), Ψ˜χ,Q(g)
]
by (5.4), and Ψ˜χ,Q is a Lie algebra mor-
phism. This completes the proof of Theorem 5.14.
12 The proofs of Theorems 5.22, 5.23 and 5.25
This section will prove Theorems 5.22, 5.23 and 5.25, which say that the moduli
space of stable pairs introduced in §5.4 is a projective K-schemeMα,nstp (τ
′) with
a symmetric obstruction theory, and the corresponding invariants PIα,n(τ ′) =∫
[Mα,nstp (τ
′)]vir 1 are unchanged under deformations of X . Throughout K is an
arbitrary algebraically closed field, and when we consider Calabi–Yau 3-folds X
over K, we do not assume H1(OX) = 0. A good reference for the material we
use on derived categories of coherent sheaves is Huybrechts [42].
12.1 The moduli scheme of stable pairs Mα,nstp (τ
′)
To prove deformation-invariance in Theorem 5.25 we will need to work not with
a single Calabi–Yau 3-fold X over K, but with a family of Calabi–Yau 3-folds
X
ϕ
−→ U over a base K-scheme U . Taking U = SpecK recovers the case of one
Calabi–Yau 3-fold. Here are our assumptions and notation for such families.
Definition 12.1. Let K be an algebraically closed field, and X
ϕ
−→ U be a
smooth projective morphism of algebraic K-varieties X,U , with U connected.
LetOX(1) be a relative very ample line bundle forX
ϕ
−→ U . For each u ∈ U(K),
write Xu for the fibre X ×ϕ,U,u SpecK of ϕ over u, and OXu(1) for OX(1)|Xu .
Suppose that Xu is a smooth Calabi–Yau 3-fold over K for all u ∈ U(K), which
may have H1(OXu ) 6= 0. The Calabi–Yau condition implies that the dualizing
complex ωϕ of ϕ is a line bundle trivial on the fibres of ϕ.
The hypotheses of Theorem 5.25 require the Knum(coh(Xu)) to be canoni-
cally isomorphic locally in U(K). But by Theorem 4.21, we can pass to a finite
cover U˜ of U , so that the Knum(coh(X˜u˜)) are canonically isomorphic globally
in U˜(K). So, replacing X,U by X˜, U˜ , we will assume from here until Theorem
12.21 that the numerical Grothendieck groups Knum(coh(Xu)) for u ∈ U(K) are
all canonically isomorphic globally in U(K), and we write K(coh(X)) for this
group Knum(coh(Xu)) up to canonical isomorphism. We return to the locally
isomorphic case after Theorem 12.21.
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Let E be a coherent sheaf on X which is flat over U . Then the fibre Eu
over u ∈ U(K) is a coherent sheaf on Xu, and as E is flat over U and U(K)
is connected, the class [Eu] ∈ Knum(coh(Xu)) ∼= K(coh(X)) is independent of
u ∈ U(K). We will write [E] ∈ K(coh(X)) for this class [Eu].
For any α ∈ K(coh(X)), write Pα for the Hilbert polynomial of α with
respect to OX . Then for any u ∈ U(K), if Eu ∈ coh(Xu) with [Eu] = α in
Knum(coh(Xu)) ∼= K(coh(X)), the Hilbert polynomial PEu of Eu w.r.t. OXu(1)
is Pα. Define τ : C(coh(X))→ G by τ(α) = Pα/rα as in Example 3.8, where rα
is the leading coefficient of Pα. Then (τ,G,6) is Gieseker stability on coh(Xu),
for each u ∈ U(K).
Later, we will fix α ∈ K(coh(X)), and we will fix an integer n 0, such that
every Gieseker semistable coherent sheaf E over any fibre Xu of X → U with
[E] = α ∈ Knum(coh(Xu)) ∼= K(coh(X)) is n-regular. This is possible as U is
of finite type. We follow the convention in [5] of taking D(X) to be the derived
category of complexes of quasi-coherent sheaves on X , even though complexes
in this book will always have coherent cohomology.
We generalize Definitions 5.20 and 5.21 to the families case:
Definition 12.2. Let K, X
ϕ
−→ U,OX(1) be as above. Fix n  0 in Z. A
pair is a nonzero morphism of sheaves s : OX(−n)→ E, where E is a nonzero
sheaf on X , flat over U . A morphism between two pairs s : OX(−n)→ E and
t : OX(−n) → F is a morphism of OX -modules f : E → F , with f ◦ s = t. A
pair s : OX(−n)→ E is called stable if:
(i) τ([E′]) 6 τ([E]) for all subsheaves E′ of E with 0 6= E′ 6= E; and
(ii) if also s factors through E′, then τ([E′]) < τ([E]).
The class of a pair s : OX(−n) → E is the numerical class [E] in K(coh(X)).
We will use τ ′ to denote stability of pairs, defined using OX(1).
Let T be a U -scheme, that is, a morphism of K-schemes ψ : T → U . Let
pi : XT → T be the pullback of X to T , that is, XT = X ×ϕ,U,ψ T . A T -family
of stable pairs with class α is a morphism of OXT -modules s : OXT (−n) → E,
where E is flat over T , and when restricting to U -points t in T , st : OXt(−n)→
Et is a stable pair, and [Et] = α in K(coh(X)). As in Definition 5.21 we define
the moduli functor of stable pairs with class α:
Mα,nstp (τ
′) : SchU // Sets.
Pairs, or framed modules, have been studied extensively for the last twenty
years, especially on curves. Some references are Bradlow et al. [15], Huybrechts
and Lehn [43] and Le Potier [69]. Note that stable pairs can have no automor-
phisms. Le Potier gives the construction of the moduli spaces in our generality
in [69, Th. 4.11]. It follows directly from his construction that in our case of
stable pairs, with no strictly semistables, we always get a fine moduli scheme.
Theorem 5.22 follows when U = SpecK. Later in the section we will abbreviate
Mα,nstp (τ
′) to M, especially in subscripts XM.
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Theorem 12.3. Let α ∈ K(coh(X)) and n ∈ Z. Then the moduli functor
Mα,nstp (τ
′) is represented by a projective U -scheme Mα,nstp (τ
′).
Proof. This follows from a more general result of Le Potier [69, Th. 4.11], which
we now explain. Let X be a smooth projective U -scheme of dimension m, with
very ample line bundle OX(1). In [69, §4], Le Potier defines a coherent system
to be a pair (Γ, E), where E ∈ coh(X) and Γ ⊆ H0(E) is a vector subspace. A
morphism of coherent systems f : (Γ, E) → (Γ′, E′) is a morphism f : E → E′
in coh(X) with f(Γ) ⊆ Γ′.
Let q ∈ Q[t] be a polynomial with positive leading coefficient. For a coherent
system (Γ, E) with E 6= 0, define a polynomial p(Γ,E) in Q[t] by
p(Γ,F )(t) =
PE(t) + dimΓ · q(t)
rE
,
where PE is the Hilbert polynomial of E and rE > 0 its leading coefficient. Then
we call (Γ, E) q-semistable (respectively q-stable) if E is pure and whenever
E′ ⊂ E is a subsheaf with E′ 6= 0, E and Γ′ = Γ ∩ H0(E′) ⊂ H0(E) we have
p(Γ′,E′) 6 p(Γ,E) (respectively p(Γ′,E′) < p(Γ,E)), using the total order 6 on
polynomials Q[t] in Example 3.8.
Then Le Potier [69, Th. 4.11] shows that if α ∈ Knum(coh(X)), then the
moduli functor Sysα(q) of q-semistable coherent systems (Γ, E) with [E] = α
is represented by a projective moduli U -scheme Sysα(q), such that U -points of
Sysα(q) correspond to S-equivalence classes of coherent systems (Γ, E). The
method is to fix N  0 and a vector space V of dimension Pα(N), and to define
a projective ‘Quot scheme’ Quotα,N(q) of pairs
(
(Γ, E), ϕ
)
, where (Γ, E) is a
coherent system with [E] = α and ϕ : V → H0(E(N)) is an isomorphism, and
GL(V ) acts on Quotα,N(q). Le Potier shows that there exists a linearization
L for this action of GL(V ), depending on q, such that GIT (semi)stability of(
(Γ, E), ϕ
)
coincides with q-(semi)stability of (Γ, E). Then Sysα(q) is the GIT
quotient Quotα,N (q)//LGL(V ).
Here is how to relate this to our situation. Fix α ∈ K(coh(X)) and n ∈ Z. To
a pair s : OX(−n)→ E in the sense of Definition 12.2 we associate the coherent
system (〈s〉, E(n)), with sheaf E(n) = E ⊗OX(n) and 1-dimensional subspace
Γ ⊂ H0(E(n)) spanned by 0 6= s ∈ H0(E(n)). We take q ∈ Q[t] to have degree
0, so that q ∈ Q>0, and to be sufficiently small (in fact 0 < q 6 1/d! rα is enough,
where d = dimα and rα is the leading coefficient of the Hilbert polynomial Pα).
Then it is easy to show that s : OX(−n)→ E is stable if and only if (〈s〉, E(n))
is q-stable if and only if (〈s〉, E(n)) is q-semistable.
Hence [69, Th. 4.11] gives a projective coarse moduli U -scheme Mα,nstp (τ
′).
Since there are no strictly q-semistable (〈s〉, E(n)) in this moduli space, U -points
of Mα,nstp (τ
′) correspond to isomorphism classes of pairs s : OX(−n) → E, not
just S-equivalence classes. Also, as stable pairs s : OX(−n) → E have no
automorphisms, Mα,nstp (τ
′) is actually a fine moduli scheme.
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12.2 Pairs as objects of the derived category
We can consider a stable pair s : OX(−n) → E on X as a complex I in the
derived category D(X), with OX(−n) in degree −1 and E in degree 0. We
evaluate some Ext groups for such a complex I.
Proposition 12.4. Let s : OX(−n)→ E be a stable pair, and suppose n is large
enough that Hi(E(n)) = 0 for i > 0. Write I for OX(−n)
s
−→E considered as
an object of D(X), with E in degree 0. Then:
(a) ExtiD(X)(I, E) = 0 for i < 1, i > 3.
(b) ExtiD(X)(I,OX(−n)) = 0 for i < 1, i > 3, and Ext
1
D(X)(I,OX(−n))
∼= K.
(c) Exti
D(X)
(I, I) = 0 for i < 0, i > 3, and Exti
D(X)
(I, I) ∼= K for i = 0, 3.
Proof. We have a distinguished triangle I[−1]→ OX(−n)
s
−→E → I in D(X).
Taking Ext∗
D(X)
of this with E,OX(−n) and I gives long exact sequences:
Exti−1(O(−n), E) // Exti(I, E) // Exti(E,E)
◦s // Exti(O(−n), E),
Exti−1(O(−n),O(−n)) //Exti(I,O(−n)) //Exti(E,O(−n))
◦s //Exti(O(−n),O(−n)),
Exti−1(O(−n), I) // Exti(I, I) // Exti(E, I)
◦s // Exti(O(−n), I).
(12.1)
In the first row of (12.1), since Exti
D(X)
(OX(−n), E) = Hi(E(n)) = 0 for
i 6= 0 and ExtiD(X)(E,E) = 0 for i < 0 and i > 3, this gives Ext
i
D(X)(I, E) = 0
for i < 0 and i > 3, and
HomD(X)(I, E) ∼= Ker
(
◦s : Hom(E,E) −→ Hom(OX(−n), E)
)
. (12.2)
Write pi : E → F for the cokernel of s : OX(−n) → E. Suppose 0 6= β ∈
Hom(E,E) with β ◦ s = 0 in Hom(OX(−n), E). Both Ker(β) and Im(β) are in
fact subsheaves of E with [E] = [Kerβ] + [Imβ], and Kerβ 6= 0 as β ◦ s = 0
with s 6= 0, and Imβ 6= 0 as β 6= 0. Since E is τ -semistable, the seesaw
inequalities imply that τ([Ker β]) = τ([Im β]) = τ([E]). But as s factors through
Kerβ, stability of the pair implies that τ([Ker β]) < τ([E]), a contradiction. So
HomD(X)(I, E) = 0 by (12.2), proving (a).
We have ExtiD(X)(OX(−n),OX(−n)) = H
i(OX) = 0 for i < 0 or i > 3 and is
K for i = 0, and Exti
D(X)
(E,OX(−n)) ∼= Ext
3−i
D(X)
(OX(−n), E)∗ ∼= H3−i(E(n))∗
by Serre duality, which is zero unless i = 3. Part (b) follows from the second row
of (12.1) and the fact that ◦s : Ext3(E,OX(−n))→ Ext
3(OX(−n),OX(−n)) ∼=
K is nonzero, as this is Serre dual to the morphism Hom(OX(−n),OX(−n))→
Hom(OX(−n), E) taking 1 7→ s 6= 0.
For (c), Serre duality and part (a) gives ExtiD(X)(E, I) = 0 for i < 0 and
i > 2. Thus the third row of (12.1) yields Exti
D(X)
(I, I) ∼= Exti−1D(X)(OX(−n), I)
∼=
Ext4−i
D(X)
(I,OX(−n))∗ for i < 0 and i > 3. So Ext
i
D(X)
(I, I) = 0 for i < 0 and
i > 3 by (b). Also K ∼= Ext2D(X)(OX(−n), I) → Ext
3
D(X)
(I, I) → 0 is exact,
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and Ext3
D(X)
(I, I) ∼= HomD(X)(I, I)∗ cannot be zero as I is nonzero in D(X), so
Ext3D(X)(I, I)
∼= K and hence Ext0D(X)(I, I) ∼= K by Serre duality, giving (c).
Corollary 12.5. In the situation of Proposition 12.4, the object I in D(X) up
to quasi-isomorphism and the integer n determine the stable pair s : OX(−n)→
E up to isomorphism.
Proof. In the distinguished triangle I[−1]
pi
−→OX(−n)
s
−→E → I, the mor-
phism pi is nonzero since otherwise E ∼= OX(−n)⊕ I which is not a sheaf. But
Ext1D(X)(I,OX(−n)) ∼= K by Proposition 12.4(b), so Ext
1
D(X)(I,OX(−n)) =
K · pi. Thus the morphism pi is determined by I, n up to Gm rescalings, so
E ∼= cone(pi) and s are determined by I, n up to isomorphism.
We have U -schemes X and Mα,nstp (τ
′), by Theorem 12.3, so we can form the
fibre product XM = X×UM
α,n
stp (τ
′), which we regard as a family of Calabi–Yau
3-folds XM
pi
−→Mα,nstp (τ
′) over the base U -scheme Mα,nstp (τ
′). Since Mα,nstp (τ
′) is
a fine moduli scheme for pairs on X , on XM we have a universal pair, which we
denote by S : OXM(−n) → E. We can regard this as an object in the derived
category D(XMα,nstp (τ ′)), with OXMα,nstp (τ′)
(−n) in degree −1 and E in degree 0,
and we will denote this object by I = cone(S).
12.3 Cotangent complexes and obstruction theories
Suppose X,Y are schemes over some base K-scheme U , and X
φ
−→Y is a mor-
phism of U -schemes. Then one can define the cotangent sheaf (or sheaf of
relative differentials) ΩX/Y in coh(X), as in Hartshorne [40, §II.8]. This gener-
alizes cotangent bundles of smooth schemes: if X is a smooth K-scheme then
ΩX/ SpecK is the cotangent bundle T
∗X , a locally free sheaf of rank dimX on X .
If X
φ
−→Y
ψ
−→Z are morphisms of U -schemes then there is an exact sequence
φ∗(ΩY/Z) // ΩX/Z // ΩX/Y // 0 (12.3)
in coh(X). Note that the morphism φ∗(ΩY/Z) → ΩX/Z need not be injective,
that is, (12.3) may not be a short exact sequence. Morally speaking, this says
that φ 7→ ΩX/Y is a right exact functor, but may not be left exact.
Cotangent complexes are derived versions of cotangent sheaves, for which
(12.3) is replaced by a distinguished triangle (12.4), making it fully exact. The
cotangent complex LX/Y of a morphism X
φ
−→Y is an object in the derived
categoryD(X), constructed by Illusie [46]; a helpful review is given in Illusie [47,
§1]. It has h0(LX/Y ) ∼= ΩX/Y . If φ is smooth then LX/Y = ΩX/Y . Here are
some properties of cotangent complexes:
(a) Suppose X
φ
−→Y
ψ
−→Z are morphisms of U -schemes. Then there is a
distinguished triangle in D(X), [46, §2.1], [47, §1.2]:
Lφ∗(LY/Z) // LX/Z // LX/Y // Lφ
∗(LY/Z)[1]. (12.4)
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This is called the distinguished triangle of transitivity.
(b) Suppose we have a commutative diagram of morphisms of U -schemes:
R ρ
//

S σ
//

T

X
φ // Y
ψ // Z.
Then we get a commutative diagram in D(R), [46, §2.1]:
Lρ∗(LS/T ) // LR/T // LR/S // Lφ
∗(LS/T )[1]
L∗
(
Lφ∗(LY/Z)
)
//
OO
L∗(LX/Z) //
OO
L∗(LX/Z) //
OO
L∗(
(
Lφ∗(LY/Z)[1]
)
,
OO
where the rows come from the distinguished triangles of transitivity for
R→ S → T and X → Y → Z.
(c) Suppose we have a Cartesian diagram of U -schemes:
X ×Z Y piY
//
piX 
Y
ψ
X
φ // Z.
If φ or ψ is flat then we have base change isomorphisms [46, §2.2], [47, §1.3]:
LX×ZY/Y
∼= Lpi∗X(LX/Z), LX×ZY/X
∼= Lpi∗Y (LY/Z),
and LX×ZY/Z
∼= Lpi∗X(LX/Z)⊕ Lpi
∗
Y (LY/Z).
(12.5)
Recall the following definitions from Behrend and Fantechi [3, 5, 6]:
Definition 12.6. Let Y be a K-scheme, and D(Y ) the derived category of
quasicoherent sheaves on Y .
(a) A complex E• ∈ D(Y ) is perfect of perfect amplitude contained in [a, b],
if e´tale locally on Y , E• is quasi-isomorphic to a complex of locally free
sheaves of finite rank in degrees a, a+ 1, . . . , b.
(b) We say that a complex E• ∈ D(Y ) satisfies condition (∗) if
(i) hi(E•) = 0 for all i > 0,
(ii) hi(E•) is coherent for i = 0,−1.
(c) An obstruction theory for Y is a morphism φ : E• → LY in D(Y ), where
LY = LY/ SpecK is the cotangent complex of Y , and E satisfies condition
(∗), and h0(φ) is an isomorphism, and h−1(φ) is an epimorphism.
(d) An obstruction theory φ : E• → LY is called perfect if E• is perfect of
perfect amplitude contained in [−1, 0].
(e) A perfect obstruction theory φ : E• → LY on Y is called symmetric if
there exists an isomorphism θ : E• → E•∨[1], such that θ∨[1] = θ. Here
E•∨=RHom (E•,OY ) is the dual of E•, and θ∨ the dual morphism of θ.
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If instead Y
ψ
−→ U is a morphism of K-schemes, so Y is a U -scheme, we define
relative perfect obstruction theories φ : E• → LY/U in the obvious way.
A closed immersion of K-schemes j : T → T is called a square zero extension
with ideal sheaf J if J is the ideal sheaf of T in T and J2 = 0, so that we have
an exact sequence in coh(T ):
0 // J // OT // OT // 0. (12.6)
We will always take T, T to be affine schemes.
The deformation theory of a K-scheme Y is largely governed by its cotangent
complex LY ∈ D(Y ), in the following sense. Suppose that we are given a square-
zero extension T of T with ideal sheaf J , with T, T affine, and a morphism
g : T → Y . Then the theory of cotangent complexes gives a canonical morphism
g∗(LY ) // LT // J [1]
in D(T ). This morphism, ω(g) ∈ Ext1(g∗LY , J), is equal to zero if and only if
there exists an extension g : T → Y of g. Moreover, when ω(g) = 0, the set of
isomorphism extensions form a torsor under Hom(g∗LY , J).
Behrend and Fantechi prove the following theorem, which both explains the
term obstruction theory and provides a criterion for verification in practice:
Theorem 12.7 (Behrend and Fantechi [5, Th. 4.5]). The following two condi-
tions are equivalent for E• ∈ D(Y ) satisfying condition (∗).
(a) The morphism φ : E• → LY is an obstruction theory.
(b) Suppose we are given a setup (T, T , J, g) as above. The morphism φ in-
duces an element φ∗(ω(g)) ∈ Ext1(g∗E•, J) from ω(g) ∈ Ext1(g∗LY , J)
by composition. Then φ∗(ω(g)) vanishes if and only if there exists an ex-
tension g of g. If it vanishes, then the set of extensions form a torsor
under Hom(g∗E•, J).
The analogue also holds for relative obstruction theories.
12.4 Deformation theory for pairs
Let X,T, T be U -schemes with T, T affine, and T → T a square zero extension.
Write XT = X ×U T and XT = X ×U T , which are U -schemes with projections
XT → T , XT → T and XT → XT . We have a Cartesian diagram:
XT
pi

**TTT
TTTT
XT
j∗ 44iiiiiii
τ
//
pi

X
ϕ
T **TTT
TTTT
T
T
j 44iiiiiiii // U,
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and an exact sequence in coh(XT ):
0 // pi∗J // OXT // OXT // 0. (12.7)
Let s : OXT (−n)→ E be a T -family of stable pairs. The deformation theory
of stable pairs involves studying T -families of stable pairs s : OXT (−n) → E
extending s : OXT (−n) → E, that is, with (j∗)
∗
(
(E, s)
)
∼= (E, s). Tensoring
(12.7) with s : OXT (−n) → E gives a commutative diagram in coh(XT ), with
exact rows:
0 // pi∗(J)⊗OX
T
OXT (−n)
//

OXT (−n)
//
s

OXT (−n)⊗OXT
OXT //
s⊗idOXT
0
0 // pi∗(J)⊗OX
T
E // E // E⊗OX
T
OXT
// 0.
(12.8)
But E ⊗OX
T
OXT
∼= (j∗)
∗(E) ∼= E, and OXT (−n)⊗OXT
OXT
∼= OXT (−n), and
as J2 = 0 we have J ⊗OT OT
∼= J , so pi∗(J)⊗OX
T
OXT ∼= pi
∗(J), and thus
pi∗(J)⊗OX
T
E∼=pi∗(J)⊗OX
T
OXT ⊗OX
T
E∼=pi∗(J)⊗OX
T
E∼=pi∗(J)⊗OXT E.
Hence (12.8) is equivalent to the commutative diagram in coh(XT ):
0 // pi∗J ⊗OXT OXT (−n)
//

OXT (−n)
//
s

OXT (−n) //
s

0
0 // pi∗J⊗OXT E
// E // E // 0.
(12.9)
Both rows are exact sequences of OXT -modules. Since E is flat over T , such E,
if it exists, is necessarily flat over T . Now Illusie [46, §IV.3] studies the problem
of completing a diagram of the form (12.9), and proves:
Theorem 12.8 (Illusie [46, Prop. IV.3.2.12]). There exists an element ob in
Ext2D(XT )
(
cone(s), pi∗J⊗E
)
, whose vanishing is necessary and sufficient to com-
plete the diagram (12.9). If ob = 0 then the set of isomorphism classes of
deformations forms a torsor under Ext1D(XT )(cone(s), pi
∗J ⊗ E).
Illusie also shows in [46, §IV.3.2.14] that this element ob can be written as
the composition of three morphisms in D(XT ), in the commutative diagram:
cone(s)
ob

AtOXT /OX
(s)
// k1
(
Lgr(OXT⊕OXT (−n))/OX
⊗ (OXT ⊕ E)
)
[1]
k1(e(OX
T
⊕OX
T
(−n))⊗idOXT ⊕E
)

pi∗J ⊗ E[2] k1(pi∗J ⊗ (OXT ⊕OXT (−n))⊗ (OXT ⊕ E))[2].
Π1oo
(12.10)
Here in Illusie’s set up, we regard OXT ⊕OXT (−n) and OXT ⊕E as sheaves of
graded algebras on XT , with OXT in degree 0, and OXT (−n), E in degree 1; we
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also regard OX as a sheaf of graded algebras concentrated in degree 0. Then
Lgr(OXT⊕OXT (−n))/OX
is the cotangent complex for sheaves of graded algebras.
The notation k1(· · · ) means take the degree 1 part of ‘· · · ’ in the grading.
The morphism AtOXT /OX (s) in (12.10) is called the Atiyah class of s, as in
Illusie [46, §IV.2.3], and the morphism
e
(
OXT⊕OXT (−n)
)
: Lgr(OXT⊕OXT (−n))/OX
→pi∗J⊗(OXT⊕OXT (−n))[1] (12.11)
corresponds as in [46, §IV.2.4] to the following extension of graded OX -algebras:
0→pi∗J⊗(OXT⊕OXT (−n))→OXT⊕OXT (−n)→OXT⊕OXT (−n)→0, (12.12)
and the morphism Π1 in (12.10) is projection to the first factor on the right in
k1
(
pi∗J⊗(OXT ⊕OXT (−n))⊗(OXT ⊕E)
)
=(pi∗J⊗E)⊕(pi∗J⊗OXT (−n)).
We will factorize (12.10) further. We have a cocartesian diagram
OXT // OXT ⊕OXT (−n)
OX
OO
// OX ⊕OX(−n)
OO
of sheaves of graded algebras. Since OX(−n) is a flatOX -module, OX⊕OX(−n)
is a flat graded OX -algebra. Therefore, by (12.5) we have an isomorphism:
L(OXT /OX)⊗(OXT ⊕OXT (−n))⊕L
gr
(OX⊕OX(−n))/OX
⊗(OXT ⊕OXT (−n))
∼=−→Lgr(OXT⊕OXT (−n))/OX
.
(12.13)
Since ϕ is flat in the following Cartesian diagram:
XT //
pi 
X
ϕ
T // U,
equation (12.5) gives
LOXT /OX
∼= pi∗LOT /OU . (12.14)
Let e(OT ) ∈ Ext
1(LOT /OU , J) and e(OXT ) ∈ Ext
1(LOXT /OX , pi
∗J) correspond
to algebra extensions (12.6) and (12.7) as in [46, §IV.2.4]. Since (12.7) is the
pullback of (12.6) by pi we have
e(OXT ) = pi
∗e(OT ) ∈ Ext
1(LOXT /OX , pi
∗J) ∼= Ext1(pi∗LOT /OU , pi
∗J), (12.15)
using (12.14). The extension (12.12) is ⊗OX (OX ⊕OX(−n)) applied to (12.7).
Thus the following diagram commutes:
LgrOXT⊕OXT (−n)/OX
pr1
e(OX
T
⊕OX
T
(−n))
--ZZZZZZZ
ZZZZZZ
ZZ
LOXT /OX⊗(OXT ⊕OXT (−n))e(OX
T
)⊗idOXT ⊕OXT (−n)
// pi∗J⊗(OXT ⊕OXT (−n))[1],
(12.16)
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where pr1 is projection to the first factor in (12.13).
Combining equations (12.10)–(12.16) gives a commutative diagram:
cone(s)
AtOXT
/OX
(s)
ob

k1
(
Lgr
(OXT
⊕OXT
(−n))/OX
⊗ (OXT ⊕ E)
)
[1]
pr1

k1(e(OX
T
⊕OX
T
(−n))⊗idOXT
⊕E)
++XXXX
XXXX
XXXX
XX
k1
(
L(OXT /OX )⊗(OXT ⊕OXT (−n))
⊗(OXT ⊕E)
)
[1] k1(e(OX
T
)⊗id...)
//
project

k1
(
pi∗J ⊗ (OXT ⊕OXT (−n))
⊗(OXT ⊕E)
)
[2]
project

Π1

k1
(
L(OXT /OX ) ⊗ (OXT ⊕E)
)
[1]
k1(e(OX
T
)⊗id...)
//
=

k1
(
pi∗J ⊗ (OXT ⊕ E)
)
[2]
=

LOXT /OX ⊗ E[1] e(OX
T
)⊗idE
//
∼= by (12.14)

pi∗J ⊗ E[2]
=

pi∗LOT /OU ⊗ E[1]
pi∗e(O
T
)⊗idE // pi∗J ⊗ E[2].
(12.17)
Let At(E, s) denote the composition of all the morphisms in the left column
of diagram (12.17). We call this the Atiyah class of the family of pairs s :
OX(−n)→ E over XT . Thus, we may restate Illusie’s results as:
Theorem 12.9. In Theorem 12.8, the obstruction morphism ob factorizes as
cone(s)
At(E,s) // pi∗LOT /OU ⊗ E[1]
pi∗e(OT )⊗idE // pi∗J ⊗ E[2]. (12.18)
Note that in (12.18), At(E, s) is independent of the choice of J, T , and
pi∗e(OT ) depends on the square zero extension J, T but is independent of the
choice of pair E, s. A very similar picture is explained by Huybrechts and
Thomas [45], when they show that obstruction class ob for deforming a complex
E• in Db(coh(X)) is the composition of an Atiyah class depending on E•, and
a Kodaira–Spencer class depending on the square-zero extension.
12.5 A non-perfect obstruction theory for Mα,nstp (τ
′)/U
Now suppose α ∈ K(coh(X)), and n  0 is large enough that Hi(E(n)) = 0
for all i > 0 and all τ -semistable sheaves E of class α. We will construct the
natural relative obstruction theory φ : B• → LMα,nstp (τ ′)/U for M
α,n
stp (τ
′), which
unfortunately is neither perfect nor symmetric. Sections 12.6 and 12.7 explain
how to modify φ to a perfect, symmetric obstruction theory, firstly in the case
rank I 6= 0, and then a more complicated construction for the general case.
Remark 12.10. Here is an informal sketch of what is going on in §12.5–§12.7.
Consider a single stable pair s : OX(−n) → E on X , and let I be the pair
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considered as an object of D(X). Think of (E, s) as a point of the mod-
uli scheme Mα,nstp (τ
′). It turns out that deformations of (E, s) are given by
Ext1
D(X)
(I, E), so that the tangent space T(E,s)M
α,n
stp (τ
′) ∼= Ext1D(X)(I, E), and
the obstruction space to deforming (E, s) is Ext2
D(X)
(I, E), so we may informally
write O(E,s)M
α,n
stp (τ
′) ∼= Ext2D(X)(I, E).
Now obstruction theories concern cotangent not tangent spaces, as they map
to the cotangent complex LMα,nstp (τ ′), so we are interested in the dual spaces
T ∗(E,s)M
α,n
stp (τ
′) ∼= Ext1D(X)(I, E)
∗ ∼= Ext2D(X)(E, I ⊗KX)
∼= H0(B•),
O∗(E,s)M
α,n
stp (τ
′) ∼= Ext2D(X)(I, E)
∗ ∼= Ext1D(X)(E, I ⊗KX)
∼= H−1(B•),
using Serre duality in the second steps, and where B• in the third steps is
defined in (12.21) below, and ωpi in (12.21) plays the roˆle of KX .
Thus, the complex B• in D(X) encodes the (dual of the) deformations of
s : OX(−n)→ E in its degree 0 cohomology, and the (dual of the) obstructions
in its degree −1 cohomology. This is what we want from an obstruction theory,
and we will show in Proposition 12.12 that B• can indeed be made into an
obstruction theory for Mα,nstp (τ
′). However, there are two problems with it.
Firstly, H−2(B•) may be nonzero, so B• is not concentrated in degrees [−1, 0],
that is, it is not a perfect obstruction theory. Secondly, as Ext1
D(X)
(I, E) and
Ext2D(X)(I, E) are not dual spaces, B
• is not symmetric.
Here is how we fix these problems. There are natural identity and trace
morphisms idI : H
i(OX) → Ext
i
D(X)
(I, I) and trI : Ext
i
D(X)
(I, I) → Hi(OX),
with trI ◦ idI = rank I ·1Hi(OX). Suppose for the moment that rank I 6= 0. Then
ExtiD(X)(I, I)
∼= ExtiD(X)(I, I)0 ⊕H
i(OX), where Ext
i
D(X)(I, I)0 = Ker trI is the
trace-free part of Exti(I, I). We have natural morphisms
Exti
D(X)
(I, E)
T◦ // Exti
D(X)
(I, I) // Exti
D(X)
(I, I)/Hi(OX) ∼= Ext
i
D(X)
(I, I)0,
where T : E → I is the natural morphism in D(X). Now Ext1
D(X)
(I, E) →
Ext1D(X)(I, I)0 is an isomorphism, and Ext
2
D(X)(I, E) → Ext
2
D(X)(I, I)0 is injec-
tive. The idea of §12.6 is to replace Ext•D(X)(I, E) by Ext
•
D(X)(I, I)0. We con-
struct a complex G• with Hi(G•) ∼= Ext1−iD(X)(I, I)
∗
0, and this is our symmetric
perfect obstruction theory for Mα,nstp (τ
′).
If rank I = 0 then this construction fails, since trI ◦ idI = 0, and we no longer
have a canonical splitting Exti
D(X)
(I, I) ∼= ExtiD(X)(I, I)0 ⊕ H
i(OX). We deal
with this in §12.7 in a peculiar way. The basic idea is to replace Exti
D(X)
(I, E)
by Exti
D(X)
(I, I)/ idI
(
Hi(OX)
)
when i = 0, 1, and by Ker
(
tr I : Exti
D(X)
(I, I)→
Hi(OX)
)
when i = 2, 3. This yields groups which are zero in degrees 0 and 3 and
dual in degrees 1 and 2, so again they give us a symmetric perfect obstruction
theory for Mα,nstp (τ
′).
As in §12.2, write XM = X ×U M
α,n
stp (τ
′) with projection pi : XM →
Mα,nstp (τ
′), and write S : OXM(−n) → E for the universal stable pair on XM.
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We will also regard this as an object I = cone(S) in D(XM) with OXM(−n) in
degree −1 and E in degree 0. Thus we have a distinguished triangle in D(XM):
I[−1] // OXM(−n)
S // E
T // I. (12.19)
Define objects in D(Mα,nstp (τ
′)):
A• = Rpi∗
(
RHom (I, I) ⊗ ωpi
)
[2], (12.20)
B• = Rpi∗
(
RHom (E, I) ⊗ ωpi
)
[2], (12.21)
Bˇ• = Rpi∗
(
RHom (I,E) ⊗ ωpi
)
[2], (12.22)
C• = Rpi∗
(
RHom (OXM (−n), I)⊗ ωpi
)
[2], (12.23)
Cˇ• = Rpi∗
(
RHom (I,OXM (−n))⊗ ωpi
)
[2], (12.24)
D• = Rpi∗
(
RHom (E,E) ⊗ ωpi
)
[2], (12.25)
E• = Rpi∗
(
RHom (OXM (−n),E)⊗ ωpi
)
[2], (12.26)
Eˇ• = Rpi∗
(
RHom (E,OXM (−n))⊗ ωpi
)
[2], (12.27)
F • = Rpi∗(ωpi)[2] ∼= Rpi∗
(
RHom (OXM(−n),OXM(−n))⊗ ωpi
)
[2]. (12.28)
Applying Rpi∗
(
RHom(—, ∗)⊗ωpi
)
[2], Rpi∗
(
RHom(∗,—)⊗ωpi
)
[2] to (12.19)
for ∗ = I,E,OXM gives six distinguished triangles in D(M
α,n
stp (τ
′)), which we
write as a commutative diagram with rows and columns distinguished triangles:
A•
β // B•
γ // C•
δ // A•[1]
Bˇ•
 //
βˇ
OO
D•
ζ //
ˇ
OO
E•
η //
ιˇ
OO
Bˇ•[1]
βˇ
OO
Cˇ•
ι //
γˇ
OO
Eˇ•
κ //
ζˇ
OO
F •
λ //
κˇ
OO
Cˇ•[1]
γˇ
OO
A•[−1]
β //
δˇ
OO
B•[−1]
γ //
ηˇ
OO
C•[−1]
δ //
λˇ
OO
A•.
δˇ
OO
(12.29)
We take (12.29) to be the definition of the morphisms β, . . . , λˇ.
Here is the point of the notation with accents ‘ ˇ ’: the Calabi–Yau condition
on ϕ : X → U implies that the dualizing complex ωϕ is a line bundle onX trivial
on the fibres of ϕ, so it is ϕ∗(L) for some line bundle L on U . Suppose U is affine.
Then any line bundle on U is trivial, so we may choose an isomorphism L ∼= OU ,
and then ωϕ ∼= OX , and on XM we have ωpi ∼= pi∗X(ωϕ)
∼= pi∗X(OX)
∼= OXM .
Using this isomorphism ωpi ∼= OXM we get isomorphisms
A•∨[1]∼=A•, B•∨[1]∼= Bˇ•, Bˇ•∨[1]∼=B•, C•∨[1]∼= Cˇ•, Cˇ•∨[1]∼=C•,
D•∨[1] ∼= D•, E•∨[1] ∼= Eˇ•, Eˇ•∨[1] ∼= E•, F •∨[1] ∼= F •,
(12.30)
where A•∨, . . . , F •∨ are the duals ofA•, . . . , F •, dualizing in (12.29) corresponds
to taking the transpose along the diagonal, and βˇ, . . . , λˇ would be the dual
morphisms of β, . . . , λ, respectively.
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Lemma 12.11. The complex B• in (12.21) satisfies condition (∗).
Proof. As B• is obtained by applying standard derived functors to a complex of
quasi-coherent sheaves with coherent cohomology, the general theory guarantees
that B• is also a complex of quasi-coherent sheaves with coherent cohomology.
Thus we only have to check that hi(B•) = 0 for i > 0. But the fibre of hi(B•)
at a U -point p ofMα,nstp (τ
′) corresponding to a stable pair Ip = OX(−n)
sp
−→Ep
is Ext2+iD(X)(Ep, Ip ⊗ ωpi), which is dual to Ext
1−i
D(X)(Ip, Ep) by Serre duality, and
so vanishes when i > 0 by Proposition 12.4(a).
As in §12.4, the Atiyah class of the universal pair S : OXM (−n)→ E is
At(E, S) : I −→ pi∗(LMα,nstp (τ ′)/U )⊗ E[1]. (12.31)
We have isomorphisms
Ext1(I, pi∗(LMα,nstp (τ ′)/U )⊗ E)
∼= Ext1(RHom (E, I), pi∗(LMα,nstp (τ ′)/U ))
∼= Ext1(RHom (E, I)⊗ωpi[3], pi
∗(LMα,nstp (τ ′)/U )⊗ωpi[3])
∼= Ext1(RHom (E, I)⊗ ωpi[3], pi
!(LMα,nstp (τ ′)/U ))
∼= Ext1(Rpi∗(RHom (E, I) ⊗ ωpi[3]), LMα,nstp (τ ′)/U )
∼= Hom(B•, LMα,nstp (τ ′)/U ),
(12.32)
using pi!(K•) = pi∗(K•) ⊗ ωpi[3] for all K• ∈ D(M
α,n
stp (τ
′)) as pi is smooth of
dimension 3 in the third isomorphism, the adjoint pair (Rpi∗, pi
!) in the fourth,
and (12.21) in the fifth. Define
φ : B• −→ LMα,nstp (τ ′)/U (12.33)
to correspond to At(E, S) in (12.31) under the isomorphisms (12.32).
Proposition 12.12. The morphism φ in (12.33) makes B• into a (generally
not perfect) relative obstruction theory for Mα,nstp (τ
′)/U .
Proof. Suppose we are given an affine U -scheme T , a square-zero extension T
of T with ideal sheaf J as in §12.3, and a morphism of U -schemes g : T →
Mα,nstp (τ
′). Set XT = X ×U T . Then we have a Cartesian diagram:
XT
f //
ξ
 **VVV
VVVV
VVVV
VVVV
VVVV
V XM
pi
 %%LL
LL
LL
LL
L
T
g //
**VVV
VVVV
VVVV
VVVV
VVVV
VV M
α,n
stp (τ
′)
&&LL
LL
LL
LL
X

U.
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The universal stable pair S : OXM(−n) → E on XM pulls back under f to a
T -family ST : OXT (−n)→ ET of stable pairs, which we write as IT when consid-
ered as an object of D(XT ). Since M
α,n
stp (τ
′) is a fine moduli space, extensions
g : T →Mα,nstp (τ
′) of g to T are equivalent to extensions ST : OXT (−n) → ET
of ST : OXT (−n) → ET s : OXT (−n) → E to T , which is exactly the problem
considered in §12.4. For i ∈ Z we have the following isomorphisms:
Exti(g∗B•, J) ∼= Exti(g∗(Rpi∗(RHom (E, I) ⊗ ωpi[2])), J)
∼= Exti(Rpi∗(RHom (E, I)⊗ ωpi[2]), Rg∗J)
∼= Exti(RHom (E, I) ⊗ ωpi[2], pi
∗(Rg∗J)⊗ ωpi[3])
∼= Exti+1(RHom(E, I), pi∗(Rg∗J))∼=Ext
i+1(RHom(E, I), Rf∗(ξ
∗J))
∼= Exti+1(Lf∗(RHom(E, I)), ξ∗J)∼=Exti+1(RHom(Lf∗E, Lf∗I), ξ∗J)
∼= Exti+1(Lf∗I, ξ∗J ⊗ Lf∗E) ∼= Exti+1(f∗I, ξ∗J ⊗ f∗E),
(12.34)
using (12.21) in the first step, the adjoint pair (g∗, Rg∗) in the second, the adjoint
pair (Rpi∗, pi
!) and pi!(A) = pi∗(A) ⊗ ωpi[3] in the third, base change for the flat
morphism pi in the fifth, and the adjoint pair (Lf∗, Rf∗) in the sixth. In the
final step, as OXM(−n) and E are flat overM
α,n
stp (τ
′) we have Lf∗E ∼= f∗E, and
Lf∗(I) is quasi-isomorphic to OXT (−n)→ ET , which we denote as f
∗I = IT .
In a similar way to isomorphisms (12.32), the composition
g∗(B•)
g∗φ // g∗(LMα,nstp (τ ′)/U ) // LT/U
lifts to
At(ET , ST ) : IT −→ ξ
∗(LT/U )⊗ ET [1],
the Atiyah class of the family ST : OXT (−n)→ ET . Thus the composition
IT
At(ET ,ST ) // ξ∗LT/U ⊗ ET [1]
ξ∗e(OT )⊗idET // ξ∗J ⊗ ET [2]
is the element φ∗(ω(g)) under the isomorphism (12.34) for i = 1, by Theorems
12.8 and 12.9. The morphism g : T →Mα,nstp (τ
′) extends to g : T →Mα,nstp (τ
′)
if and only if the family of pairs extend from T to T . Therefore, by Theorems
12.7–12.9, Lemma 12.11, and equation (12.34) for i = 0 we conclude that φ is
an obstruction theory for Mα,nstp (τ
′).
As in the proof of Lemma 12.11, the fibre of hi(B•) at a U -point p is
Ext1−i(Ip, Ep)
∗, so that hi(B•) = 0 unless i = −2,−1, 0 by Proposition 12.4(a).
The first row of (12.1) then shows the fibre of h−2(B•) is Ext3(Ep, Ep)
∗, which
is isomorphic to Hom(Ep, Ep) if ωϕ ∼= OX , and so is never zero as α = [Ep] 6= 0.
Thus, B• is perfect of perfect amplitude contained in [−2, 0] but not in [−1, 0],
and φ is not a perfect obstruction theory.
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12.6 A perfect obstruction theory when rankα 6= 1
We now modify φ to get a perfect obstruction theory ψ : G• → LMα,nstp (τ ′)/U
which is symmetric when U is affine. Parts of the construction fail when
rankα = 1, and we explain how to fix this in §12.7. The identity and trace
morphisms OXM → RHom (I, I) and RHom (I, I) → OXM induce morphisms
idI : F
• → A• and trI : A• → F • in D(M
α,n
stp (τ
′)). Since rankE = rankα and
rank I = rankα− 1, as in [45, §4] we see that
trI ◦ idI = (rankα− 1) 1F• , (12.35)
where 1F• : F
• → F • is the identity map. Because of (12.35) we must treat the
rankα 6= 1 and rankα = 1 cases differently. For δ, δˇ, λ, λˇ as in (12.29) we have
natural identities
δˇ ◦ idI = λ : F
• → Cˇ•[1] and trI ◦δ = λˇ : C
•[−1]→ F •. (12.36)
Define objects G•, Gˇ• in D(Mα,nstp (τ
′)) by
G• = cone(trI)[−1] and Gˇ
• = cone(idI), (12.37)
so that we have distinguished triangles:
G•
ν // A•
trI // F •
µ // G•[1],
Gˇ•[−1]
µˇ // F •
idI // A•
νˇ // Gˇ•.
(12.38)
We take (12.38) to be the definition of µ, ν, µˇ, νˇ. Again, if we were given an
isomorphism ωpi ∼= OXM then we would have isomorphisms G
•∨[1] ∼= Gˇ• and
Gˇ•∨[1] ∼= G• as in (12.30), and µˇ, νˇ would be the dual morphisms of µ, ν, and
dualizing would exchange the two lines of (12.38).
Applying the octahedral axiom in the triangulated category D(Mα,nstp (τ
′)),
as in Gelfand and Manin [29, §IV.1], gives diagrams:
C•
[1]
δ ""E
EE
EE
EE
[1] λˇ

B•γ
oo C•
[1] λˇ

B•γ
oo
ρ||
? 	
	 A•
β
<<yyyyyyy
trI
||yyy
yy
yy
	 ? E•
ιˇ
bbEEEEEEE
[1]
σ ""
?
? 	
F •
[1]
µ // G•
ν
bbEEEEEEE
β◦ν
OO
F •
[1]
µ //
κˇ
<<yyyyyyy
G•,
β◦ν
OO
where ‘?’ indicates a distinguished triangle, and ‘	’ a commutative triangle,
and we have used the first row and third column of (12.29), equation trI ◦δ =
λˇ in (12.36), and the first row of (12.38). Thus, the octahedral axiom gives
morphisms ρ, σ in a distinguished triangle:
G•
β◦ν // B•
ρ // E•
σ // G•[1]. (12.39)
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The complex E• in D(Mα,nstp (τ
′)) has cohomology hi(E•) ∈ coh(Mα,nstp (τ
′))
for i ∈ Z. At a U -point p of Mα,nstp (τ
′) corresponding to a stable pair sp :
OX(−n)→ Ep, the fibre of hi(E•) is Ext
i−2(OX(−n), Ep) by (12.26), and this
is zero for i 6= −2 by choice of n 0. Therefore we have:
Lemma 12.13. The cohomology sheaves hi(E•) satisfy hi(E•) = 0 for i 6= −2.
Now define a morphism
ψ = φ ◦ β ◦ ν : G• −→ LMα,nstp (τ ′)/U . (12.40)
Proposition 12.14. The morphism ψ : G• −→ LMα,nstp (τ ′)/U in (12.40) makes
G• into a relative obstruction theory for Mα,nstp (τ
′)/U .
Proof. Taking cohomology sheaves of the distinguished triangle (12.39) gives a
long exact sequence in coh(Mα,nstp (τ
′)):
· · · // hi(G•)
hi(β◦ν)// hi(B•)
hi(ρ) // hi(E•)
hi(σ) // hi+1(G•) // · · · .
(12.41)
Lemma 12.13 then implies that hi(β◦ν) : hi(G•)→ hi(B•) is an isomorphism for
i = 0 and an epimorphism for i = −1. Also h0(φ) is an isomorphism and h−1(φ)
is an epimorphism, since φ is an obstruction theory by Proposition 12.12. Thus
h0(ψ) = h0(φ)◦h0(β◦ν) is an isomorphism and h−1(ψ) = h−1(φ)◦h−1(β◦ν) is an
epimorphism. We can also see from Lemma 12.11 and (12.41) that G• satisfies
condition (∗). Hence ψ is an obstruction theory by Definition 12.6(c).
Suppose now that rankα 6= 1, and also if K has positive characteristic that
charK does not divide rankα − 1. This implies that the morphism trI ◦ idI in
(12.35) is invertible.
Lemma 12.15. Suppose rankα 6= 1 mod charK. Then θ = νˇ ◦ ν : G• → Gˇ•
is an isomorphism. Also A• ∼= F • ⊕G• ∼= F • ⊕ Gˇ•.
Proof. Use the octahedral axiom [29, §IV.1] and (12.35), (12.38) to form dia-
grams:
G•[1]
[1]
ν ""E
EE
EE
E
[1] θ

F •µ
oo G•[1]
[1] θ

F •µ
oo
||
? 	
	 A•
trI
<<yyyyyyy
νˇ
||yy
yy
yy
	 ? 0
bb
[1]
""
?
? 	
Gˇ•
[1]
µˇ // F •
idI
bbEEEEEEE
(rankα−1)
1F•
OO
Gˇ•
[1]
µˇ //
<<
F •.
(rankα−1)
1F•
OO
(12.42)
Since (rankα − 1)1F• is an isomorphism, the cone on it is zero, so the central
object in the right hand square is zero. This in turn implies that the cone on
θ is zero, so θ is an isomorphism. Also in the second square the morphisms
µ, µˇ factor through zero, so µ = µˇ = 0, and as A• is the cone on µ, µˇ this
gives A• ∼= F • ⊕G• ∼= F • ⊕ Gˇ•.
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The splitting A• ∼= F • ⊕G• corresponds to
Rpi∗
(
RHom (I, I)⊗ ωpi
)
[2] ∼= Rpi∗(ωpi)[2]⊕Rpi∗
(
RHom (I, I)0 ⊗ ωpi
)
[2],
where RHom (I, I)0 are the trace-free automorphisms of I.
Lemma 12.16. If rankα 6= 1 mod charK then hi(G•) = 0 for i 6= 0,−1.
Proof. Let p be a U -point of Mα,nstp (τ
′) corresponding to a stable pair sp :
OX(−n) → Ep. Specializing the first row of (12.38) and (12.39) at p to get
distinguished triangles in Db(U), taking long exact sequences in cohomology,
and using (12.20)–(12.26) to substitute for A•p, B
•
p , E
•
p , F
•
p gives long exact se-
quences:
· · · → Exti+1(Ip, Ip)→ H
i+1(OX)→ H
i(G•p)→ Ext
i+2(Ip, Ip)→ · · · ,
· · ·→Hi(G•p)→Ext
i+3(Ep, Ip)→Ext
i+2(OX(−n), Ep)→H
i+1(G•p)→· · · .
In the first line, by Proposition 12.4(c) we have Exti(Ip, Ip), H
i(OX) = 0 for
i < 0, i > 3 and Exti(Ip, Ip)→ Hi(OX) is a morphism K→ K for i = 0, 3. The
morphism Ext3(Ip, Ip)→ H3(OX) is dual to the identity morphism H0(OX)→
Ext0(Ip, Ip), and so is an isomorphism without conditions on rankα. The com-
position H0(OX)→ Ext
0(Ip, Ip)→ H
0(OX) is multiplication by rankα− 1 by
(12.35), which is nonzero by assumption, so Ext0(Ip, Ip) → H0(OX) is also an
isomorphism. Hence so Hi(G•p) = 0 for i < −1 and i > 1. In the second line,
Exti(Ep, Ip) = 0 for i < 1 and i > 3 by Proposition 12.4(a) and Serre duality,
and Exti(OX(−n), Ep) = 0 for i 6= 0 by choice of n  0, so Hi(G•p) = 0 for
i < −2 and i > 0. The lemma follows.
Lemma 12.16 and the proofs of [86, Lem. 2.10] or [45, Lem. 4.2] imply:
Lemma 12.17. If rankα 6= 1 mod charK then G• in (12.37) is perfect of
perfect amplitude contained in [−1, 0].
Putting all this together gives:
Theorem 12.18. If rankα 6= 1 mod charK then ψ is a perfect relative ob-
struction theory for Mα,nstp (τ
′)/U . If U is affine it is symmetric.
Proof. By Proposition 12.14 ψ is a relative obstruction theory, which is perfect
by Lemma 12.17. When U is affine, as in §12.5 we may choose an isomorphism
ωpi ∼= OXM , and this induces isomorphisms (12.30) and Gˇ
• ∼= G•∨[1]. Thus
Lemma 12.15 gives an isomorphism θ : G• → G•∨[1]. Since θ = νˇ ◦ ν and
νˇ = ν∨ we see that θ∨[1] = θ. Hence ψ is a symmetric obstruction theory.
This proves Theorem 5.23 in the case that rankα 6= 1 mod charK.
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12.7 An alternative construction for all rankα
If either rankα = 1, or charK > 0 divides rankα − 1, then trI ◦ idI = 0 in
(12.35). The proofs in §12.6 then fail in two ways:
• In Lemma 12.15, equation (12.42) must be replaced by the diagrams:
G•[1]
[1]
ν %%KK
KK
KK
K
[1] θ

F •µ
oo G•[1]
[1] θ

F •µ
oo
yy
? 	
	 A•
trI
99ssssssss
νˇ
yysss
ss
ss
s
	 ? F •⊕F •[1]
ee
[1]
%%
?
? 	
Gˇ•
[1]
µˇ // F •
idI
eeKKKKKKKK
0
OO
Gˇ•
[1]
µˇ //
99
F •.
0
OO
As the central object of the right hand square is no longer zero, θ : G• →
Gˇ• is not an isomorphism, so we cannot show ψ is symmetric for U =
SpecK in Theorem 12.18. Also we cannot conclude that µ = µˇ = 0, so we
do not have A• ∼= F • ⊕G• ∼= F • ⊕ Gˇ•.
• In the proof of Lemma 12.16 the morphism Ext0(Ip, Ip)→ H0(OX) is zero.
This implies that H−2(G•p)
∼= K, so G• is perfect of amplitude contained
in [−2, 0] rather than [−1, 0], and ψ is not perfect in Theorem 12.18.
The same problem occurs the construction of obstruction theories for moduli
schemes of simple complexes I in Db(X) in Huybrechts and Thomas [45, §4].
When rank I 6= 0 mod charK, so that trI ◦ idI 6= 0, they consider complexes
I with fixed determinant [45, §4.2], and obtain a perfect obstruction theory
similar to our ψ in §12.6. When rank I = 0 mod charK, so that trI ◦ idI = 0,
they instead consider complexes I without fixed determinant [45, §4.4], and they
modify their obstruction theory using truncation functors.
We now present an alternative, more complex construction of a perfect ob-
struction theory for LMα,nstp (τ ′)/U which works for all α, and in fact is isomorphic
to ψ in §12.6 when rankα 6= 1 mod charK. Applying the truncation functors
τ6−1, τ>0 to F • gives a distinguished triangle
τ6−1F •
τ6−1 // F •
τ>0 // τ>0F • // (τ6−1F •)[1]. (12.43)
Proposition 12.19. The following composition of morphisms in D(Mα,nstp (τ
′))
is zero:
τ6−1F •
τ6−1 // F •
idI // A•
β // B•
φ // LMα,nstp (τ ′)/U . (12.44)
Proof. Let u ∈ U(K), with Calabi–Yau 3-fold Xu, and let su : OXu(−n)→ Eu
be a stable pair on Xu, written as Iu when considered as an object in D
b(Xu).
The determinant det Iu of Iu is a line bundle L over Xu, with first Chern
class c1(L) = ch1(α− [OX(−n)]).
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Write Jα for the relative moduli U -stack of line bundles L over Xu for
u ∈ U(K) with first Chern class ch1(α − [OX(−n)]). Then Jα is an Artin K-
stack with a 1-morphism Jα → U , whose fibre Jαu over u ∈ U(K) is the moduli
stack of line bundles over Xu with first Chern class ch1(α − [OX(−n)]). Each
K-point in Jαu has stabilizer group K
×, since line bundles are simple sheaves,
and the coarse moduli scheme of Jαu is the usual Jacobian of line bundles on Xu.
There is a natural 1-morphism ΠJ :M
α,n
stp (τ
′)→ Jα taking su : OXu(−n)→
Eu to det Iu. Thus, from the sequence of 1-morphisms of K-stacksM
α,n
stp (τ
′)→
Jα → U , by (12.4) we get a distinguished triangle in D(Mα,nstp (τ
′)):
LΠ∗J(LJα/U )
dΠJ // LMα,nstp (τ ′)/U // LM
α,n
stp (τ
′)/Jα // LΠ∗J(LJα/U ).
Now in (12.44), we may think of B• as the obstruction theory of pairs s :
OX(−n)→ E, the morphism β : A• → B• as the dual of the morphism taking a
stable pair su : OXu(−n)→ Eu to the associated complex Iu, and the morphism
idI : F
• → A• as the dual of the morphism taking Iu to det Iu in Jαu . So
β ◦ idI : F • → B• is, on the level of obstruction theories, the dual of ΠJ
taking su : OXu(−n)→ Eu to det Iu. Therefore there exists a morphism υ in a
commutative diagram:
F •
β◦idI
//
υ

B•
φ

L∗ΠJ(LJα/U )
dΠJ // LMα,nstp (τ ′)/U .
(12.45)
By assumption the numerical Grothendieck groups Knum(coh(Xu)) are all
canonically isomorphic for u ∈ U(K). If Mα,nstp (τ
′) 6= ∅, this implies that line
bundles with first Chern class ch1(α − [OX(−n)]) exist for all u ∈ U(K), since
otherwise Knum(coh(Xu)) would depend on u. As U is an algebraic K-variety,
and so reduced, it follows that deformations of line bundles with first Chern
class ch1(α − [OX(−n)]) on Xu are unobstructed in the family of Calabi–Yau
3-folds ϕ : X → U . Therefore Jα → U is a smooth 1-morphism of Artin K-
stacks. It is clear that Jαu is a smooth Artin K-stack for each u ∈ U(K), since
Jacobians are smooth abelian varieties. We are here saying a bit more, that the
1-morphism Jα → U is smooth.
For a smooth morphism of K-schemes φ : X → Y the cotangent complex
LX/Y is concentrated in degree 0. But for the smooth 1-morphism J
α →
U , as Jα is an Artin K-stack rather than a K-scheme, the cotangent com-
plex LJα/U is concentrated in degrees 0 and 1. It follows that the morphism
υ ◦ τ6−1 : τ6−1F • → L∗ΠJ(LJα/U ) is zero, since τ
6−1F • lives in degree 6 −1
and L∗ΠJ(LJα/U ) in degree > 0. Hence in (12.44) we have φ ◦ β ◦ idI ◦τ
6−1 =
dΠJ ◦ υ ◦ τ6−1 = 0, by (12.45), which proves the proposition.
In fact in (12.45) we have an isomorphism L∗ΠJ(LJα/U )
∼= τ>0F •, which
identifies υ with the projection τ>0 : F • → τ>0F • in (12.43).
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Set H•=cone(τ>0 ◦ trI)[−1], Hˇ•=cone(idI ◦τ6−1), giving triangles
H•
a // A•
τ>0◦trI // τ>0F •
b // H•[1],
Hˇ•[−1]
bˇ // τ6−1F •
idI ◦τ
6−1
// A•
aˇ // Hˇ•.
(12.46)
We have (τ>0 ◦ trI) ◦ (idI ◦τ6−1) = (rankα − 1)τ>0 ◦ τ6−1 = 0 by (12.35), so
by the first line of (12.46) there exists c : τ6−1F • → H• with a ◦ c = idI ◦τ6−1.
Define K• = cone(c), in a distinguished triangle
τ6−1F •
c // H•
d // K•
e // (τ6−1F •)[1]. (12.47)
Then by the octahedral axiom we have diagrams
τ>0F •
[1]
b ""E
EE
EE
E
[1]d◦b=eˇ

A•
τ>0◦trIoo τ>0F •
[1]d◦b=eˇ

A•
τ>0◦trIoo
aˇ||yy
yy
yy
? 	
	 H•
a
<<yyyyyyy
d
||yyy
yy
yy
	 ? Hˇ•
cˇ
bb
[1]
bˇ ""E
EE
EE
E
?
? 	
K•
[1]
e // τ6−1F •
c
bbEEEEEE
idI ◦τ
6−1
OO
K•
[1]
e //
dˇ
<<
τ6−1F •.
idI ◦τ
6−1
OO
Thus we get a morphism cˇ : Hˇ• → τ>0F • with cˇ ◦ aˇ = τ>0 ◦ trI and K• ∼=
cone(cˇ)[−1], and a distinguished triangle with eˇ = d ◦ b:
(τ>0F •)[−1]
eˇ // K•
dˇ // Hˇ•
cˇ // τ>0F •. (12.48)
In morphisms τ6−1F • → LMα,nstp (τ ′)/U we have
φ ◦ β ◦ a ◦ c = φ ◦ β ◦ idI ◦τ
6−1 = 0,
by a ◦ c = idI ◦τ6−1 and Proposition 12.19. Thus as (12.47) is distinguished
there exists a morphism ξ : K• → LMα,nstp (τ ′)/U with ξ ◦ d = φ ◦ β ◦ a.
Theorem 12.20. This ξ : K• → LMα,nstp (τ ′)/U is a perfect relative obstruction
theory for Mα,nstp (τ
′)/U . If U is affine it is symmetric.
This proves Theorem 5.23. We will sketch the proof of Theorem 12.20 in
four steps, leaving the details to the reader:
(a) Show that hi(K•) = 0 for i 6= 0,−1.
(b) Show that K• is perfect of perfect amplitude contained in [−1, 0].
(c) When U is affine, construct θ : K•
∼=−→K•∨[1] with θ∨[1] = θ.
(d) Show that h0(ξ) is an isomorphism and h−1(ξ) an epimorphism.
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For (a), we have hi(A•) = hi(F •) = 0 for i > 1 and h1(A•) ∼= h1(F •) ∼= OM,
where h1(A•) ∼= OM follows from Ext
3(I, I) ∼= K in Proposition 12.4(c). Since
hi(E•) = 0 for i 6= −2 by Serre vanishing, taking the long exact sequence
h∗(—) in the third column of (12.29) implies that hi(λˇ) : hi−1(C•)→ hi(F •) is
an isomorphism for i = 0, 1. But (12.36) yields hi(λˇ) = hi(trI)◦h
i(δ). Therefore
hi(trI) : h
i(A•)→ hi(F •) is surjective for i = 0, 1. As h1(A•) ∼= h1(F •) ∼= OM
we see that h1(trI) is an isomorphism.
Taking the long exact sequence h∗(—) in the first line of (12.46) and using
h1(trI) an isomorphism and h
0(trI) surjective then gives h
i(H•) = 0 for i > 0.
Then hi(τ6−1F •) = 0 for i > 0 and (12.47) imply that hi(K•) = 0 for i > 0.
Similarly, from the third row of (12.29), the equation hi(λ) = hi(δˇ)◦hi(idI) from
(12.36) and the second line of (12.46) we get hi(Hˇ•) = 0 for i < −1, and then
hi(K•) = 0 for i < −1 by (12.48). Step (b) then follows as for Lemma 12.17.
For (c), if U is affine then choosing an isomorphism ωpi ∼= OXM induces
isomorphisms A•∨[1] ∼= A• and F •∨[1] ∼= F • as in (12.30). We then have
(τ>0F •)∨[1] ∼= τ6−1F • and (τ6−1F •)∨[1] ∼= τ>0F •. Under these identifica-
tions τ>0 ◦ trI and idI ◦τ6−1 are dual morphisms. Hence the two distinguished
triangles (12.46) are dual, and we get isomorphismsH•∨[1] ∼= Hˇ•, Hˇ•∨[1] ∼= H•.
In (12.46)–(12.48) aˇ, . . . , eˇ are dual to a, . . . , e, and K•∨[1] ∼= K• as we want.
For (d), as ξ ◦d = φ◦β ◦a we have commutative diagrams in coh(Mα,nstp (τ
′))
hi(H•)
hi(d) 
hi(β◦a) // hi(B•)
hi(φ) // hi(LMα,nstp (τ ′)/U )
hi(K•)
hi(ξ)
11dddddddddddddddddddddddd
for each i ∈ Z. We know h0(φ) is an isomorphism and h−1(φ) an epimorphism
by Proposition 12.12. By similar arguments to (a), we show that h0(β ◦ a) is an
isomorphism and h−1(β◦a) an epimorphism, and from the distinguished triangle
(12.47) and hi(τ6−1F •) = 0 for i > −1 we see that h0(d) is an isomorphism
and h−1(d) an epimorphism. Step (d) follows.
12.8 Deformation-invariance of the PIα,n(τ ′)
We now prove Theorem 5.25. In §12.1–§12.7 we assumed that the numeri-
cal Grothendieck groups Knum(coh(Xu)) for u ∈ U(K) are all canonically iso-
morphic globally in U(K), and we wrote K(coh(X)) for Knum(coh(Xu)) up to
canonical isomorphism. We first prove Theorem 5.25 under this assumption.
As in Definition 12.1 we have a family of Calabi–Yau 3-folds X
ϕ
−→ U with
X,U algebraic K-varieties and U connected, and a relative very ample line
bundle OX(1) for X
ϕ
−→ U , and we suppose Knum(coh(Xu)) for u ∈ U(K) are
all globally canonically isomorphic to K(coh(X)). Then for α ∈ K(coh(X)), as
in §12.5 we choose n 0 large enough that Hi(Eu(n)) = 0 for all i > 0 and all
τ -semistable sheaves Eu on Xu of class α ∈ K
num(coh(Xu)) for any u ∈ U(K).
Then §12.1 constructs a projective U -scheme Mα,nstp (τ
′), and §12.5–§12.7
construct perfect relative obstruction theories ψ : G• → LMα,nstp (τ ′)/U when
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rankα 6= 1 mod charK and ξ : K• → LMα,nstp (τ ′)/U for all α. For each u ∈ U(K)
the fibre of Mα,nstp (τ
′) → U at u is a projective K-scheme Mα,nstp (τ
′)u, and ψ, ξ
specialize to perfect obstruction theories ψu, ξu for M
α,n
stp (τ
′)u, which are sym-
metric by the case U = SpecK in Theorems 12.18 and 12.20.
Using these perfect obstruction theories, Behrend and Fantechi [5] construct
virtual classes [Mα,nstp (τ
′)]vir in the relative Chow homology A0(M
α,n
stp (τ
′)→ U),
and [Mα,nstp (τ
′)u]
vir in the absolute Chow homology A0(M
α,n
stp (τ
′)u). In (5.15)
we define PIα,n(τ ′)u =
∫
[Mα,nstp (τ
′)u]vir
1. Since ψu, ξu are the specializations of
ψ, ξ at u ∈ U(K) we have
[Mα,nstp (τ
′)u]
vir = u∗
(
[Mα,nstp (τ
′)]vir
)
.
By ‘conservation of number’, as in [28, Prop. 10.2] for instance, [Mα,nstp (τ
′)u]
vir
has the same degree for all u ∈ U(K), as U is connected, which proves:
Theorem 12.21. Let K be an algebraically closed field, U a connected alge-
braic K-variety, X → U a family of Calabi–Yau 3-folds Xu over K, which
may have H1(OXu) 6= 0, and OX(1) a relative very ample line on X. Suppose
Knum(coh(Xu)) is globally canonically isomorphic to K(coh(X)) for u ∈ U(K).
Then for all α ∈ K(coh(X)) and n  0 the invariants PIα,n(τ ′)u of sta-
ble pairs on each fibre Xu of X → U, computed using the ample line bundle
OXu(1) on Xu, are independent of u ∈ U(K).
This is the first part of Theorem 5.25. If instead the Knum(coh(Xu)) are
only canonically isomorphic locally in U(K), then by Theorem 4.21 we can
pass to a finite e´tale cover pi : U˜ → U , such that the induced family of
Calabi–Yau 3-folds ϕ˜ : X˜ → U˜ has Knum(coh(X˜u˜)) globally canonically iso-
morphic for u˜ ∈ U˜(K), where u˜ is of the form (u, ι) for u ∈ U(K) and ι :
Knum(coh(Xu))
∼=
−→K(coh(X)), and X˜u˜ = Xu. Theorem 12.21 for this family
shows that PIα,n(τ ′)(u,ι) is independent of (u, ι) ∈ U˜(K). But PI
α,n(τ ′)(u,ι) =
PIα,n(τ ′)u as X˜u˜ = Xu, and the proof of Theorem 5.25 is complete.
13 The proof of Theorem 5.27
In this section we will prove Theorem 5.27, which says that the invariants
PIα,n(τ ′) counting stable pairs, defined in §5.4, can be written in terms of
the generalized Donaldson–Thomas invariants D¯T β(τ) in §5.3 by
PIα,n(τ ′) =
∑
α1,...,αl∈C(coh(X)),
l>1: α1+···+αl=α,
τ(αi)=τ(α), all i
(−1)l
l!
l∏
i=1
[
(−1)χ¯([OX(−n)]−α1−···−αi−1,αi)
χ¯
(
[OX(−n)]−α1−· · ·−αi−1, αi
)
D¯Tαi(τ)
]
,
(13.1)
for n  0. As the PIα,n(τ ′) are deformation-invariant by Theorem 12.21,
it follows by induction in Corollary 5.28 that the D¯Tα(τ) are deformation-
invariant. Equation (13.1) is also useful for computing the D¯Tα(τ) in examples.
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13.1 Auxiliary abelian categories Ap,Bp
In order to relate the invariants of stable pairs and the generalized Donaldson-
Thomas invariants, we will introduce auxiliary abelian categories Ap,Bp and
apply wall-crossing formulae in Bp to obtain equation (13.1).
Definition 13.1. We continue to use the notation of §3–§5, so that X is a
Calabi–Yau 3-fold with ample line bundle OX(1), τ is Gieseker stability on the
abelian category coh(X) of coherent sheaves on X , and so on.
Fix some nonzero α ∈ K(coh(X)) with Mαss(τ) 6= 0, for which we will prove
(13.1). Then α has Hilbert polynomial Pα(t) with leading coefficient rα. Write
p(t) = Pα(t)/rα for the reduced Hilbert polynomial of α. Let d = dimα. Then
d = 1, 2 or 3, and p(t) = td + ad−1t
d−1 + · · ·+ a0, for a0, . . . , ad−1 ∈ Q.
Define Ap to be the subcategory of coh(X) whose objects are zero sheaves
and nonzero τ -semistable sheaves E ∈ coh(X) with τ([E]) = p, that is, E has
reduced Hilbert polynomial p, and such that HomAp(E,F ) = Hom(E,F ) for all
E,F ∈ Ap. Then Ap is a full and faithful abelian subcategory of coh(X).
If E ∈ Ap then the Hilbert polynomial PE of E is a rational multiple of
p(t). Since PE : Z → Z and PE(l) > 0 for l  0, we see that PE(t) ≡
k
d!p(t)
for some k ∈ Z>0. Let Pα(t) =
N
d!p(t) for some N > 0. It will turn out that
to prove (13.1), we need only consider sheaves E ∈ Ap with PE(t) ≡
k
d!p(t) for
k = 0, 1, . . . , N , that is, we need consider only τ -semistable sheaves with finitely
many different Hilbert polynomials.
By Huybrechts and Lehn [44, Th. 3.37], the family of τ -semistable sheaves E
on X with a fixed Hilbert polynomial is bounded, so the family of τ -semistable
sheaves E on X with Hilbert polynomial PE(t) ≡
k
d!p(t) for any k = 0, 1, . . . , N
is also bounded. Hence by Serre vanishing [44, Lem. 1.7.6] we can choose n 0
such that every τ -semistable sheaf E on X with Hilbert polynomial PE(t) ≡
k
d! p(t) for some k = 0, 1, . . . , N has H
i(E(n)) = 0 for all i > 0. That is,
Exti
(
OX(−n), E
)
= 0 for i > 0, so equation (3.1) implies that
dimHom
(
OX(−n), E
)
= kd! p(n) = χ¯
(
[OX(−n)], [E]
)
. (13.2)
We use this n to define Mα,nstp (τ
′) and PIα,n(τ ′) in §5.4, and Bp below.
Now define a category Bp to have objects triples (E, V, s), where E lies in
Ap, V is a finite-dimensional C-vector space, and s : V → Hom
(
OX(−n), E
)
is a C-linear map. Given objects (E, V, s), (E′, V ′, s′) in Bp, define morphisms
(f, g) : (E, V, s) → (E′, V ′, s′) in Bp to be pairs (f, g), where f : E → E
′ is
a morphism in Ap and g : V → V ′ is a C-linear map, such that the following
diagram commutes:
V
s //
g

Hom
(
OX(−n), E
)
f◦
V ′
s′ // Hom
(
OX(−n), E′
)
,
where ‘f◦’ maps t 7→ f ◦ t.
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Define K(Ap) to be the image of K0(Ap) in K(coh(X)) = Knum(coh(X)).
Then each E ∈ Ap ⊂ coh(X) has numerical class [E] ∈ K(Ap) ⊂ K(coh(X)).
Define K(Bp) = K(Ap) ⊕ Z, and for (E, V, s) in Bp define the numerical class
[(E, V, s)] in K(Bp) to be ([E], dim V ).
For coherent sheaves, the auxiliary category Bp is a generalization of the
coherent systems introduced by Le Potier [69]. A version of the category Bp for
representations of quivers was discussed in §7.4. It is now straightforward using
the methods of [51] to prove:
Lemma 13.2. The category Bp is abelian and Bp,K(Bp) satisfy Assumption
3.2 over K = C. Also Bp is noetherian and artinian, and the moduli stacks
M(β,d)Bp are of finite type for all (β, d) ∈ C(Bp).
Here M(β,d)Bp is of finite type as it is built out of τ -semistable sheaves E in
class β in K(coh(X)), which form a bounded family by [44, Th. 3.37]. Lemma
13.2 means that we can apply the results of [51–54] to Bp. Note that Ap embeds
as a full and faithful subcategory in Bp by E 7→ (E, 0, 0). Every object (E, V, s)
in Bp fits into a short exact sequence
0 // (E, 0, 0) // (E, V, s) // (0, V, 0) // 0 (13.3)
in Bp, and (0, V, 0) is isomorphic to the direct sum of dim V copies of the object
(0,C, 0) in Bp. Thus, regarding Ap as a subcategory of Bp, we see that Bp is
generated over extensions by Ap and one extra object (0,C, 0).
By considering short exact sequences (13.3) with V = C we see that
Ext1Bp
(
(0,C, 0), (E, 0, 0)
)
= H0(E(n)) ∼= Hom
(
OX(−n), E
)
∼= Ext1D(X)
(
OX(−n)[−1], E
)
,
(13.4)
where OX(−n)[−1] is the shift of the sheaf OX(−n) in the derived category
D(X). Thus the extra element (0,C, 0) in Bp behaves like OX(−n)[−1] in
D(X). In fact there is a natural embedding functor F : Bp → D(X) which
takes (E, V, s) in Bp to the complex · · · → 0→ V ⊗OX(−n)
s
−→E → 0→ · · ·
in D(X), where V ⊗OX(−n), E appear in positions −1, 0 respectively. Then F
takes Ap to Ap ⊂ coh(X) ⊂ D(X), and (0,C, 0) to OX(−n)[−1] in D(X).
Therefore we can think of Bp as the abelian subcategory of D(X) generated
by Ap and OX(−n)[−1]. But working in the derived category would lead to
complications about forming moduli stacks of objects in D(X), classifying ob-
jects up to quasi-isomorphism, and so on, so we prefer just to use the explicit
description of Bp in Definition 13.1.
AlthoughD(X) is a 3-Calabi–Yau triangulated category, and Bp is embedded
in D(X), it does not follow that Bp is a 3-Calabi–Yau abelian category, and
we do not claim this. In §3.2 we defined the Euler form χ¯ of coh(X), and
used the Calabi–Yau 3-fold property to prove (3.14), which was the crucial
equation in proving the wall-crossing formulae (3.27), (5.14) for the invariants
Jα(τ), D¯Tα(τ). We will show that even though Bp may not be a 3-Calabi–Yau
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abelian category, a weakened version of (3.14) still holds in Bp, which will be
enough to prove wall-crossing formulae for invariants in Bp.
Definition 13.3. Define χ¯Bp : K(Bp)×K(Bp)→ Z by
χ¯Bp
(
(β, d), (γ, e)
)
= χ¯
(
β − d[OX(−n)], γ − e[OX(−n)]
)
= χ¯(β, γ)− dχ¯
(
[OX(−n)], γ
)
+ eχ¯
(
[OX(−n)], β
)
.
(13.5)
This is the natural Euler form onK(Bp) induced by the functor F : Bp → D(X),
since Knum(D(X)) = Knum(coh(X)), and[
F (E, V, s)
]
=
[
V ⊗OX(−n)
s
−→E
]
= dimV
[
OX(−n)[−1]
]
+ [E]
= [E]− dimV
[
OX(−n)
]
in Knum(D(X)), and coh(X), D(X) have the same Euler form χ¯.
Proposition 13.4. Suppose (E, V, s), (F,W, t) lie in Bp with dimV+dimW 61
and PE(t) ≡
k
d! p(t), PF (t) ≡
l
d! p(t) for some k, l = 0, 1, . . . , N . Then
χ¯Bp
(
[(E, V, s)], [(F,W, t)]
)
=(
dimHomBp
(
(E, V, s), (F,W, t)
)
− dimExt1Bp
(
(E, V, s), (F,W, t)
))
−(
dimHomBp
(
(F,W, t), (E, V, s)
)
− dimExt1Bp((F,W, t), (E, V, s)
))
.
(13.6)
Proof. The possibilities for (dimV, dimW ) are (0, 0), (1, 0) or (0, 1). For (0, 0)
we have V = W = s = t = 0, and then χ¯Bp
(
[(E, 0, 0)], [(F, 0, 0)]
)
= χ¯
(
[E], [F ]
)
,
HomBp
(
(E, 0, 0), (F, 0, 0)
)
= Hom(E,F ), and so on, so (13.6) follows from
(3.14). The cases (1, 0), (0, 1) are equivalent after exchanging (E, V, s), (F,W, t),
so it is enough to do the (0, 1) case. Thus we must verify (13.6) for (E, 0, 0) and
(F,C, t).
By Definition 13.1, HomBp
(
(E, 0, 0), (F,C, t)
)
is the vector space of (f, 0) for
f ∈ Hom(E,F ) such that the following diagram commutes:
0 //

OX(−n)
t 
E
f // F.
This is no restriction on f , so
HomBp
(
(E, 0, 0), (F,C, t)
)
∼= Hom(E,F ). (13.7)
Also Ext1Bp
(
(E, 0, 0), (F,C, t)
)
corresponds to the set of isomorphism classes of
commutative diagrams with exact rows:
0 // C⊗OX(−n)
g⊗idOX (−n)
//
t

Y ⊗OX(−n) //
u

0 //

0
0 // F
f // G
f ′ // E // 0.
(13.8)
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Here Y is a C-vector space, g : C → Y is linear, G ∈ Ap, and f, f ′, u are
morphisms are in coh(X). By exactness of the top row, g is an isomorphism, so
we can identify Y = C and g = idC. Then for any exact 0→ F
f
−→G
f ′
−→E → 0
in Ap we define u = f ◦ t to complete (13.8). Hence diagrams (13.8) correspond
up to isomorphisms with exact 0→ F → G→ E → 0 in Ap, giving
Ext1Bp
(
(E, 0, 0), (F,C, t)
)
∼= Ext1(E,F ). (13.9)
Similarly, HomBp
(
(F,C, t), (E, 0, 0)
)
is the set of (f, 0) for f ∈ Hom(F,E)
such that the following diagram commutes:
OX(−n)
t
// 0

F
f // E.
That is, we need f ◦ t = 0. So
HomBp
(
(F,C, t), (E, 0, 0)
)
∼= Ker
(
Hom(F,E)
◦t
−→ Hom(OX(−n), E)
)
.
(13.10)
And Ext1Bp
(
(F,C, t), (E, 0, 0)
)
corresponds to the set of isomorphism classes of
commutative diagrams with exact rows:
0 // 0 //

Y ⊗OX(−n)
g⊗idOX (−n)
//
u
C⊗OX(−n) //
t 
0
0 // E
f // G
f ′ // F // 0.
(13.11)
Again, we identify Y = C and g = idC. Then for a given exact sequence
0 → E
f
−→G
f ′
−→F → 0 in Ap, we want to know what are the possibilities for
u to complete (13.11). Applying Hom
(
OX(−n),−
)
to 0→ E
f
−→G
f ′
−→F → 0
yields an exact sequence
0 // Hom
(
OX(−n), E
)
f◦
// Hom
(
OX(−n), G
)
f ′◦
//
Hom
(
OX(−n), F
)
// Ext1
(
OX(−n), E
)
// · · · .
(13.12)
But as PE(t) ≡
k
d! p(t), for k 6 N , by choice of n in Definition 13.1 we have
Ext1
(
OX(−n), E
)
= 0, so ‘f ′◦’ in (13.12) is surjective, and there exists at least
one u ∈ Hom
(
OX(−n), G
)
with t = f ′ ◦u. If u, u˜ are possible choices for u then
f ′ ◦ (u− u˜) = 0, so u− u˜ lies in the kernel of ‘f ′◦’ in (13.12), which is the image
of ‘f◦’ by exactness, and is isomorphic to Hom
(
OX(−n), E
)
.
Na¨ıvely this appears to show that Ext1Bp
(
(F,C, t), (E, 0, 0)
)
is the direct
sum of Ext1(F,E), which represents the freedom to choose G, f, f ′ in (13.11)
up to isomorphism, and Hom
(
OX(−n), E
)
, which parametrizes the additional
freedom to choose u in (13.11). However, this is not quite true. Instead,
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Ext1Bp
(
(F,C, t), (E, 0, 0)
)
parametrizes isomorphism classes of diagrams (13.11),
up to isomorphisms which are the identity on the second and fourth columns.
Two different choices u, u′ for u in (13.11) might still be isomorphic in this sense,
through an isomorphism g in the following commutative diagram:
C⊗OX(−n)
u
xxqqq
qqq u′
<
<<
<<
<<
<< idC⊗OX (−n)
// C⊗OX(−n)
txxqqq
qqq
t
=
==
==
==
==
=
E
idE &&M
MMM
MMM
f // G
g
++WWWW
WWWW
WWWW
WWW
f ′
// F
idF ++WWWW
WWWW
WWWW
WWW
E
f // G
f ′ // F.
(13.13)
Reasoning in the abelian category coh(X), as f ′ ◦ g = idF ◦f
′ we have
f ′ ◦ (g − idG) = 0, so g − idG factorizes through the kernel f of f ′, that is,
g− idG = f ◦h, where h : G→ E. Also g ◦ f = f ◦ idE = f , so (g− idG)◦ f = 0,
and f ◦ h ◦ f = 0. As f is injective this gives h ◦ f = 0. So h factorizes via the
cokernel f ′ of f , and h = k◦f ′ for k : F → E. Therefore in (13.13) we may write
g = idG+f ◦ k ◦ f ′ for k ∈ Hom(F,E). Hence, for any given choice u in (13.13),
the equivalent choices u′ are of the form u′ = u+(f ◦k◦f ′)◦u = u+f ◦k◦t. Thus
we must quotient by the vector space of morphisms f ◦k ◦ t, for k ∈ Hom(F,E).
As f is injective, this is isomorphic to the vector space of morphisms k ◦ t in
Hom
(
OX(−n), E
)
. This proves that there is an exact sequence
0→ Coker
(
Hom(F,E)
◦t
−→ Hom(OX(−n), E)
)
−→ Ext1Bp
(
(F,C, t), (E, 0, 0)
)
−→ Ext1(F,E)→ 0.
(13.14)
Now taking dimensions in equations (13.7), (13.9), (13.10) and (13.14), and
noting in (13.10) and (13.14) that if F : U → V is a linear map of finite-
dimensional vector spaces then dimKerF − dimCokerF = dimU − dimV , we
see that(
dimHomBp
(
(E, 0, 0), (F,C, t)
)
− dimExt1Bp
(
(E, 0, 0), (F,C, t)
))
−(
dimHomBp
(
(F,C, t), (E, 0, 0)
)
− dimExt1Bp((F,C, t), (E, 0, 0)
))
= dimHom(E,F )− dimExt1(E,F )− dimHom(F,E) + dimExt1(F,E)
+ dimHom(OX(−n), E)
= χ¯([E], [F ]) + χ¯
(
[OX(−n)], [E]
)
= χ¯Bp
(
[(E, 0, 0)], [(F,C, t)]
)
,
using equations (3.14), (13.2) which holds as PE(t) ≡
k
d! p(t) for k 6 N , and
(13.5). This completes the proof of Proposition 13.4.
13.2 Three weak stability conditions on Bp
Definition 13.5. It is easy to see that the positive cone C(Bp) of Bp is
C(Bp) =
{
(β, d) : β ∈ C(A) and d > 0 or β = 0 and d > 0
}
.
Define weak stability conditions (τ˙ , T˙ ,6), (τ˜ , T˜ ,6), (τˆ , Tˆ ,6) on Bp by:
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• T˙ = {−1, 0} with the natural order −1 < 0, and τ˙ (β, d) = 0 if d = 0, and
τ˙ (β, d) = −1 if d > 0; and
• T˜ = {0, 1} with the natural order 0 < 1, and τ˜(β, d) = 0 if d = 0, and
τ˜ (β, d) = 1 if d > 0;
• Tˆ = {0}, and τˆ(β, d) = 0 for all (β, d).
Since Bp is artinian by Lemma 13.2, it is τ˙ -artinian, and as M
(β,d)
ss (τ˙ ) is a
substack of M(β,d)Bp which is of finite type by Lemma 13.2, M
(β,d)
ss (τ˙ ) is of finite
type for all (β, d) ∈ C(Bp). Therefore (τ˙ , T˙ ,6) is permissible by Definition
3.7, and similarly so are (τ˜ , T˜ ,6), (τˆ , Tˆ ,6). Note too that (τˆ , Tˆ ,6) dominates
(τ˙ , T˙ ,6), (τ˜ , T˜ ,6), in the sense of Definition 3.12.
We can describe some of the moduli spaces M(β,d)ss (τ˙ ),M
(β,d)
ss (τ˜ ).
Proposition 13.6. (a) For all β ∈ C(Ap) we have natural stack isomorphisms
M(β,0)ss (τ˙ )
∼= Mβss(τ) identifying (E, 0, 0) with E, where M
β
ss(τ) is as in §3.2.
Also M(0,1)ss (τ˙ )
∼=[SpecC/Gm] is the point (0,C, 0), and M
(β,1)
ss (τ˙ )=∅ for β 6=0.
(b) Let α, n be as in Definition 13.1,Mα,nstp (τ
′) the moduli scheme of stable pairs
s : OX(−n) → E from §12, and M
(α,1)
ss (τ˜ ) the moduli stack of τ˜-semistable
objects in class (α, 1) in Bp. Then M
(α,1)
ss (τ˜ )
∼=M
α,n
stp (τ
′)× [SpecC/Gm].
Proof. For (a), all objects (E, 0, 0) in class (β, 0) are τ˙ -semistable, so M(β,0)ss (τ˙ )
= M(β,0)Bp
∼= MβAp
∼= Mβss(τ). The unique object in class (0, 1) in Bp up
to isomorphism is (0,C, 0), and it has no nontrivial subobjects, so it is τ˙ -
semistable. The automorphism group of (0,C, 0) in Bp is Gm. Therefore
M(0,1)ss (τ˙ )
∼= [SpecC/Gm] is the point (0,C, 0). Suppose (E, V, s) lies in class
(β, 1) in Bp for β 6= 0 in C(Ap). Consider the short exact sequence in Bp:
0 // 0 //

V ⊗OX(−n)
s
id
// V ⊗OX(−n)

// 0
0 // E // E // 0 // 0,
(13.15)
that is, 0 → (E, 0, 0) → (E, V, s) → (0, V, 0) → 0. We have [(E, 0, 0)] = (β, 0)
and [(0, V, 0)] = (0, 1) in K(Bp), and τ˙ (β, 0) = 0 > −1 = τ˙ (0, 1), so (13.15) τ˙ -
destabilizes (E, V, s). Thus any object (E, V, s) in class (β, 1) in Bp is τ˙ -unstable,
and M(β,1)ss (τ˙ ) = ∅, proving (a).
For (b), points of Mα,nstp (τ
′) are morphisms s : OX(−n)→ E with [E] = α,
and points of M(α,1)ss (τ˜ ) are triples (E, V, s) with [E] = α, dimV = 1 and s :
V⊗OX(−n)→ E a morphism. Define a 1-morphism pi1 :M
α,n
stp (τ
′)→M(α,1)ss (τ˜ )
by pi1 :
(
s : OX(−n) → E
)
7−→ (E,C, s). It is straightforward to check that
s : OX(−n)→ E is a τ ′-stable pair if and only if (E,C, s) is τ˜ -semistable in Bp.
Define another 1-morphism pi2 : M
(α,1)
ss (τ˜ ) →M
α,n
stp (τ
′) by pi2 : (E, V, s) 7→(
s(v) : OX(−n) → E
)
, for some choice of 0 6= v ∈ V . If v, v′ are possible
choices then v′ = λv for some λ ∈ Gm, since dimV = 1. The isomorphism
λ idE : E → E is an isomorphism between the stable pairs s(v) : OX(−n)→ E
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and s(v′) : OX(−n)→ E, so they have the same isomorphism class, and define
the same point in Mα,nstp (τ
′). Thus pi2 is well-defined.
On C-points, pi1, pi2 define inverse maps. The schemeM
α,n
stp (τ
′) parametrizes
isomorphism classes of objects parametrized by M(α,1)ss (τ˜ ). Therefore, by [67,
Rem. 3.19], pi2 : M
(α,1)
ss (τ˜ )→M
α,n
stp (τ
′) is a gerbe, which has fibre [SpecC/Gm].
Also pi1 is a trivializing section of pi2, so by [67, Lem. 3.21], M
(α,1)
ss (τ˜ ) is a trivial
Gm-gerbe over M
α,n
stp (τ
′), that is, M(α,1)ss (τ˜ )
∼=M
α,n
stp (τ
′)× [SpecC/Gm].
13.3 Stack function identities in SFal(MBp)
As in §3.1 we have a Ringel–Hall algebra SFal(MBp) with multiplication ∗,
and a Lie subalgebra SFindal (MBp). As in §3.2, since (τ˜ , T˜ ,6) and (τ˙ , T˙ ,6)
are permissible we have elements δ¯(β,d)ss (τ˜), δ¯
(β,d)
ss (τ˙ ) in SFal(MBp) for (β, d) ∈
C(Bp), and we define ¯(β,d)(τ˜ ), ¯(β,d)(τ˙ ) by (3.4), which lie in SF
ind
al (MBp) by
Theorem 3.11. Applying Theorem 3.13 with dominating permissible stability
condition (τˆ , Tˆ ,6) yields:
Proposition 13.7. For all (β, d) in C(Bp) we have the identity in SFal(Bp) :
¯(β,d)(τ˜ ) =
∑
n>1, (β1,d1),...,(βn,dn)∈C(Bp):
(β1,d1)+···+(βn,dn)=(β,d)
U
(
(β1, d1), . . . , (βn, dn); τ˙ , τ˜
)
·
¯(β1,d1)(τ˙ ) ∗ · · · ∗ ¯(βn,dn)(τ˙ ).
(13.16)
There are only finitely many nonzero terms in (13.16).
We now take (β, d) = (α, 1) in (13.16), where α is as fixed in Definition 13.1.
Then each term has d1 + · · ·+ dn = 1 with di > 0, so we have dk = 1 for some
k = 1, . . . , n and di = 0 for i 6= k. But ¯(βk,1)(τ˙ ) is supported on M
(βk,1)
ss (τ˙ )
which is empty for βk 6= 0 by Proposition 13.6(a). Thus the only nonzero terms
in (13.16) have (βi, di) = (βi, 0) for i 6= k and βi ∈ C(Ap) and (βk, dk) = (0, 1).
Changing notation to αi = βi for i < k and αi = βi+1 for i > k gives:
¯(α,1)(τ˜ ) =∑
16k6n,
α1,...,αn−1∈C(Ap):
α1+···+αn−1=α
U
(
(α1, 0), . . . , (αk−1, 0), (0, 1), (αk, 0), . . . , (αn−1, 0); τ˙ , τ˜
)
·
¯(α1,0)(τ˙ ) ∗ · · · ∗ ¯(αk−1,0)(τ˙ ) ∗ ¯(0,1)(τ˙ )
∗ ¯(αk,0)(τ˙ ) ∗ · · · ∗ ¯(αn−1,0)(τ˙ ).
(13.17)
Proposition 13.8. In equation (13.17) we have
U
(
(α1, 0), . . . , (αk−1, 0),(0, 1), (αk, 0), . . . , (αn−1, 0); τ˙ , τ˜
)
=
(−1)n−k
(k − 1)!(n− k)!
.
(13.18)
Proof. The coefficient U(· · · ; τ˙ , τ˜) is defined in equation (3.8). Consider some
choices l,m, ai, bi, βi, γi in this sum. There are two conditions in (3.8). The
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first, that τ˙ (βi) = τ˙ (αj), i = 1, . . . ,m, ai−1 < j 6 ai, holds if and only if
we have ap−1 = k − 1 and ap = k for some p = 1, . . . ,m. The second, that
τ˜(γi) = τ˜ ((α, 1)), i = 1, . . . , l, is equivalent to l = 1, since if l > 1 then one γi is
of the form (β, 1), with τ˜ (γi) = 1 and the other γj are of the form (β, 0), with
τ˜(γj) = 0. Thus we may rewrite (3.8) as
U
(
(α1, 0), . . . , (αk−1, 0), (0, 1), (αk, 0), . . . , (αn−1, 0); τ˙ , τ˜
)
= (13.19)∑
16p6m6n, 0=a0<a1<···<ap−1=k−1, k=ap<ap+1<···<am=n.
Define β1, . . . , βm ∈ C(Bp) by βi = (αai−1+1 + · · · + αai , 0), i < p,
βp = (0, 1), βi = (αai−1 + · · · + αai−1, 0), i > p.
S(β1, β2, . . . , βm; τ˙ , τ˜) ·
m∏
i=1
1
(ai − ai−1)!
.
In (13.19) we have βp = (0, 1) and βi = (α
′
i, 0) for α
′
i ∈ C(Ap), i 6= p. Using
Definition 13.5, in Definition 3.12 we see that i = 1, . . . ,m− 1 satisfies neither
(a) nor (b) if i < p− 1, satisfies (b) when i = p− 1, and satisfies (a) for i > p.
Therefore
S(β1, β2, . . . , βm; τ˙ , τ˜ ) =

(−1)m−1, p = 1,
(−1)m−2, p = 2,
0, p > 2.
(13.20)
Since 0 = a0 < · · · < ap−1 = k − 1, we see that p = 1 if k = 1, and p > 1 if
k > 1. So we divide into two cases k = 1 in (13.21) and k > 1 in (13.22), and
rewrite (13.19) using (13.20) in each case:
U
(
(0, 1), (α1, 0), . . . , (αn−1, 0); τ˙ , τ˜
)
=
∑
16m6n, 1=a1<a2<···<am=n
(−1)m−1 ·
m∏
i=2
1
(ai − ai−1)!
, (13.21)
U
(
(α1, 0), . . . , (αk−1, 0), (0, 1), (αk, 0), . . . , (αn−1, 0); τ˙ , τ˜
)
= (13.22)
1
(k − 1)!
·
∑
26m6n, k=a2<a3<···<am=n
(−1)m−2 ·
m∏
i=3
1
(ai − ai−1)!
.
Here the factor 1/(k − 1)! in (13.22) is 1/(a1 − a0)! in (13.19), since a0 = 0,
a1 = k − 1, and a2 = k. We evaluate a rewritten version of the sums in (13.21)
and (13.22):
Lemma 13.9. For all l > 1 we have
∑
16m6l, 0=a0<a1<···<am=l.
(−1)m ·
m∏
i=1
1
(ai − ai−1)!
=
(−1)l
l!
. (13.23)
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Proof. Write Tl for the l.h.s. of (13.23). Then in formal power series we have:
∞∑
l=1
Tlt
l =
∞∑
l=1
∑
16m6l, 0=a0<a1<···<am=l.
(−1)m ·
m∏
i=1
tai−ai−1
(ai − ai−1)!
=
∞∑
l=1
∑
16m6l, b1,...,bm>1,
b1+···+bm=l
(−1)m ·
m∏
i=1
tbi
(bi)!
=
∞∑
m=1
(−1)m
[ ∞∑
j=1
tj
j!
]m
=
∞∑
m=1
(−1)m(et − 1)m =
−(et − 1)
1 + (et − 1)
= e−t − 1,
(13.24)
where in the second step we set bi = ai − ai−1, and in the third we regard l as
defined by b1+ · · ·+ bm = l and drop the sum over l, and then replace the sum
over b1, . . . , bm by an m
th power of a sum over j. Equating coefficients of tl in
(13.24) gives (13.23).
Now the r.h.s. of (13.21) agrees with the l.h.s. of (13.23) with l = n − 1,
replacing n,m, a1, . . . , am in (13.21) by l + 1,m + 1, a0, . . . , am respectively.
Thus (13.21) and Lemma 13.9 prove the case k = 1 of (13.18). Similarly, apart
from the factor 1/(k − 1)!, the r.h.s. of (13.22) agrees with the l.h.s. of (13.23)
with l = n− k, replacing n,m, a2, . . . , am in (13.21) by l + k,m+ 2, a0, . . . , am
respectively. This gives the case k > 1 of (13.18), and completes the proof of
Proposition 13.8.
Substituting (13.18) into (13.17) and replacing n by l + 1 and k by k − 1
gives
¯(α,1)(τ˜ ) =
∑
06k6l, α1,...,αl∈C(Ap):
α1+···+αl=α
(−1)l−k
k!(l − k)!
· ¯(α1,0)(τ˙ ) ∗ · · · ∗ ¯(αk,0)(τ˙ ) ∗ ¯(0,1)(τ˙ )
∗ ¯(αk+1,0)(τ˙ ) ∗ · · · ∗ ¯(αl,0)(τ˙ ).
(13.25)
As in Theorem 3.14, by [54, Th. 5.4] we can rewrite the wall crossing formula
(13.25) in terms of the Lie bracket [ , ] on SFindal (MBp), rather than the Ringel–
Hall multiplication ∗ on SFal(MBp). In this case, we can do it explicitly.
Proposition 13.10. In the situation above we have
¯(α,1)(τ˜ ) =∑
l>1, α1,...,αl∈C(Ap): α1+···+αl=α
(−1)l
l!
[[· · · [[¯(0,1)(τ˙ ), ¯(α1,0)(τ˙ )], ¯(α2,0)(τ˙ )], · · · ], ¯(αl,0)(τ˙ )]. (13.26)
Proof. The term [[· · · [¯(0,1)(τ˙ ), ¯(α1,0)(τ˙ )], · · · ], ¯(αl,0)(τ˙ )] in (13.26) has l nested
commutators [ , ], and so consists of 2l terms. For each of these 2l terms, let k be
the number of the l commutators in which we reverse the order of multiplication.
Then the sign of this term is (−1)k, and k ¯(αi,0)(τ˙ )’s appear before ¯(0,1)(τ˙ ) in
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the product. There are
(
l
k
)
such terms for fixed k. Thus we have
[[· · ·[[¯(0,1)(τ˙), ¯(α1,0)(τ˙ )], ¯(α2,0)(τ˙ )], · · · ], ¯(αl,0)(τ˙ )] =
l∑
k=0
(
l
k
)
terms of the form (−1)k¯(αi1 ,0)(τ˙ ) ∗ · · · ∗ ¯(αik ,0)(τ˙ )
∗ ¯(0,1)(τ˙ ) ∗ ¯(αik+1 ,0)(τ˙ ) ∗ · · · ∗ ¯(αil ,0)(τ˙ ),
(13.27)
where {i1, . . . , il} is some permutation of {1, . . . , l}.
Let us now sum (13.27) over all permutations of {1, . . . , l}, acting by per-
muting α1, . . . , αl. The permutations {i1, . . . , il} are then also summed over all
permutations of {1, . . . , l}, giving∑
σ∈Sl
[[· · ·[[¯(0,1)(τ˙ ), ¯(ασ(1),0)(τ˙ )], ¯(ασ(2),0)(τ˙)], · · · ], ¯(ασ(l),0)(τ˙ )] =
∑
σ∈Sl
l∑
k=0
(
l
k
)
(−1)k¯(ασ(1),0)(τ˙ ) ∗ · · · ∗ ¯(ασ(k),0)(τ˙ ) ∗ ¯(0,1)(τ˙ )
∗ ¯(ασ(k+1),0)(τ˙ ) ∗ · · · ∗ ¯(ασ(l),0)(τ˙ ),
(13.28)
where Sl is the symmetric group of permutations σ : {1, . . . , l} → {1, . . . , l}.
We now have∑
l>1, α1,...,αl∈C(Ap): α1+···+αl=α
(−1)l
l!
[[· · · [[¯(0,1)(τ˙ ), ¯(α1,0)(τ˙ )], ¯(α2,0)(τ˙ )], · · · ], ¯(αl,0)(τ˙ )] =
∑
l>1,
α1,...,αl∈C(Ap):
α1+···+αl=α
(−1)l
(l!)2
∑
σ∈Sl
[[· · · [[¯(0,1)(τ˙ ), ¯(ασ(1),0)(τ˙ )], ¯(ασ(2),0)(τ˙ )], · · · ],
¯(ασ(l),0)(τ˙ )] =
∑
l>1,
α1,...,αl∈C(Ap):
α1+···+αl=α
(−1)l
(l!)2
∑
σ∈Sl
l∑
k=0
(
l
k
)
(−1)k ¯(ασ(1),0)(τ˙ )∗· · ·∗ ¯(ασ(k),0)(τ˙ )∗ ¯(0,1)(τ˙ )
∗ ¯(ασ(k+1),0)(τ˙ ) ∗ · · · ∗ ¯(ασ(l),0)(τ˙ ) =
∑
l>1,
α1,...,αl∈C(Ap):
α1+···+αl=α
(−1)l
l!
l∑
k=0
(
l
k
)
(−1)k¯(α1,0)(τ˙ ) ∗ · · · ∗ ¯(αk,0)(τ˙) ∗ ¯(0,1)(τ˙ )
∗ ¯(αk+1,0)(τ˙ ) ∗ · · · ∗ ¯(αl,0)(τ˙ ) =
∑
06k6l, α1,...,αl∈C(Ap):
α1+···+αl=α
(−1)l−k
k!(l − k)!
· ¯(α1,0)(τ˙ ) ∗ · · · ∗ ¯(αk,0)(τ˙ ) ∗ ¯(0,1)(τ˙ )
∗ ¯(αk+1,0)(τ˙ ) ∗ · · · ∗ ¯(αl,0)(τ˙ ) = ¯(α,1)(τ˜ ),
using the fact that the sums over α1, . . . , αl ∈ C(Ap) with α1+ · · ·+αl = α are
symmetric in permutations of {1, . . . , l} in the first and third steps, (13.28) in
the second, and (13.25) in the fifth. This proves equation (13.26).
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13.4 A Lie algebra morphism Ψ˜Bp : SFindal (MBp)→ L˜(Bp)
We now define a Lie algebra morphism Ψ˜Bp : SFindal (MBp) → L˜(Bp), which is
a version of Ψ˜ : SFindal (M) → L˜(X) in §5.3 for our auxiliary abelian category
Bp. Since as in §13.1 we do not know Bp is 3-Calabi–Yau, and also as we
will see below we only have good control of the Behrend function νMBp on a
bounded part of MBp , we will choose the Lie algebra L˜(Bp) to be small, a finite-
dimensional, nilpotent Lie algebra, and define Ψ˜Bp to be supported on M
(β,d)
Bp
for only finitely many (β, d) ∈ K(Bp).
Definition 13.11. Define S to be the subset of (β, d) in C(Bp) ⊂ K(Bp) such
that Pβ(t) =
k
d!p(t) for k = 0, . . . , N and d = 0 or 1. (These were the conditions
on numerical classes in Proposition 13.4.) Then S is a finite set, as [44, Th. 3.37]
implies that τ -semistable sheaves E on X with Hilbert polynomials kd!p(t) for
k = 0, . . . , N can realize only finite many numerical classes β ∈ K(Ap) ⊂
K(coh(X)). Define a Lie algebra L˜(Bp) to be the Q-vector space with basis of
symbols λ˜(β,d) for (β, d) ∈ S, with Lie bracket
[λ˜(β,d), λ˜(γ,e)] ={
(−1)χ¯
Bp ((β,d),(γ,e))χ¯Bp
(
(β, d), (γ, e)
)
λ˜(β+γ,d+e), (β + γ, d+ e) ∈ S,
0, otherwise,
(13.29)
as in (5.4). As χ¯Bp is antisymmetric, and S ⊂ K(Bp) has the property that if
, ζ, η ∈ S and + ζ+η ∈ S then + ζ, +η, ζ+η ∈ S, equation (13.29) satisfies
the Jacobi identity, and makes L˜(Bp) into a finite-dimensional, nilpotent Lie
algebra over Q. Now define a Q-linear map Ψ˜Bp : SFindal (MBp)→ L˜(Bp) exactly
as for Ψ˜ : SFindal (M)→ L˜(X) in Definition 5.13.
We shall show that Ψ˜Bp is a Lie algebra morphism, by modifying the proof for
Ψ˜ in Theorem 5.14. The two key ingredients in the proof of Theorem 5.14 were,
firstly, equation (3.14) writing the Euler form χ¯ of coh(X) in terms of dimHom
and dimExt1 in coh(X), and secondly, the identities (5.2)–(5.3) for the Behrend
function νM in Theorem 5.11. Proposition 13.4 proves the analogue of (3.14) in
the bounded part of Bp we need it for. Here is an analogue of Theorem 5.11.
Proposition 13.12. (a) If (β, 0) ∈ S then pi : M
(β,0)
Bp
→Mβ mapping (E, 0, 0)
7→ E is a 1-isomorphism, and the Behrend functions satisfy νM(β,0)
Bp
≡ pi∗(νβM).
If (β, 1) ∈ S then pi : M
(β,1)
Bp
→Mβ mapping (E, V, s) 7→ E is smooth of rel-
ative dimension χ¯
(
[OX(−n)], β
)
− 1, and ν
M
(β,1)
Bp
≡ (−1)χ¯([OX(−n)],β)−1pi∗(νβM).
(b) An analogue of Theorem 5.11 holds in Bp, with E1, E2 ∈ coh(X) replaced
by (E1, V1, s1), (E2, V2, s2) ∈ Bp such that [(E1 ⊕E2, V1 ⊕ V2, s1⊕ s2)] ∈ S, and
Ext1 replaced by Ext1Bp , and χ¯ replaced by χ¯
Bp .
Proof. The first part of (a) is immediate. For the second, note that if (β, 1) ∈ S
and (E, V, s) is a point in M
(β,1)
Bp
then [E] = β in K(Ap), we may identify
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V ∼= C, and then s : OX(−n) → E, that is, s ∈ H0(E(n)). But by choice of
E and of n in Definition 13.1, we have Hi(E(n)) = 0 for i > 0, so H0(E(n))
is a vector space of fixed dimension Pβ(n) = χ¯([OX(−n)], β). Furthermore,
E 7→ H0(E(n)) is a vector bundle (in the Artin stack sense) over the stack Mβ ,
with fibre H0(E(n)) ∼= Cχ¯([OX(−n)],β) over E.
Now consider the fibre of pi : M
(β,1)
Bp
→ Mβ over E. It is a set of pairs
(V, s) with V ∼= C and s : V → H0(E(n)) linear, satisfying a stability condi-
tion. This stability condition requires s 6= 0, and selects an open set of such
s. Dividing out by automorphisms of V turns H0(E(n)) \ 0 into the projective
space P
(
H0(E(n))
)
. Hence the fibre of pi over E is an open subset of the pro-
jective space P
(
H0(E(n))
)
. Since E 7→ H0(E(n)) is a vector bundle over Mβ ,
E 7→ P
(
H0(E(n))
)
is a projective space bundle over Mβ . Therefore M
(β,1)
Bp
is
an open subset of a smooth fibration over Mβ with fibre CPχ¯([OX(−n)],β)−1. So
pi is smooth of relative dimension χ¯
(
[OX(−n)], β
)
− 1. The Behrend function
equation follows from Theorem 4.3(ii) and Corollary 4.5.
For (b), we can now follow the proof of Theorem 5.11, using facts from
(a) above. In Theorem 5.5, we proved that an atlas for Mβ near E may be
written locally in the complex analytic topology as Crit(f) for holomorphic
f : U → C, where U is an open neighbourhood of 0 in Ext1(E,E), and U, f are
invariant under the complexification GC of a maximal compact subgroup G of
Aut(E). From the second part of (a), it follows that an atlas for M
(β,1)
Bp
near
E, V, s may be written locally in the complex analytic topology as Crit(f)×W ,
where W is an open set in H0(E(n)). But Crit(f) ×W = Crit(f ◦ piU ), where
f ◦ piU : U ×W → C is a holomorphic function on a smooth complex manifold.
Therefore, just as we can write the moduli stack M locally as Crit(f), and so
use differential-geometric reasoning with the Milnor fibres of f to prove (5.2)–
(5.3) in Theorem 5.11, so we can write the moduli stacks M
(β,d)
Bp
for (β, d) ∈ S
locally as Crit(f ◦ piU ), and the proof of Theorem 5.11 extends to give (b).
We can now follow the proof of Theorem 5.14 using Proposition 13.4 in place
of (3.14) and Proposition 13.12(b) in place of Theorem 5.11 to prove:
Proposition 13.13. Ψ˜Bp : SFindal (MBp)→ L˜(Bp) is a Lie algebra morphism.
13.5 Proof of Theorem 5.27
Finally we prove Theorem 5.27. We will apply the Lie algebra morphism Ψ˜Bp
to the Lie algebra equation (13.26). Observe that the terms (α, 1), (1, 0) and
(αi, 0) occurring in (13.26) all lie in S. We will prove that
Ψ˜Bp
(
¯(α,1)(τ˜ )
)
= −PIα,n(τ ′)λ˜(α,1), Ψ˜Bp
(
¯(0,1)(τ˙ )
)
= −λ˜(0,1),
and Ψ˜Bp
(
¯(αi,0)(τ˙ )
)
= −D¯Tαi(τ)λ˜(αi,0).
(13.30)
For the first equation, there are no strictly τ˜ -semistables in M(α,1)ss (τ˜ ), so
¯(α,1)(τ˜ ) = δ¯
(α,1)
ss (τ˜ ), and Ψ˜Bp
(
¯(α,1)(τ˜ )
)
= χna
(
M(α,1)ss (τ˜ ), νM(α,1)ss (τ˜)
)
λ˜(α,1) in
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the notation of Definition 2.3. But M(α,1)ss (τ˜ )
∼= M
α,n
stp (τ
′) × [SpecC/Gm] by
Proposition 13.6(b), so the projection pi : M(α,1)ss (τ˜ ) → M
α,n
stp (τ
′) is smooth of
relative dimension −1, and νM(α,1)ss (τ˜) = −pi
∗(νMα,nstp (τ ′)) by Theorem 4.3(ii) and
Corollary 4.5. Hence
χna
(
M(α,1)ss (τ˜ ), νM(α,1)ss (τ˜)
)
= −χ
(
Mα,nstp (τ
′), νMα,nstp (τ ′)
)
= −PIα,n(τ ′)
by (5.16), proving the first equation of (13.30). Now M(0,1)ss (τ˙ )
∼= [SpecC/Gm]
by Proposition 13.6(a), so ¯(0,1)(τ˙ ) is just the stack characteristic function of
[SpecC/Gm]. But [SpecC/Gm] is a single point with Behrend function −1, so
the second equation follows. And the isomorphism M(αi,0)ss (τ˙ )
∼= Mαiss (τ) ⊂
M identifies ¯(αi,0)(τ˙ ) with ¯αi(τ), so the third equation of (13.30) follows
from (5.7).
Hence, applying Ψ˜Bp (which is a Lie algebra morphism by Proposition 13.13)
to (13.26) and substituting in (13.30) gives an equation in the Lie algebra L˜(Bp):
− PIα,n(τ ′)λ˜(α,1) =∑
l>1, α1,...,αl∈C(Ap): α1+···+αl=α
(−1)l
l!
[[· · · [[−λ˜(0,1),−D¯Tα1(τ)λ˜(α1,0)],−D¯Tα2(τ)λ˜(α2,0)], · · · ],
−D¯Tαl(τ)λ˜(αl ,0)].
(13.31)
Using the definitions (13.5) of χ¯Bp and (13.29) of the Lie bracket in L˜(Bp),
and noting that the condition αi ∈ C(coh(X)) with τ(αi) = τ(α) in (5.17)
corresponds to αi ∈ C(Ap) in (13.31), we see that (13.31) reduces to (5.17).
There are only finitely many nonzero terms in each of these equations, as in
Proposition 13.7. This completes the proof of Theorem 5.27.
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Glossary of Notation
ΛX sublattice of H
even(X,Q) for Calabi–Yau 3-fold X , 47
Φf vanishing cycle functor on constructible functions, 41
ΠCF projection S¯F
ind
al (M, χ,Q)→ CF(M), 61
Πvin projection to stack functions with ‘virtual rank n’, 21
Ψχ,Q Lie algebra morphism S¯Findal (M, χ,Q)→ L(X), 32
Ψ˜ Lie algebra morphism SFindal (M)→ L˜(X), 61
Ψ˜χ,Q Lie algebra morphism S¯Findal (M, χ,Q)→ L˜(X), 61
Ψ˜Q,I Lie algebra morphism SF
ind
al (MQ,I)→ L˜(Q), 107
Ψ˜χ,QQ,I Lie algebra morphism S¯F
ind
al (MQ,I , χ,Q)→ L˜(Q), 107
Ψf nearby cycle functor on constructible functions, 41
Ψ Lie algebra morphism SFindal (M)→ L(X), 32
χna(C) na¨ıve Euler characteristic of a constructible set C in a stack, 16
χna(F, f) na¨ıve Euler characteristic of an Artin stack F weighted by a con-
structible function f , 16
χ¯ Euler form of an abelian category, 24
δ¯αss(τ) element of the Ringel–Hall algebra SFal(M) that ‘counts’ τ -semistable
objects in class α, 28
¯α(τ) element of the Ringel–Hall Lie algebra SFindal (M) that ‘counts’ τ -
semistable objects in class α, 28
λ˜α basis element of Lie algebra L˜(X), 61
λα basis element of Lie algebra L(X), 32
(µ,R,6) slope stability condition on mod-KQ or mod-KQ/I, 100
(µ,M,6) the weak stability condition of µ-stability on coh(X), 28
νX Behrend function of a scheme or stack X , 36
φf vanishing cycle functor on derived category of constructible sheaves, 39
ψf nearby cycle functor on derived category of constructible sheaves, 39
(τ,G,6) the stability condition of Gieseker stability on coh(X), 28
(τ, T,6) stability condition on an abelian category, 26
A•, B•, . . . complexes in the derived category D(Mα,nstp (τ
′)), 173
A affine space of smooth semiconnections on a vector bundle, 133
Asi open subset of simple semiconnections in A , 133
A
2,k affine space of L2k semiconnections on a vector bundle, 133
A
2,k
si open subset of simple semiconnections in A
2,k, 133
Ap an abelian subcategory of τ -semistable sheaves in coh(X), 184
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At(E, s) Atiyah class of a family of stable pairs s : OXT (−n)→ E, 171
Bp abelian category of coherent sheaves extended by vector spaces, 184
C(A) the positive cone in K(A), 25
C(G) centre of an algebraic K-group G, 20
CF(F) Q-vector space of constructible functions on a stack F, 16
CFna(φ) na¨ıve pushforward of constructible functions along 1-morphism φ, 17
CFstk(φ) stack pushforward of constructible functions along representable φ, 17
CFanZ (X) group of Z-valued analytically constructible functions on X , 40
CG(S) centralizer of a subset S in a group G, 20
ch(E) Chern character of a coherent sheaf E in Heven(X,Q), 46
chcs(E) Chern character of a compactly-supported coherent sheaf E, 91
chi(E) i
th component of Chern character of E in H2i(X,Q), 46
coh(X) abelian category of coherent sheaves on a scheme X
cohcs(X) abelian category of compactly supported coherent sheaves on X , 91
Crit(f) critical locus of a holomorphic function f , as a complex analytic space
CS holomorphic Chern–Simons functional, 143
D(X) derived category of quasi-coherent sheaves on X , 163
Db(coh(X)) or Db(X) bounded derived category of coherent sheaves on X
Db
Con
(X) bounded derived category of constructible complexes on X , 39
∂¯E semiconnection on complex vector bundle E, 132
DTα(τ) original Donaldson–Thomas invariants defined in [100], 43
D¯Tα(τ) generalized Donaldson–Thomas invariants, 62
DˆTα(τ) BPS invariants of a Calabi–Yau 3-fold, 76
D¯Tα(µ) generalized Donaldson–Thomas invariants for µ-stability, 62
D¯TdQ(µ) Donaldson–Thomas type invariants for a quiver Q, 107
DˆTdQ(µ) BPS invariants for a quiver Q, 107
D¯TdQ,I(µ) Donaldson–Thomas type invariants for (Q, I), 107
DˆTdQ,I(µ) BPS invariants for (Q, I), 107
E,F,G,H, . . . Artin K-stacks
Eu the ‘local Euler obstruction’, an isomorphism Z∗(X)→ CFZ(X), 36
ExactA moduli stack of short exact sequences in an abelian category A, 25
F (G, TG, Q) rational coefficients used in the definition of stack function spaces
S¯F, S¯F(F, χ,Q), 23
F(K) set of K-points of an Artin K-stack F, 16
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Fα(τ) function in CF(Mαss(τ)) with χ(M
α
ss(τ), F
α(τ)) = DˆTα(τ), 78
G gauge group of smooth gauge transformations of a vector bundle, 133
G
2,k+1 gauge group of L2k+1 gauge transformations of a vector bundle, 134
Gm the algebraic K-group K \ {0}, 20
GVg(α) Gopakumar–Vafa invariants, 84
GWg,m(α) Gromov–Witten invariants, 84
hd(E) homological dimension of a coherent sheaf E, 130
Heven(X ;Q) even cohomology of a complex manifold X , 46
Hevencs (X ;Q) compactly-supported even cohomology of X , 91
Hilbd(X) Hilbert scheme of d points on X , 79
Hp,q(X) Dolbeault cohomology groups of a Ka¨hler manifold X
H∗(M;P) hypercohomology of a perverse sheaf P on a scheme M, 58
IsoF(x) stabilizer group of an Artin stack F at the point x, 16
Jα(τ) invariant counting τ -semistable sheaves in class α on a Calabi–Yau
3-fold, introduced in [54], 34
J˜bsi(I,, κ, τ) extended Donaldson–Thomas invariants, 96
K base field, usually algebraically closed
K(A) a quotient of the Grothendieck group K0(A) of an abelian category
A. Often K(A) = Knum(A), 25
K0(A) Grothendieck group of an abelian category A, 24
Knum(A) numerical Grothendieck group of an abelian category A, 24
KQ path algebra of a quiver, 98
KQ/I algebra of a quiver with relations (Q, I), 98
KX canonical bundle of a smooth scheme X , 31
k1(· · · ) degree 1 part of graded object ‘· · · ’, 170
L˜(Q) Lie algebra depending on a quiver Q, 106
L(X) Lie algebra depending on a Calabi–Yau 3-fold X , 32
L˜(X) Lie algebra depending on a Calabi–Yau 3-fold X , variant of L(X), 61
pi! functor D(Y )→ D(X) mapping E 7→ Lf∗(E)⊗ωpi [dimpi] for a smooth
scheme morphism pi : X → Y . See Huybrechts [42, §3.3].
Lpi∗ left derived pullback functor D(Y ) → D(X) of a scheme morphism
pi : X → Y . See Huybrechts [42, §3.3].
LCF(F) Q-vector space of locally constructible functions on a stack F, 16
Li2(t) dilogarithm function, 77
L¯paτ , L¯
to
τ Lie subalgebras of Ringel–Hall Lie algebra SF
ind
al (M), 96
LSF(F) vector space of ‘local stack functions’ on an Artin stack F, 19
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LSF(F) vector space of ‘local stack functions’ on an Artin stack F, defined
using representable 1-morphisms, 19
MA or M moduli stack of objects in an abelian category A, 25
MαA or M
α moduli stack of objects in A with class α ∈ K(A), 25
Mαss(τ) moduli stack of τ -semistable objects in class α, 27
Mαss(τ) coarse moduli scheme of τ -semistable objects in class α, 28
Mαst(τ) moduli stack of τ -stable objects in class α, 27
Mαst(τ) coarse moduli scheme of τ -stable objects in class α, 28
Msi coarse moduli space of simple coherent sheaves, 54
MQ moduli stack of representations of a quiver Q, 100
MQ,I moduli stack of representations of a quiver with relations, 100
M
d,e
frQ moduli stack of framed representations of a quiver Q, 109
M
d,e
frQ,I moduli stack of framed representations of (Q, I), 110
Md,estf Q(µ
′) fine moduli scheme of stable framed representations of Q, 109
Md,estf Q,I(µ
′) fine moduli scheme of stable framed representations of (Q, I), 110
MFf (x) Milnor fibre of a holomorphic function f at point x, 38
Mo¨(m) Mo¨bius function, 76
mod-KQ abelian category of representations of a quiver Q, 99
mod-KQ/I abelian category of representations of a quiver with relations, 99
[M]vir virtual cycle of a proper moduli schemeM, defined using an obstruc-
tion theory on M, 43
NDT d,eQ (µ
′) noncommutative Donaldson–Thomas invariants for Q, 110
NDT d,eQ,I(µ
′) noncommutative Donaldson–Thomas invariants for (Q, I), 110
NG(S) normalizer of a subset S in a group G, 20
nil-KQ/I abelian category of nilpotent representations of (Q, I), 106
OX structure sheaf of a scheme X
OX(1) very ample line bundle on a scheme X , 28
P(V ) projective space of a vector space V
Per(X) abelian category of perverse sheaves on X , 39
P(I,) multilinear operation on SFal(M) depending on a poset (I,), 95
PIα,n(τ ′) invariants counting ‘stable pairs’ s : OX(−n)→ E, 66
Pm 1-morphism M→M taking E 7→ mE = E ⊕ · · · ⊕ E, 78
proj-KQ exact category of projective representations of a quiver Q, 99
proj-KQ/I exact category of projective representations of (Q, I), 99
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PTn,β Pandharipande–Thomas invariants, 85
Q(G, TG) a set of subtori of the maximal torus TG of a K-group G, 22
(Q, I) quiver with relations, 98
Rpi∗ right derived pushforward functor D(X) → D(Y ) of a scheme mor-
phism pi : X → Y . See Huybrechts [42, §3.3].
RHom derived sheaf Hom functor. If E ,F ∈ D(X) then R Hom (E ,F) ∈
D(X). See Huybrechts [42, §3.3].
S(α1, . . . , αn; τ, τ˜) combinatorial coefficient used in wall-crossing formulae, 30
SF(F) vector space of ‘stack functions’ on an Artin stack F, 18
SF(F) vector space of ‘stack functions’ on an Artin stack F, defined using
representable 1-morphisms, 18
S¯F(F, χ,Q) vector space of ‘stack functions’ on an Artin stack F with extra
relations involving the Euler characteristic, 22
S¯F(F, χ,Q) vector space of ‘stack functions’ on an Artin stack F with extra
relations, defined using representable 1-morphisms, 23
td(TX) Todd class of TX in Heven(X,Q), 47
TG maximal torus in an algebraic K-group G, 20
U(α1, . . . , αn; τ, τ˜) combinatorial coefficient used in wall-crossing formulae, 30
U(L(X)) universal enveloping algebra of Lie algebra L(X), 34
Vect moduli stack of algebraic vector bundles, 54
Vectsi coarse moduli space of simple algebraic vector bundles, 54
V (I,Γ, κ; τ, τ˜) combinatorial coefficient used in wall-crossing formulae, 35
W (G, TG) Weyl group of algebraic K-group G, 20
Z∗(X) group of algebraic cycles on a scheme X , 36
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Index
µ-stability, 28, 62, 90
1-morphism, 16
finite type, 17, 25
representable, 17, 25
2-category, 16
2-morphism, 16
abelian category, 24–33, 184
3-Calabi–Yau, 12, 24, 104, 116, 119,
185, 194
artinian, 39
τ -artinian, 27
noetherian, 27, 39
Ringel–Hall algebra, 24–26
algebraic K-group, 20
centre, 20
maximal torus, 20
special, 20, 159
very special, 22
algebraic de Rham cohomology, 49
algebraic space, 53, 54
almost closed 1-form, 45–46, 59, 61
Artin stack, 16
affine geometric stabilizers, 16, 54
atlas, 54, 131, 137–139
locally of finite type, 54
stabilizer group, 16, 148
artinian, 39, 185
τ -artinian, 27
Atiyah class, 170–171, 174, 175
Banach manifold, 131, 134
Behrend function, 4, 7–8, 35–46, 60–
61, 69, 153, 194–196
algebraic, 36–37
analytic, 36–37
definition, 36
identities, 9, 15, 60, 67, 94, 106,
147–153
of Artin stack, 37
BPS invariants, 5, 77, 94
for quivers, 107, 121
brane tiling, 12, 105
Calabi–Yau 3-fold, 3, 31–35, 43–44, 50–
97
noncompact, 90–95, 116
canonical bundle, 31, 43
Cartesian square, 17
centralizer, 20
Chern character, 46, 52, 80, 91
Chow homology, 66, 92, 183
coarse moduli scheme, 5, 9, 28, 43, 51,
62, 63, 78, 123, 137, 164, 180
coherent sheaf, 27, 129–131
compactly-supported, 91–95
complex analytic, 93, 133
derived category of, see derived cat-
egory
homological dimension, 130–131
ideal sheaf, 91
Schurian, 54
semistable, 57
simple, 54–55
with fixed determinant, 53
coherent system, 164
cohomology, 46–50
torsion, 46
compactly embeddable, 52, 93–95
complex algebraic space, 54, 140
complex analytic space, 36, 54–58, 131–
137, 140–146
configurations, 95–97
conifold, 94, 111
noncommutative, 111, 116–119
resolved, 94
constructible function, 16–17, 36, 42,
61, 63, 78, 84, 126, 127, 152,
160, 161
analytic, 40
definition, 16
in positive characteristic, 17, 52
locally, 16, 37, 60
constructible set, 16
constructible sheaf, 39
cotangent complex, 166–168
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∂¯-operator, 132–136
derived category, 61, 162, 165–166
digraph, 34, 35
dilogarithm, 77
Donaldson–Thomas invariants
BPS invariants DˆTα(τ), 5, 77, 94
categorification, 78
computation in examples, 69–97,
115–123
deformation-invariance, 68, 91, 92,
94, 96–97
extended, 96
for quivers, 107–129
generalized D¯Tα(τ), 4, 9, 62–65
generalized, definition, 62
integrality properties, 76–79, 85,
107, 122–129
noncommutative, 13, 110–115, 121
original DTα(τ), 4, 43–44
e´tale morphism, 139, 148
e´tale topology, 20, 25, 59, 140
Euler characteristic
na¨ıve, 16
Euler form, 6, 24, 46, 81, 91, 101, 116,
122, 186
field K, 16, 51–52, 65, 129, 162
algebraically closed, 16
characteristic zero, 16, 17, 31, 46,
52, 98, 101, 106
positive characteristic, 16, 17, 52,
177, 179
fine moduli scheme, 10, 109, 163, 164,
166
Fourier–Mukai transform, 129, 131
gauge group, 133
gauge theory, 60, 131–136
Gieseker stability, 28, 62, 184
Gopakumar–Vafa invariants, 11, 84, 115
Gromov–Witten invariants, 11, 76, 84,
122
Grothendieck group, 24
numerical, 4, 24, 46–50, 74, 92,
162, 180, 182
and cohomology, 47
Harder–Narasimhan filtration, 27, 30,
50
Hilbert polynomial, 28, 43, 67, 70, 82,
92, 137, 148, 154, 184
Hilbert scheme, 53, 58, 79
noncommutative, 110
Hirzebruch–Riemann–Roch Theorem, 46,
81
Hitchin–Kobayashi correspondence, 131
Hodge Conjecture, 48
holomorphic Chern–Simons functional,
143–144
ideal sheaf, 91, 168
Kodaira–Spencer class, 171
local stack function, 19
locally constructible function, 16
locally constructible set, 16
Luna’s Etale Slice Theorem, 56, 57, 137
µ-stability, 28, 62, 90
MacMahon function, 11, 79, 115, 121
maximal compact subgroup, 55, 145,
147
maximal reductive subgroup, 55, 145
maximal torus, 20
McKay correspondence, 12
Milnor fibre, 8, 38–43, 55, 60, 147, 151–
153, 195
examples, 75, 88
motivic, 59
mixed Hodge module, 38, 46, 58, 129
MNOP Conjecture, 85, 115
Mo¨bius function, 11, 76, 107
Mo¨bius inversion formula, 77
moduli scheme
coarse, 5, 9, 28, 43, 51, 62, 63, 78,
123, 137, 164, 180
fine, 10, 109, 163, 164, 166
monodromy, 49–50, 67
motivic invariant, 22, 44, 59
na¨ıve Euler characteristic, 16
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na¨ıve pushforward, 17
nearby cycle functor, 39
Newlander–Nirenberg Theorem, 133
noetherian, 27, 39, 185
normalizer, 20
obstruction theory, 166–168, 171–183
definition, 167
perfect, 167, 176–182
symmetric, 10, 43–45, 59, 66, 162,
167, 178, 181
octahedral axiom, 176, 177, 181
Pandharipande–Thomas invariants, 10,
85, 111
perverse sheaf, 38–42, 78, 128
hypercohomology, 58
of vanishing cycles, 41, 58
simple, 40
Poincare´ duality, 91
τ -polystable, 63, 78, 123
poset, 95
positive cone, 25
pushforward
na¨ıve, 17
stack, 17
quiver, 12–13, 97–129
cyclic representation, 111
definition, 98
dimension vector, 99
Ext quiver, 124
framed representation, 109, 110
McKay quiver, 104
nilpotent representation, 106, 124
path algebra, 98
projective representation, 99, 112
representation, 99
with relations, 12
with superpotential, 12–13, 97–129
definition, 101
Quot scheme, 137, 154, 164
rank, 20
Ringel–Hall algebra, 6, 14, 24–26, 31,
154, 190, 192
extra operations, 95–97
S-equivalence, 4, 28, 51, 63, 78, 164
Seidel–Thomas twist, 129–131
semiconnection, 132–136
semismall resolution, 122
τ -semistable, 27
Serre duality, 12, 31, 91, 104
Serre vanishing, 153, 182, 184
sheaf
coherent, see coherent sheaf
constructible, 39
Grothendieck’s six operations, 39
homological dimension, 130–131
perverse, see perverse sheaf
quasi-coherent, 163
simple, 32
with fixed determinant, 53
Sobolev Embedding Theorem, 134, 143
special algebraic K-group, 20
spherical object, 129
square zero extension, 168
stability condition, 11, 26–31
(τ˜ , T˜ ,6) dominates (τ, T,6), 29,
90, 108, 189
µ-stability, 28, 62, 90
changes globally finite, 31, 64
for quivers, 100
generic, 77–79, 107, 126, 129
Gieseker, 28
on coherent sheaves, 28
permissible, 27, 28, 34, 100, 189
weak, 27, 188
τ -stable, 27
stable pair, 10, 65–70, 162–166
stable pair invariants PIα,n(τ ′), 10, 66
analogue for quivers, 108–115
stack function, 18–25, 28, 32, 156
definition, 18
local, 19, 31
supported on virtual indecompos-
ables, 6, 26
with algebra stabilizers, 6, 26, 62,
156
stack pushforward, 17
String Theory, 5, 84, 94, 105
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superpotential, 12
symmetric obstruction theory, 10, 43–
45, 59, 66, 162, 178, 181
definition, 167
t-structure, 105, 118
Todd class, 47
triangulated category, see also derived
category
3-Calabi–Yau, 105, 118–119, 185
equivalence, 116, 129
octahedral axiom, 176, 177, 181
wall-crossing, 118
universal enveloping algebra, 34, 64
universal family, 134–137, 140–142, 144
formally universal, 139–140
τ -unstable, 27
vanishing cycle, 38, 39
functor, 39
perverse sheaf, 41, 58
vector bundle
algebraic, 54, 129–132, 144
analytic, 132, 133, 136–137
holomorphic structure, 131–136, 140–
142, 144
on Artin stack, 195
versal family, 54, 93, 131, 132, 134–
137, 140–142, 145
formally versal, 139–140
virtual class, 8, 43, 112, 183
virtual cycle, 91
virtual indecomposable, 6, 15, 26
virtual Poincare´ polynomial, 153
virtual rank, 15, 22
wall-crossing formula, 10, 30, 64, 96,
108, 192
Weyl group, 20
Zariski topology, 20, 37, 55, 59, 129
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