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Abstract
In this paper we address the problem of estimating y1 when YiBindNðyi; s2i Þ; i ¼ 1; 2; are
observed and jy1  y2jpc for a known constant c: Clearly Y2 contains information about y1:
We show how the so-called weighted likelihood function may be used to generate a class of
estimators that exploit that information. We discuss how the weights in the weighted likelihood
may be selected to successfully trade bias for precision and thus use the information effectively.
In particular, we consider adaptively weighted likelihood estimators where the weights are
selected using the data. One approach selects such weights in accord with Akaike’s entropy
maximization criterion. We describe several estimators obtained in this way. However, the
maximum likelihood estimator is investigated as a competitor to these estimators along with a
Bayes estimator, a class of robust Bayes estimators and (when c is sufﬁciently small), a minimax
estimator. Moreover we will assess their properties both numerically and theoretically. Finally,
we will see how all of these estimators may be viewed as adaptively weighted likelihood
estimators. In fact, an over-riding theme of the paper is that the adaptively weighted likelihood
method provides a powerful extension of its classical counterpart.
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1. Introduction
Prior to the work of van Eeden [31,32] and independently that of Ayer et al. [7]
and Brunk [11,12], statistical inference concerned itself with unrestricted parameter
spaces; parameters were allowed to range over their natural spaces. Statistical theory
thereby achieved mathematical elegance and tractibility. Moreover, statistical
procedures and their associated measures of reliability such as standard errors,
could often be found in explicit form.
No doubt the mathematical and computational difﬁculties were recognized by
those who considered restricted parameter spaces. That may explain why it was not
until the just cited work of van Eeden and Ayer et al. that a systematic development
of a theory of inference for restricted parameter spaces began.
Even then, the properties of estimators in restricted parameter spaces received
little attention until the papers by Sackrowitz and Strawderman [26] and Moors [24]
and the Ph.D. thesis of Charras [14]. They showed that maximum likelihood
estimators for such spaces are ‘‘almost always’’ inadmissible for squared error loss.
Another important early result in this connection is the minimax estimator for a
bounded normal mean of Casella and Strawderman [13]. Recent years have seen a
large number of papers in this area.
Clearly in practice, parameter spaces are always restricted. Although the
restrictions may be difﬁcult to specify, the gains in performance that may be
realized from incorporating the restrictions can be immense as this paper will
demonstrate. Reductions in mean-squared error (MSE of estimation) of 50% are
attainable over the restricted parameter space if the restrictions are judiciously
exploited. Thus, the goal of ﬁnding statistical methods for such problems seems well
worth achieving.
This paper makes a contribution to the theory of estimation for restricted multi-
dimensional parameter spaces. In particular, it shows how the classical maximum
likelihood estimator (MLE) can be adapted for use in that setting. Moreover, in that
setting it addresses broadly the problem of successfully trading off bias for precision
in statistical estimation.
That problem arises when an investigator has data from a population other than
that of his or her inferential interest. Do these auxiliary data contain information of
value for estimating parameters in the population of interest? If so, how can the bias
in the auxiliary sample be traded off for precision in the required parameter
estimators?
The speciﬁc problem we consider is that of estimating the mean y1 of a univariate
normal population when loss is squared error. Suppose that in addition to an
observation y1 drawn from that population, another independent observation y2
is available, it is drawn from another normal population with mean y2 when
jy1  y2jpc for a known value of c: Can y2 be used with y1 to create an estimator
that improves on the estimator y1?
Heuristics suggest an afﬁrmative answer; y2 nearly equal to y1 suggests y1Ey2:
That in turn suggests a better estimator of y1 (the best linear unbiased estimator
obtained assuming equal population means).
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In Section 2 we describe a method for operationalizing these heuristics. That
method, the ‘‘weighted maximum likelihood (WLE) method’’ is an extension of its
famous classical cousin that like its predecessor, is a very generally applicable tool
for the practitioner’s toolbox. In fact, if we allow the weights to be chosen adaptively
with the help of the data, a very large class of estimators obtains. We will show that
class includes not only the MLE but other estimators obtained below: a Bayes
estimator (the ‘‘Pitman estimator’’); all members of a class of robust Bayes
estimators; and (when c is small enough) a minimax estimator. An overriding theme
of this article is that the adaptively weighted likelihood method is a very powerful
extension of its classical predecessor.
By assessing the numerical and theoretical properties of adaptively weighted
likelihood we will show that very accurate estimators can be obtained, enabling us to
conclude with some conﬁdence that the method can be recommended for use in
practice. These estimators can have substantially smaller mean-squared errors
(MSEs) than their classical unbiased counterpart y1; particularly when the two
population means are nearly identical. Thus, an effective bias-variance trade-off is
indeed possible; information in the sample from the second population can help in
estimating the mean of the ﬁrst.
The weighted likelihood (WL) described in Section 2 extends Fisher’s classical
likelihood and what Hu [19] introduces and calls the ‘‘relevance weighted likelihood
(REWL).’’ Our extension not only permits the weights to depend on the data, but it
allows negative weights as well. Negative weights are needed to enable the theory to
embrace such estimators as the Pitman. Both the WL and REWL generalize the
‘‘local likelihood’’ of Tibshirani and Hastie [30] deﬁned in the context of non-
parametric regression. Their likelihood was extended as a local likelihood, by
Staniswalis [27] and as a quasi-local-likelihood by Fan et al. [18].
In contrast to the local likelihood, the WL can be a global likelihood and in one of
the applications developed by Hu and Zidek [21], it is shown how the celebrated
James-Stein estimator can be found as a maximum (relevance weighted) likelihood
estimator when the relevance weights are estimated from the data.
The relevance weights allow bias to be traded for precision in the likelihood
setting, as bias is traded for variance in the non-parametric regression setting. The
need for such a theory has become increasingly important as the scale of modern
experimental science has grown in its space–time scales thanks to demand (e.g.
environmental science) combined with feasibility (e.g. through information
technology). On these scales, the replicated experiment seems completely unrealistic
as an experimental paradigm, leading to the need for a theory that embraces bias
without sacriﬁcing the goals of efﬁciency and precision enshrined in Fisher’s
foundational works.
The theory described in Section 2 enables the restricted two-dimensional
parameter space of this problem to be accommodated within the likelihood
framework. As well it permits the bias-precision trade-off to be made without relying
on a Bayesian approach (see [8]). The latter permits the bias-variance trade-off to be
made in a conceptually straightforward manner. Reliance on empirical Bayes
methods softens the demands for realistic prior modeling in complex problems.
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Efron [17] illustrates the empirical Bayes approach in such problems and uses the
term ‘‘relevance’’ in a manner similar to that of Hu [19].
Our theory is proposed as a simpler alternative to the empirical Bayesian approach
for use in complex problems. The WL offers such an approach and we will try to
demonstrate that in this article. At the same time we gain a theory that formally links
a diverse collection of statistical domains such as weighted least squares, non-
parametric regression, meta-analysis and shrinkage estimation. Starting with the
likelihood in these domains yields new methods and suggests new problems as we
will attempt to show. At the same time, the WL comes with an (as yet incomplete)
underlying general theory including extensions of Wald’s theory for the maximum
likelihood estimator [20].
In Section 2 we present the weighted likelihood, our extension of that of Hu [19].
Also in that section is a class of WLEs along with a method based on Akaike’s
entropy criterion for ﬁtting the optimal weights using the data. Several speciﬁc
WLEs are derived in this way and presented there. They are compared with each
other as well as the MLE and other estimators derived directly from them (their
‘‘dominators’’). The latter have uniformly smaller MSEs over the restricted
parameter space than their parent. One of the many estimators, the one we denote
by WLEN, is eventually selected on the basis of its performance coupled with its
simplicity. It resembles the James-Stein estimator for this case of just p ¼ 2
dimensions.
In Section 3 we turn to an alternative approach and ﬁnd a potential competitor for
the WLEN that comes with optimality credentials lacking in WLEN: it is minimax at
least when c is sufﬁciently small. However, numerical comparisons show that its
MSE is actually bigger than that of WLEN over much of the restricted parameter
space. It only improves slightly on that of the WLEN over the rest of that space,
leaving the WLEN as our selected choice at this stage in spite of its lack of
‘‘credentials’’.
We next use a natural Bayesian approach in Section 4 in quest of an admissible
dominator for WLEN. The result we call the ‘‘Pitman estimator.’’ However, a
numerical assessment of its performance shows it to be highly non-robust against
mis-speciﬁcation of c: Thus we turn in Section 5 to robust Bayes alternatives and ﬁnd
one whose numerical performance and robustness properties resemble those of
WLEN. However, it is much more difﬁcult to compute than WLEN and leaves us at
the end of the day with the latter as the clear winner based on pragmatic
considerations.
Unless explicitly stated to the contrary, the proofs of all theorems and lemmas
below appear in the appendix.
2. Weighted likelihood estimation
In this section we describe the weighted likelihood and apply it to the problem
addressed in this paper. Assume fYig are independently distributed random
variables or vectors, each having an associated population distribution with
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probability density and cumulative distribution (PDF and CDF, respectively) fi and
Fi: Let Y ¼ ðY1;y; YnÞ be the vector or matrix of these measurable attributes.
From each population i; niX0 items are randomly and independently sampled,
yielding Yi ¼ ðYi1;y; YiniÞ; Yij representing the Yi measured on the jth item sampled
from the ith population j ¼ 1;y; ni; i ¼ 1;y; n (the null vector when nj ¼ 0).
Assume the Yij; j ¼ 1;y; n; are independent as well as identically distributed, each
having its associated population distribution. Denote the realization of Yi by yi;
i ¼ 1;y; n:
In this paper inferential interest concerns attributes of population 1. However, in
general, Hu and Zidek [21] consider other possibilities such as simultaneous
inference about parameters of all the populations.
Starting from the Akaike entropy maximization principle [1–6], Hu and Zidek [21]
derive the REWL in the non-parametric and parametric cases. To be precise they
suppose (when the Y are discrete) that a predictive distribution say g of Y1 must be
chosen to maximize
R
log gðyÞ dF1ðyÞ; where F1 denotes the true ‘‘conceptual’’
population distribution for the ﬁrst population. This maximization must be done
subject to knowledge that F1 resembles each of the other Fj; ja1; that is subject toR
log gðyÞ dFjðyÞ4cj; ja1 for speciﬁed fcj; ja1g: A Lagrangian argument then
implies that g maximizes a linear combination of the
R
log gðyÞ dFjðyÞ; j ¼ 1;y; n:
However since the fFjg are unknown they are estimated by fFˆjg their empirical
distribution functions. When only one observation yj is available from population
j ¼ 1;y; n; the empirical distribution for that population becomes a point mass at
that observation.
In any event, with these heuristics the optimum g maximizes the non-parametric
relevance likelihood function that viewed as a function of g is
g-
Yn
i¼1
Yni
j¼1
glij=niðyijÞ: ð1Þ
Similar heuristics apply to the case of interest in this paper, i.e. the parametric case,
where for the likelihood we have instead
y-
Yn
i¼1
Yni
j¼1
f
lij=ni
i ðyij j yiÞ; ð2Þ
where y ¼ ðy1;y; ynÞ: In both cases lijX0 and we take lij=nj ¼ 0 when nj ¼ 0 for all
i and j:
In the adaptively weighted likelihood of this paper, the weights flijg may depend
on the data and even enable the investigator to trade off bias for precision in
estimating the likelihood for population 1 using the data from the remaining
populations. Ideally, the choice of these weights (equivalently the speciﬁcation of the
fcjg above) will be context dependent. However, Hu and Zidek [21] suggest one very
general method for their selection based on a suggestion of Stigler [29]. That method
again based on the use of the maximization of entropy approach with follow-up
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estimation is used below in this paper. Rather than describe it in general we
demonstrate it below in speciﬁc problems.
The WLE for y is found by maximizing (2). For the case where the weights are
constants, Hu [20] shows that the theory of Wald for the classical MLE extends to
the relevance WLE under a suitable adaptation of Wald’s assumptions. In
unpublished work, Steven Wang has shown that these results also hold when the
weights are allowed to depend on the data, albeit under a somewhat different
asymptotic paradigm than that adopted by Hu.
Now let us turn to the application of the parametric WL to the problem at hand.
Here we have two normal populations YiBNðyi; s2i Þ for which the fs2i g are known
i ¼ 1; 2: Assume, without loss of generality, that n1 ¼ n2 ¼ 1 for the two populations
involved and for simplicity denote the relevance weights by li1 ¼ li; i ¼ 1; 2 for
those populations. The WLE for y1 is easily shown to be
Y1 þ Wb;
where W ¼ Y2  Y1 and b obtains from the relevance weights and remains to be
speciﬁed. The relevance weight ratio deﬁnes b through
l2
l1
¼ s
2
2
s21
b
ð1 bÞ: ð3Þ
However, in general, we may rely on the data to specify that ratio.
The maximization of entropy criterion we refer to above may be applied to ﬁnd
relevance weights. That criterion leads to the minimization of the MSE in this case of
normal population distributions. Hence the optimal choice of b if D ¼ y2  y1 were
known would be
boptimal ¼
s21
s2W þ D2
;
where s2W ¼ s21 þ s22: However, since D is unknown the optimal weight must in
general be estimated. Motivated by these considerations we will allow b to depend on
W in general and deﬁne the WLE to be
dWLEðY1; Y2Þ ¼ Y1 þ W #bðWÞ:
As we will see, all the estimators considered in this paper are of the form Y1 þ jðWÞ
even though not all of them are obtained by appeal to WLE theory. Nevertheless, by
letting #bðWÞ ¼ jðWÞ=W ; we see that in fact all these estimators may be viewed as
having been found as adaptively weighted WLEs.
The MSE of estimation provides a natural criterion by which to assess the
performance of any estimator of y1 including dWLEðY1; Y2Þ: We state that MSE in
general in the next theorem.
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Theorem 2.1. The MSE of an estimator of y1 of the form Y1 þ jðWÞ is given by
EyðY1  y1 þ jðWÞÞ2 ¼ s21 þ
2
1þ t EyðD WÞjðWÞ þ Eyj
2ðWÞ
¼ s21 
2s2W
1þ t Eyj
0ðWÞ þ Eyj2ðWÞ;
where the second equality holds when j is absolutely continuous t ¼ s22=s21:
A number of particular choices for #bðWÞ present themselves. These are listed
below as special cases.
Special case 2.1 (WLEU): In this example we let D-N to obtain #bðWÞ  0: We
thereby obtain the unbiased linear estimator Y1 for y1 that comes directly from
Fisher’s classical theory. This estimator’s MSE is of course s21: It is inadmissible and
it can be shown that the maximum likelihood estimator (MLE) of y1 is a Brewster–
Zidek improvement on it (see [10]).
Explicitly, the MLE referred to above, i.e. the ﬁrst component of the MLE of
ðy1; y2Þ under the restriction jy1  y2jpc is given by
dMLEðY1; Y2Þ ¼ Y1 þ ðW  cÞIðW4cÞ þ ðW þ cÞIðWo cÞ
1þ t : ð4Þ
Special case 2.2 (WLEM): We may obtain an estimator by evaluating the MSE of
the original estimator Y1 þ Wb as a function of b and D: It is easily shown that as
long as jDjpc we can achieve a uniformly smaller MSE than that of Y1 by replacing
D2 in boptimal by c
2: Denote the estimator obtained in that way by WLEM, a kind of
‘‘minimax’’ estimator of y1:
Special case 2.3 (WLEN): Still another WLE, WLEN, is obtained by naive ‘‘plug-
in’’ estimation, that is by using minfW 2; c2g to estimate D2: This naive estimator is
an analogue of the James-Stein estimator. The analogy with the James-Stein
estimator is seen by assuming equal standard deviations, s1 ¼ s2 ¼ s and supposing
that unlike the present case of just p ¼ 2 populations, the James-Stein estimator
obtains in the case of p43 populations. In that case, the Akaike optimum weight
ratio becomes s2=ðps2 þPpi¼1 ðyi  %yÞ2Þ: Now when yi  %y; one would expect the
James-Stein estimator to perform well. In that case we ﬁnd an unbiased estimator of
the optimal weight to be
s2ðp  3ÞPp
i¼1 ðYi  %YÞ2
and thereby obtain the celebrated estimator. However, this approach does not work
in the case po4; and we adopt the naive plug-in estimator instead.
Special case 2.4 (WLED): However, the estimator of D obtained by truncating W
at c or c is dominated by that which truncates instead at7c; where c ¼ cðWÞ ¼
c tanhðcjW j=s2W Þ: We denote the estimator obtained by this potential improvement
through the use of the dominator as WLED.
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Special case 2.5 (WLE0): Another choice denoted by WLE0 is obtained by taking
D to be zero in the Akaike optimum formula, that is
#bðWÞ ¼ #b0ðWÞ ¼defn s
2
1
s2W
:
This choice gives us an unbiased ‘‘estimator’’ of boptimal precisely when the
information from population 2 would be expected to contribute the most.
We see in these examples that depending on how we ‘‘estimate’’ D2 in boptimal we
can obtain WLEU, WLEM, WLEN, WLED and WLE0. The following theorem
gives their (in)admissibility properties, as well as the MLEs, and compares WLEM,
WLE0 and the MLE with WLEU.
Theorem 2.2. The estimators WLEU, WLEM, WLEN, WLED and the MLE are
inadmissible. The estimator WLE0 is admissible. Each of the estimators WLEM and
MLE dominates WLEU. WLE0 dominates WLEU if and only if cosW :
The following theorem gives explicit dominators for each of the inadmissible ones.
Theorem 2.3. The inadmissible ones among the above defined estimators Y1 þ jðWÞ
are dominated by the estimator d defined by
dðY1; Y2Þ ¼ tY1 þ Y2
1þ t  d
ðWÞ;
where t ¼ s22=s21 and dðWÞ is the projection of W=ð1þ tÞ  jðWÞ onto the interval
½c=ð1þ tÞ tanhðcjW j=s2W Þ; c=ð1þ tÞ tanhðcjW js2W Þ:
Theorem 2.4. For the dominators of WLEU and MLE, DWLEU and DMLE
respectively, given by the previous theorem, we have DWLEU ¼ DMLE:
The approach used in this section yields a smooth estimator since b is ‘‘ﬁtted’’ to
the data only after the MSE has been computed. In particular it is a differentiable
function of W in contrast to the truncated MLE of y1 which is not. However, Hu and
Zidek [21] emphasize that, in general, the speciﬁcation of the relevance weights
should best be done in the context of the speciﬁc inferential context.
To conclude this section, we compare numerically c ¼ 1 all the speciﬁc estimators
given above (except the MLE). Their MSE functions are depicted in Fig. 1. In this
and later ﬁgures we show the MSEs over the region ð2; 2Þ even though only ð1; 1Þ
is technically relevant. We do this because we recognize that, in practice, specifying a
suitable c will not be easy. We therefore need to examine the performance of our
estimators in the wider interval to determine their robustness against the possible
underestimation of c:
Observe that WLE0 does very well when D ¼ 0; as one might expect. That
performance comes at a heavy price; the estimator is quite non-robust and its MSE
grows rapidly outside the interval ð1; 1Þ: The remaining estimators apart from the
ARTICLE IN PRESS
C. van Eeden, J.V. Zidek / Journal of Multivariate Analysis 88 (2004) 19–4626
unbiased estimator, have very similar MSEs. On the basis of its simplicity, we have
selected the WLEN for further consideration from this group.
Two additional performance comparisons relating to the effect of poor data
quality seem in order. In the ﬁrst comparison the data from population 2 is poorer
than that from 1 (more speciﬁcally s22 ¼ 3 while s21 ¼ 1). We compare the MSEs for
all the WLE estimates under these circumstances in Fig. 2. In contrast, the data from
population 1 are poorer than those from 2 (s22 ¼ 1 while s21 ¼ 3) for the comparison
given in Fig. 3.
Fig. 2 conﬁrms what heuristics suggest, that the MSE performance of all the
estimators considered thus far in this section declines relative to the natural
benchmark, that of WLEU; the value of the auxiliary information in the sample
from population 2 is much less valuable. Note however, that the relative
performance seen in Fig. 1 still obtains.
In contrast, we see that the MSE performance relative to the WLEU of all the
estimators improves in Fig. 3. Again this seems to accord with our intuition. In
summary, the beneﬁt of using Y2 in estimating y1 will depend on the its quality
relative to Y1: A very large improvement can be achieved under favorable
circumstances.
We may apply Theorem 2.3 to obtain additional estimators for consideration, that
might improve on WLEU, WLEM, WLEN, and MLE. (WLE0, being admissible, is
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Fig. 1. MSE functions for selected weighted likelihood estimators when the population variances are both
1. The minimax value in this case is 0.66 (see text).
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Fig. 2. Graphs of normalized MSE functions for selected estimators when population 2 ðvariance ¼ 3Þ is
overdispersed relative to 1 ðvariance ¼ 1Þ: The minimax value in this case is 0.80 (see text).
Fig. 3. Graphs of normalized MSE functions for selected estimators when population 1 ðvariance ¼ 3Þ is
overdispersed relative to 2 ðvariance ¼ 1Þ: The minimax value in this case is 1.20 (see text).
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unchanged on application of that theorem.) However, numerical analysis shows only
a small uniform improvement (of less than 4% at D ¼ 0) for WLEM and WLEN. In
contrast, the MSE of the ‘‘dominator’’ of WLEU and MLE proves substantially
smaller than that of its ‘‘parents’’, WLEU and MLE (see Figs. 4 and 5).
Thus, of the three estimators obtained by application of Theorem 2.3, only
DWLEU ¼ DMLE seems worthy of further consideration. To that end, we
numerically compare it with WLEN in Fig. 6.
We ﬁnd that although DWLEU ¼ DMLE has a slight advantage over WLEN
when D is near 1, over most of the range between ð1; 1Þ the opposite is true.
Overall, simplicity and performance point to WLEN as the estimator of choice at
this point in the analysis. We are thus led in the sequel to restrict attention to just
WLEN which dominates the WLEU and at the same time is both simple and quite
robust.
However, WLEN is not admissible (see Theorem 2.2) and our numerical results
show that its dominator from application of Theorem 2.3 has uniformly smaller
MSE. Furthermore, without a minimax value for this problem, we are unable to
comment on its optimality with respect to the minimax criterion. Our quest for
optimum performance points to the desirability of ﬁnding a minimax, admissible
estimator as a possible competitor to the WLEN. We turn to that problem in the
next section.
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both 1.
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Fig. 5. MSE functions for the MLE and its dominator from Theorem 2.3 when the population variances
are both 1.
Fig. 6. Comparison of the MSE functions for WLEN and DWLE0 when the population variances are
both 1.
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3. A minimax estimator
The next theorem gives the minimax value for the case where jy2  y1jpc as well
as a minimax estimator based on ðY1; Y2Þ for this case. This result holds only for
‘‘small’’ values of c:
Theorem 3.1. The minimax value for the problem of estimating y1 based on ðY1; Y2Þ
under the restriction jy2  y2jpc is, for cpmosW ; given by
s21s
2
2
s2W
þ s
4
1
s2W
sup
jnjpm
Enðm tanhðmZÞ  nÞ2;
where m ¼ c=sW ; Z is a Nðn; 1Þ random variable and moE1:056742:
A minimax estimator (MIN) of y1 for this problem is given by
tY1 þ Y2
1þ t 
c
1þ t tanh
c
s2W
ðY2  Y1Þ
 
:
This minimax estimator is unique (and thus admissible) among estimators of the form
d1ððtY1 þ Y2Þ=ð1þ tÞÞ  d2ðY2  Y1Þ: It dominates WLEU.
The exact deﬁnition of the constant mo in the above Theorem 3.1 can be found in
Casella and Strawderman [13]. A table of values of supjnjpm Enðm tanhðmZÞ  nÞ2 for
selected values of m is also given there.
We have thus succeeded in ﬁnding a minimax estimator. However, we do not
know if this estimator is admissible in the class of all estimators. We now compare
numerically, this estimator with WLEN in Fig. 7.
That ﬁgure suggests that WLEN is not minimax; its maximum MSE is slightly
larger than that of MIN which for a value of c ¼ 1 is known to be minimax by the
theorem in this section. However, its MSE is close to that of MIN over most of the
relevant range in the parameter space and is actually smaller over much of it. Thus
for practical purposes it would seem to be a more desirable alternative to MIN.
Morever, the optimality of MIN is known to obtain only when c is small. Our search
for a practical competitor to WLEN continues in Section 5 where we seek
generalized Bayes competitors to the WLEN in the general case.
4. The Pitman estimator
The Pitman estimator (PIT) is the ﬁrst component of the generalized Bayes
estimator with respect to the uniform prior on Y of ðy1; y2Þ: van Eeden and Zidek
[33] show that this estimator is given by
dPðY1; Y2Þ ¼ Y1 þ s21TðWÞ; ð5Þ
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where
TðWÞ ¼ 1
sW
fðWcsW Þ  fðWþcsW Þ
FðWþcsW Þ  FðWcsW Þ
:
As noted in the next theorem, they show that this estimator dominates WLEU and
that there exists no estimator with a MSE that is uniformly smaller than that of the
Pitman estimator over the parameter space.
Theorem 4.1. The Pitman estimator dP is admissible and it dominates WLEU.
In Fig. 8 we see in the comparison of WLEN with the Pitman estimator how very
non-robust the latter is against the mis-speciﬁcation of c: Indeed, the MSE rises
steeply at either extreme when D falls outside the interval ð1; 1Þ: This would lead us
to reject PIT as unrealistic in practical applications. Moreover, it points to the need
to search for more robust Bayes alternatives.
5. Robust Bayes estimators
In deriving the Pitman estimator in the last section, we imposed our beliefs directly
on the difference y2  y1: We could then put a uniform prior on the resulting
restricted parameter space to derive the estimator.
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However, in doing so we violate Lindley’s version of Cromwell’s rule: ‘‘Do not put
probability zero on anything.’’ Clearly jy2  y1j could be slightly larger than c;
specifying the latter well will not generally be easy in practice. A small c is obviously
desirable for maximizing the beneﬁts of the trade-off. On the other hand, if c is
chosen to be too small and in fact the true mean difference exceeds c in absolute
value signiﬁcant losses would be anticipated. Yet under Cromwell’s rule, that
possibility cannot be ignored.
A more robust approach would avoid imposing our beliefs at the ﬁrst level of a
hierarchical Bayesian analysis and instead, impose it at the second level where its
imposition would have smaller impact. To be more precise, we assume at the ﬁrst
stage of the analysis that the population means are independently distributed with
yjBNðmj; g2j Þ: Then at the second stage we suppose that m1  m2 lies in the interval
½c; c: It is then easily seen that, conditional on ðY1; Y2Þ; the yj; j ¼ 1; 2; are
independent NðbjYj þ ð1 bjÞmj ; s2j g2j =l2j Þ; where, for j ¼ 1; 2; l2j ¼ s2j þ g2j and
bj ¼ g2j =l2j : For any proposed estimator, say #y1 ¼ #y1ðY1; Y2Þ; of y1 we then ﬁnd
Eðð#y1  y1Þ2jY1; Y2Þ ¼ ð#y1  ðb1 þ ð1 b1Þm1ÞÞ2 þ
s21g
2
1
l21
: ð6Þ
Then we can, in (6), compute the expectation over the Yi’s to obtain the Bayes risk of
#y1 as a function of the m’s. In fact, ignoring irrelevant terms and positive factors that
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do not depend on #y1 we obtain Eð #m1  m1Þ2 where
#y1 ¼ b1Y1 þ ð1 b1Þ #m1: ð7Þ
Now note that, marginally, the Yj; j ¼ 1; 2; are independent Nðmj; l2j Þ with
jm2  m1jpc: The Pitman estimator dP ðY1; Y2Þ of m1 for this problem is given by
(5) with s2i replaced by l
2
i : From (7) we then obtain our robust estimator of y1;
namely
dRPðY1; Y2Þ ¼ b1Y1 þ ð1 b1ÞdP ðY1; Y2Þ ¼ Y1 þ s21T 0ðWÞ; ð8Þ
where c0 ¼ c=l; b1 ¼ s21=l21; W 0 ¼ W=l and
T 0ðWÞ ¼ 1
l
fðW 0  c0Þ  fðW 0 þ c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ:
The following theorem shows that dRP is inadmissible when l4sW ; but dominates
WLEU for all l:
Theorem 5.1. The estimator dRP is inadmissible when l4sW : It dominates WLEU for
all l:
The proof of this theorem, which is given in the appendix, is not a generalization
of the proof given in [33] for the special case where l ¼ sW : That proof is based on
an application of Kubokawa’s [22] technique and, as far as we can see, that proof
does not generalize to the case where l4sW :
In Fig. 9 we compare the WLEN with a robust Bayes (RBAY) alternative to PIT
obtained by taking g21 ¼ g22 ¼ 0:35: As expected the latter is much more robust to
mis-speciﬁcation of c: Moreover, its MSE compares favorably with that of WLEN.
However, we are led to choose WLEN on the basis of its greater computational
simplicity. Moreover, its character is much more easily discerned.
6. Concluding remarks
In this paper we have shown how an extension to Fisher’s maximum likelihood
function, the weighted likelihood (WL) function, can provide estimates for
parameters in a restricted parameter space. We have concentrated on the ﬁrst of
two parameters, y1 but by symmetry we also obtain estimates for y2 when the
difference of the two, D ¼ y2  y1; is known to be bounded in absolute value by a
speciﬁed constant, c: In particular, we obtain a Stein-like shrinkage of the classical
MLE, ðY1; Y2Þ; of ðy1; y2Þ: Of course, unlike its famous counterpart in the case when
more than three means are being estimated, our estimator does not seem to be
minimax based on our numerical values. But unlike its classical counterpart it
exploits the known restriction on D to produce large increases in precision over the
classical MLE at least when c is small. Moreover, the simple alternative to that MLE
we discover through the use of the WL compares very favorably with a number of
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competitors introduced in this paper, judging by its MSE of estimation. In
particular, its MSE seems almost identical to that of a robust Bayes estimator based
on a numerical comparison.
Perhaps, the most important message in this paper is that very large gains in
precision may be achieved by judiciously exploiting the natural restrictions that will
obtain in any realistic problem encountered in practice. Reductions on the order of
say 50% in the MSE seem quite realistic in many problems. Thus it seems
extraordinary that so little attention has been paid to these restrictions in the
development of statistical theory.
One reason for this may be the difﬁculty in formulating the restrictions. Like the
models underlying the inferences to be made, the restrictions will be susceptible to
uncertainty and practitioners may be reluctant to impose these restrictions (even
though they are prepared to introduce the models). Our next ﬁgure (Fig. 10)
demonstrates numerically the impact of over- and under-estimating c:
Notice in this ﬁgure that when c is small ðc ¼ 0:5Þ very large reductions in the
MSE can be achieved when D ¼ 0: However, the analyst pays a very heavy price if
she/he has mispeciﬁed c and in fact jDj actually is say 1 (when the optimal choice of c
would have been c ¼ 1:0). At the other extreme if the investigator conservatively
speciﬁes c ¼ 1:5 when in fact jDj is actually say 0.5 (and the optimal choice of c
would have been 0.5) the reduction in the MSE tends to be rather small over the
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restricted space where jDjp0:5: The practical problem of prescribing appropriate
restrictions in parametric inference seems to have received little attention, leaving the
practitioner with little to guide him or her in making that prescription
A natural question that may arise at this point concerns the case of a single
parameter, say y1 restricted to an interval, a problem that has been much
investigated by others. The question is can the WLE offer any assistance here? In
fact that proves to be a special case of our analysis for the two means problem,
namely the case when s2 ¼ 0 so that when Y2 is observed y2 becomes known.
Without loss of generality we may assume y2 ¼ 0 so that the condition jDjpc
becomes jy1jpc; exactly the restriction studied by Casella and Strawderman [13].
By specializing our results to this case we ﬁnd a new estimator for y1; obtained
from WLEN by letting s2 ¼ 0:
#y1 ¼ ð1 #bÞY1;
where the shrinkage factor is given by
ð1 #bÞ ¼ minfY
2
1 ; c
2g
s21 þminfY 21 ; c2g
:
This estimator WLEN proves to be substantially better than Y1 over the res-
tricted parameter space. However, Theorem 2.3 yields another, DWLEN, that
dominates it.
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We wondered if we could have obtained similar gains had we applied that theorem
directly to the unbiased estimator Y1; and obtained DWLEU. Fig. 11 gives a
numerical comparison of these three estimators when c ¼ 1; a case for which the
Casella–Strawderman estimator is known to be minimax and we have taken s2 ¼
109 to approximate s2 ¼ 0 while still allowing us to use the software constructed for
the original problem.
Comparing our estimators’ risks against that for the dominator of the estimator
WLEU we ﬁnd the WLEN is quite competitive. Their minimax values over the
relevant interval are very similar. However, WLEN does considerably better around
jDj ¼ jy1j ¼ 0:
Evidently, DWLEU makes its bias-variance trade-off in quite a different way than
does WLEN. In fact, its MSE function seems quite similar in shape to that of the
Casella–Strawderman estimator and much different than that of the WLEN.
Moreover, Casella and Strawderman [13] give the minimax value for this case where
s21 ¼ 1; s22 ¼ 0 and c ¼ 1 as 0.45. The DWLEU achieves the same minimax value to
two decimal places (albeit with s22 not quite 0). However, it cannot be minimax when
s22 ¼ 0 since Casella and Strawderman show their estimator is the unique minimax
estimator for this case. More study of this case seem worthwhile and is left for future
work. In any case since the WLEN is quite competitive with the Casella–
Strawderman estimator when c is small, the WL seems a valuable tool even in this
one-dimensional case.
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mean difference is bounded by 1 and s1 ¼ 1: The minimax value in this case is 0.45 (see text).
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Appendix A
Proof of Theorem 2.1. First note that the conditional, given W ; distribution of
Y1 is
N
s22y1 þ s21ðy2  WÞ
s2W
;
s21s
2
2
s2W
 
: ðA:1Þ
The ﬁrst expression for the MSE then follows from (A.1) and the fact that
EyðY1  y1ÞjðWÞ ¼ EyjðWÞEyððY1  yÞjWÞ:
The second expression follows from Stein’s identity which says that, for absolutely
continuous j;
EyðW  DÞjðWÞ ¼ s2WEyj0ðWÞ: &
The following two lemmas are needed in the proofs of inadmissibility. They also
provide explicit dominators. The ﬁrst of these lemmas uses a rotation technique of
Blumenthal and Cohen [9] (see also [16]). Let
X1 ¼ tY1 þ Y2
1þ t ; X2 ¼
Y1 þ Y2
1þ t ;
m1 ¼ EyX1 ¼
ty1 þ y2
1þ t ; m2 ¼ EyX2 ¼
y1 þ y2
1þ t ; ðA:2Þ
then jy2  y1jpc if and only if jm2jpc=ð1þ tÞ and m1 is unrestricted. Further note
that
Y1 ¼ X1  X2; Y2 ¼ X1 þ tX2;
y1 ¼ m1  m2; y2 ¼ m1 þ tm2 ðA:3Þ
and that X1 and X2 are independent normal random variables.
Lemma A.1. The estimator Y1 þ jðWÞ is inadmissible for estimating y1 based on
ðY1; Y2Þ under the restriction jy2  y1jpc if d2ðX2Þ ¼ X2  jðð1þ tÞX2Þ is inad-
missible for estimating m2 based on X2 under the restriction jm2jpc=ð1þ tÞ: Further, if
d2ðX2Þ dominates d2ðX2Þ for estimating m2 based on X2 under the restriction
jm2jpc=ð1þ tÞ; then
tY1 þ Y2
1þ t  d

2
W
1þ t
 
dominates Y1 þ jðWÞ for estimating y1 based on ðY1; Y2Þ under the restriction
jy2  y1jpc:
Proof. Using (A.2), we ﬁnd
Y1 þ jðWÞ ¼ X1  dðX2Þ;
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where X1 and X2 are independent. Further, X1 is admissible for estimating the
unrestricted m1: So, if d2 is inadmissible for estimating m2 based on X2 under the
restriction jm2jpc=ð1þ tÞ; then X1  d2ðX2Þ is inadmissible for estimating m1  m2
based on ðX1; X2Þ under this same restriction. Further, if d2ðX2Þ dominates d2ðX2Þ
as an estimator of m2 based on X2 under the restriction jm2jpc=ð1þ tÞ; then
X1  d2ðX2Þ dominates X1  d2ðX2Þ as an estimator of m1  m2 based on ðX1; X2Þ
under this same restriction. &
Dominators d2 as mentioned in Lemma A.1 can be obtained from the following
Lemma A.2. It contains a very special case of a result of Moors [24 and 25, Theorem
3.9, p. 46] and gives sufﬁcient conditions for an estimator of a bounded normal mean
to be inadmissible. It also gives dominators for such inadmissible estimators.
Lemma A.2. Let Z be a Nðy; v2Þ random variable. Then, for squared-error loss, an
estimator dðZÞ of y under the restriction jyjpm is inadmissible if
PnðdðZÞo mðjZjÞ or dðZÞ4mðjZjÞÞ40 for some yA½m; m;
where mðzÞ ¼ m tanhðmz=v2Þ; 0omðjzjÞom and mðjzjÞ ¼ mðjzjÞ:
Further, such inadmissible estimators are dominated by dðZÞ; obtained by
projecting, for each Z; dðZÞ unto the interval ½mðjZjÞ; mðjZjÞ:
Proof. Applying Moors [24] to this problem, we have his hðyÞ ¼ y and his decision
space A ¼ fyj  mpypmg: The ﬁnite group G ¼ fg1; g2g he needs has g1ðzÞ ¼ z;
g2ðzÞ ¼ z; which gives g˜1ðyÞ ¼ y; g˜2ðyÞ ¼ y and he considers estimators dðZÞ of y
satisfying dðZÞ ¼ dðZÞ: We now need his sets AzC½m; m deﬁned as the closed
convex range, for ﬁxed z; of the function
g˜ðy; zÞ ¼
P2
i¼1
f ðzjgiðyÞÞg˜iðyÞ
Sðy; zÞ when Sðy; zÞ40;
y elsewhere;
8><
>:
where f ðzjyÞ is the density of Z; Sðy; zÞ ¼P2i¼1 f ðzjg˜iðyÞÞ and yA½m; m: In our
case this gives
g˜ðy; zÞ ¼ y e
ðzyÞ2=ð2v2Þ  eðzþyÞ2=ð2v2Þ
eðzyÞ
2=ð2v2Þ þ eðzþyÞ2=ð2v2Þ ¼ y tanh
zy
v2
 
:
This gives
Az ¼ m tanh jzjm
v2
 
; m tanh
jzjm
v2
 
 
and the result then follows from Moors’ Theorem 1. &
Proof of Theorem 2.2. (1) WLEU: It can be shown that the MLE is a Brewster–
Zidek (B–Z) improvement (see [10]) of Y1; proving Y1’s inadmissibility. Another way
to see that Y1 is inadmissible is to use the fact that WLEM dominates it.
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(2) WLEM: It can be shown that the estimator WLEM is dominated by its B–Z
improvement which is given by
dWLEMðY1; Y2Þ ¼
Y1 þ W þ c
1þ t when Wo
s2W þ c2
c
;
Y1 þ W  c
1þ t when W4
s2W þ c2
c
;
Y1 þ joðWÞ otherwise;
8>>><
>>>:
ðA:4Þ
where joðWÞ ¼ s21W=ðs2W þ c2Þ: Further, it follows from the ﬁrst formula in
Theorem 2.1 that the MSE of WLEM is given by
s21 þ s21s2W
D2  s2W  2c2
ðs2W þ c2Þ2ð1þ tÞ
:
The fact that D2  s2W  2c2o0 for all jDjpc then shows that WLEM dominates
WLEU.
(3) WLEN: The inadmissibility of dWLEN can be shown as follows. The function
j for this estimator is given by jðWÞ ¼ s21Wðs2W þminðW 2; c2ÞÞ1; so (see
Lemma A.1)
d2ðX2Þ ¼ X2 1 s
2
1ð1þ tÞ
s2W þminðX 22 ð1þ tÞ2; c2Þ
 !
:
So, for X24cð1þ tÞ1; we have d2ðX2Þ ¼ c2X2=ðs2W þ c2Þ which shows that
Pm2 jd2ðX2Þjp
c
ð1þ tÞ
 
o1 for all m2AðN;NÞ:
The inadmissibility of d2ðX2Þ as an estimator of m2 based on X2 under the restriction
jm2jpc=ð1þ tÞ then follows from Lemma A.2 as well as from the results of Charras
and van Eeden [15].
(4) WLED: Using rotation (A.2), WLED can be written as X1  d2ðX2Þ; where
d2ðX2Þ ¼ X2  s
2
1
s2W þminðð1þ tÞ2X 22 ; c2 tanh2ðcjX2j=s21ÞÞ
:
By Lemma A.1 it is then sufﬁcient to show that d2ðX2Þ is inadmissible for estimating
m2 based on X2 under the restriction jm2jpc=ð1þ tÞ: But this last inadmissibility
follows from the fact that, as X2-N; d2ðX2Þ-N; showing that d2 takes, with
positive probability for all m2A½c=ð1þ tÞ; c=ð1þ tÞ; values outside the interval
½c=ð1þ tÞ; c=ð1þ tÞ:
(5) MLE: That the MLE is inadmissible can be shown by using Lemmas A.1 and
A.2 as follows. From (4) we get
jðWÞ ¼ ðW  cÞIðW4cÞ þ ðW þ cÞIðWo cÞ
1þ t ;
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so (see Lemma A.1)
d2ðX2Þ ¼ X2  X2  c
1þ t
 
I X24
c
1þ t
 
þ X2 þ c
1þ t
 
I X2o
c
1þ t
  
:
This gives
d2ðX2Þ ¼
c
1þ t for X24
c
1þ t;
c
1þ t for X2o
c
1þ t;
8><
>:
making d2ðX2Þ inadmissible for estimating m2 under the restriction jm2jpc=ð1þ tÞ by
Lemma A.2 as well as by the results of Charras and van Eeden [15].
From (4) and the ﬁrst expression in Theorem 2.1, it follows that the MSE of the
MLE satisﬁes
ðMSE  s21Þð1þ tÞ2
¼ Eyð2DW  W 2 þ c2ÞIðjW j4cÞ  2DcðIðW4cÞ  IðWo cÞÞ
¼ ððD cÞ2  s2ÞF D c
s
 
þ ððDþ cÞ2  s2ÞF D c
s
 
þ s ðD cÞf D c
s
 
 ðDþ cÞf Dþ c
s
  
:
The fact that xFðxÞ þ fðxÞX0 for all x then shows that the MSE of the MLE is
strictly less than s21 for all jDjpc; showing that the MLE dominates WLEU.
(6) WLE0: Suppose WLE0 were inadmissible as an estimator of y1 based on
ðY1; Y2Þ under the restriction jy2  y1jpc: Then there would exist another estimator
of y1; say d
0ðY1; Y2Þ; that differs from WLE0 on a measurable subset of R2 of
positive Lebesgue measure that dominates WLE0. In particular, when y1 ¼ y2 ¼ y
Eyðd0ðY1; Y2Þ  yÞ2pEyðWLE0ðY1; Y2Þ  yÞ2
for all yAðN;NÞ: But as we show below for the special case of estimating the
common mean y; WLE0 is admissible. Thus
Eyðd0ðY1; Y2Þ  yÞ2 ¼ EyðWLE0ðY1; Y2Þ  yÞ2
for all yAðN;NÞ: But this is a contradiction since in that case the combined
estimator d00 ¼ ðd0 þ WLE0Þ=2 would have a MSE that is strictly less than that of
WLE0 for all y: That contradicts WLE0’s admissibility in this special case, a fact that
we now establish.
The special case under consideration is location invariant under the transforma-
tions: Yi-Yi þ b and yi-yi þ b for bAðN;NÞ and i ¼ 1; 2: The maximal
invariant is W ¼ Y2  Y1: Let U ¼ WLE0: Then it is easily seen that U and W are
independent. Moreover UBNðy; ðs21 þ s22 Þ1Þ:
Let us make the one-to-one transformation of ðY1; Y2Þ to ðU ; WÞ: The induced
transformation group operates as follows: U-U þ b; W-W : As is easily shown,
ARTICLE IN PRESS
C. van Eeden, J.V. Zidek / Journal of Multivariate Analysis 88 (2004) 19–46 41
any equivariant estimator dðU ; WÞ must have the form
dðU ; WÞ ¼ U þ jðWÞ:
The MSE of any such estimator is easily shown to be
EyðdðU ; WÞ  yÞ2 ¼ EyðU  yÞ2 þ EðjðWÞÞ2:
Thus the best equivariant (i.e. Pitman’s) estimator is given by taking j  0; that is
by letting dðU ; WÞ ¼ WLE0: The celebrated result of Stein [28] implies that
estimator is admissible.
Further, from the second expression in Theorem 2.1 it easily follows that the MSE
of WLE0 is given by s21 þ s41ðD2  s2W Þ=s4W : This is less than s21 for all jDjpc if and
only if cosW : &
Proof of Theorem 2.3. The result follows immediately from Lemmas A.1, A.2 and
the fact that each one of the inadmissible estimators is inadmissible because d2ðX2Þ
takes, with positive probability for some m2A½c=ð1þ tÞ; c=ð1þ t; values outside
the interval ½c=ð1þ tÞ; c=ð1þ tÞ: &
Proof of Theorem 2.4. Let (see Theorem 2.3) JðWÞ be the interval
c tanh cjW j
s2W
 
; c tanh
cjW j
s2W
 
 
:
Then it is, by Theorem 2.3, sufﬁcient to prove that, for all W ; the projection p1ðWÞ
of W onto JðWÞ equals the projection p2ðWÞ of (see (4))
W  ððW  cÞIðW4cÞ þ ðW þ cÞIðWo cÞÞ
onto JðWÞ: For cpWpc this follows from the fact that each one is the projection
of W onto JðWÞ: For W4c; p1ðWÞ is the projection of Wð4cÞ onto JðWÞ and
p2ðWÞ is the projection of W  ðW  cÞ ¼ c onto JðWÞ: These two projections are
equal because, for each W ; JðWÞC½c; c: The result for Woc follows by a
symmetry argument. &
Proof of Theorem 3.1. Using transformation (A.2), the problem becomes equivalent
to showing that
dðX1; X2Þ ¼ X1  c
1þ t tanh
c
s2W
ð1þ tÞX2
 
ðA:5Þ
is a minimax estimator of m1  m2 based on ðX1; X2Þ under the restriction jm2jpc0 ¼
c=ð1þ tÞ: To prove this, take a sequence of priors ln for ðm1; m2Þ with m1 and m2
independent, m1BNð0; nÞ and m2 with mass 1/2 on each of7c0: Then, conditionally
on ðX1; X2Þ; m1 and m2 are independent and their marginal distributions are,
respectively, the posterior of m1 given X1 and the posterior of m2 given X2: Thus the
unique Bayes estimator dnðX1; X2Þ of m1  m2 is given by
dnðX1; X2Þ ¼ dn;1ðX1Þ  dn;2ðX2Þ;
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where, for i ¼ 1; 2; dn;i is the unique Bayes estimator of mi based on Xi with respect
to the marginal prior of mi: Now note that dn;1ðX1Þ ¼ X1=ð1þ ðg2=nÞÞ; where g2 ¼
varðX1Þ ¼ s21s22=s2W : So
Em1ðdn;1ðX1Þ  m1Þ ¼ 
g2
n þ g2 m1
which gives
Em1ðdn;1ðX1Þ  m1Þ2 ¼
n2
ðn þ g2Þ2 g
2 þ m21
g4
n2
 
;
which implies that the Bayes risk of dn;1 converges to g2 as n-N: Further, the
estimator dn;2 and its Bayes risk, r2 (say), are independent of n; which shows that the
Bayes risk of dn converges to g2 þ r2 as n-N: To prove minimaxity of d it is now, by
Theorem 2.2 of Lehmann [23], sufﬁcient to prove that
sup
jm2jpc0
Em2ðdn;2ðX2Þ  m2Þ2 ¼ r2;
i.e., that, when cpmosW ; d2ðX2Þ ¼ dn;2ðX2Þ is minimax for estimating m2 based on
X2 under the restriction jm2jpc0: But this result can be obtained from Casella and
Strawderman [13] (see also [34]). They show that, when UBNðn; 1Þ; jnjpm; the
unique minimax estimator for squared-error loss of n based on U is given by
dMðUÞ ¼ m tanhðmUÞ
when mpmoE1:056742: This minimax estimator is unique. To obtain the result
we need, let U ¼ sW X2=s21: Then UBNðsWm2=s21; 1Þ with jnj ¼ sW jm2j=s21p
sW c=ðs21ð1þ tÞÞ ¼ c=sW and our minimax estimator of m2 becomes
s21
sW
c
sW
tanh
c
sW
sW
s21
X2
 
¼ c
1þ t tanh
c
s2W
ð1þ tÞX2
 
:
The minimax value for this problem is given by
s21s
2
2
s2W
þ sup
jDjpc
ED
c
1þ t tanh
c
s2W
ðY2  Y1Þ
 
 D
1þ t
 2
; ðA:6Þ
where s21s
2
2=s
2
W is the variance of X1: The second term in (A.6) can be written in the
form
s2W
ð1þ tÞ2 supjDjpc
ED
c
sW
tanh
c
sW
ðY2  Y1Þ
sW
 
 D
sW
 2
¼ s
4
1
s2W
sup
jnjpc=sW
En
c
sW
tanh
c
sW
Z
 
 n
 2
;
where ZBNðn; 1Þ; which proves the result concerning the minimax value.
Concerning the uniqueness (and thus admissibility) of the minimax estimator
among estimators of the form d01ðX1Þ  d02ðX2Þ: This follows immediately from the
fact that, for i ¼ 1; 2; diðXiÞ is unique minimax for estimating mi when jm2jpc0:
That the minimax estimator dominates WLEU follows, e.g., from the fact that
WLEM dominates WLEU. &
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Proof of Theorem 5.1. We ﬁrst obtain an expression for the MSE of dRP: The second
expression in Theorem 2.1 gives
MSEðdRPÞ  s21 ¼ 2s41Ey
d
dW
T 0ðWÞ þ s41EyðT 0ðWÞÞ2; ðA:7Þ
where
l2½FðW 0 þ c0Þ  FðW 0  c0Þ2 d
dW
T2ðWÞ
¼ ½FðW 0 þ c0Þ  FðW 0  c0Þ½ðW 0 þ c0ÞfðW 0 þ c0Þ  ðW 0  c0ÞfðW 0  c0Þ
 ½fðW 0 þ c0Þ  fðW 0  c0Þ2;
so that
d
dW
T2ðWÞ ¼ W
0
l
T 0ðWÞ þ c
0
l2
fðW 0 þ c0Þ þ fðW 0  c0Þ
FðW 0 þ c0Þ þ FðW 0  c0Þ þ ðT
0ðWÞÞ2
 
:
ðA:8Þ
From (A.7) and (A.8) we then get
MSEðdRPÞ  s21
¼ 2s41Ey 
W 0
l
T 0ðWÞ þ c
0
l2
fðW 0 þ c0Þ þ fðW 0  c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ þ ðT
0ðWÞÞ2
 
þ s41EyðT 0ðWÞÞ2
¼  s41Ey 2
W 0
l
T 0ðWÞ þ 2 c
0
l2
fðW 0 þ c0Þ þ fðW 0  c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ

þ ðT 0ðWÞÞ2

: ðA:9Þ
To obtain an expression for EyW
0T 0ðWÞ; note that W 0T 0ðWÞ ¼ ððW  DÞ=lÞT 0 þ
D0T 0ðWÞ: Then use Stein and (A.8) to get
EyW
0T 0ðWÞ ¼ s
2
l
Ey
d
dW
T 0ðWÞ þ D0T 0ðWÞ
¼ s
2
l
Ey W
0
l
T 0ðWÞ þ c
0
l2
fðW þ cÞ þ fðW  cÞ
FðW þ cÞ  FðW  cÞ þ ðT
0ðWÞÞ2
 
;
so that
1þ s
2
l2
 
EyW
0T 0ðWÞ ¼ s
2c0
l3
fðW 0 þ c0Þ þ fðW 0  c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ þ
s2
l
EyðT 0ðW ÞÞ2 þ D0EyT 0ðWÞ:
Substituting this into (A.9) then gives
MSEðdRPÞ  s21 ¼  s41Ey
l2  s2
l2 þ s2ðT
0ðWÞÞ2

þ 2c
0
l2 þ s2
fðW 0 þ c0Þ þ fðW 0  c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ 
2D0
l2 þ s2T
0ðWÞ

:
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To prove that MSEðdRPÞ  s21o0 for all jDjpc; ﬁrst note that l2  s22X0: So it is
sufﬁcient to show that, for all jDjpc;
GðD; cÞ ¼ c0 fðW
0 þ c0Þ þ fðW 0  c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ  D
0 fðW 0  c0Þ  fðW 0 þ c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ40:
But
GðD; cÞ ¼ ðc0 þ D0Þ fðW
0 þ c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ
þ ðc0  D0Þ fðW
0  c0Þ
FðW 0 þ c0Þ  FðW 0  c0Þ40;
for all jDjpc and all W ; which proves that dRP dominates WLEU.
For the inadmissibility, by Lemma A.1, it is sufﬁcient to show that
d2ðX2Þ ¼ X2  s21T 0ðð1þ tÞX2Þ
is inadmissible for estimating m2 based on X2 under the restriction jm2jpc=ð1þ tÞ:
But this d2ðX2Þ takes, with positive probability for all m2AI ¼ ½c=ð1þ tÞ;
c=ð1þ tÞ; values outside I because for lasW ; d2ðxÞ converges to inﬁnity as x
converges to inﬁnity. Thus d2ðX2Þ is dominated by its projection onto I : &
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