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Abstract 
This thesis presents detailed fuel spray investigations relating to an automotive Gasoline 
Direct Injection (GDI) pressure-swirl injector, employing a combination of numerical and 
physical analyses. The emphasis is placed on the near-nozzle in recognition that all 
later flow processes are dominated by this critical region. To enable the technology to 
maximise its potential, it is essential to further our understanding of the fundamental flow 
physics that govern the injection process, which remain largely unknown. 
The complexity of the spray process has led to many avenues of research. Simplified 
models are particularly suitable for parametric studies, allowing fast computation of some 
of the most important design parameters, such as nozzle discharge coefficient, cone 
angle and initial velocity. More complex methods such as Computational Fluid Dynamics 
(CFD) offer significantly more detail including the temporal and spatial evaluation of the 
flow field and fuel distribution, but at the cost of often lengthy computational time, and the 
need to tune models against physical evidence. Unfortunately none are able to describe 
all aspects of the injection event simultaneously. 
A considerable body of existing experimental data gathered under atmospheric con-
ditions has been condensed and carefully presented to provide a comprehensive picture 
of injector operation. This comprises global spray performance data, spray imaging, and 
droplet velocity and size maps as a function of time after the Start Of Injection (SOl). 
These serve to provide a means to develop physical models and to correlate model pre-
dictions. Particular attention is drawn to the challenges faced by numerical methods to 
successfully predict the complex spray behaviour. 
A fundamental computational study employing the Volume Of Fluid (VOF) method de-
scribes droplet break-up under controlled conditions. By varying the Weber number of 
the flow the expected break-up mechanisms are recovered, and the numerics and case 
set-up tuned to offer a practical balance between the resource burden and solution accu-
racy. This paved the way to a detailed 3-D transient analysis of the near-nozzle region of 
a pressure-swirl injector. Computed results clearly identify the consecutive phases of the 
fuel spray development, from the initial unsteady jet through to the stable, swirling hollow 
cone formation. Comparison with experimental measurements revealed that the compu-
tational approach is able to capture the main qualitative features of the spray process. 
Keywords: Gasoline Direct Injection, pressure-swirl, spray, near-nozzle, far-field, break-
up, numerical analysis, Computational Fluid Dynamics. 
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Chapter 1 
Introduction 
1.1 Motivation 
Increasingly stringent government legislation pertaining to allowable emission levels of 
greenhouse gases has prompted the automotive industry, and the transport sector as 
a whole, to investigate alternative forms of less environmentally damaging propulsion 
units. According to published government statistics [1 ]1, United Kingdom (UK} road traffic 
volume for private use (measured as total car-kilometres travelled) rose by 17 % between 
1990 and 2003. Currently, road transport is the UK's third largest, and fastest growing 
source of carbon dioxide (C02) after industrial and domestic use, increasing by 10 % 
between 1990 and 2003, accounting for nearly 20 % of all emissions. 
On the global stage, a recent report commissioned by the UK treasury [2] indicated 
that the transport sector contributes to 14% of global C02 emissions, of which road trans-
port comprises 76% based on year 2000 figures. The report states that under business-
as-usual conditions, the global output is likely to increase from today's approximately 6 Gt 
(Gigatons) C02 to in excess of 12 Gt C02 by 2030. 
The European Commission (EC} has formulated a strategy to tackle the problem that 
restricts exhaust production by new cars to an upper limit of 120 g of C02 per kilometre by 
the year 2012. This represents a reduction in fuel consumption by the order of one third 
of today's demand, equivalent to consumptions of approximately 55 mpg and 63 mpg for 
gasoline- and diesel-fuelled cars, respectively [3]. 
1 Numbers in brackets denote references listed in order of appearance at the end of the main text 
1 
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1.2 Gasoline direct injection 
After an initial scepticism towards the claimed benefits on its introduction in the mid 
1990's, Gasoline Direct Injection (GDI} technology has since been well received. The 
technology has demonstrated its contribution towards a more environmentally sustain-
able fuelling solution for future Internal Combustion (le) engine powered vehicles. In 
contrast to conventional Port Fuel Injection (PFI} and Multi-Point Injection (MPI} systems 
where the fuel is introduced at a location along the air induction system, GDI systems 
introduce fuel directly into the engine cylinder. Inspection of a typical vehicle drive cycle 
reveals a considerable proportion spent under low load, steady-state (or cruise driving), 
and engine idling conditions. lt is during these modes of operation that GDI technology 
offers significant performance benefits over conventional systems: 
• the combined precise injection timing and duration control can ensure optimum 
mixture quality across the engine speed and load map; 
• directional control derived from careful injector, combustion chamber and air induc-
tion system design help to avoid cylinder wall wetting, and hence reduce hydrocar-
bon (HC) emissions, particularly under cold-start operation; 
• engine load can be dictated by varying the quantity of fuel injected directly into the 
cylinder. This improves transient response and removes the need for a traditional 
throttle to regulate the air flow, therefore reducing pumping losses; and 
Fuel consumption savings of the order 35 % and 40 % have been reported for steady-
state driving and idling, respectively, whilst offering a significant reduction in C02 emis-
sions. This is achieved via late injection strategies, promoting the generation of a highly 
stratified charge mixture, employing high Air Fuel Ratios (AFRs}. Further increase in AFR 
is possible via the application of Exhaust Gas Recirculation (EGR} strategies, which in 
turn can reduce nitrogen oxide (NOx) emissions. Under high load operation, GDI systems 
enable precise fuel preparation to produce a near-homogeneous stoichiometric mixture, 
facilitating improved combustion, and increased torque and power. 
Unfortunately, the performance advantage afforded by GDI systems does not come for 
free. When compared to traditional fuelling systems, GDI technologies incur higher unit 
costs, and increased system complexity and operational energy consumption. Imperative 
to the success of future GDI applications is a detailed knowledge of the fundamental 
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processes that govern the injection event, which continue to remain elusive. 
1.2.1 Injectors 
The mechanism of spray generation involves the reduction of a continuous liquid medium 
ihto dispersed particles in a gaseous medium, via devices known as atomisers or noz-
zles. The break-up process serves to increase the specific surface area of the fuel , which 
maximises the rates of heat and mass transfer, promoting efficient fuel -air mixing. The 
numerous types of GDI injectors have been detailed in earlier works [4 , 5). The internal 
workings of some common variants are summarised in Fig. 1.1 to introduce the technol-
ogy and the main features of each design, where the red arrows denote fuel , and the 
blue, air. These include: 
' 
(a) 
(c) 
Control needle 
Swirl 
generator 
Sac volume 
(b) 
(d) 
Figure 1.1: Injector types: (a) Plain orifice; (b) Pressure-swirl (Simplex); (c) Air-assist; and (d) Air-
blast. 
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• plain orifice: Fuel is ejected via a simple circular orifice under high pressure; 
• pressure-swirl (simplex) : Fuel supplied under high pressure first passes through 
some form of swirl generation device. If the swirl magnitude is sufficient an air 
core is created that can extend the length of the nozzle. Consequently, the liquid 
emerges as a swirling , free sheet, spreading outwards from the orifice in the form a 
hollow cone spray; 
• air-assist: High velocity air is mixed with fuel either internally or externally to the 
nozzle. The final spray typically consists of finer droplets than generated from pres-
sure nozzles. The range of fuel flow rates over which droplets are produced is 
largely independent of the fuel supply pressure; and 
• air-blast: Similar to the air-assist injector, but large volumes of relatively low velocity 
air are employed to aid fuel atomisation. 
Pressure swirl and plain orifice atomisers are widely used in GDI applications. Examples 
of the far-field structure of the sprays produced by variants of these systems are illustrated 
in Fig . 1.2. The first image shows the cone-like spray produced via a pressure-swirl 
injector, contrasted by the second image that shows the distinct jets produced via a multi-
hole injector. Each system is able to achieve the necessary drop sizes to promote efficient 
fuel-air mixing , but their behaviour during engine operation can be quite different. 
The focus of the current research is the pressure-swirl (simplex) injector, primarily due 
to its prominent role in both current, and projected future GDI applications. Here, it has 
proven a popular choice for vehicle manufacturers resulting from its cost effective ability 
to produce fine sprays at moderate injection pressures. In addition, when operating under 
high pressure the injector macro-scale performance becomes insensitive to variations in 
flow Reynolds2 number, thus promoting consistent spray quality [6] . 
1.2.2 The spray process 
A full quantitative assessment of the spray issued from a typical automotive pressure-swirl 
atomiser in the near-nozzle region is a particularly challenging task, owing to the nature 
of the two phase flow. Temporal image-based analysis from a previous work [7] shows 
that the fuel initially emerges from the orifice after the Start Of Injection (sol) in the form 
20sborne Reynolds, 1842-191 2 
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(a) . 
(b). 
Figure 1.2: Far-field structure of (a) Pressure-swirl; and (b) Multi-hole injector sprays. 
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of an unsteady, continuous liquid jet, prior to transition to a quasi-steady-state, henceforth 
termed stable, hollow cone if the injection duration permits. All of these phases are highly 
transient, and three-dimensional. 
Large flow structures observed in the carrier phase flow field are dictated by the air 
flow though the engine, e.g. via the intake runners and valve assembly and into the engine 
cylinder, where length scales are of the order of tens of millimetres. Conversely, most GDI 
injectors generate a range of drop sizes, in the 1 to 100 p,m range. The behaviour of 
the smaller droplets is dominated by the local flow physics and small turbulent eddies. 
These combined effects lead to wide temporal and spatial variations. To highlight the 
complexity of GDI spray systems, Fig. 1.3 shows a selection of factors that affect spray 
development. The injector does not simply act as an independent, stand-alone device, 
but as an integral part of a fully coupled system. Fuel is transported from a reservoir, 
via a pump and hydraulic circuit to the injector inlet. The pump is a source of pressure 
perturbations (waves) that are transmitted through the system at the local speed of sound, 
attenuated, enhanced, and manipulated by changes in ducting lengths, areas and flow 
devices. On receiving the fuel , the injector is responsible for its conditioning , so that 
on exit it is in a form suitable to accommodate the atomiser requirements for the given 
application. In addition, external effects such as injector operation and fuel volatility play 
significant roles [8]. 
Preliminary image interpretation suggests that the spray is composed of droplets, 
densely packed in the near-nozzle region and exhibiting a more dilute distribution towards 
the outer bounds of the spray envelope. In the absence of high resolution information a 
logical initial conclusion to draw would express the droplets as approximate spheres. 
However, a more detailed analysis, as will be given later, identifies that the dispersed 
elements exhibit a complex array of topologies, e.g. sheets, ligaments and droplets, which 
vary in both time and space. 
The morphology of sprays issued via pressure-swirl atomisers exhibit four distinct, 
consecutive phases [7] that can be described with the aid of Fig. 1.4: 
1. initial pre-swirl spray (Fig. 1.4 (a)) ; 
2. transient development and break-up of the leading edge pre-swirl component of the 
hollow cone (Fig. 1.4 (b) , (c)); 
3. fully developed, stable region (Fig. 1.4 (d)); and finally 
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4. transient collapse of the hollow cone spray at the end of injection, as the injector 
needle closes (Fig. 1.4 (e) , (f)). 
Shortly after the opening of the injector needle, fuel emerges from the orifice, driven by 
the pressure difference across the nozzle. At this instance, the fuel is accelerating from 
rest and gathers minimal angular momentum as it traverses the swirl port assembly. The 
resultant liquid mixes with any fuel retained in the nozzle from the previous injection event 
and is issued in a near continuous state, as an unsteady liquid jet known as the pre-swirl 
component. 
As the needle approaches its maximum lift position , fuel is transported through the 
swirl assembly near to its maximum flow rate, and builds sufficient angular momentum 
to initiate a bulk swirling motion that forces the liquid to the walls of the swirl chamber, 
forming an unsteady liquid film . Exiting the orifice, the constraining force provided by 
the nozzle wall is no longer present, and the liquid emerges in the form of an unsteady 
free sheet, whereupon the tangential motion of the sheet transfers to radial motion. As 
the radial distance of the sheet to the nozzle increases it is stretched, and its tangential 
velocity decreases according to the conservation of angular momentum. The trajectory 
tends towards a straight line, whose angle with the spray axis is given by the ratio of 
the tangential- to axial velocity at the nozzle exit. The continuous liquid sheet undergoes 
break-up into smaller fluid elements. These fluid elements are unstable, and break-up to 
form droplets, stimulated by instabilities arising from , e.g. , their relative velocity with the 
carrier gas, and aerodynamic resistance. 
The following terminology is frequently applied to describe processes observed during 
spray formation: 
• primary break-up and atomisation: The break-up of the continuous liquid jet or 
sheet into ligaments. At elevated relative velocities the liquid can be atomised di-
rectly into small droplets, a mechanism known as prompt atomisation ; 
• secondary break-up of liquid elements and atomisation: The break-up of liquid frag-
ments, ligaments and droplets into smaller droplets; 
• turbulent diffusion/dispersion: Droplet transport by turbulent eddies within the car-
rier gas; and 
The break-up cascade is summarised in Fig. 1.5. Liquid break-up occurs in the near-
nozzle region , where the fuel exists as a continuum . Sustained perturbations act at the 
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interface between the liquid and carrier gas spawned by the opposing (disruptive) aero-
dynamic and (restorative) surface tension forces. The surface tension arises due to the 
imbalance of the two flu ids' intermolecular cohesive forces, and exists even in the case 
where the density and viscosity of each fluid is perfectly matched [9]. The role of surface 
tension throughout the injection event is two-fold: 
• destabilising: When holes form in the liquid sheet, surface tension serves to accel-
erate the hole development, encouraging break-up; and 
• stabilising: When discrete fluid elements are formed, surface tension forces tend to 
act as a restorative force, coercing the fragment to a stable, spherical shape. 
For viscous fluids, shear gradients develop across the liquid profile. Under favourable 
conditions the instabilities grow both temporally and spatially, prompting the break-up of 
the liquid into fragments and ligaments. Other instabilities are initiated within the liquid 
by turbulence initiated via its passage through the injector internal geometry, and sup-
ply/operation considerations. 
Ligaments, again, subjected to aerodynamic forces give rise to Rayleigh-Taylor-like 
instabilities, causing them to pinch , and eventual disintegration into droplets. The break-
up cascade continues until the droplets attain a stable size. Further reduction in droplet 
size is due solely to evaporation, i.e. mass transfer from the droplets to the surrounding 
gas. 
1.3 Fuel spray investigations 
Substantial research has led to the development of numerous methodologies that aim to 
provide the necessary toolset to perform both quantitative and qualitative descriptions of 
the spray process. Broadly speaking, these fall under the headings of experimental and 
numerical methods. The two approaches are complementary: experimentation is often 
the only practical method to supply input data to the various computational models, and 
provide a means of correlation and validation. Numerical predictions can subsequently 
help distinguish and identify the relative importance of spray parameters and flow pro-
cesses that can be difficult, if not impossible to ascertain experimentally, and help to 
direct future investigations. 
From the previous discussion it is clear that the far-field spray behaviour is explicitly 
coupled to its upstream history [4] . However, the vast majority of investigations restrict the 
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Figure 1.5: Liquid break-up cascade. 
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analyses to the spray far-field, or macroscopic development, commencing at the injector 
exit. To this end, extensive use of source models, e.g. the Lagrangian particle tracking 
approximation, have proved popular methods (see for example [10-13]). However, to 
successfully generate physically representative predictons the injection source must be 
fully described a priori- a far from trivial task that has limited the range of applicability of 
these models. Accordingly, the accuracy of the droplet initial conditions will dictate the 
effectiveness of far-field calculations. 
Alternatively, the injector internal flow can be modelled, enabling a means to collate 
the missing data. For pressure-swirl injectors, the internal- and near-field flow is highly 
complex and comprises of both fuel and air. This poses a considerable challenge to 
numerical models. Simplifications such as a reduction of the problem to that of a 2-D, 
axisymmetric, swirling flow domain has been shown to give encouraging results [14]. 
However, to the authors' knowledge, there is no known published material showing the 
detailed 3-D transient development of real-sized, automotive pressure-swirl sprays. This 
may be in part, due to the difficulty in obtaining realistic injector internal geometry, which 
tends to be commercially sensitive material and therefore not in the public domain. 
In addition, a considerable obstruction to the development and validation of numerical 
tools has been the lack of sufficiently detailed, accurate experimental data, particularly 
relating to the internal- and near-nozzle regions. 
1.4 Present contributions 
The overall contribution of the current research is to bring greater understanding of spray 
behaviour, as applied to automotive GDI fuel injection systems. Here, the process of liquid 
break-up remains a major area of uncertainty in our current understanding. Specifically, 
the contributions are as follows: 
• a comprehensive overview of the techniques applicable to spray modelling, and 
the necessary considerations to apply them effectively. This serves to guide fu-
ture investigators to the most appropriate strategy for the desired level of predictive 
performance; 
• compilation and analysis of detailed experimental data sets manipulated from ex-
isting raw data. The data describes both the spray near- and far-field as a function 
of injection time. Images give a clear depiction of the injection, showing the fine 
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details of the liquid break-up processes. Quantitative data is presented in the form 
of maps identifying droplet size and velocity components. These data can be em-
ployed to provide the initial conditions and validation for physical models, to aid their 
enhancement; and 
• detailed computational investigations of an automotive GDI pressure-swirl injector in 
the internal- and near-nozzle regions using a two phase flow with interface capturing 
methodology. The transient spray development is clearly captured, and compares 
favourably with the experimental evidence. The investigations show that these tech-
niques can assist in the advancement of numerical models, allowing a platform from 
which to build and assess injector designs with increased confidence. 
The main emphasis concerns the application of numerical techniques to investigate the 
fuel morphology in the internal- and near-nozzle region, acknowledging that all subse-
quent spray processes are dependant on this critical area. Attention is also given to the 
complete spray process, i.e. inclusion of the spray far-field with the aim of being benefi-
cial to the wider spray community. To date, two conference papers have been produced 
during the research [15, 16]. 
1.5 Tools 
Numerical analysis comprises a significant component of the current research. The pri-
mary Computational Fluid Dynamics (CFD) tool adopted is the open source CFD toolbox, 
Field Operation And Manipulation (OpenFOAM) [17], offered under the terms of the GNU 
General Public License (GPL) agreement. The 'open' component of the name reflects the 
open-source identity of the software. OpenFOAM is supplied in the form of C++ libraries, 
from which dedicated, optimised solvers and utilities are constructed. The standard dis-
tribution includes numerous applications that cover a wide range of specific problems 
relating to Computational Continuum Mechanics (CCM). The core libraries are massively 
parallel, allowing complex studies to be undertaken, provided the hardware is in place to 
support it. The inter-machine communication is performed automatically at a low level, 
allowing the user to concentrate on the high level calculation model. 
Application specific solvers and alternative sub-models are readily incorporated into 
unstructured meshes of arbitrary polyhedra owing to the object-oriented construction of 
the libraries, using user-coded C++ routines. Using OpenFOAM syntax, the top-level set of 
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partial differential equations to be solved are described using language that is parallel to 
their mathematical equivalents, i.e. using the field objects and differential operators (div, 
grad, curl). As an example, the momentum equation: 
f) 
ot (pu) + \1· (puu)- \1· (~-t\lu) = -\lp, (1.1) 
where p is density, u the velocity, 1-t the dynamic viscosity and p the pressure, is repre-
sented by the code snippet in Fig. 1.6, where the transported face flux, phi represents 
pu. 
solve 
( 
fvm::ddt(rho, U) 
+ fvm::div(phi, U) 
- fvm: :laplacian(mu, U) 
- fvc: :grad(p) 
) ; 
Figure 1.6: Example of OpenFOAM syntax. 
To post-process the results, OpenFOAM data sets are read into the open source soft-
ware ParaView (Kitware Inc.), and numerous translators enable seamless data transfer 
to other software tools. For the current research, Tecplot (Amtec) has been used for the 
generation of the majority of the figures. Additional data interrogation has been performed 
using Matlab (The MathWorks). 
Alongside a typical mid-range desktop PC primarily employed to document the re-
search, a dual processor linux workstation was the adopted workhorse used to perform 
the numerical investigations. The specification of this machine was as follows: 
• Dual Xeon 2.8 GHz processors; 
• 1 GB RAM; with 
• 160GB hard disk. 
In order to maintain reasonable progression throughout the current research, it was pro-
posed that a maximum calculation time of order one month should be imposed, and 
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models constructed accordingly. This facilitated meaningful investigations whereby the 
sensitivity of certain assumptions and user selections could be assessed, to a satisfac-
tory accuracy whilst adhering to the appropriate time constraints. 
1.6 Thesis outline 
Following this introductory chapter, an overview is presented of the various numerical and 
physical methods currently available to assess the physics of liquid break-up in Chapter 2. 
This includes a summary of pertinent published material relating to the spray near- and 
far-field. A single, all-encompassing treatment is not forthcoming. Consequently, a variety 
of techniques are described, directed towards specific aspects of the spray injection. 
These vary in complexity from simple empirical relationships to detailed computational 
analyses, each exhibiting their own particular strengths and weaknesses. 
The hydrodynamic processes that govern the transformation of continuous fuel into 
droplets is described in Chapter 3. Here, the droplet, jet and sheet break-up mechanisms 
are detailed. The chapter finishes with a section on spray characterisation, which con-
siders the use of drop size distributions and simple mathematical models to describe the 
stable phase of the injection. 
Numerical aspects of spray modelling are summarised in Chapter 4. The descriptions 
cover techniques to approximate both the spray near- and far-field. The background 
to the solver employed in the later case studies is presented, and the computational 
requirements to aid its effective application. 
The lack of detailed published experimental measurements has highlighted the dif-
ficulty of validating numerical simulations, prompting the collation and description of a 
complete data set relating to the near- and far-field spray of a pressure-swirl injector in 
Chapter 5. Careful presentation and interrogation of the available data recorded via both 
image and laser based techniques provides a detailed 'story board' of the injection event, 
thus enabling the derivation of both representative qualitative and quantitative data. 
A segregated two phase fundamental case study is presented in Chapter 6. The case 
focuses on the break-up of an initially spherical water droplet exposed to an on-coming air 
stream. By varying the magnitude of the air velocity, the effect of WeberS number on the 
calculated break-up mechanism is assessed, and compared with published experimental 
3Moritz Weber, 1871-1951 
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data. From a computational standpoint, the sensitivity of the predictions to modelling 
parameters such as grid dependence and choice of temporal- and spatial discretisation 
are studied. Results clearly identify the expected break-up modes, giving confidence in 
the strategy for treating detailed break-up related problems. 
Having established a solid foundation for the segregated two phase flow technique 
from the fundamental droplet break-up investigation, Chapter 7 describes its application 
to a real-world fuel injector geometry, to predict the fuel morphology in the inner- and 
near-nozzle regions. The calculated results capture the transient rupture of the continu-
ous fuel jet as it initially emerged from the nozzle, and its subsequent transition through 
to the formation of a swirling hollow cone. 
Finally, conclusions are drawn in Chapter 8, and suggestions given for future investi-
gations. 
Chapter 2 
Previous and related studies 
2.1 Introduction 
The ultimate goal of automotive fuel spray research is to be able to understand, and 
hence predict the transient behaviour of fuel sprays under engine-like conditions. Efforts 
undertaken to date to qualify and quantify the spray issued by pressure-swirl injectors 
have proved extremely varied. Classification of the methods is not straightforward as 
many are applicable to more than one aspect of the injection event. Here, they are 
grouped according to the principle spatial region of interest, such that the spray is treated 
as a fully coupled, transient, three region problem, viz.: 
1. the fuel delivery system. Injector operation gives rise to pressure waves that prop-
agate thoughout the high pressure hydraulic system, with the potential to feed back 
to the injector, and subsequently contribute to disturbances in the nozzle which may 
lead to variations in liquid break-up. Here, calculations often revert to single phase, 
quasi 1-D approximations; 
2. the injector internal- and near-nozzle flow. This region concerns the injector internal 
flow, extending perhaps five to ten orifice diameters downstream of the nozzle exit. 
Attention is given to both the injector internal geometry and control to determine 
how their combined influences condition the flow field emerging from the nozzle. 
Typically, both the fuel and carrier gas are treated as continua; and 
3. the spray far-field. In this region the global spray morphology is assessed in terms 
of spray shape and penetration, and the spray dynamics as regards to droplet size 
17 
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classes and their respective velocities. Calculations aim to describe the full polydis-
persed nature of the spray, transported through a continuous carrier gas. 
Ideally, the three regions would be treated as a single system by the addition of two-
way boundary couplings between each sub-system interface. Alternatively, under limiting 
assumptions each region can be tackled in isolation, as will be discussed in later sections. 
2.2 Fuel delivery system 
Under the assumption that the passage of information across the injector final orifice is 
one way, i.e. that the flow at the nozzle is not affected by external effects propagating 
upstream, the fuel delivery system can be decoupled at the injector. 
The supply pressure in modern fuelling systems can exceed 200 bar and 2000 bar for 
gasoline and diesel applications, respectively. However, the pressure does not remain 
constant, instead, fluctuating about a mean value due to the presence of pressure waves 
propagating thoughout the system. Pressure variations are attributed to the opening and 
closing of the injector needle, pump transients and the passage of fuel through the pipe 
network. These effects are compounded when considering multiple injectors supplied 
by a common feed or multiple injection events. Quasi 1-D hydraulic pipe networks with 
the addition of sub-models to account for flow devices have proven able to model this 
behaviour, validated by experimental data [14, 18]. 
More recently, these network models have been enhanced to incorporate other flow 
phenomena that can arise in pressurised fuel delivery systems, such as cavitation [19, 
20]. Cavitation is the general term used to describe the the physical process whereby the 
fluid local static pressure falls below its saturated vapour pressure, causing the formation 
of low pressure, gaseous bubbles or voids. These can have a severely detrimental effect 
on flow performance, and cause significant, irreversible damage to injector assemblies. 
Furthermore, pressure variations have been shown to affect the mechanical behaviour 
of the injector. Li et al. [21] make the observation that pressure wave effects lead to 
difficulties in accurately controlling the quantity of fuel introduced during each injection 
event for engine applications. Their effects cause further complications as the system 
response changes as a function of both engine speed and load. Using a 1-D lumped 
parameter approach, the authors were able to propose a pulsation damping system for 
a test case describing the typical operation of a gasoline V8 engine. In addition, an 
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experimental study performed by Bedami et al. [22] showed that soot and NOx emissions 
are intrinsically coupled to pressure wave effects observed in the fuel rail. 
Although the large-scale performance of pressure-swirl injectors is largely insensitive 
to inlet flow conditions when operating under high pressure, the previous discussion has 
shown that delivery line effects can play an important role in the spray process. A danger 
exists whereby the majority of studies, both experimental and numerical, consider a single 
injector acting as a stand-alone system in a controlled environment, i.e. usually employing 
a constant upstream pressure. Under these conditions, it is unlikely that the dynamic 
pressure effects are represented sufficiently, meaning that unexpected behaviour may be 
observed when the injection system is later installed into its destination engine assembly. 
Downstream of the fuel delivery system, the next spatial region of interest relates to 
the internal- and near-nozzle, which is described in the following section. 
2.3 Near-nozzle region 
The near-nozzle region is arguably the most influential region for the resultant far-field 
spray morphology: The form and behaviour of the liquid fuel, as it emerges from the 
nozzle, is predominantly a reflection of its upstream interaction history, dominated by its 
passage through the injector internal geometry. The primary break-up process is initiated 
either, at, or very close to the final orifice and dictates the global spray performance. De-
spite its importance, the fundamental physics of the primary break-up process remain, to 
a large extent, poorly understood. To date, most open literature has focused on sprays 
from a macroscopic perspective, as opposed to validating the physical nature and devel-
opment of the spray in close proximity to the nozzle. 
Performance data, pertinent to hollow cone sprays typically required from near-nozzle 
investigations, is presented in Table 2.1. Owing to the highly transient flow transforma-
tions apparent in pressure-swirl injector generated sprays, the metrics given in the table 
are most appropriate for the stable phase of operation for which quantitative data are 
more readily obtained. Both the spray cone angle and the liquid sheet thickness vary as 
a function of axial distance from the nozzle; therefore, when quoting these values the ax-
ial plane of reference should be stated to avoid ambiguity. A typical length scale is given 
by the diameter of the injector final orifice, which for automotive pressure-swirl injectors 
is of the order 1 mm. 
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Table 2.1: Near-nozzle performance data for hollow cone sprays. 
Parameter Description 
Cone angle As fuel emerges from the orifice, the angle at which 
the outer surface of the continuous liquid fuel makes 
with the axis of injection. 
Liquid film/sheet Under most operating conditions fuel exits the noz-
thickness zle as a radially expanding liquid sheet, whose thick-
ness decreases with distance from the orifice due to 
stretching. 
Break-up length The length of the intact liquid sheet prior to break-up. 
Break-up time The time taken for the liquid sheet to initiate break-up. 
Perturbation Frequencies of coherent wave structures on the liquid 
frequencies sheet. 
2.3.1 Experimental methods 
Well established experimental methods such as the pointwise, single component Laser 
Doppler Anemometry (LOA) and two component Phase Doppler Anemometry (POA), en-
able a deeper understanding of the optically dense near-nozzle spray region. Wigley et 
al. [7, 23) combined these methods to report on the spray from a production pressure-
swirl injector to a distance of 5 mm downstream from the nozzle exit. The phases of the 
pressure-swirl injection event from initial spray formation through to its ultimate transient 
collapse were clearly identified. Similar results published by Valentine et al. [24] showed 
droplet velocities measured both on the vertical spray axis and cross section planes to a 
distance of 10 mm downstream from the nozzle exit. 
When obtaining quantitative data via the POA technique the question arises as to how 
to quantify irregular fluid elements, such as ligaments, which are commonly observed 
at small distances from the nozzle exit. LOA measurements are able to quantify the to-
tal liquid velocity [25] as the method is independent of light scatterer dimensions and 
form. However, the accurate determination of element sizes remains a cause for con-
cern. Clearly these components cannot simply be ignored as they have the potential 
to contribute to a significant proportion of the total injected liquid volume. As an exam-
ple, consider the images shown in Fig. 2.1, taken from [25]. Ligaments and irregular 
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Figure 2.1: Ligament break-up {25}. 
fluid fragments are rejected by the POA system on account of being either non-spherical, 
or many orders larger than the measurement volume. However, prompt atomisation in 
the near-nozzle region attributed to the shear/stripping break-up mechanism arising due 
to the presence of high velocity gradients encourages the generation of small droplets, 
readily accepted by the POA system. Therefore, POA measurements considered in iso-
lation, could mislead the investigator with respect to spray quality, suggesting that the 
drop sizes decrease towards the nozzle - against logic, and suggests that the fluid ele-
ments nearer the nozzle are larger due to break-up acting in the downsteam direction. 
In this situation a more complete interpretation can be achieved by supplementing POA 
measurements with realisations obtained via high speed imaging: The images show the 
presence of these large fluid elements that the POA system rejects. An alternative, con-
sidered by Yoon et al. [26] , is to only consider measurement planes for which statistically 
representative datasets can be obtained. They suggest that, for their set-up relating to a 
solid cone water spray, this corresponded to distances greater than 48 mm downstream 
of the nozzle. 
In an attempt to overcome the challenge of analysing such optically dense, small 
spatial regions, a number of researchers have looked to large-scale models. Cooper and 
eo-workers [27, 28] employed a scaled pressure-swirl injector with a final orifice diameter 
of 22 mm. Taking advantage of LOA and imaging techniques to focus attention on the 
waves that developed on the surface of the air core, the authors were able to identify 
that perturbations generated via the inlet ports carry through the system to the spray 
cone, and may contribute to break-up. Similarly, using a scaled pressure-swirl atomiser 
for industrial boilers, Hansen et al. [29] performed both LOA and computational studies to 
assess the injector internal flow. Their results captured the air core, which was described 
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with the aid of axial and radial velocity component profiles at planes perpendicular to the 
injection axis. 
More recently, researchers have returned to real-sized geometries : Alien and Har-
grave performed imaging, and Particle Image Velocimetry (PIV) to study jet break-up per-
taining to real-sized , simple plain orifices [30] and the in-nozzle flow of pressure-swirl 
injectors [31] using optical injector geometries. An example of the images reported by 
the authors is given in Fig . 2.2 for two injection pressures. 
(a) 30 bar supply pressure. (b) 100 bar supply pressure. 
Figure 2.2: Pressure-swirl injector air core {31}. 
The images highlight the irregular, swirling structure of the air core, and enable an es-
timate of the liquid film thickness along the nozzle parallel section. When complimented 
with data describing the air core surface velocity field , obtained, e.g. , via PIV , consider-
able detail into the internal workings of the injector is forthcoming. A similar imaging study 
was reported by Gavaises et al. [32] showing images taken inside the discharge hole of a 
pressure-swirl atomiser. Extending this technique, Khoo and Hargrave [33] employed var-
ious real-sized pressure-swirl inlet geometries to study the effect of the swirl magnitude 
and report imaging and PIV results of the air core as a function of injection pressure. 
Analysis of these data sets to identify and subsequently derive any viable trends con-
tributes to the development of simplified models, introduced in the following section. 
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2.3.2 Empirical methods and inviscid analysis 
Parametric experimental studies have shown that fundamental injector and spray prop-
erties can be derived directly from a knowledge of the internal injector geometry. For 
example, the empirical correlations reported by Doumas and Laster [34] were able to 
determine quantities such as the nozzle discharge coefficient, liquid film thickness, liquid 
velocity components and spray cone angle to within approximately 3 % of measured val-
ues. However, when observing the spray angle, the authors reported the use of a 'high' 
supply pressure to reduce the effects of viscosity, of 100 lb/ inch2 (~ 7 bar). Current GDI 
automotive pressure-swirl injectors typically employ supply pressures of 50 to 200 bar, 
i.e. considerably higher, and as such these correlations may require additional fine tuning 
prior to their use for modern fuelling systems. 
More recently, Cousin and Nuglisch [35] updated Doumas and Laster's models [34] 
for spray angle and nozzle discharge coefficient. By comparing predictions offered by the 
original model against a database corresponding to more than 3000 similar injectors, new 
tuning constants were proposed. Further enhancements were achieved via the inclusion 
of additional geometric constraints and friction modelling. A similar model was reported 
by lbrahim and McKinney [36] , able to predict the spray characteristics of both swirling 
and non-swirling sheets. Taking this modelling strategy a stage further, Gal pin et al. [37] 
included the effects attributed to the case when the orifice presents an angle to the in-
jector axis. Their model enabled an evaluation of the velocity gradients along the nozzle 
length and showed good agreement with both 3-D CFD and experimental data. 
Early investigations by Giffen and Muraszew [38] gained similar knowledge of injector 
performance as described by the empirical methods previously. By employing conserva-
tion laws and assuming an inviscid working fluid , properties such as the nozzle discharge 
coefficient were shown to be functions of the injector geometry alone. Their theory as-
sumed that the size of the air core would self adjust so as to achieve maximum flow 
through the nozzle. Similar approximations reported by Suyari and Lefebvre [39) were 
shown to compare favourably with film thickness measurements. For further information, 
a detailed description of these models can be found in Lefebvre [4]. 
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2.3.3 Stability analysis 
Linear stability analysis takes advantage of the principle of superposition, based on the 
separation of variables. The stability criterion is assessed by the introduction of a per-
turbation to the governing flow equations, composed of a set of (independent) Fourier 
components. The outcome of the analysis is the determination of dominant modes, i.e. 
the growth rates and wave numbers that can instability, and therefore break-up. For the 
current research, two forms of analysis are applicable to the near-nozzle region of sprays 
generated via pressure-swirl atomisers: 
• jet break-up; and 
• sheet break-up. 
The axial , non-swirling jet break-up mode is essentially a transitional mode observed en-
route to the principle operating phase of the stable hollow cone. Jet break-up due to 
factors including flow acceleration and torsional shear that lead to the hollow cone for-
mation are not readily accommodated via stability techniques. However, limited research 
that draws on similar flow conditions sheds light on specific features of the injection pro-
cesses and their influences. 
The concept that the wavelength of the fastest growing disturbance on the surface of 
a liquid jet or film would become dominant, and subsequently observed in practice, was 
first proposed by Lord Rayleigh (40]. The analysis was based on the potential flow of an 
inviscid liquid jet, neglecting the influence of the surrounding medium. His classical study 
identified that axisymmetric disturbances were the dominant instability mode, responsible 
for break-up, and subsequent drop formation. 
The first reported studies of the capillary instability of of thin , inviscid liquid sheets 
were by Squire (41) and Hagerty and Shea (42). Break-up was attributed to sinuous dis-
turbances that grow on the sheet, limited by a critical wave amplitude, after which the 
sheet tears at the thinner regions located at the peaks and troughs of the wave. This 
suggests that the generation of liquid fragments occurs at half disturbance wavelengths. 
Inclusion of viscous effects by Dombrowski and Johns (43] did not change the qualita-
tive behaviour (44]. The authors suggested that the resulting mean drop diameter is 
proportional to the square-root of the sheet thickness. 
A temporal stability analysis by Meyer and Weihs (44] of the instability of an annular 
liquid jet led to a model to capture the switching mechanism between jet- and sheet-like 
2.3. Near-nozzle region 25 
behaviour, based on a critical penetration thickness, Tc. They showed that when the 
annulus thickness is greater than Tc. the annular jet acts as a full jet, only affected by 
axisymmetric perturbations. When the thickness is less than Tc. the jet acts as a 2-D 
liquid sheet, where the most unstable disturbances are antisymmetric. 
Investigations undertaken by Kim and Sirignano [45] showed more detailed, 3-D stud-
ies of the disintegration of thin planar sheets. The authors assessed the effects of dila-
tional and sinuous wave propagation flowing into a gas of negligible density. The visual-
isations suggested that disturbances at the nozzle exit cause the formation of ligaments 
or large droplets. 
An analysis of instability effects attributed to the velocity profile across a liquid sheet 
thickness was presented by lbrahim [46] . The most unstable regime was found to occur 
when the sheet has uniform flow velocity, as it maximises the relative velocity to the 
mean gas flow. lbrahim postulated that any divergence from the uniform velocity case 
would have a stabilising effect. This led to the suggestion that nozzles with a smaller 
length:diameter ratio are more desireable for efficient atomisation, since they produce 
more uniform flow. 
Employing operating conditions similar to those observed during pressure-swirl atom-
iser operation, Senecal et al. [47] applied a linear stability analysis to a liquid sheet that 
included the effects of the surrounding gas, surface tension and viscosity. A dispersion 
relation was derived that enabled the prediction of the maximum unstable growth rate, 
wavelength, and sheet break-up length. 
Mehring and Sirignano [48] investigated the break-up of a swirling , axisymmetric free 
liquid film via capillary waves. The authors suggested that the swirl component causes a 
reduction in break-up lengths and times. A later extension to the method [49] considered 
the capillary stability of modulated swirling liquid sheets. The resultant model was able to 
suggest a various range of break-up mechanisms based on the disturbance at the nozzle 
exit, including spiralling filament, cellular-type and shedding break-up. 
2.3.4 Computational fluid dynamics 
Numerical modelling of the near-nozzle region is not straightforward due to the presence 
of both fuel and air. For example, the interface between the two phases represents a step 
change in density. Modelling such singularities requires careful attention , and to date, 
many numerical techniques have been put forward . 
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To a first approximation, single phase analyses can reveal the location of the liquid-air 
interface by identifying the contour where the pressure is equal to atmospheric condi-
tions [50]. Cousin et al. [50] performed a single phase calculation of a pressure-swirl 
injector operating at 70 bar into atmospheric conditions, using a commercial code that 
employed dynamic mesh handling to accommodate the injector needle movement. The 
results were able to capture the operating behaviour of the injector in terms of discharge 
coefficient and spray angle. 
To obtain small scale flow data for the internal- and near-nozzle regions, multi-fluid 
approaches are necessary. The requirements of an effective two fluid (interface locating) 
method can be summarised by the following: 
• treat changes in topology accurately; 
• accommodate stretching , tearing , breaking and re-attachment of the interface; 
• model high density ratios; 
• be effective when streamline curvature is dominant; 
• capture sharp corners and other singularities, and preserve them without smearing 
the interface across multiple computational cells ; and 
• operate in multiple dimensions. 
Segregated multi-phase flow methodologies are well suited to modelling the micro-
scopic features of the primary break-up process. The fuel and air are modelled as two 
inter-penetrating, continuous, immiscible media, and the phase interface determined as 
part of the solution, with the inclusion of interfacial effects such as surface tension. Multi-
fluid schemes require no empirical correlations as input, as the flow properties of the 
mixture as it emanates from the nozzle are calculated directly based on a knowledge of 
the physical geometry, liquid properties and injector operating conditions. However, these 
features add considerable complexity to the numerical procedure [51] . In the pursuit of 
deriving a method capable of satisfying the above requirements, a number of interface 
evolution formulations have been proposed, each originating from its own branch of math-
ematics [52]. Each construction has extensions to three dimensions and fall under the 
banner of either dynamic or fixed mesh methods. 
Dynamic mesh methods require the computational mesh to conform to the phase 
boundary between the simulated fluids. The computational cost is therefore significant as, 
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either, the whole , or part of, the computational domain must be continuously re-meshed 
as part of the solution, whilst enforcing volume continuity. Further complexity arises due 
to the need to supply additional topological constraints to accommodate fluid separation 
and agglomeration. 
Conversely, fixed mesh, volume methods do not use the mesh topology to describe 
the fluid interface. Instead, it is derived as a property of the solution , e.g. a phase volume 
fraction. This feature makes volume methods more flexible, able to tackle a broad range 
of flow problems. 
An example showing a basic application of the methods is given in Fig . 2.3. Here, 
the physical phase interface to be modelled is described by Fig. 2.3 (a) . In Fig . 2 .3 (b) 
the computational grid is aligned to the interface. The use of marker particles is shown in 
Fig. 2.3 (c) , and the use of an indicator function in Fig. 2.3 (d). 
(a). 
jl '" ' 0 
• 
• • 
-
,_ 
( 
41.___ 
... 
r- ... 
(c). 
V4 H 
,~~ 
7' 
~ 
• ~ 
~ 
(b). 
••• • • •••• • ,. 11 
•• •• •• • ••• • 
••••• 
(d) . 
Figure 2.3: Two fluid models: (a) Physical interface, (b) Surface methods: interface fitted, (c) Sur-
face methods: marker particles, and (d) Volume fractions. 
The discussion that follows focuses on volume methods, and will be applied later in 
the thesis to the main topic of liquid break-up and atomisation. Examples of volume 
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methods include: 
• marker based methods: 
- bulk region seeding [53-55] ; 
• surface, or interface tracking methods: 
- interface seeding [56-58] ; 
- level-sets [58- 62] ; 
• volume, or interface capturing methods: 
- indicator functions, e.g. the volume fraction (often referred to as Volume Of 
Fluid {VOF) methods) [63-71 ]. 
Each of the interfacial treatments listed offer various advantages and disadvantages, and 
flow types to which they are better suited. In an effort to develop a technique more 
readily applicable to general flow problems, a number of researchers have implemented 
combined approaches to take advantage of what they consider to be the most attrac-
tive features from multiple treatments, e.g. VOF and level-sets [72- 74], VOF and marker 
particles [75], and marker particle and level-set [54] . 
Volume methods first gained popularity with the introduction of Hirt and Nichols 2-0 
Volume Of Fluid {VOF) method [63, 64]. The original methodology comprised three key 
components: 
1. a scheme to locate the interface; 
2. an algorithm to track the surface as a sharp interface moving through a computa-
tional grid ; and 
3. a means of applying boundary conditions at the interface. 
The authors proposed the Donor-Acceptor {DA) formulation for the transport of the volume 
fraction , 1 . and hence locate the phase interface. Restricting the discussion to two-fluid 
schemes, the volume fraction defines the ratio of the volume occupied by one phase to 
the total available volume, viz.: 
Volume occupied by fluid 1 
1 
= Total volume (2.1) 
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Phase transport between the donor (upstream) and acceptor (downstream) cell was de-
termined via interrogation of the mean surface orientation, and reference to certain rules, 
e.g. the donor cell must be filled before any fluid can enter a downstream empty cell. 
Efforts to improve the effectiveness of volume methods to date have taken two routes. 
The first, attempts to gain a better approximation of the fluid boundary by reconstructing 
the interface via interrogation of the volume fraction field . The second, considers the 
use of improved differencing schemes and the pressure-velocity coupling to maintain a 
concise interface definition. 
Geometric interface reconstruction 
The most critical aspect of the original VOF formulation resided with the method by which 
the phase interface was reconstructed. Extension to more general geometries employing 
multi-dimensional , unstructured grids was not straightforward. The underlying strategy of 
the reconstruction algorithm was that a predefined set of rules based on the local volume 
fraction field was interrogated to determine the interface location within a cell. Here, the 
cell shapes are implicitly included in the reconstruction of the interface, making the exten-
sion to arbitrary complex, and 3-D computational domains particularly challenging [66]. 
An overview of the development of line-based VOF reconstruction algorithms is presented 
in Table 2.2, with examples in Fig. 2.4. 
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Figure 2.4: VOF reconstruction methods: (a) Interface definition, (b) Simple Line Interface Cal-
culation, (c) Piecewise Linear Interface Calculation. 
The linear reconstruction methods operate well for smooth interfaces where the local 
radius of curvature exceeds the minimum cell dimension [75] . First efforts, such as the 
2-D, first-order DA [64] and Simple Line Interface Calculation (sue) [77] methods required 
structured Cartesian grids, and approximated the interface as constant lines aligned with 
one of the logical mesh ordinates (Fig . 2.4 (b)), transported via Lagrangian advection . Un-
Table 2.2: Development of VOF interface reconstruction algorithms (Modified from {76]) 
Reconstruction Interface Geometry Name Time Integration Author(s) 
Piecewise linear, operator split PLIC One dimensional DeBar 
Piecewise constant, operator split sue One dimensional Noh and Woodward (77] 
Piecewise constant, multi-dimensional FCT One dimensional Chronin 
Piecewise constant, stair-stepped, multi-dimensional DA One dimensional Hirt and Nichols (64] 
Noh and Woodward 
Piecewise linear, multi-dimensional PLIC One dimensional Youngs [65] 
Piecewise linear, operator split FLAIR One dimensional Ashgriz and Poo 
Piecewise linear, multi-dimensional LVI RA Multi-dimensional Puckett et al. 
ELVIRA Pilliod 
PLIC Rider and Kothe [78] 
ss Harvie and Fletcher (79] 
DDR Harvie and Fletcher (80] 
Spline EMFPA-SIR Multi-dimensional L6pez et al. [81] 
Year 
1974 
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fortunately, these can lead to significant errors in interface topology whereby sub-mesh 
size liquid elements become detached from the bulk fluid , resulting in non-physical in-
terpretations. This weakness is compounded when considering flows with high velocity 
gradients and/or vorticity in close proximity to the interface. In addition, early reports 
showed that the interface tended to align with the mesh lines due to the simple combi-
nation of upwind and downwind differencing [82] , which are highly dependent on the grid 
directionality [83] . 
A significant contribution to the development of the VOF interface reconstruction meth-
ods was reported by Youngs [65, 84], who provided the first documented implementation 
of a 3-D VOF calculation . The interface was reconstructed at each time step by the appli-
cation of Piecewise Linear Interface Calculation (PLIC) Fig. 2.4 (c) , whereby the interface 
was located within the computational cell represented by a line of constant slope given 
by the normal to the surface. Youngs' formulation has formed the basis for many of the 
more recent interface reconstruction schemes. 
High resolution differencing schemes 
Ensuring that the solution is physically bounded is of particular importance for volume 
methods, i.e. violations in the volume fraction bounds result in significant numerical in-
stability and non-physical predictions. Some published data report the application of 
high-resolution shock-capturing schemes to approximate the phase interface evolution. 
However, these schemes prove too diffusive, resulting in considerable smearing of the 
interface [85] . 
Ubbink and eo-workers [66, 86] described a new bounded, compressive differenc-
ing scheme based on the Normalised Variable Diagram (NVD) , for the discretisation of 
the volume fraction . The method, Compressive Interface Capturing Scheme for Arbitrary 
Meshes (CICSAM) was based on the original explicit VOF method of Hirt and Nichols [63] , 
and implemented into OpenFOAM. The approach differed from the previous methodolo-
gies in that no explicit interface reconstruction was required. Instead, the sharpness of 
the interface was preserved by careful discretisation of the scalar transport equation for 
the volume fraction [82] . The method employed a smooth transition between Ultimate 
Quickest (uo) and Hyper-C spatial differencing, determined by the interface orientation 
with respect to the flow direction. 
One of the first efforts to apply Ubbink's CICSAM scheme to the fuel injection process 
2.3. Near-nozzle region 32 
was undertaken by Arcoumanis et al. [14] . The model was implemented in the CFD code 
KIVA [87, 88] to perform 2-D axisymmetric studies of a pressure-swirl atomiser section. 
Fuel transport through the injector was well captured , and the flow transition through to 
the hollow cone well represented. 
Highly detailed studies performed by De Villiers et al. [89, 90] employing an extension 
of Ubbink's VOF method with additional Large Eddy Simulation (LES) treatments, captured 
the primary break-up process of a diesel jet. Sub-grid scale effects due to surface tension 
and deformation of the interface by turbulent interactions were not included. Results were 
presented for idealised nozzle geometries with both long (L/D > 40) and short (L/ D = 5) 
nozzles, showing very good agreement with findings from a previous study. The predic-
tions successfully linked the primary atomisation processes with fluid transport processes 
through the nozzle. Using an equivalent model set-up, Buonfiglioli and Mendonca yielded 
similar results [91 ]. 
Finally, although the application of two phase calculations has proven effective in mod-
elling immiscible, continuous media, the technique has shown weakness when compared 
to the more traditional dispersed phase approximations for far-field calculations [92] . 
However, this is linked to the current limit of computational hardware, which today inhibits 
the generation of models with sufficient spatial resolution to adequately model far-field 
phenomena such as secondary break-up. In the future, continuous flow strategies may 
become feasible for the entire spray. 
2.3.5 Cavitation 
The previous segregated flow discussion focused on the phase interface between the 
fuel and air, either, found in the near-nozzle region , or, at the air core for pressure-swirl 
atomisers. However, these models can be equally applied to any separation bubbles that 
may occur. To date, published literature has tended to focus on cavitation observed in 
diesel injection due to its more frequent occurrence during standard high pressure op-
eration, often in excess of 1000 bar. However, as injection pressures up to ~ 200 bar 
are now being employed for modern GOI systems, cavitation effects are receiving greater 
attention. Schmidt and eo-workers [93, 94] reported the findings of 2-D numerical studies 
of cavitating flows in diesel injectors, showing that the proposed model was able to repro-
duce experimental observations for various injector geometries and operating conditions. 
Similar research was conducted by Yuan and eo-workers [20, 95, 96] that employed a 
2.4. Far-field region 33 
calculation strategy similar to that of Ubbink's CICSAM approach [86], to investigate the 
effect of injection pressure fluctuations. Alajbegovic et al. [97] considered a cavitational 
study relating to gasoline pressure-swirl injector operation that indicated that a cavitation 
bubble forms in the nozzle, and contributes to the growth of the air core observed during 
the stable phase. 
2.4 Far-field region 
Under normal operation, the spray in the far-field region should be comprised of predomi-
nantly small droplets to promote the optimum conditions for fuel-air mixing, thus ensuring 
that a combustible mixture is available at the time and location of ignition. From an in-
vestigators' perspective, the primary focus is to adequately quantify how the droplets 
interact with the carrier phase, and each other, to achieve the desired penetration and 
dispersion performance, and assess their associated net effect(s), e.g. mass transfer via 
evaporation. Performance data of interest is summarised in Table 2.3. 
Table 2.3: Far-field performance data for hollow cone sprays. 
Parameter Description 
Cone angle The angle at which the spray periphery makes with 
the axis of injection as it emerges from the injector 
orifice. 
Droplet size and For a given time and location within the spray, the 
velocity distribution spread of droplet sizes and velocities passing through 
the given control volume. 
Penetration The distance traversed by the leading edge of the 
spray. This parameter is often further subdivided into 
axial and radial components. 
The cone angle and rates of penetration become of paramount importance when consid-
ering the injector as installed in a real engine application. lt is not desireable for the spray 
to impact the piston or cylinder walls under cold start conditions, as this leads to surface 
wetting , and in turn to incomplete, inefficient combustion. 
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2.4.1 Experimental methods 
Well established experimental methods such as imaging, LOA, POA and PIV have proven 
to be extremely valuable assets when attempting to gather both accurate qualitative and 
quantitative information to describe the full polydisperse nature of the spray far-field. The 
pointwise LOA and POA measurement techniques provide velocity, and combined velocity 
and size measurements, respectively. PIV measurements generate planar velocity field 
data. 
LOA and POA, were demonstrated by Wigley et al. [25] to be effective in generating ac-
curate droplet size and velocity data for typical GOI injectors. These techniques have been 
employed by a number of researchers, typically to assess spray behaviour under engine-
like conditions, injecting into atmosphere or a pressurised container (see for example, 
[6, 24, 98-1 00]). In an attempt to assess the influence of critical injector geometrical fea-
tures on spray formation , Kubo et al. [1 01] investigated nozzles with tapered exits using 
PIV and imaging. This technique was seen as a method by which the spray could be 
guided towards the spark plug as a combustion aid under stratified engine operation . 
The structure of hollow cone sprays is sensitive to the applied back pressure [1 02, 
1 03] . With increasing pressure, the spray changes form , from hollow- to full -cone spray, 
attributed to the collapse of the low pressure region on the spray axis below the nozzle. 
Furthermore, the rate of penetration decreases due to the increased aerodynamic drag 
arising from the relative increase in ambient density. Efforts to reduce the effect of the 
ambient conditions on pressure-swirl spray development were undertaken by Moon et 
al. [1 04]. By measuring the static pressure along the axis of injection, the authors were 
able to propose changes to the injector geometry that led to more consistent behaviour 
under variable operating conditions. 
Recent advances in optical techniques has afforded some researchers the ability to 
assess in-cylinder spray performance, as reported by Pitcher et al. [1 05] , and described 
in the review paper by Drake and Haworth [1 06]. Complemented by imaging and POA, 
a detailed quantitative analysis of both spray and air flow measurements highlighted the 
effects of in-cylinder flow and pressure effects on GOI spray propagation. An example of 
the images obtained using this type of apparatus is given in Fig . 2.5 [1 07]. 
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(a). 0.15 ms after SOl. (b). 0.30 ms after SOl. 
(d). 1.20 ms after SOl. (e). 1.50 m after SOl. (f). 1.60 ms after SOl. 
Figure 2.5: In-cylinder spray development [1 07). 
2.4.2 Simplified models 
A comprehensive analysis of the complex flow processes and interactions in the spray 
far-field is not a realistic expectation using simple models. Their strength lies in deriv-
ing global spray properties from basic injector geometry and operating conditions. For 
example, the penetration of axisymmetric jets [1 08, 1 09] . 
The description of the full spectrum of drop sizes resulting from the multiple break-
up mechanisms is of particular importance to spray calculations. Unfortunately, other 
than for trivial cases such as the Rayleigh regime for dripping jet break-up, this is not 
currently possible. However, it has been shown that mathematical functions are often 
able to provide a good fit to experimentally gathered samples for uni-modal distributions. 
To date, the 2 distribution has been particularly successful at capturing the droplet size 
classes produced via jet break-up, as observed for diesel sprays [90] . For GDI studies, 
the Rosin-Rammler distribution [11 0] is perhaps the most widely used distribution . 
To remove the dependence on experimental data, recent efforts have sought methods 
to predict the drop size distribution. One approach is the Maximum Entropy Formalism 
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{MEF} [111, 112]. Here, spray formation is viewed as a completely non-deterministic pro-
cess, modelled using the principle of entropy maximisation and subject to a set of global 
constraints, e.g. mass conservation and thermodynamic considerations. The more com-
plex the distribution, the more constraints are required to reveal the desired trends [113]. 
Closure is achieved by postulating that the most probable distribution will maximise the 
entropy (either the Shannon entropy, or, the more general Bayes entropy [114]). The 
method requires two reference drop sizes to predict the size distribution. Techniques such 
as stability analysis can provide one diameter, such as the Sauter Mean Diameter (SMD). 
However, experimental evidence is still usually required to provide the missing data, 
therefore limiting the practical use of the MEF [114]. 
2.4.3 Computational fluid dynamics 
Dispersed flow approximations to date have fallen into the categories of the Lagrangian 
Discrete Droplet Model {DDM}, and moment transport models. The calculations com-
mence at the nozzle exit, such that the injector is modelled as a flow source. In contrast 
to the physical case where the transport of fuel through the injector internal flow pas-
sages conditions the resultant exit flow, the decoupling necessitates that the investigator 
imposes the flow conditions at the nozzle exit explicitly. Evidently, the success of dis-
persed flow calculations is heavily reliant on the availability of data to characterise the 
injector. For example, some form of droplet distribution is typically required as an input 
parameter, e.g. a distribution provided by experimental data. 
The complexity and sheer scale of the number of interactions apparent throughout the 
spray process hinder the development of quantitative models based on the local flow con-
ditions. However, it is often the case that a statistically representative interpretation that 
captures the net effects on the mean flow is sufficient. Accordingly, phenomenological 
submodels are incorporated to resolve the various sub-grid scale physical processes. 
Discrete droplet model 
Since its introduction by Dukowicz [115], the Lagrangian DDM approach has proved a 
popular technique for the computation of sprays, having been implemented into most 
commercial codes, and a number of research codes. The dispersed phase is treated by 
gathering individual droplets into groups in the form of discrete parcels or packets. In gen-
eral, the more parcels, the more physically representative the calculation. However, this 
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is at the expense of increased computational effort. Unlike the near-nozzle calculations, 
described previously, there is no need to resolve down to the smaller physical scales, 
allowing the use of larger computational cells and therefore reducing the computational 
effort. Phase coupling is realised via the inclusion of appropriate source/sink terms in the 
governing equations. 
The coupled Lagrangian-Eulerian approach is particularly applicable to dilute sprays, 
where the resultant spray comprises predominately of droplets, as opposed to slugs of 
single phase fluid. Numerous applications of the DDM to automotive GDI pressure-swirl 
sprays can be found in open literature, see for example [11, 116, 117]. By varying the 
cone angle specified at the injection source, the transitory phases of the spray develop-
ment and stable phase can be readily captured. Comparison of spray penetration with 
experimental data shows excellent agreement, and the trends in drop size generally fol-
low the physical characteristics [11 , 118-120]. When coupled to in-cylinder gas exchange 
simulations, predictions are able to illustrate the complex interactions and mixing between 
the spray and the local flow [87, 119]. 
A popular choice for DDM calculations is to approximate the carrier gas using the stan-
dard Reynolds-Averaged Navier-Stokes (RANS} equations, supplemented by a turbulence 
model to close the equation set. More recently, Apte [13, 121] applied LES for simulations 
representative of idealised diesel and gas-turbine configurations, using a hybrid droplet 
and parcel approach. The results indicated that the method was highly efficient and more 
physically representative when compared to the original parcel implementation. 
Various authors have detailed results indicating that droplet calculations employing 
the DDM suffer from severe grid dependency and lack of convergence [122]. Unlike tra-
ditional CFD techniques, reducing the cell size does not necessarily lead to increased 
numerical accuracy. Instead, there exists a grid resolution beyond which predictions in-
cur greater error and increased numerical instability. In addition, droplets often migrate 
towards the cell centres. lt is believed that this effect is due to the coupling between the 
two phases [123], which can be corrected by alternative treatments for the droplet relative 
velocity [123-125]. Furthermore, current break-up models are unable to correctly predict 
the correct spray morphology under increased back pressure [12]. However, it has been 
suggested that the quality of the predictions can be significantly improved by employing 
enhanced drag force models that includes the effects of droplet deformation, to better 
approximate the momentum exchange [126, 127]. 
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Moment transport models 
In the last decade, moment transport methods based on the Eulerian framework have 
been proposed as possible alternatives to the Lagrangian DDM. Instead of tracking individ-
ual computational parcels, the spray is approximated by transporting statistical moments, 
Q, of the drop size distribution. Throughout the injection, the distribution is updated to 
reflect processes such as droplet break-up, coalescence and evaporation. 
Preliminary investigations suggested that a satisfactory depiction of the full spray 
could be achieved with the transport of the first four moments [128]. However, the Qi mo-
ment is dependent on the Qi+I moment, leading to a closure problem. To date, two mo-
ment transport models have been proposed that are capable of capturing drop sizes and 
velocities: drop size moments [128-130], and the Direct Quadtrature of Moments {Da-
MOM) [131, 132]. 
Limited application of moment transport models can be found in open literature. To 
date, the main users and developers appear to be the research groups where the meth-
ods originated. Beck [128] showed that the the drop size moments approach could be 
applied to solid- and hollow-cone sprays. The predictions showed good agreement with 
published experimental data, in terms of spray structure, SMD spatial variation, and pene-
tration. These parameters were also employed by Madsen [133] to show that the DQMOM 
compared favourably with experimental evidence for a large scale swirl injector. 
To date, moment transport models have shown savings in computational effort when 
compared to DDM approximations. However, these models have not yet reached the same 
level of maturity as the DDM, and attempts to close the formulations across the various 
moments required to incorporate sub-models have proved problematic [134]. 
2.5 Integrated analysis 
The previous discussions have identified that no single strategy is able to fully capture 
all aspects of the fuel injection process, from supply tank to final spray, and indications 
suggest that this will remain the case for the foreseeable future. However, individual tools 
and techniques have demonstrated a clear ability to tackle the main features of interest. 
By adopting multiple methods and harnessing their relative strengths, investigators are 
able to gain a more thorough understanding. See for example, the review by Schmidt and 
Corradini for diesel applications [135]. 
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A two step strategy involving the use of VOF in the near-nozzle region, whose results 
populated the initial conditions for a stability analysis has been successfully employed 
to determine the drop sizes resulting from diesel jet and gasoline pressure-swirl injec-
tors [69, 70]. 
The source of the data employed to supply the initial conditions for a DDM calcula-
tion was assessed by by Moriyoshi et al. [136]. The authors contrasted the predictions 
obtained when supplying the model with conditions derived from both empirical relation-
ships, and a two phase VOF treatment of the near-nozzle region. Those obtained from 
the voF model were found to compare favourably with experimental measurements. 
To date, each of the multi-calculation strategies has taken each step in isolation. To 
the author's knowledge, there are no reports of fully {i.e. automatically) coupled fuel spray 
calculations. 
2.6 Summary 
This chapter has shown that the characterisation of automotive fuel sprays is not straight-
forward. The range of length and time scales, combined with various flow regimes evident 
throughout the injection event pose considerable challenges. For each type of analysis, 
it was highlighted that researchers need to be aware of the practicalities and limitations 
of the tools to ensure that meaningful interpretations can be achieved. The background 
research was divided into three areas: 
1. the fuel delivery system; 
2. the near-nozzle region; and 
3. the spray far-field region. 
The requirements from the investigative techniques were shown to be different for each 
of the three areas. 
Pressure wave effects arising from the fuel pump and flow devices are of importance 
when considering the condition of the fuel en-route to the injector. Here, the use of 
hydraulic networks has been successfully employed. 
The small length and time scales of the two phase flow processes in the injector 
internal- and near-nozzle regions require careful consideration to obtain well resolved 
quantitative results. Various strategies were shown capable of providing representative 
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data sets, such as the imaging, LOA, PDA and PIV experimental techniques. The use of 
simple numerical analyses were identified as being able to provide global injector perfor-
mance data, including nozzle discharge coefficient and cone angle. Published material 
describing complex CFD approximations of continuous two phase flow systems, and their 
application to the near-nozzle region were shown to be able to remove the empiricism of 
spray investigations, allowing an evaluation of spray event based on injector dimensions 
and operating conditions. 
The evaluation of the complex array and immense number of interactions in the spray 
far-field using various tools was described. Reports showed that the experimental meth-
ods used in the near-nozzle region could also be applied to the dispersed droplets, to de-
scribe the spray morphology, and droplet size and velocity spectra. The range of droplet 
sizes has been approximated by various distribution functions. However, the need to pro-
vide physical measurements remains. A similar dependence on experimental data was 
identified for the far-field CFD methods. However, when the data is available, representa-
tive approximations were seen to be forthcoming. 
Finally, reports of integrated strategies were shown to provide the most comprehen-
sive picture of the complete injection process, from fuel tank to final spray formation. 
The following chapter introduces the mechanisms of liquid break-up applicable to 
pressure-swirl injector sprays, and simple relationships to obtain global injector perfor-
mance data. 
Chapter 3 
Liquid break-up and spray 
characterisation 
3.1 Introduction 
This chapter introduces the mechanisms of liquid break-up relevant to the spray gen-
erated by a pressure-swirl injector. After a summary of the forces at work during the 
injection process, a brief overview of specific break-up mechanisms is given, relating to 
droplet, jet, and sheet break-up. Attention then turns to the characterisation of sprays 
generated by pressure-swirl injectors. Correlation parameters are described, which aim 
to provide the syntax necessary to describe the main spray features. The application of 
size distributions is then introduced as a method to describe the polydisperse range of 
droplets generated during the spray process. Finally, relationships based on empirical 
data and inviscid analysis are described that give an insight into the injector performance 
during the stable phase of the injection process. 
3.2 Non-dimensional groups 
Forces acting on an injected liquid, applicable to both the continuous liquid and dispersed 
droplets throughout the atomisation process include: 
I . 2 v· J-LU nertia = pu , 1scous = L, Surface tension= E' Gravity= pL3g, 
where L is a characteristic length linked to the phenomena observed, such as droplet 
diameter, jet diameter or sheet thickness, u is a characteristic speed, J-L dynamic viscosity, 
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a surface tension, p density, and g the acceleration magnitude due to gravity. From these 
forces, a set of non-dimensional numbers can be derived to enable the modes of liquid 
break-up to be classified. 
The Reynolds number, Re, is an important parameter when considering any type of 
flow when there is a substantial velocity gradient present, for example, high shear flows, 
providing a criterion for dynamic similarity. lt is a measure of the relative significance of 
the viscous forces compared to inertial forces, enabling a classification as to whether a 
particular flow exhibits laminar, transitional or turbulent behaviour. Reynolds number is 
given by the inertial force divided by viscous force: 
Re = I~ertia = pLu. 
VISCOUS J1, 
(3.1) 
The Weber number, We, expresses the ratio of disruptive aerodynamic forces to the 
stabilising force due to surface tension: 
We= Inertia = pLu2 
Surface tension (3.2) 
lt is applied in spray simulations as an indicator of the mode of liquid break-up. The 
Ohnesorge number [137], Oh (sometimes presented as Z), also referred to as the stability 
number, or viscosity group, is given by: 
weo.5 1-L 
Oh= -- = -----,:-::-
Re (paL)0·5 ' (3.3) 
which gives the relative importance of liquid viscous to surface tension forces. Break-up 
is inhibited at high Ohnesorge numbers as the dominance of the viscous effects leads to 
increased damping of any de-stabilising perturbations. The effect of increased damping 
is to allow drag forces additional time to act, reducing the relative velocity between the 
liquid and gas at the instance maximum deformation is attained, therefore reducing the 
potential for break-up [138]. 
3.3 Liquid break-up mechanisms 
The subsections that follow describe the break-up mechanisms relevant to pressure-swirl 
spray characterisation, comprising droplet, jet and sheet break-up. 
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3.3.1 Droplet break-up 
Experimental evidence [138, 139] suggests that there is a lower threshold critical Weber 
number, Wecrit. below which no break-up will occur. This corresponds to a value of 
approximately 12. The critical Weber number is related to the Ohnesorge number via: 
Wecrit = 12 ( 1 + 1.0770hl.6). (3.4) 
Below the critical Weber number, break-up is a result of vibrational instability. The flow 
excites the droplet to initiate an oscillatory deformation operating at its natural frequency. 
If the magnitude of the disturbance is sufficient, the droplet breaks into a finite number of 
relatively large droplets. At Weber numbers greater than 12, the break-up is attributed to 
aerodynamic effects. As the Weber number is increased, after the initial flattening of the 
droplet the mode of break-up varies significantly, and the time taken for the parent droplet 
to break-up decreases. The flattening is attributed to the dynamic pressure distribution 
around the drop, where a region of high pressure forms at the stagnation point, and low 
pressure at the droplet equator [140]. A commonly referred to chart that identifies the 
range of break-up modes as a function of Weber number was given by Pilch and Erd-
man [139], and reproduced in Fig. 3.1, supplemented by the result of Hwang et al. [140] 
for catastrophic break-up. Taking the droplet diameter as the representative lengthscale, 
the break-up modes include: 
• bag break-up, 12 ~ We ~ 50: A thin film is blown downstream from the droplet's 
central region, forming a bag. Overly stretching the bag causes excessive thinning, 
resulting in tears and its later break-up into relatively small drops. The thicker outer 
rim is broken down into larger drops, leading to an overall bimodal child droplet size 
population; 
• bag-and-stamen (multimode) break-up, 50 ~ We ~ 100: Very similar to the bag 
break-up mode. However, on bag formation a liquid column remains on the droplet 
axis parallel to the flow direction; 
• sheet stripping break-up, 100 ~ We ~ 350: Unlike the previous modes, the outer 
rim of the droplet is drawn downstream as a thin liquid sheet. Fine droplets shed 
from the droplet rim lead to an overall reduction in parent droplet size, forming a 
relatively uniform child droplet size distribution; and 
3.3. Liquid break-up mechanisms 
a). Vibrational: We ;S 12 
0 
Flow 0 0 
b). Bag: 12 ;S We ;S 50 
0 
c). Bag-and-stamen (multimode): 50 ;S We ;S 100 
0 
d). Sheet stripping: lOO ;S We ;S 350 
0 
e). Catastrophic: 350 ;S We 
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f). Catastrophic- Hwang et al. 
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Figure 3.1: Droplet break-up mechanisms (adapted from [139]). 
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• catastrophic break-up, 350 ::; We: At the higher flow velocities associated with 
elevated Weber numbers, the parent droplet breaks up means of Rayleigh-Taylor 
instability, whilst also undergoing stripping break-up as described above. Smaller 
Kelvin-Helmholtz waves originate on the edges of the fragments, promoting break-
up into smaller drops. 
For GDI pressure-swirl sprays, small droplets, e.g. those around 5 J.Lm are stable, and act 
as tracer particles for the air flow. This allows an approximation of the relative velocity 
between the phases, from which the Weber number can be calculated. The high rel-
ative velocities at the start of injection mean that droplets formed are likely to undergo 
catastrophic break-up, and may contribute to prompt atomisation in the near-field. During 
the stable phase of the injection, the Weber number is found to be highest at the spray 
periphery, at approximately 30 [141 ]. According to Fig. 3.1 these droplets will be subject 
to bag break-up. However, the bulk of the droplets within the cone are of order 10 or 
less [141]. Evidently, these droplets have attained a stable size, and further reduction in 
size will be due to other mechanisms, such as evaporation or wall impingement. 
3.3.2 Jet break-up 
Plotting values of Reynolds number against Ohnesorge number reveals the changing 
mechanisms of jet break-up, as shown in Fig. 3.2. Here, the characteristic lengthscale 
takes the value of the injector nozzle diameter. The four regions on the chart are illus-
trated in Fig. 3.3 and refer to: 
1. Rayleigh break-up. Under the action of growing axisymmetric oscillations on the 
jet surface due to surface tension, droplets are produced with a diameter nearly 
twice the diameter the jet. The break-up of the jet occurs several nozzle diameters 
downstream; 
2. First wind-induced break-up. The combination of surface tension and the relative 
velocity between the liquid jet and surrounding gas lead to a static pressure distri-
bution across the jet. Droplets produced are of the same order of size as the nozzle 
diameter, at a distance several diameters downstream of the nozzle exit; 
3. Second wind-induced break-up. Short wavelength disturbances grow on the jet sur-
face due to the increased relative velocity between the jet and surrounding medium, 
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Figure 3.2: Classification of jet break-up modes {4]. 
Figure 3.3: Jet break-up mechanisms {142]. 
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opposed by surface tension. The resulting droplets are smaller than the nozzle di-
ameter, again produced several nozzle diameters downstream of the nozzle exit; 
and 
4. Atomisation. The liquid jet disintegrates completely at the exit of the orifice, leading 
to the formation of droplets with an average diameter significantly less than the jet 
diameter. 
The fuel first emerges from pressure-swirl nozzles in the form of an unsteady jet. How-
ever, it is a short transitory phase, where the fuel flow rate is increasing rapidly, and a 
clear distinction of jet break-up mechanisms is not possible. Insufficient time is available 
to achieve full atomisation at the nozzle exit. Instead, the cone angle opens, leading to 
the onset of the stable phase. 
3.3.3 Sheet break-up 
Fuel flow through the pressure-swirl injector generates a swirling, conical liquid sheet on 
exit. The break-up mechanisms of the sheet are highly complex. To simplify the problem, 
the sheet is often reduced to a planar 2-D approximation. 
For low viscosity fluids such as gasoline, the liquid sheet break-up is described by the 
wave disintegration mechanism. The break-up is highly irregular, and leads to a broad 
range of drop sizes. Squire [41] showed two principle instability modes, given in Fig. 3.4. 
:···· ·····r···· ..... :. . . . . .... r.... . ... ·: 
~.... . -.-. . -.. . ... .' 
(a). (b). (c). 
Figure 3.4: Stability modes: (a) Uniform liquid sheet. (b) Varicose wave. (c) Sinuous wave. 
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For the varicose mode, Fig. 3.4 (b), the wave disturbances are out of phase. Con-
versely, the waves are in-phase for the sinuous mode, Fig. 3.4 (c). For automotive ap-
plications, the sinuous mode is dominant. Here, the passage of the sheet through the 
ambient gas lead to perturbations on the liquid sheet. The perturbations lead to local 
regions of flow acceleration, and therefore a reduction in the local static pressure. Ac-
cordingly, the growth of the perturbations is encouraged. The cohesive surface tension 
force attempt to restore the sheet to its non-perturbed state. Under favourable conditions, 
the surface tension force is overcome and the sheet displacement continues to the point 
of rupture. 
An idealised schematic of sheet break-up proposed by Dombrowski and Johns [43] is 
shown in Fig. 3.5. 
0 
Figure 3.5: Idealised break-up of Dombrowski and Johns {43]. 
The figure shows the growth of waves that subsequently lead to sheet fragmentation 
and ligament formation at half-disturbance wavelengths. The ligaments are unstable, 
and subject to further break-up, ultimately leading to droplet formation. This behaviour 
is clearly evident in Fig. 3.6 that presents the initial development and subsequent sheet 
break-up of the spray produced via a pressure atomiser. The liquid sheet thickness is an 
important parameter, which has been shown to influence the drop sizes. For pressure-
swirl nozzles, the resulting drop sizes are proportional to the sheet thickness to the power 
of 0.4 [39]. 
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Figure 3.6: Physical sheet break-up [143]. 
3.4 Pressure-swirl injector characterisation 
3.4.1 Spray correlation parameters 
Syntax commonly applied to characterise sprays include the morphology, or shape, and 
droplet dynamics that serve to describe the rate of penetration, droplet size and velocity 
distributions, and droplet spatial variation. 
• penetration is typically measured (i) axially, as the furthest distance the spray tip 
has travelled from the orifice, and (ii) radially, as the furthest distance the spray 
cone edge has travelled from its centreline (the axis of injection) ; 
• cone angle is described by the angle subtended by the line drawn between the 
nozzle outer edge and the spray periphery; 
• droplet size and velocity distributions are quantified by sampling the number and 
size of droplets passing though a fixed control volume, at spatial locations and time 
intervals within the spray; and 
• droplet spatial variation is an indicator of the injected phase concentration and dis-
persion characteristics, quantified by a local volume fraction and number density. 
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A definition of the key spray geometry is given in Fig. 3.7. 
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1 . Tip axial penetration 
2. Cone axial penetration 
3. Recirculation zone axial penetration 
4. Radial penetration 
5. Half cone angle 
Figure 3.7: Spray description. 
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The convention applied here is to align the z-axis to the axis of injection. In practice, when 
quantifying the penetration distance(s), the leading spray extremeties are not clearly iden-
tifiable. Consequently, an alternative definition is applied that considers the position be-
hind which a given percentage of the spray resides. Numerically, investigators tend to 
employ values in the region 98 to 99 % of the spray by volume or mass. However, experi-
mentally, this approximation is difficult to implement. 
A useful technique applied to compare numerical predictions to experimental data 
sets is to define a generalised mean diameter [4 , 144), defined as: ( l a.:b 2: Df Dao = 'f Dl t= l (3.5) 
where N is the number of droplets, D the droplet diameter, and a and b are constants. 
The most commonly adopted variants are the : 
(i) arithmetic mean diameter, D10 ; the linear average, where a= 1 and b = 0; and 
(ii) SMD, D32 ; the diameter of a droplet that has the same volume to surface area ratio 
as that of the whole spray at a given instant, where a = 3 and b = 2. 
Other quantitative data of interest include fluid thermodynamic properties, and phase 
velocities. Qualitative analysis enables the description of the spray morphology and any 
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coherent flow features of interest, such as transient cone angle development and the 
formation of re-circulation regions. 
3.4.2 Drop size distributions 
Distribution functions give an indication of the probability of observing a given droplet size 
at a location within the spray. For simple symmetrical distributions, the well known normal 
distribution can be applied with confidence. However, the measured distribution is often 
skewed in favour of either the small or larger drop sizes. Unfortunately, no particular func-
tion appears to be able to accommodate all cases. Subsequently, it is the responsibility of 
the investigator to assess a number of methods and to adopt the one best suited to their 
specific application. Some of the popular variants are described in the following sections. 
Log-normal distribution 
The Log-normal distribution is well suited to cases when the observed drop sizes are bi-
ased towards the smaller drops. The distribution, f, defines the droplet diameter variation 
about a mean value, J.t, with standard deviation, u: 
f (D· J.L u) = 1 xp [- (lnD -ln~-t)2]· 
aD.J21r 2a2 
(3.6) 
Here, the mean droplet diameter is specified by the arithmetic mean diameter, D10 . 
Chi-squared distribution 
The chi-squared ( 2) distribution has proved a popular choice for a number of computa-
tional codes, e.g. the KIVA (Los Alamos National Laboratory) fam ily of codes [87]. Here, 
the diameter variation is given by: 
X 
f (D;X) = ~·tf) n ( f - 1) xp ( - ~) , (3.7) 
where the constant X is a representative diameter, such as the arithmetic mean diameter, 
D10 , and r is the Gamma function given by : 
r (x) = J e-l exp ( -t) dt. 
0 
(3.8) 
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Rosin-Rammler distribution 
The Rosin-Rammler distribution [11 0] is perhaps the most widely used approximation to 
accommodate the variation in drop sizes generated by GDI spray systems. Its introduction 
was originally proposed to characterise powdered coal samples. The distribution is given 
by: 
qDq-l [ (D) q] f (D ; X , q) = -----xq exp - X . (3.9) 
The constants q and X represent a dispersion coefficient and a representative diameter, 
respectively. Lefebvre [4] suggests that the constant q lies in the range 1.5 to 4 for auto-
motive spray applications. For the present research, the constants have been evaluated 
by the method proposed by Yoon et al. [26]. 
Nukiyama-Tanasawa distribution 
The Nukiyama-Tanasawa distribution has a similar construction to the Rosin-Rammler 
distribution described previously. Here, the droplet variation is characterised by the func-
tion: 
f (D; X, a, ,6) = A Da exp ( -BD,a) , 
where a and ,6 are model constants, and 
A = 
and 
,6 1 [r(~)l a+l r ( at3) -,....------,-- . --r ( atl ) xa+l , 
B = [r ( ~) l .a . xl (.1 . 
r ( ar ) fJ 
(3.1 0) 
(3.11) 
(3.12) 
The representative diameter, X, takes the value of the Sauter Mean Diameter, D32 . The 
unknown exponents a and ,6 typically require numerical solution. For the present study, 
the method of Kawaguchi et al. [1 00] was applied. Firstly, the experimental data must 
be size averaged so as to generate a histogram of observation frequency as a function 
of droplet size. The exponent ,6 was constrained to a value of 1.0, and the value of a 
determined via a least-squares analysis of the form: 
all droplets 
R2 = 2:::: (Dexp - D) 2 , (3.13) 
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i.e. by minimising the error, R2 , evaluated by calculating the square of the difference 
between the diameter recorded via experiment, D exp. and a diameter based on Eq. (3.1 0) , 
D for a given value of a. 
Distribution function comparison 
The general form of the distribution functions are summarised in Table 3.1 . 
Table 3.1: Distribution function summary. 
Distribution Function 
Log-normal 1 [ (lnD- lnJ.L)
2
] 
aDJ21f exp - 2a2 
x2 o.d~ D( ~-1) exp ( _.Q) 
r( ~) 2 
Rosin-Rammler q~; 1 exp [- (~ )q] 
Nukiyama-Tanasawa AD a exp (-B D!3 ) 
To illustrate the effectiveness of the distribution functions in capturing the spread of mea-
sured drop sizes, Fig. 3.8 shows an application to an experimentally obtained data set. 
lt relates to the far-field region of the spray produced via the Mitsubishi pressure-swirl 
injector, described in detail in Chapter 5, during the stable phase of operation. The solid 
bars denote the discretised experimental data, here divided into 2 f.Lill diameter size bins, 
and the curves show the Log-normal, x2 , Rosin-Rammler and Nukiyama-Tanasawa dis-
tributions. The goodness of each approximation's fit to the experimental data obviously 
varies from case to case. Here it can be seen that none of the functions describe the 
underlying measurements exactly, but each have captured the basic structure. The log-
normal, x2 , and Rosin-Rammler distributions have all identified the desired peak, or most 
common drop size class. However, this peak is over predicted by the x2 function and 
under predicted by the log-normal and more so by the Rosin-Rammler curves. Subjec-
tively, the x2 curve provided the best fit to this set of experimental data. However, another 
researcher may well adopt a different conclusion. Therefore, it is evident that the choice 
of assumed function must be assessed on an individual basis, and validated against 
physical evidence whenever possible. 
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Figure 3.8: Probability distribution function comparison. 
3.4.3 Empirical relationships and inviscid analysis 
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Early pressure-swirl injector investigations employed empirical relationships and inviscid 
analysis to generate spray properties relating to the stable phase of the injection. The 
empirical formulae reported by Doumas and Laster [34] are able to suggest discharge 
coefficient, sheet thickness, and cone angle for pressure-swirl atomisers. The quantities 
are derived from a non-dimensional number, a, determined via solution of the following 
cubic equation : 
where 
( A
2
) 3 2 2 a - a + 2a - 1 = 0 
A = 1rDsDo. 
4Ain 
(3.14) 
(3.15) 
The non-dimensional constant, A, is a function of the injector geometry ; D is the diame-
ter of the swirl chamber, Do the orifice diameter, and Ain the total area of the inlet ports 
orthogonal to the flow direction. The discharge coefficient, Cd, is then given by: 
Cd = a~ 
1 - a+ a 2A2 ' 
(3.16) 
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and cone angle, 0, by: 
(} = C [2Sin-1 ( 2J2 (1 - a) )] 
v2 - a ( v1 - a + 1) ' (3.17} 
where the constant, C, is determined via a fit with experimental data, taking a suggested 
value of 0.6315 [35]. Sheet thickness, h, is given by: 
h = 0.5Do (1- v1- a). (3.18} 
The analysis of Giffen and Muraszew [38] led to similar relationships based on the injector 
internal dimensions. By applying the principle that the size of the air core will self-regulate 
to achieve the maximum flow, the size of the air core was derived from: 
K = ~ (1- X)3 
2 X 2 ' (3.19} 
where the K is the atomiser constant, which is based solely on injector dimensions: 
(3.20} 
and X is the ratio of the air core, Aac. to the area of the final discharge orifice, Ao: 
X= Aac. 
Ao 
(3.21} 
The discharge coefficient is determined directly from X: 
C = [(1- X)3] 0.5 
d 1+X (3.22} 
This allows the cone angle to be calculated by: 
Sin ( 0) = [ ( 2Cd ) ]· 
K 1+VX 
(3.23} 
Finally, knowledge of X enables the sheet thickness to be obtained: 
(3.24} 
A suggested improvement to Giffen and Muraszew's Eq. (3.19} was given by Suyari and 
Lefebvre [39], linking K and X: 
0.09K [Ds] 0.5 = (1- X)3. (3.25} 
Do 1+X 
The discharge coefficient, cone angle and sheet thickness can then be calculated as 
before from Eqs. (3.22}, (3.23} and (3.24}. 
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3.5 Summary 
This chapter gave a brief overview of the fundamental liquid break-up mechanisms perti-
nent to pressure-swirl sprays. These included droplet, jet, and sheet break-up: 
• The break-up of droplets can be characterised by the Weber number, which is a 
function of liquid properties and the relative velocity between the drop and the sur-
rounding air flow. The correlations shown here will be used to validate a numerical 
study of droplet break-up in Chapter 6. 
• The break-up of liquid jets was shown to be a function of Ohnesorge and Reynolds 
number. Four distinct modes were identified, ranging from dripping jet break-up 
where droplets are formed nearly twice the size of the jet diameter, to a fully atom-
ised jet, where small drops are generated at the nozzle exit. 
• Perturbations growing on the surface of liquid sheets amplify and lead to break-up. 
The sheet ruptures at half disturbance wavelength, generating fragments that are 
then subject to further break-up. 
lt was then shown that uni-modal drop size distributions can be characterised by sim-
ple mathematical functions. Finally, simplified methods based on empirical relationships 
and inviscid analysis were introduced. These allow an initial understanding of quantities 
such as nozzle discharge coefficient, cone angle and velocity based on nozzle dimen-
sions and operation information. 
The following chapter introduces the computational approaches to multiphase mod-
elling. 
Chapter 4 
Multiphase modelling 
4.1 Introduction 
This chapter introduces the main tool employed for the current research to characterise 
the liquid break-up attributed to a pressure-swirl injector- Computational Fluid Dynamics 
(CFD}. After a brief introduction to CFD methods, the governing equations that describe 
all aspects of the fluid flow are presented. Techniques to simplify the equation set are 
then presented, concerning turbulence effects and flow characterisation. Having laid the 
mathematical foundation, approaches applicable to spray investigations are introduced 
under the banners of: 
• dispersed flow; and 
• continuous two phase flow. 
Finally, a summary of the Open FOAM two phase solver used later in the thesis is given. 
4.2 Computational fluid dynamics 
CFD provides a set of tools to investigate the performance of fluid systems. The Finite 
Volume Method (FVM} is the most widely applied CFD technique, forming the core of a 
number of well known commercial and open codes such as STAR-CD (CD-adapco), Flu-
ent (ANSYS Inc.), and Open FOAM (Open CFD). Spatially, the flow domain is divided into 
non-overlapping finite volumes, or cells, collectively known as the computational grid or 
mesh. The governing equations that describe the flow problem are formally integrated 
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over all cells, and subsequently, each term is discretised forming a system of algebraic 
equations, of the form: 
[A]x=b, (4.1) 
where [A] is a sparse matrix consisting of the coefficients of the algebraic equations, x 
is the vector of unknown dependent variables, and b the vector of sources. In all but 
the simplest of cases that can be solved directly, the solution is obtained via iterative 
methods. 
An attractive feature that CFD provides, is the ability to supply a significant amount of 
both quantitative and qualitative data at any location in the flow field, enabling a detailed 
analysis of the underlying physical processes. As Central Processing Unit (CPU) and 
computer architecture technologies advance, a strong platform is established on which 
to develop more physically representative mathematical descriptions of flow phenomena. 
Previous concepts and approaches that were dismissed on account of limitations on the 
available computing resources are now being reassessed, and tackled within acceptable 
time and budget constraints. 
4.3 Governing equations 
The general form of a transport equation for a scalar quantity, cf>, such as concentration 
or enthalpy, in unsteady flow is given by: 
a 
at (pc/>) + \1 · (pucf>) - \1 · (r\lcf>) = Set>· (4.2) 
Eq. (4.2) describes the total rate of change of 4> for a fluid element. On a term-by-term 
basis, these contributions equate to: 
• gt (pc/>): Rate of increase of 4> of fluid element; 
• \1 · (pucf>): Convective transport expressing the net rate of flow of 4> out of a fluid 
element; 
• \1· (r\14>): Gradient transport identifying the net rate of increase of 4> due to diffusion; 
and 
• Scp: Rate of increase of 4> due to sources. 
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A comprehensive mathematical description of fluid flow is offered by the Navier-
Stokes equations. The equation set is readily applied in multi-dimensions, and sup-
plemented by empirical laws that relate the dependency of dynamic viscosity, p,, and 
thermal conductivity, A, to other flow variables, and thermodynamic equations of state. 
The conservative differential form of the governing equations for Newtonian, unsteady, 
compressible flow are given by the following: 
• mass continuity equation: 
where p is the density, t the time, and u the velocity; 
• Navier-Stokes equations: 
~ (pu) + \1 · (puu) -V· [JL (Vu+ (Vu) T) J 
= pg- V (P + ~p,V. u). 
{4.3) 
{4.4) 
Here, g is the acceleration vector due to gravity, p the pressure, and the superscript 
()T denotes the transpose operator; and 
• energy equation: 
a at (pe) +V· (peu)- V· (AVT) = pg · u- V· (pu) 
-V· (~JL (V· u) u) {4.5) 
+V· [IL (Vu+ (Vu?) · u] + pQ. 
The total specific energy is given bye, the temperature by T, and the volume energy 
source by Q. 
The transport coefficients, A and p,, are functions of the thermodynamic state variables, 
pressure and temperature, viz.: 
A= A(p, T), {4.6) 
JL = JL (p, T) . {4.7) 
These relationships tend to describe smooth functions, whose properties are readily ob-
tained via sources such as NASA polynomials, JANAF and NIST data. 
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4.4 Turbulence modelling 
The equation set given in the previous section describes all aspects of fluid flow. An 
exact solution requires that all length and time scales be fully resolved, which, for high 
Reynolds number flows is a formidable task, and more often, significantly beyond the 
resource capability for the vast majority of researchers. A detailed exposition into turbu-
lence modelling is beyond the scope of the current research. In what follows is a brief 
summary of the techniques. 
4.4.1 Direct numerical simulation 
Direct Numerical Simulation {DNS} is the most comprehensive level of approximation, 
whereby the energy across the full range of scales is simulated, usually in Fourier-space 
via pseudo-spectral methods. The length scales of the smallest eddies can be approxi-
mated by the Kolmogorov length scale, >-.K: 
(
v3)0.25 
AK= - ' 
E 
(4.8) 
where v is the kinematic viscosity, and E the rate of turbulence dissipation per unit mass 
within the system. For real-world applications, the resulting length scales lead to huge 
models that pose considerable challenge in terms of the required computational hard-
ware, which tend to limit analyses to maximum Reynolds numbers of 104 to 105. Also, 
Eq. (4.8) highlights the difficulty of solving low viscosity fluids such as water and gasoline, 
where the kinematic viscosity is of the order 1 x w-6 m2 fs, by DNS. However, published 
material has shown that despite the fact that the Kolmogorov length scale cannot be re-
solved in many cases, there is often good qualitative agreement between simulation and 
experiment using larger scale grids [145]. 
4.4.2 Reynolds averaged Navier-Stokes 
The flow variables under the Reynolds-Averaged Navier-Stokes {RANS} methodology are 
decomposed into their equivalent mean (barred) and fluctuating (primed) components, 
viz.: 
and 
u=u+u', 
-+ I p=p p. 
(4.9) 
(4.1 0) 
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After substition into the Navier-Stokes equations Eq. (4.4), additional terms arise named 
the Reynolds stresses, IR, given by: 
IR = u'u'. (4.11) 
Mean flow variables are solved at the computational grid scale, and models take account 
of the sub-grid scales. For high Reynolds number flows wall functions are required to ac-
curately capture the effect of the shear layer at solid boundaries. To date, the widespread 
use of RANS modelling has shown its potential to capture the main effects due to tur-
bulence. However, no models have been able to accommodate all types of flows, thus 
requiring a degree of tuning to promote more representative predictions. 
4.4.3 Large eddy simulation 
Large Eddy Simulation (LES} provides a compromise between full Direct Numerical 
Simulation {DNS} and RANS modelling. The approach is based on the observation that 
the flow is dominated by (i.e. most of the energy is contained within) large flow scales, 
whose energy is transmitted to the smaller scales via a process known as the energy 
cascade. The large scales are solved directly on the computational grid, and the decay 
and dissipation of smaller sub-grid scales that tend to be more isotropic in nature are 
simulated. 
4.4.4 Detached eddy simulation 
The Detached Eddy Simulation {DES} philosophy combines features of classical RANS 
formulations with elements of LES methods. RANS models are employed in the boundary 
layer region, and LES for the main flow. The key to its success lies in how to switch 
between the two methods, which is a subject of current research. Time savings in orders 
of magnitude over LES treatments alone are quoted for high Reynolds number flows [146]. 
4.5 Flow characterisation 
As shown above, it is not always necessary to use the full versions of the governing equa-
tions to describe the flow problem. Flows can also be characterised by their respective 
speed range, as shown in Table 4.1 as a function of Mach number. 
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Table 4.1: Flow characterisation. 
Flow regime Local Mach number, Ma 
Low subsonic Ma < 0.3 
Subsonic Ma < 1.0 
Sonic Ma = 1.0 
Transitional 0.8 ::; Ma ::; 1.2 
Supersonic 1 ::; Ma::; 5 
Hypersonic Ma>5 
Under standard atmospheric pressure and temperature, the speed of sound in air (i.e. 
Ma = 1} is approximately 340 mjs. Evidently, the table covers a considerable range in 
flow speeds. For the majority of GDI studies the upper bound in velocity magnitude of fuel 
as it is ejected from the nozzle is of the order 100 mjs, and therefore falls within the low 
subsonic range. Under this assumption, the flow can be deemed incompressible, such 
that density is assumed constant, effectively decoupling the dependence of density on 
pressure. The Navier-Stokes equations (see Eq. (4.4}}, can now be written: 
8 1 
- (u) + \1· (uu)- \1· (v\lu) = --\lp. 
m P 
(4.12} 
and 
\1· u = 0. (4.13} 
4.6 Dispersed flow 
4.6.1 Lagrangian-Eulerian 
The Lagrangian DDM [115] is a statistical approach, whereby a sample of droplet parcels 
is chosen to represent the full polydisperse population. Discrete parcels of droplets are 
tracked in a local co-ordinate system, whereas the carrier gas is modelled as a contin-
uum, referenced by a static co-ordinate system. Parcels exhibit identical physical and 
thermodynamic properties, including diameter, temperature, density, velocity, and com-
position, and undergo identical interactions. A schematic showing the particle transport is 
shown in Fig. 4.1. The mathematical formulation was based on the assumption of dilute 
sprays, indicated by cell void fractions - the ratio of the sum of droplet volumes, V d, to cell 
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Figure 4. 1: Lagrangian-Eulerian description. 
volume, V c. of much less than unity: 
:Ev~d « L (4.14) 
Under this constraint the characteristic length scale of the droplets must be much smaller 
than the available grid resolution, and the total liquid volume fraction in each computa-
tional cell should be small. The equations governing each individual droplet position, xd, 
velocity, ud and temperature, Td, along its trajectory take first-order, ordinary differential 
form. Here, the subscript d is used to denote the dispersed phase, and non-subscripted 
variables the continuous phase. The droplet momentum equation is simply an application 
of Newton's second law to a droplet: 
(4.15) 
i.e. the total force acting on the droplet, Fd, is equal to the droplet mass, md, times its 
acceleration, ~t (lld), and the summation on the Right-Hand-Side (RHS} indicates the sum 
of all forces acting on the droplet, F d: 
L F d = F aero + F col + Fbu + F other· (4.16) 
Here, the terms on the RHS, F aero• F col• Fbu. and F other represent the contributions due 
to droplet aerodynamic drag, collisions, break-up, and other physical processes pertinent 
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to specific studies, respectively. The droplet energy equation is written: 
(4.17) 
where Cp is the specific heat at constant pressure, Td the droplet temperature, and Qd 
the flow of energy into or out of the droplet. Here it has been assumed that the specific 
heat is constant, and that there is no temperature variation within the droplet. The effect 
of the dispersed spray on the continuous phase is accommodated by the inclusion of 
additional source/sink terms in the governing equations. For example, the momentum 
equation, Eq. (4.4), now reads: 
:t (pu) +'V· (puu) = pg- '\1 (p + ~JL'\1· u) +'V· T + F 8 , (4.18) 
where the term F s is the rate of momentum increase per unit volume due to the spray, 
given by: 
(4.19) 
and Nd is the total number of droplets. 
4.6.2 Moment transport models 
The moment transport models [128, 131] were proposed as an alternative to the tradi-
tional DDM approach. The spray development is described by transporting moments of 
a presumed drop size distribution. Under the assumption that droplets remain spherical, 
the moments Q0 to Q3 are representative measures of: droplet size, velocity, surface area 
and mass, respectively. The general moment equation takes the form: 
00 
Qi = J n (r) ridr, 
0 
(4.20) 
where i represents the index of the moment under consideration, and n(r) is defined as 
a multiple of the Probability Density Function (PDF) of droplet radius, r. 
Each moment is transported at its own local velocity. The moment transport equa-
tions have similar constructions to the treatment ambient gas. For example, the general 
moment transport equation for the moment Qi, under the drop size moments approach is 
given by: 
a 
at (QiUJ,i) + '\1 · (QiUJ,iUJ,i) + '\1· [Qi (UJ,3- UJ,i) X (UJ,3- UJ,i)] 
(4.21) 
+ui,3BQi + UJ,i (SQi- BQJ ='V· (0.7Qw'Vui,i)- Sua' 
4.7. Continuous two phase flow 65 
where u1,i is the moment average velocity, and B and S are source terms. The transport 
equations are discretised on a the Eulerian frame, and solved in a similar fashion to the 
carrier gas phase. 
4.6.3 Sub-models 
Phenomenological sub-models are incorporated into both the Lagrangian-Eulerian and 
moment transport approaches in an attempt to reproduce observed spray behaviour, and 
to account for sub-grid scale physical processes. These serve to provide the source 
terms for Eqs. (4.16) and (4.19). This task is often simplified by assuming that the indi-
vidual drops take the form of simple geometrical shapes, such as spheres or ellipsoids. 
Examples are presented in Fig. 4.2. The figure shows a number of significant processes, 
which include break-up [118, 147-153], collisions and coalescence [154-156], turbulent 
dispersion [157, 158], evaporation [159-161 ], chemical reactions [162] and wall impinge-
ment [116, 163-165]. Accurate evaluation of all these are necessary for successful auto-
motive GDI studies. 
4.7 Continuous two phase flow 
Both of the phases are treated as immiscible fluid continua, separated by a distinct in-
terface. Each of the CFD methods to propagate the interface employ a phase indicator 
function, c/J, to determine its location. The indicator function, being a Lagrangian invariant, 
obeys a transport equation of the form: 
a 
at (c/J) +V'. (uc/J) = 0. (4.22) 
For the current study, both the fuel and air are modelled as incompressible, isothermal, 
Newtonian fluids. The two phase incompressible system of equations can be obtained 
from Eqs. (4.3) and (4.4) by setting p = const. and ,\ = oo, such that the continuity 
equation now reads: 
V'. u = 0, 
and the momentum equation is written: 
a at (pu) +V'. (puu) = -V'p +V'. 7" + pg 
+ r a~~:n'8'(x- x)'dr. 
lr(t) 
(4.23) 
(4.24) 
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Figure 4.2: Spray sub-models. 
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The final term on the RHS of Eq. (4.24) is the force due to surface tension , where primed 
variables denote interfacial quantities. The force acts solely at the interface, ensured by 
the Kronecker delta function , 8() . Here, CT is the surface tension coefficient, K the interface 
curvature, and n the normal to the phase interface, r. In close proximity to the nozzle We 
» 1, and effects due to surface tension will be negligible. However, as smaller droplets 
are generated via the break-up processes, surface tension effects become dominant, and 
droplets tend towards a stable size. 
4.7.1 Volume of fluid method 
The VOF framework was introduced in Section 2.3.4 as a volume-based technique to 
capture the interface evolution in multi-fluid investigations. Central to the approximations 
is the determination of the local volume fraction, 1. stated previously by Eq. (2.1 ): 
Volume occupied by fluid 1 
1 
= Total volume 
The discretised form of the volume fraction has the properties: 
~(x, t) J : l 0 <1< 1 
Cell filled by fluid 1; 
Cell filled by fluid 2; 
Transitional region. 
(4.25) 
(4.26) 
Evidently, the volume fraction is either one or zero everywhere, unless in a transitional 
region where the value lies between the two limits, 0 < 1 < 1, from which the presence 
of the phase interface is implied. 
Local flow properties for each control volume within the domain are functions of the 
local value of I· e.g. density, p, and viscosity, p,, are defined as: 
(4.27) 
and 
p, = 1 /1-1 + (1- I) /1-2, (4.28) 
where the subscripts 1, 2, denote each fluid. Tracking of the interface between the phases 
is accomplished via the solution of a transport equation of the type given by Eq. (4.22) for 
the volume fraction of one of the phases: 
a 
at(!)+ \l. (ul) = 0. (4.29) 
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The approximation of the integral for the calculation of the surface tension force con-
tribution in Eq. (4.24) is not straightforward since the interface definition is implied and not 
known explicitly, meaning that its exact shape and location are unknowns. The solution 
offered by Brackbill et al. [166] is often applied, such that the surface tension force is 
transformed into a continuous volumetric force, via the Continuum Surface Force (CSF) 
formulation: 
f m-m'c5'(x- x)'dr ~ (JK,\1 /, 
l r( t) 
where the interface curvature, ""· is derived from the volume fraction field , viz.: 
"" = V · c~~~ ) . 
(4.30) 
(4.31) 
Special consideration is required to account for the surface tension force for low speed, 
wall bounded flows. In reality, the effect of surface tension results in a meniscus at the 
wall. Numerically, this is accommodated by specifying a contact angle that serves to vary 
the gradient of the volume fraction in the vicinity of the wall. For injection analyses, the 
flow is dominated by convection, and the interaction between the nozzle wall and surface 
tension in comparison is small and can therefore be neglected. 
4.7.2 Modelling considerations 
Multiphase calculations that model the interface between the distinct phases require ad-
ditional attention when compared to traditional single phase CFD investigations. The fol-
lowing sections aim to bring some of the intricacies to the readers ' attention, in the hope 
that they may save both time and effort in future studies. 
Computational grid 
When constructing the computational domain for a two phase spray investigation, there 
are three main areas that must be addressed: 
1. grid resolution; 
2. dimensionality of the flow problem (2-D or 3-D); and 
3. computational cell topology. 
The cell dimensions employed for CFD analyses should be chosen to allow the expected 
variation in all dependent variables (density, velocity etc.) to be resolved, i.e. subgrid 
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scale features will not be resolved, instead depicted as equivalent averaged quantities. 
In general, the larger the number of cells, or the finer the grid resolution, the better the 
solution accuracy. However, this is at the cost of increased calculation time and mem-
ory requirement. The small length scales, evident when considering thin liquid sheets, 
present a significant numerical challenge. This is especially the case when the thickness 
of the sheet is small compared to the disturbance wavelength, or undergoes noticeable 
distortion [167]. In general terms, there is a (subjective) minimum number of computa-
tional cells, e.g. 10 cells, required to resolve the liquid sheet across its thickness. In the 
case of thin liquid sheets, the cell sizes can tend to such small values that satisfying the 
Courant number stability criterion can lead to prohibitively small time steps, effectively 
stalling the calculation. Furthermore, if the sheet thickness is considerably less than the 
physical nozzle geometry, e.g. the nozzle diameter, after having included the external vol-
ume downstream the total number of computational cells required can prove prohibitive 
for the available computational resources. 
A common CFD practice to simplify the calculations is to employ axisymmetric- or 
sector-grids taking advantage of periodicity where the flow exhibits rotational symmetry. 
However, spray break-up mechanisms are three-dimensional, and this has the potential 
to limit the form of instabilities acting on the injected liquid. This effect has been shown 
to artificially extend the length of the intact liquid core prior to break-up for diesel spray 
investigations, where the domain was divided along the injection axis [90] . In the case of 
pressure-swirl spray investigations, its affect should be less pronounced as the sheet is 
free to develop, and instabilities acting on it are not constrained. 
Lastly, calculations that involve some form of interface definition are best suited to 
structured hexahedral grids as opposed to unstructured tetrahedrals grids. This is due 
to the increased numerical diffusion arising from the use of tetrahedral grids, as will be 
shown later in Chapter 6. 
The numerical performance of multiphase simulations can be improved by adaptive 
grid technologies [67] . The spatial region that typically requires the highest level of grid 
resolution is in the vicinity of the phase interface. Adaptive gridding enables the investi-
gator to employ relatively coarse grid cells throughout the calculation domain, which are 
refined/coarsened according to the flow conditions at runtime, via the application of an 
error estimate or prescribed function [168] . This has the effect of reducing the computa-
tional burden in terms of the model overall size, at the penalty of increased calculations, 
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and hence time, to manipulate the mesh. Therefore, for many cases it is possible to ob-
tain similar performance using static grids with embedded refinement, indicating that the 
optimum choice should be taken on account of the potential benefits on a case-by-case 
basis. 
Equation discretisation 
Numerical instability due to the presence of high gradients in the dependant variables can 
arise in the solution of problems involving distinct phases. In some cases it is possible 
to employ more dissipative differencing schemes, such as first order upwind, to dampen 
perturbations in the solution. However, in the case of liquid break-up and atomisation, we 
require the efficient capturing of these small scale disturbances in the belief that these 
are responsible for the later break-up of the bulk liquid into ligaments, and subsequently 
into droplets. lt is therefore important to capture the perturbations on the liquid sheet at 
the nozzle exit and to not allow them to be dissipated artificially via numerical error. 
The boundedness of the volume fraction is extremely important for flows with appre-
ciable density ratios, as found in fuel injection analyses. For example, consider Eq. (4.27) 
for the evaluation of the density in the VOF framework. If the density of air and fuel are 
approximated by 1 and 750 kgjm3 respectively, a 5 o/c violation in the fuel volume fraction 
bounds would lead to a local density of: 
P = /Pl + (1 - ! ) P2 
= 1.05 X 1 + (1 - 1.05) X 750 
= - 36.45 kgjm3 . 
Clearly a negative local density is non-physical , and , if permitted would likely lead to 
numerical instability, and misleading results. A useful tool that can be used to highlight the 
boundedness characteristics of advection schemes is the Normalised Variable Diagram 
(NVD} , shown in Fig. 4.3. The main mathematical foundation to the NVD can be found in 
Appendix A. The Convection Boundedness Criterion (csc) can be shown on the NVD by 
the shaded region in Fig. 4.3 (a), i. e. the scheme obeys the boundedness criterion if: 
- - -
• across the range 0 :::; <Pc :::; 1 the scheme is bounded below by the function <P 1 = <Pc 
and above by <Pc= 1, passing through the points (0, 0} and (1, 1}; and 
- - -
• it is equal to <Pc for <Pc < 0 and <Pc > 1. 
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In addition, second order schemes pass through the point (0.5, 0.75). Fig . 4.3 (b) shows 
some common differencing schemes on the NVD. lt is clear that the second order Central 
Differencing (CD) scheme is unbounded. Conversely, upwind differencing is bounded, 
but, being of only first order accuracy, is too diffusive for two phase flow calculations. 
4.8 OpenFOAM two phase flow modelling 
As described in Section 1.5, OpenFOAM provides the tools to construct dedicated solvers 
and utilities. The two phase calculations presented later in Chapters 6 and 7 take ad-
vantage of the lnterFOAM solver, supplied with the standard OpenFOAM distribution. The 
code solves for the transport of two incompressible, immiscible phases, and their phase 
interface. Thermal effects and mass transfer are not modelled. Aspects of the solver, and 
modifications that aided in the current investigations are described below. 
4.8.1 Volume fraction transport 
Adopting the volume fraction as a choice for the indicator function is prone to problems 
associated with the propagation of a discontinuous profile [51], requiring a degree of 
compression to maintain a sharp interface definition. The VOF formulation implemented in 
lnterFOAM, does not represent the interface as a step change between multiple fluids as 
first proposed [63, 64]. Instead it is represented by a smooth transitional region , typically 
4.8. Open FOAM two phase flow modelling 72 
spanning 2 to 3 cells. 
To meet this challenge, an additional artificial compression term is included in the 
transport equation for the volume fraction of Eq. (4.29), given by the final term on the RHS 
of Eq. (4.32) : 
a 
at {J) = \J . (ur) + \J . [Uc')' (1 - ')')] , (4.32) 
where uc is a velocity field suitable to compress the interface. The term operates in the 
interfacial region , by virtue of the 1 (1 -1) multiplication factor. The compressive velocity 
took the form: 
Uc = n•min [Ci ul , max (lul)] , (4.33) 
where the constant C represents an interface compression coefficient (assigned unity 
throughout the present investigations) and n · is the interface unit normal vector. Subse-
quent bounded discretisations of the convective terms ensure that the interface remains 
clearly defined, avoiding the requirement to reconstruct the interface from the volume 
fraction field at every iteration. 
4.8.2 Time step restrictions 
A disadvantage of the VOF method is the restrictive Courant number constraint. The 
Courant number, Co, is given by: 
C _ lul · ~t 0- ~X . (4.34) 
The necessity of this restriction arises in the interfacial implementation in OpenFOAM . lt is 
attributed to the compressive character of the interface treatment, and cannot be over-
come easily [82] . An upper Courant number limit of 0.2 for 3-0 simulations is suggested. 
However, the restriction has the positive effect on the calculations via a better conditioned 
coefficient matrix (see Eq. (4.1 )) that physically represents less smearing of the interface 
and improved temporal accuracy. 
4.8.3 Turbulence effects 
The Reynolds number is often employed as a metric to indicate the likely type of flow 
regime. However, for the current study its computation is not straightforward . The swirling 
flow exiting the nozzle of the pressure-swirl injector during the stable phase is composed 
of distinct fuel and air regions. The problem therefore arises as to what to assume as 
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an appropriate length scale, and how to treat the presence of both fluids. A two phase 
Reynolds number can be determined using: 
Refl = ,;p;;jifi luaiDo. 
J.lfl 
(4.35) 
Using the nozzle exit diameter, Do, as the representative length scale, the Reynolds 
number on exit from the nozzle is of order 4200. For a single phase, non-swirling pipe 
flow the transition from laminar to turbulent flow occurs at a Reynolds number of 2300. 
If these values can be compared, it would suggest that the flow as it exits the nozzle is 
likely to be turbulent. 
lt is believed that the Reynolds-averaged approach is not valid, attributed to its as-
sociated dampening effect, limiting the onset of break-up. This implies that turbulent 
fluctuations should either be resolved directly, or approximated via LES treatments. How-
ever, if LES calculations are considered, the complete 3-D geometries should be applied 
so as not to presume the large scale eddy behaviour ; 
The lnterFOAM solver does not include a turbulence model. This assumes that turbu-
lence effects are resolved directly using the computational grid , as in DNS. However, the 
grid resolution employed in the later study is not sufficiently fine to capture all flow scales 
at the grid level. Therefore, the current investigations can be thought of as a coarse, 
or quasi-DNS. An alternative view is that the calculations represent a form of Implicit 
Large Eddy Simulation (ILES). In this case, the model resolves the scales at, or above 
the grid scale as in standard LES, where the finite volume discretisation is equivalent to 
a top-hat filter. But now, instead of using a dedicated Sub-Grid Scale (SGS) turbulence 
model, the SGS effects are accommodated by the leading truncation error of the numerical 
schemes [169, 170]. The viability of ILES has been demonstrated for a variety of complex 
flows [171] . To gather a more comprehensive understanding of turbulence treatments 
employed for near-nozzle fuel injector studies, the topic should be seriously considered 
for future investigations. 
4.8.4 Spatial discretisation 
Section 4.7.2 identified the importance of the solution of the volume fraction transport 
equation. OpenFOAM offers the user a selection of suitable bounded convection schemes 
to transport the phase interface. To determine the most appropriate scheme for liquid 
break-up studies, a simple test was completed to assess the behaviour of a number of the 
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available schemes, and can be found in Appendix C. From the results, the Gamma [168, 
172] and limited linear schemes were deemed the most favourable. Both schemes exhibit 
similar behaviour, blending eo (second order) with Upwind Differencing (uo) (first order) 
differencing. A smooth transition between each differencing method is applied to avoid 
potential numerical instability, and lack of convergence due to the switching [172] . 
The implementations of the Gamma and limited linear schemes requires the speci-
fication of an additional blending coefficient, w, in the range 0 to 1. Its influence is to 
manage the balance between best convergence (by introducing additional numerical dis-
sipation) and best accuracy (to the detriment of stability). For most practical applications 
the lower bound for the coefficient is w = 0.2. The behaviour of each of the schemes is 
more clearly seen in Fig . 4.4, showing both the NVD and limiter representations. 
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Figure 4.4: Gamma and limited linear schemes on the NVD 
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Each scheme utilises a compact computational stencil: only knowledge of each cell 's 
immediate neighbours is required , making the schemes particularly attractive for use with 
unstructured meshes. 
4.8.5 Temporal discretisation 
The effectiveness of segregated two phase flow calculations is also influenced by the 
choice of temporal discretisation, as discussed in [86] . The schemes employed in the 
later calculations include: 
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• Euler-lmplicit: bounded 
(4.36) 
• Crank-Nicholson: unbounded 
(4.37) 
where the superscript n represents the time level. The first order in time, Euler-lmplicit 
scheme is the most stable, but also the most dampening time scheme. Conversely, the 
second order Crank-Nicholson scheme is more numerically accurate, but can be less 
stable as it does not guarantee boundedness of the solution , and is more computationally 
expensive. This comes from the need to store values of all dependant variables at the 
previous time step. However, in the limit as the time step tends towards zero, the results 
of both schemes should be very similar. 
4.8.6 Modifications 
To improve the calculation performance for the liquid break-up investigations, a strategy to 
determine the timestep based on the local Courant number was introduced. The original 
implementation in lnterFOAM determined the Courant number based on the computa-
tional domain as a whole. However, it is the interface that imposes the strict Courant 
number and not the bulk flow region. Therefore, when considering cases with local grid 
refinement or non-uniform grids, the smallest cells, even if completely occupied by the 
bulk flow would act as a potential time step bottleneck. A local Courant number was im-
plemented in an attempt to alleviate this concern. The single upper Courant number limit 
was replaced by two user-defined maxima that represent the : 
• Courant of the bulk region, Cobulk; and 
• Courant of the interfacial region , Cointer · 
To ensure that the second of the Courant numbers was applied to the interface alone, 
the interface indicator field , rind· was determined via interrogation of the volume fraction 
field : 
where 
rind = neg (i'Y- 0.51 - 0.5C) , 
{ 
1 if X< 0; 
neg(x) = 
0 if X 2: 0. 
(4.38) 
(4.39) 
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The constant, C in Eq. (4.38) represents the interface 'thickness ', i.e. the range in the 
volume fraction that represents the transition between the phases, and hence contains 
the interface. For the present study, a value of C = 0.99 was assumed. The form of 
Eq. (4.38) therefore suggests that the interface is located in the range 0.5- 0.5C ::; 'Y ::; 
0.5 + 0.5C. Note that values of the volume fraction below 'Y < 0 and above 'Y > 1 should 
not be allowed as they violate the boundedness criterion . The local Courant numbers 
were then calculated as: 
Gobulk =Go · (1 - rind) , 
Gointer =Go· rind · 
(4.40) 
( 4.41) 
These local Courant numbers are then divided by their respective user-specified maxi-
mum Courant numbers for each region , to determine the time step scaling factors, SF: 
S D Gouser,bulk £bulk= G , 
Obulk 
(4.42) 
SF. _ Go user,inter mter - G 
Ointer 
(4.43) 
Finally, the minimum of the two computed scalar multipliers is applied to the current time 
step, to determine its target value for the next iteration, i.e.: 
(4.44) 
4.9 Summary 
This chapter has introduced the mathematical background to CFD methods applicable to 
fuel spray investigations. The discussion has shown that the full form of the equations 
can be simplified depending on the flow type under investigation. Here, it was shown that 
the pressure-swirl fuel spray assessed in the present study operates in the low-subsonic 
range. Therefore, both of the phases can be modelled as incompressible. 
Dispersed flow calculations were outlined, comprising of the DDM and moment trans-
port models. The focus then turned attention to continuous flow, and , more specifically, 
to the VOF method. The importance of boundedness of the volume fraction in two phase 
flow calculations was identified. Here, the NVD was identified as a tool able to identify the 
boundedness criterion of various numerical schemes. 
Details of the lnterFOAM two phase solver applied later in Chapters 6 and 7 have 
been presented , and the most viable schemes for the transport of the volume fraction 
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given. Modifications to the standard solver to improve numerical performance were de-
scribed. This involved an alternative form of time step calculation that removes the po-
tential bottlenecks imposed by satisfying the Courant number constraint on non-uniform 
grids. 
Prior to employing the two phase solver to break-up investigations, the next chap-
ter details experimental evidence relating to the near- and far-field spray issued from a 
production GDI pressure-swirl injector. 
Chapter 5 
Experimental investigations 
5.1 Introduction 
The main focus of the current research lies with the numerical modelling of a spray pro-
duced by an automotive pressure-swirl GDI injector. A brief qualitative assessment of the 
spray developed by a pressure-swirl atomiser was given in Section 1.2.2. In order to as-
certain the effectiveness of, and gain confidence in predictive methods, it is imperative to 
validate the numerical results against physical evidence. 
Experimental methods provide the only practical means to generate accurate spray 
information, and as such remain a fundamental requirement in order to provide correla-
tion and validation data for numerical approximations. Non-intrusive optical techniques 
allow qualitative observations to be recorded in significant detail. Laser techniques, such 
as LDA and PDA, enable quantitative data collection such as continuous and discrete fluid 
velocities and droplet sizes, respectively. The near-nozzle region poses significant chal-
lenges to experimental methods in order to estimate reliable spray data as: 
• the near-nozzle region is optically dense, i.e. transmitted and scattered light is 
severely attenuated; 
• fuel first emerges in a near continuous state, often encompassed by a fine droplet 
mist as a result of prompt atomisation, limiting the diagnostic approaches that can 
be used with confidence to record quantitative data; 
• the region of interest is often only a few millimetres in each dimension, requiring 
specialist hardware to capture well resolved images; and 
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• sealed pressure vessels are required for variable back pressure investigations that 
only permit a small number of injections before they must be purged and cleaned 
due to unsatisfactory levels of soiling of the optical access windows. Furthermore, 
these volumes require careful operation so as to achieve the predetermined ambi-
ent conditions (pressure and temperature). 
The requirements of the ideal dataset from a numerical perspective exhibit subtle 
differences depending on the focus of the study, i.e. the spray near- or far-field . Primarily, 
near-field data relates to the continuous fuel as it first emerges from the injector, whereas 
discrete drop measurements are of greater interest for the spray far-field. The distinction 
between the two spatial zones is subjective. For the pressure-swirl injector considered 
here, the boundary is taken to be the reg ion of significant droplet generation closest to 
the final orifice, of order 5 mm along the geometric centre line of the nozzle. The axial and 
radial penetrations (see Fig . 3.7) as a function of time represent a minimum requirement 
for both cases. Physical measurements pertinent to the spray near-field are presented in 
Table 5.1. 
Table 5. 1: Near- and far-field data requirements. 
Near-field Far-field 
Sheet velocity Drop velocity 
Sheet thickness Drop size 
Sheet break-up length Drop count 
Air core velocity Drop and air temperature 
Air core pressure Radial and axial penetration 
Temperature Fuel vapour fraction 
Cone angle Cone angle 
During time dependent, 3-D CFD analyses, the fuel and air transport, chemical reac-
tions and all physical processes can be approximated throughout the calculation domain. 
Therefore, for a complete assessment of the model, it would be desirable to apply all of 
the above measurements at all points within the flow. However, this is impracticable for 
realistic investigations primarily due to the excessive time requirements. Accordingly, the 
most appropriate strategy comprises resolving the regions of greatest interest for specific 
applications. 
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Substantial data exists in the form of high resolution images and PDA data for a pro-
duction Mitsubishi pressure-swirl injector. The data is exhaustive, from multiple sources, 
and in the main part exists in its raw format, i.e. raw images, and PDA measurements as 
ASCII text files, currently unsuitable for direct comparison against- and the validation of 
numerical results. Therefore, to generate appropriate data sets, the: 
• images have been reframed and scales added to allow subsequent quantitative 
analysis; and 
• PDA data has been manipulated to derive velocity vector and drop size maps as a 
function of injection time. 
After introducing the Mitsubishi injector and the instrumentation employed to obtain 
the measurements, the following sections detail a comprehensive data set corresponding 
to the full load case. This comprises of: 
• averaged data per injection. Injected fuel mass and mass flow rate per injection as 
a function of injection duration and injection pressure; 
• imaging. Time histories of the spray morphology as it develops; and 
• Phase Doppler Anemometry measurements. Droplet velocity and size time histo-
ries at discrete locations within the spray. 
Measurements relating to the spray near-field will be used later in Chapter 7 to assess 
the quality of injector internal flow calculations. Far-field data is included for complete-
ness, and to provide often hard to obtain data to the wider spray community. As in the 
general case, the measurement techniques employed here possess relative strengths 
and weaknesses that require careful attention prior to their application, and subsequent 
interpretation of results. 
5.2 Mitsubishi pressure-swirl injector 
The Mitsubishi pressure-swirl injector was the first mass produced GDI injector, introduced 
to the Japanese market in 1996 via an engine option for the Gallant and Leg nu m vehicle 
ranges, and later the Carisma range in Europe. A sketch of the principal injector com-
ponents is shown in Fig. 5.1 ; detailed geometry is provided in Appendix 8.1 . Operating 
conditions for the injector as installed in the vehicle are summarised in Table 5.2, together 
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Figure 5.1: Mitsubishi pressure-swirl injector. 
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with key geometric information. Here, the inlet port dimensions are stated orthogonal to 
the flow direction. Fuel enters the swirl chamber from six regularly spaced tangential inlet 
ports into a 1.9 mm diameter needle valve, prior to being ejected from a 0.9 mm diameter 
final orifice. A needle opening lift of 67 p,m is achieved via the activation of a solenoid. A 
fuel line pressure of 50 bar supplies the injector, whose open duration lies in the range 
0.4 to 4.5 ms to accommodate the engine load demand. 
The resultant spray has four principal phases, each clearly identifiable if the injection 
duration permits: 
1. initial pre-swirl spray; 
2. transient development and break-up of the leading edge pre-swirl component of the 
hollow cone; 
3. fully developed, stable region ; and finally 
4. transient collapse of the hollow cone spray at the end of injection , as the injector 
needle closes. 
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Table 5.2: Mitsubishi injector properties. 
Parameter Unit Value 
Supply pressure at pump bar 50 
Injection duration ms 0.40 to 4.50 
Inlet port width mm cos(30°) x 0.61 
Inlet port height mm 0.29 
Needle valve diameter mm 1.90 
Nozzle exit diameter mm 0.90 
Nozzle length/diameter - 1.28 
Needle lift f..Lm 67 
The duration of the initial spray cone formation and later collapse remain constant, pre-
dominantly a function of the mechanical performance of the needle opening and clos-
ing dynamics, which are independent of engine operating load. For injection durations 
greater than the sum of these two phases, the spray operates under its stable condition 
for the remainder of the injection event. 
5.3 The spray rig 
The spray rig employed to facilitate the various measurements was commissioned by 
Goodwin [5] , shown in Fig. 5.2. A detailed description of the rig is available in [5]; for 
completeness its main features and operation are summarised here. The experimental 
set-up consists of four aspects : 
1. fuel delivery system; 
2. injector positioning assembly; 
3. electrical injector control ; and 
4. spray measurement equipment. 
A schematic of the fuel delivery system is given in Fig. 5.3. Fuel stored in the reservoir 
is fed to a low pressure pump. The low pressure pump supplies fuel at pressures up 
to 6 bar, controlled by the downstream low pressure, Pressure Relief Valve (PRV) , here 
5.3. The spray rig 83 
Figure 5.2: Experimental spray rig. 
Tank LP Pump PRV HP GDI Pump PRV 
-- Low pressure 
-- High pressure 
--Spill return 
Figure 5.3: Fuel delivery system. 
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set to a nominal value of order 3.5 bar. The high pressure circuit is driven by a Bosch 
GDI pump that facilitates operating pressures up to 120 bar, again regulated by a down-
stream PRV to supply fuel to the injector. Independent operation of each pump is possible, 
thus enabling the investigation of traditional PFI systems, and bespoke studies taking GDI 
injectors outside of their 'normal' pressure envelope. 
The experimental technique adopted employs a stationary measurement volume, and 
the relative position to the injector is varied . Nominally, the radial increment between 
readings is 10 I P ercent of the axial distance from the nozzle. Precise control of the 
injector position is achieved via the injector mounting system, comprising of a platform 
mounted to a multi-axis traverse mechanism. The platform permits rotational movement, 
and the traverse enables movement in 3-D Cartesian space. The injector height (Z co-
ordinate) is set manually at the start of the measurements; movement in the X-Y plane is 
computer controlled. 
A simplified schematic of the electrical control circuit is shown in Fig. 5.4. 
Waveform 
Generator 
Strobe 
- - - ---- -- 1 
Delay : To recording 1 
Generator f------i~: equipment : 
---- , --- - 1 
Driver 
1- -------, 
Injector Camera 
Figure 5.4: Electrical control circuit. 
The injector essentially acts as a two position mechanical switch : in its rest state the 
needle remains closed , and when active the needle is raised by the solenoid to release 
the fuel. The forcing signal is defined by a square wave pulse produced by the waveform 
generator set to describe the desired duration and frequency. Its magnitude was later 
manipulated to provide the negative 10 V signal required by the driver unit to fire the 
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injector. The time base reference, i.e. the Electronic Start Of Injection (ESOI) , equated to 
the opening pulse to the injector solenoid. 
The signal from the waveform generator was also received by the measurement 
equipment after conditioning via the delay generator. The delay was managed so as 
to trigger the recording equipment at various times after the ESOI , e.g. Fig . 5.4 shows the 
basic set-up employed for the imaging studies, described by the dashed circuit, indicating 
the inclusion of the camera and strobe panel. 
lt is important to note the system characteristic response time of 0.42 ms, recorded as 
the time delay between the time at which the initial electronic pulse was sent, the ESOI , 
and when fuel was first observed exiting the nozzle, denoted by the SOl , i.e. the time taken 
to transmit the signal , lift the injector needle, and to allow fuel transport. In the analyses 
that follow, the time base refers to the ESOI. Two injection durations were considered: 
1. 0.85 ms for the near-field study; and 
2. 4.23 ms for the far-field study. 
The first corresponded to a low load case, for which the installed vehicle application 
relates to a Brake Mean Effective Pressure (BMEP) of 2 bar at 2000 rpm, equivalent to a 
cruise speed of 50 to 65 kph. The second approximated a full load condition employed for 
hard acceleration and maximum power delivery. 
5.4 Averaged data per injection 
Instantaneous mass flow rate measurements for the fuel leaving the nozzle are not 
straightforward , and typically require specialist apparatus. However, it is possible to obtain 
averaged quantities: The average mass and mass flow rate per injection are presented 
in Figs. 5.5 and 5.6 respectively, where the raw data values have been taken from Good-
win [5] . Each data point was inferred from a knowledge of the mass of fuel injected over 
a given number of injection cycles, and the injection duration. Due to the volatile nature 
of gasoline, it was collected in a sealed container to minimise losses from fuel mist and 
evaporation. The experimental values of total mass per injection shown in Fig . 5.5 fol-
low linearly increasing profiles for each of the supply pressures considered . A new least 
squares analysis identified that the mass of fuel injected is proportional to the square-root 
of the supply pressure: 
(5.1) 
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shown by the dashed trendlines. Treating the supply pressure in bar, the constant C1 
was found to be 1.78. Under low supply pressure, Fig . 5.6 shows that the average fuel 
mass flow rate per injection tends to a constant value. As the operating pressure is in-
creased, the profiles show a convergent trend, whereby the average mass flow rate per 
injection approaches a limiting value asymptotically. Therefore, in the absence of accu-
rate transient mass flow data, it is recommended to employ as large an injection duration 
as possible for numerical analysis, to minimise the effects attributed to the opening and 
closing of the injector needle. 
5.5 Instrumentation 
5.5.1 lmaging 
The use of high speed imaging provides clear qualitative information of the spray prop-
agation throughout the injection. For the set-up described in Section 5.3 one image is 
captured per injection. Details of the hardware employed to undertake the following im-
age analyses can be found in Refs. [5, 7], and is summarised in the following . 
The light source for the imaging studies was provided via EG&G MVS 7020 Xenon 
flash units. When coupled to a Fostec fibre optic panel this provided a uniform light 
intensity distribution against which the nozzle and spray image was captured. For the 
near-nozzle investigation an additional panel was used to illuminate the spray from the 
front. 
As indicated in Fig. 5.4, the simultaneous firing of the flash and image capture were 
controlled via the electronic trigger output from the delay generator. Single shot images 
were digitally captured using a PCO Sensicam Fast Shutter CCD camera with a shutter 
speed of 0.5 f..LS using a maximum frame rate of 8 Hz (new pulse every 125 ms) at full 
pixel resolution of 1024 x 1280 pixels. At the start of the image capturing sequence, the 
focal plane of the lens was set to the vertical plane aligned to the injection axis, passing 
through the geometric centreline of the nozzle. 
The back lit scheme employed here, resulted in the spray appearing as a shadow. The 
darker regions denote zones that inhibit the passage of light as a result of an increased 
degree of scatter and/or obstruction, thus giving a subjective impression of a high local 
spray density. Conversely, lighter regions suggest a more dilute distribution. From a 
knowledge of the time at which each image is recorded, it is possible to derive a time 
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history of the spray penetration as will be shown later in this chapter, and therefore, its 
rate of penetration. However, the interpretation and subsequent extraction of physical 
quantities from the spray images is a subjective process. Most importantly, care must be 
taken when post-processing the images to apply consistent settings, as changes in the 
brightness and contrast levels can artificially enlarge or reduce the spray envelope and 
other pertinent features, e.g. leading to a false impression of the droplet distribution due 
to interference with background noise. 
5.5.2 Phase Doppler anemometry 
Measurements with the pointwise PDA technique provide both size and velocity informa-
tion of spray droplets passing through the measurement volume. By sampling the spray 
at various spatial locations a picture is constructed of the global spray quality. The design, 
construction and application of the two component PDA transmission system employed to 
undertake the measurements has been previously described in detail in Ref. [173]. The 
PDA set-up is shown in Fig . 5.7. 
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Figure 5.7: Phase Doppler Anemometry set-up. 
The configuration comprised : 
1. the 514 nm beam pair were orientated in the vertical plane (shown in Fig. 5.7) to 
measure the axial droplet velocity component and its size ; and 
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2. the 488 run beam pair were orientated in the horizontal plane (not shown) to mea-
sure the radial droplet velocity component; with 
3. beam pair separations of 45 and 50 mm; and 
4. laser powers of 120 and 250 m W per beam, respectively. 
Coupled to a 300 mm focal length final lens this set-up resulted in coincident measure-
ment volumes diameters of 41.5 and 49 J.Lm with fringe spacings of 2.94 and 3.44 J.Lm, 
respectively, for the two wavelengths, i.e. 14 fringes in each measurement volume. 
Scattered light was converted into an electrical signal using a Dantec 57X1 0 optical 
receiver system, positioned at a scattering angle of 70 deg. This had the positive twofold 
effect of (1 ) reducing the effective measurement volume length to 0.1 mm, thus allowing 
high spatial resolution , and (2) to minimise the effect on the drop size to phase relation-
ship to refractive index changes of the fuel. Finally, a Dantec enhanced 58N50 PDA signal 
processor was employed to transform the output from the optical receiver into size and 
two component velocity information. Operated at full bandwidth, this provided: 
• an axial velocity measurement range of - 34 to 120 mfs; 
• radial velocity range -30 to 103 m/ ; and 
• drop size measurements up to 66 J.Lm. 
The arrival time of droplets in the PDA measurement volume from the ESOI is recorded 
to construct a time history of the spray progression at specific locations. After many 
injections the combined data sets are sampled at user specified time intervals (bins). 
Repeating this procedure at multiple locations with in the spray enables the generation 
of a data grid that serves to illustrate the temporal and spatial spray development for 
the complete injection. Results presented in the following sections show time-averaged 
droplet size and velocity data within fixed time bins, whereby for the near- and far-field 
the temporal averaging durations were 20 J.L and 40 J.LS, respectively. 
However, the co-existence of larger, non-spherical fluid elements and widely different 
drop size classes is considered to be a problem for consistent PDA measurements [25]. 
The PDA system imposes strict rules for valid droplets that traverse the measurement 
volume: Only single droplets are allowed that must adhere to a sphericity constraint to 
within a pre-specified tolerance, as the relationship between droplet size and signal phase 
is based on the assumption of spherical droplets. Elements of alternate topologies can 
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be detected, but their size allocation is erroneous as their volume is deduced from the 
local radius of curvature. 
The raw velocity, size and time data were converted into maps to aid their interpre-
tation. The raw data files were read into Matlab for data manipulation prior to export 
to Tecplot for plotting . The figures that follow in Sections 5.6.2 and 5.7.2 show droplet 
sizes on the left, and velocity vectors on the right. The nozzle geometric centreline is 
described by the dash-dot line at r = 0, and the dotted lines present an angle of 30 deg to 
the injection axis, originating at the nozzle exit. 
5.6 Near-field results 
5.6.1 lmaging 
A combination of front and rear illumination was employed for the capture of the sequence 
of images presented in Fig . 5.8. The divisions on the scale border represent 1 mm in-
crements. As the figures illustrate, the set-up provided highly detailed images, clearly 
capturing the highly transient, dense spray structure in the near-nozzle region. 
An unsteady fuel jet is issued from the nozzle during the first phase of the injection. 
The leading tip of the jet overturns. This feature results from a number of effects. Firstly, 
the fuel flow rate increases as the injector needle lifts, driven by the pressure difference 
across the nozzle. Accordingly, fresh fuel exiting the nozzle encounters the slower moving 
liquid that was first ejected. This may include fuel remnants from the previous injection 
cycle. Secondly, the air flow is initially at rest. The forward motion of the liquid jet as it 
penetrates the air is opposed by aerodynamic drag, slowing the liquid on the jet surface, 
which is subsequently displaced outwards by the faster moving liquid behind. 
The net effect is to increase the thickness of the jet tip, giving rise to a mushroom-like 
profile at 0.48 ms. As the jet develops, its large-scale structure remains axisymmetric, 
maintaining an intact liquid core until it passes out of the field of view at 0.60 ms. Be-
tween the times of 0.52 m and 0.60 m the jet is seen to severely distort and fragment. 
These effects lead to ruptures, forming relatively large liquid artefacts and droplets that 
are transported downstream as indicated at 0.56 m . A large perturbation is highlighted 
0.60 ms on the jet upper surface, evidence of which can still be seen at 0.62 m . 
Prompt atomisation is clearly evident between 0.5 ms and 0.8 ms , indicated by the 
presence of a fine droplet mist that encompasses the main spray. These droplets are 
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(a) 0.44 m . (b) 0.46 ms. 
(c) 0.48 ms. (d) 0.50 ms. 
Figure 5.8: Near-field images. 
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(g) 0.56 ms. (h) 0.58 ms. 
(i) 0.60 ms. (j) 0.62 ms. 
(k) 0.64 ms. (I) 0.66 ms. 
Figure 5.8: Near-field images. (cont.) 
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(n) 0.70 ms. 
(o) 0.80 ms. (p) 1.30 ms. 
(r) 1.70 ms. 
Figure 5.8: Near-field images. (cont.) 
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significantly smaller than the nozzle diameter, acting as tracer particles for the air flow. 
The catalyst for prompt atomisation is the high relative velocity between the fast mov-
ing fuel , and the initially stationary ambient air. Shear gradients develop across the jet 
surface, causing droplets to be stripped away from the bulk fluid. These small droplets 
appear to propagate downstream and reduce in number as the injection proceeds. This 
is a consequence of the reduction in the velocity differential between the spray and air as 
air is entrained and accelerated towards the fuel velocity, effectively reducing the Weber 
number. 
From 0.6 ms the cone angle opens, coupled with a period of significant droplet gener-
ation. The spray width downstream of the maximum deflection point of the cone appears 
to remain approximately constant. After this time the droplets produced are smaller than 
produced previously. Whereas large individual fluid elements were clearly visible, from 
0.62 ms onwards the identification of the smaller individual droplets is not possible at this 
level of spatial resolution. 
The images show that the spray to a distance of approximately 5 mm downstream 
of the exit orifice is relatively stable after 0. 70 ms, showing good symmetry about the 
axis of injection and little variation. During the stable phase, the outer envelope of the 
spray as it emerges from the nozzle appears to curve away from the nozzle centreline, 
prior to assuming a relatively constant cone angle, as shown at 0. 0 m . To a distance 
of approximately 1 mm the spray surface appears smooth, after which point the spray 
takes a more uneven appearance, possibly giving an indicator of the intact sheet length, 
suggesting the presence of both continuous liquid and dispersed fuel droplets. 
For completeness, the end of injection is shown between 1.60 m and 1. 70 m . As the 
flow rate is reduced, the fuel forms an unsteady, swirling liquid sheet, extending 1 mm 
to 2 mm downstream of the nozzle. The sheet subsequently breaks up into relatively 
dispersed, large drops. 
From an evaluation of the spray morphology shown in the previous sequence of im-
ages, it is possible to extract the spray penetration and cone angle as a function of time. 
Fig. 5.9 gives the spray axial and radial penetrations. The upper time bound for the data 
series relates to the time at which the spray envelope extends beyond the limits of the im-
ages. Both the axial and radial penetrations increase linearly with time, where the rate of 
axial penetration is approximately four times that of the radial penetration. During 0.1 ms 
the spray has travelled approximately 8 mm axially from the nozzle, and 2 mm radially 
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Figure 5.9: Spray penetration. 
from the injection centreline, i.e. at an approximate average velocity of 80 m/s. 
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The spray half cone angle is plotted in Fig. 5.1 0. Here, the half cone angle is defined 
by the angle made between the axis of injection, and the line intersecting the outermost 
part of the spray at a plane 1 mm downstream of the nozzle originating at the nozzle outer 
edge, as illustrated by the small insert. During the early stages of the injection where the 
spray first emerges as an unsteady jet, the cone angle is strictly not a valid property. The 
peak measured between 0.5 ms and 0.6 ms relates to the jet phase, and arises due to 
the definition of cone angle. Here, the thick, over-turned jet tip reaches the cone angle 
downstream measurement plane. As it passes through , the recorded cone angle falls 
sharply, as the thinner 'trunk' of the jet traverses the measurement plane. The spray cone 
starts to open up at approximately 0.6 ms, at which time the cone angle increases rapidly 
to its maximum value, approaching 33 deg, within 0.1 ms. After this transient phase, the 
cone angle relaxes to a value of approximately 28 deg ± 3 deg. 
5.6.2 Phase Doppler anemometry 
Near-field PDA data are shown in Fig. 5.11 during the time period 0.56 ms to 0.80 ms. 
Measurements were taken at z-planes from 0.5 mm to 5.0 mm, in 0.5 mm increments. 
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The resolution of the data points in the radial direction is 0.2 mm for the core/inner cone, 
and 0.1 mm across the cone. For each position, samples were collected until either 
20000 droplets were recorded, or 1000 injections had been reached . A reference droplet 
diameter and velocity vector are shown in the corners of the figures, relating to a 20 J..lm 
droplet, and 80 m/s velocity vector, respectively. 
In some instances it is not possible to obtain sufficient samples due to excessive 
obscuration of the measurement volume, or insufficient scattered light received by the 
optical receiver. This leads to data voids, i.e. regions from which no data are available. 
Typically, this region is confined to the near-nozzle, close to the injection axis, bounded 
by the hollow cone. 
The PDA maps clearly identify the onset of the hollow cone phase of the injection. With 
increasing time, the transport of the larger droplets change direction, from parallel to the 
injection axis, towards the 30 deg dotted line. Here, the larger droplets have the highest 
velocities, and therefore the greatest momentum, determining the downstream structure 
of the spray. 
During the stable phase, shown at 0.80 ms, the rapid change in velocity on the inner 
surface of the cone signifies high shear. Over a very narrow distance, of approximately 
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1 mm, the axial velocity component changes sign from +80 m/s to - 20 m js. The negative 
velocities within the cone indicate the presence of a re-circulation region, directing the 
flow back towards the nozzle. Droplets found here are small, and act as tracer particles, 
giving an indication of the structure of the carrier gas flow field. The velocity vectors on 
the outer cone are relatively uniform - as are droplet sizes, taking approximate values of 
40 m/s and 10 J.Lm, respectively. 
5.6.3 Numerical challenge 
The previous imaging and PDA analysis has shown that flow processes in near-nozzle 
region are extremely complex. Firstly, the numerical model must be able to clearly identify 
the regions occupied by fuel and air. Secondly, the interactions between the phases and 
the changing flow types need to be physically represented , i.e. capturing the effects of: 
• highly transient interactions between phases with a high density ratio; 
• the increasing flow rate as the needle lifts ; 
• the flow transition from axial jet to swirling sheet; 
• instabilities that grow on the surface of the continuous liquid jet and later sheet; and 
• break-up and agglomeration of the liquid jet and sheet; 
The length and time scales of the flow processes pose significant challenges as de-
scribed in Section 4.7.2. Prompt atomisation in the near-field led to droplet sizes less 
than 10 Jtm. The question then arises as to the minimum number of computational cells 
required to adequately resolve these droplets. An optimistic viewpoint could assume four 
cells, leading to cell dimensions of 2.5 Jtm. The region of interest, however, extends per-
haps 5 mm from the orifice. If this was modelled as a cylinder, also of diameter 5 mm, 
the total number of cells in the downstream region alone would be approximately 8 x 109 , 
i.e. considerably more than can be tackled with resources available today. Evidently, it is 
not practicable to resolve the break-up processes across all length scales to determine a 
complete size spectra. A more realistic approximation is to limit the analyses to resolve 
the main flow processes, including the transition from axial jet to swirling sheet. Further-
more, the axial symmetry evident in the spray images suggests that the full 3-D spray 
development could be approximated by a reduced model. An axisymmetric 2-D model is 
unlikely to be appropriate as it would not allow the circumferential aspects of the spray to 
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be adequately modelled. However, a 3-0 sector grid with periodic boundaries should be 
able to resolve the spray, so long as the included angle of the sector is sufficiently wide 
to accommodate the larger flow features, e.g. greater than, say, 45 deg. 
Further challenges are presented by the vast range of time scales. Using the example 
cell dimension of 2.5 J.Lm, if a typical velocity in the near-nozzle region is, say, 5 m/s, the 
resultant timestep would be of order 3 x w- based on satisfying a Courant number of 
unity. The time duration to achieve the stable phase of the injection is of order 1 x 10-3 s. 
Accordingly, there is a difference of five orders of magnitude between these scales, equat-
ing to a significant number of computational iterations, and hence total physical time to 
calculate the flow problem. 
Ideally, to approximate the needle lift dynamics, a moving computational grid would 
be employed. However, this would lead to an even greater demand of the already hard-
pressed resources. Furthermore, small grid cells would be generated, particularly under 
low needle lift that, for explicit methods, would likely cause a bottleneck in the time step 
calculation . 
5.7 Far-field results 
5.7.1 lmaging 
The following sequence of images, Fig. 5.12, illustrates the transient far-field develop-
ment of the spray produced by the Mitsubishi injector. The divisions on the scale border 
represent 10 mm increments. One image was recorded per injection. 
The spray progession is smooth, evidenced by little variation in the shot-to-shot im-
ages, indicating the formation of a coherent and repeatable spray structure, particularly 
in the near-nozzle region. Th is is a desirable characteristic when attempting to determine 
appropriate injection strategies for in-cylinder applications, as the consistency facilitates 
the design of more robust and effective control systems that, for example, can help to 
optimise mixture quality and minimise cylinder wall wetting. 
The first two images at 0.50 ms and 0.60 m show the initial stages of the injection, 
relating to the pre-swirl component and unsteady jet described previously. From 0. 70 m , 
the images illustrate the opening up of the spray cone angle. Between 0. 75 ms and 
0.95 ms, the leading edge of the cone detaches from the pre-swirl component, which 
breaks up into large droplets. 
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(a) 0.50 ms. 
(c) 0.70 ms. 
(e) 0.95 ms. 
Figure 5.12: Far-field images. 
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(b) 0.60 ms. 
(d) 0.75 ms. 
(f) 1.05 ms. 
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(g) 1.25 ms. 
(i) 1.65 ms. 
(k) 2.25 ms. (I) 2.50 m . 
Figure 5.12: Far-field images. (cont.) 
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(m) 3.00 ms. (n) 3.50 ms. 
(o) 4.00 ms. (p) 4.50 ms. 
(q) 5.00 ms . (r) 5.50 ms. 
Figure 5.12: Far-field images. (cont.} 
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As the injection proceeds, ambient air is entrained into the spray, such that at 1.05 ms, 
the first indications of the characteristic recirculation region can be seen at the base of 
the cone. From this time, the spray grows in size, maintaining its general silhouette, 
signifying the onset of the stable phase of the injection. The recirculation zone propa-
gates downstream with the spray, growing in strength, trapping small droplets. Below the 
recirculation, larger droplets are shed from the main spray. 
The outer envelope of the cone appears darker as it is more optically dense, as shown 
at 3.50 ms. This feature is due to the greater obscuration of the light passing through the 
spray periphery. In addition, beyond 30 mm downstream of the nozzle, the images lose 
clarity as the widening spray lies outside of the depth of focus of the lens (approximately 
±5 mm). Here, the images suggest that the cone extends approximately 25 mm to 35 mm 
from the nozzle. By 5.0 ms, the injection has finished and the spray is enveloped by the 
flow recirculation. 
The spray penetration history is presented in Fig. 5.13. Once again, the upper time 
bound of the penetration curves relate to the time at which the extents of the spray enve-
lope exceeded the spatial extents of the captured image. 
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The rates of the spray tip, cone and radial penetrations (see Fig . 3.7 for a definition) are 
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approximately constant, shown by the near-linear trends in the initial period to 1.6 ms. 
However, a turning point in the characteristic for the tip penetration from 1.4 ms suggests 
that the spray approaches a maximum stable length. This can be attributed to factors 
such as secondary break-up leading to the formation of smaller drops that are trapped in 
re-circulation structures, mass transfer to gaseous fuel due to evaporation, and the ob-
servation that the spray becomes very dilute due to the large volume of space compared 
to the small quantity of fuel, giving the impression that droplets at the spray periphery 
'disappear'. 
The choice of downstream measurement plane has a significant bearing on the mea-
sured cone angle, as a consequence of its curvature, tending back towards the injection 
axis with increasing distance from the nozzle. For the present study three choices were 
assessed, as shown in Fig. 5.14 corresponding to axial distances from the nozzle of 2, 10 
and 20 mm (see Fig . 5.10 for a schematic representation of the measurement planes). 
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The different starting points for each curve reflect the arrival time of the spray at each 
downstream plane. Similarly, the curves are truncated to the time at which the spray 
exceeds the dimensions of the recorded image. 
Inspection of the cone angle trace derived from the nozzle and a plane 2 mm down-
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stream, shows that after an initial rapid opening of the cone to its maximum value of 
approximately 36 deg, the cone angle relaxes to a relatively stable value around 33 deg. 
The effect of the spray cone curvature is apparent in the plots, showing that the cone 
angle reduces as the downstream measurement point moves further from the nozzle. 
An average value of 30 deg in the stable phase of operation appears to be a reasonable 
approximation . Although these measurements are limited to standard atmospheric oper-
ating conditions, empirical data suggests that the spray cone angle down to 5 mm below 
the nozzle is unaffected by ambient back pressure up to 3 bar for the stable phase of the 
injection period [7] . 
5.7.2 Phase Doppler anemometry 
Far-field PDA data are shown in Fig. 5.15 during the time period of 0.60 m to 4.00 ms. 
Measurements were taken at z-planes from 5 mm to 50 mm, in 5 mm increments. Here, 
the reference droplet diameter and velocity vector relate to a 20 11-m droplet, and 50 m/s 
velocity vector, respectively. 
During the initial phase of the injection, the PDA image at 0.60 ms indicates the pres-
ence of the jet, by the alignment of the velocity vectors with the injection axis. The larger 
droplets ejected from the nozzle populate the outer spray envelope. The cone has begun 
to open up by 0. 76 ms, as signified by the change in velocity direction at the nozzle. 
The remains of the pre-swirl component propagate downstream, leading the spray, 
as shown at 0.96 ms. Simultaneously, the vectors at the 10 mm plane show negligible 
magnitude at the spray periphery. The following figure at 1.24 mm suggests that this 
feature represented the initial formation of the characteristic flow recirculation , developed 
as air is entrained by the spray. As shown previously, the droplets in this region are small , 
of order 5 J.tm . Larger droplets appear suddenly at approximately 25 mm downstream, 
without apparently as having been ejected from the nozzle. Image analysis shows that 
this is where the larger (spherical) drops are born , out of the fuel filaments, as seen in 
Fig . 2.1 . Previously the fluid existed as large amorphous lumps and filaments that were 
not treated as valid samples by the PDA system, as described previously in Section 2.3.1. 
From 1.44 ms, there is further evidence of new large droplets at the spray tip. This 
may be due to the phenomenon described above, or may suggest that droplets here are 
experiencing collisions and coalescence. However, the spray is not particularly dense. 
The size, and strength of the recirculation increases, as was observed in the previous 
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image analysis, and propagates downstream. At 2.52 ms, it can clearly be seen, centred 
just below the 30 mm plane. Again, smaller droplets are evident trapped within the vortex, 
and larger droplets are present directly underneath. 
5.7.3 Drop size distributions 
By integrating the pointwise PDA measurements with time, drop size distributions can be 
derived for the spray, which are often key to the success of numerical simulations employ-
ing either the DDM or moment transport approximations (see Sections 4.6.1 and 4.6.2) , 
and help validate VOF predictions (see Section 4.7.1 ). However, the question then arises 
as to which data set to employ, i.e. what injection interval and spatial position(s) would 
provide the most complete description of the spray? 
Logic suggests that if the distribution is to be used as an initial condition, the most ap-
propriate data set to employ is that found closest to the nozzle, which for this case, con-
sists of the data recorded at the plane 0.5 mm downstream of the nozzle (see Fig. 5.11 ). 
In practice however, this is not the case due to the limitations inherent in the PDA tech-
nique: Data close to the nozzle may be available, but the danger exists that the droplets 
recorded here do not exhibit the same statistical properties as that of the whole spray, as 
discussed in Section 2.3.1. 
Inspection of the images shown in Fig . 5.12 indicated that the cone extends approx-
imately 25 mm to 35 mm downstream of the injector. Beyond the cone, the fuel exists 
predominantly as droplets. Study of the PDA measurements in Section 5.7.2 shows the 
apparent formation of larger droplets at 25 mm from the nozzle (see Fig. 5.15 (d) .). This 
tentatively suggests that this plane is the plane closest to the nozzle for which the PDA sys-
tem is able to record the majority of the drop sizes. Therefore, these PDA measurements 
should prove more representative of the total spray size population. At larger distances 
the presence of the recirculation zone on the spray periphery is likely to skew measure-
ments towards the smaller drop sizes. The radial position of most interest for the current 
case was assumed to be the radial location of the maximum recorded axial velocity, under 
the assumption that these high momentum drops dominate the spray development. 
The instantaneous raw data samples for this position are illustrated in Fig. 5.16 for 
an injection duration of 4.23 ms. The figure shows instantaneous measurements of axial 
velocity, radial velocity, diameter and flow angle, where the red scatter symbols denote 
each individual valid droplet that traverses the measurement volume. The local flow angle 
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Figure 5.16: Measured discrete droplet data at Z=25 mm. 
is derived from the axial and radial velocity components : 
flow angle = arctan ( ~ ) . 
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(5.2) 
The continuous lines show the arithmetic mean variations, and the additional dotted line 
on the diameter plot denotes the SMD variation. These trends employed an averaging 
interval of 50 JlB. 
The axial and radial velocity time histories follow very similar trends. The initial fall and 
subsequent rise to a peak between 1.5 ms and 2.0 ms equated to the transition of the spray 
operating mode from jet to hollow cone. Beyond the peak, the axial and radial velocities 
tend towards stable values for the remainder of the injection to 5 ms, corresponding to 
approximately 20 m/s and 5 mjs, respectively. 
The peak observed in the velocity trends is not apparent in the diameter variation . 
Instead, after an initial fall in droplet size, the mean values rise to a stable value. High 
momentum, large droplets are evident shortly after the SOl forming the pre-swirl compo-
nent. Interestingly, the SMD maintains a relatively stable size of approximately 30 p,m, but 
5.7. Far-field results 114 
the arithmetic mean diameter slowly grows over the injection period from approximately 
20 to 24 p,m. 
To offer drop size distributions of the stable phase of the injection as a function of axial 
distance from the nozzle, the raw data data between 3 .5 and 4.5 ms were integrated with 
time, again, at the radial positions specified by the position of the maximum observed 
axial velocity. Here, the raw data has been discretised into 2 f..Lm diameter bins, depicted 
in Fig. 5.17. 
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Figure 5. 17: Drop size distribution variation with axial distance during the stable phase of injec-
tion. 
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The figure shows the drop size distributions derived for distances of 5 mm to 25 mm 
from the nozzle, in 5 mm intervals. The bars represent the size averaged experimental 
data, and the curves correspond to the distribution function curve fits according to the 
log-normal, x2 , Rosin-Rammler, and Nukiyama-Tanasawa distributions, as described in 
Section 3.4.2. 
From the plots it is clear that the size distributions have a strong dependence on the 
distance from the nozzle. The general trend suggests that the size distribution favours 
the larger drop sizes as the distance from the nozzle is increased. This is, in part, due to 
the inherent weakness of the PDA measurement technique as described above, where the 
system is unable to correctly resolve the irregular fuel elements found close to the nozzle, 
meaning that the distributions may not be a true representation of the total injected liquid 
volume. lt is also possible that the smaller droplets do not tend to travel so far downstream 
due to aerodynamic resistance, and evaporation . However, as stated previously, the 
data at 25 mm from the nozzle should encompass the majority of the drop sizes, and is 
therefore applicable to supply the initial conditions for numerical models. 
Each of the distribution curves has been able to capture the basic profile of the exper-
imental data set, including the approximate peak location and general spread. The most 
appropriate choice for each figure is somewhat subjective. lt appears that the log-normal 
approximation has proved the most successful , and interestingly, the Rosin-Rammler dis-
tribution which is most often used is seen to consistently under predict the peak values 
by as much as 20 o/c . The final plot at an axial distance of 25 mm from the exit orifice 
identifies a weak bi-modal distribution, for which none of the approximations is strictly 
appropriate. 
5.7.4 Numerical challenge 
The numerical challenge posed by far-field spray calculations is three-fold . Firstly, the fuel 
and air must be clearly identifiable. Secondly, the question arises as to how to describe 
the spray initial conditions at the nozzle exit. Thirdly, the numerics need to account for 
the complex array of micro scale interactions evident throughout the injection, to give 
macro scale quantitative data such as the spatial variation in drop sizes and velocities, 
and global rates of penetration. 
For the DDM and moment transport treatments described in Sections 4.6.1 and 4.6.2, 
the injection source must be fully described. As the previous analysis has shown, the 
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fuel undergoes break-up from jet, and sheet, leading ultimately to a range of drop sizes. 
Therefore, what form should the source take? continuous fuel, or dispersed droplets? 
If the continuous fuel assumption is employed, the numerics need to resolve all of the 
length and time scales thoughout the injection, including the injector and a downstream 
region of space - an unrealistic demand given the current status of numerical models and 
computer hardware. Under the dispersed droplets assumption, the droplets would need 
to assume non-droplet like behaviour to approximate the continuous fuel , such as the 
sheet, or large artefacts, undergoing special treatments to recapture the desired spray 
morphology. 
Furthermore, sprays generate massive numbers of droplets. In most cases it is not 
practicable to model all of the droplets, so the approximations need to somehow sim-
plify the problem. If distribution functions are employed to characterise the spread in 
drop sizes, the previous section has shown that uni-modal distributions can be employed. 
However, these functions cannot accommodate bi- and multi-modal distributions. 
5.8 Summary 
This chapter has provided detailed qualitative and quantitative operational data for a pro-
duction Mitsubishi pressure-swirl injector, acting under engine-like operating conditions 
into atmosphere. After describing the experimental set-up employed to generate the data 
sets, results presented comprised : 
• averaged data per injection; 
• near-field imaging and PDA measurements; 
• far-field imaging and PDA measurements; 
• far-field drop size distributions; and 
• the numerical challenge faced when approximating the two regions. 
Averaged spray data provided a macroscopic view of the injection event, able to identify 
the injected fuel mass and mass flow rate per injection, as a function of injection duration 
and supply line pressure. 
The combined use of imaging and PDA measurements to the spray near- and far-field 
has enabled a comprehensive description of the injection. The key stages of the injection 
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event were clearly captured , from the initial emergence of the highly unsteady, continuous 
liquid jet, transition to the spray's stable mode as the hollow cone is established, and sub-
sequent transient collapse. Interrogation of the raw droplet PDA measurements enabled 
the construction of a view of the droplet size distributions as a function of axial distance 
from the nozzle. These serve to provide the often difficult to obtain initial conditions for 
far-field numerical analyses. 
However, these data sets have highlighted the need for caution when considering the 
measurements in isolation, as limitations in the measurement techniques can lead to false 
conclusions if the appropriate care and foresight is not taken. Finally, close inspection of 
the near- and far-field experimental data has led to an appreciation of the numerical 
challenges faced to predict the similar behaviour. 
The following chapter turns the focus to a numerical break-up investigation, concern-
ing the break-up of a water droplet suddenly exposed to an oncoming air stream. 
Chapter 6 
Case study: Droplet break-up 
6.1 Introduction 
The mechanism of droplet (secondary) break-up and atomisation is of particular interest 
for GDI applications due to its considerable impact on fuel-air mixture preparation and 
subsequent combustion efficiency. Minimal time is available (tens of milliseconds) to 
reduce the continuous fuel supplied by the injector into a combustible mixture at the 
time and location of spark ignition. The scale and sheer number of physical interactions 
hinder our understanding of the underlying physics that govern the break-up process. 
In this chapter, the problem is reduced to that of an isolated, single spherical droplet. 
This facilitates the detailed identification of the important parameters under controlled 
conditions. 
Prior to launching into detailed flow calculations of a realistic injector geometry, efforts 
were undertaken to assess the feasibility of multi-dimensional , segregated two phase 
methods to predict the onset of liquid break-up related to simplified/reduced cases. The 
prime aim was to understand the process of model construction, set-up, important mod-
elling parameters, and of the implications associated with specific modelling assumptions 
and user selections. 
The calculations employ the customised lnterFOAM solver described in Section 4.8. 
The domain consists of a tube section, into which an initially spherical water droplet of 
1 mm diameter is exposed to an on-coming air stream. Experimental data [139, 17 4-176] 
shows that the break-up mode is primarily determined by the Weber number, described in 
Section 3.1. Via the selection of flow conditions to represent a range of Weber numbers, it 
was possible to establish whether the subsequent droplet morphology would exhibit simi-
118 
6.2. Problem definition 119 
lar break-up characteristics to the available experimental evidence. This aimed at building 
increased confidence in further injector nozzle calculations considering the break-up of 
liquid fuel into droplets under realistic operating conditions. 
Firstly, the background to the modelling is described, including the problem definition, 
flow conditions, set-up and test cases. Results are then presented, and the chapter 
concludes with a summary. 
6.2 Problem definition 
The case geometry, shown in Fig. 6.1 , represents a 2-D slice through the droplet, of 
diameter, D, along its centreline, bounded by a tube. 
10.5 D Droplet Break-up zone 
---
---
---
---0 Cl 
C\J 
---
- · -· 
1.() 
---
---
---
---
9D 6.5 D 
30D 
Figure 6.1: Single droplet break-up geometry. 
The hatched region represents the break-up zone, defined to encapsulate the droplet 
at the start of the calculations and a downstream volume, determined via a series of 
trial-and-error calculations. Throughout the investigations the Ohnesorge number was 
maintained well below Oh = 0.1 so as to minimise the dependency on the liquid viscosity 
of the observed break-up mode [138). 
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6.3 Flow conditions 
The transport properties employed in the simulations for water and air taken at 293 K are 
shown in Table 6.1. 
Table 6. 1: Water and air transport properties at 293 K. 
Property Unit Water Air 
Density, p kgjm3 998 1.188 
Kinematic viscosity, v m2/s 1.0 X 10- 6 15.4 X 10-6 
Surface tension , IJ N j m 0.072 -
An initial droplet diameter of 1 mm was applied. As stated previously, the Ohnesorge 
number was maintained well below the lower limit of 0.1. Using the data in the previous 
table, the Ohnesorge number according to Eq . (3.3) is: 
Oh= f.Ld 
(PdiJDd) 0·5 
1.0 X 10- 6 X 998 
(998 X 0.072 X 1.0 X 10-3)0·5 
= 0.0037 
where the subscript 'd' denotes a droplet-based quantity. 
(6.1) 
The test conditions employed here are based on those reported by von Lavante et 
al. [177] , who assessed the ability of a number of commercial CFD codes to predict single 
droplet break-up at various Weber numbers. These are summarised in Table 6.2. 
Table 6.2: Flow conditions summary. 
Parameter Unit Weber number, We 
10 15 30 45 60 100 
Flow velocity m/s 24.62 30.15 42.64 52.22 60.30 77.85 
Rea - 1603 1964 2777 3401 3928 5070 
Red - 848 1038 1468 1798 2076 2681 
Mach number - 0.03 0.04 0.09 0.13 0.17 0.29 
von Lavante et al. considered six Weber numbers, to accommodate the change in break-
up mechanism with varying flow conditions, enforced by the appropriate specification of 
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the inlet flow velocity, lual. by rearranging Eq. (3.2) : 
The droplet Reynolds number was calculated using Eq. (4.35): 
Retl = JPaPft luaiDo 
f..tR 
and the freestream Reynolds number by : 
Rea = PaluaiDo, 
/-La 
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(6.2) 
(6.3) 
{6.4} 
where the subscript 'a' denotes an air-based quantity, The transition from the laminar to 
turbulent flow regime for flow over a sphere under atmospheric conditions occurs at a 
Reynolds number of the order 385000. This is significantly higher than the values com-
puted in Table 6.2. However, it should be noted that the characteristic length employed 
in the calculation will change as the droplet deforms in the presence of the oncoming 
air flow. Therefore, these values can only be used to suggest initial flow conditions, and 
cannot be used to definitively characterise the flow across the full break-up analysis. The 
air flow Mach number, Ma, was computed from the ideal gas relationship: 
(6.5} 
where "fa = 1.4 is the ratio of specific heats, Ra = 287 J I kg I K the gas constant for 
air, and T a the air temperature. Across the range of inlet flow velocities the Mach num-
ber was sufficiently small to suggest that compressibility effects could be neglected (see 
Section 4.1 ), thus enabling both the air and water to be treated as incompressible fluids. 
To ease the task of interpreting the break-up results across the range of flow condi-
tions, the computational time was non-dimensionalised . The dimensionless time, t*, is a 
characteristic of drop break-up by Rayleigh-Taylor break-up or Kelvin-Helmholtz instabil-
ity [139]: 
where E describes the density ratio: 
lu lco.s t* =t--
Do 
Pa 
€=-
Pd 
(6.6) 
(6.7) 
The diameter applied here relates to the initial droplet diameter, and the velocity to the 
inlet velocity. Gravitational effects were neglected. 
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6.4 Set-up 
The following sections describe the model set-up, including the computational grid, initial 
conditions, and boundary conditions. 
6.4.1 Computational grid 
The case geometry is axisymmetric about its centreline. This feature affords the potential 
to reduce the physical extents by adopting a 2-D axisymmetric computational domain. 
However, this constraint implies that any fluid elements that separate from the initial 
spherical droplet are essentially toroidal fluid sections, where circumferential instability 
modes are neglected, and potentially less representative of the physical case. 
The presence of the tube wall boundary should not affect the droplet break-up pro-
cess. Therefore, a parallel was drawn to wind tunnel tests that suggest that the presence 
of the bounding walls is minimised if the blockage ratio is less than 2.5 % [178]. In the 
present investigations, the ratio of the projected droplet frontal cross sectional area to the 
area of the bounding tube in the flow direction was ~ 2.2 %. The computational grid for 
the present study is shown in Fig. 6.2. OpenFOAM requires a 3-D mesh. For this case the 
axisymmetric domain was defined by a single cell in the depth dimension. The grid was 
constructed using a block strategy, taking advantage of local embedded refinement in the 
break-up zone. This led to the generation of square cells aligned to the radial and axial 
ordinates, where the coarsest cell shown in Fig. 6.2 represents a 0.5 mm square. 
Consideration of the expected length scales enabled a first approximation to the level 
of grid resolution required to accommodate the break-up process. The initial flattening 
of the parent drop is common to all droplet break-up modes, as illustrated previously by 
Fig. 3.1. Experimental evidence [138] suggests that the ratio of the maximum diameter, 
D max . to the diameter of the parent drop, D0 , for We < 100 and Oh < 0.1 is given by: 
Dmax = 1 + 0.16VWe. 
Do 
(6.8) 
For the current investigation, this equates to a range of 1.6 to 2.6 times the parent drop 
diameter. Referring back to Fig . 6.2, the radial extent of the high resolution break-up 
zone, 5D, is nearly twice the size of the upper bound given by Eq. (6.8). 
During the bag break-up mode, Chou and Faeth [179] suggest that the basal ring 
formed during bag break-up is approximately 20 % of the parent drop diameter. A loose 
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- (a) Complete grid. 
(b) Zoom of break-up zone. 
Figure 6.2: Single droplet break-up computational grid. 
approximation to a circular region can be given by an array of 6 x 6 square cells, resulting 
in cells of side length 33 f..ll11 . 
Chou et al. [180] propose correlations for transient and quasi-steady shear break-up 
that suggests that the SMD of droplets stripped from the parent drop lie in the range 3 to 
9 % of the diameter of the parent drop, equating to 30 to 90 f..lm . Using the same argument 
as above, this leads to 5 to 15 f..ll11 cells. However, the main focus of the investigations 
is the break-up of the parent drop, so the enforcement of such a restrictively small grid 
dimension may prove unnecessary. 
The grid construction strategy enabled the smallest cell dimension (in mm) to be de-
fined by: 
. ( " ) 0.5 m 1n L.l.X = "2r! , (6 .9) 
where n is the number of levels of grid refinement. Three grid levels were applied , where 
n took the values of 4, 5, and 6, to give nominal cell sizes of 31.25, 15.63, and 7.81 f..ll11 . 
In terms of the number of cells taken to resolve the initial (half) droplet, this equates to 
approximately 32, 64 and 128 cells across the initial droplet diameter, respectively. 
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6.4.2 Initial conditions 
The initial conditions employed reflected quiescent conditions : Zero net flow within the 
domain (ur = U z = 0 m/s), and constant pressure field assigned to atmospheric condi-
tions. The droplet was described in 2-D by the area enclosed within semicircle whose 
diameter was equal to the initial droplet diameter. Here the volume fraction was assigned 
the value of unity, and the remainder of the domain as zero to signify the presence of the 
ambient air (see Fig . 6.3) . 
The effect of the grid resolution on the initial droplet description is identified in Fig . 6.3. 
(a) n=4. (b) n=5. (c) n=6. 
Figure 6.3: Effect of grid resolution on initial droplet description. 
As the initial droplet was defined by setting the local value of the water volume fraction 
to either zero or one, its boundary takes a stair-cased profile. Clearly, as the size of the 
grid cells is reduced (increasing grid level , n) the droplet is more fully resolved , offering a 
better approximation of the exact case of a smooth circle. 
6.4.3 Boundary conditions 
The boundary conditions for this case are straightforward , as shown in Fig. 6.4. Air 
is supplied through the inlet patch on the left-side upstream face at constant velocity 
according to the values specified in Table 6.2. This was enforced as a step change in 
velocity from the initial conditions at the start of the simulations. The upper patch is a 
slip wall , and the outlet patch is shown downstream on the right-side face. Finally, the 
front and back faces were described as 'wedges' to complete the specification of the 
axisymmetric flow problem. 
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Inlet 
Wall 
~ 
~- - ­
t 
Axis of rotational symmetry 
Outlet 
Figure 6.4: Single droplet break-up boundary conditions. 
6.5 Test cases 
The test cases are summarised in Table 6.3. 
Table 6.3: Test case summary. 
Test case Differencing scheme 
Temporal Spatial 
(a) Euler-implicit Limited-linear (0.2) 
(b) Crank-Nicholson Limited-linear (0.2) 
(c) Euler-implicit Limited-linear (1.0) 
(d) Euler-implicit Upwind 
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The baseline configuration shown by case (a) was considered a good initial estimate 
for the treatment of the break-up problem, to be confirmed by a sensitivity study con-
sisting of cases (b) through (d) . The main numerical aspects assessed included the 
choice of spatial- and temporal discretisation for the transport of the volume fraction (see 
Eq. (4.32)) . The limited-linear scheme uses a coefficient, as described in Section 4.8.4, 
shown in brackets. For case (b), pure Crank-Nicholson treatment for the temporal dif-
ferencing led to numerical instability. This was overcome by blending a small amount of 
Euler-implicit differencing {10 %) to stabilise the calculations. 
Each of the tests employed a grid refinement level of n = 5 (see Eq. (6.9)) in the 
break-up zone, and maximum Courant numbers of 0.3 and 0.7 in the interfacial and bulk-
fluid regions, respectively. 
6.6. Results 126 
To gain an appreciation for the dependent variables across a range of flow conditions 
whilst maintaining reasonable computational time, tests were confined to three Weber 
numbers, chosen to approximate the prominent break-up modes: 
• We =15: bag ; 
• We =30 : bag-and-stamen, or multimode; and 
• We =100: Sheet stripping followed by catastrophic break-up. 
Once again, a grid refinement level of n = 5 was employed throughout. 
6.6 Results 
The following sections present the results of the droplet break-up investigations. Firstly, 
the effects of grid resolution and topology are addressed. A complete view of the droplet 
break-up processes is then presented, in terms of the volume fraction field evolution, 
and the gas phase flow field. Lastly, the effects of the choices of temporal and spatial 
discretisation schemes are assessed. 
6.6.1 Grid sensitivity 
Obtaining a grid independent solution first requires knowledge of what flow variables 
should converge in the limit when the grid cell dimensions tend to zero. Unlike single 
phase calculations where pressure drops or mean flow properties can be used as indica-
tors, the choice in the case of transient, two phase liquid break-up is not straightforward. 
The principal metric adopted for this purpose was the temporal axial displacement of the 
centre of mass, determined as a position weighted average of the liquid volume fraction 
field: 
(6.1 0) 
i= l 
where is the total number of cells in the computational domain. The temporal centre 
of mass axial displacement traces as a function of Weber number, normalised by the 
initial droplet diameter are shown in Fig. 6.5. The calculated curves for all of the We-
ber numbers are very similar, following smooth quadratic profiles. The trends suggest 
that a reasonable grid independent solution has been achieved even when applying the 
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Figure 6.5: Temporal variation of the droplet centre of mass normalised axial displacement. 
coarsest grid level. However, these curves concern the macroscopic progression of the 
droplet break-up mechanisms, i.e. if the requirement is a fair assessment of the detailed 
droplet morphology, information inferred from these curves may not prove to be the most 
appropriate analysis tool, as will be shown below. 
The effect of grid resolution is clarified by Fig. 6.6 showing the predicted volume frac-
tion field at t* = 1.5 using configuration (a). In what follows, the blue and red regions 
represent the presence of the ambient air and water, respectively. Intermediate colours 
signify the transition between the phases, and therefore an indication of the fluid inter-
face. Each snapshot has been mirrored about the model centreline so as to provide a 
clear depiction of the flow processes. 
Here, three quadrilateral grids have been assessed, corresponding to grid levels of 
n = 4, 5 and 6. In addition, the final column presents the prediction obtained using a 
triangular grid using a similar minimum cell length dimension comparable to the medium 
grid resolution level of n = 5. The rows show the effect of increasing Weber number. En-
couragingly, the underlying droplet break-up mode has been captured across the range of 
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Figure 6.6: Effect of grid resolution at t• = 1.5. 
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Weber numbers, even for the coarsest level approximation, giving increased confidence 
in the ability of Open FOAM to produce consistent results. However, the effect of larger cell 
sizes has the effect of reducing the resolution of the droplet-air interface giving rise to a 
blurred, or smeared appearance. This is particularly evident when observing the small 
fragments that detach from the parent droplet, as the coarse grid does not achieve the 
same resolution as the fine level grid. 
The results obtained when employing the triangular grid are visibly inferior to those 
obtained for quadrilateral cells. In addition, the cell topology leads to a significantly in-
creased cell count when compared to quadrilateral grids with similar cell length scales. 
As a consequence, elevated run times and resource requirements were required. 
The computational cost associated with the increasing the level of grid refinement in 
the break-up zone increases significantly. For each instance the grid level is increased, 
the minimum grid size is halved, and the number of grid cells increases by a factor of 
approximately four, as the bulk of the computational cells reside in the break-up zone. To 
enforce the same Courant number constraint, the time step must also be halved. If the 
calculations were to scale linearly, this would lead to an increase in run times by a factor 
of 8. 
To maintain satisfactory numerical accuracy whilst accommodating reasonable run 
times, a quadrilateral grid employing five levels of grid refinement has been applied for 
the remainder of the investigations. 
6.6.2 Break-up mode analysis 
The droplet morphology is presented by contours of the liquid volume fraction. Com-
puted results for the baseline test case (a) , presented in Fig . 6.7 show the droplet struc-
ture for each of the computed Weber numbers (rows), as a function of increasing non-
dimensionalised time (columns) . When compared against the various break-up regimes 
presented in Fig. 3.1 it is apparent that the predictions have clearly captured the expected 
break-up characteristics. Firstly at We = 10 the droplet deforms due to the oncoming air 
flow such that the windward surface flattens. A relatively stable thick toroidal rim forms 
as described by the vibrational break-up mode. Since this is an axisymmetric 2-D inves-
tigation the later break-up of the thick rim into multiple large droplets is not reproduced. 
The results of the We = 15 predictions are similar to those described above. In 
this case they tentatively suggest that the bag break-up mode is evident. A thin film 
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develops within the thicker outer rim section at t· ~ 1.5, and is later blown downstream. 
lt is evident that the contours are unable to clearly define the bag. This may indicate that 
smaller computational cells are required to spatially resolve the formation and subsequent 
propagation of the thin liquid film . 
Van Lavante et al. (177] refer to a correlation proposed by Chou and Faeth (179] that 
describes the normalised droplet diameter as a function of non-dimensional time for the 
bag break-up mode, based on experimental evidence: 
! 0. 5t* + 1 for 0 < t * < 2 ~0 = 0.25 (t*)2 - 0.1 t• + 1.43 for 2 ::; t * ::; 4 1.79t* - 2.51 for 4 ::; t • ::; 6 (6.11) 
where Do is the diameter of the initial parent drop, and D is the instantaneous parent drop 
diameter projected in the normal direction to the oncoming air stream. A small utility was 
written to extract the instantaneous calculated droplet diameter, the results of which are 
plotted for the We = 10 and We= 15 cases in Fig. 6.8. 
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2.5 3.0 
The trends are limited to an upper bound in non-dimensional time of t • = 3 to corre-
spond to the maximum limit employed during the calculations. The predictions compare 
favourably with Eq. (6.11 ). For the We = 15 case, the normalised diameter increases 
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approximately linearly with non-dimensional time, until at t * = 2 it increases more rapidly. 
However, the gradient of the predicted curve is greater than the correlation, i.e. the calcu-
lations suggest that the rate of diameter increase, and therefore, by implication, break-up, 
occurs approximately 20 % more rapidly than the experimental measurements suggest. 
At the higher Weber numbers of We = 30 and We = 45, the bag-and-stamen, or 
multimode, break-up regime is apparent. The early stages of deformation and bag devel-
opment are similar to the lower Weber number predictions. However, in this case a liquid 
column aligned with the droplet axis, parallel to the flow remains at t * ~ 2.00. 
The wave stripping regime is evident for the We = 60 and We = 100 predicted results. 
After the initial initial droplet deformation , thin liquid sheets are shed from the disk outer 
rim, leading to the creation of a fine droplet trail at t • > 1.0. Rayleigh-Taylor-like waves 
on the disk surface can be seen for the We = 100 prediction at t • ~ 1.50, 1. 75, causing 
pinching that in turn leads to the formation of liquid fragments. At the higher t • of 2.00, 
Kelvin-Helmholtz-like waves grow on the liquid fragments leading to further break-up into 
small droplets that propagate downstream. 
Liquid elements passing beyond the bounds of the higher resolution break-up zone 
are seen to dissipate abruptly into the surrounding air flow, lost, and no longer identifiable 
as shown in Fig . 6.9. 
(a) . (b) . (c). 
Figure 6.9: Numerical dissipation due to commutation error. 
The figure shows an example where a liquid element detaches from its parent drop. With 
increasing time, the element is transported out of the high resolution break-up zone. As it 
does so, the cell sizes increase rapidly, having the effect of smearing the gradient of the 
volume fraction field over a number of coarse cells. These effects are irreversible, as the 
child droplet would not be recovered if it traversed back into the high resolution region. 
Clearly, these commutation errors give non-physical behaviour, and efforts to avoid this 
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grid construction in regions of interest are encouraged. 
The predicted non-dimensional time to initiate break-up is presented in Fig. 6.1 0, 
complemented by a correlation proposed by Pilch and Erdman [139] : 
t* = 1.9 (We- 12) - 0·25 ( 1 + 2.20hL6) . (6.12) 
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Figure 6.10: Droplet time to initiate break-up. 
The precise instance that break-up is initiated is subjective. Pilch and Erdman [139] 
suggest that for : 
• bag and bag-and-stamen break-up: Start of bag formation ; 
• sheet stripping break-up: First sign of a sheet being drawn downstream; and 
• catastrophic break-up: First indication of fine droplets on the windward side of the 
droplet. 
As is seen in Fig. 6.1 0, the calculated results compare very favourably against the 
experimentally derived correlation except for the result for We = 10. Here, the value of 
the non-dimensional time cannot be calculated via Eq. (6.12) as it is only appropriate 
for Weber numbers greater than 12, and its interpretation from the volume fraction field 
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is not obvious. As the Weber number increases, the non-dimensional time to initiate 
break-up follows a smooth, decaying exponential form . Total break-up time could not be 
inferred from the predictions due to insufficient grid resolution to describe the formation 
and subsequent destruction of small liquid fragments and child droplets outside of the 
well resolved grid break-up zone. 
6.6.3 Air stream velocity 
A description of the air flow during the break-up of the parent droplet as a function of both 
non-dimensional time and Weber number is shown in Fig. 6.11 for case (a). The figure 
shows the instantaneous droplet deformation and streamlines at non-dimensional times 
of t • = 0.25 0.75 1.25 and 1.75 at Weber numbers of 15, 30 and 100. In all cases, the 
oncoming air stream approaches the droplet as a uniform laminar flow. The flow struc-
tures at the two lower Weber numbers exhibit similar characteristics : The flow remains 
coherent, separating at the point of maximum droplet deformation, whereby opposing re-
circulation zones develop downstream of the droplet, are seen to grow with increasing 
time. However, at the higher Weber number of We = 100, the flow regime is seen to 
change character. 
The streamlines highlight increasing unsteadiness in the wake of the parent drop as 
the magnitude of the oncoming air stream velocity is increased. At the lower Weber num-
bers of 15 and 30, the downstream and radial extents of the flow recirculation are similar 
between t * = 0.25 and 1.50, are shown to grow with time. These effects are coupled to the 
flattening of the droplet that results in a greater cross sectional area blockage presented 
to the flow. The streamlines remain predominantly smooth throughout the break-up pro-
cess, until t * = 1. 75 where the We = 30 case shows a degree of instability. The flow 
patterns at We = 100 are significantly different: The extent of the wake at t * = 0.25 
is greater radially, but smaller axially when compared to the lower Weber numbers. As 
time proceeds the recirculation zones strengthen, and the internal flow patterns exhibit in-
creasing irregularity including the generation of additional , smaller eddies and flow struc-
tures. Between t· = 0.75 and 1.25 the flow structures behind the droplet appear similar, 
showing a similar footprint in terms of radial and axial extent. However, at t· = 1.25 it 
appears as though a secondary pair of opposing recirculation regions have formed, here 
seen exiting the downstream bounds of the image. At t * = 1.00 the droplet has broken 
up into many smaller fragments, and the air flow shows considerable unsteadiness. 
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6.6.4 Temporal discretisation method 
The dependence of the temporal differencing on the predicted droplet break-up behaviour 
is shown in Fig . 6.12 , using configurations (a) and (b) , relating to the Euler-implicit and 
Crank-Nicholson methods. The figure shows the instantaneous droplet deformation in 
pairs, at non-dimensional times of t* = 0.75 and 1.50, at Weber numbers of 15, 30 and 
100. 
At t * = 0. 75, the only noticeable difference is for the We = 100 case, where the 
leeward side of the droplet exhibits a more perturbed profile when using Euler-lmplicit 
differencing. Similarly at t • = 1.50, only subtle differences are evident. The We = 15 pre-
dictions appear identical. However, at We = 30, the Crank-Nicholson prediction suggests 
that the parent droplet is slightly more flattened, and the tips more drawn downstream 
than the Euler-lmplicit result. Once again, at We = 100, the droplet calculated using 
Crank-Nicholson differencing, appears more flattened. In addition, its leeward surface 
shows a distinct wave. 
These predictions suggest that calculated break-up modes are largely insensitive to 
the choice of temporal discretisation scheme. Only minor differences have been ob-
served, and the underlying break-up mode remains consistent for both test cases. This 
may be due to the strict Courant number limit, which leads to such small time-steps that 
the schemes produce equivalent results. 
6.6.5 Spatial discretisation method 
The effect of spatial differencing scheme is shown in Fig . 6.13 using test cases (a) , (c) 
and (d) , relating to limited linear with coefficients of 0.2 and 1.0, and upwind differencing. 
Here, the rows show the variation in non-dimensional time from t * = 0.25 to 1.25. The 
column triplets identify the three Weber numbers under consideration, of 15, 30 and 100. 
The degree of numerical dissipation in each of the schemes increases from case (a) 
to case (d) , i.e. case (a) can be assumed the most physically representative. This is 
reflected in the predictions, where there is a marked difference in the drop break-up be-
haviour. For each condition, cases (a) and (c) are very similar. For case (c) , there is 
a slight loss of detail , where the profile of the droplet appears slightly smoothed. For 
example, for the We = 15 condition at t * = 0.50, the sharp changes in direction of the 
droplet leeward profile predicted by case (a) appear smoothed by case (c) . With increas-
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ing non-dimensional time, the differences between the two cases become negligible with 
variation in Weber number. 
A drastic change in droplet morphology is observed for case (d). Immediately, it is 
clear that the droplet boundary appears more diffused, smeared across several compu-
tational cells, a feature that worsens with increasing non-dimensional time. Furthermore, 
the droplet appears gradually more drawn in the direction of the flow with increasing We-
ber number. These compound effects are clearly evident for case (d) at t * = 1.50 for 
We = 100. In contrast, the droplet boundary remains concise for both cases (a) and 
(c). However, it is encouraging to observe that, although less well defined, the underlying 
break-up mode for case (d) retains the expected qualitative behaviour. 
6.7 Summary 
This chapter has introduced a fundamental two phase study, concerning droplet break-
up under controlled flow conditions. A 2-D axisymmetric approximation was employed 
to model the break-up of a 1 mm water droplet, suddenly exposed to an oncoming air 
stream. The Weber number was varied between 10 and 100 by assigning the inlet flow 
velocity, in an effort to portray the changing mode of droplet break-up. 
The volume fraction field was used to give the location of the water and air. Its evolu-
tion was interrogated to observe the droplet morphology and break-up. The predictions: 
• captured the expected droplet break-up behaviour as a function of Weber number ; 
and 
• showed that the flow in the wake of the droplet undergoes transition from laminar to 
turbulent flow as the Weber number (flow velocity) increases and time advances. 
However, evidence of bag formation and bag-and-stamen formation was not clear. This 
may be due to insufficient spatial resolution to capture these features, or the assumption 
of axisymmetric flow. 
The cell topology has major influence on the quality of the predictions. The results 
showed that the use of 2-D regular square (or 3-D hexahedral) grids should be employed 
in preference to unstructured 2-D triangular (or 3-D tetrahedral) grids to minimise the ad-
verse effects of numerical dissipation. In addition , the triangular grids required more cells 
than the equivalent square cell grid adopting the same typical cell side length, leading 
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to a larger memory requirement and increased calculation time. Furthermore, particu-
lar attention should be given to the cell resolution in the main regions of interest. For 
the present case the results identified the increased commutation error resulting from 
the passage from an embedded refinement zone into a coarser mesh region . Here, the 
fluid elements were seen to dissipate and disappear. Ideally the cell sizes within the re-
gion of interest should be uniform, or undergo minimal, smooth expansions to minimise 
the numerical error. However, this requirement will have to be balanced by the available 
resources. 
A sensitivity study assessed the effects of temporal and spatial differencing scheme 
for volume transport on droplet break-up. The break-up mechanisms were found to be 
insensitive to the method of temporal differencing. However, the predictions showed sig-
nificant dependence to the choice of spatial differencing. The first order upwind scheme 
led to considerable smearing of the phase interface, and the smoothing of perturbations 
on the droplet surface. Furthermore, the droplet was increasingly spread in the direction 
of the air flow. Accordingly, its use is discouraged for break-up analyses. The limited 
linear scheme performed well , maintaining a clear definition of the phase interface, and 
provided a high level of detail regarding the surface deformations, even when introducing 
limited numerical diffusion by increasing the scheme coefficient from 0.2 to 1.0. 
In summary, the droplet break-up predictions have demonstrated that the OpenFOAM 
toolset is able to tackle liquid break-up problems. In the following chapter, OpenFOAM is 
applied to a production Mitsubishi pressure-swirl injector, using knowledge learned from 
this study. 
Chapter 7 
Case study: Near-nozzle 
investigations 
7.1 Introduction 
In this chapter, it will be shown that the Open FOAM toolset can be applied as a predictive 
tool to investigate the internal- and near-nozzle regions of a pressure-swirl atomiser. Cal-
culations employ the segregated two phase flow strategy applied in Chapter 6 for single 
droplet break-up, to a geometry based on a production Mitsubishi pressure-swirl injector. 
Detailed injector geometry can be found in Appendix 8 .1, and measured experimental 
performance data in Chapter 5. 
The internal geometry of the injector is deceptively simple: the hydrodynamic pro-
cesses that lead to the generation of the final spray are complex, transient and 3-D as 
described previously in Section 5.6. The aim of the calculations is to identify key features, 
including: 
• initial unsteady jet, with accelerating flow; 
• swirl generation leading to increasing shear gradients ; 
• low pressure region, combined with surface instabilities and break-up, leading to 
the generation of a swirling air core; 
• formation of a swirling liquid sheet external to the nozzle ; 
• liquid artefacts detaching from the sheet, subject to break-up under the action of 
inertial, viscous, surface tension and aerodynamic drag forces ; and 
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• onset of a stationary phase. 
Firstly, the background to the modelling is described, including the injector operating 
conditions, model formulation , set-up and test cases. Results are then presented, and 
the chapter concluded with a summary. 
7.2 Operating conditions 
The injector operating conditions selected for the computational study are presented in 
Table 7.1. 
Table 7. 1: Operating conditions. 
Parameter Unit Value 
Supply pressure bar 50.0 
Ambient pressure bar 1.01325 
Temperature K 293.0 
Injection duration ms 4.5 
Injected mass mg 55 
These correspond to typical engine full-load conditions, where for the four-stroke engine 
cycle, the SOl occurs near the start of the induction stroke to promote the development 
of a near-homogeneous fuel-air mixture. The injection duration and injected mass of fuel 
were taken from the cycle-averaged data presented in Fig . 5.5. Without forced induction, 
air enters the engine cylinder under conditions close to standard atmospheric conditions. 
Table 7.2 summarises the principal performance metrics for the stable phase of the 
injection event. According to Table 4.1, the Mach number falls into the low subsonic 
category, thus allowing the fuel and air transport to be treated as incompressible. The 
transport properties of the fuel and air remain fixed throughout the calculations, given in 
Table 7.3. Density, kinematic viscosity and surface tension values correspond to those 
obtained at the reference temperature of 293 K. The density ratio between the fuel and 
air is was approximately 610. 
lt should be noted that the fuel supply pressure given in Table 7.1 corresponds to the 
fuel line pressure immediately downstream of the high pressure pump. Under normal op-
eration, as the injector needle lifts the pressure immediately upstream of the swirl ports is 
7.2. Operating conditions 143 
Table 7.2: Typical spray metrics during the stable phase. 
Parameter Unit Value 
Exit velocity m/s 85.0 
Half cone angle deg 30.0 
Mean sheet thickness J..tm 150.0 
Intact sheet length mm 0.5- 1.5 
Mach number - 0.25 
Table 7.3: Fuel and air transport properties. 
Parameter Unit Fuel Air 
Density kg/m3 735.640 1.205 
Kinematic viscosity m2/s 0.739 X 10-6 15.500 X 10-6 
Surface tension Njm 0.0216 -
significantly lower than this value due to frictional- and flow acceleration losses. However, 
its exact value is unknown. A first approximation can be recovered by re-arranging the 
equation for the volume flow rate, Q, of fuel through the injector: 
Q~C,A~, (7.1) 
where Cd is the discharge coefficient, A is the final nozzle area, .0.p is the pressure drop, 
and p the density. Before Eq. (7.1) can be employed , the nozzle discharge coefficient 
must be known. Table 7.4 shows the results of using the empirical and inviscid formulae 
presented in Section 3.4.3 to provide the missing data. 
Table 7.4: Injector parameters based on empirical and inviscid analysis. 
Parameter Unit D&L [34] G&M [38] S&L [39] 
Discharge coefficient - 0.29 0.33 0.30 
Sheet thickness mm 0.15 0.15 0.12 
Pressure drop bar 28.9 23.2 27.6 
The estimations for the discharge coefficient and sheet thickness are consistent across 
the models, taking values of approximately 0.3 and 0.15 mm, respectively. Increased 
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variation is evident in the predicted pressure drop, suggesting that the pressure upstream 
of the injector lies in the range 23 bar and 29 bar above atmospheric, i.e. typically 20 bar 
less than the supply pressure stated in Table 7.1 . 
7.3 Model formulation 
The physical geometry of the Mitsubishi injector has been described previously in Chap-
ter 5 and Appendix 8.1. For the CFD analysis, it is the fluid volume that is of interest, i.e. 
the flow passages from the point of fuel entry to the system, through to its release via 
the final orifice. The working section of the nozzle is presented in Fig . 7.1. Features to 
note include the swirl port assembly, needle, and final parallel section leading to the exit 
orifice. 
"-.'Parallel section/ 
~Exit__/ 
(a). Complete Model (b). One-sixth approximation 
Figure 7.1: Pressure-swirl injector nozzle working section 
Inspection of the geometry identified that the injector exhibits six-fold rotational sym-
metry about the axis of injection. This enabled the calculations to be simplified to a 
reduced , one-sixth approximation, with cyclic boundary conditions, bearing in mind the 
consequences of this assumption described in Section 4.7.2. Furthermore, the reduced 
model size was deemed very attractive when taking account of the limited available com-
putational resources. The validity of this assumption will be checked a posteriori by de-
tailed comparison with measured data. 
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7.3.1 Modelling assumptions 
To include all of the physics pertinent to the injection event is not practical given the 
available time and resources, necessitating the application of simplifying assumptions: 
• static geometry, corresponding to the maximum needle lift of 67 p,m. In reality the 
control needle lifts, thus allowing the passage of fuel. The flow accelerates, driven 
by the pressure difference across the nozzle. To accommodate all of the physics 
associated with moving geometries, and the numerical implications of cell defor-
mation and/or cell layer addition and removal is a formidable task. The strategy 
employed here is to approximate the change in flow conditions via a fixed compu-
tational grid in conjunction with the application of a physically representative inlet 
boundary condition . This implies that the flow predictions during the initial transient 
phase of the fuel injection will incur an uncertainty. However, predictions during the 
stable phase are expected to be representative of the real flow produced by the 
Mitsubishi injector; 
• incompressible. Compressibility effects are thought to be negligible on account of 
the computed Mach number of 0.25 given in Table 7.2 being in the low subsonic 
range (see Table 4.1 ). This is supported by previous research that suggests com-
pressibility only has a minor effect on the computed volume fraction field for two-fluid 
GDI spray calculations [181 ]. 
• thermal effects neglected. Currently the temperature is only used to determine 
the fluid thermodynamic properties for a given operating condition. However, it is 
known that the spray processes such as evaporation extract energy from the local 
flow, leading to not insignificant cooling effects. The influence of this assumption is 
unknown, and is left for future research ; 
• cavitation effects neglected. This subject area is beyond the scope of the current 
research, and is suggested as an avenue for future research. 
Throughout the analysis, a Courant number maximum limit of 0.2 was imposed at the 
phase interface, and 0. 7 for the bulk fluid regions, facilitated by the run-time adjustable 
time-step method outlined in Section 4.8.6. In addition, effects due to gravity are not 
included. 
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7.3.2 Physical domain boundaries 
Optimum choice of upstream and downstream domain boundary location and topology 
were not known a priori. To understand their numerical influence, each region was con-
sidered in isolation as described below: 
Upstream 
Two possible upstream boundary configurations were identified, as shown in Fig . 7.2. 
(a) Simplified inlet. (b) Extended inlet. 
Figure 7.2: Upstream domain boundary location. 
The first option , Fig . 7.2 (a) , introduces new fuel directly into the swirl port entrance. The 
second option, shown by Fig. 7.2 (b) , includes the additional volume upstream of the swirl 
port assembly. 
The main reg ions of interest for the present study are the nozzle final section and the 
exterior volume directly downstream of the exit orifice. Therefore, the added detail given 
by Fig . 7.2 (b) may prove insignificant. Furthermore, the additional volume increases 
the upstream extent of the model and hence the model size and overall computational 
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burden, whilst not being the prime focus of the investigations. Both arrangements were 
studied , and will be discussed later. 
Downstream 
The volume downstream of the injector exit represents a region of ambient air, or the 
engine cylinder, and is a particular challenge for the present calculation methodology. 
The physics of the free swirling fuel sheet that emerges from the nozzle are complex: The 
combination of the swirl velocity, and entrainment of the ambient gas to form recirculation 
zones raises the question as to how to model the downstream boundary appropriately. 
The significant overhead of the calculations is a strong argument to restrict the domain 
to the region of interest as physically close as possible. However, if this bisects any 
recirculation it is likely to cause numerical instability, or has the potential to constrain the 
flow artificially and therefore result in unrepresentative simulations. 
Ideally, the downstream volume would be infinite to reduce the influence of the bound-
ary conditions. In this work, three options for this volume topology were considered as 
shown in Fig. 7.3, comprising of spherical , truncated-conical , and cylindrical sections. 
• -t·;~', . . ~·· 
(a) Spherical. (b) Truncated-conical. (c) Cylindrical. 
Figure 7.3: Downstream domain boundary location. 
The relative merits of these descriptions include: 
• spherical: Remove the complications that arise associated with corners where grid 
cells have more than one boundary condition to enforce; 
• truncated-conical: Minimising the size of the domain by simply encapsulating the 
liquid sheet under stable operation. The angle of the cone was chosen to match the 
anticipated cone angle of approximately 30 deg (see Table 7.2) ; and 
l 
I 
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• cylindrical : Largest domain approximation, and in theory, the least susceptible to 
boundary condition effects. 
In each case the model extended 5 mm, i.e. approximately five nozzle diameters axially 
and radially from the final orifice. Experiments have shown that the intact liquid sheet 
length under stable operation is of order 0.5 to 1.5 mm, as stated in Table 7.2. Each of the 
downstream configurations was studied to determine their effect on the near-nozzle flow. 
7.4 Set-up 
The following sections describe the model set-up, including the computational grid, initial 
conditions, and boundary conditions. 
7.4.1 Computational grid 
A body fitted , block structured strategy was adopted when generating the computational 
grids. However, it should be noted that all grids in OpenFOAM are treated as unstructured 
at the solver level. 
Three levels of grid resolution were employed to assess the effects of grid depen-
dency, termed coarse, medium, and fine, applied to each combination of upstream and 
downstream domain. To minimise the total cell count, the cell sizes increase towards the 
outlet boundary. To ensure a meaningful comparison between each of the topologies, 
the cell sizes in the nozzle working section for each grid level resolution were identical, 
and cell expansion ratios for the downstream volumes equivalent in the axial and radial 
directions. Step changes in grid resolution were not permitted, and the expansion ratios 
were kept to less than 110 o/c in an effort to avoid the commutation errors observed in the 
previous fundamental droplet break-up study (see Fig. 6.9) . 
Examples of the computational grids relating to the simplified inlet case, employing 
the medium level grid resolution , are shown in Fig. 7.4. Similarly, Fig. 7.5 shows a com-
parison of the three grid resolutions for the spherical-sector downstream configuration. A 
summary of the total cell counts when applying the spherical-sector outlet, coupled to the 
simplified inlet geometry, is presented in Table 7.5. For this case, the total number of cells 
ranged from approximately 20000 to 110000, while typical cell sizes in the nozzle parallel 
section were between 12.5 ;.tm and 30.0 ;.tm. To avoid the creation of highly skewed cells 
along the injection axis, wh ich would adversely affect numerical performance, an '0 ' grid 
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(a) Spherical. (b) Truncated-conical. (c) Cylindrical. 
Figure 7.4: Grid topologies - medium resolution. 
(a) Coarse. (b) Medium. (c) Fine. 
Figure 7.5: Working section grid resolution. 
Table 7.5: Grid resolution summary for the spherical-sector downstream condition. 
Resolution Cell size nozzle Cell count 
[J.Lm ] [-] 
Coarse 30.0 19824 
Medium 16.7 46816 
Fine 12.5 108922 
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construction was employed in each case. An additional '0' grid was created for the spher-
ical downstream configuration, whereas the truncated-conical and cylindrical cases took 
a standard 'H' grid form as shown in Fig. 7.4. The relative advantages and disadvantages 
of the gridding strategies are considered in Table 7.6. The spherical downstream option 
was adopted for the baseline study, combined with the extended inlet, against which the 
other configurations could be compared . 
7.4.2 Initial conditions 
The thermodynamic properties for the air- and fuel-filled regions were assigned air at 
standard atmospheric pressure and temperature, and gasoline at 298 K, respectively. A 
zero velocity flow field was assigned throughout the domain to initialise the calculations. 
The initial fuel volume fraction distribution is unknown. To gain a measure of its impor-
tance two possible alternatives were considered, illustrated in Fig. 7.6. 
gamma 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
02 
0.1 
(a) (b) 
Figure 7.6: Initial volume fraction field. (a) Fuel occupies volume upstream of needle/seat, and 
(b) Entire nozzle. 
These included: 
1. region upstream of the point of needle/seat closure occupied by fuel ; ambient gas 
in the remaining volume; and 
2. complete injector assembly behind the exit orifice occupied by fuel ; ambient gas in 
the remaining volume. 
Topology 
Spherical 
Table 7.6: Downstream domain topology construction strategy comparison. 
Advantages Disadvantages 
• Grid lines tend to align with the expected flow direction for the • Less control of grid cell sizes further from the nozzle exit, high-
stable phase of the spray event, leading to better numerical per- lighted by the aggressive cell expansion ratios away from the noz-
formance. zle. 
• More representative far-field description - smooth , and no cells • Use of structured '0 ' grid constrains cell count in axial and radial 
having more than one external boundary condition. directions. 
• Good balance between grid resolution in main regions of inter-
est and total cell count. 
Truncated-conical • Grid lines aligned with the expected flow direction. • Compact size leads to increased influence of boundary effects. 
Cylindrical 
• Allows different choices and combinations of far-field boundary • Constrains flow by preventing the formation of recirculation 
conditions, e.g. outlet and pressure. zones in the vicinity of the liquid sheet. 
• Compact domain, enabling a reduction in total model size. 
• Offers flexibility in axial and radial cell sizes and distributions. 
• Offers flexibility in axial and radial cell sizes and distributions. • Expected flow not orthogonal to grid lines. 
• Domain boundaries located further from the nozzle working • Largest of the three options, imposing the greatest computa-
section, leading to reduced boundary effects in the nozzle work- tional burden. 
ing section. 
• Allows different choices and combintations of exit conditions. 
.... 
CJ1 
.... 
7.4. Set-up 152 
Initial attempts employed the first condition , Fig . 7.6 (a) , where the nozzle was partially 
filled with fuel. However, this led to significant numerical instability in the boundedness 
of the volume fraction field , whereby the solution diverged as the fuel entered the parallel 
section of the nozzle. Here, the flow separated from the nozzle wall leading to a mix-
ing zone, with high velocity gradients, in a region of relatively small computational cells. 
Applying the second option, Fig . 7.6 (b) , was found to overcome the numerical stability 
issue. This approximation is in line with the notion that the nozzle is not fully exhausted 
of fuel at the end of the injection event. Instead, a proportion is retained in the nozzle 
under the action of surface tension, and contributes to the initial pre-swirl component of 
the following injection. In any case, the choice of the initial volume fraction field should 
not affect the numerical results for the stable spray phase. 
7.4.3 Boundary conditions 
Earlier chapters have identified that the spray produced via GDI pressure-swirl injectors 
undergoes significant transition en-route to the stable phase of operation. The net effect 
is the formation of complex flow features that incorporate a wide range of length and time 
scales. This variation needs to be accommodated by the set of boundary conditions, i.e. 
significant recirculation regions are evident that, depending on the choice of boundary 
placement, may be inhibited and/or lead to numerical instability. 
The numerical boundary conditions applied to the model are summarised in Table 7.7 
and their application sketched in Fig. 7.7. The form of the boundaries for the cylindri-
cal downstream case are identical to the truncated-conical downstream case, and have 
been omitted from the figure for brevity. As can be seen from Table 7.7, the domain 
boundaries were mostly described by standard types, including fixed value (Drichlet) , 
zero gradient (von Neumann), a no slip wall condition applied to the nozzle walls, and 
cyclic boundaries at the axial planes of six-fold symmetry. However, the inlet required 
careful attention. Since the flow system is described as incompressible, it is more ap-
propriate to describe the inlet conditions in terms of a volume flow rate as opposed to 
a pressure. As the inlet flow area is constant, the inlet flow rate can be prescribed by 
a velocity. The inlet velocity given in the table is indicative of the stable phase of the 
injection, derived from cycle-averaged mass flow data, shown in Table 7.1 . In recogni-
tion that the needle opening and closing periods are small when compared to the total 
injection duration, preliminary calculations assumed that the inlet flow velocity underwent 
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Table 7.7: Boundary conditions. 
Region Variable Type Unit Value 
Inlet - simple u Ramped value m/ 17.5 
p Zero gradient bar -
Inlet - extended u Ramped value m/ 3.0 
p Zero gradient bar -
Atmosphere u Zero gradient m/ -
p Fixed value bar 1.0 
Outlet u Zero gradient - outflow m/ -
u Fixed value - inflow m/ 0.0 
p Fixed value bar 1.0 
Injector walls u Fixed value - no slip m/ 0.0 
p Zero gradient bar 0.0 
Front and back ALL Cyclic - -
inlet inlet 
~ ~ 
wall wall 
cyclic~ cyclic~ / 
pressure 
"' pressure 
outlet 
r = 0 r=O 
Figure 7.7: Boundary conditions. 
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a step change at the start of the calculations. However, the sudden change from the sta-
tionary initial conditions physically represented an infinite acceleration, which resulted in 
disturbances that propagated throughout the domain. These numerical instabilities grew 
throughout the calculation, manifesting as infinite flow velocities at the downstream outlet 
boundary, which ultimately led to divergence and subsequent solution failure. 
A new boundary condition was introduced to the code that allowed a ramped velocity-
time profile with finite acceleration to be defined. This allowed the inlet velocity to be 
gradually increased, offering not only a more numerically stable boundary condition, but 
also a more physically realistic behaviour. Without the benefit of measured mass flow 
data, the time taken to attain the maximum flow rate is uncertain. Based on a basic 
understanding of the injector mechanism and the opening characteristics of other similar 
injectors, it was assumed that the flow rate increased linearly with time to its maximum 
value, over a period of 0.4 ms. The consequence of this assumption is not believed 
to be significant, as the underlying flow transition processes should retain the expected 
qualitative behaviour. 
7.5 Test cases 
The previous sections have outlined a number of possible domain description strategies 
aimed at determining the most suitable computational set-up to approximate the injection. 
The test cases adopted are summarised in Table 7.8. 
Table 7.8: Test cases. 
Test case Inlet Outlet Resolution 
a Extended Spherical Coarse 
b Extended Spherical Medium 
c Extended Spherical Fine 
d Simplified Spherical Medium 
e Extended Truncated-conical Medium 
f Extended Cylindrical Medium 
Test cases (a) , (b) and (c) were chosen to gain an understanding of the grid resolution 
sensitivity. The choice of upstream inlet configuration was assessed with the aid of test 
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cases (b) and (d), and lastly, sensitivity to the choice of downstream configuration, by test 
cases (b) , (e) and (f). 
Based on the experience gained from the fundamental studies, the present calcula-
tions employed the limited-linear scheme for the convection and transport terms. Initially 
a scheme coefficient of w = 0.2 was applied to each term, promoting numerical accu-
racy at the sacrifice of numerical stability. However, numerical instabilities, particularly in 
the boundedness of the volume fraction equation , Eq. (4.32) , occurring during the flow 
transition from jet to hollow cone, led to relaxing this coefficient, and thereby stabilise the 
calculations by introducing limited numerical diffusion. The effect of this change during 
the previous droplet break-up study was shown to be minimal (see Fig . 6.13). Sharp 
gradients in the volume fraction field were slightly smoothed, but the general shape of the 
droplet during the break-up process remained consistent with the w = 0.2 case. 
7.6 Results 
The results that follow introduce the metrics employed to assess the numerical perfor-
mance and subsequent spray development. Using these metrics, the effect of grid re-
finement is then described. Once having shown that a adequate spatial resolution is 
achieved, the effects attributed to the selection of upstream and downstream domain 
topologies are assessed. This leads to a detailed interrogation of the fuel volume fraction 
field , to describe the spray evolution. 
7 .6.1 Metrics 
The metrics chosen to assess the numerical performance, and subsequently describe 
the computed spray development consisted of: 
• fuel volume fraction evolution ; 
• spray cone angle ; and 
• nozzle pressure drop during the stable phase. 
The 3-D volume fraction field shows the location of the fuel within the domain as a function 
of time. This allows a detailed visual analysis of the injection , from which further data 
sets can be generated. The cone angle is not a direct output from the analysis, and its 
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determination from the volume fraction is not straightforward. The procedure constructed 
to obtain this information is detailed in Appendix D. lt was based on interrogating the 
volume fraction field at two planes, orthogonal to nozzle centre line. 
The calculations at 1 ms were chosen to represent the stable phase of the injection. 
Here, the pressure drop was calculated as the mean area-weighted pressure at planes 
along the nozzle axial length, derived from : 
(7.2) 
where N represents the total number of cells on each axial plane, and A the cell face 
area. 
7.6.2 Grid sensitivity 
Predictions showing the grid sensitivity to cone angle and pressure drop are described in 
the following sections. 
Cone angle 
As employed in the previous experimental analysis of the near-nozzle region , the cone 
angle is defined by the angle made between the axis of injection, and the intersection 
of the outermost part of the spray at a plane downstream of the nozzle (see Fig. 5.10 
for a schematic representation of the measurement planes). The downstream planes 
for the cone angle time histories for Figs. 7.8 and 7.9 were set to 0.5 mm and 1.0 mm, 
respectively. The 0.05 ms offset between the initial rise time in the cone angle predictions 
for each figure is attributed to the arrival time of the spray at each of the downstream 
measurement planes. The noise in the computed trends arises due to the specifics of the 
procedure employed to compute the instantaneous cone angle. 
The initial peak, observed shortly before 0.2 ms, occurs during the unsteady jet phase 
of the injection, where the thick tip leading the spray encounters the downstream mea-
surement plane. Consequently, the cone angle tends back to zero once the tip has tra-
versed the plane, as the measurement indicates the angle made by the 'trunk' of the jet, 
as found previously in the analysis of the experimental data in Section 5.6.1 . As the spray 
develops, the cone angle increases rapidly to an unsteady value. The predicted mean 
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Figure 7.8: Cone angle between nozzle exit and 0.5 mm plane variation with grid resolution. 
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Figure 7.9: Cone angle between nozzle exit and 1.0 mm plane variation with grid resolution. 
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values at the 0.5 mm and 1.0 mm planes were found to be approximately 25 deg and 
30 deg, respectively, capturing the feature that the cone angle widens with axial distance 
in the very near-nozzle region. For the coarse grid prediction in Fig. 7.9, the fluctuations 
between the computed unsteady mean value and zero from approximately 0.65 ms indi-
cate that the fuel volume fraction field is diluted by the increased spatial averaging . Here, 
zero values occur in the cone angle calculation procedure when the value of the volume 
fraction does not achieve the threshold value employed to discriminate between the fuel 
and air, thereby implying that only air is present. 
The computed cone angle time histories suggest a convergent trend as the grid res-
olution is increased, where the opening of the cone angle and stable phase periods tend 
to similar values. However, the difference between the characteristics computed for the 
medium and fine grids does not conclusively show that a grid independent solution has 
been achieved. 
Nozzle pressure drop 
The calculated mean pressure as a function of length along the nozzle axis is shown 
in Fig . 7.1 0, where the datum for the axial distance was taken as the upper surface 
of the swirl port assembly. Labels indicate the various nozzle sections as the fuel is 
transported through the injector. The computed characteristics relating to each of the 
three levels of grid resolution are very similar. Operational data states that the injector 
operates under 50 bar supply pressure. However, this is the pressure as observed on the 
high pressure side of the injector pump. Here it is evident that under full lift operation, the 
pressure on entry to the swirl port is significantly lower, in the region of 35 bar. This is in 
general agreement with the predicted pressure drop using the simplified models given in 
Table 7.4. 
The pressure falls rapidly to around 5 bar as the flow accelerates through the restric-
tion imposed by the needle and its seat. The pressure recovery, seen downstream, is the 
only region that shows any significant variation with grid resolution . The coarse grid level 
appears to extenuate the magnitude of the pressure recovery, at approximately 18 bar. 
With increasing grid resolution the size of this peak is seen to reduce, whereby the fine 
level only reaches approximately 14 bar. The pressure is then seen to fall rapidly, once 
again, on entry to the parallel section of the nozzle, tending towards the assigned ambi-
ent pressure of 1 bar. This is physically realistic on account of the air core occupying a 
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Figure 7.10: Nozzle pressure drop variation for three levels of grid refinement. 
significant volume of the parallel section. Unfortunately, as was evident in the previous 
cone angle calculations, these results cannot confirm that a grid independent solution 
has been achieved. 
Summary 
The computed trends for cone angle development, and nozzle pressure drop for the sta-
ble phase of the injection were found to be similar for the three levels of grid resolution. 
The fluctuations in the cone angle predictions made a clear interpretation of possible 
grid (in)dependence difficult. The clearest indication was given by the predicted nozzle 
pressure drop, highlighting that the pressure recovery downstream of the flow contraction 
is dependent on grid resolution. Evidently, it has not been established that a grid inde-
pendent solution has been obtained with the 'fine' grid. However, this level of resolution 
proved to be the limit imposed by the available resources, and will be employed for the 
later discussion of the volume fraction field evolution . The 'medium' level grid resolution 
will be employed for the following sensitivity analyses. 
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7.6.3 Upstream and downstream domain topology sensitivity 
The sensitivity on the computed spray cone angle and pressure drop to the choice of 
upstream and downstream domain topology is presented in the following sub-sections, 
employing the medium level grid resolution. 
Upstream configuration 
The impact of the choice of upstream domain boundary on the pressure drop and cone 
angle was shown to be minimal, as indicated by Figs. 7.11 and 7.12 respectively. Such 
little difference between the two cases may be attributed to the geometry of the inlet 
regions. For the simplified case, the length of the inlet port is approximately 5 hydraulic 
diameters. lt is therefore likely that the most severe flow distortions due to the flow turning, 
apparent in the extended inlet case, have decayed and redistributed themselves prior to 
entry to parallel section of the nozzle. This result suggests that the simplified inlet is 
sufficient for the present investigations. 
Downstream configuration 
Similarly Figs. 7.13 and 7.14 show minimal variation in pressure drop and cone angle 
as a result of the choice of downstream topology. Here, the predicted cone angle for 
the truncated-conical case is slightly lower than those of the other two cases. Interest-
ingly, the calculated mean pressure values are virtually identical for the truncated-conical 
and cylindrical downstream sections. However, to maintain solution stability, increased 
pressure correctors were required to resolve the cone configuration, negating the time 
savings associated with the physically smaller computational grid when compared to the 
larger cylindrical case. 
Summary 
The choice of upstream volume has shown negligible effect on the predicted cone angle 
time history and stable phase pressure drop. Therefore, the use of the simplified inlet 
is reccommended. However, a decision was taken early in the research to employ the 
extended inlet in the belief that the additional volume may be required. Due to the time 
required to complete the calculations, the use of the extended inlet has been maintained 
for the remainder of the analyses for consistency, and to avoid revisiting cases. 
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Figure 7.12: Cone angle between nozzle exit and 1.0 mm plane variation with upstream configu-
ration. 
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Figure 7.14: Cone angle between nozzle exit and 1.0 mm plane variation with downstream con-
figuration. 
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Similarly, the topology of the downstream topology indicated little influence on the 
predictions. However, the truncated-conical approximation was found to be less numer-
ically stable than the alternatives, presumably due to the enforcement of the boundary 
conditions in close proximity to the complex flow. To take advantage of the smaller total 
cell count, the spherical-sector volume was selected as the most appropriate choice. 
7.6.4 Fuel volume fraction evolution 
Results using the fine grid resolution of the fuel volume fraction field evolution are de-
picted in Fig . 7.15. The predictions have been repeated about the axis of injection to 
achieve a full 3-D impression of the calculated spray development. The iso-surfaces 
take values of the predicted volume fraction of 1 = 0.3, 0.5, 0.7, as an indicator as to 
the presence of the fuel/air interface and hence fuel location . Furthermore, the surfaces 
take advantage of translucency, such that the spread between them gives a qualitative 
measure of the numerical diffusion. Fuel volume fraction snapshots are taken at 0.1 ms 
intervals, with additional frames in the 0.3 to 0.5 ms range to capture the details of the flow 
transition from the initial startup phase to the stable hollow cone phase. Inserts show-
ing experimental images from Section 5.6.1 are added to the upper left of some of the 
illustrations to aid in the qualitative evaluation of the predictions. 
Shortly after the SOl , the predictions suggest that fuel emerges from the nozzle as a 
laminar jet as shown in Fig. 7.15 (a) , (b). The unsteadiness observed in the experimental 
image has not been recovered. However, qualitatively the mushrooming of the leading tip 
of the jet behaviour is well captured. Here, the low velocity nozzle contents are acceler-
ated by the higher velocity fluid entering the nozzle, whilst being opposed by the resistive 
aerodynamic drag force provided by the relative motion through the ambient gas. This 
difference in jet structure is more than likely due to the choice of initial conditions. The 
calculations assumed that the nozzle was initially filled with fuel , and that the needle was 
already open at maximum lift. The injection started by increasing the flow rate from zero 
to a finite value over an assumed period of 0.4 ms. In reality, as the needle lifts, the initial 
flow through the injector will reach high speeds (perhaps hundreds of metres per second) 
due to the small flow area and high pressure differential. With increasing needle lift, the 
flow speeds will reduce, tending to a steady value. Consequently, although the mass flow 
rates should be comparable, the flow will emerge in the physical case much faster than 
the predictions. This is confirmed by the comparison of the experimental and calculated 
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Figure 7.15: Temporal evolution of the liquid volume fraction field. 
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(g) 0.50 ms . 
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(i) 0.70 ms. (j) 0.80 ms. 
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(k) 0.90 ms. (I) 1.00 m . 
Figure 7.15: Temporal evolution of the liquid volume fraction field (cont.) 
7.6. Results 
axial and radial penetrations time histories described in Fig. 7.16. 
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The calculated penetrations follow smooth characteristics, slowly increasing with injection 
time. The experimental traces however, show a much more aggressive rate of penetra-
tion , of order four times that of the predicted trends. 
Large scale perturbations on the jet surface are evident at 0.3 ms. Their stimulus is the 
increased torsional shear as the flow rate increases between the surrounding air and the 
initial non-swirling nozzle contents leading the jet, and new swirling fuel having traversed 
the swirl assembly. As the injection event proceeds these disturbances are seen to grow, 
leading to small ruptures. 
The development of the air core is clearly visible at 0.4 ms, travelling upstream into 
the nozzle. At this stage, the air core is approximately one third of the nozzle diameter, 
i.e. 300 J..Lm, and exhibits an irregular surface. The formation of the air core signifies 
the transition from jet-like behaviour to a swirling annular sheet. Meanwhile, the large, 
overturned jet tip is highly perturbed and starts to break-up. However, the effects of the 
larger cells employed in the downstream region are clearly visible, as the surfaces show 
that the fuel-air interface is spread over a finite distance, and the smaller disturbances 
nearer to the nozzle are dissipating as they travel further from the nozzle. 
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The predicted volume fraction field shows highly complex features at 0.45 m . The 
air core has attached to the needle, and has increased in diameter. Simultaneously, the 
spray is showing transitional behaviour as the jet suffers major ruptures, showing good 
qualitative agreement with the image insert. 
After approximately 0.5 ms, the air core approaches its maximum stable size, but 
maintains an irregular surface profile. The previous jet rupture has led to the separation 
of the pre-swirl component of the jet from the main spray. The spray cone angle is now 
opening up, and the liquid sheet directly downstream of the final orifice has an uneven 
appearance. 
At 0.6 ms the surface of the air core has smoothed, and appears relatively stable. The 
twisted ridges on the air core suggest that it is rotating in an anti-clockwise direction. The 
leading edge of the spray has passed out of the computational domain via the down-
stream boundary, leaving behind a relatively stable swirling liquid sheet. The remains of 
the pre-swirl component can be seen on the injection axis. The sheet appears smooth, 
from which regular fluid elements can be seen to detach from its leading edge. These 
fragments are subject to further break-up and decompose into droplets of varying size 
classes that tend to spherical shapes further from the sheet, under the stabilising influ-
ence of surface tension. However, the droplets appear to be absorbed into the ambient 
gas further downstream, due to the increasing computational cell sizes further from the 
orifice. In the previous chapter, at least 32 cells were employed across the droplet diam-
eter to capture the droplet break-up in 2-D. Conversely, droplets in the far-field region for 
the present case are described by 2 to 3 cells in each dimension, which is clearly insuffi-
cient to capture the droplet morphology. Therefore, unfortunately, this analysis will not be 
able to provide a representative drop size distribution. However, larger features such as 
the liquid sheet thickness are forthcoming . 
The images from 0. 7 ms onwards suggest that the injection has entered its stable 
phase. The topology of the air core and liquid sheet rotate anti-clockwise in a regular 
pattern, whereby any small fluid elements inside the core travel upstream towards the 
nozzle. Here, they impact the needle where they are dispersed outwards, prior to being 
absorbed into the swirl ing liquid film within the parallel section of the nozzle exit and 
(re-)ejected. 
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7.6.5 Near-nozzle cone angle evolution 
To help explain the flow phenomena described by the previous 3-0 images, the same time 
series is shown in Fig . 7.17 for 2-0 images of the near-nozzle region, generated at the 
periodic boundary of the computational domain, i.e. half of the nozzle and downstream 
domain is shown, divided at the injection axis. The figures show a close-up of the 
region directly downstream of the final orifice. Once again , the images show the initial 
emergence of a smooth , laminar jet, slowly propagating downstream as the flow rate 
increases as the injection advances. 
The growth of the perturbations on the jet surface are clearly seen from 0.30 ms on-
wards, leading to the rupture of the leading edge of the spray tip. The effect of the 
increasing cell sizes on the computed fuel volume fraction at further distances from the 
nozzle exit is clear, whereas the interface thickness is seen to grow. For example, the 
fuel-air interface of the spray tip at 0.35 ms is approximately one quarter of the nozzle 
diameter. As the jet ruptures to form the hollow cone at 0.40 ms, a clear demarkation of 
the interface is not forthcoming. Instead, below the intact fluid region, the colouring of 
the contours indicates a smoothed transitional region. Physically, this could represent a 
region of small droplets that cannot be resolved by the grid, or perhaps a region of bubbly 
flow. 
As the air core develops, the cone angle opens, and the bounding liquid sheet is seen 
to stabilise. By 1.00 ms, the injection has entered the stable phase, and fluid elements 
are shed in a regular pattern from the leading edge of the sheet. 
A comparison showing the correlation between the computed spray half cone angle 
and the previous experimental evidence (see Fig . 5.1 0) is presented in Fig. 7.18. The 
general trend between the predicted and measured cone angle compares favourably. 
The initial peak as the thick spray tip traverses the lower plane used in the cone angle 
calculation procedure, and the rapid rise as the cone angle opens up to its upper mean 
value, are well captured. The magnitudes of the mean cones angle during the stable 
phase are similar, at approximately 30 deg. Furthermore, the magnitude of the flapping 
of the sheet about its mean value of ±2.5 deg is in agreement with the measured mean 
value. This suggests that the effects of friction have been correctly calculated . However, 
the time taken to achieve the stable phase is longer for the predictions, which ties with 
the generally slower rate of spray development shown previously in Fig. 7.16. 
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(a) 0.10 ms. (b) 0.20 ms. 
(c) 0.30 ms. (d) 0.35 ms. 
(e) 0.40 ms. (f) 0.45 ms. 
Figure 7.17: Temporal evolution of the liquid volume fraction field in the near-nozzle region. 
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(g) 0.50 ms. (h) 0.60 ms. 
(i) 0.70 ms. U} 0.80 ms. 
(k) 0.90 ms. (I) 1.00 ms. 
Figure 7.17: Temporal evolution of the liquid volume fraction field in the near-nozzle region . 
(cont.) 
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Figure 7.18: Cone angle comparison. 
7 .6.6 Air core development 
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The 3-D fuel volume fraction iso-surface sequence shown by Fig . 7.15 and 2-D contours 
in Fig. 7.17 clearly show the transition from an unsteady continuous liquid jet to a stable 
hollow cone. Taking these images in isolation, it would appear that the air core is initiated 
by a disturbance on the liquid jet that leads to rupture, and subsequently travels upstream 
towards the needle. Computed pressure contours presented in Fig. 7.19 (a) may suggest 
an additional mechanism. 
A low pressure region can be seen at 0.35 m as the flow accelerates whilst turning 
into the final parallel section of the nozzle, forming a localised recirculation zone, and 
suggesting a possible cavitation site. This, in conjunction with the absence of gravity in 
the predictions, may contribute to the large fuel ligaments that were seen to persist on 
the injection axis at 0.6 m in the previous analysis of the volume fraction field. However, 
the current modelling strategy does not include cavitation mechanisms. If the inclusion of 
cavitation effects were possible, it may reveal that the air core is formed by a combination 
of a fuel vapour bubble at the needle that meets with the air entrained towards the needle 
as a consequence of the initial jet rupture, as suggested by Alajbegovic et al. [97]. The 
low pressure zone soon dissipates as the injection event proceeds, eventually leading to a 
7.6. Results 
!Time- 0.00035 si 
(a) Transitional phase. 
pd 
2.0E+06 
1.8E+06 
1.5E+06 
1.3E+06 
1.0E+06 
7.5E+05 
S.OE+OS 
2.5E+05 
O.OE+OO 
-2.5E+05 
-5.0E+05 
r / 
I Time- 0.00100 s 
(b) Stable phase. 
Figure 7.19: Pressure field in the inner- and near-nozzle regions. 
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stabilised pressure field on the formation of the hollow cone, where the air core pressure 
equalises with the air pressure external to the nozzle, Fig . 7.19 (b) . 
Contours of the volume fraction in the nozzle parallel section show the development 
of the air core in Fig . 7.20. The small images in the upper left are taken from the 
experimental work performed by Khoo et al. [33]. Their set-up consisted of a similar 
pressure-swirl injector, with a length:diameter ratio of 4 and a final orifice diameter of 
1 mm (compared to 1.2 and 0.9 mm employed here) . 
The predicted air core development shows very good qualitative agreement with the 
experimental images. Between 0.38 ms and 0.42 ms, the air core propagates from the 
plane of the nozzle final orifice, and attaches to the injector needle. During the stable 
phase at 1.0 ms, the air core approaches a maximum stable diameter, in accordance with 
the inviscid theory, detailed in Section 3.4.3, which assumes that the air core self-adjusts 
to achieve maximum flow throughput. The film thickness is approximately constant in the 
parallel section, gradually thickening as it approaches the needle, showing close agree-
ment with experiment. 
The air core velocity is plotted in Fig. 7.21. The air core, defined by the value of the 
volume fraction corresponding to 0.5, has been 'unrolled', and velocities converted from 
Cartesian into cylindrical polar co-ordinates. The vertical axis shows the height of the 
air core above the nozzle final orifice, and the horizontal axis shows the angle in radians 
about the injection axis. The velocity magnitudes vary from zero at the needle (wall) , to a 
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(a) 0.38 ms. (b) 0.40 ms. 
(c) 0.42 ms. (d) 0.44 ms. 
(e) 0.46 ms. (f) 0.48 ms . 
Figure 7.20: Temporal evolution of the liquid volume fraction field in the inner nozzle. 
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(g) 0.50 ms. 
(i) 0.60 ms. 
(k) 0. 5 m . (I) 1.00 m . 
Figure 7.20: Temporal evolution of the liquid volume fraction field in the inner nozzle (cont.) 
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Figure 7.21: Air core velocity. 
maximum of approximately 75 m/s. Evidence of the swirl component is clear, where the 
velocity vectors are aligned from the upper-left to lower-right, indicating an anti-clockwise 
rotation. With increasing distance from the injector needle, the radial component is de-
cays due to frictional losses between the swirling liquid film and nozzle wall , so that the 
flow is dominated by the axial velocities. 
7.6.7 Nozzle film thickness 
The computed nozzle film thickness for an interval during the stable phase, 0. 7 ms ::; t ::; 
1.0 ms, is illustrated by the height contour in Fig . 7.22 as a function of axial distance from 
the plane of the nozzle exit. Again, the interface is defined as the location where the 
fuel volume fraction is 0.5. The vertical axis shows the distance along the nozzle parallel 
section, and the horizontal axis is time. The surface indicates that the liquid film thickness 
relaxes to a relatively stable profile, of approximately 0.10 mm to 0.12 mm, thickening to 
approximately 0.2 mm towards the injector needle. In addition, the repeated pattern at a 
distance of 0.8 mm indicates a tentative periodic behaviour with a cycle time of around 
0.05 ms, or frequency of 20 kHz that may represent swirling features on the surface of the 
air core. 
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Figure 7.22: Nozzle film thickness. 
The same height data is shown in time averaged form by a line plot in Fig. 7.23, includ-
ing the derived upper and lower bounds. Here, the axial distance has been normalised by 
the length of the nozzle parallel section , and the thickness by the orifice diameter. Also 
plotted is the experimental result of Khoo et al. [16] . 
A smooth characteristic for the film thickness is evident, increasing with distance from 
the nozzle exit, following a similar characteristic as the experimental result. The computed 
thickness is found to lie in the range 0.1 to 0.2 mm, exhibiting a distinct oscillation of 
magnitude approximately equal to 0.01 mm. At the nozzle exit, the predicted thickness is 
0.13 mm. This compares favourably with the previous results given in Table 7.4 using the 
simplified methods, which gave estimates in the range 0.12 mm to 0.15 mm. 
7.7 Summary 
This chapter has presented a detailed 3-0 VOF computation relating to the internal- and 
near-field reg ions of a production an automotive GDI pressure-swirl injector. The model 
is not reliant on the input of experimental data. Instead, the flow through the injector was 
predicted based on injector dimensions and operating conditions. By capturing the phase 
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interface evolution between the fuel and air, the VOF model was able to generate a wealth 
of pertinent spray information. A qualitative visual assessment showed that computations 
clearly captured the principal features of the pressure-swirl spray development, including 
the : 
• pre-swirl jet in the early stages of the injection ; 
• unsteady break-up of the jet; 
• growth of the air core ; 
• unsteady transition to hollow cone ; 
• generation of a swirling liquid sheet; and 
• onset of the stable phase of the injection. 
lt was found that modelling the additional volume upstream of the injector swirl port en-
try had negligible influence on the predicted fuel flow in the nozzle parallel section or 
externally to the final orifice. Therefore, future approximations may employ this reduced 
geometry without sacrificing accuracy. The effect of the topology of the volume down-
stream of the injector also showed only a small variation. However, the application of a 
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spherical-sector volume was found to provide the optimum compromise between numer-
ical accuracy, stability, and overall model size. Evidently, the reduced one-sixth model 
was shown to be a good representation of the full 3-D geometry. 
The stable phase of the injection was in close agreement with the experimentally 
measured cone angle, but the transitional phases incurred greater uncertainty. This was 
confirmed by the predictions of spray penetration and cone angle. Here, the rates of 
axial and radial penetration were substantially under predicted. The predicted cone angle 
during the stable phase of the injection showed excellent agreement with the experimental 
evidence. However, the transient opening of the cone angle was shown to lag behind the 
measured profile. lt was suggested that this was due to the combined effects of the initial 
conditions, and the method employed to model the effects of the control needle opening 
dynamics. Furthermore, the assumed time taken to increase the flow rate from zero to the 
stable phase value may have been overestimated. Ideally, the measured instantaneous 
mass flow rate profile would be supplied as an input. 
The growth of the air core was well captured, and compared favourably with the ob-
servations made by Khoo et al. [16]. Accordingly, the nozzle film thickness was also in 
good agreement, and shown to be well approximated by the results of inviscid analysis. 
Unfortunately, it was not possible to generate a droplet size distribution from the calcu-
lations. The relatively coarse cell resolution in the far-field gave the impression of droplets 
being lost to the surrounding air. This feature was due to the greater degree of averaging 
resulting from the use of the larger cells. As the spray propagates from the nozzle the 
larger liquid artefacts break-up into smaller droplets, and become increasingly diluted. 
Evidently, the liquid volume fraction in each cell tends to zero. This feature can only be 
rectified with an increased grid resolution. However, this requirement is currently beyond 
the capabilities of the available hardware resources. 
Evidently, current numerical tools are able to determine the underlying transient flow 
physics in the near-nozzle region throughout the injection. The main drawback is the 
resource-intensive nature of the calculations that inhibits their ideal application. However, 
as computer technology advances, it is likely that the potential of the segregated flow 
models will be fully maximised in the future. 
Chapter 8 
Conclusions 
8.1 Summary 
The goal of this thesis has been to contribute towards a greater understanding of liq-
uid break-up and atomisation relating to pressure-swirl gasoline direct injection. This is 
in recognition that a fundamental understanding of the flow processes that govern the 
behaviour of the final spray is incomplete. This has been achieved via an overview of 
methods to qualify and quantify the spray, and the application of detailed physical and 
numerical analyses. 
The lack of published experimental data has been addressed by presenting a com-
prehensive analysis of existing measurements for a production GDI pressure-swirl spray. 
High resolution images and PDA measurements of the spray near- and far-field clearly 
described the complex phases of the injection process, providing data for correlation and 
validation of numerical methods. Drop size distributions were constructed via the interro-
gation of the raw PDA data sets, which can be employed in far-field injector studies. The 
discussion also identified the numerical challenges faced when attempting to generate 
physically representive approximations. 
An initial numerical study showed how the VOF framework could be applied to a funda-
mental droplet break-up case. The case considered the break-up of an initially spherical 
1 mm water droplet, suddenly exposed to an oncoming air stream. This served to assess 
the ability of the numerical model to capture the significant features of the break-up pro-
cesses, and to study the effects of grid resolution, cell topology, and numerical schemes. 
The main findings included: 
• The methodology is able to accurately depict droplet break-up mechanisms. The 
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changing form of the droplet as a function of Weber number and time compared 
very favourably with experimental observations. 
• The effect of temporal differencing method showed little influence on the predicted 
break-up behaviour. 
• First order schemes such as unwinding are inappropriate choices for the transport 
of the volume fraction. Their physical effect is to smear the interface over sev-
eral computational cells, losing resolution of the fluid boundary. Furthermore, their 
application was shown to adversely affect the quality of the predicted break-up be-
haviour. 
• Grid construction strategy plays a significant role. The calculations identified that 
embedded refinement could be employed to resolve areas of interest. However, it 
was shown that fluid elements that passed from the fine to coarse resolution zones 
were absorbed into the surrounding gas. 
• An assessment of cell topology revealed that the use of 2-D triangular cells (and 
3-D tetrahedral cells, by implication) is to be discouraged. The results were visibly 
inferior to those obtained using 2-D square cells, whilst requiring additional compu-
tational effort for an equivalent cell length scale. 
This paved the way forward for a challenging 3-D simulation of the internal- and near-
nozzle flow of a pressure-swirl injector. As shown by the analysis of the experimental 
data, the spray is highly complex, and poses significant numerical complexities. The 
calculation employed the VOF method to capture the transient development of the fuel-air 
boundary to derive the spray evolution. The domain was restricted to the region between 
the inlet swirl assembly, to a region of space 5 mm from the nozzle exit. A static grid 
with a time varying inlet boundary condition was employed to approximate the needle lift 
dynamics. The following findings were identified: 
• Application of the VOF model is successfully able to link the spray development 
process to the injector geometry and operating conditions. The complex, transient 
development of the pressure-swirl spray, from initial unsteady jet to stable, swirling 
hollow cone were well represented, and achieved a very good qualitative agreement 
with the experimental images. 
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• During the stable phase of the injection, computed spray properties such as cone 
angle, and sheet thickness were in good quantitative agreement with measured 
spray properties, and results obtained from inviscid models. 
• The predictive performance for the transient phase en-route to the stable phase 
was less satisfactory. The rates of axial and radial penetration, and opening rate 
of the cone angle were shown to be under predicted. The likely source of the 
discrepancies was identified as the over simplification of the initial conditions, and 
the method by which the needle opening was modelled. 
• The influence of the volume upstream of the swirl port assembly on the predicted 
spray was shown to be minimal, and therefore can be neglected in future similar 
studies. 
• voF treatments of pressure-swirl sprays are extremely resource intensive. This is 
mainly due to the need to employ a sufficiently fine grid resolution to resolve the 
fuel-air interface, and the difference of nearly five orders of magnitude between the 
calculation time step, and time taken to achieve the stable phase of the injection. 
This feature, coupled with the available resources for the present work, prohibited 
the derivation of drop size spectra. 
Furthermore, the injector geometry has been given in the hope that, in conjunction with 
the experimental material, it may be useful for future numerical model development. 
In summary, future GDI studies will continue to include both experimental and numer-
ical analyses, where numerical approximations will continue to fill the gaps that experi-
mental techniques are unable to accommodate. This research has shown that the tools 
exist to generate accurate spray data sets. The two phase VOF method is clearly capable 
of modelling the complexities of pressure-swirl sprays, and can be used with confidence 
during injector design and development. Its main benefit is in removing the empiricism 
and reliance on experimental measurements. To date, its main stumbling blocks are the 
lengthy computational times and significant resource requirement. However, the cost of 
computational hardware is continuously decreasing, where the cost of a computer cluster 
is relatively cheap, of order 500 pounds per node at the time of writing. Furthermore, the 
software used in this study, Open FOAM is free of charge. Therefore, the full power of VOF 
methods is likely to be realised in the near future, as a viable option for research groups 
and industry alike. 
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8.2 Recommendations for future work 
A number of assumptions were made when modelling the internal- and near-nozzle re-
gion of the pressure-swirl injector, which lend themselves to areas of future study. These 
include: 
• Modelling of the control needle opening dynamics is a source of uncertainty. The 
application of a static grid, complemented by a time varying inlet boundary condition 
was shown to capture the correct qualitative behaviour of the evolving spray. How-
ever, differences between the computed and measured rates of penetration were 
evident. In addition, the structure of the computed jet as it first emerged from the 
nozzle did not capture the same level of unsteadiness that the experimental images 
suggested. An alternative strategy could employ a dynamic grid strategy that mim-
ics the physical case more closely by modelling the needle opening. This would 
also require the specification of a time-varying pressure boundary to accommodate 
the pressure loss of the nozzle. 
• Sub-grid scale turbulence effects were not explicitly included in the present work. If 
the hardware is available, OpenFOAM includes a LES variant of the two phase solver 
that could be applied to identify the implications of this assumption on the quality of 
the predictions. 
• The flow speeds were shown to fall into the low-subsonic category, suggesting that 
compressibility effects are negligible. However, this assumption requires verifica-
tion. 
• Cavitation effects were not included. The predicted injector internal pressure field 
as the cone developed showed a distinct low pressure region directly below the tip 
of the control needle. In reality, this may suggest that the formation of a cavitation 
cell contributes to the development of the air core. 
• Temperature effects have been neglected. Therefore, the local cooling effect of the 
atomisation process could prove an interesting study. 
• Similarly, mass transfer between the phases was not included. The two phase 
methodology could be extended to include an additional phase to account for the 
fuel vapour fraction. Ultimately, this could be the next step en-route to combustion 
analysis. 
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• Finally, lt is well known that the form of the spray issued from pressure-swirl injectors 
is affected by the ambient back pressure. Calculations to date have only considered 
the spray development under atmospheric conditions. A useful exercise would be 
to ascertain the effectiveness of two phase VOF in predicting this behaviour. 
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Appendix A 
The normalised variable formulation 
A.1 Introduction 
To clarify the concept of the Normalised Variable Formulation {NVF} and how the vari-
ous advection schemes can be plotted on the NVDI the following sections introduce the 
background to the method. The notation used is identified in Fig. A.1. 
u 
I ' I • I 
I I : I 
~~---r----~·~---+1----~o---
u C f D 
Figure A.1: Flux variation. 
A.2 Method 
Face values are calculated by: 
1 
cfJJ = c/Jc + 2w- (0) (c/Jv- c/Jc) (A.2.1) 
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A.3. Examples 
The variables can be normalised using: 
Now, 'i>c is defined by: 
- if>- if>u if>=---if>v - if>u 
- if>c- if>u if>c = ..:....=....___.:_-=-
if>v - if>u 
and the argument () is a function of 'i>c: 
if>c fJ= -
1- if>c 
The flux limiter, w(fJ) behaves such that: 
w(e) = { 
0 if>c < 0 or if>c > 1; 
Calculated o:::; if>c:::; 1. 
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(A.2.2) 
(A.2.3) 
(A.2.4) 
(A.2.5) 
The purpose of the limiter is to ensure that the solution remains bounded, preventing the 
discretisation scheme from introducing spurious extrema in the solution. 
A.3 Examples 
A comparison of a selection of flux limiters available in OpenFOAM for the schemes previ-
ously presented in Fig. 4.3 are shown in Table A.1. 
Table A. 1: Advection scheme descriptions. 
Discretisation scheme Limiter, w(fJ) 
Upwind 0 
Central difference 0.5 
Superbee max {max[min(2fJ, 1), min(fJ, 2)], 0} 
UMIST max(min{min[min(2fJ, 0.75fJ+0.25), 0.25()+0.75], 2}, 0) 
MUSCL max {min[min(2fJ, 0.5() + 0.5), 2], 0} 
MINMOD max[O, min(1, fJ)] 
Gamma min [ max ( 2tc , 0) , 1] 
Limited linear max [m in ( 2:, 1) , 0] 
Their characteristics are clearly shown plotted as a function of 'i>c in Fig. A.2 
A.3. Examples 
CD 
Upwind 
1.0 MINMOD I MUSCL 
Super bee 
UMIST I 
.---
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0 0.5 
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Figure A.2: Umiter representation 
1.0 
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Appendix B 
Injector geometry 
Over the course of the research it has been made apparent that the internal geometry of 
gasoline fuel injectors is notoriously difficult to obtain , due to the highly sensitive nature 
of this material. The main injector used throughout the present study was the Mitsubishi 
pressure-swirl injector, described in detail in the following section. 
8.1 Mitsubishi pressure-swirl injector 
The principle components that make up the Mitsubishi pressure-swirl injector are the noz-
zle, swirl plate and pintle, as illustrated in Fig . 8 .1. The geometry has been reconstructed 
via interrogation of a reverse-engineering exercise [182]. The maximum needle lift was 
measured as 67 ~J.m. 
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8.1. Mitsubishi pressure-swirl injector 
Nozzle 
Swirl 
--~~------plate 
Pint le 
Figure B. 1: Mitsubishi pressure-swirl injector assembly. 
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Appendix C 
Convection scheme test 
C.1 Introduction 
A study was performed to assess the behaviour of a selection of convection schemes 
available in OpenFOAM. The problem specification was similar to that given in Versteeg 
and Malalasekera [83]. The schemes assessed included: 
• Linear (central differencing) ; 
• Upwind; 
• Quadratic Upwind Interpolation for Convective Kinematics (QUICK) ; 
• Self-Filtered Central Differencing (SFCD); 
• Van Leer; 
• Gamma; and 
• Limited linear. 
C.2 Problem specification 
The problem is the 2-D steady-state solution of the pure convection of a scalar property, 
</J, by a uniform flow field . The governing equation for the scalar is given by : 
'\1 · (<!Ju) = 0, (C.2.1) 
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C.2. Problem specification 210 
A simple solver for this Eq. (C.2.1) was created using the Open FOAM libraries. The com-
putational grid is a square, comprising of uniform square cells. A uniform velocity, where 
u = v = 2 m/s was applied . 
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Figure C.1: Convection schemes test problem specification. 
Three uniform grids were employed: 
• 10 X 10, 
• 50 X 50, 
• 100 X 100. 
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C.3 Results 
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Figure C.2: 10 x 10 grid. 
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Appendix D 
Cone angle determination 
0.1 Introduction 
The following describes the procedure to generate the cone angle from the volume frac-
tion field , followed during the current research . 
0.2 Preliminaries 
Firstly the OpenFOAM results were exported to Tecplot. Here it was possible to map the 
calculated variables on to planes perpendicular to the axis of injection at prescribed dis-
tances along the nozzle, as shown by the schematic in Fig. 0.1 . Secondly, these planes 
were exported to Matlab for further processing. 
0.3 Method 
Firstly, a threshold value of the volume fraction was assign to indicate whether a cell was 
filled with either fuel or air. For the current investigations, a value of 0.4 was applied. 
The radial distance from the injection centreline to the outer limits of the domain was 
discretised into fixed size bins of size dr, e.g. dr = 0.01 mm. The radial offset to each 
cell centre was then calculated, and the cell flagged if fuel was present. The radial offset 
determined the bin to be flagged as having fuel present to enable a characteristic of 
the fuel variation as a function of radius to obtained, as shown in Fig. 0.2. The outer 
limits of the cone could then be inferred by looking at the outermost radial bin showing 
a non-zero value. The bin midpoint was then employed to represent the radial offset of 
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Figure D.2: Radius-averaged volume fraction. 
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the spray outer limit. By repeating this procedure for a plane at the nozzle exit and one 
downstream, the cone angle can be inferred from the radial offset, and the axial offset 
between the two planes. 

