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Let S be a kite set and P be a property. Then a partition {S, ,..., St} of S is 
a complete P-partition of order t if each SI has property P but no S, u S, (i # j) 
has this property. P is hereditary if each subset of a set with property P has 
property P. The main result is an interpolation theorem for complete P-partitions 
where P is hereditary, viz., if S has complete P-partitions of orders m and M 
where m < M, then S has a complete P-partition of order n for each n, 
m < n Q M. This result generalizes the homomorphism interpolation theorem 
of Harary, Heditniemi and Prins, and its proof supplies an algorithm for the 
construction of the interpolating partitions. There are a variety of applications 
to the partition theory of graphs and set systems. 
1. INTRODUCT~~N 
Let S be a finite set and suppose that P is a property associated with the 
subsets of S. If T C S has property P, we say T is a P-set, otherwise T is a 
PI-set. A property P is called hereditary if each subset of a P-set is also a 
P-set. 
A P-partition of S with order t is a partition {S, ,..., S,} of S such that 
each Si is a P-set. A P-partition of S is called complete if Si u Sj is a 
PI-set for all i, j, i # j. If S has a complete P-partition of order C, we 
write {S, P, t}. 
We now state our principal result, which is an interpolation theorem 
for complete P-partitions where P is an hereditary property. 
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THEOREM. If P is any hereditary property and {S, P, m}, {S, P, M) where 
m < M, then for all n satisfying m 6 n < M, {S, P, n}. 
This theorem is proved in the next section and applications to the 
partition theory of graphs and set-systems are considered in Section 3. 
One special case of our theorem is the Homomorphism Interpolation 
Theorem of Harary, Hedetniemi, and Prins [I]. In fact, our paper was 
motivated by the desire to generalize their result. 
2. PROOF OF THE THEOREM 
Throughout this section, P will denote a hereditary property. We shall 
require the following classification of complete P-partitions of S: 
A complete P-partition {S, ,..., S,} of S is said to be of type 1 if, for all 
si E St and all j < i, {si} u Sj is a P’-set. All other complete P-partitions 
of S are of type 2. We adopt the obvious notations (S, P, t}l and {S, P, t}% . 
A P-set T of S is maximal if, for all s ES - T, {s) u T is a PI-set. It is 
clear that a partition S, ,..., St of S is a type 1 complete P-partition of S 
if and only if, for each j = l,..., t, Sj is a maximal P-set of 
j-1 
s- &. 
$4 
F!R~P~SITI~N 1. S has a complete P-partition if and only if for each 
s ES, {s} is a P-set. 
Proof. If{& ,..., S,) is a P-partition of S, then, for each s E Sand some i, 
{s) _C Si and, since P is hereditary, (s} is a P-set. 
Conversely let s1 E S. Since {s,} is a P-set, s, is contained in a maximal 
P-set S, of S. Either S, = S, in which case {S, P, I}, or there exists s2 which 
is contained in a maximal P-set S, of S - S, . By maximality of S, , 
S, u S, is a PI-set. By continuing this process until S is exhausted, we form 
IS1 ,--*> S,}, a complete P-partition of S; hence the proposition. The 
following alternative necessary and sufficient condition is immediate. 
~OPOSITION 2. S has a complete P-partition if and onIy if 
U{T: T is a P-set} = S. 
We now prove the principal theorem. 
LEMMA 1. Let {S, ,..., S,,} be a P-partition of S. Then, for some n’ < n, 
W, P, n’h . 
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Proof. Let L = (sI ,..., s,) be an ordering of S such that the elements 
of each Si precede those of Sj if i < j. Using this ordering, we construct 
the set V, recursively as follows: 
First, set VI1 = (sl} and then, for each j = I,..., p - 1, let 
VF= Vlj u {Sj+J, if VI’ U {s~+~} is a P-set, 
or 
vy= VI’, otherwise. 
Finally, let VI = VIP. VI is a maximal P-set of S and, since S, is a P-set, 
S, C VI . We now construct V, , V, ,..., V,,e recursively until S is exhausted. 
In precisely the same manner as VI was constructed from S using L, we 
form, for each k = I,..., n’ - 1, the set V,,, , a maximal P-set of 
S - uFz, Vi using the ordering of S - &I Vi which is induced by L. 
At each stage, by definition of L, the set Si+l of elements of Sk+, which are 
not in & V, occupy the starting positions in the induced list (it is 
possible that Sz+l = 0). From this and the hereditary character of P, 
we deduce SX1 C V,,, and hence 
k+l 
(1) 
iv1 ,***, V,,} is a type 1 complete P-partition of S. It remains to prove 
n’ < n. Suppose the contrary. Then from (1) we obtain the following 
contradiction: 
S = rj Si C (J Vi C ij Vi = S. 
i-1 i=l i=l 
We digress briefly at this point and prove the following: 
PROPOSITION 3. If t is the smallest order of a P partition of S then 
is, p, t>1 - 
Proof. Let {VI ,..., V,} be a P-partition of S of smallest order. Then 
this partition is complete; for otherwise there exist say V, , V, such that 
V, u V, is a P-set and VI u V, , V, ,..., V, is a P-partition of lower order. 
Hence {S, P, t} and by Lemma 1 (S, P, t’}l for t’ G t. But t’ Q: t, otherwise 
the minimum property of t, is once again contradicted. Hence {S, P, t}I , 
LEMMA 2. If {S, P, m> and {S, P, n}l where m < n, then for all k 
satisfying m 6 k < n, {S, P, k}, . 
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Proof. By Lemma 1 {S, P, m} implies (S, P, r}, , where 1 < m, and 
hence there exist Q = {Q, , Qz ,..., Q,} and R = {R, , R2 ,..., R,) which 
are type 1 complete P-partitions of S of order 1 and n, respectively. From 
Q and R we shall construct, once again recursively, a new sequence of 
complete P-partitions of S. Let 
Q* = {RI, Q, - RI ,a.., Q, - 41. 
Since P is a hereditary property, Q* is a P-partition of S and the technique 
of Lemma 1 applied to Q* yields 
Q’ = {R, , Q,‘,..., Q:& 
a type 1 complete P-partition of S of order < I + 1, whose first com- 
ponent is R, . (Note that the first component, RI , of Q* is unaltered by 
the construction since, by definition of R, R, is a maximal P-set of S.) 
Next, we form the new P-partition of S, 
Q1* = {RI, R, , Q1’ - Rz ,.-., Qh - R,), 
and then operate on Q1* with the technique of Lemma 1 to construct 
Qz = {RI, Rz > Q, ,.-., QhL 
a type 1 complete P-partition of S of order < 1+ 2. Continuing in this 
manner, we obtain a sequence of type 1 complete P-partitions of S, 
Q, Ql, Q’,..., Q” = R, 
in which Q has order < m, R has order n, and the order of Qi+’ is less than 
or equal to one plus the order of Q. Hence the lemma. 
LEMMA 3. Zf{S, P, n}p , then either {S, P, n}l or {S, P, II - l}. 
Proof. Let Q = {Q, , Q, ,..., Qn> be a type 2 complete P-partition of S 
with order II. There exists a minimum integer i in {2,..., n} such that, for 
some s E Qi and some j < i, {s) u Q, is a P-set. We form the partition 
Q’ = tQ, ,-.., Qj u W,..., Qi - W,..., Qn>. 
Now Qi u Ql = (Q, u {s}) u (Qi - {s}) is a P’-set and Q, u {s} is a 
P-set. Therefore Qi - (s} is non-empty. Then Q’ is a P-partition of S 
with order n. If it is incomplete, there exists k # i such that Qk u (Qi - {s)) 
is a P-set and in this case 
{Q, ,..., Qj u ~&..., <Qi - W u Qle ,..., Q,J 
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is a complete P-partition of S with order n - 1, i.e., {S, P, n - l}. Other- 
wise Q’ is complete and either {S, P, n}, or Q’ has type 2, in which case 
we repeat the above process. Eventually, we must find a type 1 complete 
P-partition of S with order n or else a complete P-partition of S with 
order 12 - 1. Thus the lemma is established. 
The theorem follows immediately from Lemmas 1, 2, and 3. It is clear 
that the proof of the interpolation theorem is constructive, i.e., it may be 
used as an algorithm for construction of the interpolating partitions 
provided that the two original partitions are given. 
3. APPLICATIONS TO SET-SYSTEMS AND GRAPHS 
A set-system G = (V, E) is a set V of elements called vertices together 
with a collection E of subsets of V called edges (see [2]). If every edge has 
cardinality r, G is called an r-graph and, if r = 2, G is a graph. If VI C V, 
then (V,) is that subsystem of G with vertex set V, and whose edge set is 
the set of all edges of G which are subsets of V, . For El C E, (El) is the 
subsystem of G with vertex set lJ El and edge set El . (V,), (El) are called 
vertex induced and edge induced subsystems of G, respectively. 
Let P be a property associated with the subsets of the vertex set V 
(edge set E) of a set system G. In this context P-partitions of Y (of E) are 
called vertex P-colorings (edge P-colorings) of G since these concepts 
generalize the well-known ideas of graph colorings. The vertex (edge) 
P-chromatic number xp(G)(xp’(G)) of G is the smallest t such that G has a 
vertex (edge) P-coloring of order t and such minimum order partitions 
are necessarily complete (Proposition 3). The vertex (edge) P-achromatic 
number &(G) ($p’(G)) of G is the largest order of a complete vertex (edge) 
P-coloring of G. 
If P is hereditary and the existence conditions (Propositions 1 and 2) 
are satisfied, then the interpolation theorem may be applied. We restate 
the theorem using the coloring terminology: 
PROPOSITION 4. If P is an hereditary property associated with the subsets 
of the vertex set (edge set) of a set-system G, then, for all n satisfying 
xi)(G) < n < #p(G), &l(G) < n < tip’(G)), G has a complete vertex 
(edge) P-coloring of order n. 
Hereditary properties associated with set-systems occur frequently. 
Hedetniemi [3] has studied such properties for graphs. For example, two 
classes of hereditary properties are defined as follows: Subset V, of V 
(Ei of E) is a P-set if and only if (Vi) ((Ei)) (i) is contained in a subsystem 
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of a given type and (ii) does not contain a subsystem(s) of a given type. 
The latter type of property has been studied for graphs (for example, 
see [4]). 
Our first two illustrations are of type (ii). Let Vi C Y be a P-set if and 
only if (Vi> has no edge. Then vertex P-colorings of G are colorings in 
the sense of ErdGs and Hajnal [2] and xi)(G) is their chromatic number. 
Moreover, if G is a graph, xp(G) is the standard coloring invariant, and 
&.(G) is the achromatic number introduced in [l] and further developed 
in [5]. Proposition 4 then particularizes to the Homomorphism Inter- 
polation Theorem of [l]. 
Next suppose that Et C E is a P-set if and only if (Ei) contains no simple 
circuit (for definition see Lovasz [6]). P is hereditary and an edge P- 
coloring decomposes G into a union of acyclic subsystems. If G is a graph, 
xp(G) is known as the arboricity of G [7, page 901. Figure 1 depicts the 
graph I&, [7, page 231 and a labeling of its edges. The partitions 
((6, e2 ,-., emI, Ch 4 ,..., f,)> and {h J& {e2 ,$A..., (em ,.M are mm- 
plete edge P-colorings of K2,m with orders 2 and m, respectively. The 
interpolation theorem asserts the existence of, and may be used to 
construct, complete edge acyclic colorings of K2,m with order II for any n 
satisfying 2 < n < m. 
FIGURE 1 
An example of an hereditary property of type (i) is the following: Let 
Ei C E be a P-set if and only if (Ed) is contained in a simple circuit. If 
every edge of G is contained in a simple circuit (for graphs this is true if 
296 COCKAYNE, MILLER, AND PRINS 
and only if the components of G are 2-connected), then P-partitions of E 
exist and we may interpolate. 
Finally, let Ei C E be a P-set if and only if Ei has a system of distinct 
representatives (sometimes called a transversal). The well-known necessary 
and sufficient condition of Phillip Hall [8] for the existence of a transversal 
shows that P is hereditary and that our theorem may be applied. 
Since all mathematical concepts are defined in terms of sets, and 
collections of subsets, together with operations and relations on these sets, 
one can define a variety of hereditary properties on most mathematical 
systems (e.g., topologies, various algebraic structures, matroids, etc.) and 
apply the interpolation theorem. The authors do not know, however, 
whether useful consequences result. 
4. DUALITY 
Reformulation of the theorem in terms of a property which is the 
logical negation of a hereditary property enables us to state the following 
by duality: A property Q associated with the subsets of a finite set S is 
called cohereditary if each superset of a Q-set is also a Q-set. {S, ,..., S,) 
is a copartition of S if each Si C S, & u Sj = S for i # j and ($=r Si = 0. 
If, in addition, each S, is a Q-set, then {S, ,..., S,} is called a Q-copartition 
of S. Dualizing Propositions 1 and 2, we see that Q-copartitions of S for 
cohereditary Q exist if and only if each subset of S, which contains all but 
one element of S, is a Q-set or equivalently n {T : T is a Q-set} = la. The 
Q-copartition (S, ,..., S,) of S is complete if & n Sj is a Q’-set if i # j. 
Then the dual of our theorem asserts that, for cohereditary Q, if complete 
Q-copartitions of orders m and M exist, m < M, then complete Q- 
copartitions of order 12 exist for all n such that m < n < M. 
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