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The young specialist in English Lit, (. . . ) lectured me
severely on the fact that in every century people ha-
ve thought they understood the universe at last, and in
every century they were proved to be wrong. It follows
that the one thing we can say about our modern “know-
ledge” is that it is wrong.
(. . . )
My answer to him was, “John, when people thought the
Earth was flat, they were wrong. When people thought
the Earth was spherical they were wrong. But if you
think that thinking the Earth is spherical is just as wrong
as thinking the Earth is flat, then your view is wronger
than both of them put together.”
Isaac Asimov
The Relativity of Wrong

A Teresa, a mos pares i
a les meues germanes
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Since its commence more than twenty years ago, mobile cellular telephony
has experienced an enormous growth and important transformations and,
even today, it is immersed in a phase of growth and change.
Unlike fixed networks, where the task of efficient capacity management
is pushed into the background by the enormous capacity of optical fiber, the
scarcity of the spectrum, which is the physical medium at the radio interfa-
ce in mobile networks, makes efficient resource management an important
issue. Although technological progress has broaden the frequency range em-
ployed by communications and significantly increased the spectral efficiency,
the traffic growth and the higher diversity of mobile services keep radio re-
source management (RRM) crucial.
Admission Control (AC) is an important mechanism for RRM. Despite the
major boost that the study of AC techniques received within the context of
the Broadband Integrated Services Digital Network B-ISDN, the specific features
of mobile networks (spectrum limitations, stochastic behavior of the radio
channel and especially terminal mobility) make the AC in such networks
more complex. This work studies AC in connection with mobility: in order
to admit a new session there must exist some guarantees —at least in a sta-
tistical sense— that there will be enough resources available to maintain the
compromised Quality of Service (QoS) to all the ongoing sessions and to the
new one. Such guarantee must be provided considering that during a session
life-time a mobile terminal can change its location and the required resour-
ix
ces must be available wherever it goes to. Although this topic has drawn the
attention of the research community for several years it is still alive since in
order to meet the growing capacity demand there is a trend to reduce the
cell size. Cell size reduction increases the handover frequency and also the
number of handovers that a session must undergo and these, along with the
higher diversity of services in next generation networks, have a negative im-
pact on the efficiency of resource utilization. Hence, the interest of devising
efficient RRM mechanisms grows accordingly.
This thesis aims at developing analytical models for the study and perfor-
mance evaluation of RRM in mobile cellular networks. In a somewhat more
specific manner this work pursues to contribute to the field by developing
models, methods and algorithms to: study a family of algorithms that give
priority to handover requests, analyze certain aspects related to the termi-
nal sojourn in the handover area and its repercussions on the evaluation and
design of RRM and study the AC from an optimization perspective.
X
Resum
Des dels seus inicis fa poc més de vint anys, la telefonia mòbil cel·lular ha
experimentat un enorme creixement i importants transformacions i, encara
hui, s’hi troba en una fase de canvi i creixement.
A diferència del que ocorre amb una xarxa fixa, on l’enorme capacitat de
transmissió que aporta la fibra òptica relega a un segon pla la gestió eficient
d’eixa capacitat, el medi de transmissió a la interfície ràdio de les xarxes mò-
bils, l’espectre radioelèctric, és un bé escàs. Tot i que els avanços tecnològics
permeten ampliar el rang de freqüències utilitzables i aconseguir una major
eficiència espectral, l’augment del tràfic i l’aparició de nous usos i serveis fan
que la gestió dels recursos ràdio continue sent de gran importància
El control d’ admissió (CA) és un mecanisme important per a la gestió dels
recursos ràdio. L’estudi de les tècniques de CA va rebre un impuls important
dins del context de la xarxa digital de serveis integrats de banda ampla (RDSI-
BA), però les xarxes mòbils tenen certes característiques que fan que el CA
siga més complex: les ja referides limitacions de l’espectre, les característiques
pròpies del canal ràdio que resulten en un comportament aleatori i, sobretot,
la mobilitat dels terminals. En aquest treball s’estudia el CA en relació amb la
mobilitat: per admetre una nova sessió deu haver certes garanties —almenys
en un sentit estadístic— de que la xarxa tindrà recursos suficients per man-
tindre, amb la qualitat de servei requerida (QoS), tant eixa nova sessió com
les que ja existien, i això tenint en compte que durant la vida d’una connexió,
aquesta —el terminal— pot canviar d’àrea de cobertura (cèl·lula), i els re-
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cursos hauran d’estar disponibles allà on vaja el terminal. Tot i que l’interés
per aquest tema no és nou, continua vigent, ja que per atendre la demanda
creixent de capacitat una de les solucions passa per reduir la grandària de les
cèl·lules, i això implica un augment de la freqüència amb la que es produei-
xen els traspassos (handovers) i del nombre d’aquestos que ocorren durant
una sessió. Aquest augment dels handovers i la major diversitat de serveis
de les xarxes de nova generació influeixen de forma negativa en l’eficiència
d’utilització del recursos, per la qual cosa també creix la importància de bus-
car mecanismes més eficients.
Aquest treball pretén ser una contribució al desenvolupament de models
analítics per estudiar i avaluar la gestió dels recursos radio en xarxes mòbils
cel·lulars. De forma quelcom més concreta, les contribucions d’aquesta tesi
consistixen en el desenvolupament de models, algorismes i mètodes per a:
analitzar una família d’algorismes que prioritzen les peticions de handover;
analitzar diversos aspectes relacionats amb la permanència del terminal mò-
bil a l’àrea de handover i les seues repercussions en el disseny i avaluació de




Desde sus inicios hace algo más de veinte años, la telefonía móvil celular
ha experimentado un enorme crecimiento e importantes transformaciones y,
todavía hoy, se encuentra en una fase de cambio y crecimiento.
A diferencia de lo que ocurre en una red fija, en la que la enorme capaci-
dad de transmisión que aporta la fibra óptica relega a un segundo plano la
gestión eficiente de esta capacidad, el medio de transmisión en la interfaz ra-
dio de las redes móviles es un bien escaso. Aunque los avances tecnológicos
permiten ampliar el rango de frecuencias utilizables y conseguir una ma-
yor eficiencia espectral, el aumento del tráfico junto a la aparición de nuevos
usos y servicios hacen que la gestión eficiente de los recursos radio continúe
siendo de gran importancia.
El control de admisión (CA) es un mecanismo importante para la gestión
de los recursos radio. Aunque el estudio de las técnicas de CA recibió un
impulso importante en el contexto de la red digital de servicios Integrados de
banda ancha (RDSI-BA), las redes móviles tienen ciertas características especí-
ficas que hacen que el CA sea más complejo: las ya referidas limitaciones del
espectro, las características propias del canal radio que resultan en un com-
portamiento aleatorio y, sobre todo, la movilidad de los terminales. En este
trabajo se estudia el CA en relación con la movilidad: para admitir una nueva
sesión se deben tener ciertas garantías —al menos en un sentido estadístico—
de que la red tendrá recursos suficientes para mantener, con la calidad de ser-
vicio (QoS) requerida, tanto esa nueva sesión como las ya existentes en ese
xiii
momento, y ello teniendo en cuenta que durante la vida de una sesión, ésta
—el terminal— puede cambiar de área de cobertura (célula), y los recursos
deberán estar disponibles allí donde vaya el terminal. Aunque el interés por
este tema no es nuevo, continúa vigente, pues para atender la creciente de-
manda de capacidad, una de las formas pasa por reducir el tamaño de las
células, y esto implica un aumento de la frecuencia con la que se producen
los traspasos (handovers) y del número de handovers que se producen du-
rante una sesión. Este aumento de los handovers y la mayor diversidad de
servicios de las redes de nueva generación influyen de forma negativa en la
eficiencia de la utilización de los recursos, por lo que crece también la impor-
tancia de buscar mecanismos más eficientes.
Este trabajo pretende ser una contribución al desarrollo de modelos ana-
líticos para el estudio y la evaluación de la gestión de los recursos radio en
redes móviles celulares. De forma algo más concreta, las contribuciones de
esta tesis consisten en el desarrollo de modelos, algoritmos y métodos para:
analizar una familia de algoritmos que priorizan las peticiones de handover;
analizar diversos aspectos relacionados con la permanencia del terminal mó-
vil en el área de handover y sus repercusión en el diseño y evaluación de la
gestión de recursos; y estudiar el control de admisión desde una perspectiva
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A diferencia de lo que ocurre en las redes fijas donde la enorme capacidad
de transmisión que aporta la fibra óptica relega a un segundo plano la gestión
eficiente de esta capacidad, el medio de transmisión en la interfaz radio de
las redes móviles es el espectro radioeléctrico, un bien escaso. Aunque los
avances tecnológicos en este campo permiten ampliar el rango de frecuencias
utilizables y conseguir una mayor eficiencia espectral, el enorme crecimiento
del número de usuarios así como la introducción de nuevos servicios, que
además son más exigentes por lo que respecta al consumo de capacidad,
hacen que la gestión eficiente de los recursos radio continúe siendo de gran
importancia.
El control de admisión (CA) es un mecanismo importante para la gestión
de los recursos radio. Aunque el estudio de las técnicas de CA recibió un
impulso importante en el contexto de la red digital de servicios Integrados de
banda ancha (RDSI-BA), las redes móviles tienen ciertas características especí-
ficas que hacen que el CA sea más complejo: las ya referidas limitaciones del
espectro, las características propias del canal radio que resultan en un com-
portamiento aleatorio y, sobre todo, la movilidad de los terminales. En este
trabajo se estudia el CA en relación con la movilidad: para admitir una nueva
sesión se deben tener ciertas garantías —al menos en un sentido estadístico—
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de que la red tendrá recursos suficientes para mantener, con la calidad de ser-
vicio (QoS) requerida, tanto esa nueva sesión como las ya existentes en ese
momento, y ello teniendo en cuenta que durante la vida de una sesión, ésta
—el terminal— puede cambiar de célula, y los recursos deberán estar dispo-
nibles allí donde vaya el terminal. Aunque el interés por este tema cuenta con
más de dos décadas de historia, éste continúa vigente a juzgar por el número
de trabajos que todavía encontramos en la literatura especializada, lo que a
nuestro juicio podría explicarse, al menos en parte, por la siguiente razón:
para atender la creciente demanda de capacidad una de las formas pasa por
reducir el tamaño de las células y esto implica un aumento de la frecuen-
cia con la que se producen los handovers1 y del número de handovers que
se producen durante una sesión. Este aumento de los handovers y la mayor
diversidad de servicios de las redes de nueva generación influyen de forma
negativa en la eficiencia de la utilización de los recursos [VC00], por lo que
crece también la importancia de buscar mecanismos más eficientes.
Este trabajo pretende ser una contribución al desarrollo de modelos ana-
líticos para el estudio y la evaluación de la gestión de recursos radio en re-
des móviles celulares. Aun siendo conscientes de que las limitaciones de los
modelos analíticos impiden capturar todos los detalles de sistemas de gran
complejidad, creemos que es igualmente importante disponer de modelos
analíticos cuya aplicación complemente a la de los modelos de simulación,
los prototipos y las medidas sobre un sistema real. En general, los modelos
analíticos son más adecuados para descubrir tendencias generales y propor-
cionar resultados cualitativos que facilitan una mejor comprensión del fun-
cionamiento del sistema. Además, este conocimiento es útil como guía para
diseñar los experimentos adecuados a realizar mediante simulación o la cons-
trucción de un prototipo, experimentos que en general son más costosos en
tiempo y recursos.
1Aunque el término handover no está recogido en el Diccionario de la lengua española y el
significado del término traspaso (traslado de algo desde un lugar a otro; cesión a favor de otra persona
del dominio de algo) [Esp03] describiría bastante bien lo que es un handover, en este trabajo se
ha preferido utilizar el anglicismo —y su plural— por ser más específico y por estar bastante
extendido, dentro del ámbito del lenguaje técnico, entre los hispanohablantes.
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Estructura de la tesis
En la última parte de este capítulo de introducción se hace una rápido
recorrido a través de la evolución de las comunicaciones móviles. En el capí-
tulo 2 se realiza una revisión no exhaustiva del estado del arte en el campo
del CA en redes celulares desde una perspectiva, fundamentalmente, ana-
lítica. El capítulo 3 propone y analiza de forma unificada una familia de
algoritmos para asignar recursos en redes celulares otorgando prioridad al
tráfico de peticiones de handover. Además de un método de análisis del ti-
po geométrico-matricial se desarrolla también un análisis basado en técnicas
espectrales matriciales. En el capítulo 4 se estudian diversos aspectos relacio-
nados con la permanencia del terminal móvil en el área de handover y sus
repercusiones en los modelos de evaluación de la gestión de recursos. Se de-
sarrolla un método analítico-numérico para caracterizar estadísticamente el
tiempo de residencia en el área de handover y de ocupación de los recursos
mientras el móvil está en esta zona. Asimismo se evalúa la sensibilidad de
los parámetros de medida de prestaciones frente a la variabilidad del tiempo
de residencia en el área de handover. Por último, se desarrolla un modelo
de colas que permite evaluar la aplicación de distintas disciplinas de ser-
vicio (FIFO, LIFO o SIRO), y de gestión del espacio de almacenamiento, a
las peticiones de handover que por no poder ser atendidas inmediatamente
esperan mientras el terminal permanece en el área de handover. El capítu-
lo 5 aborda el diseño del control de admisión en redes celulares como un
problema de optimización, proponiendo distintos criterios de optimización
para redes multiservicio que dan lugar a la formulación de un problema de
programación lineal. También se desarrolla un algoritmo para optimizar la
política de control de admisión dentro de un conjunto más restringido, el de
las políticas del tipo trunk reservation y se evalúa su eficiencia computacional.
Por último, se estudia la ganancia que puede obtenerse dotando al proceso
de optimización con una predicción sobre la posible llegada de peticiones de
handover. Por último, el capítulo 6 presenta un resumen del trabajo realiza-




Evolución histórica de las comunicaciones móviles
Podemos situar el inicio de las radiocomunicaciones en la década de 1860
con la publicación de los trabajos de James Clerck Maxwell: las célebres ecua-
ciones de Maxwell que gobiernan las radiaciones electromagnéticas. En 1888
Heinrich Hertz demuestra en el laboratorio la generación y detección de on-
das radio, pero no es hasta la década siguiente cuando Nikola Tesla, y poste-
riormente Aleksandr Stepanovich Popov y Gugliemlmo Marconi, utilizan la
capacidad de las radiocomunicaciones para transmitir mensajes [Soc02]. En
1916 ingenieros de Bell System realizan el primer ensayo de radiotelefonía
entre barcos y en 1921, en la comisaría de policía de Detroit (EEUU), se ins-
tala el primer sistema móvil de envío de mensajes (dispatch) [ZTH+00]. En
1947, D.H. Ring, de Bell Labs, propone el primer sistema celular [ZTH+00] y
en 1979 la operadora japonesa NTT despliega en la ciudad de Tokio el primer
sistema de telefonía celular del mundo [Wes02]. Durante los años siguientes
los países más tecnificados introducen distintos sistemas celulares analógi-
cos e incompatibles entre sí —la primera generación de sistema de telefonía
celular—. En el ámbito europeo se crea en 1982 el Groupe Spécial Mobile (GSM)
con el propósito de desarrollar un sistema paneuropeo de telefonía celular,
que en 1989 dará lugar a la publicación del estándar GSM por el European Te-
lecommunications Standars Institute (ETSI). El lanzamiento comercial de GSM
se produce entre 1991 y 1992 [VLLX02]. GSM es el principal representante de
los sistemas de telefonía celular denominados de segunda generación (2G),
cuya diferencia principal con los sistemas de primera generación consiste en
la utilización de tecnología digital. Como indicación del éxito y del enorme
crecimiento de GSM en particular, y de la telefonía móvil digital en general,
sirva que a finales del año 2004 el número total de usuarios de telefonía mó-
vil digital estaba muy próximo a los 2000 millones, y de los cuales más del
75 % utilizan GSM. Actualmente existen más de 600 redes que utilizan GSM
a lo largo de más de 200 países [GSM]. En una fase posterior se han intro-
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ducido actualizaciones en la interfaz radio de GSM para aumentar el caudal
del tráfico de datos, bien manteniendo la conmutación de circuitos —High-
Speed Circuit-Swithced Data (HSCSD)—, o bien introduciendo la conmutación
de paquetes —General Packet Radio Service (GPRS)— [Wes02]. La introducción
de nuevos esquemas en la capa física —Enhanced Data rates for Global Evo-
lution (EDGE)— ha aumentado todavía más las tasas binarias que pueden
lograrse con HSCSD y GPRS [VLLX02, Wes02]. Actualmente nos encontra-
mos en el inicio del despliegue de las redes de tercera generación 3G cuyo
proceso de estandarización se llevo a cabo durante la década de los noven-
ta [MK00, ZAB00]. Las principales características que aportan las redes 3G
son el aumento de la capacidad, debido principalmente a la utilización de una
interfaz radio basada en Wideband Code Division Multiple Access (W-CDMA),
estar concebidas desde un principio para cursar tráfico de datos mediante la
conmutación de paquetes —sin descartar el tráfico de tiempo real ni la con-
mutación de circuitos— y la movilidad (itinierancia) global [Wes02, VLLX02].
El gran éxito de Internet y la aparición de nuevas tecnologías de acceso ina-
lámbrico, fundamentalmente redes de área local inalámbricas (WLAN), ha
hecho que se hable ya de la cuarta generación (4G) de redes móviles: un
conjunto heterogéneo de redes de acceso inalámbricas que ofrecerían un ac-
ceso global e integrado a Internet mediante la utilización de los protocolos
IP, aunando así la ubicuidad del acceso a Internet con una alta capacidad en
emplazamientos estratégicos [Sal04] y de forma que el usuario final acceda a





La gestión de recursos en redes celulares y
su estudio analítico
En este capítulo se revisan, de una forma no exhaustiva, los estudios pre-
vios que configuran el estado del arte en el campo de la gestión de recursos
en redes celulares desde una perspectiva, fundamentalmente, analítica. De
una parte se examinan los distintos modelos utilizados en los estudios y sus
hipótesis, y de otra, los diferentes esquemas que se han propuesto para reali-
zar el CA. Como ya hemos comentado, la lista de referencias que aparecen en
esta revisión no es exhaustiva —algo que sería prácticamente imposible dada
la ingente cantidad de ellas—. Por otra parte, su estructuración no es desde
luego la única, ni mucho menos la mejor, sino que se ha realizado atendiendo
a aquellos aspectos que se han abordado en esta tesis.
2.1. Modelo del sistema
Las características principales del sistema objeto de estudio, y que por
tanto constituyen las características básicas de cualquier modelo del mismo,
son las siguientes:
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1. La zona de servicio de la red está divida en células y en cada una
de ellas existe una estación base con la que se conectan los terminales
móviles vía radio.
2. Los terminales presentan periodos de actividad que denominaremos
sesiones y a lo largo de uno de estos periodos se ocupan una cierta
cantidad de recursos de la interfaz radio. En redes de conmutación de
circuitos una sesión se corresponderá con una conexión y los recursos
empleados se refieren a la cantidad fija de éstos que se ocupan de forma
permanente, en cambio, en redes de conmutación de paquetes la canti-
dad de recursos consumidos por una sesión debemos entenderlo en un
sentido estadístico que estaría en la línea de, por ejemplo, el ancho de
banda efectivo [EE99].
3. Los terminales son móviles por lo que durante el transcurso de una
sesión el terminal puede cambiar de célula.
4. Con el fin de asegurar la continuidad de la comunicación, existe un
solape entre las zonas de cobertura de células vecinas.
5. Cada célula dispone de una cantidad fija de recursos radio. En algunos
sistemas celulares también es posible emplear una asignación dinámica
(Dynamic Channel Allocation, DCA) y existe un buen número de estra-
tegias [TJ91, KN96] que utilizan la idea de asignación dinámica para
conseguir una gestión más eficiente de los recursos, aunque, natural-
mente, la complejidad asociada a este tipo de estrategias también es
significativamente mayor.
2.1.1. Modelos de pérdidas y de espera, abandonos y reinten-
tos
En el estudio del tipo de sistema que nos ocupa surgen diferentes mode-
los de colas. En general, cuando llega una petición al sistema (la célula), el
control de admisión debe decidir si esta petición se acepta o se rechaza. Para
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las peticiones que son bloqueadas, es decir, las que no se aceptan inmediata-
mente tras su llegada, existen distintos tratamientos posibles: pueden esperar
a que se liberen los recursos necesarios para poder ser admitidas, o bien ser
rechazadas. En este último caso —no hay cola de espera—, puede producirse
un reintento transcurrido un tiempo o bien desistir de forma definitiva. En
caso de que las peticiones bloqueadas esperen en una cola a que se liberen
los recursos necesarios, puede darse la situación en la que dicha espera se
prolongue hasta que finalmente se acepta la petición, en cuyo caso diremos
que el cliente (la petición) tiene una paciencia infinita, o bien abandonar la
cola si la petición no se admite antes de un determinado plazo, en este caso
se dice que el cliente es impaciente.
Todos los escenarios anteriores y combinaciones de ellos han sido estu-
diados en la literatura que trata el control de admisión en sistemas celulares.
El uso de una cola para los handovers (peticiones de handover) bloqueados
es un mecanismo de priorización de los handovers ampliamente propuesto
(véase [PG85, HR86, TJ91, TJ92, KN96, TRV98, PCG02b, LJCP03, XT04] y sus
referencias). Cuando se emplea esta técnica el handover puede permanecer
en la cola mientras el móvil esté en la zona en la que recibe suficiente po-
tencia de ambas células (la de origen y la de destino), pero, si el móvil deja
de recibir suficiente potencia de la célula de origen antes de que se liberen
los recursos necesarios en la célula de destino, se producirá una termina-
ción forzosa de la sesión en curso. Aunque la mayoría de los trabajos que
consideran la existencia de una cola para los handovers asumen que esta
cola se sirve según una disciplina FIFO, existen también algunos ejemplos
en los que se considera una disciplina de servicio distinta que tiene en cuen-
ta el fenómeno de la impaciencia, de forma que trata de servir primero a
aquellos handovers que previsiblemente abandonarán antes la zona de sola-
pe [TJ92, ET99, DRFG99a, DRFG99b, Fan00, LJCP03, XT04]. La utilización de
una cola para las peticiones de establecimiento de nuevas sesiones también
se ha propuesto con el fin de incrementar el tráfico cursado total aunque,
en este caso el fenómeno de la impaciencia no siempre se incluye en el mo-
delo [Gué88, DJ92] ya que la tolerancia al tiempo de espera de este tipo de
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peticiones es mucho menor. Algunos estudios contemplan la posibilidad de
espera para ambos tipos de peticiones, por ejemplo [CSC94, McM95, LJCP03].
Los modelos de sistemas que integran tráfico de voz (con requisitos de tiem-
po real) y de datos (sin requisitos de tiempo real) [ZA02, WZA03] utilizan
colas distintas para los dos tipos de servicio y, en algunos casos, se permite
que un handover de una sesión de voz desaloje a una sesión de datos o que
tome parte del ancho de banda utilizado por el tráfico de datos [SW04].
En [TGM97, AL02] se modela el fenómeno del reintento de las peticio-
nes de sesiones nuevas bloqueadas. Tran-Gia y Mandjes [TGM97] modelan
el tiempo entre dos reintentos consecutivos mediante una variable aleato-
ria exponencial mientras que Alfa y Li [AL02] consideran una distribución
más general: del tipo phase type (PH). Ajmone Marsan et al. [MMDCL+01]
estudian un sistema con reintentos tanto de la peticiones de sesiones nuevas
como para las de handover y, dada la complejidad del modelo, proponen una
aproximación para su análisis en la que la descripción del estado del mode-
lo no incluye el número de peticiones en la órbita (peticiones que han sido
bloqueadas y van a reintentar) sino sólo si la órbita está vacía o no.
2.1.2. Superposición de micro y macrocélulas
La superposición de micro y macrocélulas para formar una estructura je-
rárquica es otra idea en la que se basan un grupo de estrategias encaminadas
también a conseguir una gestión más eficiente de los recursos radio. La idea
básica consiste en utilizar las microcélulas para dar cobertura a áreas con una
alta intensidad de tráfico y las macrocélulas cubrirían las áreas con una in-
tensidad de tráfico menor y el tráfico de desbordamiento de la áreas con alta
intensidad de tráfico [Rap94]. Otra ventaja de este esquema, que está más
relacionada con la gestión de recursos a la escala temporal en la que opera
el CA, es que la tasa de handovers puede reducirse si a los terminales que
se mueven con mayor velocidad sólo se les asigna recursos de las macrocélu-
las [MM00].
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Los modelos analíticos que se han utilizado para evaluar esta clase de sis-
temas son de tipo markoviano. En [Rap94] se utiliza un proceso de nacimien-
to y muerte multidimensional, cuyo análisis resulta ser bastante complejo.
Debido a esta complejidad otros autores han utilizado distintas aproxima-
ciones como, por ejemplo, modelar el flujo de peticiones de desbordamiento
como un proceso de Poisson modulado con un proceso de Markov (MMPP),
o simplemente con un proceso de Poisson si tanto el número de microcélu-
las como la intensidad de tráfico son altos [MM00]. En [MM00] los autores
consideran también distintos tipos de servicio.
2.1.3. Suposiciones e hipótesis del modelo
Célula aisladas frente a grupo de células
En el estudio del CA en sistemas celulares es bastante común considerar
que: el tráfico es homogéneo a lo largo de toda el área de servicio, es decir,
que las tasas de llegada de sesiones nuevas y de handovers son idénticas
en todas las células; las células están todas en equilibrio estadístico y son
independientes entre sí. Con estas suposiciones las prestaciones del sistema
pueden estudiarse considerando únicamente una célula aislada. Sin embargo,
estas suposiciones pueden no ser apropiadas en determinados escenarios, en
cuyo caso un modelo multicélula sería más adecuado [BBP01]. Por otra parte,
considerar un modelo u otro también repercute en el proceso utilizado para
describir el tráfico de handovers, pero este asunto se trata más adelante (pá-
gina 13). Otra ventaja de los modelos multicélula es que permiten incorporar
patrones de movilidad basados, por ejemplo, en el trazado de las calles o
carreteras. Por otro lado la principal desventaja de emplear un modelo multi-
célula es la complejidad computacional. Mantener una descripción detallada
y conjunta del estado de cada célula del modelo se convierte en intratable
para un número de células no muy alto. Una solución intermedia entre un
modelo multicélula completo y otro de células homogéneas independientes,
consiste en considerar un escenario de células heterogéneas (en cuanto a car-
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ga y cantidad de recursos) en el que el proceso de llegada de handovers a
una célula es un proceso de Poisson que no depende en cada momento del
estado de las células circundantes, sino del flujo medio de handovers salien-
tes de dichas células. Para determinar las tasas de handover se utiliza método
iterativo de punto fijo [McM91, BBP01, MS01] aunque su precisión es cues-
tionable cuando la movilidad es alta [MS01]. Determinar los parámetros que
optimizan la política de CA de forma global en un escenario multicélula tam-
bién reviste una complejidad importante. En [BBP01] se aplica una búsqueda
Tabu para un escenario con un único servicio y en [MS01] se estudia un esce-
nario multiservicio y, para reducir la complejidad, únicamente se consideran
políticas que producen una solución en forma de producto.
Teletráfico y variables aleatorias
En los modelos de redes celulares se utilizan variables aleatorias para des-
cribir las magnitudes siguientes: procesos de llegada (tiempo entre peticio-
nes), duración de una sesión, duración residual de una sesión después de un
handover, tiempo de residencia en una célula, tiempo de residencia en la zo-
na de solape entre células, tiempo de ocupación de los recursos de una célula
por una sesión, . . . La tendencia general en la mayoría de estudios es supo-
ner que todas estas variables aleatorias siguen una distribución exponencial
y, la razón principal para hacer esta suposición es mantener la tratabilidad
del modelo, sobre todo cuando se trata de un modelo analítico. Los estudios
que encontramos en la literatura que persiguen validar esta hipótesis arrojan
resultados en ocasiones contradictorios (véase [RT01] y sus referencias).
La utilización de un proceso de Poisson (tiempo entre llegadas exponen-
cial e independiente entre sí) para el flujo de llegada de peticiones de nuevas
sesiones es tal vez la hipótesis menos cuestionada. No obstante, el trabajo de
Barceló y Bueno [BB97], basado en medidas de campo de un sistema móvil,
aunque no celular, concluye que la suposición subyacente de población infi-
nita puede estar bastante lejos de ser adecuada. Por otra parte, la medidas
presentadas en [BB97] revelan que el tiempo entre intentos de llamada sigue
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una distribución que es más suave que la exponencial, esto es, su coeficiente
de variación es inferior a la unidad (CV < 1). 1 En [BS99] se aplica un método
similar a un sistema celular y se observa que el proceso agregado de llegadas
(sesiones nuevas más peticiones de handover) es también más suave que uno
de Poisson.
En [AL02], Alfa y Li desarrollan un modelo analítico en el que no se su-
pone que el proceso de llegadas sea de Poisson, sino que toman algo mucho
más general y versátil como el MAP (Markovian Arrival process), que incluye
como un caso particular al MMPP. Sin embargo, la complejidad computacio-
nal para obtener resultados numéricos de este modelo es extremadamente
alta y de hecho los autores no proporcionan ningún resultado numérico.
La suposición de un proceso poissoniano para el proceso de llegada de
las peticiones de handover ha sido más estudiada aunque, las conclusiones
respecto a su validez no son unánimes. Por otra parte, una buena parte de
los trabajos que analizan el proceso de llegadas de handovers —en general
todos los que no utilizan medidas de campo— se basan en la suposición de
que la llegada de peticiones de nuevas sesiones sigue un proceso de Poisson
y en un cierto modelo de movilidad, por lo que la validez de las conclusiones
estará sujeta, al menos, a la validez de estos dos modelos: el del proceso de
llegadas de peticiones nuevas y el de movilidad. Chlebus y Ludwin [CL95]
han sido probablemente los primeros en cuestionar la suposición de tráfico
de handover poissoniano, en su artículo estos autores demuestran que si las
sesiones nuevas llegan según un proceso de Poisson, el bloqueo que éstas
sufren hace que el tráfico de handovers no sea de Poisson y, utilizando una
caracterización de dos momentos del tiempo entre llegadas, concluyen que
el tráfico de handover es suave. Sin embargo, la comparación de los resul-
tados analíticos —suponiendo que el trafico de handover es de Poisson—
con los resultados obtenidos mediante simulación —donde no se hace esa
suposición— demuestra que la aproximación de tráfico de Poisson es razona-
blemente buena, en especial para una carga del sistema de baja a moderada.
1El coeficiente de variación de una variable aleatoria X se define como CVX = σX/E[X].
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Sidi y Starobinski [SS97], concluyen que la suposición de tráfico de Poisson
es válida cuando el tráfico es homogéneo a lo largo de un número elevado
de células mientras que no lo es si se considera una red con pocas células
o con tráfico heterogéneo. Rajaratnam y Takawira [RT00, RT01] demuestran
también la condición suave del tráfico de handover y que la aproximación
poissoniana para este tráfico podría no ser válida cuando durante el trans-
curso de una sesión el terminal atraviesa un número alto de células, esto es,
cuando la movilidad es alta. Mediante un análisis aproximado que utiliza los
dos primeros momentos, demuestran que la aproximación poissoniana so-
breestima la probabilidad de bloqueo de los handovers. En [vDT03], Doorn
y Ta deducen formalmente los principales resultados que Rajaratnam y Ta-
kawira habían obtenido mediante un estudio numérico o empírico. Orlik y
Rappaport [OR01] abordan este asunto comparando tres escenarios distintos:
1) un grupo de siete células (una célula central, que es la célula en estu-
dio, y las seis del anillo circundante) al que la llegada de handovers desde
la periferia del grupo sigue un proceso de Poisson; 2) una célula aislada a
la que los handovers llegan según MMPP de dos estados ajustado a partir
del escenario anterior; 3) una célula central a la que llegan handovers según
un proceso de Poisson. A diferencia de otros trabajos, en este caso los re-
sultados demuestran que no existen diferencias significativas entre los tres
escenarios, principalmente cuando la carga es alta, lo que contrasta con las
conclusiones de [CL95]. El efecto que la distribución del tiempo de residencia
en una célula tiene en la distribución del tiempo entre llegadas de handover
se trata en [ZC99] considerando tanto el escenario sin bloqueo como el es-
cenario en que sí hay bloqueo. La conclusión principal es que si el tiempo
de residencia en una célula sigue una distribución Gama —suposición que
está avalada por diferentes estudios como se verá mas adelante— con una
varianza alta, el tráfico de handover no se puede caracterizar mediante un
proceso de Poisson. Motivados por los trabajos antes citados, en [DTL03] los
autores estudian un sistema en el que el tiempo entre llegadas de los han-
dovers se modela mediante una distribución de Erlang o hiperexponencial.
Los parámetros de interés para las prestaciones del sistema se comparan con
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los obtenidos cuando el tráfico de handover es de Poisson, manteniendo en
ambos casos la misma tasa de llegadas. Si el tiempo entre llegadas sigue una
distribución erlanguiana no hay diferencias importantes respecto al caso en
el que la distribución es exponencial, mientras que si se considera la distri-
bución hiperexponencial sí las hay. No obstante, para los valores concretos
de los parámetros de la distribución hiperexponencial que se toman en este
artículo, el tráfico de handover no es suave sino más bien lo contrario (el coe-
ficiente de variación es CV = 1.22 > 1), por lo que según los resultados de
este artículo, interpretados a la luz de los resultado anteriores que afirman
que el tráfico de handover es suave, no descartan sino que más bien reforza-
rían la hipótesis de que describir el tráfico de handover con un proceso de
Poisson es una buena aproximación.
La caracterización estadística del tiempo de residencia en una célula (cell
residence time, CRT) y del tiempo que una sesión ocupa los recursos de una
célula (channel holding time, CHT) ha sido abordado en un buen número de
estudios. En los trabajos de Hong y Rappaport [HR86] y de Guérin [Gué87] se
concluye que para células con una geometría circular el CHT puede aproxi-
marse satisfactoriamente mediante una distribución exponencial. En [Sch03]
Schweigel obtiene la distribución de CRT para células de geometría rectangu-
lar y evalúa el error de ajustar esta distribución mediante una distribución ex-
ponencial. En [ZD97], se emplea un modelo de simulación que es más general
que el de los trabajos anteriores y se obtiene que el CRT se ajusta una distri-
bución Gama generalizada y, si se supone que la duración de la sesión está
distribuida exponencialmente, el CHT podría aproximarse mediante una dis-
tribución exponencial. En sendos estudios basados en medidas [JL96, BJ00],
Jedrzycki y Leung [JL96], y Barceló y Jordán [BJ00] proponen utilizar una
distribución log-normal o una mezcla (combinación convexa) de éstas para
describir el CHT. En una serie de estudios empíricos llevados a cabo por
Hidaka et al. (véase [HSSK01, HSSK02] y sus referencias) se ha descubier-
to que el CRT y el CHT presentan características de autosemejanza. Distintos
autores han estudiado cuál es el error que introduce en los parámetros de
interés la suposición de que el CHT tiene una distribución exponencial si se
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compara con los resultados obtenidos utilizando las distribuciones que sugie-
ren los trabajos previos. En [KZ97, XT03] se alcanza la conclusión de que la
aproximación puede considerarse buena, mientras que en [LC97, HSSK02] se
presentan algunas situaciones en las que aparecen divergencias importantes.
El tiempo de residencia en la zona de solape entre células ha sido mucho
menos estudiado y la conclusión general es que no se ajusta a una distribu-
ción exponencial [RGS98, PCG02a]. No obstante, los resultados de [PCG02b]
sugieren que considerar una distribución exponencial es en muchos casos
una buena aproximación y, cuando no, una opción conservadora.
Recientemente, Machihara [Mac05] ha publicado una generalización de la
fórmula de Erlang a un escenario celular. Según este resultado, de indudable
interés teórico, el sistema presenta la interesante propiedad de ser insensible
respecto a la distribución de la duración de una sesión y del CRT. Sin em-
bargo, dicha insensibilidad se ha obtenido cuando las sesiones nuevas y los
handovers son tratados del mismo modo, es decir, no se da ningún tipo de
prioridad a las peticiones de handover.
2.2. Políticas de CA en redes celulares
De una forma genérica podemos definir una política de control de admisión
de la conexión (CA) como el criterio aplicado para decidir sobre la admisión o
no de una petición de conexión.2 En esta sección se intenta dar una perspecti-
va general de las propuestas en el campo de las políticas para el CA en redes
celulares. Esta revisión de la literatura se organiza contemplando o agrupan-
do las políticas de CA y su diseño desde tres puntos de vista distintos: según
el tipo de información en el que se basa la decisión de admisión, según la
forma general de la política, y según el método empleado para ajustar los
parámetros de una de estas formas generales de política.
2En nuestro caso de una petición de una nueva sesión o de una petición de handover.
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2.2.1. Información de estado versus información predictiva
La mayoría de las políticas de CA propuestas basan la decisión de admitir
la petición en el estado de la célula sobre la que opera. Esta información de
estado local, en general, consiste en: el número de sesiones en curso en dicha
célula —bien de forma agregada o detallada por tipos de usuario/servicio—
o la cantidad total de recursos ocupados —de forma agregada o detallada—.
Existe otro grupo de propuestas, aunque bastante menos numeroso, que trata
de aprovechar el hecho de que en las redes celulares es posible disponer con
antelación de cierta información sobre las peticiones de handover antes de
que éstas se produzcan. En estos casos se utiliza información sobre el estado
de las células vecinas, la velocidad y trayectoria de los móviles, el trazado de
calles o carreteras, patrones de movilidad,. . . para predecir la llegada de peti-
ciones de handover. En [NS96] y [WWL02] se utiliza la información de estado
(número de llamadas en curso) de la célula objetivo (sobre la que se aplica el
CA) y de sus vecinas, para predecir la probabilidad de bloqueo en una venta-
na temporal futura (de duración T = 20 s). Esta predicción se realiza median-
te una aproximación gaussiana en [NS96] y resolviendo las ecuaciones del
régimen transitorio en [WWL02]. En un mayor número de artículos se pro-
ponen métodos para predecir, a partir de información de movimiento actual
e histórica, hacia qué célula se desplazará un determinado móvil que tiene
una sesión activa y cuándo ocurrirá esto [LAN97, CB00, YL02, CS02, SK04].
En estos estudios, al método de predicción de handovers propuesto se le aso-
cia una política de CA basada en consideraciones más o menos heurísticas o
intuitivas que mejoran las prestaciones respecto al caso en que no se dispone
de la información predictiva. Frente a esta utilización heurística de la infor-
mación predictiva, en [YR97] y [PGGMCG04] se utiliza un enfoque basado
en optimización.
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2.2.2. Familias de políticas de CA
Políticas de reserva de recursos
Realmente, bajo el título de reserva de recursos se podría incluir a cualquier
tipo de política de CA pues en el fondo, cuando se rechaza una petición
habiendo recursos suficientes para atenderla lo que se está haciendo es re-
servar estos recursos para otras peticiones de mayor valor o prioridad. No
obstante, tradicionalmente se ha empleado este nombre —u otros semejantes
como trunk reservation, guard channel (GC) o reserva de canales— para aquellas
políticas en las que la reserva aparece de forma explícita.
Por otra parte, este tipo de políticas son el método más utilizado de cuan-
tos encontramos en la literatura para dar prioridad a los handovers. La idea
básica en esta familia de políticas consiste en reservar una cierta cantidad de
recursos para los handovers y admitir peticiones de sesiones nuevas única-
mente si los recursos disponibles en ese momento superan la cantidad reser-
vada.
La aplicación de esta técnica al CA en redes celulares fue introducida
a mediados de los ochenta [PG85, HR86] y desde entonces han aparecido
un gran número de variantes, generalizaciones, extensiones o mejoras. La
política Fractional Guard Channel (FGC) [RNT97] introduce la posibilidad de
reservar una cantidad no necesariamente entera de la unidad básica de re-
cursos, mediante decisiones de admisión probabilísticas. La ventaja del ca-
rácter fraccionario es que posibilita un ajuste más fino de los parámetros
de la política. Para un escenario de un único servicio, podemos encontrar
en [McM95, Sch90, CH96, CG01, KA99, PC01, DS02, DS04] distintas exten-
siones de las políticas GC y FGC. En [CC97, LLC98] encontramos una gene-
ralización de la política GC a un escenario multiservicio y, del mismo modo,
en [HUCPOG03a] se generaliza la política FGC.
La cantidad de tráfico que puede cursarse mediante las políticas trata-
das en este punto es mayor que la que puede conseguirse aplicando una
política de las que tienen solución en forma de producto (véase el punto si-
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guiente, 2.2.2). Sin embargo, frente a esta superioridad de las políticas del
tipo trunk reservation cabe hacer dos observaciones: la capacidad superior
se obtiene para el valor nominal de los parámetros de teletráfico para los
que se optimizan los parámetros de la política; y segunda, la complejidad
computacional del análisis es bastante superior y para sistemas grandes el
diseño o ajuste de la política podría ser intratable. Para tratar el proble-
ma de la complejidad computacional se han desarrollado métodos aproxi-
mados de análisis que reducen significativamente el esfuerzo computacio-
nal [BS97, BM98, CPVAOG04]. Por otra parte, la política virtual partitioning
(VP) [BM98, YMW+04] puede verse como una generalización de la políti-
ca trunk reservation que se adapta automáticamente cuando la carga de un
determinado servicio supera la prevista y, de este modo, consigue un buen
equilibrio entre eficiencia y equidad.
Políticas con solución en forma de producto
Este tipo de políticas se caracterizan porque en un escenario multiservicio,
cuando se utiliza un proceso de Markov para modelar sistema, las probabi-
lidades de estado de este proceso pueden calcularse como el producto de
las distribuciones marginales para cada servicio, multiplicadas por una cons-
tante de normalización. La familia de políticas de CA denominada convexa
coordinada [Ros95] está íntimamente ligada con la familia de políticas cuya
solución tiene forma de producto. Todas las políticas que son convexas coor-
dinadas tienen solución en forma de producto pero existen algunas políticas
cuya solución tiene forma de producto que no encajarían en la definición de
política convexa coordinada. Una política convexa coordinada limita los es-
tados posibles del sistema a un conjunto convexo coordinado3 y acepta una
petición si y sólo si después de aceptar la petición el sistema permanece den-
tro del conjunto permitido de estados. Por tanto, la petición se acepta o se
3Sea S := {(x1, . . . , xN) : xi ∈ N, i = 1, . . . , N} se dice que Ω ⊆ S (Ω 6= ∅) es un conjunto
convexo coordinado si cumple la propiedad siguiente: si (x1, . . . , xi , . . . , xN) ∈ Ω y xi > 0,
entonces (x1, . . . , xi − 1, . . . , xN) ∈ Ω [Ros95].
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rechaza dependiendo del estado que resultaría de aceptar la petición pero sin
importar el estado de procedencia. Esto último no se cumple para las polí-
ticas del tipo trunk reservation, en las que sí afecta el estado en el que llega
la petición, o lo que es lo mismo, se tiene en cuenta el tipo de petición y
no únicamente el estado que resultará de aceptarla. Salvo los casos triviales,
las políticas del tipo trunk reservation no tienen una solución en forma de
producto.
En sistemas multiservicio, el número de estados del proceso de Markov
puede llegar a ser extraordinariamente alto para sistemas con un número de
servicios y una cantidad de recursos razonable (véase [CC97, sección IV.B]
para más detalles sobre este aspecto). El hecho de tener una solución en
forma de producto reduce considerablemente la complejidad computacional
necesaria y hace posible estudiar sistemas que de otro modo no sería posible.
En [Ros95] se puede encontrar un análisis comparativo de distintos métodos
para calcular las probabilidades de estado en sistemas cuya solución tiene
forma de producto. Cuando el número de unidades básicas de recurso no
es excesivamente alto el algoritmo de convolución [Ive02] permite resolver el
sistema de una manera efectiva.
Lea y Altawaya [LA95] proponen una metodología para definir políticas
con solución en forma de producto, utilizando umbrales de ocupación por
servicio tanto enteros como fraccionarios. En [JV94] se da una caracterización
de la política que es óptima dentro del conjunto de las políticas convexas
coordinadas .
Finalmente en [GMP04] y [BS97] se compara la capacidad que puede ob-
tenerse mediante este tipo políticas con la que puede obtenerse cuando se
aplican políticas del tipo trunk reservation. A cambio de obtener una menor
complejidad computacional, las políticas con solución en forma producto re-
ducen la capacidad. Para los escenarios estudiados en [GMP04] esta reduc-
ción está entorno al 10 %. Biswas y Sengupta [BS97] caracterizan un tipo de
escenarios en los que el beneficio de utilizar una política trunk reservation es
mayor: cuando existe un tipo de servicio cuya tasa de llegadas es baja, la
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cantidad de recursos que consume una sesión de ese servicio es alta y la pro-
babilidad de bloqueo que demanda es baja. En [BF01] se comparan también
distintas políticas atendiendo a su respuesta frente a situaciones de sobrecar-
ga severa y se concluye que, desde este punto de vista, la política denominada
upper limit UL, que es convexa coordinada, presenta ventajas importantes.
Políticas estacionarias aleatorizadas
Aunque en general las políticas GC, FGC y sus correspondientes exten-
siones para el caso multiservicio permiten alcanzar unas prestaciones relati-
vamente buenas, al menos dentro de las políticas estáticas, existen escenarios
en los que no son la mejor alternativa; la política estacionaria óptima no
es del tipo trunk reservation. En un escenario monoservicio se ha demostra-
do [RNT97, Bar01] que, para ciertos criterios, la política óptima es del tipo GC
o FGC. Este resultado, sin embargo, no es generalizable al escenario multiser-
vicio [BC02, PCG04]. En este caso, la política óptima pertenece a la familia de
las políticas estacionarias (para un cierto tipo de petición la decisión de admi-
tirla o no depende del estado actual del sistema expresado como el número
de sesiones en curso de cada servicio) o al de las estacionarias aleatorizadas
(la decisión depende del estado actual del sistema y de un factor aleato-
rio) [Ros70]. Nótese que en las políticas trunk reservation, que constituyen un
subconjunto de las políticas estacionarias, para decidir sobre la admisión de
una petición únicamente se considera la cantidad total de recursos en uso, y
no el desglose de éstos por cada servicio.
A modo de síntesis en la figura 2.1 se representan los distintos conjuntos
de políticas y las relaciones de pertenencia e inclusión que existen entre ellos.
2.2.3. Alternativas para el diseño de la política de CA
De forma general podemos decir que las políticas de CA en redes ce-
lulares tratan de resolver eficientemente el compromiso que existe entre el
bloqueo de nuevas sesiones y la terminación forzosa de sesiones en curso
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Figura 2.1: Conjuntos de políticas de control de admisión.
causada por handovers fallidos. Para lograr este objetivo se han utilizado
fundamentalmente dos enfoques distintos. El primero y más común consiste
en proponer una nueva política de CA y evaluarla para demostrar que con-
sigue mejores resultados o presenta alguna ventaja —al menos bajo ciertas
condiciones— que las propuestas previas. En el segundo enfoque, el proble-
ma de CA se formula como un problema de optimización de un proceso de
decisión: ante la llegada de una petición ha de decidirse si aceptarla o recha-
zarla. Esta decisión dependerá del estado del sistema y del tipo de petición
por lo que el problema consiste en encontrar la correspondencia óptima en-
tre cada posible situación y la decisión asociada; óptima en el sentido de que
maximiza (minimiza) una función de mérito (coste) de las prestaciones del
sistema, sujeta a una serie de restricciones. Este problema de optimización
por lo general se formula utilizando el marco de los procesos de decisión marko-
vianos (MDP) o semimarkovianos (SMDP) [Ros70], o bien se utiliza cualquier
procedimiento de optimización que trabaje con una función de la que no se
tiene una forma explícita, pero puede evaluarse numéricamente (esta evalua-
ción puede comportar un coste computacional alto) y de la que puede que
se conozcan propiedades de monotonicidad. La formulación basada en MDP
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(o SMDP) tiene la ventaja de contar con un marco teórico y un conocimiento
más o menos desarrollado pero, por otra parte, las otras alternativas, aunque
más desasistidas en este sentido gozan de una mayor flexibilidad para defi-
nir la función a optimizar y el conjunto de políticas sobre el que se realiza la
optimización.
El enfoque basado en optimización ha sido utilizado en [RNT97] y [Bar01]
para el escenario monoservicio utilizando distintos criterios. Yener y Ro-
se [YR97] también emplean este enfoque pero dada la complejidad del proble-
ma de optimización resultante utilizan un algoritmo genético para hallar una
política cuasióptima. Este enfoque también se ha aplicado en el caso multiser-
vicio en el que la dimensionalidad del problema entraña complejidad impor-
tante para realizar la optimización. Para tratar esta complejidad se han exami-
nado distintos métodos. En [BC02, PCG04] se utiliza programación lineal para
obtener la solución del MDP. Xiao et al. [XCW01] emplean la misma metodo-
logía en un contexto en el que consideran aplicaciones multimedia adaptati-
vas y en [XCW00], estos mismos autores proponen la utilización de una algo-
ritmo genético debido a las limitaciones computacionales de plantear el pro-
blema como un SMDP. García et al. [GMP04, GMP05] utilizan un método ba-
sado en ascenso (hill climbing). En [EAYH01a, EAYH01c, EAYH01b, EAYH01d]
y también en [PGGMCG04] los autores utilizan un método de aprendizaje au-
tomático basado en la teoría del aprendizaje por refuerzos [SB98]. Este método
presenta la interesante propiedad de no necesitar un modelo del sistema y





Gran parte de la investigación sobre el control de admisión en redes celu-
lares considera únicamente un servicio distinguiendo entre sesiones nuevas
y peticiones de handover, bien porque la red ofrece un único servicio —redes
de primera o segunda generación— o bien porque aun ofreciendo varios ser-
vicios existe una separación de los recursos asignados a los distintos servi-
cios.
La literatura sobre propuestas de mecanismos de prioridad para sistemas
con dos tipos de tráfico y su estudio es extensísima, incluso cuando nos li-
mitamos a la aplicación en redes celulares (véase por ejemplo [Bar04, DS04]
y sus referencias). En [Bar04], Barceló propone un marco genérico de análisis
de una familia de mecanismos de control del admisión, SRS (State-dependent
Rejection Scheme), en los que la probabilidad de aceptar una nueva sesión
depende del número de canales ocupados en ese momento. Por otra par-
te, existe otro grupo de mecanismos [CH96, KA99, CG01, PC01, DS04] que
en principio no pertenecen a la familia SRS ya que no todos los canales son
considerados equivalentes, y la probabilidad de aceptar una nueva sesión de-
pende no sólo del número total de canales ocupados sino también de su tipo.
No obstante, al menos desde una perspectiva teórica es importante señalar
que, según [DS04, Proposición 5.1], para los mecanismos de este otro grupo,
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si no se considera la posibilidad de espera para las peticiones de baja prio-
ridad, es posible encontrar un mecanismo equivalente que sí pertenecería a la
clase SRS.
Cuando se adoptan las hipótesis habituales de llegadas de Poisson y tiem-
po de ocupación de los recursos distribuido exponencialmente, los esquemas
de la familia SRS pueden describirse mediante un proceso markoviano de na-
cimiento y muerte. Si los canales no son indistinguibles como en SRS, o aun
siéndolo las llamadas nuevas no son tratadas según un modelo puramente de
pérdidas, el proceso que describe el sistema ya no es de nacimiento y muerte
sino cuasi de nacimiento y muerte (Quasi-Birth-and-Death, QBD).
Mientras que el análisis numérico de un proceso de nacimiento y muerte,
en general, no reviste ninguna dificultad, en los procesos QBD la comple-
jidad numérica puede llegar a ser considerable y también pueden aparecer
problemas de precisión [KI95, Mit95].
En este capítulo se analiza una familia de mecanismos de control de admi-
sión para sistemas con dos tipos de tráfico de distinta prioridad. Estos algorit-
mos y su análisis son una compilación, y en cierto modo una generalización,
de una serie de propuestas que han aparecido en la literatura especializada.
El capítulo está dividido en dos partes: en la primera de ellas se desarrolla
un modelo analítico para la evaluación de prestaciones basado en el método
geométrico-matricial [Neu81, LR99]; y en la segunda se evalúan las venta-
jas de aplicar un método de análisis basado en técnicas espectrales como las
utilizadas en [KI95]. A lo largo de este capítulo se conserva la terminología
propia de una red de telefonía celular en la que en su interfaz radio se em-
plea una tecnología de acceso basada en la división en canales. No obstante,
los algoritmos de este capítulo y su análisis seria extensible a un entorno más
general en el que todas las sesiones consumen la misma cantidad de recur-
sos.1 En este caso el término llamada se referiría a una sesión, y canal a los
recursos utilizados por una sesión.
1El definición del término sesión y de los recursos que ésta utiliza se han introducido en el
punto 2 de la página 8.
26
Capítulo 3. Sistemas monoservicio
3.1. Algoritmos de prioridad con dos flujos de trá-
fico
3.1.1. Descripción de los algoritmos
Para la especificación de los algoritmos partimos de una descripción al-
ternativa a la habitual del mecanismo FGC [RNT97] en la que además se
considera la posibilidad de espera para ambos tipos de peticiones. A partir
de esta descripción alternativa el resto de mecanismos aparecen como una
extensión más o menos natural del primero.
Los canales se reparten en tres grupos: grupo primario, grupo secundario
y canal parcialmente reservado (grupo de un único canal). La idea general
en todos los algoritmos es que los canales del grupo primario pueden ser
asignados a cualquier tipo de petición —llamada nueva o handover— los
del grupo secundario se reservan para las peticiones de mayor prioridad —
handover— y el canal parcialmente reservado puede asignarse a una petición
de llamada nueva sólo a veces —con cierta probabilidad—. C representa el
número total de canales y el parámetro t (t ∈ R, 0 < t < C) establece el
número de canales de los grupos primario y secundario y la probabilidad
con la que el canal parcialmente reservado puede utilizarse para las llamadas
nuevas. Así, si m representa el número de canales en el grupo primario, n en
el grupo secundario y f la probabilidad de que una llamada nueva acceda al
canal parcialmente reservado, se tiene que
m = btc f = t−m y n = C− (m + 1).
De este modo el número de canales no reservados es, en media, m + f · 1 =
t. Por tanto, mediante este mecanismo probabilístico se puede reservar, en
media, una cantidad no entera de canales lo cual permite un ajuste más fino
del control de admisión.
Para cada tipo de petición existe una cola de espera para aquellas peti-
ciones que no pueden ser atendidas en el momento de su llegada. Ambas
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colas son de capacidad finita y las llegadas a una cola llena se pierden. En el
modelo se considera que las peticiones de ambos tipos tienen una paciencia
limitada por lo que pueden abandonar la cola antes de recibir servicio si el
tiempo de espera excede un determinado límite.
En cada algoritmo existen tres tipos de evento que disparan la realización
de una acción por parte del sistema de asignación de recursos. Los eventos
posibles son: la llegada de una petición de handover, la llegada de una llama-
da nueva y la liberación de un canal. A continuación se describe, para cada
algoritmo, la acción o acciones a realizar por el sistema cuando se produce
alguno de estos eventos.
FGC Fractional Guard Channel
Llegada de una petición de handover.
Intentar la asignación de un canal o de una posición en la cola, siguien-
do la secuencia:
1. Canal del grupo primario.
2. Canal parcialmente reservado.
3. Canal del grupo secundario.
4. Posición en la cola de handovers.
Si ninguna de estas asignaciones es posible se rechaza la petición.
Llegada de una llamada nueva.
Intentar la asignación de un canal o de una posición en la cola, siguien-
do la secuencia:
1. Canal del grupo primario.
2. Con probabilidad f , canal parcialmente reservado.
3. Posición en la cola de llamadas nuevas.
Si ninguna de estas asignaciones es posible se rechaza la petición.
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Liberación de un canal.
Si hay alguna petición de handover esperando en la cola, asignar el
canal a la primera de ellas. Si no,
reetiquetar los canales2 e
intentar la asignación del canal libre a la primera petición de la
cola de llamadas nuevas siguiendo el mismo criterio que cuando
llega una llamada nueva.
F-HOPSWR Fractional-Handovers Overflow from Primary to Secondary With
Rearrangement
Llegada de una petición de handover.
Igual que en el algoritmo FGC.
Llegada de una llamada nueva.
Igual que en el algoritmo FGC.
Liberación de un canal.
Realizar la primera de la acciones siguientes que sea posible:
1. Si hay alguna petición de handover esperando en la cola, asignar
el canal a la primera de ellas.
2. Si hay alguna petición de llamada nueva en la cola, intentar la
asignación del canal libre a la primera de ellas siguiendo el mismo
criterio que cuando llega una llamada nueva.
3. Reetiquetar los canales.
2 Se comienza por los canales ocupados y se les asignan las etiquetas en el orden siguiente:
grupo primario, canal parcialmente reservado y grupo secundario. Las etiquetas sobrantes se
asignan a los canales desocupados. De este modo primero se ocupan todos los canales del grupo
primario, después el canal parcialmente reservado y por último los canales del grupo secundario.
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F-HOPS Fractional-Handovers Overflow from Primary to Secondary
Llegada de una petición de handover.
Igual que en el algoritmo FGC.
Llegada de una llamada nueva.
Igual que en el algoritmo FGC.
Liberación de un canal.
Realizar la primera de la acciones siguientes que sea posible:
1. Si hay alguna petición de handover esperando en la cola, asignar
el canal a la primera de ellas.
2. Si hay alguna petición de llamada nueva en la cola, intentar la
asignación del canal libre a la primera de ellas siguiendo el mismo
criterio que cuando llega una llamada nueva.
F-HOSP Fractional-Handovers Overflow from Secondary to Primary
Llegada de una petición de handover.
Intentar la asignación de un canal o de una posición en la cola, siguien-
do la secuencia:
1. Canal del grupo secundario.
2. Canal parcialmente reservado.
3. Canal del grupo primario.
4. Posición en la cola de handovers.
Si ninguna de estas asignaciones es posible se rechaza la petición.
Llegada de una llamada nueva.
Igual que en el algoritmo FGC.
Liberación de un canal.
Igual que en el algoritmo F-HOPS.
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3.1.2. Antecedentes
Los algoritmos de control de admisión con dos niveles de prioridad que
se analizan aquí son una compilación, y en algunos casos una generalización,
de una familia de mecanismos que se aparecen en la literatura especializada.
El algoritmo denominado Guard Channel (GC) —entre muchas otras formas—
fue introducido como una técnica de CA en redes celulares a mediados de
los ochenta [PG85, HR86]. En [RNT97] se introduce la técnica Fractional Guard
Channel (FGC) que es una generalización del GC en la que el número de ca-
nales reservados puede ser fraccionario. Schehrer [Sch90] y posteriormente
McMillan [McM95] proponen y analizan una extensión del GC que incor-
pora un ciclo de histéresis que gobierna la cantidad de recursos reservados.
En [McM95] se considera la posibilidad de espera y abandono por impa-
ciencia para los dos tipos de llegada. Casares y Holtzman [CH96] y Casa-
res [CG01] estudian toda una familia de extensiones al mecanismo GC en
el contexto de un sistema de trunking. Del análisis de [CH96, CG01] destaca
el hecho de que se consideran tasas de servicio distintas para los dos tipos
de llegada; en nuestro análisis, y en el resto de trabajos que aquí citamos,
se supone que el tiempo medio de ocupación de los recursos en una célula
es el mismo independientemente de si se trata de una llamada nueva o una
llamada que se traspasó de otra célula. Los algoritmos que consideramos
aquí son un subconjunto de los estudiados por Casares, sin embargo, los que
se analizan aquí son más generales por cuanto incorporan posibilidad de
espera para las peticiones de alta prioridad, el parámetro de configuración
de cada algoritmo puede ser fraccionario y en ambas colas se considera la
posibilidad de abandono por impaciencia. En un trabajo anterior [PC01] ya
habíamos considerado estos mecanismos en los que además se incorporaba
un ciclo de histéresis como el de [Sch90, McM95]. No obstante, en [PC01]
no existe abandono para las llamadas nuevas que esperan y el parámetro de
configuración de los algoritmos ha de ser entero. Kulavaratharasah y Aghva-
mi [KA99] estudian mediante simulación los mecanismos HOPS, HOSP y un
tercero que es una combinación probabilística de los dos primeros. En [KA99]
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el número de canales reservados es entero y no hay espera para ninguno de
los dos tipos de petición. Daley y Servi [DS02, DS04] introducen la reserva
fraccionaria en los mecanismos HOPS y HOSP, sin embargo, aunque al final
de [DS04] se sugiere la posibilidad de considerar la espera y el abandono por
impaciencia, estos aspectos no se incluyen en los resultados del artículo.
3.1.3. Descripción del modelo
A la célula llegan peticiones de llamadas nuevas y de handover con unas
tasas λn y λh, respectivamente, y λ = λn + λh representa la tasa agregada.
Ambos flujos de llegada siguen un proceso de Poisson. Los tiempos listados
a continuación se describen mediante variables aleatorias exponenciales cuyo
parámetro se indica entre paréntesis: duración de una llamada (µc), tiempo
de permanencia en una célula (µr), tiempo de permanencia en el área de han-
dover (µ′r) y tiempo máximo de espera en cola de una llamada nueva (η). Por
tanto, las variables aleatorias siguientes también seguirán una distribución
exponencial, con los parámetros indicados: tiempo de ocupación de recursos
(µ = µc + µr) y tiempo máximo de espera en cola de una petición de hando-
ver (γ = µc + µ′r). El número de posiciones en la cola de llamadas nuevas es
Qn y en la de peticiones de handover Qh. Anteriormente se han introducido
los parámetros C y t: C representa el número total de canales, t (0 < t < C)
establece el número de canales de los grupos primario y secundario, y la pro-
babilidad con la que el canal parcialmente reservado puede utilizarse para las
llamadas nuevas. Así, m = btc es el número de canales en el grupo primario,
n = C− (m + 1) en el grupo secundario y f = t−m la probabilidad de que
una llamada nueva acceda al canal parcialmente reservado.
Las prestaciones del sistema se cuantifican mediante las probabilidades de
bloqueo y abandono, cuya representación es: probabilidad de bloqueo (aban-
dono) de una llamada nueva Pnb (P
n
a ), probabilidad de bloqueo (abandono) de
una petición de handover Phb (P
h
a ). Por tanto, la probabilidad de pérdida de
una petición —porque es bloqueada o abandona por impaciencia, y sólo una
de las dos— será Pn = Pnb + P
n
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para las peticiones de handover.
La descripción del estado del sistema no es la misma para todos los al-
goritmos sino que utilizamos dos diferentes: una para los algoritmos FGC y
F-HOPSWR, y otra para los algoritmos F-HOPS y F-HOSP. En todos los ca-
sos la representación elegida da lugar a un modelo que es un proceso cuasi
de nacimiento y muerte (QBD), finito y no homogéneo [Neu81]. A continuación
se describen las dos alternativas:
Algoritmos FGC y F-HOPSWR. El estado del sistema se representa me-
diante la terna de números enteros,
(k, i, j) 0 ≤ k ≤ C, 0 ≤ i ≤ Qn, , 0 ≤ j ≤ Qh
donde k es el número de canales ocupados, i es el número de peticiones
en la cola de llamadas nuevas y j es el número de peticiones en la cola de
handovers. El nivel y la fase de cada estado no se corresponden directamente
con ninguna de sus coordenadas —k, i o j— sino que se sigue el criterio
siguiente. Si L(l0) es el conjunto de estados del nivel l0,
L(−1) = {(k, 0, 0) : k < m}
L(l0) = {(k, l0, j) : k ≥ m, 0 ≤ j ≤ Qh} l0 = 0, . . . , Qn
Esto es, en el nivel −1 se agrupan todos los estados en los que el número de
canales ocupados es inferior a m — todavía quedan canales libres en el grupo
primario — y cuando el número de canales ocupados es igual o superior a m
el nivel está determinado por el número de llamadas nuevas en la cola. En el
nivel −1 el número de canales ocupados k representa la fase. En el resto de
niveles (l0 = 0, . . . , Qn) la fase de un estado se corresponde con el número de
canales ocupados que excede de m más el número de peticiones de handover
en la cola, es decir, la fase del estado (k, l0, j) es k−m + j.
En la figura 3.1 se representa en el diagrama de transiciones del algoritmo
FGC y en la figura 3.2 el del algoritmo F-HOPSWR. En cada nivel solo se han
representado las transiciones internas y las de salida de ese nivel.
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Figura 3.1: FGC: diagrama de transiciones.
Algoritmos F-HOPS y F-HOSP. El estado del sistema se representa me-
diante la quintupla de números enteros
(i, j, r, k, l) 0 ≤ i ≤ m; 0 ≤ j ≤ n; r = 0, 1; 0 ≤ k ≤ Qn; 0 ≤ l ≤ Qh
donde i es el número de canales del grupo primario ocupados, j es el número
de canales del grupo secundario ocupados, r indica si el canal parcialmente
reservado está ocupado (r = 1) o no (r = 0), k es el número de peticiones
en la cola de llamadas nuevas y l es el número de peticiones en la cola de
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Figura 3.2: F-HOPSWR: diagrama de transiciones nivel i. Las transiciones de
los niveles −1 y 0 son las de la figura 3.1
handovers.
La agrupación de los estados en niveles es del siguiente modo
L(l0) = {(i, j, r, k, l) : i−m + k = l0} l0 = −m, . . . , Qn.
Dependiendo del número de estados (fases) podemos distinguir dos tipos de
niveles
L(l0) = {(l0 + m, j, r, 0, 0) : 0 ≤ j ≤ n; r = 0, 1} l0 = −m, . . . ,−1
L(l0) = {(m, j, r, k, l) : 0 ≤ j ≤ n; r = 0, 1; 0 ≤ k ≤ Qn; 0 ≤ l ≤ Qh}
l0 = 0, . . . , Qn.
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Al igual que antes, los niveles cuyo índice es negativo se corresponden con
aquéllos en los que todavía quedan canales libres para acomodar la llegada
de una llamada nueva. Los niveles del −m al −1 tienen por tanto 2(n + 1)
fases y los niveles del 0 al Qn tienen 2(n + 1) + Qh fases. Así, el nivel del
estado (i, j, r, k, l) es i−m + k y, su fase j + l + r(n + 1).
En la figura 3.3 se representa en el diagrama de transiciones del algoritmo
F-HOPS y en figura 3.4 el del algoritmo F-HOSP.
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(m, · , 1, k,0)(m, · , 1, k-1,0)
(f) L(k − 1) ←− L(k), 0 < k ≤ Qn,


























(m, · , · ,k,0)(m, · , · ,k-1,0)
0 < k ≤ Qn
(m, · , 0, (m, · ,0, k+1,0)
f)λn
(m, · , 1, k, · ) (m, · ,1, k+1, · )
λn
0 ≤ k < Qn
(m, n, 1, k, l)(m, n, 1, k- , l)
kη
0 < k ≤ Qn 0 < l ≤ Qh
(g) L(k) −→ L(k + 1), 0 ≤ k < Qn
Figura 3.3: F-HOPS: diagrama de transiciones.
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(d) Nivel k, 0 ≤ k ≤ Qn
Figura 3.4: F-HOSP: diagrama de transiciones. Aquellas transiciones no reco-
gidas en esta figura coinciden con las de la figura 3.3.38
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3.1.4. Análisis
Sea π el vector de las probabilidades estacionarias del proceso. Del mismo
modo que con los estados, dividimos π en otros vectores más pequeños π(l0)
correspondiendo cada uno de ellos a las probabilidades de estado de un nivel,
por lo que el vector π(l0) tendrá tantas componentes como fases en el nivel
l0. El proceso que describe el comportamiento de cualquiera de los cuatro
algoritmos es un proceso QBD pues únicamente existen transiciones entre
estados del mismo nivel o de dos niveles adyacentes y, en consecuencia, el























siendo J = 1 para los algoritmos FGC y F-HOPSWR, y J = m para los algo-
ritmos F-HOPS y F-HOSP. En el apéndice C se puede encontrar la estructura
de los distintos bloques de Q para cada algoritmo.
Las convenciones utilizadas en la notación son las habituales (véase el
apéndice A).
Las probabilidades de estado π se obtienen de la resolución del sistema
de ecuaciones lineales
πQ = 0t, πe = 1.
Si Q es una matriz de dimensiones finitas, como es nuestro caso, este sistema
en principio puede resolverse mediante cualquiera de los métodos estándar
del álgebra lineal. Sin embargo, parece conveniente —sobre todo si el tamaño
del sistema es grande— aprovechar la estructura y la naturaleza de Q, que es
un generador infinitesimal tridiagonal por bloques. Aquí hemos utilizado el
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algoritmo Linear Level Reduction [LR99, GJL84], que se aplica a la resolución
de procesos QBD finitos y no homogéneos:
U ← A(Qn)1
R(Qn) ← A(Qn−1)0 (−U)
−1
for l = Qn − 1, Qn − 2, . . . , 0,−J do
U ← A(l)1 + R(l+1)A
(l+1)
2
R(l) ← A(l−1)0 (−U)
−1
end for
solve π(−J) from {π(−J)U = 0t; π(−J)e = 1}
for l = −J + 1, . . . , 0, . . . , Qn do
π(l) = π(l−1)R(l)
end for
A partir de las probabilidades de estado los parámetros de medida de
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Figura 3.5: Probabilidad de fallo de llamada nueva Pn.
3.1.5. Resultados numéricos
En los ejemplos numéricos mostrados a continuación se ha considerado
la siguiente configuración: µr/µc = 2, µc + µr = 1 llamadas/s, λn = 1.5 lla-
madas/s, η/µc = µ′r/µr = 10, C = 10, t = 8, Qn = Qh = 10. En los distintos
ejemplos se ha ido variando el valor de algunos parámetros de esta confi-
guración básica. En las figuras 3.5 y 3.6 se muestra la variación en función
de t de las probabilidades de pérdida de una petición nueva Pn = Pnb + P
n
a ,
que puede deberse a la perdida inmediata por falta de espacio de almace-
namiento (Pnb ) o al abandono por impaciencia (P
n
a ), y de terminación forzosa
P f t = µr/µcPh/(1 + µr/µcPh) donde Ph = Phb + P
h
a es la probabilidad de
fallo de un handover, que también puede estar causado por el bloqueo por
falta de espacio de almacenamiento o el abandono por impaciencia. Estas dos
probabilidades varían de forma monótona y continua con el valor de t.
En las figuras de la 3.7 a la 3.10 se estudia el impacto del tamaño de las
colas (Qn y Qh) sobre Pn y P f t. El signo de este impacto es el esperado: un
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Figura 3.6: Probabilidad de terminación forzosa P f t.
aumento de Qn influye positivamente en Pn y negativamente en P f t mientras
que el aumento de Qh produce el efecto contrario. Sin embargo, lo más lla-
mativo es que este efecto es prácticamente despreciable para tamaños de cola
por encima de unas pocas unidades. En las figuras 3.11– 3.14 se muestran los
resultados utilizando unas tasas de impaciencia menores η/µc = µ′r/µr = 2 y
aunque inicialmente el impacto de aumentar el tamaño de las colas es mayor,
éste se atenúa rápidamente y de nuevo deja de ser perceptible a partir de un
tamaño de muy pocas unidades.
Finalmente, en la figura 3.15 se comparan las prestaciones de los diferen-
tes algoritmos fijando un objetivo de QoS en función de la probabilidad de
terminación forzosa P f t ≤ 0.005 y viendo cuál sería el valor de Pn en cada
caso. Las curvas de la figura 3.15(a) representan el valor máximo de t para el
que se cumple el objetivo y en la gráfica de la figura 3.15(b) se representa Pn
para el valor calculado de t. Según este criterio el algoritmo FGC es superior
al resto, hecho este que ha sido demostrado para el caso particular en el que
no hay colas (Qn = Qh = 0) en [DS04].
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Figura 3.7: Influencia del valor de Qn en Pn.















Figura 3.8: Influencia del valor de Qn en P f t.
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Figura 3.9: Influencia del valor de Qh en Pn.















Figura 3.10: Influencia del valor de Qh en P f t.
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Figura 3.11: Influencia del valor de Qn en Pn; η/µc = µ′r/µr = 2.













Figura 3.12: Influencia del valor de Qn en P f t; η/µc = µ′r/µr = 2.
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Figura 3.13: Influencia del valor de Qh en Pn; η/µc = µ′r/µr = 2.















Figura 3.14: Influencia del valor de Qh en P f t; η/µc = µ′r/µr = 2.
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Pn: FGC     
Pn: F−HOPSWR
Pn: F−HOPS  
Pn: F−HOSP  
Pft       
(b) valor de Pn y P f t
Figura 3.15: Ajuste del parámetro t para que Pf t ≤ 0.005.
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3.2. Aspectos numéricos: método espectral
En los algoritmos de asignación de recursos que estamos considerando,
cuando no basta una única dimensión para definir el estado del sistema —
cosa que ocurre por ejemplo cuando existe espera para las peticiones de ba-
jas prioridad—, el modelo markoviano del sistema ya no es un proceso de
nacimiento y muerte sino un proceso QBD. La complejidad del análisis de
un proceso QBD es, frente al de un proceso de nacimiento y muerte, su-
perior tanto desde un punto de vista algebraico como numérico. El algorit-
mo Guard Channel(GC) con espera para las llamadas nuevas se ha analizado
en [Gué88, DJ92, McM95, KI95] aplicando distintos métodos. De estos méto-
dos, aquí nos centramos en el empleado por Keilson e Ibe [KI95], que está
basado en la utilización de la función generatriz del proceso subyacente jun-
to con técnicas espectrales matriciales. Este método se fundamenta en los
mismos principios que la técnica propuesta por Mitrani [Mit95], por lo que
comparten las mismas ventajas en la evaluación numérica: menor compleji-
dad computacional y mayor precisión.
En esta sección extendemos el análisis de [KI95] —que se aplica a una
versión menos general del algoritmo FGC descrito en 3.1.1— a los otros tres
algoritmos —F-HOPSWR, F-HOPS y F-HOSP, aplicándoles las mismas parti-
cularizaciones que al FGC— y posteriormente comparamos la eficacia de esta
técnica de análisis con la del método geométrico-matricial.
3.2.1. Descripción de los algoritmos y su modelo
Los algoritmos que se analizan en esta sección son una particularización
de los tratados en la sección anterior en los que: el tamaño de la cola de llama-
das nuevas es infinito (Qn = ∞) y estas peticiones no presentan impaciencia
(η = 0); no existe cola para las peticiones de handover (Qh = 0); el pará-
metro t sólo toma valores enteros por lo que no existirá canal parcialmente
reservado, el número de canales en el grupo primario es m = btc = t y en
el secundario n = C−m. Estas versiones particularizadas de los algoritmos
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se denotarán eliminando la letra F de los acrónimos introducidos en 3.1.1, es
decir: GC, HOPSWR, HOPS y HOSP.
Con estas particularizaciones se puede utilizar una descripción del estado
del sistema más simple, con dos componentes únicamente (r, k) cuyo signifi-
cado es como sigue:
HOPSWR r es el número de canales ocupados y k es el número de peticiones
en la cola de llamadas nuevas.
HOPS,HOSP r es el número total de llamadas nuevas en el sistema (en curso
o esperando en la cola) y k el número de canales ocupados que corres-
ponden a peticiones de handover.
3.2.2. Análisis
En primer lugar se describe con detalle el análisis del algoritmo HOP-
SWR, a continuación se analiza el algoritmo HOPS omitiendo aquellos puntos
que sean una repetición de lo anterior y, finalmente, el análisis del algoritmo
HOSP se describe haciendo referencia al del HOPS y destacando únicamente
las diferencias entre ambos.
Algoritmo HOPSWR
Si pr,k representa la probabilidad estacionaria del estado (r, k), definimos
Ptk = [pm,k, pm+1,k, . . . , pm+n,k]
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y sea Q el generador infinitesimal del proceso resultante de considerar úni-
camente los estados de fase k ≥ 1, (·, k) y las transiciones entre ellos
Q =

∗ λh 0 · · · · · · 0 0
µ ∗ λh · · · · · · 0 0







0 0 0 · · · · · · ∗ λh
0 0 0 · · · · · · nµ ∗

, (3.2)
donde los asteriscos (∗) toman el valor necesario para que la suma de los




0 0 0 · · · · · · 0 0
1 −1 0 · · · · · · 0 0







0 0 0 · · · · · · −1 0
0 0 0 · · · · · · 1 −1

.
A partir de las ecuaciones de balance globales obtenemos las siguientes
ecuaciones en forma vectorial
− λnPt0 + Pt0QB + mµPt1 = 0t (3.3)







t, k > 0 (3.4)
donde se ha utilizado que λpm−1,0 = mµpm,0.





y de (3.3) y (3.4) se sigue que
Pt(z)
((






















λn(1− z) + mµ(1− z−1)
)
I −Q.
En (3.5) se ha introducido el límite ya que existen algunos valores en |z| ≤ 1
para los que la matriz M(z) es singular y por tanto M(z)−1 no está defini-




























j = 1, 2, . . . , n + 1
siendo uj y vtj los autovectores de Q por la derecha y la izquierda respecti-
vamente. Los autovalores γj cumplen la propiedad enunciada en el siguiente
teorema.
Teorema 1. Los autovalores
γj , j = 1, . . . , n + 1
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es inmediato comprobar que la matriz
Q̃ = DQD−1
es simétrica y por lo tanto sus autovalores son reales. Además, Q̃ es tridia-
gonal y los elementos de la subdiagonal son distintos de cero, por lo que
sus autovalores además de reales son todos distintos (véase [Wil78, sección
5.37]). Dado que Q y Q̃ son equivalentes y tienen los mismos autovalores,
concluimos que los autovalores de Q son reales y distintos; por tanto queda
por demostrar que son no positivos. Según el Teorema de Gershgorin [Wil78,
sección 2.13] los autovalores de Q están en el interior de la región
Γ :=
{





|qij|, i = 1, 2, . . . , n + 1
}
por lo que sustituyendo los valores de los elementos de Q, obtenemos
Γ :=
{
λ : |λ− qii| ≤ −qii, i = 1, 2, . . . , n + 1
}
y, dado que qii < 0 es fácil ver que Γ está contenida en el semiplano Re z ≤
0.
En lo sucesivo consideraremos que los autovalores γj están numerados de
manera descendente, es decir,
0 = γ1 > γ2 > · · · > γn+1.
Por otra parte, dado que Q es un generador infinitesimal se cumple que
u1 = e y v1 = θ
donde θt = [θ0, . . . , θn] es un vector cuyos elementos son las probabilidades
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Ecuaciones complementarias. La ecuación (3.6) por sí misma no proporcio-
na una expresión para P(z) de la que puedan obtenerse la probabilidades de
estado ya que por una parte en la ecuación aparece Pt0 y, por otra, las proba-
bilidades p0,0, . . . , pm−1,0 no están comprendidas en P(z). Sin embargo, estas







r = 0, . . . , m− 1. (3.7)
En total, por tanto, falta determinar n + 1 probabilidades para resolver el sis-
tema. Para calcular estas probabilidades se utilizan las condiciones siguientes:
Singularidades de M(z): n ecuaciones
Una condición necesaria para que exista el límite de (3.6) es que cada
raíz z (|z| ≤ 1) de la ecuación
λn(1− z) + mµ(1− z−1)− γj = 0, j = 1, . . . , n + 1 (3.8)
sea también una raíz de
Pt0
(
D + (1− z−1)I
)
uj = 0, j = 1, . . . , n + 1. (3.9)
Esto es también una condición suficiente en virtud de la proposición 2.
Proposición 2. Para cada autovalor de Q (γj j = 1, . . . , n + 1) la ecua-
ción (3.8) tiene exactamente una raíz dentro del circulo de radio unidad |z| ≤





mµ + λn − γj −
√
(mµ + λn − γj)2 − 4mµλn
)
. (3.10)
Demostración. La demostración se divide en dos partes: para j = 1 y
para j > 1.
Si j = 1 las raíces de (3.8) son z1 = 1 y z2 = mµ/λn. Es obvio que
|z1| = 1 y por otra parte, si el sistema es estable |z2| = mµ/λn > 1. Por
tanto si j = 1 (y el sistema es estable) hay exactamente una raíz dentro
del círculo unidad.
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Ahora consideramos el resto de casos, j = 2, . . . , n + 1. Si introducimos
las funciones








z y g(z) = z2 +
mµ
λn












= f (z) + g(z) = 0, j = 2, . . . , n + 1.
Dado que γi es negativo (teorema 1) tenemos que














y aplicando el Teorema de Rouche [CB86] concluimos que f (z) y f (z) +
g(z) tienen el mismo número de raíces en |z| < 1. Es evidente que f (z)
tiene exactamente una raíz (z = 0) en |z| < 1 por lo que concluimos que
f (z) + g(z) tiene exactamente una raíz en |z| < 1 y obtener su expresión
es inmediato al ser f (z) + g(z) un polinomio de segundo grado.




D + (1− z−1j )I
)
uj = 0 j = 1, . . . , n + 1
donde los valores de zj están definidos en (3.10). Cuando j = 1, γ1 = 0,
u1 = e, z1 = 1 y la ecuación correspondiente sería Pt00 = 0, que obvia-
mente no proporciona ninguna información acerca de Pt0. Por tanto en
total hemos obtenido un total de n ecuaciones (j = 2, . . . , n + 1) a partir
de las singularidades de M(z).
Ecuación de normalización: 1 ecuación.
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Demostración.
De (3.6) y observando que J j · e = 0 si j 6= 1, γ1 = 0 y J1e = eθte = e se
sigue que
Pr(z) = Pt(z)e = lı́mw→z
mµPt0
(
D + (1− w−1)I
)
e
λn(1− w) + mµ(1− w−1)
y observando que D · e = 0 finalmente obtenemos
Pr(z) = lı́mw→z
mµ(1− w−1)

























































De las n ecuaciones de las singularidades de M(z) y la ecuación de nor-
malización se obtienen los n + 1 valores del vector Pt0. No hemos demostrado
que las n + 1 ecuaciones lineales son independientes pero esta condición se
cumplía en todos lo ejemplos numéricos que se han probado.
Parámetros de interés para la evaluación de prestaciones. A continuación
se obtienen las expresiones para el cálculo de parámetros que pueden ser
de interés en la evaluación de prestaciones del sistema. Este desarrollo se ha
estructurado en proposiciones con una proposición por parámetro.
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Demostración. Para obtener Wn se calcula primero el número medio de clien-

















Como puede observarse, para que existan los valores de Ln y Wn debe





γ−1j J j = eθ
t − (eθt −Q)−1 (3.13)
Demostración. Primero demostramos que cuando i 6= j
vti uj = 0. (3.14)
Por definición Quj = γjuj y multiplicando a ambas partes del igual por vti
obtenemos
vti Quj = γj v
t
i uj
γi vti uj = γj v
t
i uj
(γi − γj) vti uj = 0
y dado que γi 6= γj (teorema 1) debe cumplirse que vti uj = 0.
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de donde se sigue que




γj J j, (3.15)
y aplicando (3.14) se obtienen las igualdades siguientes,
(J1 −Q) e = e θt (J1 −Q) = θt
(J1 −Q) uj = −γjuj vtj (J1 −Q) = −γjvtj.
Luego {1, γ2, . . . , γn+1} son los autovalores de J1−Q, y sus autovectores por
la derecha (izquierda) son {e, u2, . . . , un+1} ({θt, vt2, . . . , vtn+1}). Por tanto, el
término de la izquierda de (3.15) es la expansión espectral de J1 −Q por lo
que podemos expresar su inversa como
(J1 −Q)





Finalmente sustituyendo J1 = eθ






















y aplicando el lema 5 llegamos al resultado deseado.
Proposición 7. La probabilidad de que haya m + k (0 ≤ k ≤ n) servidores ocupados
cuando un cliente de baja prioridad se coloca en la cola es








donde ei (i = 1, 2, . . .) representa un vector columna cuyos elementos son todos cero
salvo el de la i-ésima posición que es uno, y θk = θtek+1.
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Demostración. Dado que P(m + k) = PT(1)ek+1 basta con aplicar el lema 6.
Comentario. El término (eθt − Q)−1ek+1 de (3.16) puede calcularse como la
solución x del sistema lineal (eθt −Q)x = ek+1, cuyo coste computacional es
inferior al de invertir una matriz.
Proposición 8. La probabilidad de bloqueo Pb de los clientes de alta prioridad es















Demostración. El sistema está en congestión cuando el proceso está en alguno
de los estados {(r, k) : r ≥ 0, m ≤ k ≤ m + n}. En un intervalo [0, T] el
tiempo que el sistema estará en congestión es Pr(1)T + O(T) y el número
de veces que en este intervalo el sistema entra en estado de congestión es





Tomando límites cuando T → ∞, sustituyendo Pr(1) por la expresión del
lema 3 y utilizando (3.7) para sustituir pm−1,0, se obtiene el resultado deseado.
3Llamamos congestión a la situación en la que los clientes de baja prioridad tienen que esperar
tras su llegada para recibir servicio.
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Algoritmo HOPS
Para el análisis de este algoritmo redefinimos algunas variables de la si-
guiente manera







∗ 0 0 · · · · · · 0 0
µ ∗ 0 · · · · · · 0 0







0 0 0 · · · · · · ∗ 0
0 0 0 · · · · · · nµ ∗

,
mientras que Q mantiene la definición de (3.2). Así, de las ecuaciones de
balance globales obtenemos
− λPt0 + Pt0QB + µPt1 = 0t (3.19)
λPtr−1 − (λ + rµ)Ptr + PtrQB + (r + 1)µPtr+1 = 0t, 0 < r < m (3.20)
λPtm−1 − (λn + mµ)Ptm + PtmQ + mµPtm+1 = 0t
λnPtr−1 − (λn + mµ)Ptr + PtrQ + mµPtr+1 = 0t, m < r















Ecuaciones complementarias. La ecuaciones vectoriales de (3.19) y (3.20)
correspondientes a los niveles frontera aportan un total de m(n + 1) ecuacio-
nes escalares.
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t + (λPtm−1 −mµPtm)(eθt −Q)−1.









Imponer la existencia del límite de (3.21) cuando |z| ≤ 1 aporta el resto de





uj = 0 j = 2, . . . , n + 1
donde los zj son los definidos en (3.10).
De forma totalmente paralela a las demostraciones de las proposiciones 4,


















Las expresiones para estos mismos parámetros en el algoritmo HOPSWR
son (3.12), (3.16), (3.17) y (3.18).
Algoritmo HOSP
Para el análisis del algoritmo HOSP mantenemos la misma notación y de-
finiciones que para el algoritmo HOPS. Las ecuaciones de balance por niveles
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m−1 − (λn + mµ)Ptm + PtmQ + mµPtm+1 = 0t
(r > m) λnPtr−1 − (λn + mµ)Ptr + PtrQ + mµPtr+1 = 0t
















λn(1− w) + mµ(1− w−1)− γj
]
. (3.23)





r−1e− rµPtre = 0 r = 1, 2, . . . m,
que suponen un total de m(n + 1) ecuaciones escalares. Siguiendo un procedi-

















La ecuación de normalización resulta ser la misma que la del algoritmo
HOPS (3.22). Y al igual que antes, exigir la existencia del límite que aparece







· uj = 0, j = 2, . . . , n + 1
donde las zj son las definidas en (3.10).
De forma totalmente paralela a las demostraciones de las proposiciones 4,
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La expresiones para estos mismos parámetros en el algoritmo HOPSWR
son (3.12), (3.16), (3.17) y (3.18).
3.2.3. Evaluación numérica
Para cuantificar las ventajas que el método espectral ofrece en términos de
eficiencia computacional y precisión se ha realizado una evaluación numérica
de los algoritmos HOPSWR, HOPS y HOSP utilizando el método espectral
y el geométrico-matricial, y ambos se comparan observando la precisión y el
coste computacional.
En resultados que se presentan en esta sección la tasa de llegadas de clien-
tes de alta prioridad (handovers) se ha calculado considerado que en la célula






Por otra parte Pb depende a su vez de λh por lo que (3.24) es una ecuación no
lineal de la que puede obtenerse λh aplicando un método iterativo de punto
fijo como el descrito en [HR86, LMN94]. Para los parámetros correspondien-
tes a la duración de la llamada (µc) y el tiempo de residencia en una célula
(µr) se han utilizado los valores µc = 2/3 s−1 y µr = 1/3 s−1.
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Precisión
Los resultados obtenidos corroboran que, tal y como se sostiene en [Mit95],
el método geométrico matricial aplicado al análisis de nuestros algoritmos,
presenta problemas de precisión cuando la carga del sistema se aproxima a
la zona de inestabilidad, mientras que no ocurre así con el método espectral.
Las figuras 3.16–3.18 muestran la estimación del error relativo4 de los pa-
rámetros Pb y Wn cuando se calculan con el método geométrico matricial.
Para estimar el error relativo se ha considerado que el método espectral de-
vuelve el valor exacto. Para validar esta suposición se ha comparado el valor
del parámetro Wn en carga alta obtenido mediante el método espectral con
el del tiempo medio de espera del modelo Erlang-C M/M/m (recuérdese
que m el número máximo de canales en el grupo primario). En esta compara-
ción el error relativo del método espectral —tomando el del módelo Erlang-C
como exacto— ha resultado ser lo suficientemente bajo (inferior a 10−3) pa-
ra poder considerarlo como exacto para nuestro propósito, mientras que el
error relativo del método geométrico-matricial es significativo. Los resultados
mostrados en estas figuras se han calculado para un sistema de parámetros
m = 8, n = 2.
Los resultados muestran una ventaja importante del método espectral con
respecto al geométrico-matricial. Sin embargo, aunque esta superioridad po-
dría ser de interés en algunas aplicaciones, sus consecuencia prácticas en el
contexto del CA en sistemas celulares son más bien limitadas pues la su-
perioridad del método espectral únicamente es apreciable en situación de
congestión severa.
Eficiencia computacional
Para comparar la complejidad computacional de ambos métodos se ha
medido el número de operaciones en coma flotante que emplea cada método
para cada algoritmo y para distintos tamaños del sistema.
4Si x es el valor exacto y x̂ un valor aproximado, su error relativo se calcula como |(x̂− x)/x|.
63
Capítulo 3. Sistemas monoservicio



























Figura 3.16: HOPSWR: error relativo de los parámetros de QoS
En ambos métodos, la resolución numérica del sistema consta de dos par-
tes:
1. Niveles no homogéneos. En ambos métodos, las probabilidades corres-
pondientes a los estados de estos niveles se obtienen, salvo normaliza-
ción, resolviendo el sistema lineal de ecuaciones que proporcionan las
ecuaciones de equilibrio correspondientes a los niveles en los que el
sistema no está congestionado.
2. Niveles homogéneos. En esta parte es en la que difieren ambos méto-
dos: el método geométrico-matricial se basa el cálculo de la matriz de
tasas R, que se obtiene como solución a una ecuación matrical cuadrá-
tica (R2 A2 + RA1 + A0 = 0), y posteriormente las probabilidades de
estado se obtienen a partir de las potencias de la matriz R; en el mé-
todo espectral, la función generatriz Pt(z) se expresa en función de los
autovalores y autovectores de la matriz Q, ecuación (3.6).
En la tabla 3.1 se muestra el tamaño del problema numérico que hay que
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Figura 3.17: HOPS: error relativo de los parámetros de QoS
Tabla 3.1: Tamaño del problema para cada parte.
Algoritmo Parte 1 Parte 2
GC, HOPSWR O(m + 2n) O(n)
HOPS, HOSP O(m · n) O(n)
resolver en cada una de las partes. Cabe destacar que el tamaño del proble-
ma es el mismo para ambos métodos y también que en ambos métodos la
parte primera del problema se resuelve de la misma forma, por lo que la di-
ferencia entre los dos métodos radica en la eficiencia númerica con la que se
resuelve la segunda parte. En las figuras de la 3.19 a la 3.21 se representa el
coste computacional en función de la cantidad de recursos C = m + n, siendo
m = 0.8C y n = 0.2C, y tomando una carga λn = 0.5mµ. Y en las figuras
de la 3.22 a la 3.24 se representa el coste computacional relativo del método
geométrico-matricial con respecto al espectral. De la observación de las grá-
ficas y la tabla 3.1, pueden extraerse las conclusiones siguientes: cuando el
tamaño de ambas partes es del mismo orden (valores de C bajos), el coste
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Figura 3.18: HOSP: error relativo de los parámetros de QoS
computacional de la parte 1 (resolver un sistema lineal) es inferior al de la
parte 2 (calcular autovalores y autovectores o resolver una ecuación matricial
cuadrática), por lo que el peso específico de la parte 2 es superior y el método
espectral resulta ser más eficiente. Sin embargo, para los algoritmos HOPS y
HOSP el tamaño de la parte 1 crece de forma más rápida que el de la par-
te 2 —crecimiento cuadrático frente a lineal— por lo que llega un punto que
el coste computacional de la parte 1 predomina sobre el de la parte 2, por
lo que en estos algoritmos cuando C crece el coste computacional de ambos
métodos tiende a igualarse.
3.3. Conclusiones
En este capítulo hemos analizado una familia de mecanismos de control
de admisión para sistemas con dos tipos de tráfico de distinta prioridad,
como pueden ser las redes celulares monoservicio. Esta familia de algorit-
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espectral        
geom.−matricial
Figura 3.19: HOPSWR: coste computacional.
mos de asignación de canales se basa en separar los canales disponibles en
dos tipos: los que pueden ser utilizados por cualquier tipo de petición y los
reservados que sólo pueden ser utilizados por las peticiones de alta prioridad
(handovers). Ambos flujos de tráfico son tratados según un modelo de espe-
ra con cola finita y, en el modelo, se contempla el abandono por impaciencia
para ambos tipos de petición. En todos los algoritmos el parámetro que esta-
blece la cantidad de canales reservados puede variar de forma continua entre
cero y el total de canales disponibles.
El análisis de los algoritmos se basa en la metodología geométrico-matricial.
Además se desarrolla también un análisis utilizando una técnica más recien-
te, que está basada en la utilización de la función generatriz del proceso
subyacente junto con técnicas espectrales matriciales. Esta técnica alternativa
presenta la ventaja de una mayor estabilidad numérica cuando la carga del
sistema es elevada y, en algunos casos, una menor carga computacional.
La especificación y el análisis de estos algoritmos supone una unificación
y una extensión de varios estudios y propuestas aparecidos en la literatura
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Figura 3.20: HOPS: coste computacional.
especializada.
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Figura 3.21: HOSP: coste computacional.



















Figura 3.22: HOPSWR: coste computacional relativo.
69
Capítulo 3. Sistemas monoservicio





















Figura 3.23: HOPS: coste computacional relativo.




















Figura 3.24: HOSP: coste computacional relativo.
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Área de handover y clientes impacientes
Con el fin de asegurar la continuidad de la comunicación, normalmente
existe un solape entre las zonas de cobertura de células vecinas. La existen-
cia de esta zona en la que un terminal recibe potencia suficiente de varias
estaciones base, hace posible que en el curso del cambio de célula exista un
cierto margen temporal para atender la petición. Este margen temporal abar-
ca desde que se detecta que comienza a recibirse potencia suficiente de la
nueva célula y se solicita el handover, hasta que el móvil deja de recibir su-
ficiente potencia de la estación base a la que está conectado. Si al final de
este intervalo todavía no se ha producido el handover —no se han asignado
recursos en la nueva célula— la sesión deberá terminar de manera forzosa.
A esta zona, dentro de la cual puede producirse el handover sin que tenga
que abortarse la sesión en curso, se la denomina área de handover y al tiem-
po que un terminal permanece en ella intervalo de degradación [HR86, TJ91].
El hecho de poder demorar durante un cierto tiempo la ejecución del han-
dover si éste no puede llevarse a cabo en el momento en que se solicita ha
sido aprovechado en un buen número propuestas para otorgar prioridad a
las peticiones de handover y hacer una gestión más eficiente de los recur-
sos (véase [HR86, TJ91, TJ92, KN96, TRV98, PCG02b, LJCP03, XT04] y sus
referencias). En los modelos, esta técnica se refleja incorporando una cola
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para las peticiones de handover, bien porque efectivamente existe una im-
plementación de esta cola, o bien porque las peticiones de handover que no
pueden ser atendidas en un primer momento lo reintentan de forma conti-
nuada mientras están en el área de handover [Bar04]. En cualquiera de los
dos casos los clientes —las peticiones de handover— pueden esperar en la
cola un tiempo máximo que se corresponde con el intervalo de degradación.
Este tipo de cola en la que los clientes tienen un tiempo máximo de espera
y, trascurrido este tiempo la abandonan, se conoce con el nombre de cola con
clientes impacientes [BdW94]. Aparte de la aplicación que acabamos de referir,
las colas con clientes impacientes tienen numerosas aplicaciones tanto en el
campo de las TIC como en otras áreas. De entre estas aplicaciones merece
mención especial, por el interés que ha despertado en los últimos años, la de
los centros de atención de llamadas (call centers) [Man04].
La gran mayoría de los modelos que contemplan una cola para las peti-
ciones de handover —mayoría que se convierte en la práctica totalidad si se
trata de un modelo analítico— describen el tiempo de residencia en el área
de handover (HART) con una variable aleatoria exponencial. Sin embargo, la
validez de esta suposición no ha sido suficientemente estudiada, por lo que
es pertinente plantearse: primero, qué distribución o distribuciones de proba-
bilidad caracterizan adecuadamente el HART; y segundo, en el caso de que
la respuesta a la pregunta anterior resulte ser que la distribución exponencial
no es buen modelo, para cada aplicación, y en particular para el modelado
del CA, habrá que evaluar en qué medida afecta a los resultados el utilizar
una distribución exponencial.
Por otra parte, la existencia de clientes impacientes cuyo tiempo de im-
paciencia no sigue una distribución exponencial hace que la disciplina de
servicio influya en las prestaciones del sistema, por lo que algunos auto-
res han planteado la utilización de otras disciplinas de servicio [TJ92, ET99,
DRFG99a, DRFG99b, Fan00, XT04]. Además, en el caso de que no exista real-
mente una cola, sino que ésta resulta del reintento continuado de los termi-
nales que están en el área de handover, dicha cola virtual se serviría con una
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disciplina que podría aproximarse por una disciplina de servicio en orden
aleatorio (SIRO) [Bar04].
En la sección 4.1 de este capítulo se expone un método analítico-numérico
para la caracterización estadística del HART. Posteriormente se aplica este
método a un tipo concreto de escenario y se estudia la distribución resul-
tante y la aproximación de ésta por algunas distribuciones conocidas. En la
sección 4.2 se desarrollan sendos modelos analíticos, uno exacto y otro apro-
ximado, para la evaluación de un mecanismo de CA en una red celular cuan-
do el HART sigue un distribución cualquiera. Estos modelos se utilizan para
evaluar cómo influye, en los parámetros de interés, utilizar una aproximación
exponencial para la distribución del HART. En la sección 4.3 se desarrolla un
modelo analítico para un sistema multiservidor con cola finita, clientes im-
pacientes cuyo tiempo de espera máximo sigue una distribución del tipo PH,
y tres disciplinas de servicio distintas: FIFO, LIFO y SIRO. Finalmente en 4.4
se hace un resumen del capítulo y se presentan las conclusiones.
4.1. Caracterización estadística del tiempo de per-
manencia y de ocupación de recursos en el área
de handover
Aunque la cantidad de trabajos que tratan de algún modo el estudio del
tiempo de permanencia y/o de ocupación de recursos en el área de handover,
es más bien reducido, pueden encontrarse algunos precedentes en la litera-
tura [PSS96, KS97, KS99, DRFG99b, RGS98, MEBC02]. En [PSS96, KS97] los
autores proponen un modelo analítico para el tiempo de ocupación de recur-
sos en el área de handover. Este modelo es para un escenario de tipo Man-
hattan en el que el movimiento se produce únicamente en dos direcciones
(horizontal y vertical) y la velocidad de los terminales sigue una distribución
uniforme. En estos trabajos, sin embargo, no encontramos resultados numé-
ricos ni una caracterización del tipo de distribución resultante de aplicar el
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modelo propuesto. Kim y Sung [KS99] utilizan una distribución general para
el tiempo residual de permanencia en el área de handover con el fin de obte-
ner algunos parámetros de importancia para un sistema con soft-handover. Sin
embargo, esta distribución general es únicamente un dato de entrada para el
desarrollo posterior y no se da ninguna indicación acerca de sus caracterís-
ticas. Del Re et al. [DRFG99b] elaboran un modelo que permite obtener la
distribución del HART para un sistema móvil que utiliza satélites de órbita
baja (LEO). En este escenario el movimiento relativo del terminal respecto al
satélite está provocado fundamentalmente por el movimiento del satélite y
es, por tanto, de naturaleza determinista. En [MEBC02], se utiliza un modelo
de simulación para caracterizar el tiempo transcurrido entre la petición del
handover y la ejecución de éste, o la terminación forzosa en caso de que no
llegue a ejecutarse. Este retardo se correspondería con el tiempo de ocupa-
ción de recursos mientras el terminal está en el área de handover. El artículo
de Ruggieri et al. [RGS98] es tal vez el que más se aproxima, en objetivos y en
metodología, al estudio que presentamos en esta sección. Lo más destacado
de este artículo es que incluye el shadow fading del canal radio en el modelo.
En este trabajo se concluye que el HART se ajusta a una distribución gaussia-
na truncada. Para fijar los límites del área de handover el modelo de [RGS98]
únicamente considera la potencia que se recibe desde la célula de origen. Sin
embargo, de entre los múltiples métodos empleados para decidir el inicio del
proceso de handover, y por tanto la entrada en el área de handover, prác-
ticamente todos consideran no sólo la potencia recibida de la estación base
actual sino también la potencia recibida desde la célula de destino [Pol96].
Otro trabajo que desde un punto de vista metodológico guarda relación con
el contenido de esta sección es [CKS+98], donde propone un método numé-
rico para obtener el CRT a partir de la distribución de la distancia recorrida
por el móvil en el interior de la célula y de la distribución de la velocidad.
Aquí proponemos un modelo para obtener una caracterización estadística
del HART y del tiempo de ocupación de recursos en el área de handover.
En nuestro modelo tomamos dos células (la de origen y la de destino) y úni-
camente se consideran las pérdidas de potencia debido a la distancia ya que
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Figura 4.1: Diagrama general.
suponemos que las fluctuaciones rápidas se eliminan mediante un promedia-
do temporal [Pol96]. Primero, mediante un procedimiento analítico-numérico
obtenemos un muestreo de la distribución de la distancia recorrida dentro del
área de handover y de aquí, aplicando un método similar al de [CKS+98], ob-
tenemos la distribución del HART. También se derivan las expresiones que
permiten obtener la distribución del tiempo de ocupación de recursos a partir
de la distribución del HART. En ambos casos —HART y tiempo de ocupa-
ción de recursos— se evalúa el ajuste que se consigue mediante distribuciones
conocidas.
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4.1.1. Descripción del modelo y la metodología
En un principio nos limitaremos al caso en el que las células tienen forma
circular y posteriormente se describe como podría adaptarse el modelo para
aplicarlo a geometrías más generales que pudieran aparecer en escenarios
reales. Consideremos una situación de handover en la que un terminal se
desplaza desde la célula (círculo) de origen C1 hacía la célula de destino C2,
cuyos centros están a una distancia a (véase la fig. 4.1). Cuando el terminal
está a una distancia r de C2 se produce la petición de handover y la conexión
con C1 podrá mantenerse mientras la distancia a su centro sea inferior a R;
generalmente se cumplirá que R ≥ r. Si suponemos que no se producen
cambios de dirección mientras el móvil está dentro del área de handover, la
trayectoria que sigue el terminal es el segmento comprendido entre pi y po.
Aunque la distancia recorrida dentro del área de handover está completa-
mente determinada mediante pi y po introducimos las variables ϕ y θ (véase
la figura 4.2) para simplificar la notación del desarrollo posterior. En las figu-
ras 4.1 y 4.2 se define el significado geométrico de la variables xc, yc, d, ϕmax,
θmin y θmax, cuyas expresiones son
xc =











θmin(ϕ) = ϕ + arctan
(
r cos ϕ− xc
r sin ϕ + yc
)
(4.2)
θmax(ϕ) = ϕ + π − arctan
(
r cos ϕ− xc
yc − r sin ϕ
)
. (4.3)











R2 − ayc. (4.4)
Para unos valores determinados de R, r y a el punto pi está definido por
el ángulo ϕ y, fijado este último, el ángulo θ define el punto po. Por tanto,
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Figura 4.2: Diagrama de ángulos y dominio de ϕ.
fijados R, r y a, la distancia entre pi y po puede expresarse como una función
de los dos ángulos ϕ y θ, como
Z = dist(pi, po) = f (ϕ, θ).
Una vez se tiene el valor de la distancia recorrida Z, el tiempo de permanen-





donde V es la velocidad media del terminal en el área de handover.
Para obtener la distribución de Td primero calculamos la distribución de
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Z y, a partir de ésta, se calcula la distribución de Td mediante una versión
ligeramente modificada del método empleado en [CKS+98].
Distribución de la distancia recorrida
Supongamos que las distribuciones de los ángulos son conocidas y sus




Obsérvese que la distribución de θ depende del valor de ϕ. Sea
Iϕ = {ϕ1, . . . , ϕn}
un conjunto de n valores para la variable aleatoria ϕ convenientemente dis-
tribuidos y, de idéntico modo, definimos
Iθ(ϕi) = {θ
ϕi
1 , . . . , θ
ϕi
m }.
Los valores en estos conjuntos pueden obtenerse de la forma siguiente





donde U representa un conjunto — del tamaño apropiado — cuyos elementos
están uniformemente distribuidos en el intervalo [0, 1], por ejemplo si N es el











Para cada pareja de valores (ϕi, θ
ϕi
j ) obtenemos la distancia correspon-
diente zij = f (ϕi, θ
ϕi
j ) y formamos el conjunto
IZ =
{
zij \ i = 1, . . . , n; j = 1, . . . , m
}
.
Como resultado, si n y m son lo suficientemente altos, el conjunto IZ será
una muestra representativa de la variable aleatoria Z y, por tanto, a partir
de los valores en IZ obtenemos un muestreo discreto de las funciones de
distribución y densidad de la variable Z, FZ(z) y fZ(z).
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Distribución del tiempo de permanencia
El procedimiento anteriormente descrito da como resultado una versión
numérica de fZ(z). Por otra parte, dado que suponemos que la distribución
de la velocidad media es conocida, se dispone también de fV(v). Utilizando
que Td = Z/V, mediante integración numérica calculamos fdt(t) [CKS+98]
evaluando
fdt(t) =
∫ mı́n(vmax , 2yct )
vmin












Desde un punto de vista analítico las dos expresiones anteriores son equiva-
lentes, aunque en su evaluación numérica puede haber diferencias. En [CKS+98]
los autores argumentan que (4.6) es preferible a (4.5). Aquí utilizamos una ex-
presión u otra dependiendo del valor de t: los valores bajos de t resultan en
un muestreo más fino de fV(vt) en (4.5) que el muestreo que resultaría de
fV(z/t) en (4.6), y viceversa.
Otras geometrías
Si las células no tienen una forma circular, la geometría del área de han-
dover ya no será la intersección de dos círculos. En este caso el método que
hemos descrito puede modificarse de la siguiente manera (véase como ejem-
plo la figura 4.3):
1. Tomar círculos del radio adecuado para que el área de handover quede
completamente contenida dentro de la intersección de los círculos.
2. Realizar el barrido de ϕ y θ de la forma descrita y, calcular la distancia
recorrida considerando el área de handover auténtica, es decir, tomar z1
en vez de z (figura 4.3).
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Figura 4.3: Geometría del área de handover irregular.
4.1.2. Evaluación numérica
El método antes descrito es válido para cualesquiera distribuciones de ϕ, θ
y V. Aquí vamos a realizamos un estudio numérico para unas distribuciones
particulares que se derivan de un determinado modelo de movilidad.
Distribución de ϕ. El modelo de movilidad que empleamos asume que
los terminales se mueven de manera independiente unos de otros, que es-
tán uniformemente distribuidos por toda la zona de servicio y que cualquier
dirección de movimiento tiene la misma probabilidad. En consecuencia, cual-
quier punto de la frontera de una célula tiene la misma probabilidad de ser
atravesado por un terminal, por lo que la variable aleatoria ϕ seguirá una dis-
tribución uniforme en el intervalo [−ϕmax, ϕmax]. Además, dada la simetría
existente entre [−ϕmax, 0] y [0, ϕmax] podemos realizar el análisis utilizando
únicamente uno de los dos intervalos.
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Distribución de θ. En un principio, siguiendo el mismo razonamiento que
para ϕ llegaríamos a la conclusión de que θ también sigue una distribución
uniforme. Sin embargo, debemos tener en cuenta que la variable aleatoria
θ —al igual que ocurrirá con la velocidad media V— está aplicada a un
terminal del que sabemos que está cruzando la frontera entre células por





2 sin(θ), 0 ≤ θ ≤ π
0, en otro caso
Además, truncamos esta distribución de modo que θ ∈ [θmin, θmax]. De esta
forma se excluyen las trayectorias que atravesarían el área de handover para




cos θmin−cos θmax sin(θ), θmin ≤ θ ≤ θmax
0, en otro caso
Distribución de V. Al igual que en [TJ92, ZD97, RGS98] supondremos que
la velocidad media de un terminal cualquiera sigue una distribución gaus-
siana (en realidad una gaussiana truncada para evitar las velocidades nega-
tivas), y para los terminales que están cruzando las fronteras aplicamos la





Obsérvese la similitud que existe entre (4.7) —y el razonamiento que llevaría
hasta esta expresión— y su correspondiente en la idea de la densidad de los
intervalos seleccionados en [Kle75, sección 5.2].
La figura 4.4 muestra la función de densidad de probabilidad fZ(z) para
distintos valores de d y valores de los radios R = r = 1 km. Los valores
utilizados para el parámetro d (50 m, 100 m y 200 m) se corresponden con
superficies del área de handover que representan, respectivamente, un 8 %,
22 % y 50 % de la superficie total de cobertura de una célula.
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Figura 4.4: Densidad de probabilidad de la distancia recorrida, R = r = 1
km.
A partir de fZ(z) y fV?(v), calculamos la distribución del HART fdt(t)
mediante la evaluación numérica de (4.6) y (4.5). La figura 4.5(a) muestra los
resultados obtenidos cuando v = 50 km/h y σv = 10 km/h (estos estadísticos
están referidos a la distribución para cualquier terminal). En la figura 4.5(b)
se ha fijado el valor d = 100 m y se muestra el efecto de variar el coeficiente
de variación (CV) de V.
4.1.3. Ajuste de la distribución del tiempo de permanencia
en el área de handover
La aplicación del método descrito en 4.1.1 proporciona una versión numé-
rica y discreta de la función de densidad de probabilidad del HART, ahora
se examina el ajuste de estos valores numéricos mediante algunas distribu-
ciones conocidas y se evalúa la bondad de dicho ajuste. Las distribuciones
que se consideran son: exponencial, exponencial doble, Erlang-k, Erlang-jk, hiper-
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Tabla 4.1: Distribuciones candidatas. t, α, β, γ, β1, β2, δ > 0 and 0 ≤ p ≤ 1.
Distribución pdf
Exponencial f (t) = 1β e
− tβ




Erlang-jk f (t) = p t
j−1
βj (j−1)! e
− tβ + (1− p) tk−1
βk (k−1)! e
− tβ


























Erlang-jk y gamma generalizada. La expresión de la función de densidad para
estas distribuciones se muestra en la tabla 4.1.
La distribución exponencial se emplea comúnmente por la manejabilidad
que aporta su memoria nula, y su adecuación o no para describir el HART
es uno de los aspectos que se pretende validar. Las distribuciones del tipo
Erlang —en general las de tipo phase type (PH)— aunque no tienen memoria
nula pueden verse como una composición de distintas etapas con memoria
nula en cada una de ellas, por lo que su tratamiento analítico continúa siendo
factible en algunos casos. Las distribuciones de tipo Erlang que se consideran
son casos particulares de la distribución hiper-Erlang1, que se ha considerado
como una buena aproximación para aspectos relacionados con la movilidad
en redes inalámbricas (véase [Fan01] y sus referencias). La distribución gam-
ma generalizada ha demostrado ser un buen ajuste para el tiempo de per-
manencia en una célula [ZD97] y, además, incluye como casos particulares a
las distribuciones gamma, lognormal y weibull, que también aparecen con cier-
ta frecuencia como modelo para variables aleatorias de tipo temporal. Por
último la elección de la distribución exponencial doble como candidata está
1Empleamos el término hiper-Erlang para referirnos a una combinación convexa de un número
cualquiera de distribuciones Erlang, y hiper-Erlang-jk para referirnos a una combinación convexa
de dos distribuciones Erlang de órdenes j y k.
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Tabla 4.2: Bondad del ajuste (G). R = r = 1 km, d = 100 m, v = 50 km/h,
σv = 10 km/h
Distribución G Parámetros
Hiper-Erlang-8,1 0.0120 β1=1.7665, β2=14.128, p=0.55701
Exponencial doble 0.0166 β = 8.1887, δ = 11.296
Gamma generalizada 0.0285 α = 10.491, β = 0.10836, γ = 0.49206
Erlang-4,1 0.0302 β = 3.7669, p=0.87587
Erlang-3 0.0331 β = 4.6647
Exponencial 0.1113 β = 11.647
motivada por la forma de la curva de fdt(t). En la distribuciones Erlang-jk e
hiper-Erlang-jk uno de los parámetros discreto k (o j) se fijará manualmente
a k = 1 ya que fdt(0) > 0.
El grado de semejanza entre la distribución original y las obtenidas del
ajuste puede evaluarse visualmente en las figuras 4.6 y 4.7. Los parámetros
de las distribuciones ajustadoras se muestran en la tabla 4.2. El procedimiento
para el cálculo de estos parámetros se comenta más adelante. En la figura 4.7
se representan gráficos de curvas de probabilidad que se utilizan también para
evaluar de una forma visual la semejanza entre distribuciones de probabili-
dad. En estos gráficos se ha representado la función de la distribución ajus-
tadora respecto a la original: si F̂(t) es la función de distribución ajustadora
y Fdt la función de distribución original, (x, y) = (p, F̂(F−1Td (p))), p ∈ [0, 1[ es
una representación paramétrica de las curvas de probabilidad. La calidad del
ajuste será mayor cuanto más próximas estén las curvas de probabilidad a la
línea recta cuya representación paramétrica es (p, p).
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(a) Influencia de la anchura del área de handover.













(b) Influencia de la dispersión en la velocidad media.
Figura 4.5: Densidad de probabilidad del HART, R = r = 1 km,d = 100 m,
v = 50 km/h.
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Original   
Erlang−4,1 
Erlang−3   
Exponencial
(b)
Figura 4.6: Ajuste de la distribución del HART mediante algunas distribucio-
nes conocidad, R = r = 1 km, d = 100 m, v = 50 km/h, σv = 10 km/h.
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Original   
Erlang−4,1 
Erlang−3   
Exponencial
(b)
Figura 4.7: Gráficos de probabilidad de los ajustes. R = r = 1 km, d = 100 m,
v = 50 km/h, σv = 10 km/h.
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De la observación de las curvas se concluye que la distribuciones hiper-
Erlang-j,1 y exponencial doble ofrecen un ajuste más preciso mientras que el
ajuste de la exponencial es demasiado holgado. Otros escenarios que no se
han representado conducen a la misma conclusión.













para evaluar la bondad del ajuste. Un valor de G = 0 indica un ajuste com-
pletamente exacto y G = 1 indica que no hay ninguna correlación [HR86]. El
valor de G se ha utilizado también para calcular los parámetros de las distri-
buciones ajustadoras. Primero se calcula un valor inicial de estos parámetros
mediante ajuste de momentos y el valor calculado se utiliza para inicializar
un algoritmo numérico de minimización de G.
En la tabla 4.2 se muestran el valor de los parámetros y el valor de G para
el ejemplo de la figura 4.6. Los valores de la tabla 4.3 cuantifican el efecto de
variar la anchura del área de handover d y la varianza de la velocidad V. Los
valores de G que se han obtenido confirman las conclusiones que se habían
obtenido de la inspección visual de las gráficas. En particular, la distribución
hiper-Erlang-j,1 obtiene el mejor resultado (valor en negrita) en todos los casos
salvo en uno (d = 200 m), e incluso en este caso el ajuste de la hiper-Erlang-j,1
podría considerarse aceptable (G = 0.0117). La exponencial doble ocuparía el
segundo lugar y la exponencial siempre el último.
4.1.4. Tiempo de ocupación de recursos en el area de hando-
ver
Aquí derivamos la distribución del tiempo de ocupación de recursos Tcht
para el caso en que la llegada de peticiones de nuevas sigue un proceso de
Poisson y la duración de una sesión está distribuida exponencialmente. Para
ello distinguimos dos casos dependiendo de si la sesión se inicia antes de que
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el terminal penetre en la zona de handover o lo hace una vez dentro. Primero
se realiza el análisis para cada uno de estos casos por separado y después se
calcula la probabilidad de cada una de estas situaciones.
Sesiones iniciadas fuera del área de handover
Si Tc denota el tiempo residual de una sesión cuando el terminal entra en
el área de handover, se cumplirá que
Tcht = mı́n{Tdt, Tc}
y por tanto
Focht(t) = 1− P(Tcht > t)
= 1− P(Tdt > t)P(Tc > t)
= 1− (1− Fdt(t)) (1− Fc(t)) . (4.8)
Dado que suponemos que la duración de una sesión está distribuido expo-
nencialmente, y esta distribución tiene memoria nula, sabemos que Tc sigue
exactamente la misma distribución, Fc(t) = 1− e−µct. Luego
Focht(t) = 1− (1− Fdt(t)) e
−µct (4.9)
y de aquí obtenemos que
f ocht(t) = [µc (1− Fdt(t)) + fdt(t)] e
−µct. (4.10)
Sesiones iniciadas dentro del área de handover
Introduzcamos la variable aleatoria Ẑ que representa la distancia entre el
punto en el que está el terminal cuando se inicia la sesión —que estará en el
interior del área de handover— y el punto por el que el terminal sale del área
de handover po. La variable aleatoria Ẑ puede verse como la vida residual
de Z observada en el momento que comienza la sesión y, como suponemos
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que la llegada de sesiones nuevas sigue un proceso de Poisson, se cumplirá





Si reemplazamos fZ(z) por fẐ(z) en (4.5) y (4.6) se obtiene la función de
densidad del tiempo de permanencia en el área de handover contado desde
el momento en el que se inicia la sesión fd̂t(t)) y procediendo del mismo










En este caso fd̂t y Fd̂t deben obtenerse utilizando la distribución general de
la velocidad y no la versión del muestreo sesgado, pues aquí se están consi-
derando los terminales que inician la sesión dentro del área de handover y,
para un cierto terminal, la probabilidad de que esto ocurra es independiente
de su velocidad.
La función de densidad descondicionada la podemos escribir como una
suma ponderada de f ocht(t) y f
i
cht(t), en la que los pesos son las probabilidades
de que el terminal haya iniciado la sesión fuera (Po) o dentro (Pi) del área de
handover:
fcht(t) = Pi f icht(t) + Po f
o
cht(t). (4.13)
A continuación se obtienen las expresiones para las probabilidades Pi y
Po. Sean λn y λh, respectivamente, las tasas cursadas de peticiones nuevas
y de handover en una célula. De igual modo, definimos λhan y λhah como las
tasas cursadas en el área de handover. Si consideremos que los terminales












donde ϕmax puede calcularse según la expresión (4.1) (véanse también las
figuras 4.1 y 4.2), Scell es la superficie de la célula y Sha la superficie del área
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Es importante destacar que puesto que λn y λh representan tasas cursadas su
valor dependerá de las probalidades de bloqueo correspondientes que, a su
vez, dependen del esquema de CAC (véase por ejemplo [Jab96]).
4.1.5. Ajuste de la distribución del tiempo de ocupación de
recursos en el área de handover
Procediendo de una forma totalmente análoga a la de la sección 4.1.3
ajustamos la distribución del tiempo de ocupación de recursos en el área de
handover mediante las distribuciones de la tabla (4.1) y evaluamos la bondad
del ajuste, utilizando las mismas configuraciones que en la sección 4.1.3.
La tabla 4.4 muestra unos valores representativos de los resultados que
evalúan la bondad del ajuste mediante el indicador G. En las figuras 4.8, 4.9
y 4.10 se han representado las curvas correspondientes a los tres mejores
ajustes de las columnas primera, tercera y quinta de la tabla 4.4. De forma
general puede decirse que para las distribuciones que se han probado el
ajuste mejora cuando aumenta el valor de Pi. Por otra parte, la distribución
hiper-Erlang-j,1 continúa siendo la mejor ajustadora y la exponencial la peor.
Sin embargo, la exponencial doble ya no ocupa de forma tan clara la segunda
posición sino que rivalizaría con la gamma generalizada y la Erlang-j,1.
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Tabla 4.4: Bondad del ajuste (G). Influencia de Pi = 1− Po. v = 50 km/h,
R = r = 1 km, µ−1c = 100 s.
Distribution Pi = 0.1 Pi = 0.3 Pi = 0.5 Pi = 0.7 Pi = 0.9
Hiper-Erlang-j,1 0.0077 0.0063 0.0050 0.0039 0.0027
Exponencial doble 0.0219 0.0238 0.0234 0.0203 0.0156
Gamma generalizada 0.0284 0.0261 0.0223 0.0178 0.0129
Erlang-j,1 0.0245 0.0217 0.0192 0.0166 0.0145
Erlang-k 0.0307 0.0261 0.0271 0.0357 0.0388
Exponencial 0.1016 0.0872 0.0719 0.0557 0.0388













Original          
Hiper Erlang−7,1  
Exponencial doble
Erlang−4−1        
Figura 4.8: Pi = 1− Po = 0.1; R = r = 1 km, d = 100 m, v = 50 km/h,
σv = 10 km/h, µ−1c = 100 s.
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Original         
Hiper Erlang−7,1 
Erlang−3−1       
Gama generalizada
Figura 4.9: Pi = 1− Po = 0.5; R = r = 1 km, d = 100 m, v = 50 km/h,
σv = 10 km/h, µ−1c = 100 s.













Original         
Hiper Erlang−6,1 
Gama generalizada
Erlang−2−1       
Figura 4.10: Pi = 1− Po = 0.9; R = r = 1 km, d = 100 m, v = 50 km/h,
σv = 10 km/h, µ−1c = 100 s.
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4.2. Distribución del tiempo de permanencia en
área de handover y prestaciones del CA
Los resultados de la sección anterior junto con los precedentes encontra-
dos en la literatura [RGS98, MEBC02] y la ausencia de resultados que avalen
la hipótesis contraria, hacen que la suposición habitual de que el tiempo de
permanencia en el área de solape (HART) siga una distribución exponencial
sea por lo menos cuestionable. Esto no quiere decir que, de entrada, esta
hipótesis no sea válida en ningún caso, sino que para cada aplicación, y en
particular para el modelado del CAC, habrá que evaluar en qué medida afec-
ta a los resultados el utilizar una aproximación exponencial.
Esta misma cuestión se ha planteado para los tiempos de residencia (CRT)
y de ocupación de recursos (CHT) en toda la célula. Distintos estudios ([JL96,
ZD97, BJ00, HSSK01, HSSK02] e indirectamente también [Mac05]) proponen
distribuciones distintas de la exponencial para describir los tiempos CRT y
CHT. A la vista de estos resultados otros estudios [KZ97, LC97, HSSK02,
XT03] han evaluado el error que introduce en los parámetros de interés apro-
ximar el CRT o el CHT mediante variables aleatorias exponenciales, o han
desarrollado modelos para la evaluación de prestaciones en los que se relaja
esta suposición [JGA01, AL02].
El trabajo que presentamos a continuación pretende ser una contribución
en la segunda fase del estudio del modelado estadístico del HART. Primero
se desarrolla un modelo analítico de un mecanismo de CAC en una red celu-
lar cuando el HART sigue un distribución cualquiera y, después, se presenta
un modelo analítico aproximado cuya evaluación numérica es más eficiente
que la del modelo exacto. Con estos modelos se evalúa el impacto de utilizar
una aproximación exponencial para la distribución del HART sobre los pará-
metros de interés. También se comparan el coste computacional y la precisión
del modelo aproximado con los del modelo exacto.
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4.2.1. Descripción del modelo
El modelo considera una célula que dispone de una cantidad total de re-
cursos N y cuyos flujos de entrada y salida están en equilibrio estadístico.
A la célula llegan peticiones de sesiones nuevas y de handover con unas ta-
sas λn y λh, respectivamente. Ambos flujos de llegada siguen un proceso de
Poisson. La duración de una sesión y el tiempo de permanencia en la célula
se describen mediante variables aleatorias exponenciales de parámetros µc y
µr, respectivamente, por lo que el tiempo de ocupación de recursos seguirá
también una distribución exponencial de parámetro µ = µc + µr. Para prio-
rizar las peticiones de handover se emplea un CAC del tipo Guard Channel
(GC) con espera para las peticiones de handover bloqueadas y con pérdida
para las sesiones nuevas [PG85, HR86]. La cantidad de recursos reservada
exclusivamente para peticiones de handover es n. Las sesiones nuevas sólo
se admiten cuando la cantidad de recursos libres supera las n unidades y se
rechazan en caso contrario. Las peticiones de handover se aceptan siempre
que haya suficientes recursos libres y en caso contrario esperan su turno en
la cola correspondiente que es atendida siguiendo una disciplina FIFO según
se van liberando los recursos necesarios. Una petición de handover puede
permanecer en la cola mientras el terminal esté en el área de handover, si el
terminal sale del área de handover antes de que se haya liberado una can-
tidad suficiente de recursos para cursar la petición, ésta abandonará la cola
sin recibir servicio y se producirá una terminación forzosa de la sesión. El
tiempo de permanencia en el área de solape se describe mediante la variable
aleatoria Tha de media µ−1ha y cuya función de densidad fha(t) es una función
cualquiera.
4.2.2. Análisis
Aquí se analiza el modelo del sistema y se obtienen expresiones analíticas
para la probabilidad de bloqueo de las sesiones nuevas Pb y para la probabi-
lidad de fallo del handover Ph. El análisis se basa en los resultados existentes
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Fallo de handover 
Terminación forzosa
abandonos
Figura 4.11: Modelo de la gestión de recursos en la célula.
para colas multiservidor con clientes impacientes [BdW94].
Definimos las probabilidades en estado estacionario
pi ≡ Prob.(i unidades de recursos ocupadas) 0 ≤ i ≤ N.
Obsérvese que pN incluye todos los posibles estados de ocupación de la cola




ρi/i! p0 1 ≤ i ≤ N − n
ρN−nρ
i−(N−n)
h /i! p0 N − n + 1 ≤ i < N
λh JpN−1 i = N
(4.18)
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donde Fcha(t) = 1−
∫ t
0 fha(u)du. Además, la probabilidad de que una petición






λh J + 1
]
pN−1 (4.21)












Aplicando la condición de equilibrio entre el flujo de handovers entrante





Las expresiones de la (4.18) a la (4.23) forman un sistema no lineal de ecua-
ciones de cuya solución se obtienen los valores de Pb y Ph. La probabilidad de
terminación forzosa Pf t se relaciona con la probabilidad de fallo de handover






La evaluación numérica que aquí se presenta pretende por una parte mos-
trar la aplicabilidad del modelo desarrollado y por otra evaluar la influencia
de la variabilidad de Tha en las prestaciones del sistema.
Además de las definiciones introducidas anteriormente utilizaremos la
notación y definiciones siguientes:
α = µha/(Nµ).
La movilidad de los terminales se cuantifica mediante µr/µc, que corres-
ponde al número medio de handovers por sesión en un escenario con
infinitos recursos.
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En las distintas gráficas de la figura 4.12 se representa el impacto del CV
sobre Ph y Pb para diferentes valores de la movilidad µr/µc y del parámetro
α. En todas las gráficas la cantidad total de recursos es N = 10 y la reserva
para las peticiones de handover es n = 1. Para evaluar el impacto de la va-
riabilidad de Tha de ha tomado como referencia la distribución exponencial,
para la que se cumple que CV = 1. Para conseguir una variabilidad menor
(CV < 1) se ha utilizado una distribución de Erlang, y una distribución hiper-
exponencial de dos ramas para conseguir una variabilidad mayor (CV > 1).
Los parámetros de la distribución se han ajustado para conseguir el CV de-
seado mientras que la media se determina a partir del valor de α. En los tres
casos se ha tomado la misma configuración, N = 10, n = 1. De las curvas se
observa que una variabilidad inferior a la de referencia (CV < 1) resulta en
un valor menor de Ph, y una variabilidad mayor (CV > 1) da lugar a valores
superiores de Ph, aunque este último efecto es algo menos pronunciado. Por
otra parte, la influencia del CV sobre Pb es despreciable (en cada gráfica las
tres curvas correspondientes a Pb se superponen). Se observa también que a
valores más altos de la movilidad y del parámetro α se reduce el impacto del
CV, mientras que la carga ρn no parece tener un impacto significativo. Para
evaluar la influencia del CV en las prestaciones del sistema se ha considerado
también la capacidad de este último, entendiendo como capacidad la máxi-
ma carga ρn que puede soportar el sistema para mantener una determinada
calidad de servicio (QoS): Pb < Pmaxb , Pf t < P
max
f t . La figura 4.13 (línea de trazo
continuo) representa la variación de la capacidad respecto al valor del CV.
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(a) α = 0.5, µr/µc = 1




















(b) α = 0.5, µr/µc = 4
















(c) α = 1, µr/µc = 1




















(d) α = 1, µr/µc = 4
















(e) α = 2, µr/µc = 1


















(f) α = 2, µr/µc = 4
Figura 4.12: Probabilidades en función de ρn; N = 10, n = 1.
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Figura 4.13: Capacidad del sistema frente al CV de Tha; Pmaxb = 0.05, P
max
f t =
0.01, µr/µc = 4, α = 0.5, N = 10, n = 1.
4.2.4. Modelo aproximado
Una solución analítica y cerrada de (4.20) únicamente es posible para un
número más bien reducido de distribuciones de Tha (por ejemplo, determinis-
ta o exponencial [BdW94]), para el resto es necesario recurrir a la integración
numérica con el fin de evaluar J. El coste compuacional de la evaluación nu-
mérica de las dos integrales anidadas de (4.20) no es despreciable, además
el método la resolución —también numérico— del sistema no lineal (4.18)–
(4.23) necesitará de varias iteraciones y en cada una de ellas hay que evaluar
J.
Para reducir la carga computacional de la evaluación del modelo exacto
se propone un modelo aproximado. Esta aproximación se basa en sustituir el
eventual abandono de la cola por la “decisión” de no unirse a la cola desde
un principio: si una petición finalmente abandona la cola sin recibir servicio,
anticipar el abandono al momento de su llegada no debería suponer ninguna
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diferencia respecto al número de peticiones atendidas o que abandonan. Pa-
ra incorporar esta observación al modelo, se calcula la probabilidad de que
una petición de handover pueda ser admitida antes de que expire su tiem-
po máximo de espera, en función del número de peticiones en la cola en el
momento de su llegada. En el modelo aproximado se toma esta probabilidad
como la probabilidad de admitir o no la petición y, una vez admitidas, las
peticiones permanecen en el sistema hasta que reciben el servicio, es decir,
no hay abandonos. El modelo al que se llega de esta forma es sólo aproxi-
mado y no exacto porque continuamos suponiendo que en cada estado las
peticiones que entran al sistema siguen un proceso de Poisson, suposición
que realmente no se cumple.
Sea wi la probabilidad de que una petición de handover que ocupa la po-
sición i-ésima en la cola sea atendida antes de que ésta tenga que abandonar
la cola. El tiempo de espera para avanzar una posición en la cola sigue una
distribución exponencial de tasa µw = Nµ. Luego wi es la probabilidad de
que Tha sea mayor que la suma de i variables aleatorias independientes e
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Si llamamos qi a la probabilidad estacionaria de que haya i clientes en el





i! q0 1 ≤ i ≤ N − n
ρN−nρi−(N−n)h









q0 i > N
,
donde q0 se calcula a partir de la condición de normalización. A partir del
















La evaluación del modelo aproximado no está completamente libre de
utilizar integración numérica. Sin embargo, existen algunas diferencias con
respecto al modelo exacto que hacen que la evaluación del modelo aproxi-
mado sea computacionalmente menos costosa:
La integral de (4.24) puede resolverse analíticamente en más casos que
la integral de (4.20).
En (4.20) aparecen dos integrales anidadas por lo que el número de
veces que hay que evaluar el integrando es el número de veces que
habría que hacerlo en una integral “normal” al cuadrado.
Las probabilidades wi no dependen del valor de λh mientras J sí de-
pende. Por tanto, si se quieren obtener resultados para distintas confi-
guraciones habrá que recalcular más veces el valor de J. Además, para
determinar el equilibrio de flujos de handovers hay resolver un siste-
ma no lineal que requiere evaluar J en cada iteración mientras que los
valores de las wi únicamente habrá que calcularlos una vez.
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Tabla 4.5: Comparación del coste computacional; fha(t) Erlang / Hiper-
exponencial, N = 10, n = 1.




Exacto Aprox. Exacto Aprox.
0.5 1 17 0.1 8 0.8
2 4 46 0.3 21 1.2




III (450) MHz ejecutando Matlab .
Tabla 4.6: Comparación del coste computacional; fha(t) Gaussiana,





Exacto Aprox. Exacto Aprox.
0.5 1 584 34 487 12
2 4 1707 19 1428 7
En las figuras 4.13 y 4.14 se comparan los resultados obtenidos mediante el
modelo exacto y el aproximado, y en las tablas 4.5 y 4.6 se compara el coste
computacional de la evaluación numérica de los dos modelos. Los valores
de cada tabla se corresponden con los costes de obtener los valores de una
gráfica como la de la figura 4.12. La tabla 4.5 muestra los costes cuando Tha
sigue una distribución erlanguiana o hiper-exponencial —dependiendo del
valor de CV— y la tabla 4.6 cuando Tha sigue una distribución gaussiana. En
el primer caso es posible resolver analíticamente la integral interna de (4.20)
y la integral de (4.24), mientras que en el segundo caso hay que recurrir a la
integración numérica en todos los casos. Consecuentemente, los costes son
notablemente superiores en el segundo caso.
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(a) α = 0.5
















(b) α = 1


















(c) α = 2
Figura 4.14: Error relativo en las probabilidades en función de ρn; µr/µc =
1, N = 10, n = 1.
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4.3. Sobre la cola M/M/C/K/(FIFO, LIFO, SIRO)+
PH
Aunque los sistemas con clientes impacientes han suscitado cierto interés
desde hace algunas décadas, la cantidad de publicaciones sobre este tema
puede decirse que es relativamente moderada. En particular es difícil en-
contrar estudios en los que no se utilice alguna o varias de las suposiciones
siguientes:
El tiempo máximo de espera está distribuido exponencialmente.
La cola es infinita.
La disciplina de servicio es FIFO.
Concretamente, en el modelo desarrollado en la sección anterior se utilizaban
las dos últimas suposiciones.
Eliminar o relajar las dos primeras hipótesis permitiría disponer de un
modelo que capturase mejor la realidad que éste pretende describir en un
mayor número de situaciones. Además, existen situaciones con clientes im-
pacientes en las que la mejor disciplina de servicio no es FIFO, sino LI-
FO [TP92], o bien en las que por las características del sistema —no por ser
la mejor opción— el orden con el que se atienden las peticiones es aleatorio
(SIRO) [Bar04].
En esta sección desarrollamos un modelo en el que la cola es finita, el
tiempo máximo de espera de los clientes sigue una distribución del tipo PH
y la disciplina de servicio puede ser FIFO, LIFO o SIRO. Además, cuando se
produce una llegada y la cola está llena se elige entre las siguientes opciones:
perder la petición que acaba de llegar, desalojar la petición que ocupa la
cabecera de la cola, o elegir de forma aleatoria entre las dos anteriores.
De entre los trabajos previos relacionados con este tema es interesante
mencionar, al menos, los siguientes. Zhao y Alfa [ZA95] analizan de forma
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aproximada un sistema en el que la disciplina de servicio es LIFO y el tiempo
de paciencia es determinista. Doshi y Heffes [DH86] estudian un sistema
en el que aunque no existen cliente impacientes —al menos en el sentido
de la impaciencia que aquí utilizamos— sí guarda relación con este tipo de
sistemas. En el modelo de [DH86], después de un cierto tiempo las peticiones
“caducan” y aunque no abandonan el sistema, y por tanto acaban recibiendo
servicio, no se contabilizan en el trabajo cursado. En [DH86] se consideran las
disciplinas FIFO y LIFO, y la duración en “buen estado” de la peticiones sigue
una distribución cualquiera. Pese a las afinidades entre el modelo de [DH86]
y el nuestro, existen diferencias sustanciales que hacen que el método de
análisis que allí se utiliza no sea aplicable en nuestro caso. Movaghar [Mov98]
analiza una cola finita con clientes impacientes cuyo tiempo de impaciencia
sigue un distribución general y en el que la disciplina de servicio es FIFO.
Por otra parte, en el contexto de la aplicación de modelos de colas con
clientes impacientes al estudio de sistemas celulares, existen trabajos en los
que se propone la utilización de medidas para estimar el tiempo de paciencia
de cada petición de handover e implantar una disciplina de servicio que se
base en esas estimaciones. En esta línea, Xhafa y Tonguz [XT04] analizan un
sistema con dos colas finitas de distinta prioridad. A su llegada la peticio-
nes se colocan en una de las dos colas basándose en una estimación de su
tiempo de paciencia. La prioridad de las peticiones en la cola de menor prio-
ridad varía dinámicamente y éstas pueden promocionar a la cola de mayor
prioridad. Primero se atienden las peticiones de la cola de mayor prioridad
y dentro de cada cola se sigue una disciplina FIFO. En este modelo, todas
las variables temporales están distribuidas exponencialmente. Tekinay y Jab-
bari [TJ92] proponen una disciplina de servicio para la cola de peticiones de
handover que denominan MBPS (Measurement-Based Priority Scheme). En esta
disciplina, en el momento que se va a admitir una de las peticiones que es-
tán esperando, se elige la de aquel terminal que en ese momento recibe una
señal más débil. La evaluación de este esquema se realiza mediante simula-
ción y la distribución del tiempo máximo de espera es gaussiana. Ebersman
y Tonguz [ET99] proponen un esquema como el de [TJ92] pero en el que la
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asignación de prioridad a las peticiones se basa no sólo en la potencia recibi-
da por los terminales, sino también en la tasa de cambio de ésta.
El modelo que aquí desarrollamos se diferencia de los anteriores en que
no se supone una distribución exponencial del tiempo de paciencia, la cola
es finita y además de la disciplina FIFO permite analizar también las disci-
plinas LIFO y SIRO. El análisis del modelo se realiza mediante el método
geométrico-matricial [Neu81, LR99].
4.3.1. Descripción del modelo y analísis
Las características del modelo que se estudia son las siguientes:
Las llegadas siguen un proceso de Poisson.
El tiempo de servicio sigue una distribución exponencial de paráme-
tro µ.
El número de servidores es C.
La cola es de capacidad finita y tiene N posiciones.
El tiempo máximo de espera de una petición sigue una distribución del
tipo PH cuya representación [LR99] es (β, T); el parámetro m representa
el número de fases y por tanto la dimensión de β es 1×m, y la de T es
m×m.
Utilizando la extensión de la notación de Kendall que es habitual en los sis-
temas con clientes impacientes —al menos desde [BH81]— la representación
del sistema que analizamos aquí sería M/M/C/(C + N) + PH.
El modelo del sistema es un proceso cuasi de nacimiento y muerte (QBD),
finito y no homogéneo [Neu81]. En el desarrollo siguiente utilizamos las con-
veciones y notación matricial habituales (véase el apéndice A).
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Sea {X(t) : t > 0} el proceso estocástico que describe el estado del sistema
que toma valores en el espacio bidimensional S,
S =
{
(l, k) : 0 ≤ l ≤ N; 0 ≤ k ≤ ml − 1
}⋃ {
(−1, k) : 0 ≤ k ≤ C− 1
}
.
La primera coordenada de un estado de S representa el nivel y la segunda la
fase. El conjunto de estados en un mismo nivel lo representamos como
L(l0) = {(l, k) : l = l0; (l0, k) ∈ S}





El nivel −1 agrupa aquellos estados en los que alguno de los servidores está
libre. Para los estados de este nivel la fase representa el número de clientes
en el sistema, que están siendo servidos. El nivel l (0 ≤ l ≤ N) agrupa aque-
llos estados en los que todos los servidores están ocupados y hay l clientes
esperando. En este caso la fase de un estado representa la fase del tiempo de
paciencia de cada uno de los l clientes que están esperando. La correspon-
dencia entre la fases de los tiempos de paciencia y la fase k del estado es de
la siguiente forma. Si la l-tupla,
(k1, . . . , kl) 1 ≤ ki ≤ m, 1 ≤ i ≤ l
denota las fases asociadas a las distribuciones PH del tiempo de paciencia de
los clientes que esperan, siendo ki la fase del cliente que está en la i-ésima




es decir, las l-tuplas se numeran siguiendo un orden lexicográfico desde
(1, . . . , 1) a (m, . . . , m) y este número es la fase.
Sea π el vector de las probabilidades estacionarias del proceso. Del mismo
modo que con los estados, siguiendo los niveles dividimos π en los vectores
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π(l), −1 ≤ l ≤ N, donde π(−1) tiene C componentes y π(l) (l ≥ 0) ml compo-
nentes. Por ser tratarse de un proceso QBD únicamente existen transiciones
entre estados del mismo nivel o de dos niveles adyacentes y, en consecuen-


































siguen el procedimiento general de construcción que se utilizará para el resto










donde los elementos de la diagonal de A(−1)1 , que se han representado me-
diante asteriscos, toman el valor necesario para que las filas de Q sumen cero,
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es decir, A(−1)1 e + A
(−1)
0 e = 0;
A(−1)0 =
[





0 0 · · · Cµ
]
Hasta este punto la descripción del modelo es común para todas las disci-
plinas de servicio. Sin embargo, la construcción de los bloques A(l)0,1,2 depende
de la disciplina de servicio y del esquema de gestión de memoria empleado.
A continuación se detalla el procedimiento para construir los distintos blo-
ques para cada una de las disciplinas (FIFO, LIFO y SIRO) cuando la gestión
de memoria empleada es la que rechaza una petición que llega a una cola lle-
na y, posteriormente, se describen los cambios que habría que hacer cuando
el método de gestión de memoria es otro más general.
Disciplina FIFO
Matrices A(l)0 , 0 ≤ l ≤ N − 1. Estas matrices se corresponden con las tran-
siciones del nivel L(l) al nivel L(l + 1), (0 ≤ l ≤ N − 1), que representan
la llegada de un nuevo cliente que ocupará la (l + 1)-ésima posición en la
cola. El tiempo de paciencia de este cliente comenzará en la fase i-ésima con
probabilidad βi.
A(l)0 = Iml ⊗ λβ (4.27)
Matrices A(l)2 , 1 ≤ l ≤ N. Estas matrices se corresponden con las transicio-
nes del nivel L(l) al nivel L(l− 1), (1 ≤ l ≤ N), que representan la marcha de
un cliente, la cual puede deberse a un abandono de la cola por impaciencia o
por haber finalizado el servicio. El primer tipo de transición (por impacien-
cia) corresponde a la matriz U(l)1 , y el segundo (por finalización del servicio)
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donde
U(l)1 =
τ, l = 1τ ⊗ Iml−1 + Im ⊗U(l−1)1 , 1 < l ≤ N
siendo τ = −Te, y
U(l)2 = Cµem ⊗ Iml−1 . (4.29)
Nótese que en (4.29) se ha utilizado el hecho de que la disciplina de servicio
es FIFO.
Matrices A(l)1 , 0 ≤ l ≤ N. Estas matrices se corresponden con las transicio-
nes dentro del nivel L(l), (0 ≤ l ≤ N), que representan cambios en la fase de
las distribuciones del tiempo de paciencia de los clientes que esperan.
Como paso intermedio para el cálculo de A(l)1 se introduce D
(l), que coin-
cide con A(l)1 salvo en la diagonal principal. En primer lugar obtenemos la
expresión de D(l) sin preocuparnos de los elementos de su diagonal principal




A(l)2 e + D
(l)e + A(l)0 e
}
. (4.30)
La matriz D(l) puede construirse recursivamente como
D(l) =
T , l = 1T ⊗ Iml−1 + Im ⊗ D(l−1), 1 < l ≤ N (4.31)
Nótese que para D(N) se está utilizando el hecho de que los clientes que
llegan cuando el proceso está en el nivel N —cuando la cola está llena—,
se pierden. Aplicando la proposición 1, que se demuestra a continuación,
podemos reescribir (4.30) como
A(l)1 =
D(l) − (Cµ + λ)Iml , l < ND(N) − CµImN , l = N . (4.32)
Lema.
(A⊗ B) e = (Ae)⊗ (Be) (4.33)
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Demostración. La ecuación (4.34) se obtiene inmediatamente de la aplicación
del lema (4.27) y de la observación de que βe = 1 y diag{e} = I.
Para probar (4.35) primero observamos que
A(l)2 e + D
(l)e = U(l)1 e + U
(l)
2 e + D
(l)e (4.36)
y aplicando el lema a (4.29) se obtiene que
U(l)2 e = Cµeml . (4.37)
Por otra parte
U(l)1 eml−1 + D
(l)eml
= (τ ⊗ Iml−1 + Im ⊗U
(l−1)
1 )e + (T ⊗ Iml−1 + Im ⊗ D
(l−1))e
= (τ ⊗ eml−1 + em ⊗ (U
(l−1)
1 eml−2))
+ (Tem ⊗ eml−1 + em ⊗ (D
(l−1)eml−1))
= em ⊗ (U(l−1)1 eml−2 + D
(l−1)eml−1)
(4.38)
y aplicando (4.38) de forma recursiva obtenemos
U(l)1 eml−1 + D
(l)eml = em ⊗ (U
(l−1)
1 eml−2 + D
(l−1)eml−1)
= em2 ⊗ (U
(l−2)
1 eml−3 + D
(l−2)eml−2)
...




= eml−1 ⊗ (τ + Tem) = eml−1 ⊗ 0 = 0
(4.39)
Por tanto, de (4.37) y (4.39) se sigue que A(l)2 e + D
(l)e = Cµeml , y apli-
cando el operador diag{·} a ambos lados de esta igualdad obtenemos el
resultado buscado.
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Disciplina LIFO
El hecho de cambiar la disciplina de servicio únicamente afecta a la forma
en que se selecciona un cliente de la cola cuando uno de los que estaba
recibiendo servicio termina. Por tanto, sólo habrá que modificar la expresión
de U(l)2 , que en el caso de que la disciplina sea LIFO toma la siguiente forma
U(l)2 = Iml−1 ⊗ Cµem (4.40)
Por otra parte, es fácil comprobar que (4.37) sigue cumpliéndose por lo que
la expresión de A(l)1 no variará.
Disciplina SIRO
En este caso U(l)2 toma la forma siguiente
U(l)2 =
Cµem, l = 1l−1 [Cµem ⊗ Iml−1 + Im ⊗ (l − 1)U(l−1)2 ] , 1 < l ≤ N
La expresión de A(l)1 tampoco variará ya que la igualdad (4.37) continúa cum-
pliéndose. En este caso (4.37) puede demostrarse aplicando inducción sobre
l.
Gestión de memoria
Hasta ahora hemos supuesto que cuando la cola está llena y llega una
petición ésta se rechaza. Ahora vamos a ver qué cambios habrá que realizar
para considerar un mecanismo más general en el que, cuando llega un cliente
y la cola está llena, se elige de forma aleatoria e independiente para cada
cliente entre rechazar este cliente o expulsar al cliente que ocupa la primera
posición, que es el que lleva más tiempo de espera. La componente aleatoria
de este mecanismo es ajustable a través del parámetro q, que representa la
probabilidad con la que se elige la opción de expulsar al cliente que lleva
más tiempo esperando.
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La acción que se realice cuando se produce una llegada y la cola está llena
solo repercute en las transiciones dentro del nivel L(N) y, por tanto, sólo se
modificará la matriz D(N). Esta modificación es la siguiente
D(N) ←− D(N) + q (em ⊗ ImN−1 ⊗ λβ)
luego (4.31) se convierte en
D(l) =

T , l = 1
T ⊗ Iml−1 + Im ⊗ D(l−1), 1 < l < N
T ⊗ ImN−1 + Im ⊗ D(N−1) + q(em ⊗ ImN−1 ⊗ λβ), l = N
(4.41)
y de la misma forma que se obtuvo (4.32) llegamos a
A(l)1 =
D(l) − (Cµ + λ)Iml , l < ND(N) − (Cµ + qλ)Iml , l = N . (4.42)
Análisis
Las probabilidades de estado π se obtienen de la resolución del sistema
de ecuaciones lineales
πQ = 0t, πe = 1
Si Q es una matriz de dimensiones finitas, como es nuestro caso, este sistema
en principio puede resolverse mediante cualquiera de los métodos estándar
del álgebra lineal. Sin embargo, parece conveniente —sobre todo si el tamaño
del sistema es grande— aprovechar la estructura y la naturaleza de Q, que es
un generador infinitesimal tridiagonal por bloques. Aquí hemos utilizado el
algoritmo Linear Level Reduction [LR99, GJL84], que se aplica a la resolución
de procesos QBD finitos y no homogéneos:
115
Capítulo 4. Área de handover y clientes impacientes
U ← A(N)1
R(N) ← A(N−1)0 (−U)
−1
for l = N − 1, N − 2, . . . , 0,−1 do
U ← A(l)1 + R(l+1)A
(l+1)
2
R(l) ← A(l−1)0 (−U)
−1
end for
solve π(−1) from {π(−1)U = 0t; π(−1)e = 1}
for l = 0, 1, . . . , N do
π(l) = π(l−1)R(l)
end for
Distribución del número de clientes en el sistema. Si pk(0 ≤ k ≤ N + C)





k , k < C
π(0), k = C
π(k−C)e, C < k ≤ C + N
(4.43)
De igual modo la distribución del número de clientes en la cola es
qk =
∑Ci=0 pk, k = 0pk+C, 0 < k ≤ N (4.44)
Probabilidades de bloqueo, expulsión y abandono. Dado que las llegadas
son de Poisson, aplicando la propiedad PASTA [Wol82] tenemos que la pro-
babilidad de que un cliente encuentre la cola llena es pC+N . Por tanto, las
probabilidades de que se bloquee a este cliente (Pb) o de que se expulse al
más antiguo (Pe) son, respectivamente,
Pb = (1− q)pC+N = (1− q)π(N)e (4.45)
Pe = qpC+N = qπ(N)e (4.46)
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La probabilidad de abandono Pr se calcula dividiendo la tasa de abandonos








Tiempo medio en congestión y en bloqueo. Diremos que el sistema es-
tá congestionado si los clientes que llegan tienen que esperar, es decir si el
proceso está en
⋃N
l=0 L(l), y denotaremos mediante la variable aleatoria Tc
el tiempo de permanencia en esta situación. De igual modo, diremos que el
sistema está en situación de bloqueo cuando está lleno —el proceso está en el
nivel L(N)—, y la variable aleatoria Tb representa el tiempo de permanencia
en esta situación.
La situación de congestión comienza cuando el proceso entra en el nivel
L(0) y termina cuando el proceso vuelve por primera vez al nivel L(−1).
Durante este periodo el proceso irá visitando los estados de
⋃N
l=0 L(l) y en
todos ellos el tiempo de residencia es exponencial, por lo que la distribución
de Tc es del tipo PH y su representación es PH(β(c), T(c)) donde
β(c) =
[
1 0 0 . . . 0
]
y T(c) = Qp.
La matriz Qp está definida en (4.26).
Para calcular el valor medio de Tc utilizamos un argumento probabilístico
pues hacerlo utilizando su distribución implicaría invertir la matriz T(c). El
razonamiento se basa en tomar un periodo de observación suficientemente
largo y dividir el tiempo total que el sistema está en congestión durante este
















Análogamente, deducimos que Tb sigue una distribución de tipo PH cuya
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T(b) = A(N)1 .







Aplicando el lema de la página 112 a (4.27) se sigue que
A(N−1)0 e = λe











Aquí se presentan unos ejemplos de aplicación del análisis del modelo que
se ha desarrollado anteriormente. En estos ejemplos consideramos un sistema
con diez servidores y cinco posiciones en la cola (C = 10, N = 5). Para el
mismo sistema se evalúan cuatro combinaciones de disciplina de servicio y
gestión de memoria:
FIFO disciplina FIFO y gestión de memoria con parámetro q = 0.
FIFOpo disciplina FIFO y gestión de memoria con parámetro q = 1.
SIRO disciplina SIRO y gestión de memoria con parámetro q = 0.5
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LIFO disciplina LIFO y gestión de memoria con parámetro q = 0.
El tiempo medio de servicio vale una unidad (µ = 1), lo que es equivalente
a considerar que la tasa de llegadas λ y las tasas de transición del tiempo
de paciencia T están normalizadas respecto a µ. Para el tiempo de paciencia
se consideran dos distribuciones: una cuya tasa de abandono2 es creciente
con el tiempo (Erlang) y otra para la que es decreciente (hiper-exponencial).
Esta elección está motivada por los resultados de [TP92] según los cuales
cabe esperar un comportamiento relativo distinto para las diferentes disci-
plinas de servicio en cada uno de los dos casos. La distribuciones Erlang e
hiper-exponencial son dos casos particulares de distribuciones del tipo PH.
La representaciones PH de las distribuciones concretas que hemos utilizado






 −3 3 00 −3 3
0 0 −3
 ;










Para que los resultados puedan ser comparables las dos distribuciones se han
ajustado para que su media sea la misma.
En la figura 4.15 se representa la suma de las probabilidades de bloqueo y
expulsión en función del tráfico ofrecido, y en la figura 4.16 la probabilidad
de abandono.
2La tasa de abandono es la función de riesgo de la distribución del tiempo de paciencia; si la
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Figura 4.15: Suma de las probabilidades de bloqueo y expulsión en función
del tráfico ofrecido
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Figura 4.16: Probabilidad de abandono en función del tráfico ofrecido
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4.4. Conclusiones
En este capítulo se ha presentado un método analítico-numérico para ob-
tener la caracterización estadística del tiempo que un terminal móvil perma-
nece en el área de handover y también del tiempo de ocupación de recursos
mientras está en esta zona. Este método se ha aplicado a una estructura de
células circulares y un modelo de movilidad sin direcciones privilegiadas (no
contempla la existencia de carreteras o calles) en la que la velocidad de los
terminales sigue una distribución de tipo gaussiano. El resultado de este aná-
lisis indica que los tiempos de permanencia y de ocupación de los recursos
en el área de solape pueden ajustarse de forma satisfactoria por una distri-
bución de tipo hiper-erlanguiano, y que modelar el tiempo de permanencia
mediante una distribución exponencial —suposición común en los modelos
de sistemas celulares— no es, en principio, una buena aproximación; si la
aproximación exponencial es buena o no es algo que dependerá de cada mo-
delo particular y de lo que se pretenda evaluar con él.
Concretamente, para estudiar la influencia de utilizar una distribución u
otra del tiempo de permanencia en el área de handover, cuando lo que se
quiere es estudiar la gestión de recursos de un sistema celular se ha utilizado
un modelo en el que el tiempo de permanencia en el área de handover si-
gue una distribución cualquiera. Los resultados demuestran que en este caso
suponer una distribución exponencial puede proporcionar una aproximación
de una precisión razonable o, al menos una estimación conservadora: si el
tiempo de residencia en el área de solape estuviese distribuido de la forma
que resulta de nuestro estudio previo (distribución de tipo hiper-erlanguiano)
y lo aproximáramos mediante una exponencial, las prestaciones del sistema
calculadas con la aproximación serían peores que las exactas. Además del
modelo exacto se ha propuesto también un modelo aproximado cuya resolu-
ción numérica es de una complejidad computacional significativamente infe-
rior.
Por último se ha desarrollado un modelo analítico de una cola de capa-
cidad finita con clientes impacientes cuyo tiempo de impaciencia sigue una
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distribución de tipo PH. La principal aportación de este modelo consiste en
que, además de cuando la disciplina de servicio es FIFO, permite realizar el




Optimización del control de admisión
En el capítulo 3 se han analizado distintos métodos para priorizar las pe-
ticiones de handover que pueden englobarse dentro de la familia de políticas
de control de admisión basadas en la idea de trunk reservation (Guard Channel
(GC) [PG85, HR86] y Fractional Guard Channel (FGC) [RNT97]) y sus variantes.
Estas políticas se aplican a sistemas con un único servicio —tradicionalmente
voz— y para decidir sobre la admisión de una petición se basan en el estado
de ocupación de la célula en la que están operando. En este marco, y con
las suposiciones habituales relativas a los procesos de llegada y tiempo de
ocupación de los recursos, dichas políticas han demostrado ser óptimas para
diferentes criterios [PG85, RNT97, Bar01, DS04]. En este capítulo se aborda la
búsqueda de políticas óptimas en un marco más general en el que por una
parte se considera la existencia de múltiples servicios y, por otra, la infor-
mación utilizada por el control de admisión incorpora la predicción sobre la
llegada de handovers a corto plazo. Como se verá, aunque en el escenario
multiservicio se pierde el carácter óptimo de las políticas del tipo trunk reser-
vation, la política denominada Multiple Fraccional Guard Channel, que es del
tipo trunk reservation, permite obtener una capacidad del sistema que sin ser
óptima en el más caso general, se acerca razonablemente a ésta. Esta razón ha
motivado el estudio de un algoritmo para ajustar los parámetros de una po-
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lítica MFGC y la capacidad máxima que en un sistema dado puede cursarse
con una política del tipo MFGC.
El resto del capítulo está estructurado del siguiente modo. En la sec-
ción 5.1 se estudia el diseño de políticas de control de admisión optimas
en el escenario multiservicio y en la sección 5.2 se propone un algoritmo
para buscar la configuración óptima de una política MFGC y se evalúa su
coste computacional. En la sección 5.3 se estudia el efecto que ejerce sobre
las prestaciones del sistema utilizar la predicción de handovers en el control
de admisión. Finalmente en 5.4 se resume este capítulo y se presentan las
conclusiones.
5.1. Políticas de control de admisión en sistemas
celulares multiservicio
La gestión de recursos radio en redes celulares monoservicio es un tema
que ha sido, e incluso continua siendo, profusamente estudiado. Por otra
parte, la aparición de la Red Digital de Servicios Integrados de Banda Ancha
(RDSI-BA) propició en su momento el interés por el estudio de las redes fi-
jas multiservicio [Ros95]. Sin embargo, la interacción de estos dos elementos,
movilidad y multiservicio, es un materia que no ha recibido mucha atención
hasta hace relativamente poco. En [LLC98], Li et al. proponen una genera-
lización del mecanismo Guard Channel (GC) [HR86] para un escenario en el
que existen varios servicios. En esta propuesta las llamadas nuevas de cada
tipo dejan de admitirse a partir de un determinado nivel de ocupación del
sistema, que puede ser distinto para cada servicio, mientras que la peticiones
de handover de todos los servicios se admiten siempre que haya suficien-
tes recursos libres. Bartollini y Chlamtac [BC02] consideran una política de
admisión más general que la anterior en la que las peticiones de handover
(salvo las del servicio más prioritario) también tienen asociado un umbral
de ocupación a partir del cual no son admitidas. Recientemente, Heredia et
al. [HUCPOG03c, HUCPOG03b, HUCPOG03a] plantean una extensión del
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caso anterior en la que los umbrales pueden ser números no enteros, o lo que
es lo mismo, la generalización al caso multiservicio del también conocido
Fractional Guard Channel (FGC) [RNT97]. Finalmente, en [BC02] se demuestra
que la política de admisión óptima, en cuanto que minimiza una cierta fun-
ción de coste, no es en general de ninguno de los tipos anteriores, sino que
pertenece al grupo más amplio de las políticas estacionarias1 [Ros95].
Naturalmente, cuanto más general sea una política de admisión mayores
serán sus posibilidades de cumplir unos determinados objetivos de QoS pero,
por otra parte, esto implica más grados de libertad, es decir, más parámetros
que han de ser ajustados adecuadamente para concretar esa potencialidad
mayor. Desde un punto de vista teórico, el análisis de este tipo de sistemas y
políticas no reviste mayor dificultad, pero desde una vertiente más ingenie-
ril está lejos de ser una cuestión trivial por dos razones: cuando la cantidad
de recursos disponibles y/o el número de servicios crecen mínimamente nos
encontramos con el problema de la explosión de estados, lo que dificulta
su resolución numérica; estamos ante un problema que no es exactamente de
análisis sino de síntesis o diseño, nuestro problema no es evaluar una política
concreta con unos parámetros concretos, sino encontrar la política o el valor
de los parámetros que satisfagan un cierto QoS, y para esto es inviable una
solución basada en un mero tanteo o búsqueda exhaustiva. Por otra parte,
este problema de síntesis ha de resolverse en dos escalas temporales distin-
tas: la de planificación de la red (¿cuál es la cantidad mínima de recursos
necesaria para atender el tráfico ofrecido en el caso peor ?) y la de operación
(si no estoy en el caso peor, para el tráfico ofrecido en ese momento, ¿cuál es
la política de admisión que mejor satisface un determinado objetivo?).
En nuestro estudio consideramos las siguientes familias de políticas de
control de admisión: acceso total (o Complete Sharing) (CS) [Ros95], Multi-
ple Guard Channel (MGC) [BC02], Multiple Fractional Guard Channel (MFGC)
[HUCPOG03c, HUCPOG03b] y Radomized Stationary (RS) [Ros95]. Estas polí-
ticas se comparan desde el punto de vista de la capacidad y se demuestra que
1Una política estacionaria es aquella en la que la decisión depende únicamente del estado
actual del sistema.
127
Capítulo 5. Optimización del control de admisión
la aplicación de la teoría de los procesos markovianos de decisión (MDP) [Ros70,
Ros95] junto con técnicas de programación lineal constituye una herramien-
ta versátil y eficiente para el diseño de las políticas RS, tanto en la fase de
planificación como en la de operación.
5.1.1. Descripción del modelo
Consideramos un sistema de una célula que dispone de una cantidad
total de recursos C y atiende peticiones (llamadas o conexiones) de N tipos
distintos de usuarios. Cada uno de estos tipos de usuario tendrá unas caracte-
rísticas distintas y unos requisitos de calidad de servicio diferentes. Además,
para cada tipo de tráfico tenemos que distinguir entre las peticiones de esta-
blecimiento de conexiones nuevas y las peticiones de establecimiento fruto de
un traspaso (handover). Por las conocidas razones de tratabilidad matemáti-
ca del modelo, supondremos que los procesos de llegada son poissonianos y
que el tiempo de ocupación de los recursos por una sesión está distribuido
exponencialmente. En virtud de estas suposiciones, el sistema tendrá la de-
seable propiedad de memoria nula por lo que su estado estará completamente
representado por el vector x = (x1, . . . , xN), donde xi es el numero de llama-
das del tipo i que están siendo cursadas independientemente de si accedieron
al sistema como una llamada nueva o un handover. Por su parte, cada tipo de
tráfico i (i = 1, . . . , N) estará caracterizado por los siguientes parámetros: bi,
número de recursos necesarios para cursar una petición del servicio i; 1/µi,
tiempo medio de ocupación de los recursos por la sesión, nótese que el tiem-
po de ocupación de los recursos no tiene porqué coincidir con la duración de
la sesión ya que esta última comprende la utilización de recursos en una o
varias células; λni , tasa de llegada de llamadas nuevas a una célula; λ
h
i , tasa de
llegadas de de peticiones de handover a una célula; Pni , probabilidad de que
una llamada nueva no sea admitida; Phi , probabilidad de que una petición de
handover no sea admitida.
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5.1.2. Políticas de Control de Admisión
En está sección se describe el funcionamiento de las políticas de control de
admisión consideradas. En general, todas ellas basan la decisión de aceptar o
rechazar una petición en el estado de ocupación del sistema en el momento
que llega la petición y en el tipo de petición. El tipo de petición está determi-
nado por el tipo de servicio solicitado y la distinción dentro de cada servicio
entre llamadas nuevas y llamadas de handover. Así, el número total de tipos
de petición será 2N. Obsérvese que no se considera la historia pasada del
sistema, cosa que, por otra parte, es lógica si tenemos en cuenta la memoria
nula de nuestro modelo.
Las políticas o familias de políticas consideradas son, de menos a más
general, las siguientes:
CS (Complete Sharing)
Se acepta cualquier petición siempre que haya suficientes recursos dis-
ponibles.
MGC (Multiple Guard Channel)
A cada tipo de petición se le asigna un umbral t, que es un número
entero comprendido entre 1 y C. Tendremos por tanto un total de 2N




1, . . . , t
h
N). Cuando llega una petición (por ejemplo
del tipo i) se compara la cantidad de recursos ocupados si se admitiera
la petición (b(x) + bi = ∑Nj=1 xjbj + bi) con el umbral correspondiente
y, en caso de que sea igual o menor, se acepta la petición. La políti-
ca anterior (CS) es un caso particular de ésta en el que tni = t
h
i = C
(i=1,. . . ,N).
MFGC (Multiple Fractional Guard Channel)
Se trata de una generalización de la política anterior en la que se per-
mite que los umbrales sean números no enteros (0 < tn,hi ≤ C). Si t
es el umbral asociado a una petición cualquiera, r la cantidad de re-
cursos necesaria para atender la petición y b(x) el número de recursos
utilizados, el criterio seguido para decidir sobre la admisión sería:
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si b(x) + r ≤ btc, aceptar.
si b(x) + r = btc+1, aceptar con probabilidad t− btc.
si b(x) + r > btc+ 1, rechazar.
RS (Randomized Stationary)
Una política estacionaria aleatorizada es aquella en la que la decisión
depende únicamente del estado actual del sistema y de un componen-
te aleatorio [Ros70]. En nuestro caso esto se podría formalizar del si-
guiente modo: a cada estado del sistema x se le asocian dos N-tuplas
αn(x), αh(x) ∈ [0, 1]N ; una petición de una llamada nueva (handover)
del tipo i que llega al sistema en estado x se aceptará con probabilidad
αni (x) (α
h
i (x)). Nótese que los grupos de políticas anteriores están in-
cluidos dentro de éste, pero existen políticas RS que no son de ninguno
de los tipos anteriores.
5.1.3. Análisis y diseño
Para el análisis de las políticas CS, MGC y MFGC el enfoque aplicado es
el tradicional. Fijados los parámetros del sistema y de la política de admisión
(valor de los umbrales tn,hi ), se plantean las ecuaciones de balance globales del
proceso de Markov de donde se obtienen el valor para los parámetros de QoS.
En el caso particular de la política CS el proceso de Markov es reversible y, por
tanto, las probabilidades de estado tienen forma de producto [Ros95], lo que
permite utilizar el algoritmo de convolución [Ive02] para calcular éstas de forma
más eficiente. En los otros dos casos, en los que no se da esta condición, el
sistema de ecuaciones se ha resuelto empleando un método iterativo (Gauss-
Seidel) que aprovecha el caracter disperso del sistema de ecuaciones.
En cualquier caso, con independencia del método que se utilice para re-
solver el sistema de ecuaciones, lo que se tiene es una función (Φ1(C)) que
devuelve el valor de los parámetros de QoS (Pn,hi ) en función del valor de los
parámetros de la política de admisión (tn,hi ), de las características del tráfico
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λn,hi , µi, bi −→
Φ1(C) −→ Pn,hi
Parám. CA −→
Figura 5.1: Diagrama del procedimiento de análisis
λn,hi , µi, bi −→
Φ2(C) −→ Parám. CA
Pn,hi (obj) −→
Figura 5.2: Diagrama del procedimiento de diseño
(λn,hi , µi, bi) y de los recursos del sistema (C); véase el diagrama de la figu-
ra 5.1. Esto es justamente lo que se necesita para analizar un sistema con una
política de admisión concreta. Sin embargo, en el diseño o ajuste de una polí-
tica de admisión el problema es el inverso: dados los parámetros del trafico y
dados unos valores (o valores límite) para los parámetros de QoS, obtener el
valor adecuado para los parámetros de control de admisión; a la función que
realiza este cálculo la hemos llamado Φ2(C) según se muestra en el diagrama
de bloques de la figura 5.2 .
El método de análisis anteriormente descrito permite evaluar Φ1 pero
no Φ2. Por otra parte, se podría obtener numéricamente Φ2 a partir de Φ1
mediante una cierta “busqueda inversa”. Sin embargo, el carácter multidi-
mensional hace que sea un problema difícil en sí mismo, además de costoso
computacionalmente. El coste computacional de evaluar Φ1 puede llegar a
ser muy elevado y el uso de métodos iterativos para realizar esta búsqueda
lo aumentaría todavía más. Encontrar algoritmos que realicen la búsqueda es
complejo pues si bien Pni (P
h
i ) decrece cuando el umbral correspondiente t
n
i
(thi ) aumenta, el comportamiento con el valor del resto de los umbrales —al
contrario de lo que en un principio podría parecer intuitivo— no siempre es
monótono. En la figura 5.3 se representa un ejemplo de esto último para la
configuración: λn1 = 5, λ
n
2 = 1, λ
h
1 = 0.01, λ
h
2 = 0; µ1 = 5, µ2 = 15, b1 = 1,
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Figura 5.3: Comportamiento no monótono de Ph1 con t
n
1
b2 = 5; th1 = t
n,h
2 = C = 6. Una explicación intuitiva del comportamiento
observado en la gráfica sería como sigue. Por una parte las llamadas nue-
vas del servicio 1 compiten por los recursos del sistema con las llamadas de
handover del mismo servicio, por lo que al aumentar el umbral asociado a
las llamadas nuevas del servicio 1 (tn1 ) se admitirán más llamada de este ti-
po lo que empujaría hacia un aumento de la probabilidad de bloqueo de las
llamadas de handover del servicio 1; pero por otra parte, las llamadas del
servicio 2 (tanto las nuevas como las de handover) también sufren el efecto
del aumento de tn1 por lo que cabría esperar una reducción en el número
de llamadas del servicio 2 en el sistema lo que a su vez puede influir posi-
tivamente en las llamadas de handover del servicio 1 al dejar más recursos
disponibles. Tenemos por tanto que al aumentar tn1 se producen dos efectos
opuestos sobre Ph1 , de forma que la curva es creciente cuando predomina el
primero de ellos y decreciente cuando lo hace el segundo.
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Debido a la existencia de estos inconvenientes se considera otra familia
de políticas (RS). Al tratarse de una familia de políticas que contiene a las
anteriores, teóricamente pueden obtenerse mejores prestaciones. Además, y
tal vez más importante, al considerar esta clase más amplia de políticas es
posible aplicar unas herramientas que permiten resolver el problema de di-
seño de una forma más adecuada; se dispone de algoritmos que se ajustan al
paradigma de la figura 5.2.
Políticas RS
En el análisis de las políticas RS vamos a utilizar el marco teórico de los
procesos markovianos de decisión (MDP) [Ros70, Ros95] junto con técnicas de
programación lineal para la resolución de los problemas de optimización aso-
ciados. A continuación se hace un resumen de la notación y de los conceptos
del ámbito de los MDP que van a emplearse.







xibi ≤ C; xi ∈N
}
. (5.1)
Cada estado tiene asociado un conjunto de acciones posibles A(x) ⊆ A,
donde A es el conjunto de todas las acciones posibles,
A := {a = (a1, . . . , aN) : ai = 0, 1, 2} . (5.2)
El elemento ai de una acción a representa el tratamiento que se les da a
las peticiones del servicio i; los valores de ai tienen el significado siguiente:
ai = 0, no se admiten llamadas nuevas ni peticiones de handover; ai = 1, no
se admiten llamadas nuevas pero sí peticiones de handover; ai = 2, se admi-
ten llamadas nuevas y peticiones de handover. Se supone que para un mismo
servicio las peticiones de handover siempre tendrán mayor prioridad que las
llamadas nuevas por lo que no se ha considerado la opción de admitir llama-
das nuevas y no admitir peticiones de handover. El número total de acciones
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en A será 3N , aunque el numero de acciones posibles en un estado puede
ser menor al no haber recursos disponibles; por ejemplo, para un estado en
el que todos los recursos están ocupados (b(x) = C) el conjunto de acciones
posibles en ese estado sólo tiene un elemento, A(x) = {(0, . . . , 0)}. En una
política RS cada vez que el proceso visita el estado x se elige una de las accio-
nes posibles A(x) de manera aleatoria según la distribución condicional de
probabilidad px(a), a ∈ A(x). Las probabilidades asociadas a las acciones
y las probabilidades de admisión de cada tipo de petición se relacionan del
siguiente modo:
αni (x) = ∑
ai=2
px(a), αhi (x) = ∑
ai=1,2
px(a). (5.3)
En cada estado x, la elección de una acción a determina la tasas de transi-
ción a los otros estados, rxy(a). En nuestro caso tenemos dos tipos de transi-
ción, llegadas y salidas del sistema. Si ei represent un vector en el que todas
sus entradas son 0 salvo la i-ésima que vale 1, entonces las tasas correspon-
dientes a cada tipo de transición son: para las llegadas (y = x + ei)
rxy(a) =

0 si ai = 0
λhi si ai = 1
λni + λ
h
i si ai = 2
(5.4)
y para las salidas (y = x− ei, xi > 0)
rxy(a) = xiµi, (5.5)
donde i denota el tipo de servicio al que pertenece la llegada o salida y
Para formular nuestro problema como un MDP necesitamos transformar
el proceso de Markov en una cadena de Markov equivalente (uniformizar el
proceso [Wol89]). Esto es posible pues se puede encontrar una cota superior Γ
para la tasa total de salida de cada uno de los estados,
∑
y∈S
rxy(a) < Γ ∀ x ∈ S, a ∈ A(x), (5.6)
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i + Cµi). (5.7)




si y 6= x (5.8)
donde rxy(a) esta definido por las expresiones (5.4) y (5.5) según se trate
de una llegada o una salida, respectivamente. Además, fruto de la transfor-
mación de uniformización aparecen autolazos (transiciones de un estado a sí
mismo), cuya probabilidad es
pxx(a) = 1− ∑
y∈S
pxy(a). (5.9)
Se definen además las siguientes funciones de coste2
cni (x, a) =
{
1 si ai = 0, 1
0 si ai = 2
(5.10)
chi (x, a) =
{
1 si ai = 0
0 si ai = 1, 2
(5.11)
de modo que el promedio temporal de cada uno de los costes coincide con la










donde (x(t), a(t)) representa el estado y la acción en el instante t.
Si p(x) representa la probabilidad estacionaria del estado x, definimos




2Para las funciones de coste se ha respetado la notación que se utiliza en el caso más gene-
ral en el que las funciones de coste dependen del estado y la acción aunque en nuestro caso
únicamente dependen de la acción.
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Conjuntos de restricciones. A continuación se definen distintos conjuntos





p(x, a) = ∑
y∈S
a∈A(y)




p(x, a) = 1
p(x, a) ≥ 0, x ∈ S, a ∈ A(x)
Las restricciones de R0 provienen de las ecuaciones correspondientes a la
cadena de Markov asociada al proceso de decisión, por lo que estas restric-
ciones serán aplicables en todos los criterios de diseño.








p(x, a)chi (x, a) ≤ Phi (max)
En R1 se han introducido los parámetros de diseño Pn,hi (max) que corres-
ponden a los valores máximos para las probabilidades de bloqueo (QoS mí-
nima).
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En R2 se han introducido los pesos ni, hi que se utilizarán para ponderar
las probabilidades de bloqueo de los distintos tipos de petición. También se
ha introducido la variable auxiliar z, que junto con los pesos, se utilizará para
aplicar un criterio de equidad del tipo minimax ponderado, es decir, optimizar








i ; i = 1, . . . , N
}}
. (5.16)
Con esto se busca una distribución equilibrada y equitativa de la probabili-
dad de bloqueo entre los distintos tipos de llamada (ponderadas mediante el
coeficiente correspondiente) ya que en la aplicación de esta restricción será el
tipo de llamada que recibe una peor QoS la que determine la QoS global del
sistema.
Criterios de Diseño (CD). Los criterios de diseño que se contemplan están
formados por una función objetivo a minimizar más uno o varios de los con-
juntos de restricciones anteriores. Como tanto la funciones objetivo como las
















Este criterio de diseño es el utilizado en [BC02] y encuentra la política
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Este criterio tiene la particularidad de que la solución es siempre una política
estacionaria pura, es decir no aleatorizada: en cada estado siempre se elige
la misma acción (∀x ∈ S, ∃ a ∈ A(x) : p(x, a) = 1) lo que podría supo-
ner una ventaja para la implementación. Sin embargo, este criterio tiene el
inconveniente de que al hacer optimización global puede ocurrir que sacri-
fique excesivamente las probabilidades de bloqueo con menor peso dando
lugar a problemas de equidad entre distintos servicios. Para solucionar este














Sujeto a: R0, R1
De este modo se limita el valor máximo que puede alcanzar la probabili-
dad de bloqueo de cada tipo de petición. En este caso la solución ya no es una
política estacionaria pura, aunque puede demostrarse [Ros89] que, si na(x)







Desde un punto de vista práctico es importante señalar que el problema aso-
ciado a CD2 puede no tener solución si C no es lo suficientemente alto. En-
contrar el valor mínimo de C para que el problema tenga solución, o su dual,
el valor máximo del trafico ofrecido para que el problema tenga solución
con un valor dado de C, son problemas propios de la fase de planificación o
dimensionado de la red en los que puede aplicarse el CD2.
Durante la operación de la red, en una situación en la que el sistema está
en congestión el problema de CD2 no tiene solución puesto que no es posible
cumplir las restricciones R1. No obstante, en este caso podría ser importante
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que el deterioro de QoS se repartiese de forma equitativa entre los distintos
servicios. Para este propósito se plantea el siguiente criterio.
CD3
Minimizar: z
Sujeto a: R0, R2
Obsérvese que z es una variable auxiliar que se introduce a través del
conjunto de restricciones R2 (ecuaciónes (5.14) y (5.15)).
Este criterio también puede aplicarse en el supuesto contrario al anterior:
cuando durante la operación de la red el tráfico ofrecido está por debajo del
que el sistema puede cursar manteniendo los requisitos de QoS de R1, puede
interesar repartir el margen de mejora de QoS de forma equitativa entre los
servicios.
Por último, el criterio CD4 permite definir dos modos de operación dis-
tintos dentro de una situación de no congestión: carga normal y carga alta.
CD4
Minimizar: z
Sujeto a: R0, R1, R2
Este criterio se obtiene añadiendo el conjunto de restricciones R1 al crite-
rio CD3 de manera que se consigue el efecto siguiente. Existe un valor para
la carga del sistema (tasa total de llegadas de llamadas nuevas) por debajo
del cual ninguna de las restricciones de R1 estaría activa, esto es, el óptimo
del programa lineal definido por CD4 se alcanza en un punto para el que las
desigualdades de R1 se cumplen de forma estricta. A la zona de funciona-
miento por debajo de este valor la denominamos modo de carga normal y por
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encima de este valor modo de carga alta. En el modo de carga normal el funcio-
namiento de CD4 sería por tanto idéntico al de CD3: se minimiza el valor de
todas las probabilidades de forma equilibrada manteniedo una proporciona-
lidad entre ellas según los pesos ni, hi. Sin embargo, en la zona de carga alta
no es posible mantener esta proporcionalidad sin violar una o varias de las
restricciones de R1 por lo que estás restricciones entran en juego para limitar
el valor máximo de las probabilidades de bloqueo. Esto se ilustrará median-
te un ejemplo numérico en la sección siguiente, la representación gráfica de
dicho ejemplo puede verse en la figura 5.8.
Aplicación de los diferentes criterios
Aquí se dan unas líneas generales sobre los casos o situaciones en los que
pueden emplearse cada uno de los distintos criterios descritos anteriormen-
te. Como ya se ha mencionado, el criterio CD2 es adecuado para la fase de
planificación o dimensionado de la red en la que a partir de las previsiones
del tráfico ofrecido, se determina la cantidad mínima de recursos necesaria
para ofrecer una cierta calidad de servicio. Por su parte, el criterio CD3, y
el CD4, que es una versión más sofisticada de este último, son adecuados
para ajustar dinámicamente la política durante la fase de operación pues las
previsiones del tráfico que se emplean en la fase de planificación correspon-
den a los valores máximos que deberá soportar la red, mientras que durante
el funcionamiento normal, el tráfico ofrecido en cada momento irá variando,
tomando valores que pueden ser bastante distintos de los que se emplearon
en la fase de planificación. Finalmente, el criterio CD1 es el menos versátil
de todos pues sólo permite especificar una importancia relativa entre los dis-
tintos tipos de llamada pero sin ofrecer garantías individuales para cada tipo
ni siquiera garantías de equidad. Sin embargo, el problema de optimización
asociado a este criterio es el menos complejo de todos. Estas características
hacen que el criterio CD1 sea apto para entornos en los que no se requieren
garantías individuales para los diferentes tipos de llamadas pero, y concurren
una o varias de las situaciones siguientes: el tamaño del sistema es elevado
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Tabla 5.1: Parámetros de las configuraciones
Configuración
A B C D E
b1 (recursos) 1 1 1 1 1
b2 (recursos) 2 4 2 2 2
f1 0.8 0.8 0.2 0.8 0.8
f2 0.2 0.2 0.8 0.2 0.2
Pn1 (max) ( %) 5 5 5 1 1











(en número de recursos y/o servicios), la capacidad de computo es reducida,
la frecuencia con la que se ha de actualizar la política es elevada.
5.1.4. Ejemplos de Aplicación y Resultados Numéricos
En esta sección se consideran varios casos de estudio a los que se les aplica
las técnicas y criterios que se han descrito anteriormente. En primer lugar
se evalúa la capacidad del sistema para las distintas políticas de admisión.
Definimos la capacidad del sistema como el valor máximo de la tasa total
de llegadas de llamadas nuevas (λ = ∑Ni=1 λ
n
i ) para el que se cumplen los
requisitos de QoS (valores máximos para Pn,hi ). La capacidad se ha evaluado
para las distintas configuraciones recogidas en la tabla 5.1 y los valores de
la capacidad se muestran en la tabla 5.2. Como es lógico, con una políticas
más general se obtiene mayor capacidad, aunque la ganancia relativa que se
obtiene es menor cuando la cantidad de recursos es más alta (C = 40). En
particular, RS y MFGC tienden a igualarse cuando C aumenta, mientras que
para MGC se observa la misma tendencia aunque de forma más lenta. La
diferencia entre cualquiera de estas tres políticas y CS también se reduce,
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Tabla 5.2: Capacidad (λmax en llamadas/s)
CS MGC MFGC RS
Conf. C
10 1.54 1.88 2.05 2.07
A 20 5.61 7.07 7.35 7.38
40 15.7 19.4 19.7 19.8
10 0.36 0.40 0.42 0.44
B 20 2.77 3.35 3.46 3.48
40 10.3 12.5 12.7 12.8
10 1.36 1.51 1.65 1.67
C 20 5.77 6.91 6.98 7.00
40 17.6 20.1 20.4 20.5
10 1.74 1.97 2.02 2.04
D 20 6.04 6.82 6.93 6.94
40 16.5 18.2 18.4 18.4
10 1.5 1.7 1.8 1.8
E 20 5.6 6.3 6.4 6.5
40 15 17 17 17
142
Capítulo 5. Optimización del control de admisión
aunque aquí el efecto es bastante menor y en todos los casos se mantiene una
diferencia superior al 10 %.
A modo de ejemplo, el ajuste de las diferentes políticas para el caso C = 10
de la configuración A sería el siguiente: MGC, tn1 = 7, t
n
2 = 9, t
h
1 = 8, t
h
2 = 10;
MFGC, tn1 = 6.43, t
n
2 = 8.76, t
h
1 = 8.19, t
h
2 = 10; RS, véase la tabla 5.3. Para
ajustar la política RS se ha aplicado el CD2. Como puede verse la política
resultante no es estacionaria pura aunque sólo está aleatorizada en 3 estados.
Si se quiere obtener una política estacionaria pura se puede aplicar el CD1.
Si se aplica el CD1 utilizando como pesos el valor inverso de la máxima
probabilidad de bloqueo correspondiente, es decir, ni = 1/Pni (max) y hi =
1/Phi (max), se obtiene una capacidad λmax = 1.81. Esta capacidad es un 4 %
menor que con MGC, un 12 % que con MFGC y un 13 % que con RS. Para
mejorar este valor se han ajustado los pesos de la función objetivo empleando
un algoritmo iterativo heurístico. Como resultado se obtiene una capacidad
λmax = 2.03, para los siguientes valores de los pesos n1 = 0.9697, n2 = 2.265,
h1 = 3.991, h2 = 53.355. Por tanto, manteniéndose dentro de la familia de las
políticas estacionarias puras se consigue una capacidad que es un 1 % y un
2 % menor que la que se obtiene con MFGC y RS, respectivamente, y es un
8 % superior a la capacidad que se obtiene con MGC.
En los ejemplos anteriores se han comparado las diferentes familias de
políticas desde el punto de vista de la capacidad. Esto es útil en la fase de
planificación de la red cuando se necesita conocer el tráfico que puede cur-
sar con una cierta cantidad de recursos cumpliendo unos requisitos de QoS.
Para este tipo de cálculos el operador debe considerar el caso peor para el
tráfico ofrecido, es decir, una previsión del tráfico durante la hora cargada.
Sin embargo, si la previsión es adecuada, la mayor parte del tiempo el tráfico
ofrecido estará por debajo del valor previsto para la hora cargada y, aunque
con menor frecuencia, podría ocurrir también que se superase este valor. En
el primero de los casos habrá una cierta holgura en el cumplimiento de los
requisitos de QoS y en el segundo se violará uno o varios de estos requisitos.
Cabría plantearse por tanto, si es posible repartir la mejora o el empeora-
miento de manera equitativa entre los distintos servicios. Para lograr esto
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Tabla 5.3: Ejemplo de política RS
estado recursos probabilidades acción prob. de
ocupados de admisión de acción
x b(x) αn(x) αh(x) a px(a)
(∗, ∗) 0, . . . , 5 (1, 1) (1, 1) (2, 2) 1
(6, 0) 6 (0, 1) (1, 1) (1, 2) 1
(4, 1) 6 (0.75, 1) (1, 1) (1, 2) 0.25
(2, 2) 0.75
(2, 2) 6 (1, 1) (1, 1) (2, 2) 1
(0, 3) 6 (1, 1) (1, 1) (2, 2) 1
(7, 0) 7 (0, 0) (1, 1) (1, 1) 1
(5, 1) 7 (0, 0.83) (1, 1) (1, 1) 0.17
(1, 2) 0.83
(3, 2) 7 (0, 1) (1, 1) (1, 2) 1
(1, 3) 7 (1, 1) (1, 1) (2, 2) 1
(8, 0) 8 (0, 0) (0, 1) (0, 1) 1
(6, 1) 8 (0, 0) (0, 1) (0, 1) 1
(4, 2) 8 (0, 0) (1, 1) (1, 1) 1
(2, 3) 8 (0, 0.86) (1, 1) (1, 1) 0.14
(1, 2) 0.86
(0, 4) 8 (0, 1) (1, 1) (1, 2) 1
(7, 1) 9 (0, 0) (1, 0) (1, 0) 1
(5, 2) 9 (0, 0) (1, 0) (1, 0) 1
(3, 3) 9 (0, 0) (1, 0) (1, 0) 1
(1, 4) 9 (0, 0) (1, 0) (1, 0) 1
(8, 1) 10 (0, 0) (0, 0) (0, 0) 1
(6, 2) 10 (0, 0) (0, 0) (0, 0) 1
(4, 3) 10 (0, 0) (0, 0) (0, 0) 1
(2, 4) 10 (0, 0) (0, 0) (0, 0) 1
(0, 5) 10 (0, 0) (0, 0) (0, 0) 1
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Figura 5.4: CD3: Probabilidades de bloqueo para distintas cargas.
se necesita reajustar los parámetros de la política en tiempo de operación a
partir de los valores del tráfico estimados mediante medida, y aplicar el algo-
ritmo que se deriva del CD3 utilizando ni = 1/Pni (max) y hi = 1/P
h
i (max).
Como ejemplo ilustrativo se ha utilizado el caso C = 10 de la configura-
ción A. Se ha tomado el valor máximo de la capacidad (λmax = 2.07) y se
ha variado la tasa total ofrecida (λ) desde un 10 % por debajo de la capaci-
dad a un 10 % por encima. En la figura 5.4 se representa la evolución de las
distintas probabilidades de bloqueo cuando se emplea una política RS y se
realiza el reajuste de la misma aplicando el CD3. En esta gráfica puede ob-
servarse como la distancia entre las diferentes curvas se mantiene constante.
Esto mismo puede observarse con mayor exactitud en la figura 5.5, donde se
representa el cociente entre cada probabilidad de bloqueo y su valor máxi-
mo; como consecuencia del reparto equitativo las cuatro curvas se solapan
en una única. En la figura 5.6 y la figura 5.7 se muestra el mismo tipo de
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Figura 5.5: RS: valores relativos respecto a la especificación de QoS.
representación pero para las políticas MFGC y MGC, en las que no es posible
el reajuste. En estos casos se observa que el aumento o el deterioro de la QoS
no se distribuye equitativamente.
Por último, se presenta un ejemplo (figura 5.8) en que se utiliza el CD4
para ajustar en tiempo de operación un sistema en el que hay dos modos de
funcionamiento dependiendo de la carga, a saber, carga normal y carga alta.
En el modo de carga normal el objetivo de QoS es Pn1,2 ≤ 0.01 y Ph1,2 ≤ 0.001,
mientras que en el modo de carga alta se permite un deterioro de la QoS del
servicio 1 (Pn1 ≤ 0.05, Ph1 ≤ 0.005) manteniendo la misma exigencia para el
servicio 2 (Pn2 ≤ 0.01, Ph2 ≤ 0.001). De nuevo se ha utilizado el caso C = 10
de la configuración A. Para ajustar la política se ha aplicado el CD4 con los
parámetros siguientes: Pn1 (max) = 0.05, P
n
2 (max) = 0.01, P
h
1 (max) = 0.005,
Ph2 (max) = 0.001, n1 = n2 = 1, h1 = h2 = 10.
146
Capítulo 5. Optimización del control de admisión





















Figura 5.6: MFGC: valores relativos respecto a la especificación de QoS.
5.2. Algoritmo para la optimización de la política
Multiple Fraccional Guard Channel
En la sección anterior se ha visto que, en general, la política de control
de admisión óptima no es del tipo MFGC, sin embargo, según estos mismos
resultados, la mejor política dentro de la familia MFGC consigue una capa-
cidad que sin ser la óptima está muy próxima al valor óptimo, característica
ésta que se acentúa todavía más al aumentar los recursos del sistema (véase
la tabla 5.2 en la página 142). Además, las políticas del tipo MFGC presentan
la ventaja frente a las del tipo RS de necesitar un menor número de pará-
metros para describir la política. Sin embargo, los métodos de optimación
que se han presentado, basados en la formulación de un programa lineal, no
sirven para optimizar la política de control de admisión dentro de la familia
MFGC. Aunque este tipo de política ha recibido una atención relativamente
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Figura 5.7: MGC: valores relativos respecto a la especificación de QoS.
importante en la literatura, sólo hemos sido capaces de encontrar una pro-
puesta de algoritmo para realizar el ajuste óptimo de los parámetros de una
política MFGC [HUCPOG03c, HUCPOG03b, HUCPOG03a]. En esta sección
proponemos un algoritmo que realiza la misma función que el propuesto por
Heredia et al. pero de una forma computacionalmente más eficiente.
5.2.1. Descripción del modelo
El modelo analítico del sistema que se utiliza en esta sección es esencial-
mente el mismo que se ha descrito en 5.1.1. No obstante, para poder demos-
trar una de las mejoras que introduce nuestro algoritmo, las tasas de llegada
de las peticiones de handover no se toman como un dato, sino que éstas se
calculan a partir de la condición de equilibrio entre los flujos de entrada y
salida a la célula. Para ello necesitamos introducir sendas variables aleatorias
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Figura 5.8: Doble modo de operación: carga normal y carga alta.
para el tiempo de residencia en una célula y la duración de la sesión, que su-
pondremos que siguen una distribución exponencial de parámetros µri y µ
c
i
(i=1, . . . , N), respectivamente. Además, para poder comparar directamente
nuestros resultados con los del algoritmo que se pretende mejorar se intro-
duce la probabilidad de terminación forzosa para cada servicio (P f ti ) como
un parámetro en la especificación de la QoS. Si asumimos que tenemos una
red de células homogéneas, las probabilidades de fallo de handover (Phi ) y
las de terminación forzosa están relacionas a través de la expresión







i = 1, . . . , N.
Para hacer más compacta la notación denotaremos como flujo i a las llegadas
de llamadas nuevas del servicio i, y como flujo N + i a las llegadas de peti-
ciones de handover del servicio i. De este modo el vector p = (P1, . . . , P2N)
representará las probabilidades de bloque de los 2N flujos de llegada, donde
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Pni = Pi, P
h
i = PN+i.
Además de las razones habituales que respaldan la suposición de la dis-
tribución de probabilidad exponencial, es importante destacar que la contri-
bución que se presenta en esta sección es el algoritmo que permite ajustar
de forma óptima los parámetros de una política MFGC que es independien-
te del método particular que se emplee para calcular las probabilidades que
caracterizan la QoS (vector p), por lo que dicho método podría ser sustituido
por otro —por ejemplo para trabajar con distribuciones no exponenciales—
sin que ello afectase al algoritmo propuesto.
5.2.2. Análisis del modelo
El modelo del sistema es un proceso de nacimiento y muerte multidimen-
sional cuyo conjunto de estados visitables es
S :=
{




xibi ≤ C; xibi ≤ bmáx(ti, ti+N)c+ 1, 1 ≤ i ≤ N
}
.









i if y = x + ei
xiµi if y = x− ei
0 en otro caso
donde ei denota un vector cuyas entradas son todas nulas excepto la i-ésima
que es 1. Los coeficientes αni (x) y α
h
i (x) representan las probabilidades de
aceptar, respectivamente, una llamada nueva y un handover del servicio i.
Para una configuración particular de la política de admisión (t1, . . . , t2N) es-
tos coeficientes se pueden obtener como
αni (x) =

1 if b(x) + bi ≤ btic
ti − btic if b(x) + bi = btic+ 1
0 if b(x) + bi > btic+ 1
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1 if b(x) + bi ≤ btic
tN+i − btN+ic if b(x) + bi = btN+ic+ 1
0 if b(x) + bi > btN+ic+ 1





ryx p(y) ∀x ∈ S. (5.17)
Donde p(x) es la probabilidad estacionaria del estado x que se obtienen a
partir de (5.17) y de la ecuación de normalización. Para resolver este sistema
de ecuaciones puede emplearse cualquier método estándar para resolver sis-
tema de ecuaciones lineales. En nuestro caso se ha empleado el método de
Gauss-Seidel. A partir de los valores de p(x) se calculan las probabilidades de
bloqueo











Cuando el sistema está en equilibrio estadístico la tasas de llegada de las
peticiones de handover pueden expresarse en función de las tasas de llegada












Las probabilidades de bloqueo a su vez dependen de las tasas de llegada de
handover por lo que (5.18) constituye un sistema de ecuaciones no lineales
que puede resolverse aplicando un método iterativo de punto fijo como el
descrito en [HR86, LMN94].
5.2.3. Algoritmo
El algoritmo aquí propuesto busca la configuración de la política MFGC
que maximiza la capacidad del sistema y el valor de esta capacidad. Por
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capacidad del sistema entendemos la máxima carga que el sistema puede so-
portar cumpliendo con los requisitos de QoS. Estos requisitos de QoS están
especificados como cotas superiores para las probabilidades de bloqueo de
las llamadas nuevas (Bni ) y las probabilidades de terminación forzosa (B
f t
i ). Si
llamamos λT = ∑1≤i≤N λni a la tasa agregada de llegada de llamadas nuevas
y fi a la fracción de λT que corresponde al servicio i, esto es λni = fiλ
T , en-
tonces podemos expresar de una manera formal el problema de optimización
de la capacidad como sigue






i ; i = 1, . . . , N
Maximizar: λT
buscando los parámetros de MFGC apropiados ti; i = 1, . . . , 2N




i ; i = 1, . . . , N
Nuestra propuesta consisten en un algoritmo para resolver este problema
de optimización de capacidad cuando se emplea una política MFGC. Nues-
tro algoritmo se compone de una parte principal (Algoritmo 1 capacity)
desde la que se llama al procedimiento solveMFGC (Algoritmo 2) el cual, a
su vez, llama a otro procedimiento (MFGC) para el cálculo de las probabili-
dades de bloqueo. Con el propósito de simplificar la notación se introduce
el vector de cotas superiores para las probabilidades de bloqueo pmax =




1 , . . . , B
h
N), en el que el valor de B
h





1− B f ti
(5.19)
Las figuras 5.9 a la 5.11 muestran un ejemplo de traza que ilustra el fun-
cionamiento básico del algoritmo. En este ejemplo se ha tomado un escenario
bastante simple (únicamente dos tipos de llegada) para permitir la represen-
tación gráfica (en dos dimensiones) de las trazas. Cada una de las figuras
representa una ejecución del algoritmo solveMFGC para un valor fijo (λT). En
cada una de estas ejecuciones los valores de los parámetros de la política (ti)
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Algoritmo 1 (λTmax,topt)=capacity(pmax, f , µc, µr , b, C)
ε1 :=< precisión deseada >
L := 0
U :=< high value >







(possible, t) := solve_MFGC(pmax, U f , µc, µr , b, C)
end while{esto asegura que U > λTmax}
repeat
λ := (L + U)/2
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Algoritmo 2 (possible,t)=solveMFGC(pmax, λn, µc, µr , b, C)
INPUTS: pmax, λn, µc, µr , b, C
OUTPUTS: possible, t
1:
2: ε2 :=< desired precision >
3: δ :=< small value >
4: t := (δ, δ, . . . , δ)




9: i := 1;
10:
11: repeat
12: if p(i) > pmax(i) then
13: t′ := t; t′(i) := C
14: p′ := MFGC(t′, λn, µc, µr , b, C)
15:
16: if p′(i) > pmax(i) then
17: canConvege:=FALSE;
18: else
19: L := t(i); U := C
20: repeat
21: t(i) := (L + U)/2
22: p := MFGC(t, λn, µc, µr , b, C)
23: if p(i) > pmax(i) then
24: L := t(i)
25: else
26: U := t(i)
27: end if




32: i := i + 1
33: until (i > 2N) OR ( NOT(canConverge))
34:
35: if canConverge then
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se incrementan de forma secuencial (i = 1, . . . , 2N; bucle repeat, líneas 11–
33) y cíclica (bucle repeat, líneas 7–45) buscando cumplir las restricciones de
QoS : (1− ε)pmax(i) ≤ p(i) ≤ pmax(i). Tras inicializar cada ti con un valor
suficientemente pequeño (δ), la ejecución del bucle secuencial comienza con
el flujo 1. Para este flujo se verifica si dando el valor máximo posible a t1
(t1 = C) es posible cumplir la restricción de calidad de servicio correspon-
diente a este flujo p(1) ≤ pmax(1). Si esto es posible se procede a calcular el
valor adecuado de t1, mientras que si no lo es se concluye que para el valor
de λT que se había tomado no existe a una configuración factible que cumpla
los requisitos de QoS, y el algoritmo termina. En el primer caso, es decir, si es
posible encontrar un valor apropiado para t1, se procede de idéntico modo
con el flujo 2 excepto que ahora el valor utilizado para t1 es el que acaba
de calcularse. Este procedimiento continúa de forma cíclica con el resto de
flujos hasta que el objetivo de QoS se satisface simultáneamente para todos
los flujos (p(i) ≤ pmax(i) ∀i, véase la figura 5.9), en cuyo caso el algorit-
mo devuelve el valor possible=TRUE; o el algoritmo abandona porque se da
cuenta de que el objetivo de QoS es inalcanzable (véase la figura 5.10), en
cuyo caso el algoritmo devuelve el valor possible=FALSE. Cuando se da la
primera de las posibilidades (possible=TRUE) sabemos que existe una confi-
guración de la política de admisión que satisface los requisitos de QoS. Por
tanto, λT ≤ λTmax y se puede probar un valor mayor para a λT . En la fi-
gura 5.11 se muestra una traza en la que el valor de λT era mayor que en
la traza mostrada en la figura 5.9, de nuevo se encuentra una configuración
para la que se cumple la especificación de QoS aunque, como puede obser-
varse aumentar el valor de λT ha producido como efecto la disminución de
la superficie del espacio de configuraciones que satisfacen las restricciones
de QoS. Si solveMFGC termina porque el objetivo de QoS no es factible (pos-
sible=FALSE), se verifica que λT > λTmax. El algoritmo principal capacity
consiste básicamente en una búsqueda binaria de λTmax que en cada iteración
llama a solveMFGC.
155












Figura 5.9: Traza gráfica de una ejecución de solveMFGC; λT1 ≤ λTmax.
Sobre el procedimiento MFGC
El procedimiento MFGC, el cual es invocado desde el bucle más interno
del algoritmo, se utiliza para calcular las probabilidades de bloqueo (p :=
MFGC(t, λn, µc, µr , b, C)). En este cálculo se emplea un procedimiento iterati-
vo para calcular las tasas de las peticiones de handover. En cada iteración se
tiene que resolver un sistema de nacimiento y muerte multidimensional que,
en general, tendrá un elevado número de estados y constituye la principal
contribución al coste computacional del algoritmo.
La siguiente observación se utiliza para acelerar el algoritmo pues ésta
permite eliminar el mencionado procedimiento iterativo y, así, cada vez que
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Figura 5.10: Traza gráfica de una ejecución de solveMFGC; λT3 > λ
T
max
se llame al procedimiento MFGC se resolverá una sola vez un sistema de ecua-
ciones lineales en vez de hacerlo varias veces (una por cada iteración). La
observación se basa en que cada ejecución del procedimiento se intenta en-
contrar unos valores de t para los cuales p = pmax (dentro del margen de
tolerancia especificado). Por tanto, en vez de utilizar la expresión (5.18) para











Aunque (5.18) y (5.20) son aparentemente muy semejantes existe una dife-
rencia sustancial entre ambas pues en (5.20) el valor de λhi se define de forma
explícita mientras que en (5.18) no es así ya que Pni and P
h



















Figura 5.11: Traza gráfica de una ejecución de solveMFGC; λT1 ≤ λT2 ≤ λTmax
5.2.4. Evaluación numérica de la complejidad computacional
Para evaluar la complejidad computacional de nuestro algoritmo hemos
tomado como referencia el algoritmo propuesto por Heredia et al. en [HUCPOG03c,
HUCPOG03b, HUCPOG03a]. En adelante nos referiremos a este algoritmo
como HCO, nombre tomado de las iniciales de sus autores.
El algoritmo HCO toma como entrada el orden de prioridad (prioritization
order) óptimo, es decir una lista de los tipos de llamada ordenada según la
priridad de cada tipo [HUCPOG03a]. Si t es la configuración de la política
para la que se alcanza la máxima capacidad el orden de prioridad óptimo es
la permutación σ∗ ∈ Σ, Σ := {(σi, . . . , σ2N) : σi ∈ N, 1 ≤ σi ≤ 2N}, tal que
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t(σ∗1 ) ≤ t(σ∗2 ) ≤ . . . ≤ t(σ∗2N) = C. Elegir el orden de prioridad óptimo no
es una tarea fácil pues depende de la especificación de QoS así como de los
parámetros del sistema. En general existirá un total de (2N)! ordenes de prio-
ridad distintos. En [HUCPOG03a] los autores proponen ciertos criterios que
permiten construir un lista parcialmente ordenada de ordenes de prioridad
según la probabilidad de ser el orden de prioridad óptimo. Posteriormente se
sigue un procedimiento de ensayo y error tomando secuencialmente los ele-
mentos de esta lista parcialmente ordenada hasta que se encuentra el orden
de prioridad óptimo. Para cada elemento de la lista que se ensaya se ejecuta
el algoritmo y si éste no converge tras un número elevado de iteraciones se
pasa al siguiente elemento.
El algoritmo que proponemos no requiere conocer a priori el orden de
prioridad lo cual constituye por sí mismo una ventaja importante respecto al
algoritmo HCO. Además, en los ejemplos númericos siguientes se demues-
tra que nuestro algoritmo es más eficiente aun cuando se proporciona como
entrada a HCO el orden de prioridad óptimo.
En los ejemplos númericos se ha considerado un sistema con dos servicios
(N = 2) y mientras no se indique los contrario se utilizarán los siguientes
valores b = (1, 2), f = (0.8, 0.2), µc = (1/180, 1/300), µr = (1/900, 1/1000),
Bn = (0.02, 0.02), B f t = (0.002, 0.002); todas las tolerancias se han fijado a
ε = 10−2. A partir de (5.19) tenemos que Bh ≈ (0.01002, 0.00668) y pmax ≈
(0.02, 0.02, 0.01002, 0.00668).
En la tabla 5.4 y en la figura 5.12(a) se muestra una comparación del nú-
mero de operaciones de coma flotante (flops) empleadas en la ejecución de
cada algoritmo. Aunque el algoritmo HCO original no incorpora la técnica
de acelaración (véase (5.20) y comentario anterior en la página 156) sí es sus-
ceptible de hacerlo, por lo que para poder evaluar por separado la ganancia
del algoritmo propuesto y de la técnica de acelaración, hemos considerado
los cuatro casos que resultan de tomar el algoritmo HCO y nuestro algorit-
mo ambos con y sin la acelaración. Como puede observarse, en ambos casos
la técnica de aceleración reduce el número de flops aproximadamente a la
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Tabla 5.4: Comparación del algoritmo HCO (con orden de priorización opti-
mo conocido) y nuestro algoritmo, con y sin aceleración (cifras en Mflops).
HCO nuestro algoritmo
C — aceleración — aceleración
5 5.70 2.00 1.17 0.39
10 60.20 20.00 13.80 4.53
20 438.00 156.00 145.00 46.60
tercera parte.
Para evaluar el impacto de la movilidad sobre la complejidad compu-
tacional se ha tomado el ejemplo anterior y se han variado los parámetros
































El coste computacional por escenarios se muestra en la tabla 5.5 y en la figu-
ra 5.12(b) se representa el agregado de los cuatro. Los resultados comparan
nuestro algoritmo con el algoritmo HCO utilizando aceleración en ambos y
proporcionando al algoritmo HCO con el orden de prioridad óptimo.
Es importante destacar que, tal y como era previsible, en todos los casos
las diferencias entre los valores de la capacidad óptima que se han obtenido
mediante distintos métodos estaban dentro de los márgenes de la toleran-
cia establecida en los algoritmos. Lo mismo puede decirse de los valores de
configuración de la política, t.
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Tabla 5.5: Comparación del algoritmo HCO (con orden de priorización opti-
mo conocido) y nuestro algoritmo para distintos factores de movilidad (cifras
en Mflops).
C
5 10 20 30 Total
a 2.08 17.54 74.33 407.74 501.69
HCO b 2.67 14.06 147.13 487.41 651.27
(aceleración) c 1.12 24.54 110.41 410.93 547.00
d 2.24 16.86 121.39 462.12 602.62
Total 8.11 73.00 453.26 1768.20 2302.60
a 0.35 4.42 53.64 199.69 258.10
nuestro algoritmo b 0.34 3.87 43.01 172.73 219.95
(aceleración) c 0.38 3.93 47.95 191.66 243.92
d 0.31 3.93 45.92 172.58 222.74
Total 1.39 16.15 190.51 736.66 944.71











HCO                     
HCO (acelerado)          
nuestro algoritmo           
nuestro alg. (acelerado)
(a) con y sin aceleración.
















HCO (acelerado)          
nuestro alg. (acelerado)
(b) con aceleración;valores agregado para
los escenarios A,B,C y D.
Figura 5.12: Comparación del coste computacional del algoritmo HCO y el
algoritmo propuesto.
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5.3. Control de admisión óptimo empleando pre-
dicción de handovers
Tal y como ya hemos comentado anteriormente en varias ocasiones, en la
literatura existen un buen número de estudios y propuestas sobre el control
de admisión en redes celulares monoservicio y también, aunque en un nú-
mero mucho menor, multiservicio. La mayoría de estos trabajos se proponen
esquemas de CA basados en una reserva de recursos realizada de forma in-
tuitiva o heurística y, en un grupo menor, esta reserva se realiza desde una
perspectiva de optimización; en las secciones anteriores de este mismo capí-
tulo se pueden encontrar ejemplos de esto último. En todos los casos referidos
hasta ahora (monoservicio o multiservicio, con reserva heurística o basada en
un criterio de optimización) el CA adopta la decisión de admitir o rechazar
una petición basándose únicamente en el estado actual de la célula sobre la
que actúa el CA. En las redes celulares con terminales móviles es posible dis-
poner de un cierto conocimiento anticipado de peticiones futuras y, lo que es
más importante, esta previsión afecta a las peticiones más sensibles o de ma-
yor prioridad: las de handover. Siguiendo esta línea se han propuesto diferen-
tes mecanismos de predicción de movilidad (PM) al cual se asocia un método
de CA que aprovecha, de una forma heurística, la información proporciona-
da por la PM (véase por ejemplo [LAN97, CS98, HF01, YL02, SK04, ZK04] y
sus referencias).
En este capítulo se estudia el CA desde una perspectiva de optimización
y basado en información predictiva de handovers, con el objetivo de evaluar
en qué medida mejoran las prestaciones del CA cuando se dispone de un
cierto nivel de información predictiva. El único antecedente que conocemos
en esta línea es el trabajo de Yener y Rose [YR97] en el que en un escenario
monoservicio, se obtiene una política de admisión cuasi-óptima mediante un
algoritmo genético que considera el estado de las célula (número de llamadas
en curso) y también el de la células colindantes. Sin embargo, los resultados
de este estudio revelan que la ganancia de utilizar esta información adicional
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no es significativa. Utilizando un método de optimización de mejoras sucesi-
vas de la política (policy improvement) [Ros70] que conduce a soluciones óptimas
(en vez de cuasi-óptimas), nosotros hemos llegado a la misma conclusión. Es-
tos resultados sugieren que la predicción de potenciales handovers obtenida
a partir del nivel de ocupación de las células vecinas no es suficientemente
específica, por lo que se ha decidido evaluar la ganancia que podría obtenerse
si se dotaba al algoritmo de CA de una información más específica. En nues-
tro estudio hemos utilizado un modelo de agente predictor (AP) que divide
el conjunto de los terminales activos en la inmediaciones de la célula en dos
grupos: aquéllos que con una probabilidad alta se prevé que realizarán un
handover hacia la célula y aquellos para los cuales la previsión es la contraria
—muy probablemente no realizarán un handover—. Aunque estudiar mo-
delos del AP que proporcionan mayor información, como por ejemplo una
estimación del momento en que se va a producir el handover, es un aspecto
de indudable interés, esto se ha dejado para un trabajo futuro. Por otra parte,
aunque cuanto mayor sea la cantidad de información proporcionada al CA
mejores serán las prestaciones obtenidas, también es cierto que la comple-
jidad del AP y del proceso de optimización también aumentarán pudiendo
llegar a ser irrealizables.
5.3.1. Descripción del modelo
El modelo del tráfico es el mismo que se ha descrito en 5.1.1 y 5.2.1. Al
considerarse un único servicio se ha simplificado la notación eliminando el
subíndice que se refería al servicio. Dado que en este estudio nuestro interés
no es el diseño del AP sino la utilización de la información que éste propor-
ciona para el CA, vamos a utilizar un modelo genérico de este elemento que
describimos a continuación. El AP informa al CA del número de terminales
activos en las proximidades de la célula de los que se prevé van a realizar un
handover hacia ésta. El tiempo transcurrido desde que se realiza la predicción
hasta que efectivamente se produce el handover —o se descarta definitiva-
mente esta posibilidad— lo modelamos mediante una variable aleatoria con
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Figura 5.13: Modelo del agente predictor (AP): diagrama de funcionamiento.
una distribución exponencial. En nuestro modelo del AP suponemos que la
clasificación de los terminales activos no es totalmente precisa sino que existe
cierta probabilidad de error que modelamos mediante las probabilidades de
no detección q, y falso positivo 1− p. Esto se muestra de forma esquemática en
la figura 5.13.
En el momento en el que un terminal activo entra en la zona próxima a la
célula, o uno que ya estaba en esta zona pasa a estar activo, el AP lo clasifica
como H (probablemente va a producir un handover) o NH (probablemente
no va a producir un handover) atendiendo a las características del terminal
(posición, trayectoria, velocidad, perfil histórico, . . . ) y otra información (ma-
pa de calles y carreteras, hora del día, . . . ). Tras un tiempo aleatorio, que en
nuestro modelo sigue una distribución exponencial, el destino final del termi-
nal se concreta y bien acaba produciéndose el handover o esta posibilidad se
descarta definitivamente (por ejemplo porque el terminal se desplaza a otra
célula) y, en su caso, el terminal deja de estar en el grupo de los clasificados
como H. Un terminal también sale del grupo de los clasificados como H cun-
do su sesión termina. El sistema de CA conoce en todo momento la cantidad
de terminales clasificados como H.
El modelo del AP se caracteriza mediante tres parámetros: el tiempo me-
dio desde que se realiza la clasificación hasta que esta predicción se concreta
µ−1p , la probabilidad p de provocar un handover si el terminal se ha etique-
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Figura 5.14: Modelo del agente predictor (AP): incertidumbre en la predic-
ción.
tado como H y la probabilidad q de provocar un handover si el terminal se
ha etiquetado como NH. Nótese que en general q 6= 1− p. Los valores de
p y q están relacionados a través del modelo del AP (ver figura 5.14). En
la figura se muestra un cuadrado (de superficie unidad) que representa la
población de los terminales que van a ser clasificados por el AP. El área som-
breada representa la fracción de los terminales que finalmente realizarán un
handover y el área no sombreada el resto de terminales. El clasificador fija
un umbral (línea discontinua vertical en la figura) que utiliza para discrimi-
nar entre aquellos terminales que probablemente realizarán un handover (a
la izquierda de la línea) y los que no (a la derecha de la línea). En la figu-
ra puede apreciarse que existe una zona de incertidumbre de anchura U ya
que la línea de separación entre la zona sombreada y la zona no sombreada
es oblicua, mientras la decisión del clasificador adopta la forma de un corte
vertical. Esta incertidumbre es la causante de los errores de clasificación: la
zona triangular no sombreada a la izquierda del umbral (falso positivo) y el
triángulo sombreado a la derecha del umbral (no detección). El parámetro x
representa la posición relativa dentro de la zona de incertidumbre del umbral
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del clasificador. Referida a la figura 5.14 introducimos la notación siguiente:
SH denota la superficie sombreada y por tanto es la fracción del termina-
les que realizarán un handover; ŜH denota la superficie a la izquierda del
umbral y es la fracción de terminales clasificados como H; ŜeH denota la su-
perficie no sombreada a la izquierda del umbral y es la fracción de terminales
clasificados como H que no realizarán un handover; ŜeNH denota la superficie
sombreada a la derecha del umbral y es la fracción de terminales clasificados














Los parámetros a y b de la figura pueden expresarse en función de la fracción
de termales que realizarán un handover SH y del grado de incertidumbre en
la predicción U,













U(2− 2SH + U − 2x)
5.3.2. Optimización de la politica de admisión
La función de coste que se utiliza para comparar las distintas políticas y
definir la política óptima es una suma ponderada de la tasa de pérdidas para
cada flujo de llegada: sesiones nuevas y handovers. Como modelo del sistema
se utiliza un proceso de decisión markoviano (MDP) [Ros70] y el proceso de
optimización se realiza mediante la técnica de programación dinámica conocida
como mejoras sucesivas de la política (policy improvement) [Ros70].
Dado que aquí sólo consideramos un servicio simplificamos la notación
omitiendo el subíndice que se refiere al tipo de servicio, esto es, λn = λn1 ,
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λh = λh1, µc = µ
c
1, µr = µ
r
1, µ = µ1. Además, suponemos, sin pérdida de
generalidad, que b = b1 = 1.
Representamos el estado del sistema mediante el par de números natu-
rales (i, j), donde i es el número de sesiones activas en la célula y j es el




x = (i, j) : 0 ≤ i ≤ C; 0 ≤ j ≤ Cp
}
donde Cp representa el número máximo de terminales que puede haber en
el conjunto de los clasificados como H en un momento dado. Para este pa-
rámetro Cp utilizaremos en todos los casos un valor lo suficientemente alto
de manera que en la práctica no tenga ningún impacto en los resultados nu-
méricos. Para cada estado (i, j), i < C, el conjunto de acciones posibles es
A := {a : a = 0, 1}, siendo a = 0 la acción que rechaza la petición de una
nueva sesión y a = 1 la acción que la acepta. Las peticiones de handover
tienen prioridad sobre las sesiones nuevas por lo que una petición de hando-
ver se aceptará siempre que haya suficientes recursos disponibles, es decir, si
i < C. En los estados (C, j) únicamente es posible la acción a = 0.
La figura 5.15 muestra las transiciones desde y hacia el estado (i, j). Nó-
tese que algunas tasas de transición dependen de la decisión a = 0, 1. En la
figura se ha introducido el parámetro λ′h que representa la tasa de llegada de
handovers no previstos, y cuyo valor puede expresarse como




donde λ es la tasa de entrada al AP.
Para convertir el proceso de Markov de tiempo continuo a una cadena de
Markov de tiempo discreto equivalente empleamos la técnica de uniformiza-
ción [Wol89, Section 4.7]. Es fácil demostrar que Γ = Cp(µp + µc) + C(µr +
µc) + λ + λn es una cota superior uniforme de la tasa saliente de cualquier
estado. Si rxy(a) representa la tasa de transición desde el estado x al estado y
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Figura 5.15: Diagrama de transiciones.





si y 6= x y pxx(a) = 1− ∑
y∈S
pxy(a).
El coste incurrido cuando en el estado x se adopta la acción a es
C(x, a) =
(1− a)λn, i < C, a = 0, 1λn + β(λ′h + jpµp), i = C, a = 0
El factor de ponderación β (> 1) representa el hecho de que rechazar una
petición de handover es menos deseable que rechazar una sesión nueva. Los
costes se han definido de manera que el coste medio esperado L(π) sea igual
a la suma ponderada de la tasa de pérdidas de sesiones nuevas Ln(π) y de
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handovers Lh(π),











donde x(t) representa el estado del sistema en el instante t cuando se está
aplicando la política π. Las tasas de pérdidas pueden expresarse como
Ln(π) = ∑
x: π(x)=0







donde p(x) es la probabilidad estacionaria del estado x. Por tanto, el obje-
tivo del problema de optimización es encontrar la política π∗ que minimiza
L(π). Dado que el estado (0, 0) es alcanzable desde cualquier otro estado in-
dependientemente de la política que se aplique, en virtud del Corolario 6.20
de [Ros70, ] y el comentario subsiguiente, podemos asegurar la existencia de
una política óptima.
Si lx(π) denota el coste relativo del estado x cuando se aplica la política
π, podemos escribir que
lx(π) = C(x, π(x))− L(π) + ∑
y
pxy(π(x))ly(π) ∀x (5.21)
y de aquí obtener el coste medio L(π) y los costes relativos lx(π) a falta de
una constante. Para deshacernos de dicha constante, arbitrariamente fijamos
l(0,0)(π) = 0 y resolvemos el sistema de ecuaciones lineales (5.21) para obte-
ner L(π) y lx(π), ∀x. Una vez calculados los costes relativos correspondientes
a la política π, podemos calcular una política mejorada π′ como
π′(x) = arg min
a=0,1
{




de manera que se cumple que L(π′) ≤ L(π). Es más, en caso de que se dé la
igualdad se tiene que π′ = π = π∗, donde π∗ denota la política optima, es
decir, L(π∗) ≤ L(π) ∀π.
La repetición iterativa de este ciclo (resolución del sistema (5.21) y mejora
de política) hasta que se obtiene una política que no cambia tras la mejora
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se conoce también como iteración de política [Put94, sección 8.6] y conduce
a la política óptima en un numero finito —y generalmente pequeño— de
iteraciones.
5.3.3. Resultados numéricos
Para evaluar la mejora de prestaciones que supone incorporar la infor-
mación predictiva en el proceso de CA, se compara el coste medio esperado
L(π) para las políticas óptimas con y sin la información predictiva. En el caso
en el que no se considera la predicción la optimización se realiza ignorando
la segunda componente del estado del sistema (el número de terminales cla-
sificados como H) y utilizando que sabemos [RNT97] que la política óptima
es del tipo guard channel.
En los resultados numéricos que se presentan a continuación se ha utiliza-
do un escenario básico a partir del cual se va variando el valor de los distintos
parámetros de interés para explorar cuál es su influencia en las prestaciones.
Los parámetros de este escenario básico toman los valores siguientes: C = 10,
Cp = 60, Nh = µr/µc = 2, µ−1p /µ−1r = 0.5, β = 20, x = U/2, SH = 0.4,
λn = 1. El valor de λ se ha elegido de forma que en el sistema haya un equi-
librio de flujos [Jab96], esto es, para que la tasa de handovers que entran y






(1− Pn)(1− Pf t)Nhλn
donde Pn es la probabilidad de bloqueo de una nueva sesión y Pf t la proba-
bilidad de terminación forzosa. Tomando valores típicos para estas probabi-
lidades (Pn = 10−2, Pf t = 10−3) obtenemos que








En las figuras de la 5.16 a la 5.19 las curvas representan el cociente de la
ponderación de la tasa de pérdidas sin predicción y con predicción. Como era
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previsible, la utilización de predicción induce una mejora de las prestaciones
en todos los casos y esta mejora disminuye cuando el grado de incertidum-
bre de la predicción (U) aumenta. En la figura 5.16 se muestran los resultados
cuando varía el número medio de handovers por sesión. En la figura 5.17 se
ha variado el factor de ponderación β que cuantifica la mayor importancia
que se concede a los handovers frente a la sesiones nuevas. En esta figura se
observa que cuanto mayor es esta importancia relativa, mayor es el benefi-
cio que se obtiene de utilizar la predicción. La posición relativa del umbral
de decisión dentro de la zona de incertidumbre se evalúa en la figura 5.18.
La curvas de esta figura muestran que la mejor elección es la posición in-
termedia. Finalmente, la figura 5.19 muestra el efecto del tiempo medio de
antelación con el que se dispone de la predicción (normalizado respecto al
tiempo medio de permanencia en una célula). Tanto los valores bajos como
los altos tienen un impacto negativo en las prestaciones; mientras que lo pri-
mero parece lógico lo segundo podría parecer contradictorio. Para explicar
este efecto aparentemente contradictorio se debe tener en cuenta lo siguien-
te: en el modelo el tiempo de antelación no es determinista y por tanto al
aumentar su valor medio también aumenta su variabilidad (cuantificada por
ejemplo con la varianza); por otra parte, al aumentar el tiempo que media
entre el instante en el que se produce la predicción hasta que el movimiento
del terminal concreta esta predicción, aumenta la probabilidad de que la se-
sión termine antes de que esto último ocurra y, por tanto, la predicción es de
algún modo más incierta.
En todos los casos examinados la política óptima presenta una estructura
en forma de guard channel dinámico, en la que el número de canales reserva-
dos aumenta con el número de terminales en el conjunto de los clasificados
como H. De un modo más formal, si p(i, j) es la probabilidad de aceptar una
nueva sesión cuando el sistema está en el estado (i, j), se cumple que
p(i, j) =
1, si i ≤ ith(j)0, si i > ith(j) y ith(j) ≤ ith(j′) si j > j′,
donde ith(j) es el umbral para un para un valor dado de j.
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Figura 5.16: Influencia de la movilidad, Nh.
5.4. Conclusiones
En este capítulo se han considerado distintas políticas para el control de
admisión en redes celulares multiservicio. Entre estas políticas se incluyen la
generalización a un entorno multiservicio de las más populares en el ámbito
monoservicio (GC y FGC) y la familia más general de la políticas estaciona-
rias aleatorizadas (RS). En general se concluye que las políticas del tipo RS
presentan ciertas ventajas ya que, por una parte permiten conseguir una ma-
yor capacidad para una misma cantidad de recursos — especialmente cuando
éstos son reducidos— y, por la otra, el ajuste de los parámetros de este tipo
de políticas puede formularse de una forma más adecuada para el diseño
mediante la aplicación de la teoría de los procesos de decisión markovianos
junto con técnicas de programación lineal. Dentro de este marco proponemos
diferentes métodos para el diseño de políticas de admisión del tipo RS que
son útiles no sólo para el dimensionado de la red sino también para la fase
de operación.
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β = 10 
β = 20 
β = 100
Figura 5.17: Influencia del factor de ponderación, β.
Por otra parte, la mejor política dentro de la familia MFGC consigue una
capacidad que sin ser la óptima está muy próxima al valor óptimo, caracte-
rística ésta que se acentúa todavía más al aumentar los recursos del sistema.
Además las políticas del tipo MFGC presentan la ventaja frente a las del tipo
RS de necesitar un menor número de parámetros para describir la políti-
ca. Sin embargo, los métodos de optimación basados en la formulación de
un programa lineal no sirven para optimizar la política dentro de la familia
MFGC. Estas razones hacen interesante disponer de un método para realizar
el ajuste óptimo de los parámetros de una política MFGC. En este capítu-
lo se expone un algoritmo que realiza esta función y que es más simple y
computacionalmente más eficiente que el único precedente encontrado en la
literatura.
Finalmente se explora el impacto de incorporar información proveniente
de una predicción de futuros handovers al proceso de optimización de la po-
lítica de control de admisión. Utilizando un modelo de agente predictor im-
perfecto (que comete errores en la predicción) se ha realizado una evaluación
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x = 0     
x = 0.25·U
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x = 0.75·U
x = U     
Figura 5.18: Influencia del umbral de decisión, x/U.
numérica que cuantifica la mejora de las prestaciones en unos valores típicos
entorno al 10 %, aunque en algunos escenarios llegan a alcanzarse mejoras
de hasta el 30 %. Aunque estos resultados son en gran medida dependien-
tes del modelo de predictor utilizado, el modelo general y la metodología
empleados son fácilmente adaptables a otros modelos de predictor.
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Durante los últimos años las comunicaciones móviles han experimentado
un enorme y rápido crecimiento, y es previsible que esta tendencia continué
al menos durante un tiempo. Este crecimiento, sobre todo el que se prevé, no
se refiere únicamente a un aumento del número de usuarios o del volumen
de tráfico “tradicional” por usuario, sino que también incluye —y en parte
está causado por— un aumento de la diversidad de servicios ofrecidos so-
bre las redes móviles celulares. Para hacer compatible este crecimiento con
las inherentes limitaciones del espectro radioeléctrico es necesario un diseño
eficiente de, entre otros, los mecanismos de gestión de recursos en la interfaz
radio.
Por otra parte el análisis y diseño de este tipo de mecanismos no es una
tarea trivial pues debe enfrentarse a numerosas dificultades que en términos
generales incluyen, al menos: la impredecibilidad del tráfico, de la movili-
dad de los terminales y de las condiciones de propagación; y la interacción
de distintos servicios con diferentes características y requisitos de calidad
de servicio. Probablemente, es por esta complejidad también creciente que
en la literatura especializada se observa un aumento de los estudios basa-
dos en simulaciones. Sin embargo, aunque un enfoque basado en simulación
por eventos discretos es capaz de abordar el estudio de sistemas cuya com-
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plejidad sería difícilmente abordable mediante un modelo analítico, creemos
que es igualmente importante disponer de modelos analíticos cuya aplica-
ción complemente a la de los modelos de simulación. En general los modelos
analíticos son más adecuados para descubrir tendencias generales y propor-
cionar resultados cualitativos que facilitan una mejor comprensión del fun-
cionamiento del sistema. Además, este mejor conocimiento es útil como guía
para diseñar los experimentos adecuados a realizar mediante simulación o la
construcción de un prototipo, experimentos que en general son más costosos
en tiempo y recursos. Con este cometido, en esta tesis se ha pretendido con-
tribuir al desarrollo de modelos analíticos para la evaluación de la gestión
de recursos radio en redes móviles celulares. En particular, se han abordado
los siguientes aspectos. En el capítulo 3 se ha propuesto y analizado de una
forma unificada, una familia de algoritmos para asignar recursos en redes ce-
lulares otorgando prioridad al tráfico de peticiones de handover. Además de
un método de análisis del tipo geométrico-matricial se ha desarrollado tam-
bién un análisis basado en técnicas espectrales matriciales. En determinadas
situaciones esta última metodología ofrece una precisión mayor y un coste
computacional inferior. En el capítulo 4 se han estudiado diversos aspectos
relacionados con la permanencia del terminal móvil en el área de handover y
sus repercusiones en los modelos para la evaluación de la gestión de recursos.
Se ha desarrollado un método analítico-numérico para caracterizar estadísti-
camente el tiempo de residencia en el área de handover y de ocupación de
los recursos mientras el móvil está en esta zona. Se evalúa también la sensi-
bilidad de los parámetros de medida de prestaciones frente a la variabilidad
del tiempo de residencia en el área de handover. Finalmente, se desarrolla un
modelo de colas que permite evaluar la aplicación de distintas disciplinas de
servicio (FIFO, LIFO o SIRO), y de gestión del espacio de almacenamiento, a
las peticiones de handover que por no poder ser atendidas inmediatamente
esperan mientras el terminal permanece en el área de handover. En el capí-
tulo 5 se ha abordado el diseño del control de admisión en redes celulares
como un problema de optimización. En este contexto se proponen distintos
criterios de optimización para redes multiservicio que dan lugar a la formu-
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lación de un problema de programación lineal. Además, hemos propuesto
un algoritmo para optimizar la política de control de admisión dentro de
un conjunto más restringido, el de las políticas del tipo trunk reservation. Por
último, se estudia la ganancia que puede obtenerse si se dota al proceso de
optimización con una predicción sobre la llegada de peticiones de handover.
Desde la perspectiva en la que nos sitúa el trabajo desarrollado en esta
tesis nos aventuramos a apuntar algunas líneas de investigación —dentro del
ámbito en el que se inscribe este trabajo— que consideramos relevantes a
tenor de las tendencias que se vislumbran o comienzan a observarse en las
redes de acceso móviles. El aumento y la diversificación de servios ofrecidos
sobre este tipo de redes conlleva una reducción de la proporción del tráfico
de voz a favor del tráfico multimedia. A medida que el uso de estos nue-
vos servicios se extienda se dispondrá de medidas de tráfico cuyo análisis
será necesario para validar los modelos actuales de tráfico y movilidad o pa-
ra desarrollar otros más adecuados. La introducción de tráfico de datos, la
introducción de sistemas de modulación y codificación adaptativos para el
tráfico de tiempo real y la utilización de la conmutación de paquetes hacen
conveniente, si no necesario, realizar la gestión de recursos también a un ni-
vel de paquete, por lo que es importante desarrollar métodos y modelos para
diseñar y evaluar las prestaciones de estos mecanismos. Por otra parte, para
el nivel de sesión se necesitan nuevos mecanismos de gestión de recursos y
de los modelos que se utilizan para su estudio ya que algunas características
del nuevo escenario tecnológico lo diferencian sustancialmente del anterior
en al menos dos aspectos: la utilización de técnicas de acceso múltiple que
están limitadas por interferencia, como CDMA, introducen una fuerte inter-
dependencia entre la gestión de recursos llevada a cabo en células próximas;
con la aparición de escenarios multiacceso en los que coexisten y cooperan
distintas redes de acceso radio (GSM, GPRS, UMTS, WLAN,. . . ) con termi-
nales capaces de utilizar diferentes tecnologías de acceso, será fundamental







Notación, variables y parámetros más
utilizados
bi número de recursos necesarios para cursar una petición
1/µi tiempo medio de ocupación de los recursos por la conexión
1/µri tiempo medio de residencia en una célula
1/µci tiempo medio de duración de la conexión
λni tasa de llegadas de peticiones correspondientes a llamadas nuevas
λhi tasa de llegadas de peticiones originadas por un handover
Pni probabilidad de que una llamada nueva no sea admitida
Phi probabilidad de que una petición de handover no sea admitida
P f ti probabilidad de que una petición de handover no sea admitida
bxc mayor de los enteros menores o iguales que x
dxe menor de los enteros mayores o iguales que x
xi elemento i-ésimo del vector x
Mij elemento de la fila i, columna j de la la matriz M
Mt matriz traspuesta de la matriz M
⊗ producto de Kronecker [LR99, p. 17] de dos matrices (ejemplo: A⊗ B)
diag{·} operador que devuelve una matriz diagonal con los elementos del
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vector argumento
e vector columna de unos
ei vector cuyas entradas son todas nulas excepto la i-ésima que es 1
0 vector columna de ceros
0 matriz de ceros
I matriz identidad
La dimensión de los vectores y matrices: e, 0, 0, I, . . . , será la apropiada
en cada caso. Cuando sea necesario especificarla para evitar ambigüedad o




CAC Call Admission Control
CHT Channel Holding Time
CRT Cell Residence Time
CV Coefficient of Variation CVX = σX/E[X]
DCA Dynamic Channel Allocation
DP Dynamic Programming
EDGE Enhanced Data rates for Global Evolution
ETSI European Telecommunications Standars Institute
FGC Fractional Guard Channel
FIFO First In First Out
GC Guard Channel
GPRS General Packet Radio Service
GSM Global System for Mobile communications
HART Handover Area Residence Time
HSCSD High-Speed Circuit-Swithced Data
LEO Low Earth Orbit
LIFO Last In First Out
MAP Markovian Arrival Process
MDP Markov Decision Process
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MFGC Multiple Fractional Guard Channel
MMPP Markov Modulated Poisson Process
PH PHhase type
QBD Proceso cuasi de nacimiento y muerte (Quasi-Birth-and-Death)
SIRO Service In Random Order
TIC Tecnologías de la Información y las Comunicaciones
W-CDMA Wideband Code Division Multiple Access




infinitesimal de la sección 3.1.4
C.1. Algoritmo FGC
C.1.1. Matrices A(i)0 (i = −1, . . . , Qn − 1)
i = −1; dimensión = m× (n + 2 + Qh)
A(−1)0 =





0 0 · · · 0
λ 0 · · · 0
 .









Apéndice C. Bloques de Q
C.1.2. Matrices A(i)1 (i = −1, . . . , Qn)






. . . . . . . . .
(m− 2)µ ∗ λ
(m− 1)µ ∗

i = 0; dimensión = (n + 2 + Qh)× (n + 2 + Qh)
A(0)1 =

∗ λh + f λn









Cµ + (Qh − 1)γ ∗ λh
Cµ + Qhγ ∗

i = 1, . . . , Qn; dimensión = (n + 2 + Qh)× (n + 2 + Qh)
A(i)1 =

∗ λh + f λn
(1− f )(m + 1)µ ∗ λh









. . . ∗ λh
Cµ + Qhγ ∗

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Los elementos de la diagonal de A(i)1 , que se han representados mediante
asteriscos, toman los valores necesarios para que las filas de Q sumen cero,
es decir, A(−1)1 e + A
(−1)
0 e = 0 y A
(i)
2 e + A
(i)
1 e + A
(i)
0 e = 0 (i = 0, . . . , Qn).
C.1.3. Matrices A(i)2 (i = 0, . . . , Qn)
i = 0; dimensión = (n + 2 + Qh)×m
A(0)2 =





0 0 · · · 0
0 0 · · · 0

i = 1, . . . , Qn; dimensión = (n + 2 + Qh)× (n + 2 + Qh)
A(i)2 = iηIn+2+Qh + µ

m




C.2.1. Matrices A(i)0 (i = −1, . . . , Qn − 1)
Estas matrices coinciden con las matrices correspondientes del algoritmo
FGC.
C.2.2. Matrices A(i)1 (i = −1, . . . , Qn)
i = −1; dimensión = m×m
Esta matriz coincide con la matriz correspondiente del algoritmo FGC.
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i = 0; dimensión = (n + 2 + Qh)× (n + 2 + Qh)
Esta matriz coincide con la matriz correspondiente del algoritmo FGC.
i = 1, . . . , Qn; dimensión = (n + 2 + Qh)× (n + 2 + Qh)
A(i)1 =

∗ λh + f λn
(m + 1− t)µ ∗ λh
. . . . . . . . .
(C− t)µ ∗ λh
Cµ + γ ∗ λh
. . . . . . . . .
. . . ∗ λh
Cµ + Qhγ ∗

C.2.3. Matrices A(i)2 (i = 0, . . . , Qn)
i = 0; dimensión = (n + 2 + Qh)×m
Esta matriz coincide con la matriz correspondiente del algoritmo FGC.
i = 1, . . . , Qn; dimensión = (n + 2 + Qh)× (n + 2 + Qh)
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C.3. Algoritmo F-HOPS
C.3.1. Matrices A(i)0 (i = −m, . . . , Qn − 1)
i = −m, . . . ,−2; dimensión = 2(n + 1)× 2(n + 1)
A(i)0 = λI2(n+1)




i = 0, . . . , Qn − 1; dimensión = [2(n + 1) + Qh]× [2(n + 1) + Qh]
A(i)0 =

(1− f )λn In+1 0
0 λn In+1+Qh

C.3.2. Matrices A(i)1 (i = −m, . . . , Qn)






. . . . . .
. . . . . . . . .








. . . . . .
. . . . . . . . .








Cµ + 2γ ∗ λh
Cµ + 3γ
. . . . . .
. . . . . . . . .
. . . ∗ λh
Cµ + Qhγ ∗







i = 0; dimensión = [2(n + 1) + Qh]× [2(n + 1) + Qh]
A(0)1 =

U1 ( f λn + λh)In+1 0




λh · · · 0




0 · · · 0

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i = 1, . . . , Qn; dimensión = [2(n + 1) + Qh]× [2(n + 1) + Qh]
A(i)1 =

U1 ( f λn + λh)In+1 0
0 · · · 0
(1− f )µIn+1 U2
...
...
λh · · · 0




0 · · · 0

C.3.3. Matrices A(i)2 (i = −(m− 1), . . . , Qn)
i = −(m− 1), . . . ,−1; dimensión = 2(n + 1)× 2(n + 1)
A(i)2 = (m + i)µI2(n+1)
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i = 1, . . . , Qn; dimensión = [2(n + 1) + Qh]× [2(n + 1) + Qh]
A(i)2 =

(mµ + iη)In+1 0




C.4.1. Matrices A(i)0 (i = −m, . . . , Qn − 1)












i = 0, . . . , Qn − 1; dimensión = [2(n + 1) + Qh]× [2(n + 1) + Qh]
Estas matrices coinciden con las matrices correspondientes del algoritmo
F-HOPS.
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C.4.2. Matrices A(i)1 (i = −m, . . . , Qn)
i = −m, . . . ,−1; dimensión = 2(n + 1)× 2(n + 1)
A(i)1 =





0 · · · λh
µIn+1 U2







. . . 0
f λn
f λn + λh




λh · · · 0




0 · · · 0

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. . . 0
f λn
f λn + λh
0 · · · 0
(1− f )µIn+1 U2
...
...
λh · · · 0




0 · · · 0

C.4.3. Matrices A(i)2 (i = −(m− 1), . . . , Qn)
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