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Abstract
In time series data, Hawkes Processes model mutual-excitation
between temporal events when the arrival of an event makes
future events more likely to happen. Identification of such
temporal covariance can reveal the underlying structure to
predict future events better. In this paper, we present a new
framework to decompose complex covariance structure with
a composition of multiple basic self-triggering kernels. Our
composition scheme decomposes the empirical covariance ma-
trix into the sum or the product of base kernels which are easily
interpretable. Here, we present the first multiplicative kernel
composition methods for Hawkes Processes. We demonstrate
that the new automatic kernel decomposition procedure out-
performs the existing methods on the prediction of discrete
events in real-world data.
Introduction
Hawkes Processes (HPs) (Hawkes 1971) model self-exciting
behavior, i.e., when the arrival of one event makes future
events more likely to happen. This type of behavior has been
observed in various domains, such as earthquakes, financial
markets, web traffic patterns, crime rates (Linderman and
Adams 2014; Mohler et al. 2012) and social media (Zhao et
al. 2015).
As an example, in high-frequency finance, buyers and
sellers of stocks demonstrate herding behavior (Embrechts,
Liniger, and Lin 2011; Bacry and Muzy 2016). After the
main earthquake, several aftershocks follow according to a
time-clustered pattern (Ogata 1999). In web data, hyperlink
proliferation across pages exhibit self- and mutual-excitation
(Etesami et al. 2016). In criminology, gang-related retaliatory
crime patterns are grouped in time (Linderman and Adams
2014). In social media, the ‘infectiousness’ of posts can be
shown to be modeled through a self-excitement and mutual-
excitement assumption (Zhao et al. 2015).
In HPs analysis, parametric kernels capture intra-domain
typical behaviors: quick time-decaying exponential excita-
tion in the case of finance and web data (Bacry, Dayri, and
Muzy 2012; Etesami et al. 2016); slower power-law decay
in earthquake-related data (Ogata 1999); and periodicity-
inducing sinusoidal kernel in TV-watching data (Xu, Fara-
jtabar, and Zha 2016).
When an appropriate kernel is selected, the kernel parame-
ters are fitted to predict future events. The parameters may be
fitted to the data through the gradient descent (GD) method
over a likelihood function penalized by a regularization crite-
rion (e.g., Akaike Information Criterion) on the number of
parameters (Ozaki 1979). Another method of kernel estima-
tion is through the use of the power spectrum of the second
order statistics of the process: covariance density and normal-
ized covariance (Hawkes 1971). These are well defined when
the self-triggering function induces what is called stationary
behaviour.
However, kernel selection in HPs analysis is a challenging
problem, since an appropriate kernel should be manually se-
lected in practice. In this paper, we present a kernel structure
search algorithm for HPs. Given base kernels, our algorithm
finds the best fitting one, considering composition (sum and
product) of base kernels. For verifying the stationarity prop-
erty of each composite kernel, we also derived analytical
expressions for the stationarity conditions. To our best knowl-
edge, our method is the first multi-type kernel composition
framework for HPs.
The main steps of the automatic framework, which will
be thoroughly explained in the following sections, are dis-
cretized kernel estimation and greedy search in kernel com-
position space.
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Figure 1: Several phenomena, such as Earthquakes, exhibit
temporal dependencies which can be modeled by Hawkes
Processes. The diagram is modified from ‘quakecatcher.net.’
Related Work
Automatic analysis frameworks for Gaussian Processes (GPs)
are proposed in (Duvenaud et al. 2013) and (Hwang, Tong,
and Choi 2016). However, due to fundamental distinctions
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Figure 2: Examples of intensity functions with four different self-triggering Point Processes λ(t). The same observation could correspond to
significantly different intensity functions, each one with distinct self-triggering kernels.
between GPs and HPs (such as stationarity conditions and
causality assumptions for the latter), the techniques proposed
for GPs can not be extended to HPs in a straightforward
manner.
(Etesami et al. 2016) uses exponential kernels for model-
ing quick-decay in finance or web data. (Ogata 1999) models
slow decay influence with power-law kernels in earthquake,
while (Zhao et al. 2015) performs power law modeling exper-
iments with social media-related data. (Xu, Farajtabar, and
Zha 2016) uses sinusoidal kernels for modeling periodicity-
inducing influence in TV watching-related data (IPTV) , in
which watching one episode of a TV program makes the
viewer more likely to watch further ones. Since these shows
are usually broadcasted weekly, the TV-watching behavior is
likely to demonstrate a weekly self-excitement. In addition,
according to (Linderman and Adams 2014), homicide rates
show a pronounced seasonal effect, peaking in the summer
and tapering in the winter.
More recent works, such as the neural network-based
Hawkes processes in (Du et al. 2016; Mei and Eisner 2017)
and the time-dependent Hawkes process (TiDeH) (Kobayashi
and Lambiotte 2016), allow for learning very flexible Hawkes
processes with highly complicated intensity functions, while
depending on the size and the quality of data. In this work,
however, we focus on the interpretability, or explainability,
of said functions and their corresponding typical behaviours,
which are core factors on the Hawkes kernel selection and
optimization.
Hawkes Processes
A point process with a sequence of n time-events is expressed
by a vector of the form (t1,t2, ... , tn). Treating the real line
as a time axis, the vector can be intuitively associated with
a counting process N(t), such that dN(t) = 1, if there is an
event at time t; and dN(t) = 0, otherwise.
A point process can be described through its intensity func-
tion (λ(t)), which can be understood as the instantaneous
expected rate of arrival of events, or the expectation of deriva-
tive of the counting process N(t):
λ(t) = lim
h→0
E[N(t+ h)−N(t)]
h
(1)
This intensity function uniquely characterizes the finite-
dimensional distributions of the point process (Daley and
Vere-Jones 2003). A simple example of this function would
be the constant mean rate of arrival, µ, in the case of a homo-
geneous Poisson process.
HPs model the intensity function in terms of self-excitation:
the arrival of an event makes subsequent arrivals more likely
to happen (Laub, Taimre, and Pollett 2015). HPs can be de-
scribed through the following conditional intensity function
λ(t):
lim
h→0
E[N(t+ h)−N(t)|H(t)]
h
= µ+
∫ t
−∞
φ(t− u)dN(u),
where
• H(t) is the history of the process, the set containing all the
events up to time t;
• µ is called background rate, or exogenous intensity, which
is fixed as the mean rate of a homogeneous Poisson pro-
cess;
• φ(t) is denominated self-triggering kernel, or excitation
function.
From this function, one may notice that the intensity at
time t will likely be affected by events which happened before
the time t, described by the history of the process. From
(Hawkes 1971), we have that, if:
||φ|| :=
∫ ∞
0
φ(t)dt ≤ 1, (2)
then the corresponding process will show wide-sense station-
ary behavior, from which the asymptotic steady arrival rate,
or first-order statistics, Λ = µ(1−||φ||) , can be obtained, along
with its covariance function, or second-order statistics, which
is independent of t, ν(τ) = E[dN(t)dN(t+ τ)].
Estimating Λ and ν(τ) requires wide-sense stationarity
assumptions which, besides being analytically convenient,
are also connected to the fact that, in real data, the chain
of self-excitedly induced further events will always be of
finite type, or without ‘blowing up.’ This corroborates the
practicality of the estimated model.
Discretized Kernel Estimation
Being one possible way of recovering the triggering kernel
of a HP, this step is fully described in (Bacry, Dayri, and
Muzy 2012), and basically consists of building an estimator
of φ(t) from empirical measurements of ν(τ), the stationary
covariance.
Given a finite sequence of ordered time-events in [0, T ],
we fix a window size of h, and estimate ν(τ) as:
ν(h)τ =
1
h
E
(
(
∫ h
0
dNs − Λh)(
∫ τ+h
τ
dNs − Λh)
)
(3)
In practice, this estimation is done in discrete time steps δ,
up to a maximum value of τ . 1:
ν
(h)
τ,δ=
1
T
bT/δc∑
i=1
(dN
(h)
iδ −dN (h)(i−1)δ)(dN (h)iδ+τ−dN (h)(i−1)δ+τ ), (4)
where dN (h)iδ is the total number of events happening between
t = iδ and t = iδ + h.
From (Bacry, Dayri, and Muzy 2012), we have that, given
g
(h)
t = (1− |h|t )+, i.e., a triangular kernel density estimator
with bandwidth h, we have the following relation in Laplace
domain:
ˆ
ν
(h)
z = gˆz
(h)(1 + ψˆ?z)Λ(1 + ψˆ
?
z)
†, where2:
ψˆz =
+∞∑
n=1
φˆnz =
φˆz
(1−φˆz) .
Working with the Fourier transform restriction, i.e., (z = iω,
with ω ∈ R) and given that gˆ(h)iω = 4ω2h sin2(ωh2 ), we get to
(1 + ψˆ?z)Λ(1 + ψˆ
?
z)
† =
ˆ
ν
(h)
z
gˆz(h)
, (5)
where we fix h = δ, so we do not bother with cancellations of
gˆ
(h)
z . Then, from: |1+ψˆiω|2= νˆ
(h)
z
Λgˆz(h)
,we get to the discretized
estimation of φt by taking the inverse Fourier transform of:
φˆiω = 1− e− log |1+ψˆiω|+iH(log |1+ψˆiω|), (6)
in which the operator H(·) refers to the Hilbert transform.
Automatic Kernel Decomposition for HPs
This section presents the second step of the automatic kernel
identification: a parametric kernel search through our new
kernel decomposition scheme.
1In our case, we used a carefully designed heuristics explained
in the section Experimental Results.
2Given a function ft, fˆz is its Laplace Transform, and the “?”
symbol corresponds to its conjugate.
Self-Exciting Kernels
From the definition of the conditional intensity function, the
self-excitation of the process is expressed through the ker-
nel function φ(t). For the kernel decomposition, four base
kernels will be used for identifying and estimating typical
triggering behaviors as shown in Table 1:
• EXP(α,β): The decay exponential kernel is parameterized
by the amplitude α and decay rate β, and is useful for
modeling quick influence decay, in which initial transac-
tions/hyperlinks have a lot of impact initially but rapidly
reduce their influence over time;
• PWL(K,c,p): The power law kernel is parameterized by
the amplitude K, the exponent p, and the constant c, mod-
eling a slower decaying trend than the exponential;
• SQR(B,L): The pulse kernel is described by the amplitude
B and the length L. Being a trivial, steady, and self-exciting
dynamics on its own, it may also work as an offset level
for the combined triggering with other kernel types, in the
case of addition, and as a horizon truncation, in the case of
multiplication3;
• SNS(A,ω): A truncated sinusoidal kernel, parameterized
by the amplitude A and the angular velocity ω. This type
of kernel base function captures well the self-excitement
of periodic events.
α A
L
B
K
cp
EXP SNSPWL SQR
Figure 3: Four base kernel types.
Type Equation
Exponential (EXP(α,β)) αe−βt
Power-Law (PWL(K,c,p)) K(c+t)p , (p > 1)
Pulse (SQR(B,L)) B(u(t)− u(t− L))
Sinusoidal (SNS(A,ω)) Asin(ωt), t ∈ [0, piω ]
Table 1: Base kernels and their equations.
Here, the discretized kernel estimation is optional when
a direct optimization of kernel structure is possible. Unfor-
tunately, discontinuous functions (SQR, SNS) do not allow
such optimization (e.g., Gradient Descent, Nelder-Mead).
In this paper, we use the discretized kernel estimation as a
unified method for both continuous (EXP, PWL) and discon-
tinuous (SQR, SNS) kernels; and, most importantly, their
combinations.
Furthermore, another great advantage of this step, com-
pared with traditional sequential methods, is the fact that the
value of ν for each value of τ can be calculated independently,
while, in Gradient Descent, the value of the parameters at step
t must be obtained before the values for step t+1. When com-
bined with the parallelization of loops in our algorithm, this
3u(t) is the step function.
Figure 4: Discretized covariance estimate from a sequence
generated with (a) EXP, (b) SQR, and (c) SNS kernels.
Figure 5: Our kernel decomposition algorithm for exploiting
and analyzing distinct behaviours in Hawkes Processes.
step significantly improves the speed of obtaining the most
likely parametric representations of the sample processes.
Kernel Decomposition
For expressing the discretized estimation in terms of the four
base kernels, the following steps are executed:
1. Calculate residues (L1-error) w.r.t. the four basic kernels
{EXP, PWL, SQR, SNS};
2. Select the kernel with the minimum residue MR1, denom-
inated K1;
3. Check whether the estimated parameters of the kernel
satisfy the stationarity condition, by using the closed-form
expressions from Table 2;
4. Calculate residues w.r.t. a total of 8 kernel expansions, re-
sulting from 2 operations (addition and multiplication) per
base kernel {+EXP,×EXP, +PWL,×PWL, +SQR,×SQR,
+SNS, ×SNS}, while fixing the optimized parameters for
K1, in the case of Additive Combination, and recalculating
all the parameters, in the case of Multiplicative Combina-
tion;
5. Select the kernel with minimum residue MR2, denomi-
nated K2, and check the spectral radius condition (calcu-
lated in closed-form from Table 3);
6. If both K1 and K2 are stable, and MR1 < MR2/η (η
would act as a regularization parameter), pick K1 . Else,
pick K2.
7. If likelihood (llh) of direct optimization (GD, Nelder-
Mead) is greater than likelihood of kernel decomposition,
output GD model. Else, output the decomposition model.
Regarding the computational efficiency of the decomposi-
tion algorithm, two strategies yielded results at a much lower
computational cost, without altering the results of the decom-
position:
• Selecting the best kernel through the error, instead of like-
lihood;
• Greedy search of K2 based on the selected K1, instead of
doing a brute-force search over all the 4× 8 = 32 possible
combinations for K2.
Figure 5 explains the algorithm up to the depth two, for
illustration purposes. Our kernel decomposition scheme can
be expanded into multiple depths, as explained in Section .
Our algorithm is presented in Algorithm 1.
Type Stationarity Condition
EXP(α,β) α/β
PWL(K,c,p) Kc1−p/(p− 1), (p > 1)
SQR(B,L) BL
SNS(A,ω) 2A/ω
Table 2: Stationarity conditions of the base kernels: the ex-
pressions in the stationarity condition should be set to less
than 1.
Algorithm 1 Automatic Decomposition of HP Kernels
1: kest ← input, output = Null
2: fit1 ← fit(kest; ∅, {EXP, PWL, SQR, SNS})
3: K1 ← index_of_kernel(min_residue(fit1))
4: MR1 ← min_residue(fit1)
5: fit2 ← fit(kest;K1, {+EXP, * EXP,+PWL, *PWL,
+SQR, *SQR,+SNS, *SNS})
6: MR2 ← min_residue(fit2)
7: K2 ← index(min_residue(fit2))
8: if ||φK1 || < 1 then
9: output← K1
10: if ||φK2 || < 1 then
11: if output 6= Null then
12: if MR1 ≥ 1ηMR2 then
13: output← K2
14: else
15: output← K2
16: if llh(output) < llh(GD) then
17: output← GD
Stationarity Conditions
Verifying the stationarity condition is one of the most im-
portant steps in the kernel search. When we end up with a
Base Kernel Base Kernel Condition
EXP(α,β) EXP(α,β) α1α2/(β1 + β2) (closed under multiplication)
EXP(α,β) PWL(K,c,p) αKβp−1eβcΓ(1− p, βc)
EXP(α,β) SQR(B,L)
(
αB(1− e−βL)) /β
EXP(α,β) SNS(A,ω)
(
Aαω(1 + e
−βpi
ω )
)
/(ω2 + β2)
PWL(K1, c1, p1) PWL(K2, c2, p2) ≤ (K1K2) /
(
(p1 + p2 − 1) min(c1, c2)(p1+p2−1)
)
(upper bound)
PWL(K,c,p) SQR(B,L)
(
KB(c−(p−1) − (c+ L)−(p−1))) /(p− 1)
PWL(K,c,p) SNS(A,ω) ≤ KA ((c+ piω )1−p − c1−p) /(1− p) (upper bound)
SQR(B,L) SQR(B,L) BL
SQR(B,L) SNS(A,ω) 2AB/ω
SNS(A,ω) SNS(A,ω) piA/(2ω)
Table 3: Stationarity Condition for Multiplicative Combination of the four Base Kernels.
non-stationary kernel, estimating future events can not be
accurate.
To solve this issue, we developed closed-form expressions,
either in the form of equality or as an upper bound, which
are shown in Table 2, for the case of a single kernel, and
Table 3, for multiplicative combinations of two kernels 4. The
conditions for additive combinations can be derived from the
conditions for single kernels in a straightforward manner.
The kernel is said to induce stationarity if the result of
the expression calculated using the estimated parameters
belongs to the interval [0,1). This can be justified both from
the point-of-view of HP as a branching process, also called
immigrant-birth representation (Liniger 2009), and of the
boundedness of the spectral radius (largest absolute value
among the eigenvalues) of the excitation matrix. 5
Scale-Independence Criterion
For an automatic time series analysis, scale-independence
is indispensable, as time sequences of disjoint datasets may
occur in time scales differing by several orders of magnitude.
As an example, earthquake events’ occurrences in a sequence
are spaced by intervals of monthly and yearly scales. Thus,
setting a horizon of a few months as the maximum value of τ
in Equation (4) might result in a satisfactory discrete estima-
tion grid. However, using the same time length for estimating
the triggering behavior of a finance-related sequence would
require an impractically large grid resolution.
A histogram of all the time intervals between events in a
sequence may be readily generated, and is an indicator of the
overall magnitude of the spacing among the events. Thus, as
a rule of thumb, the horizon length for τ may be set as the
smaller time interval strictly larger than a percentage of the
sequence’s intervals. The values of 50 % and 95 % were used.
In practice, this value of horizon length is obtained with the
help of a histogram composed by 100 bins.
4 Γ(·, ·) is the well-known incomplete Gamma function:
Γ(a, y) =
∫∞
y
ta−1e−tdt
5For the univariate HP case, the excitation matrix has dimension
one, being only the excitation function, φ(t).
Higher-order Kernel Decomposition
A sequential additive decomposition of the discretized esti-
mation vector is rather straightforward, since one may just
set the residual vector from the previous stages as the input
of the next ones.
In the case of multiplicative decomposition, it is nontrivial
to find the result of intraclass decomposition. To the best
of our knowledge, no analysis on multiplicative HP kernel
decomposition is reported yet.
In this paper, we provide a new upper bound over an inter-
class kernel product of unknown degree, as in:
[EXP]k1 × [PWL]k2 × [SQR]k3 × [SNS]k4
for ki ∈ Z∗, where the operator “[·]k” corresponds to the
set of functions which can be decomposed into a k-th order
product of kernels, e.g:
[EXP ]
k
= α1e
−β1x ∗ α2e−β2x ∗ ... ∗ αke−βkx︸ ︷︷ ︸
k terms
.
By deriving the four possible intraclass kernel products, one
may observe that the typical self-exciting behavior features
of each kernel type are preserved, as in the following:
• [EXP]k1 reduces to the case of a single exponential with
α =
∏k1
i=1 αi and β =
∑k1
i=1 βi, thus still accounting for
its ‘quick-decay’ behavior: [EXP]k1 ⊂ [EXP]
• [PWL]k2 is lower bounded by a single PWL kernel with
K =
∏k2
i=1Ki, c = max(c1, ..., ck2) and p =
∑k2
i=1 pi,
thus still accounting for its ‘slow-decay’ behavior
• [SQR]k3 reduces to a single SQR kernel with B =∏k4
i=1Bi and L = min(L1, ..., Lk4), thus still account-
ing for its ‘steady-triggering’ behavior: [SQR]k3 ⊂ [SQR]
• [SNS]k4 has A = ∏k4i=1Ai and a ‘spikier’ aspect (higher
bandwidth), thus still accounting for its ‘periodicity-
inducing’ behavior
Thus, on deepening the decomposition algorithm by overly
increasing the number of levels above 2, we may be, in fact,
adding little information on the qualitative aspect of the self-
exciting behavior analysis of the data while making it more
prone to overfitting to the noisiness of the discretized estima-
tion vectors.
Upper Bound
Furthermore, regarding the boundedness of the higher-order
decompositions, from the exact results for EXP and SQR
intraclass decompositions and the upper bounds for the PWL
and SNS ones, we have that:
[EXP]k1 × [PWL]k2 × [SQR]k3 × [SNS]k4
≤ αe−βx K
(x+ cupper)p
BAsin(ωx) ≤ αBKAe
−βx
(x+ cupper)p
= EXP(α, β)×PWL(K, cupper, p)k2×SQR(B,L)×A,
for 0 ≤ x ≤ min(L, pi
ω
), and 0 otherwise.
Experimental Results
To demonstrate the benefits of the kernel decomposition
framework, we conducted experiments with synthetic, finan-
cial and earthquake data.
For real-world data sets, no prior information about the
kernel (type and parameters) is available. Thus, we use the
log-likelihood of the kernel function over the time sequence
as a quality criterion.
Given a realization (t1, t2, ..., tk) of some regular point
process on [0,T], its log-likelihood (l) is expressed as:
l(t1, ..., tk) =
∑k
i=1 log(λ(ti))−
∫ T
0
λ(u)du.
For an automatic time series analysis, scale-independence
is indispensable, as time sequences of disjoint datasets may
occur in time scales differing by several orders of magnitude.
As an example, earthquake events’ occurrences in a sequence
are spaced by intervals of monthly and yearly scales. Thus,
setting a horizon of a few months as the maximum value of τ
in Equation (4) might result in a satisfactory discrete estima-
tion grid. However, using the same time length for estimating
the triggering behavior of a finance-related sequence would
require an impractically large grid resolution.
A histogram of all the time intervals between events in a
sequence may be readily generated, and is an indicator of the
overall magnitude of the spacing among the events. Thus, as
a rule of thumb, the horizon length for τ may be set as the
smaller time interval strictly larger than a percentage of the
sequence’s intervals. The values of 50 % and 95 % were used.
In practice, this value of horizon length is obtained with the
help of a histogram composed by 100 bins.
Financial Data
In the finance domain, HPs have become more prevalent, due
to its structure being naturally adapted to model systems in
which the discrete nature of the jumps in Nt is relevant, mak-
ing the model remarkably suited to modeling high-frequency
data (Bacry, Mastromatteo, and Muzy 2015).
Here, we picked the 19 top-varying companies of the Tech-
nology, Healthcare, Industrial, Services and Utilities cate-
gories of Yahoo Finance. We extracted tick data from every
Dataset l(K1) l(K2)
Technology -2097.0 -1894.6
Healthcare -2677.7 -2446.2
Industrial -2309.7 -2127.9
Services -2368.9 -2218.7
Utilities -2427.9 -2266.3
Table 4: Average log-likelihood, over each of the five finan-
cial data sets, for the two levels of decomposition.
Dataset # of Seq. l(K1,K2)>l(EXP) l(K2)>l(K1)
Technology 70 67.14% 98.57%
Healthcare 117 62.39% 92.31%
Industrial 53 64.15% 94.34%
Services 61 54.09% 85.25%
Utilities 48 77.08% 93.75%
Table 5: Aggregate comparison, among the gradient descent
based HP model and the first- and second-level decomposi-
tions of the proposed algorithm, for each of the five financial
data sets.
two minutes of 30 business days (02/02/2017 to 02/23/2017
for Technology and 04/07/2017 to 05/18/2017 for the other
ones). Whenever a stock price changed by some magnitude
higher than some threshold, an event was logged in the corre-
sponding time sequence. Ten different percentual thresholds,
increasing at equally spaced intervals from 0.03% to 0.3%,
were applied. This procedure resulted in a number of valid
sequences, for each category, indicated in Table 5, since the
remaining ones did not contain enough points for the splitting
between training and validation subsequences.
As in extrapolation tasks, the 80% of the first elements
for each sequence were then used as training data, and the
remaining 20% were used for validation, i.e., we estimated
the parameters of the kernel using the first 24 days and then
calculated the log-likelihood on the last 6 days of each se-
quence. The kernel was then normalized to 2 min = 120
sec. When comparing the log-likelihoods of first and second
level decompositions, we observed that the second level, with
composite kernels, resulted in a higher log-likelihood in the
majority of sequences from each category, as indicated in
Table 5, what corroborates that a more flexible model of the
kernel provides a more accurate description of the underlying
dynamics of the process. The average log-likelihood for each
level is shown in Table 4. The comparison of each sequence
is shown in Figure 7.
When comparing the performance of the best estimation
among the two levels and the usual exponential HP model
used in financial analysis, fitted through the gradient-based
method from (Ozaki 1979), it is possible to see that the ker-
nel composition exhibited a much more robust performance.
Although the exponential HP performed well in some se-
quences, it tended to get stuck in local maxima with very
poor performance, usually leading to unstable or negative
combinations of parameters, for which the likelihood is null.
The kernel composition performs better in the majority of
sequences, as shown in Table 5. We provide the comparison
of each individual sequence in the supplementary material.
Figure 6: Error bar plot with mean and standard deviation of
the difference among log-likelihood, l(K2) − l(K1), over
each of the five categories of stocks. A positive value means
that l(K2) is greater than l(K1).
Figure 7: Comparison among log-likelihood of first (green)
and second level (blue) of kernel decomposition algorithm,
for each valid sequence.
Earthquake Data
The data considered for the earthquake experiment was a
set of 100 time sequences extracted from the USGS NCSN
Catalog (NCEDC database), from the day of 01/01/1966 to
01/01/2015. The latitude range was [30,55], and the longi-
tude range was [-140,-110]. Different length intervals and
resulting areas were considered. Whenever the magnitude of
an event exceeded some threshold, its time coordinate was
added to the corresponding input time sequence. The magni-
tude thresholds were varied among 2.5, 3.0, 3.5 and 4.0; and
the grid resolution was set to 20 and 100 points.
Seeking scale-independent search, we use the aforemen-
tioned histogram heuristics: earthquakes events are separated
by time intervals of monthly or yearly scales. Thus, the esti-
mation horizon for financial data, for example, lasting usually
only a few seconds, would hardly capture the overall aspect
of the triggering behavior in this case.
(a) Stocks
(b) Earthquake
Figure 9: Good resolution of kernels in (a) Stocks and (b)
Earthquake data was achieved by histogram-based criteria,
despite the very different time scales among these two kinds
of data (103 and 109, respectively).
The results indicate a strong agreement with the long stand-
ing assumption of a power-law shaped kernel for the intensity
of aftershocks’ occurrences (‘Omori’s Law’ (1894)). For 20-
point grid resolution, the relative frequency of each kernel
was (EXP, PWL, SQR, SNS) = (0, 97, 2, 1). For the 100-
point grid resolution, the relative frequency was (0, 99, 1, 0).
Q-Q plots from the estimated models are shown in Figure
8, in which comparisons to the original sequence are made
among sequences generated by our kernel composition, the
discretized estimate and the usual Power-Law kernel model,
fitted through the gradient descent based method (GD) (Ogata
1999). Both our method and the discretized estimate perform
very close to the original sequence, while the GD method
tended to get stuck in local optima with poor performance.
Verifying Scale-Independence Criterion
To verify the histogram criteria (explained in Section ), used
the data sets ( Stocks and Earthquake). As shown in Figure 9,
The histogram criteria allows us to find a good resolution of
kernels in highly different scales.
Figure 8: Q-Q Plots, in logarithmic form (x axis is time and y axis is magnitude), from kernel decomposition estimation over the
Earthquake Dataset sequences.
Conclusion
Hawkes processes are point processes which capture self-
exciting discrete events in time series data. To predict fu-
ture events with HPs, an appropriate kernel is selected by
hands, previously. In this paper, we proposed a new temporal
covariance-based kernel decomposition method to represent
various self-exciting behaviors. We also presented a model
(structure/parameter) learning algorithm to select the best HP
kernel given the temporal discrete events. The stationarity
conditions are derived to guarantee the validity of the kernel
learning algorithm. In experiments, we demonstrated that the
proposed algorithm performs better than existing methods to
predict future events by automatically selecting kernels.
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Derivations of Stationarity Criteria for Multiplicative Combinations of Kernels
This appendix introduces the full derivations of stationarity criteria for the second order multiplicative compositions of the four
base kernels.
EXP x EXP
For the combination “EXPxEXP”, we have that, for stationarity to be achieved:
0 ≤
∫ ∞
0
EXP (α1, β1)EXP (α2, β2)dx < 1
0 ≤
∫ ∞
0
α1e
α1xα2e
β2xdx < 1
Thus: ∫ ∞
0
α1e
−β1xα2e−β2xdx =
∫ ∞
0
(α1α2)e
−(β1+β2)xdx
=
∫ ∞
0
αe−βxdx =
α
β
=
α1α2
β1 + β2
So, this case reduces to the case of a single exponential.
EXP x PWL
For the combination “EXPxPWL”, we have that, for stationarity to be achieved:
0 ≤
∫ ∞
0
EXP (α, β)PWL(K, c, p)dx < 1
0 ≤
∫ ∞
0
αe−βx
K
(x+ c)p
dx < 1
Thus: ∫ ∞
0
αe−βx
K
(x+ c)p
dx = αK
∫ ∞
0
(x+ c)−pe−βxdx
= αKeβc
∫ ∞
0
(x+ c)−pe−β(x+c)dx
= αKeβcβp
∫ ∞
0
(β(x+ c))−pe−β(x+c)dx
= αKeβcβp−1
∫ ∞
βc
t−pe−tdt
= αKeβcβp−1Γ(1− p, βc),
where Γ(·, ·) is the well-known Incomplete Gamma Function: Γ(a, y) = ∫∞
y
ta−1e−tdt.
EXP x SQR
For the combination “EXPxSQR”, we have that, for stationarity to be achieved:
0 ≤
∫ ∞
0
EXP (α, β)SQR(B,L)dx < 1
0 ≤
∫ L
0
αBe−βxdx < 1
Thus: ∫ L
0
αBe−βxdx =
[
αBe−βx
β
]L
0
=
αB(1− e−βL)
β
So, in the case of a multiplicative combination, the SQR kernel acts as a truncation horizon.
EXP x SNS
For the combination “EXPxSNS”, we have that, for stationarity to be achieved:
0 ≤
∫ ∞
0
EXP (α, β)SNS(A,ω)dx < 1
0 ≤
∫ pi
ω
0
Aαe−βxsin(ωx)dx < 1
Where: ∫ pi
ω
0
Aαe−βxsin(ωx)dx =
∫ pi
ω
0
Aαe−βx
eiωx − e−iωx
2i
dx
=
Aα
2i
[
e(−β+iω)x
−β + iω −
e(−β−iω)x
−β − iω
]pi
ω
0
=
Aα
2i
[
(−β − iω)e(−β+iω)x − (−β + iω)e(−β−iω)x
β2 + ω2
]pi
ω
0
=
[
Aαe−βx
2i
2iωcos(ωx)− 2βsin(ωx)
β2 + ω2
]pi
ω
0
=
Aα
2i
−2iω(e
−βpi
ω − 1)
β2 + ω2
=
Aαω(1 + e
−βpi
ω )
(ω2 + β2)
PWL x PWL
In the case of the combination “PWLxPWL”, an upper bound is derived as follows:
0 ≤
∫ ∞
0
PWL(K1, c1, p1)PWL(K2, c2, p2)dx < 1
0 ≤
∫ ∞
0
K1
(x+ c1)p1
K2
(x+ c2)p2
dx < 1
Then: ∫ ∞
0
K1
(x+ c1)p1
K2
(x+ c2)p2
dx ≤
∫ ∞
0
K1K2
(x+min(c1, c2))p1+p2
dx
=
K1K2
(p1 + p2 − 1)min(c1, c2)(p1+p2−1)
PWL x SQR
For the combination “PWLxSQR”, we have that, for stationarity to be achieved:
0 ≤
∫ ∞
0
PWL(K, c, p)SQR(B,L)dx < 1
0 ≤
∫ L
0
KB
(x+ c)p
dx < 1
Where: ∫ L
0
KB
(x+ c)p
dx =
[
KB
(1− p)(x+ c)(p−1) ]
]L
0
=
KB(c−(p−1) − (c+ L)−(p−1))
p− 1
So, once again, the SQR kernel acts as a truncation horizon.
PWL x SNS
In the case of the combination “PWLxSNS”, an upper bound is derived as follows:
0 ≤
∫ ∞
0
PWL(K, c, p)SNS(A,ω)dx < 1
0 ≤
∫ pi
ω
0
KAsin(ωx)
(x+ c)p
dx < 1
Where:
∫ pi
ω
0
KAsin(ωx)
(x+ c)p
dx ≤
∫ pi
ω
0
KA
(x+ c)p
dx
=
[
KA
(1− p)(x+ c)(p−1) ]
]pi
ω
0
= KA
((c+ piω )
1−p − c1−p)
1− p
SQR x SQR
For the combination “SQRxSQR”, we have that, for stationarity to be achieved:
0 ≤
∫ ∞
0
SQR(B1, L1)SQR(B2, L2)dx < 1
0 ≤
∫ min(L1,L2)
0
B1B2dx < 1
Where: ∫ min(L1,L2)
0
B1B2dx = B1B2min(L1, L2) = BL
So, the multiplicative combination of two SQR kernels may be reduced to the case of a single SQR kernel.
SQR x SNS
In the case of combinations of discontinuous kernels (SQR and SNS), we assume they have the same starting and ending points,
i.e., L =
pi
ω
. So, for the combination “SQRxSNS”, we have that, for stationarity to be achieved:
0 ≤
∫ ∞
0
SQR(B,L)SNS(A,ω)dx < 1
0 ≤
∫ pi
ω
0
ABsin(ωx)dx < 1
Where:
∫ pi
ω
0
ABsin(ωx)dx =
2AB
ω
SNS x SNS
In the case of combinations of discontinuous kernels (SQR and SNS), we assume they have the same starting and ending points.
So, for the combination “SNSxSNS”, we have that, for stationarity to be achieved:
0 ≤
∫ ∞
0
SNS(A1, ω)SNS(A2, ω)dx < 1
0 ≤
∫ pi
ω
0
A1A2sin
2(ωx)dx < 1
Where: ∫ pi
ω
0
A1A2sin
2(ωx)dx =
∫ pi
ω
0
A
(1− cos(2ωx))
2
dx =
piA
2ω
Derivation of the Log-likelihood formula for HPs
This derivation follows the steps on (Laub, Taimre, and Pollett 2015). Given a realization (t1, t2, ..., tk) of some regular point
process observed over the interval [0,T], the log-likelihood is expressed as:
l =
k∑
i=1
log(λ(ti))−
∫ T
0
λ(u)du
Proof. Let be the joint probability density of the realization:
L = f(t1, t2, ..., tk) =
k∏
i=1
f(ti)
It can be written in terms of the Conditional Intensity Function. We can then find f in terms of λ:
λ(t) =
f(t)
1− F (t) =
dF (t)
dt
1− F (t) = −
d log(1− F (t))
dt
,
where, given the history up to last arrival u,H(u), F(t) is then defined as the conditional cumulative probability distribution of
the next arrival time Tk+1:
F (t) = F (t|H(u)) =
∫ t
u
f(s|H(u))ds
Integrating both sides of Equation (7) over (tk, t):
−
∫ t
tk
λ(u)du = log(1− F (t))− log(1− F (tk))
Given that the realization is assumed to have come from a so-called simple process, i.e., a process in which multiple arrivals
cannot occur at the same time, we have that F (tk) = 0 as Tk+1 > tk, which simplifies equation (7) to:
−
∫ t
tk
λ(u)du = log(1− F (t))
Further rearranging the expression:
F (t) = exp
(
−
∫ t
tk
λ(u)du
)
,
and
f(t) = λ(t)exp
(
−
∫ t
tk
λ(u)du
)
Thus, the likelihood becomes:
L =
k∏
i=1
f(ti) =
k∏
i=1
λ(ti)exp
(
−
∫ ti
ti−1
λ(u)du
)
=
[
k∏
i=1
λ(ti)
]
exp
(
−
∫ tk
0
λ(u)du
)
Given that the process is observed on [0,T], the likelihood must include the probability of seeing no arrivals in (tk, T ]:
L =
[
k∏
i=1
f(ti)
]
(1− F (T ))
Through using the formulation of F(t), we have that:
L =
[
k∏
i=1
λ(ti)
]
exp
(
−
∫ T
0
λ(u)du
)
Finally, getting the logarithm of the expression, we have the formula for l:
l =
k∑
i=1
log(λ(ti))−
∫ T
0
λ(u)du
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Comparison between Gradient-based and Discretized Estimation steps for the financial datasets
Figure 10: Comparison among loglikelihood of our kernel composition algorithm (Discretized Estimation) (blue), gradient
descent exponential Hawkes (red) and an Ensemble Model (Discretized Estimation + Gradient-based) (green), for each valid
sequence.
