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Abstrak
Sistem pengenalan pola seperti pengenalan suara, aroma, wajah, dan
tulisan sudah berkembang dengan pesat dan sebagian besar menggunakan
metode jaringan syaraf tiruan (JST) seperti multilayer perceptron, back
propagation dan lainnya. Pada sistem pengenalan pola secara umum ter-
dapat beberapa komponen yang terintegrasi. Komponen tersebut dikelom-
pokan menjadi 3 bagian yaitu input data, processing data dan output data.
Merata-ratakan beberapa nilai yang berdistribusi menjadi sebuah nilai tung-
gal akan menyebabkan informasi dari nilai-nilai itu akan tereduksi didalam
pengenalan pola pada bagian proses pembelajarannya. Dalam paper ini
akan dijelaskan suatu metode Segitiga Fuzzy-Neural Network yang dapat
memasukan semua informasi dari nilai-nilai yang terukur dari suatu sensor
agar lebih merepresentasikan keseluruhan data dan tidak ada informasi yang
terreduksi. Hasil pengenalan pola untuk suatu aroma dengan metode ini me-
nunjukan akurasi yang cukup tinggi.
Kata Kunci: segitga fuzzy, pengenalan pola, similaritas
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1. Pendahuluan
Sistem pengenalan pola seperti pengenalan suara, aroma, wajah, dan tulisan su-
dah sangat berkembang dan sebagian besar menggunakan metode jaringan syaraf
tiruan (JST) seperti multilayer perceptron, back propagation dan lainnya. Imple-
mentasi untuk tehnik pengenalan polapun, saat ini banyak sudah dimanfaatkan
pada segala bidang antara lain untuk sistem peringatan dini akan bahaya kebocor-
an gas, quality control untuk aroma, keperluan absensi pegawai dengan sidik jari,
authenfication berbagai sistem login, dan lainnya. Pada sistem pengenalan pola
secara umum terdapat beberapa komponen yang terintegrasi. Komponen terse-
but dikelompokan menjadi 3 bagian yaitu data input, data processing dan data
output.
Biasanya pada bagian masukan data dilengkapi dengan alat kontrol yang
berfungsi seperti sensor yang akan menerima data dari suatu obyek pengukuran
seperti nilai frekuensi, besar temperatur. Untuk perangkat sistem pengenalan pola
suatu aroma, pada bagian masukan datanya akan dihubungkan langsung dengan
suatu membran sebagai sensornya bila lapisan membran tertempel dengan sesuatu
gas atau benda padat mengakibatkan menurunnya nilai frekuensi membran terse-
but. Untuk mendapatkan data yang akan diproses pada metode pengenalan pola
misalnya sistem Jaringan Syaraf Tiruan (JST) harus dilakukan pengukuran dalam
satuan waktu yang dikenal dengan nama snapshot. Data snapshot ini akan dirata-
rata menjadi suatu nilai tunggal yang mewakili satuan waktu, selanjutnya data ini
akan diolah pada sistem pengenalan aroma dengan JST untuk melakukan proses
pembelajaran yang akan digunakan sebagai model referensi suatu pola tertentu.
Merata-ratakan beberapa nilai yang bedistribusi menjadi sebuah nilai tung-
gal akan menyebabkan informasi dari nilai-nilai itu akan tereduksi, sehingga hasil
untuk pengenalan pola atau model referensinya berakurasi rendah karena tidak
semua data terwakili. Paper ini akan menjelaskan suatu metode yang mema-
sukan semua informasi dari nilai-nilai yang terukur dari suatu sensor kedalam
bagian input data salah satu jenis metode JST yang dinamakan Fuzzy Neural
Network (FNN) agar lebih merepresentasikan keseluruhan data dan tidak ada
informasi yang terreduksi. Model input yang berdistribusi ini, akan direpresen-
tasikan dengan menggunakan segitiga fuzzy. Segitiga fuzzy merupakan suatu se-
gitiga samakaki yang mempunyai tinggi sebesar 1 satuan. Bagian alas kaki sebelah
kiri segitiga menyatakan nilai minimum dari data yang terdistribusi dan bagian
ujung kanannya menyatakan nilai maksimumnya, sedangkan nilai meannya akan
berada ditengah-tengah alas segitiga tersebut. Metode FNN dengan mengguna-
kan segitiga fuzzy sebagai input data sudah diimplementasikan pada sistem deteksi
aroma, hasilnya menunjukkan bahwa aroma dapat dikenali dengan baik.[1][2]
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2. Metodelogi Pembelajaran FNN
2.1. Segitiga Fuzzy
Gambar 1 menunjukkan model masukan data yang dinamakan sebagai segitiga
fuzzy yang merupakan hasil normalisasi dari 100 data nilai penurunan frekuen-
si dari pengamatan aroma jeruk Martha Tilaar yang diambil dari sebuah sensor
pada suatu waktu pengukuran.[3] Terlihat bahwa karakteristik data hasil peng-
ukuran ditunjukan dengan sebuah segitiga. Apabila data eksperimen bervariasi









Gambar 1: Model Data dan Segitiga Fuzzy
Selanjutnya nilai tengah dari segitiga fuzzy diatas akan disimbolkan dengan
Wij dengan j adalah jenis sensor dan i adalah jenis kategori aroma. Lebar segitiga
fuzzy dinyatakan sebagai similaritas atau fuzziness yang mempunyai nilai seperti




Gambar 2: Operasi kompetisi untuk similaritas
2.2. Arsitektur Fuzzy Neural Network
Artsitektur untuk FNN seperti yang ditunjukan pada Gambar3 terdiri dari tiga
layer yaitu layer masukan, layer tersembunyi (hidden) dan layer keluaran. Ar-
sitektur ini dicontohkan untuk pengenalan aroma Martha Tilaar yang terdiri dari
aroma Mawar, Jeruk dan Kenanga, sehingga layer keluaran terdapat tiga node,
sedangkan pada layer masukan mempunyai data dari empat sensor sehingga mem-
punyai empat node yaitu sensor 1, sensor 2 dan sensor 3. Pengolahan segitiga








Gambar 3: Arsitektur FNN
Fuzzy terdapat pada layer tersembunyi yang terdiri dari satu lapisan saja yang
berisi proses operasi segitiga fuzzy antara data dari lapisan masukan dengan data
codebook vector dari lapisan keluaran.
2.3. Proses Pembelajaran
Proses pembelajaran merupakan langkah untuk mendapatkan vektor codebook
yang berisi segitiga fuzzy referensi untuk seluruh dari setiap kategori aroma yang
diinputkan. Proses pembelajaran dari metode FNN mempunyai aturan yang ham-
pir sama dengan metode JST dengan suatu kompetisi yang dinamakan Learning
Vector Quantization. Terdapat 3 jenis kasus untuk aturan pada proses pembe-
lajaran dalam melakukan perubahan pada nilai-nilai segitiga fuzzy referensi agar
dapat mewakili model pola data.[5] Aturan pertama, bila segitiga fuzzy hasil peng-
ukuran yang dinamakan segitiga fuzzy training mempunyai kategori yang sama
dengan segitiga fuzzy referensinya yang memenangkan kompetisi, maka dilakukan
pergeseran posisi segitiga referensi dengan mendekati posisi segitiga fuzzy training
dan dilakukan pelebaran dispersi (nilai minimum dan maksimum) segitiga terse-
but.
Aturan kedua, bila segitiga fuzzy training mempunyai kategori yang berbeda
dengan segitiga fuzzy referensi yang memenangkan kompetisi, maka dilakukan
pergeseran posisi segitiga referensi dengan menjauhi posisi segitiga fuzzy training
dan dilakukan penyempitan dispersi (nila minimum dan maksimum).
Aturan ketiga, bila segitiga fuzzy training dan segitiga fuzzy referensinya tidak
ada yang memenangkan kompetisi berarti ditemukan suatu kategori baru, maka
semua segitiga referensi akan dilebarkan jangkauan dispersinya (minimum dan
maksimum). Pada saat awal pembelajaran, segitiga fuzzy referensi perlu diiniali-
sasikan secara acak. Selanjutnya akhir proses pembelajaran akan mendapatkan
segitiga fuzzy referensi berbagai kategori, yang semuanya akan disimpan dalam
suatu codebook segitiga fuzzy.
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3. Notasi Matematika Aturan Pergeseran
Menurut aturan pembelajaran diatas maka untuk kasus pertama yaitu apabila
jaringan memberikan hasil yang benar, maka nilai tengah dari segitiga referensi
akan diperbarui dengan persamaan sebagai berikut ;
Wij(t+ 1) =Wij(t) + α(t)((1− µij(t))(Xj(t)−Wij(t))) (1)
dengan,
Wij(t+ 1) adalah posisi segitiga fuzzy referensi pemenang setelah digeser
Wij(t) adalah posisi segitiga fuzzy referensi pemenang sebelum digeser
α(t) adalah laju pembelajaran sebesar 0.01
µij(t) adalah nilai similaritas segitiga fuzzy referensi pemenang
Xj(t) adalah posisi segitiga fuzzy training
selanjutnya nilai kiri dan kanan segitiga fuzzy referensi pemenang dilebarkan
dengan nilai [0,1].
Untuk kasus kedua, yaitu apabila jaringan memberikan hasil yang salah, maka
nilai tengah dari segitiga fuzzy referensi akan diperbarui dengan persamaan sebagai
berikut;
Wij(t+ 1) =Wij(t)− α(t)((1− µij(t))(Xj(t)−Wij(t))) (2)
selanjutnya nilai kiri dan kanan segitiga fuzzy referensi pemenang disempitkan
dengan nilai [0,1].
Untuk kasus ketiga yaitu apabila tidak ada perpotongan antara kedua segitiga
fuzzy training dan referensi, maka segitiga fuzzy referensi untuk seluruh kategori
dilebarkan dengan menggunakan persamaan sebagai berikut ;
Wij(t+ 1) =Wij(t)k
dengan k = 1, 1
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4. Hasil Pengenalan Pola
Data yang digunakan untuk proses pembelajaran dan pengenalan didapat dari
10 pengukuran atau percobaan yang merupakan perata-rataan dari 100 data per-
sensor per-aroma. Tujuh percobaan secara acak diambil sebagai data untuk pela-
tihan dan tiga percobaan sisa diambil sebagai data pengenalan. Dalam eksperi-
men ini digunakan dua kelompok aroma[3], yaitu kelompok aroma Martha Tilaar
(jeruk, mawar dan kenanga) dan kelompok aroma ethanol (konsentrasi 0%, 15%,
25% dan 35%). Konstanta algoritma pembelajaran yang digunakan adalah kon-
stanta pembelajaran : 0, 05, konstanta pelebaran β : 1, 1 dan penyempitan γ : 0, 1.
Tabel 2: Hasil Pengenalan Aroma Martha Tilaar
Input Output Similaritas Input Output Similaritas
C1(0%) C1(0%) 0.82 C3(25%) C3(25%) 0.92
C1(0%) C1(0%) 0.91 C3(25%) C3(25%) 0.94
C1(0%) C1(0%) 0.86 C3(25%) C3(25%) 0.80
C2(15%) C1(0%) 0.69 C4(35%) C4(35%) 0.50
C2(15%) C1(0%) 0.65 C4(35%) C4(35%) 0.74
C2(15%) C2(15%) 0.80 C4(35%) C4(35%) 0.57
Dengan menggunakan konstanta-konstanta tersebut diatas, maka kemampuan
pengenalan untuk data pelatihan 100%. Sedangkan dengan menggunakan data
untuk pengenalan, ternyata kemampuan pengenalan pola mampu untuk mengenali
tiga aroma Martha Tilaar adalah 100% benar, dan untuk empat tingkat konsen-
trasi ethanol kemampuan pengenalan polanya adalah 89.5%. Sebagai perbandin-
gan, algoritma propagasi-balik menggunakan 9 neuron pada lapis tersembunyi ju-
ga menghasilkan kemampuan pengenalan yang sama.[3][5] Perbedaannya adalah
bahwa algoritma segitiga fuzzy akan lebih cepat mencapai konvergensinya apabila
dibandingkan dengan algoritma propagasi-balik. Hasil lengkap dari eksperimen
untuk pengenalan pola ini terdapat dalam Tabel 1 dan Tabel 2.
Nilai similaritas yang ditunjukan Tabel 1 dan Tabel 2 pada kolom paling kanan
merupakan nilai fuzzines dari segitiga fuzzy referensi ketika memenangkan suatu
kategori suatu aroma, hal tersebut dapat diartikan sebagai nilai kemiripan yang
dinyatakan dengan nilai dari 0 sampai dengan 1. Inilah yang menyatakan keung-
gulan metode FNN untuk suatu input data berdistribusi, pada hasil keluarannya
fungsi distribusi datanya masih dapat menghasilkan suatu informasi yaitu nilai
kemiripan antara input dan outputnya. Sedangkan untuk pengenalan pola ter-
hadap aroma yang tidak kenal maka salah satu aroma, misalkan jeruk untuk jenis
Martha Tilaar dan C4(35%) untuk jenis ethanol tidak diikutsertakan dalam pros-
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Tabel 3: Hasil Pengenalan Aroma Unknown (Jeruk) Martha Tilaar
Input Output Similaritas Input Output Similaritas
Jeruk Unknown 0.00 Mawar Mawar 0.50
Jeruk Unknown 0.00 Mawar Mawar 0.58
Jeruk Unknown 0.00 Mawar Mawar 0.59
Jeruk Unknown 0.00 Kenanga Kenanga 0.93
Jeruk Unknown 0.00 Kenanga Kenanga 0.74
Jeruk Unknown 0.00 Kenanga Kenanga 0.59
es pembelajaran. Terlihat pada Tabel 3 bahwa pengenalan terhadap data aroma
yang tidak dikenal (jeruk) adalah 100% benar, begitu pula untuk aroma mawar
dan data aroma kenanga.
Percobaan serupa untuk empat tingkat konsentrasi ethanol, hasilnya tertera
dalam Tabel 4. Terlihat kemampuan pengenalan terhadap data C1 dikenal adalah
90% benar dan 10% dikenal sebagai C2. Untuk pengenalan aroma C2 adalah 90%
benar dan 10% tidak dikenal. Sedangkan C3 dan C4 pengenalannya adalah 100%.
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5. Kesimpulan
Pengenalan pola dengan model input data terdistribusi telah dikembangkan dan
digunakan dalam sistim pengenalan aroma Martha Tilaar dan Ethanol. Terbukti
dalam eksperimen bahwa kemampuan pengenalan pola dengan metode FNN ter-
hadap aroma yang dilatihkan sama dengan seperti metode JST dengan algoritma
propagasi balik, dengan waktu komputasi yang lebih kecil. Penggunaan algoritma
ini telah meningkatkan kemampuan sistim untuk mengenali aroma yang tidak
dikenal. Hal ini dilakukan dengan menggolongkan aroma tak dikenal ini kedalam
kelompok yang berbeda dengan aroma yang dikenal. Terbukti juga informasi ten-
tang kedistribusian pada hasil akhir pengenalan masih memberikan nilai informasi
tentang kemiripannya
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