Purpose Accurate detection of depression at an individual level using structural magnetic resonance imaging (sMRI) remains a challenge. Brain volumetric changes at a structural level appear to have importance in depression biomarkers studies. An automated algorithm is developed to select brain sMRI volumetric features for the detection of depression. Methods A feature selection (FS) algorithm called degree of contribution (DoC) is developed for selection of sMRI volumetric features. This algorithm uses an ensemble approach to determine the degree of contribution in detection of major depressive disorder. The DoC is the score of feature importance used for feature ranking. The algorithm involves four stages: feature ranking, subset generation, subset evaluation, and DoC analysis. The performance of DoC is evaluated on the Duke University Multi-site Imaging Research in the Analysis of Depression sMRI dataset. The dataset consists of 115 brain sMRI scans of 88 healthy controls and 27 depressed subjects. Forty-four sMRI volumetric features are used in the evaluation. Results The DoC score of forty-four features was determined as the accuracy threshold (Acc_Thresh) was varied. The DoC performance was compared with that of four existing FS algorithms. At all defined Acc_Threshs, DoC out- performed the four examined FS algorithms for the average classification score and the maximum classification score. Conclusion DoC has a good ability to generate reduced-size subsets of important features that could yield high classification accuracy. Based on the DoC score, the most discriminant volumetric features are those from the left-brain region.
Introduction
Depression is the most common mental disorder worldwide and is considered a significant health problem. Stigma and patient denial, extent of clinical experience, time limitations, and reliability of psychometrics are barriers to the clinical diagnosis of depression. Various medical diagnosis systems have been developed for different medical diagnosis problems. However, such systems are generic systems that have not been specifically designed for depression detection [1, 2] . Thus, an automated system that is able to detect depression would assist medical experts in their decision-making process. One of the key components of a sMRI-based depression detection system is feature selection (FS) [1] . Existing FS algorithms are not tailored for the depression detection problem.
FS identifies the most useful features and reduces the feature dimensionality, while the most significant aspects of the data are preserved [3] . Feature subset selection (FSS) finds a reduced subset of features from a dataset described by the feature set [4] . Feature ranking (FR), also called feature weight-ing, assesses individual features and assigns to them weights according to their degree of relevance [5] .
In individual depression detection studies, very few FS methods have been used thus far. Using sMRI data, Costafreda et al. [6] used analysis of variance (ANOVA) to filter the whole-brain voxels to select the areas of maximum group difference between patients and controls. Mwangi et al. [7] implemented a t test to filter voxel-based morphometry (VBM) for identification of the voxels that differed most in major depressive disorder (MDD) patients versus healthy controls. They also investigated a wrapper FS method called RFE.
Using other brain imaging methods, e.g., functional MRI, principal component analysis (PCA) was employed by Fu et al. [8] and Marquand et al. [9] to achieve feature selection. A study by Chyzhyk et al. [10] employed lattice independent component analysis (LICA) and kernel transformation hybrid with dendritic computing classifiers. Other options include the use of multivariate approaches such as the Gaussian mixture model and partial least square which can relieve the small sample size problem, and extract feature vectors from the computation of the activation of each ROI in the brain image. De Martino et al. [11] and Craddock et al. [12] performed FS using the RFE algorithm. Zeng et al. [13] used the Kendall tau rank correlation coefficient to evaluate the power of features.
The application of sMRI in depression diagnosis is in its infancy. The available studies that have reported the detection of depression at an individual level include Costafreda et al. [6] , Nouretdinov et al. [14] , Gong et al. [15] , Mwangi et al. [7, 16] , Bao et al. [17] , and Kipli et al. [18, 19] . These available individual sMRI-based depression detection studies based on sMRI have utilized different features for detection. The features used were voxel-based morphometry, brain shape, and voxels intensity values [1, 19] .
Group-level depression studies reported that alteration of brain volumes was present at structural levels [1] . These sMRI volume analyses of various brain regions have drawn a lot of attention; however, the brain sMRI volumetric features have yet to be explored for individual depression detection. Brain volume changes occur in the hippocampus, amygdala, anterior cingulate cortex, orbitofrontal cortex, dorsolateral prefrontal cortex, subgenual prefrontal cortex, putamen, caudate, and also in the cerebrospinal fluid (CSF) [1] . Volumetric analysis refers to the measurement of the volume of selected brain regions and is carried out by summing all voxels within the traced regions of interest (ROIs). The volume measure is calculated after manual or semiautomated segmentation. For example, the hippocampus volume in the scanning space is measured by multiplying the number of voxels of the hippocampal mask by the size of the voxel of the image.
In order to utilize these sMRI volumetric features for individual depression detection, the most relevant features that contribute to depression detection need to be determined. Selection of reduced-size subsets of features while yielding significant depression detection accuracy is a key objective of the depression detection systems at an individual level. In this paper, the author proposes a new ensemble FS algorithm called the degree of contribution (DoC) algorithm. The idea incorporated in this algorithm was originally introduced in our earlier work [20] . The main focus of this algorithm is to generate FR based on the feature degree of contribution. It has been reported that an ensemble of algorithms perform better compared with a single algorithm [21, 22] . Ensemble FSs are designed to deal with the problem of small sample sizes with high dimensions. Ensemble approaches are also one of the approaches used to improve the robustness of FS algorithms and have been shown to improve the robustness and stability of final FS methods [21, 22] . In this regard, DoC modifies the ensemble approach for integration of multiple FS algorithms and multiple learning algorithms (LAs) in a single algorithm. Moreover, the proposed DoC algorithm also utilizes a hybrid search technique that combines the wrapper and filter approaches. It has often been discovered that hybrid techniques are capable of finding a good solution, even when a single technique is often trapped with an incomplete solution [23] . The proposed DoC algorithm will be further described in the proposed algorithm section.
The key contributions of this paper include: (i) introduction of an ensemble FS algorithm to calculate the degree of contribution of brain sMRI volumetric features to automated detection of depression at an individual level, (ii) identification of the most discriminant brain sMRI volumetric features for detection of depression at an individual level based on the proposed algorithm, and (iii) presentation of empirical evidence to support the improved detection accuracy of depression by the proposed algorithm compared with some existing FS algorithms.
Methods

Existing FS methods
Feature selection has been an active field of research in statistical pattern recognition for decades. Although FS has considerable impact on the success or failure of the classification process, it is clear that there is still a lack of proper FS investigation for depression detection at an individual level [1] . Only a few published studies have reported on the FS process. To the best of our knowledge, no systematic study has been carried out to explore the relationship between the features extracted from the brain sMRI data of depressed subjects and the FS method. The only published study thus far is that by the authors [18, 19] , which evaluates the existing FS algorithms for depression detection.
There are many FS algorithms available. Among the algorithms are relief, information gain (IG), sequential forward selection (SFS) [24] , sequential backward s [25] , plusl-minus-r [26] , generalized PTA(l − r ) [27] , sequential floating forward search, sequential floating backward search [28] , and minimum redundancy maximum relevance [29] . The FS algorithms employed in depression and neuroimaging studies include ANOVA, t test, recursive feature elimination (RFE) [30] , PCA, independent component analysis, LICA, Kendal tau correlation coefficient, least absolute shrinkage and selection operator [31] , elastic net [32] , and partial least square [33] algorithms. Several key papers reviewing FS include Mwangi et al. [34] , Saeys et al. [22] , and Guyon and Elisseeff [3] . Saeys et al. [22] and Guyon and Elisseeff [3] list the key references for each type of FS technique in the bioinformatic domain for microarray, mass spectrometry, and coding potential prediction.
Existing FS methods can be categorized into three groups: filter, wrapper, and embedded. Filter methods assess the relevance of features by looking only at the intrinsic properties of the data. A feature relevance score is calculated, and lowscoring features are removed. The filter techniques easily scale to very high-dimensional datasets, are computationally simple and fast, and do not employ a classification algorithm. A disadvantage of filter methods is that they are univariate [22, 35] . Wrapper methods use a machine LA to score feature subsets. Each new subset is used to train a model, which is tested on a hold-out set. Counting the number of errors made on that hold-out set gives the score for that subset. As wrapper methods need to train a new model for each subset, they are computationally intensive, but usually provide the best performing feature set for that particular type of model. The space for feature subsets grows exponentially with the number of features. Heuristic search methods are used to guide the search for an optimal subset. Two common drawbacks of wrapper methods are their higher risk of overfitting compared with filter techniques and their computational intensiveness [5, 22, 35] . Embedded methods are inspired from wrapper approaches; thus, they are similar to wrapper methods. However, they use a LA to search for an optimal feature subset.
Comparing the three groups of FS methods, filter methods provide a ranking of features, while wrapper and embedded methods give the best subset of features. Due to the stated limitations of the three methods, a hybrid method has emerged [5] . A hybrid method can be defined as a combination of two different methods to implement FS. This method could take advantage of filters, wrappers, and embedded methods by exploiting their different evaluation criteria in different search stages [36] . Furthermore, it is well discussed in various works that there is not a single generic FS algorithm, nor the likelihood that more than one feature subset discriminates the data equally.
Ensemble feature selection approaches Ensemble-based FS methods are composed of individual FS algorithms. These are also known as base algorithms and are organized in a parallel way with their output combined using a combination method that provides the final output of the system [37] . Ensemble system is a recognition technique that has received a lot of attention and is a potential new application in the context of FS methods. The implementation of ensemble FS has also shown to result in selection of the optimal subset or ranking of features by integrating the output of several FS algorithms [21, 38, 39] .
Examples of ensemble approaches are as follows: averaging over multiple single feature subsets, computing the Kolmogorov-Smirnov test in different bootstrap samples to assign a probability of being selected to each peak, a number of Bayesian averaging approaches and combination of several different filter methods [40] , an ensemble-based wrapper approach to deal with highly imbalanced class distribution data [41] , and an ensemble of decision trees (e.g., random forests, random tree) to assess the relevance of each feature [37] [38] [39] [42] [43] [44] .
Some of the published studies implementing ensemble FS in bioinformatics and biomedical domains include Xu et al. [45] who proposed CFS using neighborhood MI (NMI) and PSO and then combining these into an ensemble technique for cancer detection. Abeel et al. [38] applied ensemble FS techniques using linear SVMs and RFE as the FS mechanism for the application of cancer diagnosis. Saeys et al. [39] implemented a filter (Symmetrical Uncertainty and Relief) and embedded (SVM, RFE, and Random Forest) FS through an ensemble approach tested on microarray and mass spectrometry datasets. Tsymbal et al. [44] presented an algorithm for building ensembles of simple Bayesian classifiers in random subspaces. The proposed ensemble algorithms have shown higher accuracy than the single and simple Bayesian classifier, or the boosted Bayesian ensemble for 21 medical datasets [44] .
The proposed DoC algorithm
The proposed DoC algorithm is based on the ensemble approach. The ensemble of FS approaches has emerged based on the evidence that different FS algorithms yield a different set of relevant features and provide different accuracy [24] . Most of the published works on ensemble in FS relied on a single algorithm, and ensemble was achieved through metaensembling. Normally, the bagging and boosting algorithms are adopted for this kind of ensemble. In the proposed DoC algorithm, we implement the ensemble by using multiple FS algorithms at the FR stage and multiple LAs at the evaluation stage. The former is an attempt to explore the diversity of the base FR algorithms, while the latter is an attempt to find the diversity in the classification performance of the candidate subsets by using multiple LAs for evaluation. Ensemble of multiple FS algorithms enables computation of more than one entity of the feature set in a single FS algorithm. The measured entities of the feature set are dependent on the selection of the baseline FS algorithms. The determination of the entities accounts for the relationships among the features. For example, if the IG and One Rule (OneR) algorithms are employed, IG measures the information gain of each feature with respect to the class, while OneR creates one rule for each feature in the training data and then selects the rule with the smallest error rate. Furthermore, the purpose of combining multiple FS algorithms is to utilize the advantages that each of the baseline FS algorithms offers and at the same time overcome their disadvantages [22] . Thus, the ensemble of multiple FS algorithms is likely to perform better than a single FS algorithm [46] .
The proposed DoC algorithm generates a feature DoC score which can be used to rank features. The best feature has the highest DoC, whereas the worst feature has the lowest DoC. The FR is obtained by assigning a value from 1 to N (for N features) to each feature, with the best feature assigned number 1, the second-best feature number 2, and so on until the worst feature is assigned N . The difference of the proposed DoC compared to the existing ensemble works is the phase where the aggregation process takes place. The existing ensemble FRs conduct the rank aggregations directly after the rankings are generated in order to aggregate different features rankings into a single model. However, these processes suffer from two main shortcomings: (i) the aggregation treats the features independently and does not account for their interactions, and (ii) a single feature set is returned; however, in various applications, there may be more than one feature set that is potentially redundant with similar information content. The proposed DoC algorithm intends to solve these shortcomings by introducing the DoC analysis stage. During this stage, the evaluation results for all candidate subsets are filtered and aggregation by voting is computed, while in the existing FS ensemble the rank aggregation is performed immediately after the ranking lists are generated.
The proposed algorithm combines the filter method and wrapper method in the search strategy and evaluation stage. In the proposed algorithm, FR is generated according to its importance. Conducting linear forward selection then becomes faster because the search process is guided by prior knowledge on important features. The high-ranking features are given more probabilities in the subset formation, whereas the low-ranking features are given fewer chances. This could reduce time and computational complexity. As demonstrated by wrapper and embedded methods, the inclusion of LAs has enabled interaction between features and has resulted in finding features that give superior performance [36] . Similarly, the proposed DoC algorithm also employs LAs. The LAs are used to evaluate all the candidate subsets. The stopping criterion is the completion of the evaluation of all generated subsets. The drawback of the wrapper method is its use of the single LA for every evaluation. This sometimes results in the bias of the selected features toward the specific LA used in building the selection model. To avoid dependency on single LA, the proposed DoC algorithm employs multiple LAs during its evaluation stage. This is to ensure that the results obtained are not biased toward one LA only.
To effectively search for features with maximum importance and minimum similarity, the interaction between features must be considered. However, the available FR algorithms use a simple scoring computation which makes it computationally affordable but does not account for the interaction between features [3, 47] . Hence, the proposed DoC algorithm integrates the approaches of FR techniques, filter techniques, and wrapper techniques in a single algorithm. The computational complexity of the algorithm tends to be between that of filters and wrappers methods because the number of subsets to be evaluated is smaller than the number of subsets for a wrapper.
Algorithm procedures
The architecture of the proposed ensemble FS DoC algorithm is shown in Fig. 1 . The DoC algorithm involves four stages: feature ranking, subset generation, subset evaluation, and DoC analysis. These stages are described in the following notes.
In the feature ranking stage, all brain sMRI volumetric features (n = 44) of healthy and depressed subjects are placed into a matrix format as illustrated in Fig. 2 , with F representing the feature and S representing the subject. These fortyfour volumetric features were extracted from various brain ROIs. The quantitative volumetric features demonstrated a significant contribution to depression biomarker studies at the group level. At the group-level analysis, the significant difference in the brain region volumes between the depressive group and the healthy control group indicates that the brain regions are pathological biomarkers of depression. In this work, these volumetric features are adopted for depression detection at the individual level. Table 5 shows the details of the selected volumetric features. Next, multiple FS algorithms are individually applied to the feature matrix. As a result, multiple feature rankings are generated.
In the subset generation stage, the ranked features are used to form several individual feature subsets as follows. The first subset is formed by selecting the top feature from the ranked features. The next subset is formed by selecting the first two top features. This process is repeated until the top (n − 1) features are used to form a subset. In the subset evaluation stage, subset evaluation is carried out by using multiple classification algorithms. On each subset, a cross-validation strategy with tenfolds and 1 seed is performed using multiple classifiers. The obtained classification accuracy of each classifier is used as the evaluation criterion. This process is repeated for all subsets. All evaluation accuracy data are stored for the DoC analysis stage.
In the DoC analysis stage, the evaluation accuracy data are aggregated and the DoC scores are calculated for individual features. First, the evaluation accuracy values of different subsets, assessed by all classifiers, are merged into a single list. Then, the subsets are filtered using an accuracy threshold (Acc_Thresh). The accuracy threshold score (Acc_Thresh) is calculated based on the maximum accuracy achieved on overall evaluation results multiplied by a pre-specified threshold (T ) value, where Acc_Thresh = Max_Acc × T (0 < T < 1). T can then be defined to control the number of subsets being included in the final stage. T may be adjusted according to the problem at hand. If at least one accuracy result of a subset meets or exceeds Acc_Thresh, the subset is then selected for the next step. Otherwise, the subset is discarded. A frequency value for each of the n features ( f Fn ) is determined by counting the number of times the feature appears in the selected subsets. Then, for each threshold value, a total frequency (Tf) is calculated through summing the frequency values of all features. Next, a DoC score is calculated for each feature as follows:
The DoC score is normalized to a 360-degree representation to provide a clearer separation between the FR values. The DoC score is a degree of contribution score for a feature represented in degrees, and if the feature appears toward the top of the DOC list, this indicates that it is of greater importance.
Experimental design
Description of the dataset
We employed the Multisite Imaging Research In the Analysis of Depression (MIRIAD) dataset for evaluating the performance of the DoC algorithm [48] . This dataset was developed by the Neuropsychiatric Imaging Research Laboratory at Duke University.
There are two sets of imaging data for each subject corresponding to the baseline visit and the follow-up visit after two years. Subjects were selected by the author based on the individuals with complete clinical diagnosis and MRI assessment data. For the purpose of expanding the number of samples for this study, both of the MRI scans at the baseline and follow-up visit for each subject were included. The inclusion of both visits creates 200 sample sets. However, after elimination of samples with missing volumes values, a total of 115 sMRI brain scans involving 88 healthy controls and 27 depressed subjects were retained for inclusion in this study.
The depression subjects were aged 60 or older with a diagnosis of nonpsychotic Major Depressive Disorder and a Center for Epidemiologic Studies-Depression Scale. They were recruited from clinical referrals. The control subjects were age-matched community volunteers. They had no self-report of depressive illness and no evidence of depression based on the Diagnostic Interview Schedule. This group of subjects was previously reported in detail by published works who also implemented this dataset .
From the sMRI scans, various regions of the brain were segmented and their volume computed. The extracted volumetric features include whole brain (WB) volume, gray matter (GM) volume, white matter (WM) volume, hippocampus volume, and so on. An expert neuroradiologist manually traced these regions using the Analyze tool and calculated the region volumes using MrX tool. The details on the feature extraction process used to produce the volumetric features can be obtained from [54, 60, 74] . Figure 3 shows examples of the volumetric features associated with segmented brain regions. After applying a preprocessing stage (involving elimination of missing values), forty-four volumetric features were selected for our investigation.
Experimental setup
Two experiments were designed and carried out. These were as follows:
Experiment I: In this experiment, the forty-four features from each of the 115 brain scans were given to the proposed DoC algorithm. For the FR stage, we adopted four FS algorithms: OneR, IG, ReliefF, and SVM. Thus, multiple FRs were generated. In the subset generation stage, the ranked features were used to form 17 individual feature subsets. Then, multiple classifiers were trained and tested on the feature subsets using tenfold cross-validation. This process was repeated for all of the generated subsets. Next, in the DoC analysis stage, T was first defined in order to select the subsets to be included in the next stage. In this work, we set T to four different values. These were T = 0.82, 0.88, 0.94, and 0.99. Then, a number of Acc_Thresh values were calculated. The corresponding Acc_Thresh were 70 % (T = 0.82), 75 % (T = 0.88), 80 % (T = 0.94), and 85 % (T = 0.99). These reasonably high T values were selected to ensure only the best subsets were included in the aggregation step. Next, the calculation of frequency ( f ) was performed for each of the features that met these criteria. The total frequency (T f ) for the defined threshold was also computed. Finally, based on the frequency data, calculation of the DoC score using Eq. (1) was performed, and the associated results were stored.
Experiment II: In this experiment, the performance of the proposed DoC algorithm was compared against that of four single FS algorithms: OneR, IG, ReliefF, and SVM. We are comparing the feature selection algorithms in terms of classification accuracy.
The same sMRI dataset was used in this experiment. Class values were assigned as binary (0, 1) values: 0 represents healthy subjects and 1 stands for depressed subjects. The volumetric features were ranked using the four existing FS methods and the proposed DoC algorithm. Then, the following subsets were generated from each of the FR results: subsets of Top 1 to Top 10, Top 15, and Top 20. Thus, a total of 12 subsets were generated for each of the FS algorithms. Each of these subsets was divided into training and testing datasets using a 70:30 split. 70 % of the healthy controls and 70 % of the depressed subjects were used for training, while the remaining 30 % from each class was used as test sets.
For the classification performance evaluation, five classifiers were selected and used as follows: SVM with radial basis function (SVM RBF), J48, random forest (RF), random tree (RT), simple KMeans classification via clustering (KMeans). The obtained classification accuracy of each classifier was used as the evaluation criterion. This process was repeated for all subsets. The optimum classifiers' parameters were determined by choosing the parameters that maximize the classification accuracy score. We employed the implementation of the existing FS algorithms and classifiers from the open source WEKA library [75] .
The classification performance of the FS algorithms was characterized using the accuracy of the classification. Accuracy is the probability that a diagnostic test is correctly performed or the number of samples correctly classified. The accuracy of the classification process is defined as the portion of true positives and true negatives:
where TP (true positives) are correctly classified positive cases, true negatives (TN) are correctly classified negative cases, false positives (FP) are incorrectly classified negative cases and false negatives (FN) are incorrectly classified positive cases.
Results
Experiment I: features, frequency, and corresponding DoC score
The frequency ( f ) and the DoC score for each feature at the specified Acc_Thresh are shown in Table 1 . from the top feature to the bottom feature in the list. The frequency of the Top 1 feature (ltotgm) was twice that of features on rank 13 and 14. For Acc_Thresh ≥75 %, the frequency of the top feature (ltotgm) was twice that of the features on rank 11 and 12. When the Acc_Thresh was set to ≥80 %, the Top 2 features had significantly higher frequency compared with the rest of the features. The frequency dropped significantly from the second to the third features in the list. Then, the DoC score was either maintained or reduced by 3 degrees among the features. It can be seen that when Acc_Thresh ≥85 %, there were only 18 features that had DoC score while the remaining had zero DoC score. Furthermore, it can be seen that the DoC scores of the Top 4 features were twice as those of the remaining features.
Experiment II: performance comparison between DoC and existing FS algorithms
To evaluate the performance of the DoC, we compared its classification accuracy results against those of four existing FS algorithms. The classification accuracy results are summarized in Table 2 . The table shows the average classification accuracies for the OneR, ReliefF, SVM, IG, and DoC (at four defined Acc_Thresh) over all generated subsets. In addition, the average classification accuracy of each FS algorithm over all classifiers is shown in the row called AVG. The best and the worst average accuracy results for each FS algorithm are highlighted in bold and underlined italic letters, respectively. The best overall result for all feature sets and classifier algorithms are marked with an asterisk. A comparison of the DoC and the four FS algorithms shows that the highest average classification result was achieved by the DoC (Acc_Thresh ≥75) with an accuracy of 79.90 %. The lowest average classification result was by OneR with an accuracy of 29.41 %. In addition, when we examined each FS algorithm, we noticed the variance of average classification results for OneR was the highest. The DoC algorithm (at all defined Acc_Threshs) is the least varied method compared with the other FS algorithms.
By averaging the average classification results across all classifiers, it can be seen that DoC (at all defined Acc_Thresh) outperforms three out of the four FS algorithms (except for ReliefF). The best average classification result was achieved with DoC (Acc_Thresh ≥85) with an accuracy of 74.36 %. The worst average classification result was obtained by OneR with an accuracy of 59.61 %. Table 3 shows the best overall classification accuracy for all feature subsets and for the classification using all features. This table contains information on the number of features in the subsets that achieved the respective accuracy. Again, the best and worst results for each FS algorithm are highlighted.
A comparison of the DoC and the selected FS algorithms shows that the maximum best overall classification accuracy (88.24 %) was achieved by DoC, while the minimum best overall classification accuracy (76.47 %) was achieved when no FS was applied (all features were used). The lowest classification accuracy (26.47 %) was obtained when no FS algorithm was applied. It can also be seen that DoC produced the best overall classification accuracy for each classifier in comparison with the other FS algorithms expect in one instance.
Discussion
From Experiment I, the DoC scores for each feature are calculated based on four different Acc_Threshs: 70, 75, 80, and 85. For Acc_Thresh ≥80 %, forty of the brain volumetric features have nonzero DoC scores. When Acc_Thresh is increased to 85 %, only eighteen of the brain volumetric features have nonzero DoC scores. For Acc_Thresh ≥70 % and Acc_Thresh ≥75 %, all features have nonzero DoC scores. It is obvious that at different Acc_Thresh, the level of contribution is also different. From these varied T values, we learned that a reasonable high T value is necessary for a better separability of the DoC values for features. Furthermore, when T was set greater than 0.9, the subsets of features for Acc_Thresh of 80 % (T = 0.94) and 85 % (T = 0.99) were exactly the same for the Top 5 subset, Top 10 subset, Top 15 subset, and Top 20 subset. However, for T values below 0.9, whereAcc_Thresh is 70 % (T = 0.82) and 75 % (T = 0.88), only the Top 10 subset is exactly the same, while the other subsets (Top 5, Top 15 and Top 20) have a few dissimilar features. Thus, it can be observed that a higher T value could generate higher stability of the feature subsets. From the results in Experiment I, we conducted further analysis to determine the most dominant brain regions for the detection of depression. Table 4 provides the total DoC scores for the left, right, and whole brain calculated from the DoC scores of the their associated features as reported in Table 1 . It can be seen that regardless of the Acc_Thresh value, the volumetric features from the left-brain region are the dominant contributors for depression detection. The total DoC score of the features from the left-brain region improves as Acc_Thresh increases. The volumetric features associated with the whole-brain region are the second important contributors to depression detection, but their contribution reduces gradually with an increment in Acc_Thresh. Finally, the volumetric features associated with the right-brain region have the lowest contribution toward depression detection, and their contribution reduces drastically with an increase in Acc_Thresh. Figure 4 shows the eighteen volumetric features mapped on the left-, right-, and whole-brain regions when Acc_Thresh ≥85 %. The Top 3 features are the features from the left-brain Fig. 4 Distribution of the contributing features (Acc_Thresh ≥85) [48] region with the same DoC score of 32.73. These features are as follows: ltotgm, lhemis, and ltotcsf. The finding in this study is consistent with the findings reported in the literature associating structural alterations of the left-brain region to depression. In our published review paper [1] , we reported studies that suggested depression affect the structure of the left-brain region especially the left GM, the left hemisphere, and the left CSF. Furthermore, this study also supports the published research associating WM and total GM volume to depression [1] . Our evaluation has also identified additional potential discriminant sMRI volumetric features that are useful to differentiate healthy and depress patients. These are non-ventricular CSF volume in the whole brain (nvcsf), nonlesion GM volume in the left cerebral hemisphere (lnonlgm), and lateral ventricle volume in the whole brain (totvent). These findings have not been reported elsewhere and could provide a platform for further investigation of the biomarkers for depression detection.
From Experiment II, it can be observed that the performance of the DoC algorithm is better than that of the four existing FS algorithms. The highest accuracy was achieved by DoC for Acc_Thresh of 80 and 85 % with an accuracy of 88.23 % using the Top 15 feature subset. The maximum classification accuracy achieved by the existing FS algorithms was only 85.29 % using SVM and IG. Thereby, the DoC algorithm achieved a higher classification accuracy by at least 3 % compared with other FS algorithms. It was also observed that when the Acc_Thresh was 75 %, the DoC algorithm was still able to achieve accuracy results that are comparable with other existing FS algorithms; however, the DoC used a lower number of features to achieve this results. For example, the DoC algorithm scored the accuracy of 85.29 % using only 8 features compared with the IG algorithm that needed 15 features to achieve the same accuracy.
Although the focus of this paper has been to present a new FS algorithm, it is also important to compare the achieved classification accuracies with those of the existing works in depression detection [6, 7, [15] [16] [17] . Previously, the highest accuracy of diagnosis was reported by Mwangi et al. [7] as 90.3 %. The second highest accuracy was also reported by Mwangi et al. as 87.1 % [7] . The third highest accuracy was reported by Gong et al. as 84.65 % [15] . The rest of the published studies reported accuracies within 58-76 %. The classification accuracy achieved by the proposed DoC algorithm is comparable with those reported in the existing published studies. The highest classification accuracy result (88.23 %) achieved by the DoC algorithm outperformed four of the existing works except for that in [7] . This paper presents the first proposed FS algorithm for ranking and selection of brain sMRI volumetric features for depression diagnosis at an individual level. From this study, it can be seen that the influence of the volumetric features is not limited to the group-level analysis, but is also meaningful for detection of depression at the individual level. Another interesting finding is that the classification using volumetric features has produced better accuracy than studies using VBM features [6, 15] . The proposed DoC algorithm addresses two important interests of the experts in the disease detection systems. These are the stability of the FS and the classification performance of the FS [76, 77] . The experts are not interested in a FS method that yields very stable feature sets, but return a model with poor performance accuracy [39] .
The proposed DoC algorithm has the advantages of variance reduction in feature selection as well as bias maintenance in prediction through strategies that are incorporated in the algorithm construction. The existence or nonexistence of a feature that shows a noticeable local profile in the training data can substantially affect the feature selection result [77] . In the proposed algorithm, an efficient ranking-based weighting was established to assign a weight to each feature according to its level of importance. The level of importance is determined from the generated feature ranking using the employed FS algorithm. The main idea is to first assign a weight to each feature in the training subsets according to the estimation of the feature's relevance. The weight is assigned during the subsets generation stage whereby high-ranking features are given higher chances in the subset formation, whereas the low-ranking features are given lower chances. For example, for n number of features, the Top 1 feature is included n times meaning that it is included in all of the formed subsets while the Top n feature included one time only. This rule is applied to each of the base FS algorithms that is executed. Then, the weighted training subsets are fed to the LAs at the evaluation stage using the CV strategy. In the tenfold CV, the original sample is randomly partitioned into 10 equal-sized subsamples. Of the 10 subsamples, a single subsample is retained as the validation data for testing the model, and the remaining nine subsamples are used as the training data. Multiple rounds of CV are performed using different partitions, and the validation results are averaged over the rounds. The tenfold CV strategy was employed in order to limit the over-fitting problem that causes bias in prediction. The strategy is also useful when it becomes hard to gather similar type of sample set.
The variance of feature selection quantifies the stability of a feature selection algorithm under variation of the training data, where a lower variance indicates higher stability of the algorithm [77] [78] [79] . In the proposed DoC algorithm, low variance in feature selection is achieved through the use of multiple FS algorithms at the feature ranking stage and multiple LAs at the evaluation stage. Also, the DoC analysis stage where filtering and aggregation steps are incorporated contributes toward variance reduction. The filtering step enables discarding of unimportant/irrelevant subsets of features that do not contribute to the desired Acc_Thresh value. Then, the aggregation step computes the voting score of each feature from the success subsets. The aggregation of the data results in low variance in feature selection while supplied with varying training data. Our initial investigation shows that a high T (above 0.90) would generate a more stable DoC ranking compared with a T below 0.90 when trained using various training sets. However, the stability remains an interesting topic to be investigated in our future work. The stability of a feature selection algorithm is determined by evaluating the stability of its generated feature rankings and feature subsets. To measure the similarity between two rankings, and to measure similarity between two subsets of features, Spearman's rank correlation coefficient [80] and Jaccard Index [39] can be adopted.
As previously stated, the complexity of the proposed DoC algorithm is between that of the filter and the wrapper methods. The idea of combining filter and wrapper-based eval-uations has recently emerged [81] [82] [83] offering the advantage of reducing the computational cost. This is because the number of subsets to be evaluated is smaller than the number of subsets for a wrapper. Given that the features in this study are n = 44, if an exhaustive search was employed, the number of subsets to be evaluated will be very large, 2 n = 1.7592186e + 13 subsets evaluation. While if a wrapper-based method such as SFS [82] was employed, it carried out n 2 = 1936 wrapper evaluations. In the proposed DoC algorithm, only 640 subsets need to be evaluated in the entire search. The execution time associated with the proposed DoC algorithm was measured and demonstrated good average execution time. The total execution time needed to achieve its maximum accuracy of 88.24 % was only 3.420 ms. It is not applicable to compare the execution time of the DoC algorithm with its base algorithm. However, it would be interesting to investigate the time complexity of the proposed DoC algorithm with other state-of-art embedded FS algorithms in our future work. The optimization of the developed codes would reduce the average execution time of the system.
The potential of the brain sMRI volumetric features for depression detection was explored in this study. There is, however, a need for further work using additional population studies beyond the MIRIAD dataset in order to validate the findings in this study. It would also be beneficial to employ the DoC algorithm in selection of other types of features for depression detection. These include other features extracted from brain sMRI or other brain imaging modalities, such as functional MRI, SPECT etc. It will be also interesting to apply the DoC algorithm to other application domains.
Conclusion
This paper presented an ensemble-based DoC algorithm consisting of four stages: feature ranking, subset generation, subset evaluation, and DoC analysis. Firstly, multiple FRs were generated using multiple FS algorithms. Secondly, the top features are used to generate the first subset. The process is repeated until the top (n − 1) features are used to form a subset. Thirdly, each generated subset is evaluated using multiple classification algorithms. Finally, the evaluation accuracy data are analyzed, and the DoC scores are calculated for individual features. The DoC score represents the importance of the feature, and if the scores are arranged in a descending order, they generate FR. The FR can be used to guide the selection of FSS.
The experimental study indicates that a higher T value imposes a better stability of FSS. The T values greater than 0.9 showed better classification performances than the T values below 0.9. The optimum T value for the proposed DoC algorithm for the selection of sMRI volumetric features remains to be explored in our future work. Further analysis on the DoC scores reveals that volumetric features from the leftbrain region are the most discriminant features for depression detection. The total DoC score from the left-brain region is always higher than the total DoC score from the right-brain region or the whole brain regardless of the Acc_Thresh value. From the experiments, the proposed DoC algorithm demonstrated great potential for application in FS of sMRI volumetric features. DoC outperformed IG, OneR, SVM, and ReliefF in terms of the average and maximum classification accuracy. Finally, it will be beneficial to expand the reported findings to larger scale studies.
See Table 5 . 
