Abstract
Introduction
Multiphase flow is defined as the concurrent flow of two or more phases, liquid, solid or gas, where the motion influences the interface between the phases. The prediction of liquid holdup in pipeline is very important to the petroleum industry. Liquid holdup, which is defined as the fraction of pipe occupied by liquid, must be predicted to properly design separation equipment and slug catchers in pipeline operations. Many correlations have been published for predicting this important parameter. The commonly used correlations are those of Eaton et al.
(1)
, Guzhov et al. (2) , Beggs and Brill (3) , Minami and Brill (4) , Gregory et al. (5) , Mukherjee and Brill (6) , Hughmark and Pressburg (7) , Hughmark (8) , Abdul-Majeed (9) (10) , Xiao et al. (11) , Baker et al. (12) and Gomez et al. (13) . Some are very general while others only apply to a narrow range of conditions. Each of those correlations was developed for specific orientation (vertical, horizontal or inclined upward or downward) and can't predict liquid holdup for other orientations correctly.
Many of these approaches begin with a prediction of flow pattern, with each flow pattern having an associated method of predicting liquid holdup. The liquid holdup prediction is used to determine a two-phase friction factor from which a pressure gradient is calculated. One of the problems with this approach is that it is dependent on the accuracy of flow pattern predictions and is subject to discontinuities in predictions made across flow pattern transition boundaries. (14) Comparative studies (15) (16) have shown that these models perform inconsistently as flow conditions change. This limitation makes difficult the task of selecting the most appropriate flow correlation.
Artificial neural networks (ANN) are parallel-distributed information processing models that can recognize highly complex patterns within available data. The recent development and success of applying ANNs to solve various difficult engineering problems has drawn the attention to its potential applications in the petroleum industry. The use of artificial intelligence in petroleum industry can be tracked back just almost twenty years. (17) The use of ANN in solving many petroleum industry problems was reported in the literature by several authors. Recently, ANN has been applied in the multiphase flow area and achieved promising results compared to the conventional methods (correlations and mechanistic models). With regard to this field, a few researchers applied ANN technique to resolve some problems associated with multiphase problems including pressure drop (18) , flow patterns identification (19) (20) (21) and liquid holdup. (22) Experience showed that empirical correlations and mechanistic models failed to provide a satisfactorily and a reliable tool for estimating liquid holdup in multiphase flow.
Ternyik et al. (19) utilized neural networks to predict holdup and flow pattern in pipes under various angles of inclinations. They used a Kohonen type network to classify the four different correlations for flow patterns with all input data. The resulting classifications from the output layer in binary form were used as data input to a three-layer back propagation neural network for predicting holdup. Holdup values predicted by the neural network had a value of 0.945 for the square of the correlation coefficient. While the results were encouraging, the complexity of the model (37 hidden nodes) relative to the number of training cases and the relatively small number of test cases (10%) may limit generalization. However, it is not possible to confirm this as the individual training/verification/ testing errors were not reported and the neural network models were not evaluated with independent data sets. (22) Another study done by Shippen and Scott (22) predicts liquid holdup for horizontal flow using a back-propagation neural network with eight hidden neurons which considers no-slip liquid holdup, diameter, gas and liquid superficial velocity, liquid viscosity, density and liquid surface tension as input parameters. Holdup values predicted by their neural network using all data set had a value of 0.985 for the correlation coefficient. Osman (20) developed another three-layer backpropagation neural network which predicts liquid holdup for horizontal flow with a correlation coefficient of 0.9896. Although he has gained a better results against conventional method but only four parameters (gas and liquid superficial velocity, pressure and temperature) has used as input to the network and lower range of liquid holdup has considered. Present paper utilizes an artificial neural networks model for predicting the liquid holdup in gas-liquid two-phase flow using five independent sets of experimental data. This model is flow pattern independent and uses an individual method for all conditions. Specific advantage of this model is covering all various angles of inclinations with wide range of flow and pipe conditions, simultaneously.
Artificial Neural Networks
Artificial neural networks are computing tool composed of many simple interconnected elements called neurons. These neurons are inspired by the biological nervous system. Neural networks have been trained to perform complex problems in various fields of applications which include visual processing, control systems, and speech synthesis. A neuron performs two simple tasks: (1) a weighted summation of its input array and (2) the application of a sigmoid function (S-shaped) to this summation to give an output which can serve as input to other neurons. An ANN has an input layer, an output layer, and one or more hidden layers. The input layer contains an array of variables into which the input data of the system is read from an external source. Similarly, the predicted data or results, which can be multiple vectors, are written in the output layer. Initially, the input layer receives the input and passes it to the first hidden layer for processing. The processed information from the first hidden layer is then passed to the other hidden layers for processing. Finally, the output layer receives information from the last hidden layer and sends the results to an external source. All the hidden layers have no direct connections to the outside world and the entire processing step is hidden from us.
The operations of an ANN are divided in two phases; training or ″learning″ phase and a cross-validation phase. The finding of set of suitable weights which minimizes the error between the predicted and the actual output is called the training of the network. The values of these weights are first set using a random number generator. During training, the network error is computed using some suitable training algorithm and the weights of all the interconnections between neurons are adjusted based on the magnitude of the error and a parameter called the learning rate until the ANN ″learns″ the correct inputoutput behavior. The training phase is a time-consuming process, and may take days of computer time to obtain an adequate input-output performance. ANNs have many training algorithms. One common is the back propagation with momentum which is used here. The momentum procedure is used to help the search process not to get stuck in a local minima. The fitting procedure from which the weights are determined has been performed using a least-squared minimization routine. In this routine, the sum squared of the relative error between the calculated and the experimental data is to be minimized. In general, the back propagation uses the following steps:
(1) Enter a specific input, and calculate its corresponding output. (2) If the sum-squared-error between this output and the desired output is acceptable, then stop. (3) If step (2) is not true, minimize the error by adjusting the weights between the neurons in the following manner: (a)
Begin at the output nodes and adjust their weights.
Propagate backward to the layer adjacent to the output layer by calculating errors and adjusting weights. (c)
Continue going backward until all errors are calculated and weights are adjusted.
It should be noted that even though a good fit of a large number of data is obtained, there is no guarantee that the model can successfully predict data not contained in the learning data set. This is why after the training phase is completed; the crossvalidation phase is required to ensure the accuracy and the generalization of the model. This phase is divided in two steps. First the ANN is subjected to data not seen during the training phase, and hopefully the output prediction by the ANN is acceptable. The most successful ANN architecture is the one which minimizes the prediction error on a data set for which it was not trained. Second, the ANN is subjected to intermediate data points seen during the training phase to insure that oscillation or ″over-fitting″ did not occur. The over-fitting problem occurs due to the use of more hidden layers than actually needed.
Data Acquisition and Analysis
This paper presents an Artificial Neural Network model for prediction of the Liquid Holdup in multiphase flow at all range of pipe inclinations from minus 90 degrees to plus 90 degrees.
The model was developed and tested using 2292 data sets collected from various studies and experimental works covering a wide range of variables including inclination from horizontal, gas and liquid superficial velocity, diameter, liquid viscosity, density and liquid surface tension. Table 1 summarizes the source experimental data conditions. These data sets were divided into training, cross validation and testing sets in the ratio of 4:1:1 (suggested by Haykin (23) ). All data sets were used to develop the network model. Each set of data collected from an individual study, randomly divided into three different groups: training, validation and testing so every group includes data from all studies at various ranges. The training set is used to develop and adjust the weights and biases in the network; the validation set is used to ensure the generalization of the developed network during the training phase, and the testing set is used to examine the final performance of the network and compare the model performance with the correlations of Beggs and Brill (3) and Mukherjee and Brill. (6) These two correlations have selected because of their ability to predict liquid holdup at every range of inclinations. Statistical description of training, validation and testing data are given in Table 2 and Table 3 , respectively. Table 3 shows a comparison of the errors based on training, validation and test cases. While the correlation coefficient is slightly lower for the test case, the overall error analysis among the cases shows comparable performance, indicating that the neural network did not suffer from over-fitting.
Liquid Holdup Network Architecture
The developed ANN model utilizes a multiple-layer feed forward network, which was selected due to its capabilities of representing non-linear functional mappings between inputs and outputs. The first layer consists of seven neurons representing the input parameters, the second (hidden) layer consists of ten neurons, and the third layer contains one neuron that represents the output value of the liquid holdup. A simplified schematic of the neural network is illustrated in Fig. 1 . A logarithmic sigmoid function was used as transfer function. This topology is achieved after a series of optimization processes by monitoring the performance of the network until the best network structure was accomplished. The resulting weights and biases for the neural network are given in Table 4 .
Results and Discussion
When neural network trained with train data group, the network performance was confirmed by introducing the validation data group to the network. After that, the neural network model becomes ready for testing and evaluation. To perform this, the test data group (382 data sets), which was not seen by the neural network during training, was used. To compare the performance and accuracy of the new models to other empirical correlations, two correlations including Beggs and Brill (3) and Mukherjee and Brill (6) were used. The statistical results of the comparison are given in Table 5 . Several statistical parameters were used in the evaluation, namely, average percent error, APE; absolute average percent error, AAPE; average root mean square error, ARMS; the correlation coefficient; R and standard deviation, SD. Equations describing these error parameters are given in Appendix A.
Figures 2 through Figure 4 illustrate scatter diagrams of the estimated versus experimental liquid holdup values. These cross plots indicates the degree of agreement between the experimental and the estimated values. If the agreement is perfect, then all points should lie on the 45º degrees line on the plot. Figure 4 shows the tightest cloud of points around the 45º degrees line indicating an excellent agreement between the experimental and the calculated data. These results verified the success of neural networks to recognize the implicit relationships between input and output variables.
It should be noted that the excellent results predicted by the two other correlations may partially be attributed to the fact that the major portion of used data in developing and testing the network and also evaluating the performance of those correlations was used by respectful authors in developing their correlations. Despite this, the developed neural network model outperform all the published correlations in terms of the lowest average percent error (-2.384), the lowest absolute average percent error (9.407), the lowest average root mean square error (9.407), the highest correlation coefficient (0.9896) and finally, the lowest standard deviation (8.544).
Conclusion
1. An Artificial Neural Network model was presented for the prediction of the liquid holdup in gas-liquid two-phase flow under various angles of pipe inclinations using 2292 data sets collected from five independent sets of experimental data. 2. The model was based on thee-layer backpropagation neural networks. the developed neural network model outperform all the published correlations in terms of the lowest average percent error (-2.384), the lowest absolute average percent error (9.407), the lowest average root mean square error (9.407), the highest correlation coefficient (0.9896) and finally, the lowest standard deviation (8.544). 3. The present study clearly demonstrates the power of artificial neural network model in solving complicated engineering problems. The developed model could perform even better if more data were used for training. 4. The new developed model can be used only within the range of used data. Caution should be taken beyond the range of used input variables. By broadening the range of input variables, developed model can adapt to make more accurate predictions over a wider range of conditions. 5. The developed model is independent from flow pattern determination and uses an individual method for all conditions. 6. As a future work, a sensitive analysis can perform to determine effect of each input variable on predicting of the corresponding liquid holdup.
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The It is defined as the relative deviation from the experimental data; Where E is defined as below: ARMS Measures the data dispersion around zero deviation. In which; e is the difference between experimental and estimated data: 
Correlation Coefficient: (R)
This represents the degree of success in reducing the standard deviation by regression analysis. 
Standard Deviation: (SD)
The standard deviation is a measure of how widely values are dispersed from the average value (the mean) and is based on the entire population. A lower value of standard deviation indicates a smaller degree of scatter. The ARMS error is a measure of scatter or lack of precision. It is relatively insensitive to errors in low ranges of liquid holdup and strongly affected by errors in the high range. The APE is a measure of the centering or average accuracy of the predictions, but is more strongly influenced by errors in the low range of liquid holdup. Like the ARMS error, the AAPE is also measure of the lack of precision; however it is very sensitive to errors associated with small measured values of liquid holdup.
The correlation coefficient, R, a more complex statistical parameter, is used to evaluate the degree of linear relationship between the measured and predicted holdup. A value of 1 indicates a perfect linear relationship, whereas a value of 0 means there is absolutely no linear dependence.
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