Reliability-based optimal design software for earthquake engineering applications by Royset, Johannes O. et al.
Calhoun: The NPS Institutional Archive
Faculty and Researcher Publications Faculty and Researcher Publications Collection
2007-08-09




Can. J. Civ. Eng. 34: 856-869 (2007)
http://hdl.handle.net/10945/48825
856 
Reliability-based optimal design software for 
earthquake engineering applications 
Hong Liang, Terje Haukaas, and Johannes O. Royset 
Abstract: This paper describes a functional tool for engineers to make rational design decisions by balancing cost and 
safety. Focus is on seismic design, in which nonlinear structural response must be considered. For this purpose, we 
implement and apply a state-of-the-art algorithm for reliability-based design optimization. The work extends the OpenSees 
software, which is rapidly gaining users in the earthquake engineering community. Consequently, design optimization 
with sophisticated nonlinear finite element models of real structures is possible. An object-oriented software architecture 
is employed that focuses on maintainability and extensibility of the software. This approach also offers flexibility in 
the choice of optimization and reliability methods for each specific problem, supported by the decoupled nature of the 
'optimization algorithm. Our work utilizes and extends the existing tools for structural reliability analysis in OpenSees. 
In particular, we employ response sensitivities that are computed within the finite element code by direct differentiation. 
The implementation is tested through case studies with nonlinear structural response. Discontinuous response gradients 
are overcome by use of fibre cross sections and smoothed material models. The numerical examples include the seismic 
design optimization of a six-storey, three-bay, reinforced concrete building. 
Key words: reliability-based design optimization, nonlinear finite elements, earthquake engineering, object-oriented 
software development, OpenSees. 
Resume: Cet article decrit un outil pratique d'aide 11 la decision de conception rationnelle pour les ingenieurs en 
equilibrant les couts et la securite. 11 porte principalement sur la conception antisismique dans laquelle une reponse 
structurale non lineaire doit etre consideree. Dans ce but, nous avons implante et applique un algorithme 11 la fine 
pointe pour l'optimisation de la conception basee sur la fiabilite. Les travaux examinent Ie logiciel OpenSees, qui gagne 
rapidement de l'importance aupres des utilisateurs dans la communaute des ingenieurs en conception antisismique. 11 
est donc maintenant possible d'optimiser la conception 11 l'aide de modeles perfectionnes d'elements finis non lineaires 
de structures rt!elles. Une architecture de logiciel oriente objets est employee; celle-ci porte sur la maintenabilite 
et I'extensibilite du logiciel. Celie approche offre aussi une flexibilite du choix des methodes d'optimisation et de 
fiabilite pour chaque probleme specifique, soutenue par la nature decouplee de l'algorithme d'optimisation. Nos travaux 
utilisent des outils existants et elargissent leur application pour I'analyse de fiabilite structurale dans OpenSees. Plus 
particulierement, nous employons les sensibilites de la reponse calculees dans Ie code des elements finis par differentiation 
directe. L'implantation est testee par des etudes de cas avec reponse structurale non lineaire. Les gradients de rt:ponse 
discontinue sont allenues par l'utilisation de sections transversales de fibres et de modeles de materiels lisses. Les 
exemples numeriques comprennent l'optimisation de la conception antisismique d'un biitiment en beton arme de six etages 
et de trois travees. 
Mots-c/es: optimisation de la conception basee sur la fiabilite, elements finis non lineaires, ingenierie antisismique, 
developpement de logiciels orientes objets, OpenSees. 
lTraduit par la Redaction] 
Introduction 
The primary objective in structural engineering is to achieve 
structural designs that comprise an optimal balance between 
cost and safety. Ideally, the cost should account for possible fu-
ture failures, including damage, downtime, and personal injury. 
Similarly, the safety assessment should account for uncertain-
ties in a comprehensive manner, including inherent randomness 
and model uncertainty. Traditionally, this cost-benefit problem 
has bcen addressed through experience, trial and error, and ad-
hoc comparisons of different designs. In these approaches, how-
ever, a comprehensive exploration of design alternatives is not 
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performed, and uncertainties may not be accounted for in a re-
fined manner. In recent decades, optimization algorithms and 
heuristics have been developed to find the optimal design in the 
mathematical framework of minimizing an objective function 
subject to structural and reliability constraints. This is referred 
to as reliability-based design optimization (RBDO). This pa-
per implements and applies a state-of-the-art RBDO algorithm 
from Royset et al. (2006), which can be employed to guide the 
earthquake engineer in achieving better designs. As discussed 
in further detail below, this algorithm has a stronger theoretical 
foundation than competing approaches and, hence, appears to 
be suitable for implementation in general-purpose software. Im-
portantly, the developments in this paper are put in the context 
of performance-based engineering. In this approach, the numer-
ical simulation of structural response is an integral part, includ-
ing assessment of damage, downtime, etc. In fact, the field of 
earthquake engineering has been at the leading edge of develop-
ing the concept of performance-based engineering (Moehle and 
Deierlein 2004). However, as recognized in theATC-58 project 
(Hamburger et al. 2004), there is a critical need for analysis 
tools to improve subperforming designs and to achieve cost-
effective design solutions. This motivates our development of 
a RBDO toollhat enables optimization with sophisticated non-
linear finite element models of real-world structures. 
To promote the use of RBDO in engineering practice it is 
of significant interest to implement optimization capabilities in 
structural analysis codes that are in widespread use and where 
the source code is openly available. The OpenSees software is 
ideal for this purpose. OpenSees (open ~stem for ~arthquake 
~ngineering~imulation, McKenna et a!. 2005) is an open-source, 
object-oriented general-purpose finite element code written in 
C++ (Stroustrup 1991) and specificnlly developed for enrth-
quake engineering analysis. It is the officinl computational plat-
form of the Pacific Earthquake Engineering Research Center 
(PEER) and the NSF-sponsored George E. Brown, Jr. Network 
for Earthquake Engineering Simulation (NEES), as well as 
rapidly gaining users in the international earthquake engineering 
community. The source code, user's guide, and executable files 
are available from opensees.berkeley.edu. Moreover, OpenSees 
was recently extended with reliability and response sensitivity 
capabilities (Haukaas and Der Kiureghian 2004). This allows 
reliability analysis to be conducted in conjunction with static 
and dynamic inelastic finite element analysis, with random ma-
terial, geometry, and load parameters. Of particular interest to 
the developments in this paper is the flexible objcct-oriented 
software architecture of OpenSees. This accommodates the ex-
tensive interaction between the optimization, reliability, and 
finite element modules that is required to implement RBDO 
capabilities. 
In this paper, we begin with a brief review of selected for-
mulations of the optimal design problem and corresponding 
solution algorithms. Next, our decoupled sequential approach 
is outlined. In this exposition we emphasize issues of essence 
in nonlinear finite element applications. Subsequently, the new 
implementations in OpenSees are presented as a library of in-
teracting software components. The computation of response 
sensitivities within the finite element module of OpenSees is 
an important ingredient in the presented software. In particular, 
a novelty of this paper is the use of smoothed material mod-
els and fibre cross sections to ensure continuous gradients (i.e., 
sensitivities) with respect to various parameters and variables. 
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Finally, we present a numerical example to demonstrate the 
performance for real-world nonlinear structural models with 
uncertainty in material, geometry, and load parameters. To our 
knowledge this is the first implementation and testing of the se-
lected algorithm in a general-purpose finite element software. 
Reliability-based optimization problems 
Every structural design is specified by geometrical dimen-
sions, amount of reinforcement, type of material, etc. Some of 
these quantities are assumed to be at the discretion of the en-
gineer, possibly subject to prescribed constraints. Such quan-
tities are the design variables of the design problem, and are 
collected in the vector x. The uncertain parameters in the finite 
element model, such as some material properties, geometry, and 
load parameters, are collected in a separate vector v of random 
variables. We stress that the design variables may also repre-
sent parameters of the probability distributions of the random 
variables. For instance, the designer may wish to optimize the 
dimensions of a girder cross section, which are uncertain due to 
imperfect workmanship. Hence, only the mean of the structural 
dimensions is considered to be at the discretion of the engineer. 
Similarly, in some cases, the dispersion of the probability dis-
tribution of a random variable may be at the discretion of the 
designer through tolerance specifications to the manufacturer. 
RBDO problems may be classified into three broad cate-
gories: minimization of the cost, subject to structural and re-
liability constraints; maximization of the reliability, subject to 
structural and cost constraints; and minimization of the dis-
crepancy between the reliability and a selected target reliability, 
subject to structural and cost constraints. Hence, two key tasks 
in RBDO are the evaluation of cost and reliability of the seismic 
design. The cost should ideally include both the detailed ma-
terial and construction cost Co and the expected cost of future 
failure events. The latter is denoted Ce and reads 
K 
[I] Ce = L~>kPk 
k=1 
where K is the number of failure modes, Ck is the cost of failure 
in mode k, and Pk is the probability of failure in mode k. The 
associated reliability is defined as I - Pk. Since Co, Ce, and Pk 
generally depend on the design variables x, these dependencies 
are made explicit by using the functional notation: co(x), ce(x), 
and pdx). We note that eq. [I] is valid under the assumption of 
independent failure probabilities Pk. This may not be the case 
when different failure modes are influence by the same vari-
ables. In such cases, the RBDO problem should be formulated 
in terms of a single global failure mode, rather than failure of 
individual members, or in terms of a system failure probability 
defined by several component events (Ditlevsen and Madsen 
1996). 
The computation of q(x) and pdx) are nontrivial tasks. 
Starting with q(x), it should include costs related to interrup-
tion of business, repair of damage, human injury, and loss of 
life. Although some costs may still be considered intangible, 
which wnrrants a minimum reliability constraint, concepts such 
as the life quality index (LQI) have brought a refined evalua-
tion of Ck (x) within reach (Nathwani et al. 1997). We also note 
that Ck (x) must bc measured in present monetary units. Typi-
cally, the Poisson process is used to model the occurrence of 
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seismic events, in which case the present expected value of a 
future loss in an earthquake, with continuous compounding is 
(Sexsmith 1983) 
DC 





where Ck (x) is the future cost, ).. is the rate of occurrence in the 
Poisson model, and r is the real interest rate excluding inflation. 
It is noted that eq. [2] is valid for earthquake engineering appli-
cations in which we consider one destructive event during the 
lifetime of the structure. It is also noted that the expectation is 
taken over an infinitely long time period; this is done in recogni-
tion of the fact that any time period in excess of approximately 
50 years will yield practically equal results. 
The failure probability Pk(X) for the kth failure mode is de-
fined by the multi fold integral 
[3] pkCx) = f··· f f(v, x)dv 
Fk(X) 
where f(v, x) is the joint probability density function of the 
random variables and Fdx) denotes the failure domain in the 
space of random variables. The failure domain is specified 
by the analyst in terms of limit-state functions gdx, v) with 
the outcome gdx, v) :::: 0 meaning failure and the outcome 
gdx, v) > 0 indicating the safe state. The random vector v 
is transformed, using a smooth transformation T, into a stan-
dard normal vector u such that the events (gk (x. v) :::: 0) and 
(gdx. T (u» :::: 0) have the same probability. By incorporating 
the transformation T into the definition of the limit-state func-
tion, we can assume in the following that gk is a function of 
x and It. System failure and the corresponding probability is 
similarly defined in terms of a system failure domain given by 
the joint state of the limit-state functions as a series, parallel, 
or a general system (Ditlevsen and Madsen 1996). Equation [3] 
cannot be evaluated exactly, other than for a few special cases. 
A number of reliability methods have been developed to solve 
it in an approximate manner, including the first- and second-
order reliability methods (FORM and SORM) and sampling 
techniques (Ditlevsen and Madsen 1996). 
In the first category ofRBDO problems listed above we iden-
tify 
[4] x* E arg min I co(x) + ce(x) 1 hex) :::: 0 
p(x)::::pl 
as the key problem, where x* is the optimal design, h (x) is the 
vector of structural constraints (an example of a structural con-
straint is II) (x) = d(x) - do, where d(x) is a structural dimen-
sion and d" is the prescribed upper bound on d(x), p(x) is the 
vector of failure probabilities, and p is the vector of prescribed 
constraints on the failure probabilities. We recognize that the 
problem in eq. [4] without the reliability constraint is theoreti-
cally more appropriate because Ce (x) includes the expected cost 
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of failure. In effect, the optimization would achieve the optimal 
balance between safety and total expected cost, an analogue 
to the rational decision analysis developed by Benjamin and 
Cornell (1970) and others, hence, rendering the reliability con-
straint redundant. However, the concern that intangible costs 
are present motivates the inclusion of the reliability constraint 
to ensure a minimum safety level. 
The second category of RBDO problems, in which the relia-
bility is maximized, is less attractive for several reasons. First, 
the presence of mUltiple failure modes and thus multiple failure 
probabilities make these multi objective optimization problems, 
unless all the failure modes are included in one system relia-
bility formulation. Second, these problems do not have their 
foundation in decision analysis as when the total expected cost 
is minimized. For these reasons we do not devote attention to 
this category of problems in this paper. 
The third category of RBDO problems, in which a design 
with preselected reliability is sought, is referred to as inverse 
reliability problems (Der Kiureghian et al. 1994). A represen-
tative problem in this category is 
[5] x* E arg min Ilpl (x) - "llh(x) :::: 0 I 
where I ... 1 denotes absolute value. Cost constraints may be in-
cluded in this formulation as well, although this is normally 
not done. Significant attention has been devoted to this type 
of problem, including work by Li and Foschi (1998). This for-
mulation of RBDO is not preferred herein because it does not 
address the objective of minimizing the total expected cost. 
In this paper, we consider the problem in eq. [4] based on our 
belief that the principles of rational decision analysis should 
form the basis for RBDO in seismic design. In the numerical 
examples in this paper, we consider the case of one global struc-
tural failure mode, although the methodology is not limited to 
this case (Royset et al. 2006). In this case, the problem takes 
the form 
[6] x· E argmin Ico(x) + c(x)p(x) Ih(x):::: 0 
p(x) :::: pI 
where c(x) is the cost of failure and p(x) is the probability of 
failure (with the subscript I dropped for simplicity from this 
point on). Furthermore, we model the structure in terms of a 
nonlinear finite element model for assessment of seismic perfor-
mance, where the design variables x and the random variables 
v are input parameters. A number of challenges are identified 
when attempting to solve eq. [6]: 
I. Software architecture The fields of finite element, reli-
ability, and optimization analyses are evolving areas of 
research. It is therefore imperative to implement RBDO 
in a manner that allows each module to be continuously 
extended and maintained. The software architecture must 
allow seamless communication between the finite element, 
reliability, and optimization modules. 
2. Nonlinearities Material or geometrical nonlinearities in 
the structural response give rise to nonlinearities in the ob-
jective function and limit-state function of the problem. 
This is particularly relevant in earthquake engineering and 
necessitates algorithms that are able to tackle nonlineari-
ties. 
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3. Approximations Since both the failure probability and its 
gradient must be approximated, the RBDO algorithm must 
be able to handle approximate function evaluations without 
causing divergence or jamming. 
4. Gradients of the failure probability The approximate 
failure probability may not be continuously differentiable 
(that is, has continuous gradients) in the space of design 
variables and its gradient with respect to the design vari-
ables may not even be readily available. Either occurrence 
causes difficulties for gradient-based solution algorithms. 
5. Gradients of the finite element response Response sen-
sitivities are needed in the optimization algorithm and pos-
sibly also in the approximation of the failure probability. 
These gradients must be computed in an accurate and effi-
cient manner. Moreover, they must be continuous to avoid 
difficulties for gradient-based solution algorithms. 
6. Computational cost The need for repeated evaluations of 
the finite element response and the reliability may cause 
the RBDO analysis to be exceedingly computationally ex-
pensive. It is imperative that the solution algorithms pro-
vide feasible computation times for realistic problem sizes 
(for example, 10-100 design variables and 50-500 random 
variables). 
Solution algorithms 
In recent years, significant research efforts have been made 
to develop algorithms that solve the RBDO problems. These 
include heuristic techniques such as genetic algorithms (Naka-
mura et al. 2000), which evaluate objective and constraint func-
tions at a number of points without the need for obtaining 
gradients. However, these methods tend to be associated with 
significant computational cost, particularly when the number 
of design and random variables grows. Also these algorithms 
often require a time-consuming process of adjusting a large 
number of algorithm parameters to achieve computational ef-
ficiency for particular problems. RBDO problems can also be 
solved by using response surfaces (metamodels) and surrogate 
functions, which optimize approximate representations of ob-
jective and constraint functions (Gasser and Schueller 1998; 
Igusa and Wan 2003; Torczon and Trosset 1998; Eldred et al. 
2002). These methods can obtain an approximate solution fairly 
efficiently, but are typically associated with an unknown model 
error. Another class of RBDO algorithms includes Enevold-
sen and Sorensen (1994), which employ a nested bi-Ievel ap-
proach where a standard nonlinear optimization algorithm is 
used and the failure probabilities are evaluated each time the 
values of the objective function and the reliability constraint 
are needed. The decoupled nature of this approach is beneficial 
for the software architecture but detrimental to the computa-
tional efficiency. Furthermore, approximations are introduced 
every time the failure probability and its gradient are estimated, 
which may cause the nonlinear optimization algorithm to jam 
or diverge. Madsen and Friis Hansen (1992) and Kuschel and 
Rackwitz (2000) propose a monolevel approach, where the op-
timality conditions of FORM reliability analysis replace the re-
liability constraint. Consequently, a single (mono) optimization 
analysis is facilitated. However, the disadvantages with this ap-
proach include the restriction to FORM reliability analysis and 
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the need for second-order derivatives of the limit-state function. 
Furthermore, the resulting optimization problem may become 
ill-conditioned due to the complex form of the optimality con-
ditions. An alternative monolevel approach was developed by 
Chen et al. (1997) and generalized by Wang and Kodiyalam 
(2002) and Agarwal et al. (2003) for the situation where the de-
sign variables represent mean values of the random variables. 
Under the restrictive assumption of FORM analysis and uncor-
related random variables, an explicit relationship is established 
between the design variables and the approximation point in 
FORM, thus allowing a monolevel analysis. 
Recently, several decoupled sequential approaches have 
emerged to solve eq. [6]. In essence, the reliability and opti-
mization analyses are performed separately and sequentially in 
a loop. The optimization is executed to obtain a new design 
without repeated evaluations of the reliability. Subsequently, 
the failure probability is updated by a reliability algorithm of 
choice and the loop is repeated until convergence is achieved. 
This approach is efficient and advantageous from a software 
architecture standpoint because the reliability and optimization 
algorithms are decoupled. Several researchers have contributed 
to these developments, including Kirjner-Neto et al. (1998), 
Der Kiureghian and Polak (1998), Du and Chen (2002), Agar-
wal and Renaud (2004), and Royset et al. (2006). Most notably, 
the utilization of the method of outer approximations (Kirjner-
Neto et al. 1998, Der Kiureghian and Polak 1998, Royset et 
al. 2006) makes available convergence proofs that are unavail-
able in other approaches. Since the algorithm in Royset et al. 
(2006) possesses a theoretical foundation, allows any reliability 
method, and is flexible and easy to implement, it is well suited 
for general-purpose software. In the following, the theory of 
this algorithm is briefly reviewed and the implementation is 
described. 
Problem reformulation 
In this paper, we implement the decoupled sequential ap-
proach from Royset et al. (2006) in an object-oriented manner 
in OpenSees and apply it to nonlinear finite element models. 
The approach is based on a reformulation of the problem in eq. 
[4] into one that has the failure probability as an auxiliary design 
variable. The original formulation in eq. [4] is computationally 
problematic for several reasons. Not only is the failure proba-
bility costly to approximate, it may not be continuously differ-
entiable. One example of the latter difficulty is when FORM 
analysis approximations are used. Then, the "most probable 
point" may jump to a different location due to an infinitesimal 
perturbation of the design variables. 
To develop a computationally tractable problem, the failure 
probability p(x) is replaced with an auxilliary variable a. This 
variable (or a scaled version to improve problem conditioning) 
is included in an augmented design vector i = (x, £/), as well 
as appearing in the revised constraints in the first reformulation 
of eq. [4] 
[7] i* E arg min I co(x) + c(x)a I" (x) ::: 0 
p(x)=a, O:::a:::/II 
Because the gradient of the true failure probability is difficult 
to compute, it is problematic that the failure probability still ap-
pears among the constraints. This is addressed by introducing 
© 2007 NRC Canada 
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an approximation similar to the one in FORM analysis (see, 
for example, Ditlevsen and Madsen 1996), in which the inte-
gration boundary g (x, II) = 0 in eq. [3] is approximated by a 
hyperplane. The approximation is centred at the point on the 
integration boundary g (x, II) = 0 with the highest probability 
density; referred to as the most probable point (MPP). The dis-
tance from the origin to the MPP in u-space is the reliability 
index fJ(x). The corresponding FORM approximation to the 
failure probability is PFORM(X) = <I>(-fJ(x)), where <1>(.) is 
the univariate standard normal cumulative distribution function. 
Conversely, we have f3(x) = -<1>-1 (PFORM(X)). We conclude 
that in a FORM approximation the constraint p(x) = 1I is sat-
isfied if the reliability index equals -<1>-1 (p(x)), and conse-
quently, the limit-state function is zero at this distance from the 
origin in II-space. To this end, the equality constraint p(x) = a 
in eq. [7] is replaced by the constraint 1/I(x) = 0, where 
[8] 1/I(x) = - min (g(x, u)} 
IIEB(r) 
with B(r) = {III 111111 ::: r} being a ball of radius I' centred at 
the origin, and I' = -<1>-1 (a). The solution algorithm requires 
that the feasible set of eq. [8] remain fixed. This is not the case 
because I' varies in the optimization process. In our implemen-
tation, this problem is solved by applying the transformation 
u = I'll, where II is the feasible set that remains a ball of unit 
radius, namely, II E B(I). Equation [4] now takes the approxi-
mate form 
[9] i* E argmin !co(x) + c(x)allt(x) ::: 0 
1/I(x) = 0, 0::: a ::: III 
To account for the nonlinearities that are present in nonlinear 
finite element applications a correction factor t is introduced: 
I' = _<1>-1 (a)t (Royset et al. 2006). The auxiliary parameter 
t is updated during the analysis as described in the next sec-
tion. Equation [9] is a semi-infinite optimization problem with 
equality constraints. A more suitable problem formulation is ob-
tained by converting the equality constraint into an inequality 
constraint 
[10] i* E argmin !co(x) + c(x)allt(x)::: 0 
1/I(x):::O, O:::a:::pl 
With the above definition of 1/1 (x), this does not alter the so-
lution, i.e., eqs. [9] and [10] arc equivalent, provided that the 
origin in the II-space is in the safe domain, which is satisfied 
for structures with ordinary reliability levels, see Royset et al. 
(2006) for a proof. Equation [I O} is the final reformulation of 
the problem. If the limit-state function is linear or if the FORM 
approximation of the failure probability is acceptable, then t is 
set to unity and the reformulated problem in eq. [10] is equal 
to that in eq. [4]. In fact, Royset et al. (2006) provide a proof 
of convergence for this case, based on the utilization of the 
method of outer approximations. Moreover, even for nonlinear 
limit-state functions, the approach is guaranteed to result in a 
feasible design, that is, a design that satisfies the structural and 
reliability constraints (Royset et al. 2006). 
It should be emphasized that eq. [10] is motivated by the 
desire to cast the optimization problem in a ~emi-infinite form, 
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thereby allowing for the employment of the method of outer ap-
proximations (see, Sects. 3.4-3.5, Polak 1997). The term semi-
infinite is employed because the constraint 1/1 (x) ::: 0, in princi-
ple, represents an infinite number of constraints reflected by the 
argmin constraint of 1/1 (x) (termed II-space constraints); one for 
each point within the ball. It has been proposed to use only a 
single II-space constraint of the form - g (x, II*(X» ::: 0, where 
II*(X) is the MPP (Du and Chen 2002; Agarwal and Renaud 
2004). However, such an approach may fail to ensure sufficient 
reliability even for linear limit-state functions. As an exam-
ple, consider the simple RBDO problem in Fig. I, which has 
one design variable, x, and two uncorrelated standard normal 
random variables, III and 112. Due to the reliability constraint, 
which states that the distance from the limit-state surface (bro-
ken lines in Fig. I) to the origin cannot be less than 3.0, we 
conclude that x = 0.0 is the only feasible solution. However, 
if we keep only one constraint of the form - g (x, 11* (x)) ::: 0 
to enforce the reliability constraint, namely, the point marked 
as a filled circle in Fig. I, then the algorithm will flip between 
the incorrect points x = -I and x = I. Both these points are 
infeasible solutions. Hence, more than one II-space constraint 
is generally needed. As described below, the method of outer 
approximation account for this in a rigorous manner. 
In earthquake engineering applications, the first-order ap-
proximation of the reliability problem may be an unacceptable 
approximation. In such circumstances, a more precise reliabil-
ity analysis, for example, importance sampling centred at the 
MPP, is desirable. Upon performing such analysis, we update 
the parameter t and repeat the solution of eq. [10]. Specifi-
calli' the parameter t is updated by mUltiplying it by the factor 
<1>- (£1)/<1>-1 (p), where P is the probability obtained from a 
more accurate reliability analysis. The philosophy behind this 
update is that if P > 1I, then the constraint 1/1 (x) ::: 0 in 
the final approximate problem allows the limit-state surface 
{lIlg (x , II) = O} to come too close to the origin in the II-space, 
thus requiring the radius of the ball associated with 1/1 (x) to 
be increased. The increase of the ball radius is obtained by in-
creasing t. If p < a, then the limit-state surface is required to 
be too far away from the origin in the II-space by the constraint 
1/1 (x) ::: 0, and the size of the ball must be reduced, i.e., t is 
reduced. 
Decoupled sequential solution algorithm 
In the solution approach pursued in this paper, we employ 
the term decollpled to stress that the analyst is free to select 
the reliability method to update the first-order estimate of the 
failure probability. The term seqllential is adopted to highlight 
that the analysis consists of a repeated sequence of solving the 
optimization problem without reliability evaluations followed 
by the reliability analysis of choice. Two alternatives of the de-
coupled sequential algorithm (DSA) are explored in this paper. 
The first employs the method of outer approximations (Polak 
1997) in the manner that is described by Royset et al. (2006). 
This algorithm benefits from the convergence proofs available 
by expanding the number of points in the random variable space 
to enforce the reliability constraint. For convenience we refer 
to this algorithm as DSA-MOOA. The second alternative is a 
simplified version, referred to as DSA-S. In essence, DSA-S 
combines the problem reformulation with the developments of 
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Fig.!. Simple RBDO problem to demonstrate a potential 
problem with convergence to the correct solution when only one 
point in the random variable space is employed to enforce the 
reliability constraint. 
Design vanable .\ 
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Du and Chen (2002) and Agarwal and Renaud (2004), which 
suggest that one point to enforce the reliability constraint may 
be adequate under certain circumstances. The DSA-S exhibits 
lower computational cost than the DSA-MOOA, but lacks con-
vergence proof and is prone to problems such as that illustrated 
in Fig. I. 
The DSA-MOOA approach proposed by Kirjner-Neto et al. 
(1998) and Royset et al. (2006) consists of iterations at several 
levels. Upon the initialization of x, a, and t the top level itera-
tion includes three tasks: 
AI: Optimization analysis Performing the analysis to obtain 
the optimal augmented design vector i = (x, a) 
A2: Reliability analysis Computing the failure probability p 
using a method of choice 
A3: Update Modifying the parameter t by multiplying it by 
<1>-1 «(/)/<1>-1 (p) 
This procedure is repeated until the design represented by x, a, 
and t stabilize. Usually, 2 to 10 repetitions of A I to A3 are re-
quired to reach a satisfactory solution. Task A I consists of solv-
ing the semi-infinite optimization problem in eq. [lO]. When 
applying the MOOA algorithm forthis purpose the ball B(O, I) 
is discretized into a finite number of points, Ill, 112, ... , liN in 
the following manner: approximate the constraint 1{1 (x) :5 0 by 
N constraints g(x, -<1>-1 «(/)111 j) ::: 0, j = 1,2, .... Nand 
solve the resulting standard nonlinear inequality constrained 
problem. For the sake of efficiency, some of the Nil-space 
constraints may not be included in a particular iteration as de-
scribed below. Specifically, we recognize that task A I consists 
of three subtasks: 
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BI: Minimize limit-state function within ball Obtain a new 
point II N as the minimum value of the limit-state function within 
the ball B(O, -<1>-1 (a)t). In the current OpenSees implemen-
tations, we terminate the search when the tolerance -0. I / N 2 
on the point's closeness to the surface of the ball is achieved, 
where N is the number of times loop B I-B3 has been repeated. 
B2: Constraint expansion As an approximation of 1{1 (x) :5 0, 
for every j = 1,2, ... , N, add the constraint g(x, -<1>-1 (a)t x 
II;) ::: 0 to eq. [10] if max 10, - g(x, -<1>-1 «(/)Ill j) I exceeds 
pj - pN, where p is a user-defined parameter between 0 and 
I with default value 0.5. At the points II j the limit-state func-
tion is required to stay positive in task B3. Note that II j, j = 
1,2, ... , N - I are stored solutions from task B I obtained in 
earlier iterations in the B I-B3 loop. 
B3: Deterministic constrained optimization Solve the deter-
ministic inequality constrained optimization problem in eq. [10] 
without 1{1 (x) :5 0 but with the constraints added in task B2. 
The result is a new augmented design vector i = (x, 1I). 
Tasks B I, B2, and B3 are repeated until the optimality con-
ditions are satisfied according to a user-defined precision tol-
erance. The counter N starts at one and is augmented by one 
every time B3 is completed. According to proofs presented by 
Polak (1997) an "exact" solution of eq. [10] is found if the 
discretization number N approaches infinity. Typically, 75 to 
150 iterations are required to find an acceptable solution in our 
applications. In the current implementations in OpenSees, the 
Polak-He algorithm (Polak 1997) is employed to solve tasks 
B I and B3. This algorithm involves a quadratic suboptimiza-
tion problem with linear constraints to determine the search 
direction vector. This could be done with any commercially 
available standard solver; in our implementations it is addressed 
by linking the software package LSSOL (Gill et al. 1986) with 
OpenSees. A simplification of the Polak-He algorithm is pos-
sible in task B I when only one constraint is present as pointed 
out by Royset et al. (2002) and Haukaas and Der Kiureghian 
(2005). The Armijo rule is employed to determine the associ-
ated step size. We emphasize that the object-oriented software 
architecture allows the user to experiment with alternative so-
lution algorithms to solve the various tasks. 
In static pushover analysis for seismic capacity assessments 
it is observed that the limit-state function is generally only 
weakly nonlinear. Indeed, the presence of dramatic nonlineari-
ties would lead to questions about the quality of the design. If 
a small perturbation in a parameter leads to significant change 
in the reliability then it would be a weakness of the design. 
Instead, moderate nonlinearities are present. This leads us to 
explore the simplified DSA-S version of the above algorithm. 
This algorithm takes advantage of the fact that even one point 
III is sufficient to enforce the II-space constraint 1{1 :5 0 when 
the limit-state function is not strongly nonlinear. As mentioned 
previously, this strategy lacks the proof of convergence of the 
method of outer approximations, but might benefit from compu-
tational cost savings under favourable circumstances. It differs 
from the DSA-MOOA only within the task identified as A I 
above. Instead of the repeated execution of tasks B I, B2, and 
B3, task B I is executed only once with a strict tolerance to col-
lect one constraint to represent 1{1 :5 0 followed by execution 
of task B3. 
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Object-oriented implementation in 
OpenSees 
The algorithms presented above are implemented in 
Open Sees in the form of a library of analysis tools. This work 
benefits from the decoupled nature of the algorithms, as well 
as the object-oriented nature of Open Sees. Figure 2 shows an 
overview of the algorithm as presented above. The points of 
interaction with the finite element and the reliability modules 
of OpenSees are shown with broken lines to emphasize the 
decoupled, yet efficient interaction between the different mod-
ules of the software. This implementation takes advantage of 
the fact that OpenSees is regarded as a collection of software 
components. These are categorized in three groups: (I) domain 
components, (2) analysis types, and (3) analysis tools. The do-
main components include nodes, elements, and materials. The 
analysis types contain the orchestrating algorithms to run the 
different types of analysis, such as static and dynamic structural 
analysis. Of primary importance in this work are the analysis 
tools, which are a collection of algorithms to solve tasks such 
as establishing the system of equations, numbering the degrees-
of-freedom, and solving for the response. The reliability, sensi-
tivity, and optimization implementations abide by this software 
architecture. 
In the object-oriented programming approach the developer 
creates classes, from which objects are created at run-time. Each 
class, and hence the associated objects, contain data members 
and member functions. For instance, the /lode class, from which 
any number of node objects may be created, contains the nodal 
coordinates as data members. The member functions perform 
operations on the data members of their object, or on data that 
are passed to the member function at run-time. The distinction is 
made between base classes and subclasses. Notably, the analy-
sis tools are implemented as a framework of base classes. These 
act as place holders that promise certain analysis features, with-
out containing actual implementations. The implementations to 
deliver the promised results are provided in subclasses. In this 
manner the algorithm to solve a particular analysis task is read-
ily substituted without modifying the software framework. This 
feature fosters advantageous maintainability and extensibility 
of the software. As an example, the task B I above, namely, the 
solution of an optimization problem with a single inequality 
constraint may be solved by different algorithms. To this end, 
we implement a base class that promises to solve such problems, 
as well as alternative subclasses with alternative algorithms. 
Haukaas and Der Kiureghian (2004) extended Open Sees with 
reliability and response sensitivity analysis capabilities. Do-
main components such as random variables, correlation coeffi-
cients, and limit-state functions were created, as well as anal-
ysis types to perform FORM analysis, sampling analysis, etc. 
Moreover, a number of analysis tools for reliability analysis 
were created. For instance, the ProbabilityTransformatioll base 
class is responsible for transforming the random variables to 
and from the standard normal space. The corresponding sub-
class NatafProbabilityTramformation is utilized in this work. 
Additional examples are the GFullEvaluator and GradGFu-
nEvaluator base classes, which are responsible for providing 
the value of g and 'Y.~ from the finite element module. . 
Implementation of RBDO procedures poses a number ot 
challenges. Importantly, the interaction between the finite ele-
ment, reliability, and optimization modules must be robust and 
efficient. It is required that realizations of random variables 
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Fig. 2. Overview of the implemented decoupled sequential 
optimization approach. 
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v and design variables x arc repeatedly updated in the finite 
element model. Moreover, the finite element response and the 
response gradients must be accurately and efficiently computed 
and communicated to the reliability and optimization modules. 
The software architecture of OpenSees has turned out to be ide-
ally suited for this purpose. We stress that the communication 
of data is Ilot made through files, but instead efficiently within 
the code. 
As part of our implementations, five classes have been added 
to the domain, as shown in Fig. 3: desigllVariable, design-
VariablePositioller, objectil'eFlIllctioll, costFullction, and COIl-
straillfFullctioll. In particular, the desigll VariablePositioller 
class is used to map the design variables as structural prop-
erties of the finite element model, while the costFUllctioll class 
is employed to create functions that are subsequently combined 
into an objectil'eFullctioll. 
One analysis type, named DSOptilllizatiollAllalysis (Fig. 4), 
is implemented to orchestrate sequential decoupled RBDO anal-
ysis. This class encompasses both the DSA-MOOA and the 
DSA-S algorithms described above. As shown in Fig. 4, three 
new analysis tools are implemented: NOlllillSillglellleqOpt, NOII-
lillMultillleqOpt, and LiIlMlIltillleqOpt. The base class NOIl-
lillSillglellleqOpt promises to solve task B I. One corresponding 
subclass is implemented, named PolakHeNolllillSillglellleqOpt. 
The base class NOlllillMultillleqOpt promises to solve task B3, 
for which the current subclass implementation is PolakHeNolI-
linMultilneqOpt. As mentioned above, in task B3 a quadratic 
suboptimization problem with linear constraints is solved to 
find the search direction. This is achieved by the base class Lill-
MultillleqOpt, for which a subclass in the form of the LSSOL 
software package (Gill et al. 1986) referred to in Fig. 2 is linked 
with OpenSees (the software package LSSOL is not made avail-
able to the public through OpenSees). As seen in Fig. 4, the 
RBDO implementations also make extensive use of existing 
analysis tools such as the el'aluateFll1l object to evaluate the 
objective functions, cost functions, and constraint functions. 
Similarly, the el'alliateGradFll1l object evaluates the gradient 
of these functions. 
Continuity of response gradients 
A potential problem with the merger of nonlinear finite el-
ement analysis and gradient-based optimization is the compu-
tation of response gradients. Such results must be computed 
in an efficient and accurate manner, and they must be continu-
ous to avoid convergence problems. As an example, the tasks 
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Fig. 3. New domain classes for optimization analysis. 
identi fied earlier require the computation of the gradient of the 






where d is a vector of response quantities, aljl/ad is readily 
found because g is a simple algebraic expression in terms of d, 
and ad/ax signifies the need for derivatives of the structural 
response with respect to the design variables. Similarly, the 
derivative of the limit-state function with respect to the random 
variables in the standard normal space is needed, where the 
chain rule yields 
[12] iJg 
iJu 
ag ad av 
iJd iJv iJll 
where od/ov is a required response gradient and OV/Oll is the 
Jacobian matrix of the probability transformation. 
Two methods are available to compute the response gradi-
ents iJd/iJx and iJd/iJv : finite difference methods (FDM) and 
the direct differentiation method (DDM). The FDMs are based 
on repeated perturbation and re-analysis to obtain the deriva-
tives. This approach suffers from high computational cost and 
questionable accuracy. The DDM, on the other hand, consist 
of analytical differentiation of the finite element procedure and 
implementing these derivatives alongside the response com-
putations. This approach is ideal in terms of accuracy and effi-
ciency, at the one-time cost of extending the finite element code 
with DDM equations. In OpenSees, this work was carried out 
by Haukaas and Oer Kiureghian (2004). 
In the nonlinear finite element analysis it is common to em-
ploy material models with sudden transitions from elastic to 
plastic response. As discussed in Haukaas and Oer Kiureghian 
(2005), this may lead to discontinuities in the response gradi-
ents. This is dramatically detrimental to the performance of any 
gradient-based optimization algorithm, either in the reliability 
problem or in the overall optimization problem. The experi-
ence of the authors is that the issue of gradient discontinuities 
carries increased importance in RBDO analysis compared with 
the search for the MPP in the stand-alone reliability analysis. 
We stress that this nonconvergence or slow convergence is ex-
pected since the assumption of continuous differentiability is 
violated. All nonlinear programming algorithms will experi-
ence difficulties when applied to such inappropriate problems. 
In this paper, two remedies are introduced to solve the problem: 
smoothed material models and fibre cross sections. It is shown 
in Haukaas and Oer Kiureghian (2005) that material models that 
exhibit smooth transitions from the elastic to the plastic state 
have continuous displacement sensitivities. For this reason, we 
employ a smoothed bilinear material to model the reinforcing 
steel in the numerical example . However, the concrete material, 
which is based on a modified Kent-Park backbone curve (Scott 
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Fig. 4. New analysis tool classes for optimization analysis. Base 
classes are in boldface. 
et al. 1982) with zero stress in tension and linear unloading 
and (or) reloading, is more complex. The potential discontinu-
ities stemming from the transition events in this material are 
remedied by discretizing the member cross sections into an ap-
propriate number of uniaxial material fibres. Tn this manner, the 
response is smoothed due to the presence of many minute tran-
sition events. Fifteen to twenty fibres over the cross section are 
found to be appropriate. Our experience is that this approach 
both remedies the discontinuity problem and leads to a refined 
model for seismic response analysis. 
Numerical examples and case studies 
Consider the six-storey reinforced concrete frame building in 
the Canadian Concrete Design Handbook (CPCA 1995). This 
building is envisioned located in Vancouver, Canada, which is 
a seismically active region. The building has seven bays with 
6 m spacing in the North-South (NS) direction and three bays 
(two office bays with 9 m spacing and a central 6 m corridor 
bay) in the East-West (EW) direction. The interior columns 
are all 500 mm x 500 mm, while the exterior columns are all 
450 mm x 450 mm. The beams of both NS and EW frames 
are 400 mm wide x 600 mm deep for the first three storeys 
and 400 mm x 550 mm for the top three storeys. The Canadian 
COl/crete Design Handbook specifies that the frame is designed 
as a ductile moment resisting frame with R = 4.0, where R is 
the ductility force modification factor that reflects the capacity 
of a structure to dissipate energy through inelastic behaviour. 
In this paper, we aim to optimize the design of the columns 
and beams of this ductile-moment-resisting frame according to 
RBOO analysis. For this purpose, we consider linear and non-
linear push-over analyses of the second EW frame . We stress 
that the purpose of the example is to demonstrate the methodol-
ogy. No criticism of the originally proposed design is implied . 
The optimized design presented in this paper is based on the 
illustrative assumptions and criteria described below. The finite 
clement model and the applied loads are shown in Fig. 5. The 
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Fig. 5. Finite element model for reinforced concrete frame 
building. All dimensions in millimetres. 
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load case of" 1.0 x dead load + 1.0 x earthquake load" is con-
sidered in the analysis. The lateral loads from ground motion are 
lognormally distributed with correlation coefficient 0.7, while 
the dead and live loads are considered deterministic. Details are 
provided in Table I. 
We first consider linear elastic analysis as a reference for the 
common inelastic pushover analysis. The linear case, which is 
often employed in conjunction with the well-known equal dis-
placement rule, will also provide a reference when studying the 
performance of the RBDO implementations. For this case, 12 
design variables are collected in the vector x = (hi, III. h2. h2, 
b3. h3. b4. h4. b5. h5. b6. h6), as defined in Table 2.A total of 48 
random variables describing the loading and material properties 
are collected in the vector v = (HI.lh liJ. H4. H5.lh. EI, 
...• E42), where the lateral loads defined in Table I are multi-
plied by R = 4.0 according to the equal displacement principle 
and EI to E42 represent the modulus of elasticity of the concrete 
material for all 42 members. which are lognormally distributed 
with mean value 24648 N/mm2, 15% coefficient of variation, 
and correlation coefficient 0.7. The reliability problem for the 
frame is defined in terms of the limit-state function 
[13] g[d(x. v)] = 23.1 x 0.02 - droof 
where 23.1 m is the height of the frame, 0.02 is the maximum 
acceptable drift ratio, and droof is the roof displacement. Our 
objective is to achieve a frame design that minimizes the total 
expected cost, given constraints. For this purpose. we model the 
initial cost of design and the cost of failure in terms of the total 
volume of the members. For simplicity. the cost of failure is 
assumed to be five times the volume of the members. However, 
we emphasize that use of the RBDO methodology in engineer-
ing practice hinges upon refined cost estimates. Although this 
is outside the scope of this paper, which deals with algorithms 
and implementations, we strongly support the ongoing efforts in 
the earthquake engineering community to quantify damage and 
associated cost due to impending earthquakes. Our assumption 
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leads to the objective function 
[14] 6 Co(x) + Ce(x)p(x) = L;=I b;h;L; 
6 
+ p(5) ~ b'hL £""';=1 I I I 
where L; represent the total length of the members in each of 
the six categories identified in the design vector, while h; and 
h; are cross-sectional dimensions. 
A stand-alone finite element analysis with the initial design 
and with mean values for the random variables yields droof = 
238 mm. The corresponding drift ratio is 1.03%. A FORM reli-
ability analysis yields the reliability index f3 = 3.65. with cor-
responding failure probability p = 0.000 133. To achieve an 
optimized design with the same reliability, we prescribe the re-
liability constraint as p ~ 0.000 133. The structural constraints 
are prescribed to be 0 ~ h;, h;, and 0.5 ~ h; / h; ~ 2 to en-
sure positive dimensions and appropriate aspect ratios, where 
i = [1.2.3.4.5.6]. 
The total expected cost of the initial design is 54.062 m3. 
Optimization is first attempted with DSA-MOOA. Due to the 
linear nature of this problem, convergence was achieved within 
I to 3 iterations inside task B I, and within I to 10 iterations in-
side task B3. After 75 repetitions inside task A I the algorithm 
converged to the optimal design. The total expected cost was 
reduced to 40.856 m3, with the same reliability as the original 
design. We note that only one execution of task A I was needed 
because a more accurate reliability analysis indicated that the 
FORM result was acceptable, due to the linear nature of the 
problem. The DSA-S provided an identical design with slightly 
lower computational cost, as will be discussed later. Table 3 
shows the initial and optimal values of the 12 design variables. 
It is seen that the out-of-plane dimensions are reduced signif-
icantly, while the in-plane dimensions are either increased or 
reduced slightly, compared with the initial design. This is rea-
sonable since these changes impose less dramatic changes on 
the moment of inertia of the cross sections, while significantly 
reducing the member volumes. 
Next, we consider nonlinear pushover analysis by employing 
the displacement-based beam-column element in conjunction 
with the fibre cross section in OpenSees. To achieve a reasonable 
distribution of the curvature along the element, each member 
was modelled with four elements, each with four integration 
points along the element. Each column and beam section is dis-
cretized into about 20 fibres to provide sufficient accuracy and to 
avoid gradient discontinuity problems, as described earlier. Typ-
ical fibre sections of columns and beams are illustrated in Fig. 6. 
This figure illustrates the sophistication of the finite element 
model. Uniaxial material models are employed to model the 
behaviour of each fibre. In this example, the elastic-perfectly-
plastic material with zero tension is employed to model the 
concrete, while the smooth steel material models the reinforc-
ing steel. 
In this nonlinear case, 18 design variables are collected in the 
vector x = (bl. h I. h2. h2. b3. h3. h4. h4. h5. 115. b6. h6. A I. A2, 
A3. A4. A5. A6). In addition to hand h defined earlier, this case 
has the areas of steel bars A as design variables, as summa-
rized in Table 4. A total of 78 random variables to represent 
loads and material properties are collected in the vector v = 
(HI • ...• H6. I:el • ...• l:e8 . Eeel •...• Eee8. 1:1, ... . 1:14' 
Eel.··· • Ee14. Iyl.··· . l y l4. EI • ...• E14) with data shown 
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Table 1. Loads on reinforced concrete frame building. 
Loads Mean (kN) e.o.v. Type Description 
HI 28.5 0.15 lognormal Random lateral load on floor I 
fh 49.0 0.15 lognormal Random lateral load on floor 2 
H) 70.1 0.15 lognormal Random lateral load on floor 3 
H4 89.1 0.15 lognormal Random lateral load on floor 4 
Hs 109.8 0.15 lognormal Random lateral load on floor 5 
H6 131.9 0.15 lognormal Random lateral load on roof 
PI 108 N/A N/A Deterministic vertical load 
P2 105 N/A N/A Deterministic vertical load 
p) 96 N/A N/A Deterministic vertical load 
P4 184 N/A N/A Deterministic vertical load 
Ps 178 N/A N/A Deterministic vertical load 
P6 182 N/A N/A Deterministic vertical load 
Note: e.o.v., coefficient of variation; N/A, nol applicable. 
Table 2. Definition and inilial values of design variables. 
Variable 
b l X hI 
b2 X h2 
b) X h) 
b4 X h4 
hs X hs 
h6 X h6 
Initial value (m) 







Width and depth of exterior columns of first three stories 
Width and depth of exterior columns of top three stories 
Width and depth of interior columns of first three stories 
Width and depth of interior columns of top three stories 
Width and depth of beams of first three stories 
Width and depth of beams of top three slories 





0,45 0,45 0.5 0.5 0.5 
0.219 0,439 0.369 0.738 0.303 
0.5 
0.606 
0,4 0.6 0,4 0.55 
0.320 0.641 0.269 0.538 
Fig. 6. Typical fibre sections for columns and beams. the confined concrete Ecc. They are assigned to eight types of 
columns: the first three-storey columns and the top three-storey 
columns on the four axes A, B, C, and D. We also have 14 ran-
dom variables for the unconfined concrete strength f~ and 14 
random variables for the modulus of elasticity of the uncon-
fined concrete Ec. They are assigned to eight types of columns 
and six types of beams: the first two-storey beams, the middle 
two-storey beams, and the top two-storey beams. In addition, 
we have 14 random variables for steel bars strength fy and 14 
random variables for modulus of elasticity of steel E assigned 
to eight types of columns and six types of beams. 





reinforced steel layer 
'\ unconlined concrete 
2 fibers 
Beam Fiber Sectinn 
in Table 5. The random variables are correlated with the cor-
relation coefficient 0.7 within each group of variables. There 
are eight random variables for the confined concrete strength 
f~c and eight random variables for modulus of elasticity of 
The limit-state function is identical to eg. [13]. The objective 
function is modified to accommodate the price difference be-
tween the steel and concrete materials. Assuming that the price 
of steel bars per cubic metre is 100 times that of the concrete 
we get the expression 
[15) co(x) + ce(x)p(x) = " . [bjllj + IOO(2)AjJLj + ". (bjll, + 100Aj)L, ( 4 6 ) ~'=I ~,=5 
+ p(5) (L:;=I [b,ll j + 100(2)A,)L, + L:~=5 (b,Il, + 100Aj)L,) 
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Table 4. Definition and initial values of additional design variables for the nonlinear case. 











Half of the area of reinforced bars of exterior columns of first three stories 
Half of the area of reinforced bars of exterior columns of top three stories 
Half of the area of reinforced bars of interior columns of fir,t three stories 
Half of the area of reinforced bars of interior columns of top three stories 
Area of reinforced bars of first three stories' beams 
A6 0.0024 Area of reinforced bars of top three stories' beams 
Table 5. Random variables for the nonlinear case, except loads, which are shown in Table I. 
Variable Mean (MPa) c.o.v. Corr. Type Description 
f:ct ... l:c8 39 0.15 0.7 lognormal Confined concrete strength 
Eeel . . . Eee8 9750 0.10 0.7 lognormal Modulus of elasticity of confined concrete 1:1 ••• 1:14 30 0.15 0.7 lognormal Unconfined concrete strength 
Eel' .. Ecl4 15000 0.10 0.7 lognormal Modulus of elasticity of unconfined concrete 
Iyl ... fi'14 400 0. 15 0.7 
E I ··· EI4 200000 0.05 0.7 
where Lj represents the total length of the members in each 
of the six categories identified in the design vector. The struc-
tural constraints are as before, with added constraints to ensure 
appropriate reinforcement ratios: O.Olbjhj :::: Aj :::: 0.02bjhj 
for columns, where i = [1,2,3,4], and 0.008bjhj :::: Aj :::: 
0.02bjhj for beams, where i = [5,6]. 
A stand-alone finite element analysis with the initial de-
sign and mean values of the random variables yields droof = 
168 mm, which is a drift of 0.73%. A FORM reliability analysis 
followed by importance sampling resulted in a failure proba-
bility p = 0.000 94. To achieve an optimized design with the 
same reliability we prescribe this as the reliability constraint. 
The total expected cost of the initial design is 130.753 m3. In 
DSA-MOOA, convergence was achieved within I to 5 itera-
tions inside task B I and within I to 21 iterations inside task 
B3. As in the linear case, after 75 repetitions inside task A I the 
algorithm converged to the optimal design. At this time there 
were 17 /I-space constraints present to enforce the constraint 
1/1 :::: O. Task A2 was then executed by an importance sampling 
reliability analysis at the new design with a target coefficient 
of variation of 2%. Due to the presence of nonlinearities the 
parameter 1 was updated in task A3 and task A I was repeated. 
After two more loops of tasks AI-A3 the analysis converged 
to a total expected cost of 86.4 m3 with the same reliability 
as the original design. The DSA-S produced the same design 
also in this case, with less computational effort as will be dis-
cussed shortly. Table 6 shows the values of the design variables 
as they approach the optimum, as well as the value of the pa-
rameter I. The observation is made that a design that is close to 
the optimal design is obtained already after the first execution 
of task A I. As opposed to the linear case, when no update of I 
was needed, we now observe 1 = 1.0 171 at the optimal design. 
This indicates a weak but noteworthy nonlinearity. In fact, in 
earthquake analyses that involve pushover analysis it is not an-
ticipated to see I-values that differ significantly from 1.0. The 
authors have spent considerable effort to come up with more 
nonlinear examples. As an example, only by a rather artificial 
example involving uniformly distributed random variables with 
high coefficients of variation were we able to reach I = 1.06. 
lognormal Steel bars strength 
lognormal Modulus of elasticity of steel 
Fig. 7. Structural responses for the nonlinear case at (I) the mean 
point of the initial de;ign; (2) the most probable point (MPP) of 
the initial design; (3) the mean point of the optimal design; and 
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Figure 7 shows the structural response for four characteris-
tic realizations of design variables and random variables. The 
response at the mean realization of random variables of the ini-
tial design is shown as the thin continuous line. As expected, 
this response is close to linear, because no significant damage 
(yielding) is anticipated at this realization. At the MPP of the 
initial design, however, substantial yielding occurs. This is rea-
sonable, since this realization represents failure. The structural 
response at the mean realization of random variables for the 
optimal design is shown as the thick continuous line. This re-
sponse has larger displacement than the initial design due to the 
change in the design variables. Finally, the structural response 
at the MPP of the optimal design is also shown. Again, signif-
icant nonlinearity in the finite element response is observed. 
This response is similar to that of the initial design, since the 
2% drift limit is characteristic of the MPP, but it is not equal to 
it. The apparent lower initial stiffness of the optimal design is 
due to the reduced cross sections to achieve the optimal design. 
Remarkably, the optimal design has an acceptable reliability 
and a significantly reduced total expected cost. This serves as 
an indication of the usefulness of the RBDO approach. 
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Table 7. Number of evaluations of the limit-state 
function, alone or with gradients. The evaluations 
required to obtain improved reliability estimates by 
importance sampling in task A2 is independent of 
optimization methods and is /10/ included in these 
results . 
SDA-MOOA SDA-S 
DDM FDM DDM FDM 
Linear example 
g 555 8559 147 1227 
g with ilg/ilv 80 N/A 8 N/A 
g with ilg/ilx 347 N/A 58 N/A 
Nonlinear example 
g 5471 40415 1300 7618 
g with ilg/iJv 91 N/A 33 N/A 
g with iJg/iJx 1547 N/A 208 N/A 
Note: DDM, direct differentiation method; FDM, finite 
difference methods; Nt A, not applicable. 
Computational cost 
867 
An important issue for utilization of the RBDO methodology 
in engineering practice is computational cost. In an attempt to 
illuminate this issue, we present two indicators: (l) rough es-
timates of the actual computation time on a regular desktop 
computer and (2) the number of calls to evaluate the limit-state 
function. The former is useful for the practicing engineer to get 
a feel for the cost involved, while the latter is the most com-
mon indicator to judge the efficiency of an RBDO algorithm . 
The linear example presented in this paper was completed in 
approximately 5 min on a 2.0 GHz desktop computer when the 
DSA-S algorithm was employed, while the nonlinear example 
took approximately 2 days to complete tasks AI, A2, and A3. It 
is stressed that 90% of this time was spent on importance sam-
pling to obtain an accurate failure probability in task A2. With 
the DSA-MOOA algorithm, the computational time remained 
the same for the linear example, while it increased to approx-
imately 4 days in the nonlinear case. Of this time, 75% was 
spent on importance sampling to obtain an accurate estimate of 
the failure probability in task A2. 
When presenting the number of calls to evaluate the limit-
state function, we distinguish between software with and with-
out DDM implementations in the finite element code. Although 
these are available in OpenSees, it is of interest to compare the 
savings achieved compared to finite element software without 
response sensitivity capabilities. Table 7 shows the number of 
evaluations of g alone, as well as evaluations that additionally 
require the gradient with respect to the design variables x or the 
random variables v (only relevant when employing the DDM 
implementations, since the FDMs are based on repeated eval-
uations of .II alone). For the linear example analyzed by the 
DSA-MOOA, we see that a total of 982 calls are needed, while 
the nonlinear example requires 7 J09 evaluations. The majority 
of these calls are toevaluate g alone; 555 and 5471, respectively. 
Notably, the number of g-function evaluations when a linite dif-
ference (FD) scheme was employed to obtain the gradients was 
8559 and 40415, respectively. 
Table 7 also shows the significant reduction in computational 
effort that is achieved when the DSA-S algorithm is employed: 
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the number of evaluations is reduced to approximately 20-25% 
of that of the DSA-MOOA. 
Conclusions and discussion of findings 
In this paper, we strive towards the vital objective of provid-
ing software tools for balancing cost and safety in earthquake 
engineering. This is carried out by implementing algorithms 
for reliability-based design optimization (RBDO) in OpenSees. 
The software is general-purpose and does not require ad hoc 
modifications by the analyst when applied to different structural 
optimization problems. To make the implementations transpar-
ent to the engineer, significant attention in this paper is devoted 
to the implementation details. This, and the fact that OpenSees 
is an open-source software that is being increasingly utilized 
in the earthquake engineering community, is believed to foster 
increased use of RBDO in engineering practice. 
The difficulty with gradient discontinuities is present when 
merging nonlinear finite element structural models with opti-
mization algorithms. In this paper, we employ smooth mate-
rial models and fibre cross sections to remedy this problem. 
The software capabilities are demonstrated on a finite element 
model of a six-storey reinforced concrete frame building. The 
presented results indicate a significant reduction in the total ex-
pected cost of the structure, while still satisfying the prescribed 
minimum reliability level. 
Several observations are made with regard to the presented 
examples. First, we note that the simplified version of the DSA-
MOOA algorithm, referred to as DSA-S, is slightly more effi-
cient in this particular case. On average, we found that the DSA-
S needs approximately 20-25% of the calls to the limit-state 
function compared with the DSA-MOOA. This is noteworthy 
in static push-over analysis, where the limit-state function is 
rarely dramatically nonlinear. It implies that only one point in 
the space of random variables may be sufficient to enforce the /1-
space constraint imposed by the presented reformulation of the 
problem. However, because he DSA-S algorithm lacks proof of 
convergence and may fail, as demonstrated with a simple exam-
ple in this paper, we recommend employing the DSA-MOOA 
algorithm unless the engineer has special insight into the prob-
lem at hand. 
Two additional observations are made with regard to circum-
stances affecting the performance of the optimization analysis : 
scaling of the involved functions and prescription of unneces-
sary constraints. As mentioned earlier the Polak-He algorithm 
is employed to solve the suboptimization problems that appear 
in the reformulated problem. Due to the linear convergence 
properties of this algorithm, the numerical value of the func -
tions involved influence the convergence rate. This is trivially 
addressed by scaling the limit-state function and the structural 
constraints, which all remain valid under arbitrary scaling. By 
scaling the functions to a start value of approximately 1.0 the 
convergence improved appreciably, as expected. The inclusion 
or exclusion of inactive constraints also turned out to have im-
pact on the computation time. For example, when all of the 
structural constraints that turned out to be inactive were re-
moved the same results were obtained with 60-80% of the orig-
inal time spent. This reduction in computational effort stems 
from the reduced size of the system of equations within task 
B3. Of course the analyst may not be able to determine a pri-
ori which constraints are inactive. However, our observations 
Can. J. Civ. Eng . Vol. 34. 2007 
lead to the recommendation of not adding constraints that are 
trivially satisfied. 
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