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Ruelle transfer operators for contact Anosov flows
and decay of correlations
by Luchezar Stoyanov
Abstract. We prove exponential decay of correlations for Ho¨lder continuous observables with respect to any
Gibbs measure for contact Anosov flows admitting Pesin sets with exponentially small tails. This is achieved by
establishing strong spectral estimates for certain Ruelle transfer operators for such flows.
1 Introduction and Results
1.1 Introduction
The study of statistical properties of dynamical systems has a long history and has been the
subject of a considerable interest due to their applications in statistical mechanics and thermody-
namics. Many physical systems poses some kind of ‘strong hyperbolicity’ and are known to have
or expected to have strong mixing properties. For example in the 70’s, due to works by Sinai,
Bowen and Ruelle, it was already known that for Anosov diffeomorphisms exponential decay of
correlations takes place for Ho¨lder continuous observables (see e.g. the survey article [ChY]).
However the continuous case proved to be much more difficult and it took more than twenty
years until the breakthrough work of Dolgopyat [D], where he established exponential decay of
correlations for Ho¨lder continuous potentials in two major cases: (i) geodesic flows on compact
surfaces of negative curvature (with respect to any Gibbs measure); (ii) transitive Anosov flows
on compact Riemann manifolds with C1 jointly non-integrable local stable and unstable foliations
(with respect to the Sinai-Bowen-Ruelle measure).
Dolgopyat’s work was followed by a considerable activity to establish exponential and other
types of decay of correlations for various kinds of systems – see [BaL] for more information and
historical remarks. See also [Ch1], [Ch2], [ChY], [BaG], [BaT], [DL], [FT], [GL], [L1], [M], [N],
[OW],[Y1], [Y2], [T], [Wi], and the references there. Liverani [L1] proved exponential decay of
correlations for C4 contact Anosov flows with respect to the measure determined by the Riemann
volume. Some finer results were obtained later by Tsujii [T] (for C3 contact Anosov flows)
and recently by Nonnenmacher and Zworski [NZ] (for a class of C∞ flows which includes the C∞
contact Anosov flows); both papers dealing with the measure determined by the Riemann volume.
In this paper, as a consequnece of the main result, we derive exponential decay of correlations
for C5 contact Anosov flows on Rieman manifolds M of any dimension and with respect to any
Gibbs measure on M admitting Pesin sets with exponentially small tails.
More recently the emphasis in studying decay of correlations appears to be in trying to es-
tablish such results for non-uniformly hyperbolic systems and systems with singularities, e.g.
billiards. In a remarkable recent paper Baladi, Demers and Liverani [BDL] established exponen-
tial decay of correlations for Sinai billiards with finite horizon on a two-dimensional torus. See
also the historical comments in [BDL] for more information on this topic.
Many of the works mentioned above used some ideas from [D], however most of them followed
a different approach, namely the so called functional-analytic approach initiated by the work
of Blank, Keller and Liverani [BKL] which involves the study of the so called Ruelle-Perron-
Frobenius operators Ltg =
g ◦ φ−t
|(det dφt)| ◦ φ−t
, t ∈ R (see e.g. the lectures of Liverani [L2] for a nice
exposition of the main ideas).
A similar approach, however studying Ruelle-Perron-Frobenius operators acting on currents,
was used in a very recent paper by Giulietti, Liverani and Pollicott [GLP] where they proved
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some remarkable results. For example, they established that for C∞ Anosov flows the Ruelle zeta
function is meromorphic in the whole complex plane.
In [D] Dolgopyat used a different approach and established some statistical properties (for
the flows he considered) that appear to be much stronger than exponential decay of correlations.
Indeed, using these properties, a certain technique developed in [D] involving estimates of Laplace
transforms of correlations functions (following previous works of Pollicott [Po] and Ruelle [R3]),
leads more or less automatically to exponential decay of correlations for Ho¨lder continuous poten-
tials. The approach in [D] involved studying spectral properties of the so called Ruelle transfer
operators whose definition requires a Markov partition. Given an Anosov flow φt : M −→ M
on a Riemann manifold M , consider a Markov partition consisting of rectangles Ri = [Ui, Si],
where Ui and Si are pieces of unstable/stable manifolds at some zi ∈ M , the first return time
function τ : R = ∪k0i=1Ri −→ [0,∞) and the standard Poincare´ map P : R −→ R (see Sect. 2
for detals). The shift map σ : U = ∪k0i=1Ui −→ U , given by σ = π
(U) ◦ P, where π(U) : R −→ U
is the projection along the leaves of local stable manifolds, defines a dynamical system which
is essentially isomorphic to an one-sided Markov shift. Given a bounded function f ∈ B(U),
one defines the Ruelle transfer operator Lf : B(U) −→ B(U) by (Lfh)(x) =
∑
σ(y)=x e
f(y)h(y).
Assuming that f is real-valued and Ho¨lder continuous, let Pf ∈ R be such that the topological
pressure of f − Pf τ with respect to σ is zero (cf. e.g. [PP]). Dolgopyat proved (for the type
of flows he considered in [D]) that for small |a| and large |b| the spectral radius of the Ruelle
operator Lf−(Pf+a+ib)τ : C
α(U) −→ Cα(U) acting on α-Ho¨lder continuous functions (0 < α ≤ 1)
is uniformly bounded by a constant ρ < 1.
More general results of this kind were proved in [St2] for mixing Axiom A flows on basic sets
under some additional regularity assumptions, amongst them – Lipschitzness of the so local stable
holonomy maps1 (see Sect. 2). Further results in this direction were established in [St3].
Our main result in this paper is that for contact Anosov flows on a compact Riemann manifolds
M correlations for Ho¨lder continuous observables decay exponentially fast with respect to any
Gibbs measure on M admitting a Pesin set with exponentially small tails (see the definition in
Sect.1.2).
It was proved recently in [GS] that Pesin sets with exponentially small tails exist for Gibbs
measures for Axiom A flows (and diffeomorphism) satisfying a certain condition, called expo-
nential large deviations for all Lyapunov exponents (see Sect. 3 below). In fact, under such a
condition, Pesin sets with exponentially small tails exist for any continuous linear cocycle over a
transitive subshift of finite type (see Theorem 1.7 in [GS]). And it turns out that in this generality,
exponential large deviations for all exponents is a generic condition (see Theorem 1.5 in [GS]).
The main results mentioned above are in fact consequences of a more general result. Given
θ ∈ (0, 1), the metric Dθ on U is defined by Dθ(x, y) = 0 if x = y, Dθ(x, y) = 1 if x, y belong
to different Ui’s and Dθ(x, y) = θ
N if Pj(x) and Pj(y) belong to the same rectangle Rij for all
j = 0, 1, . . . , N − 1, and N is the largest integer with this property. Denote by Fθ(U) the space of
all functions h : U −→ C with Lipschitz constants |h|θ = sup{
|h(x)−h(y)|
Dθ(x,y)
: x 6= y , x, y ∈ U} <∞.
The central Theorem 1.3 below says that for sufficiently large θ ∈ (0, 1) and any real-valued
function f ∈ Fθ(U) the Ruelle transfer operators related to f are eventually contracting on
Fθ(U). A similar result holds for Ho¨lder continuous functions on U – see Corollary 1.4 below.
In the proof of the Theorem 1.3 we use the general framework of the method of Dolgopyat [D]
and its development in [St2], however some significant new ideas have been implemented. The
main problem is to deal with the lack of regularity of the local stable/unstable manifolds and
1In general these are only Ho¨lder continuous – see [Ha1], [Ha2].
2
related local stable/unstable holonomy maps2 – as we mentioned earlier, in general these are only
Ho¨lder continuous. In [D] and [St2] these were assumed to be C1 and Lipschitz, respectively. Since
the definition of Ruelle operators itself involves sliding along local stable manifolds, it appears to
be a significant problem to overcome the lack of regularity in general.
There are several novelties in the approach we use in this article that allow to deal with this
difficulty: (a) making use of Pesin’s theory of Lyapunov exponents; (b) using Liverani’s Lemma
B.7 in [L1]3 to estimate the so called temporal distance function4 over cylinders using the smooth
symplectic form defined by the contact form on M ; (c) dealing with arbitrary Gibbs measures, as
long as they admit a Pesin set with exponentially small tails. These features are of fundamental
importance in this article. Sect. 1.3 below contains more comments on the proof of the main
result.
Here is the plan of the paper. The main results are stated in Sect. 1.2. Sects. 2 and 3
contain some basic definitions and facts from hyperbolic dynamics and Pesin’s theory of Lyapunov
exponents, respectively. The starting point in the central part of the paper is the assumption that
there exists a Pesin set P0 with exponentially small tails (see the definition in Sect. 1.2). In Sect.
4 we state some properties concerning diameters of cylinders intersecting the set P0. It turns
out that cylinders intersecting a Pesin set P0 have similar properties to these established in [St4]
under some pinching conditions. These properties (Lemma 4.1) are proved in Sect. 9. In Sect.
4 we also state the Main Lemma 4.4 which is a rather strong non-integrability property of the
contact Anosov flows we consider. We prove it in Sect. 8 using Liverani’s Lemma (Lemma 4.2).
Sects. 5-7, which should be regarded as the central part of this article, are devoted to the proofs
of Theorem 1.3 and Corollary 1.4. We believe that the scope of applicability of the arguments
developed in Sects. 5-7 is significantly wider than what is actually stated as results in this paper.
1.2 Statement of results
Let φt :M −→M be a C
2 contact Anosov flow on a C2 compact Riemann manifold M .
Let Φ = φ1 be the time-one map of the flow, and let m be an Φ-invariant probability measure
on M . A compact subset P of M will be called a Pesin set with exponentially small tails with
respect to m if P is a Pesin set with respect to m and for every δ > 0 there exist C > 0 and c > 0
such that
m
({
x ∈ L : ♯
{
j : 0 ≤ j ≤ n− 1 and Φj(x) /∈ P
}
≥ δn
})
≤ Ce−cn,
for all n ≥ 1. See Sect. 3 for the definition of a Pesin set and for a sufficient condition for the
existence of Pesin sets with exponentially small tails. As explained below this sufficient condition
is ‘generic’ in a certain sense.
The main result in this paper is the following.
Theorem 1.1. Let φt : M −→ M be a C
5 contact Anosov flow, let F be a Ho¨lder continuous
function on M and let νF be the Gibbs measure determined by F on M . Assume in addition that
there exists a Pesin set with exponentially small tails with respect to νF . For every α > 0 there
exist constants C = C(α) > 0 and c = c(α) > 0 such that∣∣∣∣∫
M
A(x)B(φt(x)) dνF (x)−
(∫
M
A(x) dνF (x)
)(∫
M
B(x) dνF (x)
)∣∣∣∣ ≤ Ce−ct‖A‖α ‖B‖α
for any two functions A,B ∈ Cα(M).
2E.g. the local stable holonomy maps are defined by sliding along local stable manifolds.
3See also Appendix D in [GLP] for an improved version of this lemma.
4Which is only Ho¨lder continuos in general.
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We obtain this a consequence of Theorem 1.3 below and the procedure described in [D].
It appears that so far the only results concerning exponential decay of correlations for general
Gibbs potentials have been that of Dolgopyat [D] for geodesic flows on compact surfaces and the
one in [St2] for Axiom A flows on basic sets (under additional assumptions including Lipschitz
regularity of stable/unstable holonomy maps). As we mentioned earlier, Liverani [L1] proved
exponential decay of correlations for C4 contact Anosov flows, and finer results (which imply
exponential decay of correlations) were established by Tsujii [T] and Nonnenmacher and Zworski
[NZ] (for C3 and C∞ contact Anosov flows, respectively), however all these three papers deal
with the measure determined by the Riemann volume. In a recent paper Giulietti, Liverani
and Pollicott [GLP] derived (amongst other things) exponential decay of correlations for contact
Anosov flows with respect to the measure of maximal entropy (generated by the potential F = 0)
under a bunching condition (which implies that the stable/unstable foliations are 23 -Ho¨lder).
Next, consider the Ruelle zeta function
ζ(s) =
∏
γ
(1− e−sℓ(γ))−1 , s ∈ C,
where γ runs over the set of primitive closed orbits of φt :M −→M and ℓ(γ) is the least period
of γ. Denote by hT the topological entropy of φt on M .
Using Theorem 1.3 below and an argument of Pollicott and Sharp [PoS1], one derives the
following5.
Theorem 1.2. Let φt : M −→ M be a C
2 contact Anosov flow on a C2 compact Riemann
manifold M . Assume that there exists a Pesin set with exponentially small tails with respect to
the Sinai-Bowen-Ruelle measure6. Then:
(a) The Ruele zeta function ζ(s) of the flow φt :M −→M has an analytic and non-vanishing
continuation in a half-plane Re(s) > c0 for some c0 < hT except for a simple pole at s = hT .
(b) There exists c ∈ (0, hT ) such that π(λ) = #{γ : ℓ(γ) ≤ λ} = li(e
hT λ) +O(ecλ) as λ→∞,
where li(x) =
∫ x
2
du
log u
∼
x
log x
as x→∞.
Parts (a) and (b) were first established by Pollicott and Sharp [PoS1] for geodesic flows on
compact surfaces of negative curvature (using [D]), and then similar results were proved in [St2]
for mixing Axiom A flows on basic sets satisfying certain additional assumptions (as mentioned
above). Recently, using different methods, it was proved in [GLP] that: (i) for volume preserving
three dimensional Anosov flows (a) holds, and moreover, in the case of C∞ flows, the Ruelle
zeta function ζ(s) is meromorphic in C and ζ(s) 6= 0 for Re(s) > 0; (ii) (b) holds for geodesic
flows on 19 -pinched compact Riemann manifolds of negative curvature. These were obtained as
consequences of more general results in [GLP], one of the most remarkable being that for C∞
Anosov flows the Ruelle zeta function ζ(s) is meromorphic in C.
Let R = {Ri}
k0
i=1 be a (pseudo-) Markov partition for φt consisting of rectangles Ri = [Ui, Si],
where Ui (resp. Si) are (admissible) subsets of W
u
ǫ (zi) (resp. W
s
ǫ (zi)) for some ǫ > 0 and
zi ∈ M (cf. Sect. 2 for details). The first return time function τ : R = ∪
k0
i=1Ri −→ [0,∞) is
essentially α1-Ho¨lder continous on R for some α1 > 0, i.e. there exists a constant L > 0 such
5Instead of using the norm ‖ · ‖1,b as in [PoS1], in the present case one has to work with ‖ · ‖θ,b for some
θ ∈ (0, 1), and then one has to use the so called Ruelle’s Lemma in the form proved in [W]. This is enough to prove
the estimate (2.3) for ζ(s) in [PoS1], and from there the arguments are the same.
6This is known to be true under some standard pinching conditions – see e.g. the comments at the end of Sect.
1 in [GS]. However we expect that this condition should be satisfied in much more general circumstances.
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that if x, y ∈ Ri ∩ P
−1(Rj) for some i, j, where P : R −→ R is the standard Poincare´ map, then
|τ(x) − τ(y)| ≤ L (d(x, y))α1 . The shift map σ : U = ∪k0i=1Ui −→ U is defined by σ = π
(U) ◦ P,
where π(U) : R −→ U is the projection along the leaves of local stable manifolds. Let Û be the set
of all x ∈ U whose orbits do not have common points with the boundary of R. Given θ ∈ (0, 1),
recall the metric Dθ on Û from Sect. 1.1. Denote by Fθ(Û) the space of all bounded functions
h : Û −→ C with Lipschitz constants |h|θ = sup{
|h(x)−h(y)|
Dθ(x,y)
: x 6= y; ;x, y ∈ Û} < ∞. Define the
norm ‖.‖θ,b on Fθ(Û) by ‖h‖θ,b = ‖h‖0 +
|h|θ
|b| , where ‖h‖0 = supx∈Û |h(x)|.
Given a real-valued function f ∈ Fθ(Û), set g = gf = f − Pf τ , where Pf ∈ R is the unique
number such that the topological pressure Prσ(g) of g with respect to σ is zero (cf. [PP]).
We say that Ruelle transfer operators related to f are eventually contracting on Fθ(Û) if for
every ǫ > 0 there exist constants 0 < ρ < 1, a0 > 0, b0 ≥ 1, D0 ≥ 1 and C > 0 such that if
a, b ∈ R satisfy |a| ≤ a0 and |b| ≥ b0, then
7
‖Lmf−(Pf+a+ib)τh‖θ,b ≤ C ρ
m ‖h‖θ,b
for any integer m ≥ D0 log |b| and any h ∈ Fθ(Û). This implies that the spectral radius of
Lf−(Pf+a+ib)τ on Fθ(Û) does not exceed ρ.
Theorem 1.3. Let φt : M −→ M be a C
2 contact Anosov flow on a C2 compact Riemann
manifold M , let R = {Ri}
k0
i=1 be a (pseudo-) Markov partition for φt as above and let σ : U −→ U
be the corresponding shift map. There exists a constant 0 < θˆ < 1 such that for any θ ∈ [θˆ, 1) and
any real-valued function f ∈ Fθ(Û) which is the restriction of a Ho¨lder continuous function F on
M so that there exists a Pesin subset of M with exponentially small tails with respect to νF , the
Ruelle transfer operators related to f are eventually contracting on Fθ(Û ).
Here θˆ is the minimal number in (0, 1) such that the first-return time function τ ∈ Fθˆ(Û).
A similar result for Ho¨lder continuous functions (with respect to the Riemann metric) looks a
bit more complicated, since in general Ruelle transfer operators do not preserve any of the spaces
Cα(Û ). However, they preserve a certain ‘filtration’ ∪0<α≤α0C
α(Û). Here α > 0 and Cα(Û) is
the space of all α-Ho¨lder complex-valued functions on Û . Then |h|α is the smallest non-negative
number so that |h(x) − h(y)| ≤ |h|α(d(x, y))
α for all x, y ∈ Û . Define the norm ‖.‖α,b on C
α(Û)
by ‖h‖α,b = ‖h‖0 +
|h|α
|b| .
Corollary 1.4. Under the assumptions of Theorem 1.3, there exists a constant α0 > 0 such that
for any real-valued function f ∈ Cα(Û) the Ruelle transfer operators related to f are eventually
contracting on ∪0<α≤α0C
α(Û ). More precisely, there exists a constant βˆ ∈ (0, 1] and for each
ǫ > 0 there exist constants 0 < ρ < 1, a0 > 0, b0 ≥ 1 and C > 0 such that if a, b ∈ R
satisfy |a| ≤ a0 and |b| ≥ b0, then for every integer m > 0 and every α ∈ (0, α0] the operator
Lmf−(Pf+a+ib)τ : C
α(Û) −→ Cαβˆ(Û ) is well-defined and ‖Lmf−(Pf+a+ib)τh‖αβˆ,b ≤ C ρ
m |b|ǫ ‖h‖α,b
for every h ∈ Cα(Û ).
The maximal constant α0 ∈ (0, 1] that one can choose above (which is determined by the
minimal θˆ one can choose in Theorem 1.3) is related to the regularity of the local stable/unstable
foliations. Estimates for this constant can be derived from certain bunching condition concerning
the rates of expansion/contraction of the flow along local unstable/stable manifolds (see [Ha1],
[Ha2], [PSW]). In the proof of Corollary 1.4 in Sect. 7 below we give some rough estimate for α0.
7Notice that this definition is a bit different from the one in [St2].
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The above was first proved by Dolgopyat ([D]) in the case of geodesic flows on compact
surfaces of negative curvature with α0 = 1 (then one can choose βˆ = 1 as well). The second main
result in [D] concerns transitive Anosov flows on compact Riemann manifolds with C1 jointly non-
integrable local stable and unstable foliations. For such flows Dolgopyat proved that the conclusion
of Theorem 1.3 with α0 = 1 holds for the Sinai-Bowen-Ruelle potential f = log det(dφτ )|Eu . More
general results were proved in [St2], [St4] for mixing Axiom A flows on basic sets (again for α0 = 1)
under some additional regularity assumptions. For example the latter results apply to C2 mixing
Axiom A flows on basic sets satisfying a certain pinching condition (similar to the 1/4-pinching
condition for geodesic flows on manifolds of negative curvature).
Without going into details here, let us just mention that strong spectral estimates for Ruelle
transfer operators as the ones described in Theorem 1.3 lead to a variety of deep results of various
kinds – see e.g. [An], [PoS1] - [PoS4], [PeS1] - [PeS3] for some applications of the estimates in
[D] and [St2]. Using Theorem 1.3 above, one can prove similar results for some other relatively
general systems.
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2 Preliminaries
Throughout this paper M denotes a C2 compact Riemann manifold, and φt : M −→ M (t ∈ R)
a C2 Anosov flow on M . That is, there exist constants C > 0 and 0 < λ < 1 such that
there exists a dφt-invariant decomposition TxM = E
0(x) ⊕ Eu(x) ⊕ Es(x) of TxM (x ∈ M)
into a direct sum of non-zero linear subspaces, where E0(x) is the one-dimensional subspace
determined by the direction of the flow at x, ‖dφt(u)‖ ≤ C λ
t ‖u‖ for all u ∈ Es(x) and t ≥ 0,
and ‖dφt(u)‖ ≤ C λ
−t ‖u‖ for all u ∈ Eu(x) and t ≤ 0.
For x ∈M and a sufficiently small ǫ > 0 let
W sǫ (x) = {y ∈M : d(φt(x), φt(y)) ≤ ǫ for all t ≥ 0 , d(φt(x), φt(y))→t→∞ 0 } ,
W uǫ (x) = {y ∈M : d(φt(x), φt(y)) ≤ ǫ for all t ≤ 0 , d(φt(x), φt(y))→t→−∞ 0 }
be the (strong) stable and unstable manifolds of size ǫ. Then Eu(x) = TxW
u
ǫ (x) and E
s(x) =
TxW
s
ǫ (x). Given δ > 0, set E
u(x; δ) = {u ∈ Eu(x) : ‖u‖ ≤ δ}; Es(x; δ) is defined similarly.
It follows from the hyperbolicity of the flow onM that if ǫ0 > 0 is sufficiently small, there exists
ǫ1 > 0 such that if x, y ∈M and d(x, y) < ǫ1, thenW
s
ǫ0(x) and φ[−ǫ0,ǫ0](W
u
ǫ0(y)) intersect at exactly
one point [x, y] (cf. [KH]). That is, there exists a unique t ∈ [−ǫ0, ǫ0] such that φt([x, y]) ∈W
u
ǫ0(y).
Setting ∆(x, y) = t, defines the so called temporal distance function8 ([KB],[D], [Ch1], [L1]). For
x, y ∈ M with d(x, y) < ǫ1, define πy(x) = [x, y] = W
s
ǫ (x) ∩ φ[−ǫ0,ǫ0](W
u
ǫ0(y)). Thus, for a
fixed y ∈ M , πy : W −→ φ[−ǫ0,ǫ0](W
u
ǫ0(y)) is the projection along local stable manifolds defined
on a small open neighbourhood W of y in M . Choosing ǫ1 ∈ (0, ǫ0) sufficiently small, the
restriction πy : φ[−ǫ1,ǫ1](W
u
ǫ1(x)) −→ φ[−ǫ0,ǫ0](W
u
ǫ0(y)) is called a local stable holonomy map
9.
8In fact in [D] and [L1] a different definition for ∆ is given, however in the important case (the only one considered
below) when x ∈ W uǫ (z) and y ∈ W
s
ǫ (z) for some z ∈M , these definitions coincide with the present one.
9In a similar way one can define holonomy maps between any two sufficiently close local transversals to stable
laminations; see e.g. [PSW].
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Combining such a map with a shift along the flow we get another local stable holonomy map
Hyx : W uǫ1(x) −→ W
u
ǫ0(y). In a similar way one defines local holonomy maps along unstable
laminations.
We will say that A is an admissible subset of W uǫ (z) if A coincides with the closure of its
interior in W uǫ (z). Admissible subsets of W
s
ǫ (z) are defined similarly.
Let D be a submanifold of M of codimension one such that diam(D) ≤ ǫ and D is transversal
to the flow φt. Assuming that ǫ > 0 is sufficiently small, the projection prD : φ[−ǫ,ǫ](D) −→ D
along the flow is well-defined and smooth. Given x, y ∈ D, set 〈x, y〉D = prD([x, y]). A subset
R˜ of D is called a rectangle if 〈x, y〉D ∈ R˜ for all x, y ∈ R˜. The rectangle R˜ is called proper if R˜
coincides with the closure of its interior in D. For any x ∈ R˜ define the stable and unstable leaves
through x in R˜ byW s
R˜
(x) = prD(W
s
ǫ (x)∩φ[−ǫ,ǫ](D))∩R˜ andW
u
R˜
(x) = prD(W
u
ǫ (x)∩φ[−ǫ,ǫ](D))∩R˜.
For a subset A of D we will denote by IntD(A) the interior of A in D.
Let R˜ = {R˜i}
k0
i=1 be a family of proper rectangles, where each R˜i is contained in a submanifold
Di of M of codimension one. We may assume that each R˜i has the form
R˜i = 〈Ui, Si〉Di = {〈x, y〉Di : x ∈ Ui, y ∈ Si} ,
where Ui ⊂ W
u
ǫ (zi) and Si ⊂ W
s
ǫ (zi), respectively, for some zi ∈ M . Moreover, we can take Di
so that Ui ∪ Si ⊂ Di. Set R˜ = ∪
k0
i=1R˜i. We will denote by Int(R˜i) the interior of the set R˜i
in the topology of the disk Di. The family R˜ is called complete if there exists χ > 0 such that
for every x ∈ M , φt(x) ∈ R˜ for some t ∈ (0, χ]. The Poincare´ map P˜ : R˜ −→ R˜ related to a
complete family R˜ is defined by P˜(x) = φτ˜(x)(x) ∈ R˜, where τ˜(x) > 0 is the smallest positive time
with φτ˜(x)(x) ∈ R˜. The function τ˜ is called the first return time associated with r˜. A complete
family R˜ = {R˜i}
k0
i=1 of rectangles in M is called a Markov family of size χ > 0 for the flow φt
if: (a) diam(R˜i) < χ for all i; (b) for any i 6= j and any x ∈ IntD(R˜i) ∩ P˜
−1(IntD(R˜j)) we have
W s
R˜i
(x) ⊂ P˜−1(W s
R˜j
(P˜(x))) and P˜(W u
R˜i
(x)) ⊃ W u
R˜j
(P˜(x)); (c) for any i 6= j at least one of the
sets R˜i ∩ φ[0,χ](R˜j) and R˜j ∩ φ[0,χ](R˜i) is empty.
The existence of a Markov family R˜ of an arbitrarily small size χ > 0 for φt follows from the
construction of Bowen [B].
Following [R2] and [D], we will now slightly change the Markov family R˜ to a pseudo-Markov
partition R = {Ri}
k0
i=1 of pseudo-rectangles Ri = [Ui, Si] = {[x, y] : x ∈ Ui, y ∈ Si} . where Ui and
Si are as above. Set R = ∪
k0
i=1Ri. Notice that prDi(Ri) = R˜i for all i. Given ξ = [x, y] ∈ Ri, set
W uR(ξ) =W
u
Ri
(ξ) = [U, y] = {[x′, y] : x′ ∈ Ui} and W
s
R(ξ) =W
s
Ri
(ξ) = [x, Si] = {[x, y
′] : y′ ∈ Si} ⊂
W sǫ0(x). The corresponding Poincare´ map P : R −→ R is defined by P(x) = φτ(x)(x) ∈ R, where
τ(x) > 0 is the smallest positive time with φτ(x)(x) ∈ R. The function τ is the first return time
associated with R. The interior Int(Ri) of a rectangle Ri is defined by prD(Int(Ri)) = IntD(R˜i).
In a similar way one can define Intu(A) for a subset A of some W uRi(x) and Int
s(A) for a subset
A of some W sRi(x).
We may and will assume that the family R = {Ri}
k0
i=1 has the same properties as R˜, namely:
(a′) diam(Ri) < χ for all i; (b
′) for any i 6= j and any x ∈ Int(Ri) ∩ P
−1(Int(Rj)) we have
P(Int(W sRi(x))) ⊂ Int
s(W sRj (P(x))) and P(Int(W
u
Ri
(x))) ⊃ Int(W uRj (P(x))); (c
′) for any i 6= j at
least one of the sets Ri ∩φ[0,χ](Rj) and Rj ∩φ[0,χ](Ri) is empty. Define the matrix A = (Aij)
k
i,j=1
by Aij = 1 if P(Int(Ri)) ∩ Int(Rj) 6= ∅ and Aij = 0 otherwise. According to [BR] (see section 2
there), we may assume that R is chosen in such a way that AM0 > 0 (all entries of the M0-fold
product of A by itself are positive) for some integer M0 > 0. In what follows we assume that the
matrix A has this property.
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Notice that in general P and τ are only (essentially) Ho¨lder continuous. However there is
an obvious relationship between P and the (essentially) Lipschitz map P˜ , and this will be used
below.
From now on we will assume that R˜ = {R˜i}
k0
i=1 is a fixed Markov family for φt of size χ <
ǫ0/2 < 1 and that R = {Ri}
k0
i=1 is the related pseudo-Markov family. Set
U = ∪k0i=1Ui
and Intu(U) = ∪k0j=1Int
u(Uj).
The shift map σ : U −→ U is given by σ = π(U) ◦ P, where π(U) : R −→ U is the projection
along stable leaves. Notice that τ is constant on each stable leaf W sRi(x) =W
s
ǫ0(x) ∩Ri. For any
integer m ≥ 1 and any function h : U −→ C define hm : U −→ C by
hm(u) = h(u) + h(σ(u)) + . . .+ h(σ
m−1(u)).
Denote by Û (or R̂) the core of U (resp. R), i.e. the set of those x ∈ U (resp. x ∈ R) such
that Pm(x) ∈ Int(R) = ∪ki=1Int(Ri) for all m ∈ Z. It is well-known (see [B]) that Û is a residual
subset of U (resp. R) and has full measure with respect to any Gibbs measure on U (resp. R).
Clearly in general τ is not continuous on U , however τ is essentially Ho¨lder on Û . The same
applies to σ : U −→ U . Throughout we will mainly work with the restrictions of τ and σ to Û .
Set Ûi = Ui ∩ Û . For any A ⊂ M , let Â be the set of all x ∈ A whose trajectories do not pass
through boundary points of R.
Let B(Û) be the space of bounded functions g : Û −→ C with its standard norm ‖g‖0 =
supx∈Û |g(x)|. Given a function g ∈ B(Û), the Ruelle transfer operator Lg : B(Û) −→ B(Û) is
defined by
(Lgh)(u) =
∑
σ(v)=u
eg(v)h(v).
Given α > 0, let Cα(Û) denote the space of essentially α-Ho¨lder continuous functions h : Û −→ C,
i.e. such that there exists L ≥ 0 with |h(x) − h(y)| ≤ L (d(x, y))α for all i = 1, . . . , k0 and all
x, y ∈ Ûi. The smallest L > 0 with this property is called the α-Ho¨lder exponent of h and is
denoted |h|α. Set ‖g‖α = ‖g‖0 + |g|α.
The hyperbolicity of the flow implies the existence of constants c0 ∈ (0, 1] and γ1 > γ > 1
such that
c0γ
m d(x, y) ≤ d(P˜m(x)), P˜m(y)) ≤
γm1
c0
d(x, y) (2.1)
for all x, y ∈ R˜ such that P˜j(x), P˜j(y) belong to the same R˜ij for all j = 0, 1, . . . ,m.
Throughout this paper α1 ∈ (0, 1] will denote the largest constant such that τ ∈ C
α1(Û ) and
the local stable/unstable holonomy maps are uniformly α1-Ho¨lder. We will also need to fix a
constant α˜1 ∈ (0, 1) (take e.g. the largest again) such that the projection Ψ˜ : R −→ R˜ along
stable leaves is α˜1-Ho¨lder.
3 Lyapunov exponents and Lyapunov regularity functions
Let M be a C2 Riemann manifold, and let φt be a C
2 Anosov flow on M . Let Φ be a Ho¨lder
continuous real-valued function on M and let m be the Gibbs measure generated by Φ on M .
Then m(L′) = 1, where L′ is the set of all Lyapunov regular points of f = φ1 (see [P1] or section 2.1
in [BP]). There exists a subset L of L′ with m(L) = 1 such that the positive Lyapunov exponents
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χ1 < χ2 < . . . < χk˜ of f are constant on L. For x ∈ L, let E
u(x) = Eu1 (x)⊕E
u
2 (x)⊕ . . .⊕E
u
k˜
(x) be
the dφt-invariant decomposition of E
u(x) into subspaces of constant dimensions n1, . . . , nk˜ with
n1 + n2+ . . .+ nk˜ = n
u = dim(Eu(x)). We have a similar decomposition for Es(x), x ∈ L. If the
flow is contact, we have ns = dim(Es(x)) = nu.
Set λi = e
χi for all i = 1, . . . , k˜. Fix an arbitrary constant β ∈ (0, 1] such that λβj < λj+1
for all ≤ j < k˜. Take ǫˆ > 0 so small that
e8ǫˆ < λ1 , e
8ǫˆ < λj/λj−1 (j = 2, . . . , k˜). (3.1)
Some further assumptions about ǫˆ will be made later. Set
1 < ν0 = λ1e
−8ǫˆ < µj = λje
−ǫˆ < λj < νj = λje
ǫˆ (3.2)
for all j = 1, . . . , k˜.
Fix ǫˆ > 0 with the above properties and set ǫ = ǫˆ/4. There exists a Lyapunov ǫ-regularity
function R = Rǫ : L −→ (1,∞), i.e. a function with
e−ǫ ≤
R(f(x))
R(x)
≤ eǫ , x ∈ L, (3.3)
such that
1
R(x) enǫ
≤
‖dfn(x) · v‖
λni ‖v‖
≤ R(x) enǫ , x ∈ L , v ∈ Eui (x) \ {0} , n ≥ 0. (3.4)
We will discuss these functions in more details in Sect. 3.2.
For x ∈ L and 1 ≤ j ≤ d set
Êuj (x) = E
u
1 (x)⊕ . . . ⊕ E
u
j−1(x) , E˜
u
j = E
u
j (x)⊕ . . .⊕ E
u
k˜
(x).
Also set Êu1 (x) = {0} and Ê
u
k˜+1
(x) = Eu(x). For any x ∈ L and any u ∈ Eu(x) we will write
u = (u(1), u(2), . . . , u(k˜)), where u(i) ∈ Eui (x) for all i. We will denote by ‖ · ‖ the norm on E
u(x)
generated by the Riemann metric.
It follows from the general theory of non-uniform hyperbolicity (see [P1], [BP]) that for any
j = 1, . . . , k˜ the invariant bundle {E˜uj (x)}x∈L is uniquely integrable over L, i.e. there exists
a continuous f -invariant family {W˜ u,jr˜(x)(x)}x∈L of C
2 submanifolds W˜ u,j(x) = W˜ u,jr˜(x)(x) of M
tangent to the bundle E˜uj for some Lyapunov ǫˆ/2-regularity function r˜ = r˜ǫˆ/2 : L −→ (0, 1).
Moreover, with β ∈ (0, 1] as in the beginning of this section, for j > 1 it follows from Theorem
6.6 in [PS] and (3.1) that there exists an f -invariant family {Ŵ u,jr˜(x)(x)}x∈L of C
1+β submanifolds
Ŵ u,j(x) = Ŵ u,jr˜(x)(x) of M tangent to the bundle Ê
u
j . (However this family is not unique in
general.) For each x ∈ L and each j = 2, . . . , k˜ fix an f -invariant family {Ŵ u,jr˜(x)(x)}x∈L with the
latter properties. Then we can find a Lyapunov ǫˆ-regularity function r = rǫˆ : L −→ (0, 1) and for
any x ∈ L a C1+β diffeomorphism
Φux : E
u(x; r(x)) −→ Φx(E
u(x; r(x)) ⊂W ur˜(x)(x)
such that
Φux(Ê
u
j (x; r(x))) ⊂ Ŵ
u,j
r˜(x)(x) , Φ
u
x(E˜
u
j (x; r(x))) ⊂ W˜
u,j
r˜(x)(x) (3.5)
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for all x ∈ L and j = 2, . . . , k˜. Moreover, since for each j > 1 the submanifolds Ŵ u,jr(x)(x) and
expux(Ê
u
j (x; r(x))) of W
u
r˜(x)(x) are tangent at x of order 1 + β, we can choose Φ
u
x so that the
diffeomorphism
Ψux = (exp
u
x)
−1 ◦Φux : E
u(x : r(x)) −→ Ψux(E
u(x : r(x))) ⊂ Eu(x; r˜(x))
is C1+β-close to identity. Thus, replacing R(x) with a larger regularity function if necessary, we
may assume that
‖Ψux(u)− u‖ ≤ R(x)‖u‖
1+β , ‖(Ψu)−1x (u)− u‖ ≤ R(x)‖u‖
1+β (3.6)
for all x ∈ L and u ∈ Eu(x; r˜(x)), and also that
‖dΦux(u)‖ ≤ R(x) , ‖(dΦ
u
x(u))
−1‖ ≤ R(x) , x ∈ L , u ∈ Eu(x; r(x)). (3.7)
Finally, again replacing R(x) with a larger regularity function if necessary, we may assume that
‖Φux(v)− Φ
u
x(u)− dΦ
u
x(u) · (v − u)‖ ≤ R(x) ‖v − u‖
1+β , x ∈ L , u, v ∈ Eu(x; r(x)), (3.8)
and
‖dΦux(u)− id‖ ≤ R(x) ‖u‖
β , x ∈ L , u ∈ Eu(x; r(x)). (3.9)
In a similar way one defines the maps Φsx and we will assume that r(x) is chosen so that these
maps satisfy the analogues of the above properties.
For any x ∈ L consider the C1+β map (defined locally near 0)
fˆx = (Φ
u
f(x))
−1 ◦ f ◦ Φux : E
u(x) −→ Eu(f(x)) .
It is important to notice that
fˆ−1x (Ê
u
j (f(x); r(f(x))) ⊂ Ê
u
j (x; r(x)) , fˆ
−1
x (E˜
u
j (f(x); r(f(x))) ⊂ E˜
u
j (x; r(x))
for all x ∈ L and j > 1.
Given y ∈ L and any integer j ≥ 1 we will use the notation
fˆ jy = fˆfj−1(y) ◦ . . . ◦ fˆf(y) ◦ fˆy , fˆ
−j
y = (fˆf−j(y))
−1 ◦ . . . ◦ (fˆf−2(y))
−1 ◦ (fˆf−1(y))
−1 ,
at any point where these sequences of maps are well-defined.
It is well known (see e.g. the Appendix in [LY1] or Sect. 3 in [PS]) that there exists a Lyapunov
ǫˆ-regularity functions Γ = Γǫˆ : L −→ [1,∞) and r = rǫˆ : L −→ (0, 1) and for each x ∈ L a norm
‖ · ‖′x on TxM such that
‖v‖ ≤ ‖v‖′x ≤ Γ(x)‖v‖ , x ∈ L , v ∈ TxM, (3.10)
∠(Êuj (x), E˜
u
j (x)) ≥
1
R(x)
, x ∈ L , 2 ≤ j ≤ d,
and for any x ∈ L and any integer m ≥ 0, assuming fˆ jx(u), fˆ
j
x(v) ∈ Eu(f j(x), r(f j(x))) are
well-defined for all j = 1, . . . ,m, the following hold:
µmj ‖u− v‖
′
x ≤ ‖fˆ
m
x (u)− fˆ
m
x (v)‖
′
fm(x) , u, v ∈ E˜
u
j (x; r(x)), (3.11)
µm1 ‖u− v‖
′
x ≤ ‖fˆ
m
x (u)− fˆ
m
x (v)‖
′
fm(x) , u, v ∈ E
u(x; r(x)), (3.12)
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µm1 ‖v‖
′
x ≤ ‖dfˆ
m
x (u) · v‖
′
fm(x) ≤ ν
m
d ‖v‖
′
x , x ∈ L , u ∈ E
u(x; r(x)) , v ∈ Eu(x), (3.13)
µmj ‖v‖
′
x ≤ ‖dfˆ
m
x (0) · v‖
′
fm(x) ≤ ν
m
j ‖v‖
′
x , x ∈ L , v ∈ E
u
j (x). (3.14)
We will also use the norm |u| = max{‖u(i)‖ : 1 ≤ i ≤ k˜}. Clearly,
‖u‖ = ‖u(1) + . . .+ u(k˜)‖ ≤
k˜∑
i=1
‖u(i)‖ ≤ k˜ |u|.
Taking the regularity function Γ(x) appropriately, we have |u| ≤ Γ(x)‖u‖, so
1
k˜
‖u‖ ≤ |u| ≤ Γ(x)‖u‖ , x ∈ L , u ∈ Eu(x). (3.15)
Next, Taylor’s formula (see also section 3 in [PS]) implies that there exists a Lyapunov ǫˆ-
regularity function D = Dǫˆ : L −→ [1,∞) such that for any i = ±1 we have
‖fˆ ix(v)− fˆ
i
x(u)− dfˆ
i
x(u) · (v − u)‖ ≤ D(x) ‖v − u‖
1+β , x ∈ L , u, v ∈ Eu(x; r(x)), (3.16)
and
‖dfˆ ix(u)− dfˆ
i
x(0)‖ ≤ D(x) ‖u‖
β , x ∈ L , u ∈ Eu(x; r(x)). (3.17)
Finally, we state here a Lemma from [St3] which will be used several times later.
Lemma 3.1. (Lemma 3.3 in [St3]) There exist a Lyapunov 6ǫˆ-regularity function
L = L6ǫˆ : L −→ [1,∞) and a Lyapunov 7ǫˆ/β-regularity function r = r7ǫˆ/β : L −→ (0, 1) such that
for any x ∈ L, any integer p ≥ 1 and any v ∈ Eu(z, r(z)) with ‖fˆpz (v)‖ ≤ r(x), where z = f−p(x),
we have
‖w(1)p − v
(1)
p ‖ ≤ L(x)|vp|
1+β,
where vp = fˆ
p
z (v) ∈ Eu(x) and wp = dfˆ
p
z (0) · v ∈ Eu(x). Moreover, if |vp| = ‖v
(1)
p ‖ 6= 0, then
1/2 ≤ ‖w
(1)
p ‖/‖v
(1)
p ‖ ≤ 2.
Remark. Notice that if v ∈ Eu1 (z, r(z)) in the above lemma, then vp, wp ∈ E
u
1 (x), so ‖wp−vp‖ ≤
L(x) ‖vp‖
1+β .
Let Φ : M −→ R be a Ho¨lder continuous functions as in Sect. 3.1 and let m be the Gibbs
measure determined by Φ. Let R = {Ri}
k0
i=1 be a pseudo-Markov family for φt as in Sect. 2, and
let τ : R = ∪k0i=1Ri −→ [0, 1/2] and P : R −→ R be the corresponding first return map and the
Poincare´ map. As before fix constants 0 < τ0 < τˆ0 ≤ 1/2 so that τ0 ≤ τ(x) ≤ τˆ0 for all x ∈ R.
The Gibbs measure m induces a Gibbs measure µ on R (with respect to the Poincare´ map P) for
the function
F (x) =
∫ τ(x)
0
Φ(φs(x)) ds , x ∈ R.
The function F is Ho¨lder and, using Sinai’s Lemma, it is cohomologous to a Ho¨lder function
f : R −→ R which is constant on stable leaves in rectangles Ri in R. Thus, µ coincides with the
Gibbs measure determined by f . For every continuous function H on M we then have (see e.g.
[PP]) ∫
M
H dm =
∫
R
(∫ τ(x)
0 H(φs(x)) ds
)
dµ(x)∫
R τ dµ
. (3.18)
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Given a Lyapunov regularity function Rǫ with (3.3) and (3.4), any set of the form
Qp(ǫ) = {x ∈ L : Rǫ(x) ≤ e
p}
is called a Pesin set. Given p > 0, ǫ > 0, δ > 0 and an integer n ≥ 1 set
Ξn = Ξn(p, ǫ, δ) =
{
x ∈ L ∩R : ♯
{
j : 0 ≤ j ≤ n− 1 and Pj(x) /∈ Qp(ǫ)
}
≥ δ n
}
. (3.19)
Definition. ([GS]) Consider a log-integrable linear cocycle M above a transformation (T, µ),
with Lyapunov exponents λ1 ≥ . . . ≥ λd. We say that M has exponential large deviations for all
exponents if, for any i ≤ d and any ǫ > 0, there exists C > 0 such that, for all n ≥ 0,
µ{x : | log ‖ΛiMn(x)‖ − n(λ1 + . . . + λi)| ≥ nǫ} ≤ Ce
−n/C . (3.20)
The following theorem, which is a special case of Theorem 1.7 in [GS], shows that if df has
exponential large deviations for all exponents, then most points in L return exponentially often
to some Pesin set.
Theorem 3.2. ([GS]) Assume that df has exponential large deviations for all exponents with
respect to µ. Let ǫˆ0 > 0 and δˆ0 > 0. Then there exist p0 > 0, C > 0 and c > 0 such that
m
({
x ∈ L : ♯
{
j : 0 ≤ j ≤ n− 1 and f j(x) /∈ Qp0(ǫˆ0)
}
≥ δˆ0n
})
≤ Ce−cn,
for all n ≥ 1. Thus, there exist constants p > 0, C ′ > 0 and c′ > 0 such that
µ(Ξn(p0, ǫˆ0, δˆ0)) ≤ C
′e−c
′n (3.21)
for all n ≥ 1.
Clearly, if (3.21) holds for p0, then it will hold with p replaced by any p ≥ p0.
As established in [GS] (see Theorem 1.5 there), for a transitive subshift of finite type T on a
space Σ, if µ is a Gibbs measure for a Ho¨lder-continuous potential and M is a continuous linear
cocycle on a vector bundle E above T , each of the following conditions is sufficient for M to have
exponential large deviations for all exponents: (i) if all its Lyapunov exponents coincide; (ii) if
there us a continuous decomposition of E as a direct sum of subbundles E = E1⊕ . . .⊕Ek which
is invariant under M , such that the restriction of M to each Ei has exponential large deviations
for all exponents; (iii) more generally, if there is an invariant continuous flag decomposition
{0} = F0 ⊆ F1 ⊆ . . . ⊆ Fk = E, such that the cocycle induced by M on each Fi/Fi+1 has
exponential large deviations for all exponents; (iv) if the cocycle M is locally constant in some
trivialization of the bundleE (this is equivalent to the existence of invariant continuous holonomies
which are commuting); (v) if the cocycle M admits invariant continuous holonomies, and if it is
pinching and twisting in the sense of Avila-Viana [AV]; (vi) if the cocycle M admits invariant
continuous holonomies, and the bundle is 2-dimensional.
It follows from the above and Theorem 9.18 in [V] that generic linear cocycles have exponential
large deviations for all exponents. Moreover, amongst fiber bunched cocycles10 generic cocycles
in the Ho¨lder topology also have exponential large deviations for all exponents.
10Which are the most frequently met Ho¨lder cocycles.
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Finally we will make an important remark concerning Lyapunov regularity functions on L (see
Sect. 3.1). A Lyapunov ǫ-regularity function H(x), x ∈ L, will be called a large (resp. small)
canonical ǫ-regularity function if there exist constants p > 0 and H0 > 0 such that
1 ≤ H(x) ≤ H0 (Rǫ(x))
p (resp. 1 ≥ H(x) ≥ 1H0 (Rǫ(x))p )
for all x ∈ L, where Rǫ(x) is given by (3.18). It follows from the above that in the case of a large
(reps. small) canonical ǫ-regularity function H there exists a constant H ′0 so that
1 ≤ H(x) ≤ H ′0 (D̂ǫ/4(x))
p (resp. 1 ≥ H(x) ≥ 1
H0 (D̂ǫ/4(x))p
) .
Proposition 3.3. The function rǫˆ in Sect. 3.1 can be chosen to be a small canonical ǫˆ-regularity
function, while Γ(x) and D(x) can be chosen to be large canonical ǫˆ-regularity functions. Moreover,
we can always choose rǫ(x) so that rǫ(x) ≤
1
(Rǫ(x))6
for all x ∈ L ∩R.
This follows e.g. from the arguments in Sect. 3 in [PS]. Moreover, following the arguments in
[St3], the function L(x) in Lemma 3.1 is a large canonical regularity function, and similarly the
arguments in Sect. 9 show that all regularity functions constructed there are canonical regularity
functions.
4 Non-integrability of Anosov flows
4.1 Choice of constants, sets of Lyapunov regular points
In what follows we assume that R˜ = {R˜i}
k0
i=1 is a fixed Markov partition for φt onM of size < 1/2
and R = {Ri}
k0
i=1 is the related pseudo-Markov family as in Sect. 2. We will use the notation
associated with these from Sect. 2, and we will assume that for any i = 1, . . . , k0, zi is chosen so
that zi ∈ Int
u(W uRi(zi)). For any x ∈ R, any y ∈ R˜ and δ > 0 set
Bu(x, δ) = {y ∈W uRi(x) : d(x, y) < δ} , B˜
u(y, δ) = {z ∈W u
R˜i
(z) : d(z, y) < δ}.
In a similar way define Bs(x, δ). For brevity sometimes we will use the notation Ui(z) = W
u
Ri
(z)
for z ∈ Ri.
Fix constants 0 < τ0 < τˆ0 < 1 so that τ0 ≤ τ(x) ≤ τˆ0 for all x ∈ R and τ0 ≤ τ˜(x) ≤ τˆ0 for all
x ∈ R˜.
Let α1 > 0 be as in Sect. 2, and let f be an essentially α1-Ho¨lder continuous potential on R.
Set g = f −Pfτ , where Pf ∈ R is chosen so that the topological pressure of g with respect to the
Poincare´ map P : R = ∪k0i=1Ri −→ R is 0. Let µ = µg be the Gibbs measure on R determined
by g; then µ(R) = 1. We will assume that f (and therefore g) depends on forward coordinates
only11 i.e. it is constant on stable leaves of Ri for each i.
Since g is constant on stable leaves, it generates a Gibbs measure νu on U . Let g(s) be a
function on R which is homological to g and constant on unstable leaves in R; then g(s) can be
regarded as a function on S and determines a Gibbs measure νs on S.
A sequence ip, ip+1, . . . , iq of elements of {1, . . . , k0} for some integers p ≤ q, will be called
admissible if P˜(Int(R˜ij )) ∩ Int(R˜ij+1) 6= ∅ for all j = p, p + 1, . . . , q − 1. Given such a sequence,
consider the cylinder
CR[ip, ip+1, . . . , iq] = {x ∈ Rip : P
j(x) ∈ Rip+j , 1 ≤ j ≤ q − p}
11If the initial potential F on R is α2-Ho¨lder, applying Sinai’s Lemma (see e.g. [PP]) produces an α-Ho¨lder
potential f depending on forward coordinates only.
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in R. When p = 0, we can define similarly the usual ‘unstable’ cylinders in Ui0 :
Cu[i0, . . . , iq] = {x ∈ Ui0 : P
j(x) ∈ Rij , 1 ≤ j ≤ q}.
and for q = 0 we define a ‘stable’ cylinder in Si0 :
Cs[ip, . . . , i0] = {x ∈ Si0 : P
j(x) ∈ Rij , p ≤ j ≤ 0}.
Then (see Proposition A2.2 in [P2] or Sect. 2.3 in [Ch3]) there exist constants 0 < A1 < A2 such
that for every cylinder CR as above with p ≤ 0 ≤ q we have
A1 ≤
µ(CR[ip, ip+1, . . . , iq])
νs(Cs[ip, . . . , i0]) νu(Cu[i0, . . . , iq])
≤ A2.
Moreover we have νu(Cu[i0, . . . , iq]) = µ(CR[i0, . . . , iq]), and ν
s(Cs[ip, . . . , i0]) = µ(CR[ip, . . . , i0]).
It follows from the above that µ is almost the direct product of νu and νs. More precisely, let
µˆ be the probability measure on R such that µˆ = νu × νs on each Ri, where we use the natural
(Borel measurable) isomorphism Ri = [Ui, Si] ≈ Ui × Si. It then follows from the above that for
every bounded Borel measurable function H on R and every i = 1, . . . , k0 we have
A1
∫
Ui
∫
Si
H([x, y]) dνu(x) dνs(y) ≤
∫
R
H dµ ≤ A2
∫
Ui
∫
Si
H([x, y]) dνu(x) dνs(y). (4.1)
For later convenience, for every i and every z ∈ Ri we will denote by ν
u
z the measure on W
u
Ri
(z)
determined by νu and the projection πz : Ui −→ W
u
Ri
(z) along stable manifolds in Ri, i.e.
νuz (πz(A)) = ν
u(A) for every Borel measurable subset A of Ui. In a similar way we define
12 νsz .
Given an unstable leaf W = W u
R˜i
(z) in some rectangle R˜i and an admissible sequence ı =
i0, . . . , im of integers ij ∈ {1, . . . , k0}, the set
CW [ı] = {x ∈W : P˜
j(x) ∈ R˜ij , j = 0, 1, . . . ,m}
will be called a cylinder of length m inW (or an unstable cylinder in R˜ in general). WhenW = Ui
we will simply write C[ı]. In a similar way one defines cylinders CV [ı], where V = W
u
Ri
(z) is an
unstable leaf in some rectangle Ri.
Let prD : ∪
k0
i=1φ[−ǫ,ǫ](Di) −→ ∪
k0
i=1Di be the projection along the flow, i.e. for all i = 1, . . . , k0
and all x ∈ φ[−ǫ,ǫ](Di) we have prD(x) = prDi(x) (see Sect. 2). For any z ∈ R denote by Uˇ(z)
the part of the unstable manifold W uǫ0(z) such that prD(Uˇ(z)) =W
u
R˜i
(z). The shift along the flow
determines a bi-Ho¨lder continuous bijections Tz : W
u
R(z) −→ Uˇ(z) and Ψ˜ : W
u
R(z) −→ W
u
R˜
(z) for
all i. These define bi-Ho¨lder continuous bijections Ψ : R −→ Rˇ = ∪k0i=1Rˇi, where Rˇi = ∪z∈SiUˇ(z)
and Ψ|WuR(z) = (Tz)|WuR(z) for z ∈ Si, and Ψ˜ : R −→ R˜. Notice that there exists a global constant
C > 1 such that 1C d(x, y) ≤ d(Tz(x),Tz(y)) ≤ C d(x, y) for any z ∈ R˜ and any x, y ∈W
u
R˜
(z).
4.2 Regular distortion of cylinders
In [St4] we established some nice properties concerning diameters of cylinders for Axiom A flows
on basic sets satisfying a pinching condition which we called regular distortion along unstable
manifolds. In [St3] something similar was established for Anosov flows with Lipschitz local stable
holonomy maps. It seems unlikely that any Anosov flow will have such properties, however it
12In general νuz and ν
s
z are not the conditional measures determined by µ.
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turns out that for general Anosov flows something similar holds for cylinders in R that intersect
‘at both ends’ a compact set of Lyapunov regular points with bounded from below regularity
functions r(x) (i.e. a Pesin set). More precisely we have the following.
Lemma 4.1. (a) There exists a constant 0 < ρ1 < 1 such that for any unstable leaf W in R,
any cylinder CW [ı] = CW [i0, . . . , im] in W and any sub-cylinder CW [ı
′] = CW [i0, i1, . . . , im+1] of
CW [ı] of co-length 1 such that there exists z ∈ CW [ı
′] with Pm(z) ∈ P0 we have
ρ1 diam(Ψ˜(CW [ı])) ≤ diam(Ψ˜(CW [ı
′])).
(b) For any constant ρ′ ∈ (0, 1) there exists an integer q′ ≥ 1 such that for any unstable leaf
W in R, any cylinder CW [ı] = CW [i0, . . . , im] of length m in W and any sub-cylinder CW [ı
′] =
CW [i0, i1, . . . , im+1, . . . , im+q′ ] of CW [ı] of co-length q
′ such that there exists z ∈ CW [ı
′] with
Pm+q
′
(z) ∈ P0 we have
diam(Ψ˜(CW [ı
′])) ≤ ρ′ diam(Ψ˜(CW [ı])).
(c) There exist an integer q0 ≥ 1 and a constant ρ1 ∈ (0, 1) such that for any unstable leaf
W in R and any cylinder CW [ı] = CW [i0, . . . , im] in W such that there exists z ∈ CW [ı
′] with
Pm(z) ∈ P0 there exist points z, x ∈ CW [ı] such that if CW [ı
′] = CW [i0, i1, . . . , im+1, . . . , im+q0 ]
is the sub-cylinder of CW [ı] of co-length q0 containing x then d(z, y) ≥ ρ1 diam(Ψ˜(CW [ı])) for all
y ∈ CW [ı
′].
This Lemma will be used essentially in the proof of the main result in Sects. 5-7 below. Its
proof is given in Sect. 9.
4.3 Non-integrability
Throughout we assume that φt is a C
2 contact Anosov flow on M with a C2 invariant contact
form ω. Then the two-form dω is C1, so there exists a constant C3 > 0 such that
|dωx(u, v)| ≤ C0‖u‖ ‖v‖ , u, v ∈ TxM , x ∈M. (4.2)
Moreover, there exists a constant θ0 > 0 such that for any x ∈M and any u ∈ E
u(x) with ‖u‖ = 1
there exists v ∈ Es(x) with ‖v‖ = 1 such that |dωx(u, v)| ≥ θ0.
The main ingredient in this section is the following lemma of Liverani (Lemma B.7 in [L1])
which significantly strengthens a lemma of Katok and Burns ([KB]).
Lemma 4.2. ([L1]) Let φt be a C
2 contact flow on M with a C2 contact form ω. Then there
exist constants C0 > 0, ϑ > 0 and ǫˆ0 > 0 such that for any z ∈ M , any x ∈ W
u
ǫˆ0
(z) and any
y ∈W sǫˆ0(z) we have
|∆(x, y) − dωz(u, v)| ≤ C0
[
‖u‖2 ‖v‖ϑ + ‖u‖ϑ‖v‖2
]
, (4.3)
where u ∈ Eu(z) and v ∈ Es(z) are such that expuz (u) = x and exp
s
z(v) = y.
Note. Actually Lemma B.7 in [L1] is more precise with a particular choice of the constant ϑ deter-
mined by the (uniform) Ho¨lder exponents of the stable/unstable foliations and the corresponding
local holonomy maps. However in this paper we do not need this extra information.
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From now on we will assume that C0 > 0, ϑ > 0 and ǫˆ0 ∈ (0, ǫ0/4) satisfy (4.2) and
(4.3), where ǫ0 is as in Theorem 3.2. Assume also that the constant δˆ0 is fixed so that λ
δˆ0
k < e
ǫˆ
(some conditions will be listed later) with. As in Sect. 3, set
Qp(ǫ) = {x ∈ L : Rǫ(x) ≤ e
p}
for all ǫ ∈ (0, ǫ0) and p > 0. Then Q0(ǫˆ0) ⊂ Q1(ǫˆ)) ⊂ Qn(ǫˆ0) ⊂ . . . and ∪
∞
p=0Qp(ǫˆ0) = L. Fix an
integer p0 ≥ 1 so large that µ(Qp0(ǫˆ))) > 1− δ for some small appropriately chosen δ > 0 (to be
determined later). Set
L0 = ∪
∞
p=0Qp(ǫˆ0).
Then µ(L0 ∩R) = 1. Set
P0 = Qp0(ǫˆ0) , P˜0 = φ[−1,1](P0). (4.4)
Then the Lyapunov regularity function Rǫˆ(x) is bounded by some constant on P0 (and therefore
on P˜0 as well), and according to Proposition 3.3, we may assume
Rǫˆ(x) ≤ R0 , r(x) ≥ r0 , Γ(x) ≤ Γ0 , L(x) ≤ L0 , D(x) ≤ D0 , x ∈ P˜0, (4.5)
for some positive constants R0,Γ0, L0,D0 ≥ 1 and r0 > 0.
It follows easily from the properties of Markov families13 that there exists a constant r1 > 0
such that for every i and every x ∈ ∂Ri there exists y ∈ Ri such that dist(y, ∂Ri) ≥ r1 and
d(x, y) < r0/2. Fix a constant r1 <
r0
2R0
with this property.
Take a large constant L > 1 (to be determined later) and set
Ξn = Ξn(p0, ǫˆ0, δˆ0) , Ξ
(n)
L = L \
(
∪n/L≤ℓ≤LnΞℓ
)
. (4.6)
It follows from Theorem 3.2 that, choosing the constants C0, c0 > 0 appropriately (depending on
L), we have
µ(R \ Ξ
(n)
L ) ≤ C0 e
−c0n/L (4.7)
for all n ≥ 1.
We will show below that for Lyapunov regular points x ∈ L0 the estimate (4.3) can be improved
what concerns the involvement of u for certain choices of u and v. More precisely, we will show
that choosing v in a special way, ∆(x, y) becomes a C1 function of x = expuz (u) with a non-zero
uniformly bounded derivative in a certain direction.
We will now state two Main Lemmas. Their proofs, both using Liverani’s Lemma 4.2, are
given in Sect. 8.
We will assume that L is a fixed constant with L > 3/τ0.
Lemma 4.3. There exist constants C1 > 0 and β1 ∈ (0, 1) with the following properties:
(a) For any unstable cylinder C in R of length m with C ∩P0 ∩Ξm 6= ∅ and any z ∈ C we have
1
C1λ
p
1e
2ǫˆp
≤ diam(Ψ˜(C)) ≤
C1e
2ǫˆp
λp1
, (4.8)
where p = [τm(z)].
(b) For any unstable cylinder C of length m in R with C ∩ P0 ∩ Ξ
(m)
L 6= ∅, any xˆ0, zˆ0 ∈ C and
any yˆ0, bˆ0 ∈W
s
R(zˆ0) we have
|∆(xˆ0, yˆ0)−∆(xˆ0, bˆ0)| ≤ C1 diam(Ψ˜(C)) (d(yˆ0, bˆ0))
β1 .
13Easy proof by contradiction.
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In particular,
|∆(xˆ0, yˆ0)| ≤ C1 diam(Ψ˜(C)) (d(yˆ0, zˆ0))
β1 ≤ C1 diam(Ψ˜(C)).
Fix a constant C1 > 0 with properties in Lemma 4.3. We take C1 ≥ C0. Set β0 =
1√
1 + θ20/(64C
2
1 )
. Next, fix an integer ℓ0 = ℓ0(δ) ≥ 1 so large that we can find unit vectors
η1, η2, . . . , ηℓ0 in R
n1 such that for any unit vector ξ ∈ Rn1 there exists j with 〈ξ, ηj〉 ≥ β0. Then
fix measurable families η1(x), η2(x), . . . , ηℓ0(x) (x ∈ L0) of unit vectors in E
u
1 (x) such that
for any x ∈ L0 and any ξ ∈ E
u
1 (x) with ‖ξ‖ = 1 there exists j with 〈ξ, ηj(x)〉 ≥ β0. Recall the
projections Tz :W
u
R(z) −→ Uˇ(z) ⊂W
u
ǫ0(z) for z ∈ R.
Lemma 4.4. Let φt be a C
2 contact Anosov flow on M . Let η1(x), η2(x), . . . , ηℓ0(x) (x ∈ L0)
be families of unit vectors in Eu1 (x) as above, and let κ ∈ (0, 1) be a constant. Then there exist
constants ǫ′′ > 0, 0 < δ′′ < δ′ (depending on κ in general), δ0 ∈ (0, 1), with the following
properties:
(a) For any integerm ≥ 1 and any Z ∈ P0∩Ξ
(m)
L there exist families of points yj(Z) ∈ B
s(Z, δ′)
(j = 1, . . . , ℓ0) such that if C is a cylinder of length m in R with Z ∈ C, then for any x0 ∈ TZ(C),
z0 ∈ TZ(C ∩ P0) of the form x0 = Φ
u
Z(u0), z0 = Φ
u
Z(w0) such that
d(x0, z0) ≥ κdiam(C
′), (4.9)
where C′ = Tz(C), and 〈
w0 − u0
‖w0 − u0‖
, ηj(Z)
〉
≥
β0
2R0
(4.10)
for some j = 1, . . . , ℓ0, then we have
β0δ0κ
16R20
diam(C′) ≤ |∆(x0, πd1(z0))−∆(x0, πd2(z0))| (4.11)
for any d1 ∈ B
s(yj(Z), δ
′′) and d2 ∈ B
s(Z, δ′′).
(b) There exists an integer N0 ≥ 1 such that for any integer N ≥ N0, any integer m ≥ 1 and
any Z ∈ P0 ∩ Ξ
(m)
L there exist families of points
yj,1(Z), yj,2(Z) ∈ P
N (Bu(Z; ǫ′′)) ∩Bs(Z, δ′) , j = 1, . . . , ℓ0,
such that if C is a cylinder of length m in R with Z ∈ C, x0 ∈ TZ(C), z0 ∈ TZ(C ∩ P0) have the
form x0 = Φ
u
Z(u0), z0 = Φ
u
Z(w0) and (4.10) and (4.11) hold for some j = 1, . . . , ℓ0, then (4.12)
holds for any d1 ∈ B
s(yj,1(Z), δ
′′) and d2 ∈ B
s(yj,2(Z), δ
′′).
5 Construction of a ‘contraction set’ K0
5.1 Normalized Ruelle operators and the metric Dθ
Let the constants C0 > 0, c0 > 0, 1 < γ < γ1 be as in Sects. 2 and 4, so that (2.1) and (4.7) hold.
Fix a constant θ such that
1
γα1
= θˆ ≤ θ < 1, (5.1)
where α1 > 0 is the constant chosen at the end of Sect. 2.
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Recall the metric Dθ on Û and the space Fθ(Û ) from Sect. 1.1. In the same way we define the
distance Dθ(x, y) for x, y in W ∩ R̂. Lemma 5.2 below shows that τ ∈ Fθ(Û ). For a non-empty
subset A of U (or some W uR(x)) let diamθ(A) be the diameter of A with respect to Dθ.
Let f ∈ Fθ(Û) be a fixed real-valued function and let g = f − Pf τ , where Pf ∈ R is such
that Prσ(g) = 0. Since f is a Ho¨lder continuous function on Û , it can be extended to a Ho¨lder
continuos function on R which is constant on stable leaves.
Set F (a) = f − (Pf + a)τ . By Ruelle-Perron-Frobenius’ Theorem (see e.g. chapter 2 in [PP])
for any real number a with |a| sufficiently small, as an operator on Fθ(Û), LF (a) has a largest
eigenvalue λa and there exists a (unique) regular probability measure νˆa on Û with L
∗
F (a)
νˆa = λa νˆa,
i.e.
∫
LF (a)H dνˆa = λa
∫
H dνˆa for any H ∈ Fθ(Û). Fix a corresponding (positive) eigenfunction
ha ∈ Fθ(Û) such that
∫
ha dνˆa = 1. Then dν = h0 dνˆ0 defines a σ-invariant probability measure
ν = νu on U , which is in fact the Gibbs measure νu determined by G on U (see Sect. 4.1). Since
Prσ(f −Pfτ) = 0, it follows from the main properties of pressure (cf. e.g. chapter 3 in [PP]) that
|Prσ(F
(a))| ≤ ‖τ‖0 |a|. Moreover, for small |a| the maximal eigenvalue λa and the eigenfunction
ha are Lipschitz in a, so there exist constants a
′
0 > 0 and C
′ > 0 such that |ha − h0| ≤ C
′ |a| on
Û and |λa − 1| ≤ C
′|a| for |a| ≤ a′0.
For |a| ≤ a′0, as in [D], consider the function
f (a)(u) = f(u)− (Pf + a)τ(u) + lnha(u)− lnha(σ(u)) − lnλa
and the operators
Lab = Lf(a)−i bτ : Fθ(Û) −→ Fθ(Û) , Ma = Lf(a) : Fθ(Û ) −→ Fθ(Û ).
One checks that Ma 1 = 1 and |(L
m
abh)(u)| ≤ (M
m
a |h|)(u) for all u ∈ Û , h ∈ Fθ(Û) and m ≥ 0.
It is also easy to check that L∗
f(0)
ν = ν, i.e.
∫
Lf(0)H dν =
∫
H dν for any H ∈ Fθ(Û) (in fact, for
any bounded continuous function H on Û).
Since g has zero topological pressure with respect to the shift map σ : U −→ U , there exist
constants 0 < c1 ≤ c2 such that for any cylinder C = C
u[i0, . . . , im] of length m in U we have
c1 ≤
ν(C)
egm(y)
≤ c2 , y ∈ C, (5.2)
(see e.g. [PP] or [P2]).
We now state some basic properties of the metric Dθ that will be needed later.
Lemma 5.1. (a) For any cylinder C in U the characteristic function χĈ of Ĉ on Û is Lipschitz
with respect to Dθ and Lipθ(χC) ≤ 1/diamθ(C).
(b) There exists a constant C2 > 0 such that if x, y ∈ Ûi for some i, then
|τ(x)− τ(y)| ≤ C2Dθ(x, y).
That is, τ ∈ Fθ(Û). Moreover, we can choose C2 > 0 so that
|τm(x)− τm(y)| ≤ C2Dθ(σ
m(x), σm(y))
whenever x, y ∈ Ûi belong to the same cylinder X of length m.
(c) There exist constants C2 > 0 and α2 > 0 such that for any z ∈ R, any cylinder C in
W uR(z) and any x, y ∈ C we have d(Ψ˜(x), Ψ˜(y)) ≤ C2Dθ(x, y) and diamθ(C) ≤ C2(diam(Ψ˜(C)))
α2 .
Moreover, we can take α2 > 0 so that 1/(γ1)
α2 = θˆ.
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Proof. (a) Let C be a cylinder in U and let x, y ∈ Û . If x, y ∈ C or x /∈ C and y /∈ C, then
χC(x)−χC(y) = 0. Assume that x ∈ C and y /∈ C. Let Dθ(x, y) = θ
N+1 and let C′ be a cylinder of
length N containing both x and y. Since x ∈ C, as well, and x is an interior point of C, we must
have C ⊂ C′. Thus, diamθ(C) ≤ Dθ(x, y). This gives
|χC(x)− χC(y)| = 1 =
diamθ(C)
diamθ(C)
≤
1
diamθ(C)
Dθ(x, y),
which proves the assertion.
(b), (c) Assume x 6= y and let C be the cylinder of largest length m containing both x and y.
Set x˜ = Ψ˜(x), y˜ = Ψ˜(y) ∈ R˜. Then Dθ(x, y) = θ
m+1. On the other hand, (2.1) and (5.1) imply
|τ(x)− τ(y)| ≤ |τ |α1 (d(x˜, y˜))
α1 ≤
Const
(γα1)m
≤ Const θm ≤ C2Dθ(x, y)
for some global constant C2 > 0. The above also shows that d(x˜, y˜) ≤ Const θ
m ≤ C2Dθ(x, y),
which proves half of part (c). The second part of (c) follows by using a similar estimate and the
other half of (2.1).
Next, assume that x, y belong to the same cylinder C of length m. Let Pj(x),P
j(y) ∈ Rij
for all j = 0, 1, . . . ,m. Assume that Dθ(x
′, y′) = θp+1, where x′ = σm(x) and y′ = σm(y). Then
Dθ(x, y) = θ
m+p+1 and moreover Dθ(σ
j(x), σj(y)) = θm−j+p+1 for all j = 0, 1, . . . ,m − 1. Then
(2.1) and (5.1) imply
|τ(σj(x))− τ(σj(y))| ≤ |τ |α1(d(σ
j(x˜), σj(y˜))α1 ≤ Const (d(Ψ(σj(x)),Ψ(σj(y)))α1
≤ |τ |α1
(
1
c0γm−j+p
d(P˜m+p−j(Ψ(σjx)), P˜m+p−j(Ψ(σjy)))
)α1
≤
Const
(γα1)(m−j+p)
≤ Const θm−j+p ≤ Const θm−j+1Dθ(x
′, y′).
So
|τm(x)− τm(y)| ≤
m−1∑
j=0
|τ(σj(x))− τ(σj(y))| ≤ Const Dθ(x
′, y′)
m−1∑
j=0
θm−j+1 ≤ Const Dθ(x
′, y′),
which proves the statement.
It follows from Lemma 5.1 that τ ∈ Fθ(Û), so assuming f ∈ Fθ(Û ), we have ha ∈ Fθ(Û) for
all |a| ≤ a′0. Then f
(a) ∈ Fθ(Û) for all such a. Moreover, using the analytical dependence of ha
and λa on a and assuming that the constant a
′
0 > 0 is sufficiently small, there exists T = T (a
′
0)
such that
T ≥ max{ ‖f (a)‖0 , |f
(a)
|Û
|θ , |τ|Û |θ } (5.3)
for all |a| ≤ a′0. Fix a
′
0 > 0 and T > 0 and with these properties. Taking the constant T > 0
sufficiently large, we have |f (a) − f (0)| ≤ T |a| on Û for |a| ≤ a′0.
The following Lasota-Yorke type inequality is similar to that in [D], and in fact the same as
the corresponding one in [St2] (although we now use a different metric) and its proof is also the
same.
Lemma 5.2. There exists a constant A0 > 0 such that for all a ∈ R with |a| ≤ a
′
0 the following
holds: If the functions h and H on Û , the constant B > 0 and the integer m ≥ 1 are such that
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H > 0 on Û and |h(v) − h(v′)| ≤ BH(v′)Dθ(v, v
′) for any i and any v, v′ ∈ Ûi, then for any
b ∈ R with |b| ≥ 1 we have
|Lmabh(u)− L
m
abh(u
′)| ≤ A0
[
B θm (Mma H)(u
′) + |b| (Mma |h|)(u
′)
]
Dθ(u, u
′)
whenever u, u′ ∈ Ûi for some i = 1, . . . , k0.
Remark. From the proof of this lemma (see e.g. the Appendix in [St2]) that the constant A0
depends only on ‖f‖θ and some global constants, e.g. c0 and γ in (2.1).
5.2 First step – fixing N , a few compact sets of positive measure
Let the constants c1 and c2 be as in (5.2). Fix constants ρ1 ∈ (0, 1) and q0 ≥ 1 such that Lemma
4.1(a), (b), (c) hold with ρ′ = ρ1/8 and q
′ = q0.
In what follows we will use the entire set-up and notation from Sect. 4, e.g. the
subsets P0 and P˜0 of L0 ∩ R, the numbers r0 ≥ r1 > 0, R0 > 1, etc., satisfying (4.2), (4.3),
etc. Let η1(x), η2(x), . . . , ηℓ0(x) (x ∈ M) be families of unit vectors in E
u
1 (x) as in the text just
before Lemma 4.4, and let ǫ′′ ∈ (0, ǫ′), 0 < δ′′ < δ′, δ0 > 0 (depending on the choice of κ),
β1 ∈ (0, 1), C1 > 0 be constants with the properties described in Lemmas 4.4 and 4.3. Fix an
integer N0 ≥ 1 with the property described in Lemma 4.4(b). and then fix an integer N ≥ N0.
A few additional conditions on N will be imposed later. Let yℓ,1(Z) ∈ B
s(Z, δ′)∩PN (Bu(Z, ǫ′′)),
yℓ,2(Z) ∈ B
s(Z, δ′) ∩ PN (Bu(Z, ǫ′′)), (Z ∈ Po; ℓ = 1, . . . , ℓ0) be families of points satisfying the
requirements of Lemma 4.4.
Assume the integer n0 ≥ 1 is chosen so large that for any z ∈ R and any unstable cylinder C
of length ≥ n0 in R we have diam(Ψ(C)) ≤ ǫ
′′ and diam(Tz(C)) ≤ ǫ
′′ for any z ∈ C. Set
δˆ =
β0δ0ρ1
512R20
. (5.4)
Let E > 1 be a constant – we will see later how large it should be, let ǫ1 > 0 be a constant
with
0 < ǫ1 ≤ min
{
1
32C0
,
1
4E
}
. (5.5)
We will assume N > N0 is chosen so that
γN ≥
1
δ′′
, θN <
ρ21β0δ0ǫ1
256E
, θN2 <
δˆρˆǫ1
64E
, (5.6)
where θ2 = max{θ, 1/γ
α1β1}, β1 > 0 being the constant from Lemma 4.3.
Lemma 5.3. Let C be an unstable cylinder in R of length m ≥ 1 with Pm(C) ∩ P0 6= ∅.
(a) There exist sub-cylinders D and D′ of C of co-length q0 such that d(Ψ˜(y), Ψ˜(x)) ≥
ρ1
2 diam(Ψ˜(C))
for all y ∈ D′ and x ∈ D. Moreover, we can take one of the sub-cylinders, e.g. D, so that it
contains z.
(b) There exists an integer q1 ≥ q0 such that for any sub-cylinder C
′ of C of co-length q1 with
Pm(C′) ∩ P0 6= ∅ we have diam(Ψ˜(C
′)) ≤ min
{
ρ1
8 ,
δˆ
8C1
}
diam(Ψ˜(C)).
Proofs. (a) Take z, x ∈ C as in Lemma 4.1(c), and let D and D′ be the sub-cylinders of C of
co-length q0 containing z and x, respectively. By Lemma 4.1 and the choice of q0 it follows that
diam(Ψ˜(D)) ≤ ρ18 diam(Ψ˜(C)).
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Next, by the choice of z, x in Lemma 4.1(c), for any y ∈ D′ we have d(Ψ˜(y), Ψ˜(z)) ≥
ρ1 diam(Ψ˜(C)). Then
d(Ψ˜(x), Ψ˜(y)) ≥ d(Ψ˜(y), Ψ˜(z))−d(Ψ˜(x), Ψ˜(z)) ≥ ρ1diam(Ψ˜(C))−
ρ1
8
diam(Ψ˜(C)) >
ρ1
2
diam(Ψ˜(C))
for any y ∈ D′ and any x ∈ D.
(b) This follows from Lemma 4.1(b): take q1 = q
r
0 for some sufficiently large integer r ≥ 1.
5.3 Main consequence of Lemma 4.3
We will use Lemma 4.4 with κ = ρˆ/2, where ρˆ = ρ1
8C20
, ρ1 being the constant from Lemma 4.1. As
before set δˆ =
β0δ0ρ1
512R20
, where β0 > 0 and δ0 > 0 are fixed constants with the properties described
in Lemma 4.4. We will also use the integers N0 ≥ 1 and the constants ǫ
′′ > 0 and δ′ > δ′′ > 0
from Lemma 4.4. Assume L > 2 is a large constant (to be determined later) and for any integer
m ≥ L, let the set Ξ(m) be defined as in Sect. 4.3.
Lemma 5.4. For any m ≥ L, any point Z ∈ P0 ∩ Ξ
(m), any integer N ≥ N0, any ℓ = 1, . . . , ℓ0
and any i = 1, 2 there exists a (Ho¨lder) continuous map Bu(Z, ǫ′′) ∋ x 7→ v
(ℓ)
i (Z, x) ∈ U such that
σN (v
(ℓ)
i (Z, x)) = x for all x ∈ B
u(Z, ǫ′′) and the following property holds:
For any cylinder C in Bu(Z, ǫ′′) of length m with Z ∈ C there exist sub-cylinders D and D′ of
C of co-length q1 and ℓ = 1, . . . , ℓ0 such that Z ∈ D and for any points x ∈ D and z ∈ D
′, setting
x′ = π(U)(x), z′ = π(U)(z), we have d(TZ(x),TZ(z)) ≥
ρˆ
2 diam(TZ(C)) and
IN,ℓ(x
′, z′) =
∣∣ϕℓ,N (Z, x′)− ϕℓ,N (Z, z′)∣∣ ≥ δˆ diam(Ψ˜(C)),
where ϕℓ.N (Z, x) = τN (v
(ℓ)
1 (Z, x))−τN (v
(ℓ)
2 (Z, x)). Moreover, IN,ℓ(x
′, z′) ≤ C1 diam(Ψ˜(C)) for any
x, z ∈ C, where C1 > 0 is the constant from Lemma 4.3.
Proof. Fix for a moment m ≥ L, Z ∈ P0 ∩ Ξ
(m), N ≥ N0 and ℓ = 1, . . . , ℓ0. Using Lemma 4.4,
there exist points yℓ,1 = yℓ,1(Z), yℓ,2 = yℓ,2(Z) ∈W
s
δ′(Z) such that the property (b) in Lemma 4.4
holds.
Thus, given i = 1, 2, there exists a cylinder L
(ℓ)
i = L
(ℓ)
i (Z) of length N in B
u(Z, ǫ′′) so that
PN : L
(ℓ)
i ∩R −→ W
u
Ri0
(y˜ℓ,i) ∩R
is a bijection; then it is a bi-Ho¨lder homeomorphism. Consider its inverse and its Ho¨lder continuous
extension P−N : W uR1(yℓ,i) −→ L
(ℓ)
i .
Set M
(ℓ)
i =M
(ℓ)
i (Z) = π
(U)(L
(ℓ)
i (Z)) ⊂ U ; this is then a cylinder of length N in U . Define the
maps
v˜
(ℓ)
i (Z, ·) : Ui0 −→ L
(ℓ)
i ⊂ B
u(Z, ǫ′′) , v
(ℓ)
i (Z, ·) : Ui0 −→M
(ℓ)
i ⊂ U
by
v˜
(ℓ)
i (Z, y) = P
−N (πyℓ,i(y)) , v
(ℓ)
i (Z, y) = π
(U)(v˜
(ℓ)
i (Z, y)).
Then
PN (v˜
(ℓ)
i (Z, y)) = πyℓ,i(y) =W
s
ǫ0(y) ∩W
u
Ri0
(yℓ,i), (5.7)
and
PN (v
(ℓ)
i (Z, y)) =W
s
ǫ0(y) ∩ P
N (M
(ℓ)
i ) = πdℓ,i(y), (5.8)
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where dℓ,i = dℓ,i(Z) ∈W
s
R(Z) is such that P
N (M
(ℓ)
i ) =W
u
R(dℓ,i). Next, there exist x
′ ∈M
(ℓ)
i and
y ∈ Lℓi with P
N (x′) = dℓ,i and P
N (y′) = yℓ,i. Since stable leaves shrink exponentially fast, using
(2.1) and (5.6) we get
d(dℓ,i, yℓ,i) ≤
1
c0γN
d(x′, y′) ≤
1
γN
< δ′′. (5.9)
Thus, dℓ,1, dℓ,2 satisfy the assumptions and therefore the conclusions of Lemma 4.4(b).
Let C be a cylinder in Bu(Z, ǫ′′) of length m with Z ∈ C ∩ P0 ∩ Ξ
(m). Set C′ = TZ(C) and
C˜ = Ψ˜(C). By the choice of the constant C0, we have
1
C0
diam(C˜) ≤ diam(C′) ≤ C0 diam(C˜). Let
D be the sub-cylinder of C of co-length q1.
Next, by Lemma 5.3(a), there exist x˜ ∈ C such that if D′ is the sub-cylinder of C of co-
length q1 containing x˜, then d(Ψ˜(y), Ψ˜(x)) ≥
ρ1
2 diam(C˜) for all y ∈ D and x ∈ D
′. Thus,
d(TZ(y),Tz(x)) ≥
ρ1
2C20
diam(C′) ≥ ρˆdiam(C′) for all y ∈ D and x ∈ D′.
Set x0 = TZ(x˜) and let x0 = Φ
u
Z˜
(u0), where u0 ∈ E
u(Z). By the choice of the constant β0 and
the family of unit vectors {ηℓ(Z)}
m0
ℓ=1, there exists some ℓ = 1, . . . , ℓ0 such that
〈
u0
‖u0‖
, ηℓ(Z)
〉
≥ β0.
Moreover, d(x0, Z) ≥ ρˆdiam(TZ(C)). It then follows from Lemma 4.4(b) with κ = ρˆ/2 and (5.9)
that
β0δ0ρˆ
32R20
diam(Tz(C)) ≤ |∆(x0, dℓ,1)−∆(x0, dℓ,2)| . (5.10)
(In the present situation, since dℓ,1, dℓ,2 ∈W
s
R(Z), we have πdℓ,i(Z) = dℓ,i for i = 1, 2.)
Consider the projections of x˜, Z to U along stable leaves: x′ = π(U)(x˜) ∈ Ui, Z
′ = π(U)(Z) ∈
Ui, where Ri is the rectangle containing Z (and therefore C). We have
IN,ℓ(x
′, Z ′) =
∣∣∣ [τN (v(ℓ)1 (Z, x′))− τN (v(ℓ)2 (Z, x′))]− [τN (v(ℓ)1 (Z,Z ′))− τN (v(ℓ)2 (Z,Z ′))] ∣∣∣
=
∣∣∣ [τN (v(ℓ)1 (Z, x′))− τN (v(ℓ)1 (Z,Z ′))] − [τN (v(ℓ)2 (Z, x′))− τN (v(ℓ)2 (Z,Z ′))] ∣∣∣
=
∣∣∣∆(PN (v(ℓ)1 (Z, x′)),PN (v(ℓ)1 (Z,Z ′))) −∆(PN (v(ℓ)2 (Z, x′)),PN (v(ℓ)2 (Z,Z ′))) ∣∣∣
=
∣∣∆(πdℓ,1(x′), πdℓ,1(Z ′))−∆(πdℓ,2(x′), πdℓ,2(Z ′)) ∣∣
=
∣∣∆(x′, dℓ,1)−∆(x′, dℓ,2) ∣∣ = |∆(x˜, dℓ,1)−∆(x˜, dℓ,2) | .
We claim that the latter is the same as the right-hand-side of (5.10). Indeed, let ∆(x˜, dℓ,1) = s1
and ∆(x˜, dℓ,2) = s2. Then φs1([x˜, dℓ,1]) ∈W
u
ǫ0(dℓ,1) and φs2([x˜, dℓ,2]) ∈W
u
ǫ0(dℓ,2). Let φs(x0) = x˜.
It is then straightforward to see that ∆(x0, dℓ,1) = s+ s1 and ∆(x0, dℓ,2) = s+ s2. Thus,
|∆(x0, dℓ,1)−∆(x0, dℓ,2)| = |(s+ s1)− (s+ s2)| = |s1 − s2| = |∆(x˜, dℓ,1)−∆(x˜, dℓ,2)| .
Combining this with (5.10) gives IN,ℓ(x
′, Z ′) ≥ β0δ0ρˆ8R0 diam(Tz(C)) ≥ 2δˆ diam(Ψ˜(C)).
For arbitrary x, z ∈ C, setting x′ = π(U)(x), z′ = π(U)(z), the above calculation and Lemma 4.3
give IN,ℓ(x
′, z′) =
∣∣∆(x, πdℓ,1(z))−∆(x, πdℓ,2(z))∣∣ ≤ C1 diam(Ψ˜(C)). The same argument shows
that for any z ∈ D, using Lemma 5.3(b) the fact that Z ∈ D, we have
IN,ℓ(z
′, Z ′) = |∆(z, dℓ,1)−∆(z, dℓ,2)| ≤ C1 diam(Ψ˜(D)) ≤
δˆ
8
diam(Ψ˜(C)).
Similarly, for any z ∈ D′ and z0 = TZ(z) we have
IN,ℓ(z
′, Z ′) = |∆(z0, dℓ,1)−∆(z0, dℓ,2)| ≤ C1 diam(Ψ˜(D
′)) ≤
δˆ
8
diam(Ψ˜(C)).
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Since ∆(x, πdℓ,i(z)) = ∆(x, dℓ,i)−∆(z, dℓ,i), it follows that
IN,ℓ(x
′, z′) ≥ IN,ℓ(x
′, Z ′)− IN,ℓ(z
′, Z ′) ≥ 2δˆ diam(Ψ˜(C))− δˆ diam(Ψ˜(C)) = δˆ diam(Ψ˜(C)).
This completes the proof of the lemma.
6 Contraction operators
We use the notation and the set-up from Sect. 5.
6.1 Choice of cylinders, definition of the contraction operators
Fix a constant A > 0 so large that for any i = 1, . . . , k0 and any x, x
′ ∈ Ri we have
diam(Ψ˜(W uRi(x))) ≤ Adiam(Ψ˜(W
u
Ri
(x′))).
Fix integers d ≥ 1 and t0 such that
c0γ
d >
1
ρˆ
, t0 ≥
1
β1 log γ
∣∣∣∣log 32C4r20β0δ0ρˆq1
∣∣∣∣+ ∣∣∣∣ log c0log γ
∣∣∣∣ , (6.1)
where q1 ≥ 1 is the constant from Lemma 5.3(b), while γ > 1 is the constant from the end of
Sect. 2. Fix an integer N ≥ N0 as in Sect. 5. Assume that the constant δˆ0 > 0 that appears
in Ξn(p0, ǫˆ0, δˆ0) (see Sect. 3) is chosen so small that
1− δˆ0 <
d+ 1
d+ 2
, δ = (d+ 3)δˆ0 <
1
2
. (6.2)
Set
µ0 = µ0(N) = min
{
θ2N+2d
6eT/(1−θ)
,
1
8 e2TN
sin2
(
δˆρˆǫ1
16
)
,
1
40
}
, (6.3)
and
b0 = b0(N) = max
θ−N ,
(
2C0γ
d
1
c0δˆ
)1/α1
,
(
3C2Te
T/(1−θ)
(1− θ)
)1/α2 , (6.4)
where α2 > 0 is as in Lemma 5.1(c).
It follows easily from Lemmas 4.1 and 5.3 that for any maximal unstable cylinder C in R with
diam(Ψ˜(C)) ≤ ǫ1|b| we have
ρˆ
ǫ1
|b|
≤ diam(Ψ˜(C)) ≤
ǫ1
|b|
,
and by Lemma 5.1, if ℓ is the length of C, then
− logC2 − β
′ log(ρˆǫ1)
| log θ|
+
β′
| log θ|
log |b| ≤ ℓ ≤
logC2 − log ǫ1
| log θ|
+
1
| log θ|
log |b|.
Thus, there exists a global constant B > 1 (independent of b) such that if |b| ≥ b0, then
1
B
log |b| ≤ ℓ ≤ B log |b|. (6.5)
Fix a constant B > 1 with this property. Later we may have to impose some further require-
ments on B. Assume that the constant L > 3/τ0 from Sect. 4.3 is such that
L > B̂ =
B
δˆ0
.
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Some further conditions on L will be imposed later.
Throughout the rest of Sect. 6, b will be a fixed real number with |b| ≥ b0. Set
bˆ = ⌈log |b|⌉. (6.6)
For every z ∈ L denote by C(z) the maximal cylinder in W uR(z) with diam(Ψ˜(C(z)) ≤ ǫ1/|b|.
If Pk(C(z))∩P0 6= ∅, where k is the length of C(z), then the maximality and Lemma 4.1(a) imply
diam(Ψ˜(C(z)) ≥ ρˆ ǫ1/|b|.
We will now define a subset P1 = P1(b) of L as follows. Given x ∈ P0, let y(x) = P
−mx(x) for
some integer mx ≥ 0 be such that the cylinder Cmx(y(x)) of length mx satisfies
diam(Ψ˜(Cmx(y(x)))) ≤
ǫ1
|b|
and mx is the smallest number with this property. Thus, diam(Ψ˜(P(Cmx(y(x))))) >
ǫ1
|b| . Set
P1 = {y(x) : x ∈ P0}.
and
ΛN (b) =
{
x ∈ L ∩R : ♯
{
j : 0 ≤ j < LN bˆ , Pj(x) /∈ P1 ∩ P0 ∩ Ξ
(Lbˆ)
B
}
≥
δ
N
LN bˆ
}
. (6.7)
For later use we have to fix some constants. Having fixed θ ∈ [θˆ, 1) earlier, now fix a constant
θ1 ∈ (0, θ) with
0 < θ1 ≤
1
γ1
, (θ1)
α2/2 ≤ θ.
Set θ2 = max{θ, 1/γ
α1β1}, where β1 ∈ (0, 1) is the constant from Lemma 4.2. There exists
β2 ∈ (0, 1) with θ = θ
β2
1 . Set s =
2
β2
> 0. We will assume that the constant L > 0 is chosen so
large that
c3 = c0L/B > 16s =
32
β2
, (6.8)
where c0 > 0 and C0 > 0 are the constant from (4.7).
Lemma 6.1. Assuming b0 > 0 is chosen sufficiently large, we have µ(ΛN (b)) ≤
2C0
|b|c3 for all b
with |b| ≥ b0.
Proof. Set m = bˆ. We claim that ΛN (b) ⊂ ΞLm ∪ Y , where Y = ∪
Lm
j=0P
−j(R \ Ξ
(Lbˆ)
B ).
Assume that there exists x ∈ ΛN (b) \ (ΞLm ∪Y ). Then x /∈ ΞLm, so P
j(x) ∈ P0 for more than
(1 − δˆ0)Lm values of j = 0, 1, . . . , Lm − 1. Notice that by (6.2),
δ
N LN bˆ = (d + 3)δˆ0Lm. Now
x ∈ ΛN (b) and (6.7) imply P
j(x) /∈ P1∩Ξ
(Lbˆ)
B for at least (d+2)δˆ0Lm values of j = 0, 1, . . . , Lm−1.
However x /∈ Y shows that Pj(x) /∈ Ξ
(Lbˆ)
B for all j = 0, 1, . . . , Lm − 1, so we must have x ∈ Z,
where
Z = {x ∈ L ∩R : Pj(x) /∈ P1 for at least (d+ 2)δˆ0Lm values of j = 0, 1, . . . , Lm− 1}.
We will show that Z \ ΞLm = ∅; this will lead to a contradiction.
Assume that x ∈ Z \ ΞLm. Given y = P
j(x) for some j ≤ (1 − δˆ0)Lm, let kj be the
length of the maximal cylinder C(y) in W uR(y) with diam(Ψ˜(C(y)) ≤ ǫ1/|b|. Then by (6.5),
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kj ≤ Bbˆ = Bm. Moreover, if y /∈ P1, then P
kj (y) /∈ P0, i.e. P
kj+j(x) /∈ P0. On the other
hand, by the choice of the constant d we have c0γ
dρˆ > 1. Since j ≤ (1 − δˆ0)Lm, we have
Pi(y) ∈ P0 for some i > 0, and now Lemma 4.1(a) gives diam(Ψ˜(C(y)) ≥ ρˆǫ1/|b|, while (2.1)
implies diam(Ψ˜(PdC(y))) ≥ c0γ
dρˆǫ1/|b| > ǫ1/|b|. Thus, P
d(C(Pj(x))) contains C(Pj+d(x)) as a
proper subset, so the length of Pd(C(Pj(x))) is strictly less than the length of C(Pj+d(x)), i.e.
kj − d < kj+d. This yields kj + j < kj+d + (j + d) for all j ≤ (d+ 1)Bm with P
j(x) /∈ P1. Notice
that for j ≤ (1− δˆ0)Lm we have kj + j ≤ Bm+ (1− δˆ0)Lm < δ0Lm+ (1− δˆ0)Lm = Lm.
There are at least (d + 2)δˆ0Lm values of j = 0, 1, . . . , Lm − 1 with P
j(x) /∈ P1, so at least
(d+1)δˆ0Lm of them satisfy j ≤ (1− δˆ0)Lm. For such j, the sequence {kj + j} contains a strictly
increasing subsequence with at least (d+ 1)δˆ0Lm/d members. Since (d+ 1)δˆ0Lm/d > δˆ0Lm, we
have Pkj+j(x) /∈ P0 for at least δˆ0Lm values of j ≤ (1 − δˆ0)Lm, which is a contradiction with
x /∈ ΞLm.
This proves that ΛN (b) ⊂ ΞLm ∪ Y , and now (3.21) and (4.7) give
µ(ΛN (b)) ≤ C
′e−c
′Lbˆ + C0L bˆ e
−c0Lbˆ/B ≤ 2C0e
−(c0L/B) log |b| =
2C0
|b|c0L/B
,
assuming |b| ≥ b0 and b0 is chosen sufficiently large. This proves the lemma.
Definitions 6.2 (Choice of cylinders) Here we define an important family of cylinders in R and
U and some sub-cylinders of theirs that will play an important role throughout Sections 6 and 7.
Set
K0 = π
(U)(P1 ∩ P0 ∩ Ξ
(Lbˆ)
B ).
For any u ∈ K0 amongst the cylinders C(z) with z ∈ P1∩P0∩Ξ
(Lbˆ)
B and π
(U)(z) = u, there is one of
maximal length. Choose one of these – it has the form C(Z(u)) for some Z(u) ∈ P1∩P0∩Ξ
(Lbˆ)
B
with π(U)(Z(u)) = u. Set C′(u) = π(U)(C(Z(u))). It follows from this choice that for any z ∈ R
with π(U)(z) = u we have C′(u) ⊂ π(U)(C(z)).
Since the lengths of the cylinders C ′(u) are bounded above and K0 ⊂ ∪u∈K0C
′(u), there exists
finitely many different cylinders C′m = C
′(um) for some m = 1, . . . ,m0 such that
K0 ⊂ ∪
m0
m=1C
′
m.
Different cylinders have no common interior points, so C′m ∩ C
′
m′ ∩ Û = ∅ for m 6= m
′. For each
m, set Cm = C(Z(um)); then Zm = Z(um) ∈ Cm ∩ P1 ∩ P0 ∩ Ξ
(Lbˆ)
B is so that π
(U)(Zm) = um.
According to the definitions of the cylinders C(z), Cm = C(Zm) is a maximal closed cylinder in
W uR(Zm) with diam(Ψ˜(Cm)) ≤ ǫ1/|b|. Let D1, . . . ,Dj˜ be the list of all closed unstable cylinders
in R which are sub-cylinders of co-length q1 of some Cm. Here q1 ≥ 1 is the constant from
Lemma 5.3(b). Set D′j = π
(U)(Dj) ⊂ U . Re-numbering the cylinders Dj if necessary, we may
assume there exists j0 ≤ j˜ such that and D1, . . . ,Dj0 is the list of all sub-cylinders Dj such that
Dj ∩ P1 ∩ P0 ∩ Ξ
(Lbˆ)
B 6= ∅.
From the choice of the cylinders Cm and Lemmas 4.1 and 5.3 we get:
ρˆ
ǫ1
|b|
≤ diam(Ψ˜(Cm)) ≤
ǫ1
|b|
, 1 ≤ m ≤ m0. (6.9)
If ℓm is the length of the cylinder Cm, it follows from (66.5) that
1
B
log |b| ≤ ℓm ≤ B log |b| , m = 1, . . . ,m0. (6.10)
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Set
Vb = ∪
j0
j=1D
′
j ⊂ U. (6.11)
It follows from the construction that K0 ⊂ Vb.
We are now ready to define an important family of contraction operators. For any ℓ = 1, . . . , ℓ0,
i = 1, 2 and j = 1, . . . , j0, consider the unique m = 1, . . . ,m0 with Dj ⊂ Cm, and set
v
(ℓ)
i = v
(ℓ)
i (Zm, ·) , X
(ℓ)
i,j = v
(ℓ)
i (D
′
j) ⊂ Û .
where v
(ℓ)
i (Zm, ·) is the map from Lemma 5.4 for the integer N . We will consider this map only
on C′m. By Lemma 5.1(a), the characteristic function ω
(ℓ)
i,j = χX(ℓ)i,j
: Û −→ [0, 1] of X
(ℓ)
i,j belongs
to Fθ(Û) and Lipθ(ω
(ℓ)
i,j ) ≤ 1/diamθ(X
(ℓ)
i,j ).
A subset J of the set Π(b) = { (i, j, ℓ) : 1 ≤ i ≤ 2 , 1 ≤ j ≤ j0 , 1 ≤ ℓ ≤ ℓ0 } will be called
representative if for every j = 1, . . . , j0 there exists at most one pair (i, ℓ) such that (i, j, ℓ) ∈ J ,
and for any m = 1, . . . ,m0 there exists (i, j, ℓ) ∈ J such that Dj ⊂ Cm. Let J (b) be the family of
all representative subsets J of Π(b).
Given J ∈ J (b), define the function ω = ωJ(b) : Û −→ [0, 1] by
ω = 1− µ0
∑
(i,j,ℓ)∈J
ω
(ℓ)
i,j .
Clearly ω ∈ Fθ(Û) and
1
2 ≤ 1− µ0 ≤ ω(u) ≤ 1 for any u ∈ Û . Define the contraction operator:
N = NJ(a, b) : Fθ(Û) −→ Fθ(Û) by Nh =M
N
a (ωJ · h).
6.2 Main properties of the contraction operators
First, we derive an important consequence of the construction of the cylinders Cm and Dj.
Lemma 6.3. If σp(D′j) ⊂ C
′
k for some p ≥ 0, j ≤ j0 and k ≤ m0, then p ≤ t0, where t0 is the
integer given by (6.1). Moreover, there exists a constant s0 ≥ 0 independent of b such that the
co-length of σp(D′j) in C
′
k does not exceed s0.
Proof. Assume D = σp(D′j) ⊂ C
′
k for some p > 0, j ≤ j0 and k ≤ m0. From the assumptions we
get πZk(D) ⊂ Ck ⊂W
u
R(Zk).
According to the choice of the sub-cylinders Dj , there exists Z ∈ Dj ∩ P1 ∩ P0 ∩ Ξ
(Lbˆ)
B . Then
using Lemma 4.4(a) with κ = 1/2 and an appropriately chosen X ∈ Uˇ(Z) ⊂W uǫ (Z) with
d(X,Z) ≥
1
2
diam(Tz(Dj)) ≥
ρˆq1ǫ1
2|b|
, (6.12)
we can find points d1, d2 ∈W
s
R(Z) such that
|∆(X,πd1(Z))−∆(X,πd2(Z))| ≥
β0δ0
32R20
diam(TZ(Dj))
that is
|∆(X, d1)−∆(X, d2)| ≥
β0δ0
32R20
ρˆq1ǫ1
|b|
. (6.13)
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Let T = τp(Z); then z = P
p(Z) = φT (Z). Next, consider the points d
′
i = φT (di) ∈ W
s
R(z)
(i = 1, 2) and x = φT (X) ∈ W
u
ǫ (z) ⊂ φT (W
u
ǫ (X)). It follows from (6.12) and the properties of
temporal distance that
|∆(x, d′1)−∆(x, d
′
2)| ≥
β0δ0
32R20
ρˆq1ǫ1
|b|
, (6.14)
while (2.1) yields
d(d′1, d
′
2) = d(P
p(d1),P
p(d2)) ≤
1
c0γp
d(d1, d2) ≤
1
c0γp
. (6.15)
Let y ∈W sR(z) be such that Cm ⊂W
u
R(y). Since P
p(D′j) ⊂ C
′
m, we have y ∈ Cm. Using this again,
for the point x′ = πy(x) ∈ W
sc
ǫ (y) we have φt(x
′) ∈ Cm for some t ∈ R, so x
′′ = Ty(φt(x
′)) ∈
Ty(Cm). Moreover it is easy to see, using just the definition of the temporal distance function and
the fact that x′′ = φs(x
′) for some s ∈ R, that
|∆(x, d′1)−∆(x, d
′
2)| = |∆(x
′, d′1)−∆(x
′, d′2)| = |∆(x
′′, d′1)−∆(x
′′, d′2)|.
This and (6.13) give
|∆(x′′, d′1)−∆(x
′′, d′2)| ≥
β0δ0ρˆ
q1
32R20
ǫ1
|b|
.
Combining the latter with diam(Ty(Cm)) ≤ ǫ1/|b|, y, x
′′ ∈ Ty(Cm), d
′
1, d
′
2 ∈W
s
R(y), since Cm∩P1∩
Ξ
(Lbˆ)
B 6= ∅, Lemma 4.3(b) implies
β0δ0ρˆ
q1
32R20
ǫ1
|b|
≤ |∆(x′′, d′1)−∆(x
′′, d′2)| ≤ C1diam(Ty(Cm)) (d(d
′
1, d
′
2))
β1 ≤ C1
ǫ1
|b|
(d(d′1, d
′
2))
β1 .
This and (6.14) yield
(
β0δ0ρˆq1
32C1R20
)1/β1
≤ 1c0γp , so p ≤ t0, where t0 > 0 is the integer from (6.1).
Next, let s be the co-length of σp(D′j) in C
′
m. Denote by Q the cylinder in W
u
R(z) such that
Q ‖ Cm. Then P
p(Dj) is a sub-cylinder of Q of co-length s, so Dj is a sub-cylinder of co-length s
of Q′ = P−p(Q). Since Z ∈ Dj ∩P1 ∩P0 ∩Ξ
(Lbˆ)
B , it follows from Lemma 4.4(a) with κ = 1/2 that
there exist x0 ∈ TZ(Q
′) and y1, y2 ∈W
s
R(Z) such that
β0δ0
32R20
diam(TZ(Q
′)) ≤ |∆(x0, y1)−∆(x0, y2)|.
Setting x′0 = φT (x0) ∈ Tz(Q) and y
′
i = φT (yi) ∈W
s
R(z), i = 1, 2, we have |∆(x0, y1)−∆(x0, y2)| =
|∆(x′0, y
′
1)−∆(x
′
0, y
′
2)|, so
β0δ0
32R20
diam(TZ(Q
′)) ≤ |∆(x′0, y
′
1)−∆(x
′
0, y
′
2)|.
As above, denoting by x′′0 ∈ TZk(Cm) the unique point such that x
′′
0 ∈W
sc(x′0), and using Lemma
4.3(b), we get
β0δ0
32R20
diam(TZ(Q
′)) ≤ |∆(x′0, y
′
1)−∆(x
′
0, y
′
2)| = |∆(x
′′
0 , y
′
1)−∆(x
′′
0, y
′
2)| ≤ C1diam(TZk(Cm)),
so
β0δ0
32R20
diam(TZ(Q
′)) ≤
C1ǫ1
|b|
≤
C1
ρˆq1
ρˆq1ǫ1
|b|
≤
C1
ρˆq1
diam(TZ(Dj)).
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On the other hand, it follows from Lemma 4.1(b) with ρ′ = ρ1 that diam(TZ(Dj)) ≤ ρ
s
1 diam(TZ(Q
′)).
Thus,
β0δ0
32R20
diam(TZ(Q
′)) ≤
C1
ρˆq1
ρs1 diam(TZ(Q
′)),
so β0δ0ρˆ
q1
32C1R20
≤ ρs1, which implies s ≤
1
| log ρ1|
∣∣∣log β0δ0ρˆq132C1R20 ∣∣∣.
Given u, u′ ∈ Û , we will denote by ℓ(u, u′) ≥ 0 the length of the smallest cylinder Y (u, u′) in
Û containing u and u′.
Define the distance D(u, u′) for u, u′ ∈ Û by14: (i) D(u, u′) = 0 if u = u′; (ii) Let u 6= u′, and
assume there exists p ≥ 0 with σp(Y (u, u′)) ⊂ C′m, ℓ(u, u
′) ≥ p, for some m = 1, . . . ,m0. Take the
maximal p with this property and the corresponding m and set D(u, u′) = Dθ(u,u
′)
diamθ(Cm)
; (iii) Assume
u 6= u′, however there is no p ≥ 0 with the property described in (ii). Then set D(u, u′) = 1.
Notice that D(u, u′) ≤ 1 always. Some other properties of D are contained in the following,
part (b) of which needs Lemma 6.3.
Lemma 6.4. Assume that u, u′ ∈ Û , u 6= u′, and σN (v) = u, σN (v′) = u′ for some v, v′ ∈ Û
with ℓ(v, v′) ≥ N . Assume also that there exists p ≥ 0 with σp(Y (u, u′)) ⊂ C′m, ℓ(u, u
′) ≥ p, for
some m = 1, . . . ,m0.
(a) We have D(v, v′) = θN D(u, u′).
(b) Assume in addition that ωJ(v) < 1 and ωJ(v
′) = 1 for some J ∈ J(b). Then p ≤ t0 and
|ωJ(v)− ωJ(v
′)| ≤
µ0
θt0+s0
D(u, u′).
Proof. (a) Let p be the maximal integer with the given property and let m ≤ m0 correspond to p.
Then σp+N (Y (v, v′)) ⊂ C′m, ℓ(v, v
′) ≥ p+N , and p+N is the maximal integer with this property.
Thus, D(v, v′) = Dθ(v,v
′)
diamθ(Cm)
= θN Dθ(u,u
′)
diamθ(Cm)
= θN D(u, u′).
(b) ωJ(v) < 1 means that v ∈ X
(ℓ)
i,j for some (i, j, ℓ) ∈ J , and so v = v
(ℓ)
i (u) for some u ∈ D
′
j .
Then u = σN (v). If u′ ∈ D′j, then v
′′ = v
(ℓ)
i (u
′) ∈ X
(ℓ)
i,j and σ
N (v′′) = u′, so we must have v′′ = v′,
which implies ωJ(v
′) = ωJ(v
(ℓ)
i (u
′)) = 1, a contradiction. This shows that u′ /∈ D′j , and therefore
Dθ(u, u
′) ≥ diamθ(D
′
j).
Since u ∈ D′j, u
′ /∈ D′j and ℓ(u, u
′) ≥ p, it follows that σp(u) ∈ σp(D′j) and σ
p(u′) /∈ σp(D′j).
On the hand, by assumption, σp(u), σp(u′) ∈ C′m. Thus, the cylinder σ
p(D′j) must be contained
in C′m. Now Lemma 6.3 gives p ≤ t0 and the co-length s of σ
p(D′j) in C
′
m is s ≤ s0. If ℓm =
length(Cm), and ℓ = length(Dj) we have ℓ−p−s = length(σ
p(D′j))−s = length(C
′
m) = ℓm. Hence
ℓ = ℓm + p+ s ≤ ℓm + t0 + s0, and using D(u, u
′) = Dθ(u,u
′)
diamθ(Cm)
, we get
|ω(v)− ω(v′)| = µ0 = µ0
Dθ(u, u
′)
Dθ(u, u′)
≤ µ0
Dθ(u, u
′)
diamθ(D′j)
= µ0
Dθ(u, u
′)
θℓ
≤ µ0
Dθ(u, u
′)
θℓm+t0+s0
= µ0
Dθ(u, u
′)
θt0+s0diamθ(Cm)
=
µ0
θt0+s0
D(u, u′).
This proves the lemma.
14Clearly D depends on the cylinders Cm and therefore on the parameter b as well.
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Given E > 0 as in Sect. 5.2, let KE be the set of all functions H ∈ Fθ(Û) such that
H > 0 on Û and |H(u)−H(u
′)|
H(u′) ≤ ED(u, u
′) for all u, u′ ∈ Û for which there exists an integer p ≥ 0
with σp(Y (u, u′)) ⊂ Cm for some m ≤ m0 and ℓ(u, u
′) ≥ p.
Using Lemma 6.4 we will now prove the main lemma in this section.
Lemma 6.5. For any J ∈ J(b) we have NJ(KE) ⊂ KE.
Proof. Let u, u′ ∈ Û be such that there exists an integer p ≥ 0 with σp(Y (u, u′)) ⊂ Cm for some
m = 1, . . . ,m0 and ℓ(u, u
′) ≥ p.
Given v ∈ Û with σN (v) = u, let C[ı] = C[i0, . . . , iN ] be the cylinder of length N containing
v. Set Ĉ[ı] = C[ı] ∩ Û . Then σN (Ĉ[ı]) = Ûi. Moreover, σ
N : Ĉ[ı] −→ Ûi is a homeomorphism,
so there exists a unique v′ = v′(v) ∈ Ĉ[ı] such that σN (v′) = u′. Then Dθ(σ
j(v), σj(v′(v))) =
θN−jDθ(u, u
′) for all j = 0, 1, . . . , N − 1. Also Dθ(v, v
′(v)) = θNDθ(u, u
′) and D(v, v′(v)) =
θND(u, u′). Using (5.3), we get
|f
(a)
N (v) − f
(a)
N (v
′)| ≤
N−1∑
j=0
|f (a)(σj(v)) − f (a)(σj(v′))| ≤
N−1∑
j=0
|f (a)|θ θ
N−jDθ(u, u
′)
≤
T
1− θ
Dθ(u, u
′). (6.16)
Let J ∈ J(b) and let H ∈ KE . Set N = NJ . We will show that NH ∈ KE .
Using the above and the definition of N = NJ , and setting v
′ = v′(v) for brevity, we get
|(NH)(u) − (NH)(u′)|
NH(u′)
=
∣∣∣∣∣ ∑
σNv=u
ef
(a)
N (v) ω(v)H(v) −
∑
σN v=u
ef
(a)
N (v
′(v)) ω(v′(v))H(v′(v))
∣∣∣∣∣
NH(u′)
≤
∣∣∣∣∣ ∑
σN v=u
ef
(a)
N (v) [ω(v)H(v) − ω(v′)H(v′)]
∣∣∣∣∣
NH(u′)
+
∑
σNv=u
∣∣∣ef(a)N (v) − ef(a)N (v′)∣∣∣ ω(v′)H(v′)
NH(u′)
≤
∑
σNv=u
ef
(a)
N (v)−f
(a)
N (v
′)ef
(a)
N (v
′) |ω(v)− ω(v′)|H(v′)
NH(u′)
+
∑
σN v=u
ef
(a)
N (v) ω(v)|H(v) −H(v′)|
NH(u′)
+
∑
σNv=u
∣∣∣ef(a)N (v)−f(a)N (v′) − 1∣∣∣ ef(a)N (v′)ω(v′)H(v′)
NH(u′)
.
By the definition of ω, either ω(v) = ω(v′) or at least one of these numbers is < 1. Using
Lemma 6.4 we then get |ω(v)−ω(v′)| ≤ µ0
θt0+s0
D(u, u′). Apart from that H ∈ KE implies |H(v)−
H(v′)| ≤ EH(v′)D(v, v′) = EH(v′)θND(u, u′), while
∣∣∣ef(a)N (v)−f(a)N (v′) − 1∣∣∣ ≤ eT/(1−θ) T1−θ Dθ(u, u′).
Thus,
|(NH)(u)− (NH)(u′)|
NH(u′)
≤ eT/(1−θ)
µ0
θt0+s0
∑
σNv=u
ef
(a)
N (v
′)D(u, u′)H(v′)
NH(u′)
+
∑
σNv=u
ef
(a)
N (v)−f
(a)
N (v
′) ef
(a)
N (v
′) 2ω(v′)EH(v′)θND(u, u′)
NH(u′)
+ eT/(1−θ)
T
1− θ
Dθ(u, u
′)
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≤ 2eT/(1−θ)
µ0
θt)+s0+q1
D(u, u′) + 2eT/(1−θ)EθN D(u, u′) + eT/(1−θ)diamθ(Cm)
T
(1− θ)
D(u, u′)
≤ ED(u, u′),
using (6.3) and Lemma 5.1, and assuming 2eT/(1−θ)θN ≤ 1/3 and eT/(1−θ)C2(ǫ1/|b|)
α2 T
(1−θ) ≤
1
3 ≤
E
3 ; the latter follows from |b| ≥ b0 and (6.4). Hence NH ∈ KE .
6.3 Main properties of the operators LNab
Recall the numbers θ1, θ2 ∈ (0, 1) defined in Sect. 6.1. Then using the proof of Lemma 5.1(c) and
taking C2 > 0 sufficiently large we have
15
diamθ1(C) ≤ C2 diam(Ψ(C)) (6.17)
for any cylinder C in U .
Throughout the rest of this section we assume that f ∈ Fθ1(Û).
Given points u, u′ ∈ U we will denote u˜ = Ψ(πzˆ0(u)) and u˜
′ = Ψ(πzˆ0(u
′)); these are then
points on the true unstable manifold W uǫ0(zˆ0). In this section we will frequently work under the
following assumption for points u, u′ ∈ Û contained in some cylinder Cm (1 ≤ m ≤ m0), an integer
p ≥ 0 and points v, v′ ∈ Û :
u, u′ ∈ Cm , σ
p(v) = v
(ℓ)
i (u) , σ
p(v′) = v
(ℓ)
i (u
′) , ℓ(v, v′) ≥ N, (6.18)
for some i = 1, 2. From (6.18) we get ℓ(v, v′) ≥ N + p and σN+p(v) = u, σN+p(v′) = u′. We will
use the notation C˜m = Ψ˜(Cm) ⊂ R˜.
The following estimate plays a central role in this section.
Lemma 6.6. There exists a global constant C3 > 0 independent of b and N such that if the points
u, u′ ∈ Û , the cylinder Cm, the integer p ≥ 0 and the points v, v
′ ∈ Û satisfy (6.18) for some i = 1, 2
and ℓ = 1, . . . , ℓ0, and w,w
′ ∈ Û are such that σNw = v, σNw′ = v′ and ℓ(w,w′) ≥ N , then
|τN (w)− τN (w
′)| ≤ C3 θ
p+N
2 diam(C˜m).
Proof. Assume that the points u, u′, v, v′, w,w′ and the cylinder C satisfy the assumptions in the
lemma. Clearly, ℓ(w,w′) ≥ p+ 2N and
τN (w)− τN (w
′) = [τp+2N (w)− τp+2N (w
′)]− [τp+N(v) − τp+N(v
′)]. (6.19)
Recall the construction of the map v
(ℓ)
i from the proof of Lemma 5.4. In particular by (5.7),
PN (v(ℓ)(u)) = π
d
(ℓ)
i
(u), where we set d
(ℓ)
i = d
(ℓ)
i (zˆ0) ∈ W
s
R1
(zˆ0) for brevity. Since σ
p(v) =
v
(ℓ)
i (u) and σ
p(v′) = v
(ℓ)
i (u
′), we have σp+N (v) = u and σp+N(v′) = u′, so Pp+N (v),Pp+N (v′) ∈
W uR1(d
′) for some d′ ∈ W sR1(zˆ0). Moreover, P
p(v) ∈ W sR1(v
(ℓ)
i (u)) and the choice of N imply
(as in the proof of Lemma 5.4) that d(d
(ℓ)
i , d
′) < δ′′, the constant from Lemma 4.4. Similarly,
Pp+2N (w),Pp+2N (w′) ∈ W uR1(d
′′) for some d′′ ∈ W sR1(zˆ0) with d(d
(ℓ)
i , d
′′) < δ′′. Moreover, since
the local stable/unstable holonomy maps are uniformly α1-Ho¨lder (by the choice of α1), there
15Notice that for (6.16) choosing θ1 with θ
β′
1 ≤ θ would be enough. However in the beginning of Sect. 6.1 we
imposed a stronger condition on θ1 which will be used later on (see the end of the proof of Theorem 1.1 in Sect. 7).
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exists a global constant C ′3 > 0 such that d(d
′, d′′) ≤ C ′3(d(P
p+N (v),Pp+2N (w)))α1 . Using this
and (2.1) for points on local stable manifolds, i.e. going backwards along the flow, we get
d(d′, d′′) ≤ C ′3(d(P
p+N (v),Pp+2N (w)))α1 ≤ C ′3
(
d(v,PN (w))
c0γp+N
)α1
≤
C ′3
cα10 γ
α1(p+N)
.
Hence
(d(d′, d′′))β1 ≤ (C ′3/c
α1
0 )
β1(1/γp+N )α1β1 ≤ C ′′3 θ
p+N
2 .
We are preparing to use Lemma 4.3. Set uˆ = πzˆ0(u) and uˆ
′ = πzˆ0(u
′). Then for Ψ(uˆ) = u˜ and
Ψ(uˆ′) = u˜′ we have u˜ = φt(u)(uˆ) and u˜
′ = φt(u′)(uˆ
′) for some t(u), t(u′) ∈ R. So
τp+N(v)− τp+N (v
′) = ∆(Pp+N (v),Pp+N (v′)) = ∆(uˆ, πd′(uˆ
′)) = ∆(u˜, πd′(u˜
′)) + t(u)− t(u′),
and similarly
τp+2N (w)− τp+2N (w
′) = ∆(Pp+2N (w),Pp+2N (w′)) = ∆(uˆ, πd′′(uˆ
′)) = ∆(u˜, πd′′(u˜
′))+ t(u)− t(u′).
This, (6.19), Lemma 4.3 and the above estimate yield
|τN (w)− τN (w
′)| = |[∆(u˜, πd′(u˜
′))− t(u) + t(u′)]− [∆(u˜, πd′′(u˜
′))− t(u) + t(u′)]|
= |∆(u˜, πd′(u˜
′))−∆(u˜, πd′′(u˜
′))| ≤ C1diam(C˜) (d(d
′, d′′))β1
≤ C1C
′′
3 θ
p+N
2 diam(C˜).
This proves the lemma.
Let M0 > 0 be a fixed constant (it is enough to take M0 =M + a0) and let
E1 = 2C4e
C4 where C4 =
T0C2
1− θ
+M0C3,
and C3 > 0 is the constant from Lemma 6.6. Assume N is so large that θ
N
2 e
C7 ≤ 1/2.
Denote by K0 the set of all h ∈ Fθ(Û) such that h ≥ 0 on Û and for any u, u
′ ∈ Û contained
in some cylinder Cm (1 ≤ m ≤ m0), any integer p ≥ 0 and any points v, v
′ ∈ Û satisfying (6.18)
for some i = 1, 2 and ℓ = 1, . . . , ℓ0 we have
|h(v) − h(v′)| ≤ E1 θ
p+N
2 h(v
′) diam(C˜m). (6.20)
We are going to show that the eigenfunctions ha ∈ K0 for |a| ≤ a
′
0 (see Sect. 5.1). This will
be derived from the following.
Lemma 6.7. For any real constant s with |s| ≤ M0 we have L
q
f−sτ (K0) ⊂ K0 for all integers
q ≥ N .
Proof. We will use Lemma 6.6 and a standard argument.
Assume that u, u′ ∈ Û , the cylinder C in U , the integer p ≥ 0 and the points v, v′ ∈ Û satisfy
(6.18) for some i = 1, 2 and ℓ = 1, . . . , ℓ0, and w,w
′ ∈ Û are such that σNw = v, σNw′ = v′ and
ℓ(w,w′) ≥ N ; then w′ = w′(w) is uniquely determined by w.
Using f ∈ Fθ1(Û ), the choice of θ1 and (6.15), we get
|fN (w) − fN (w
′)| ≤
T0
1− θ1
Dθ1(v, v
′) =
T0
1− θ1
θp+N1 Dθ1(u, u
′)
≤
T0
1− θ1
θp+N1 diamθ1(C) ≤ C
′
4θ
p+N
2 diam(C˜),
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where T0 = |f |θ and C
′
4 = C2T0/(1 − θ1). This and Lemma 6.6 imply
|(f − sτ)N (w)− (f − sτ)N (w
′)| ≤ C ′′4 θ
p+N
2 diam(C˜)
for all s ∈ R with |s| ≤M0, where C
′′
4 > 0 is as above.
Thus, given s with |s| ≤M0 and h ∈ K0 we have:
|(LNf−sτh)(v) − (L
N
f−sτh)(v
′)| =
∣∣∣∣∣ ∑
σNw=v
e(f−sτ)N (w) h(w) −
∑
σNw=v
e(f−sτ)N (w
′(w)) h(w′(w))
∣∣∣∣∣
≤
∣∣∣∣∣ ∑
σNw=v
e(f−sτ)N (w) [h(w) − h(w′)]
∣∣∣∣∣+ ∑
σNw=v
∣∣∣e(f−sτ)N (w) − e(f−sτ)N (w′)∣∣∣ h(w′)
≤
∑
σNw=v
e(f−sτ)N (w)−(f−sτ)N (w
′)e(f−sτ)N (w
′)E1θ
p+2N
2 diam(C˜)h(w
′)
+
∑
σNw=v
∣∣∣e(f−sτ)N (w)−(f−sτ)N (w′) − 1∣∣∣ e(f−sτ)N (w′)h(w′)
≤ E1θ
p+2N
2 diam(C˜) e
C′′4 (LNf−sτh)(v
′) + eC4 C4θ
p+N
2 diam(C˜) (L
N
f−sτh)(v
′)
≤ E1 θ
p+N
2 diam(C˜) (L
N
f−sτh)(v
′),
since eC4 C4 ≤ E1/2 and θ
N
2 e
C4 ≤ 1/2 by (5.6). Hence LNf−sτh ∈ K0.
Corollary 6.8. For any real constant a with |a| ≤ a0 we have ha ∈ K0.
Proof. Let |a| ≤ a0. Since the constant function h = 1 ∈ K0, it follows from Lemma 6.7 that
LmNf−(P+a)τ1 ∈ K0 for all m ≥ 0. Now the Ruelle-Perron-Frobenius Theorem (see e.g. [PP]) and
the fact that K0 is closed in Fθ(Û ) imply ha ∈ K0.
6.4 The main estimate for LNab
We will now define a class of pairs of functions similar to K0 however involving the parameter b.
We continue to assume that f ∈ Fθ1(Û).
Denote by Kb the set of all pairs (h,H) such that h ∈ Fθ(Û ), H ∈ KE and the following two
properties hold:
(i) |h| ≤ H on Û ,
(ii) for any u, u′ ∈ Û contained in a cylinder Cm for some m = 1, . . . ,m0, any integer p ≥ 0
and any points v, v′ ∈ Û1 satisfying (6.18) for some i = 1, 2 and ℓ = 1, . . . , ℓ0 we have
|h(v) − h(v′)| ≤ E |b| θp+N2 H(v
′) diam(C˜m). (6.21)
Recall that here C˜m = Ψ˜(Cm).
Our aim in this section is to prove the following.
Lemma 6.9. Choosing E > 1 and µ0 as in Sect. 5.2 and assuming N is sufficiently large, for
any |a| ≤ a′0, any |b| ≥ b0 and any (h,H) ∈ Kb there exists J ∈ J(b) such that (L
N
abh,NJH) ∈ Kb.
To prove this we need the following lemma, whose proof is essentially the same as that of
Lemma 14 in [D]. For completeness we prove it in the Appendix.
Lemma 6.10. Let (h,H) ∈ Kb. Then for any m ≤ m0, any j = 1, . . . , j0 with Dj ⊂ Cm, any
i = 1, 2 and ℓ = 1, . . . , ℓ0 we have:
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(a)
1
2
≤
H(v
(ℓ)
i (u
′))
H(v
(ℓ)
i (u
′′))
≤ 2 for all u′, u′′ ∈ D′j ;
(b) Either for all u ∈ D′j we have |h(v
(ℓ)
i (u))| ≤
3
4H(v
(ℓ)
i (u)), or |h(v
(ℓ)
i (u))| ≥
1
4H(v
(ℓ)
i (u)) for
all u ∈ D′j.
Proof of Lemma 6.9. The constant E1 > 1 from Sect. 6.4 depends only on C4, and we take N so
large that E1θ
N ≤ 1/4; then C4θ
N ≤ 1/2 holds, too.
Let |a| ≤ a′0, |b| ≥ b0 and (h,H) ∈ Kb. We will construct a representative set J ∈ J(b) such
that (LNabh,NJH) ∈ Kb.
Consider for a moment an arbitrary (at this stage) representative set J . We will first show
that (LNabh,NJH) has property (ii).
Assume that the points u, u′, the cylinder Cm in U , the integer p ≥ 0 and the points v, v
′ ∈ Û
satisfy (6.18) for some i = 1, 2 and ℓ = 1, . . . , ℓ0.
From the definition of f (a), for any w,w′ with σNw = v, σN (w′) = v′ and ℓ(w,w′) ≥ N we
have
f
(a)
N (w) = fN(w) − (P + a)τN (w) + (lnha − lnha ◦ σ)N (w)−Nλa
= fN(w) − (P + a)τN (w) + lnha(w)− lnha(v)−Nλa.
Since ha ∈ K0 by Corollary 6.8,
| lnha(w) − lnha(w
′)| ≤
|ha(w)− ha(w
′)|
min{|ha(w)|, |ha(w′)|}
≤ E1 θ
p+2N
2 diam(C˜m),
and similarly, | lnha(v) − lnha(v
′)| ≤ E1 θ
p+N
2 diam(C˜m). Using this and Lemma 6.6, as in the
proof of Lemma 6.7 we get
|f
(a)
N (w) − f
(a)
N (w
′)| ≤ C4θ
p+2N
2 diam(C˜m) + 2E1 θ
p+N
2 diam(C˜m)
≤ (C4 + 2E1) θ
p+N
2 diam(C˜m) ≤ 1, (6.22)
by the choice of N .
Hence for any a and b with |a| ≤ a′0 and |b| ≥ b0 we have:
|(LNabh)(v) − (L
N
abh)(v
′)| =
∣∣∣∣∣ ∑
σNw=v
e(f
(a)
N −ibτN )(w) h(w) −
∑
σNw=v
e(f
(a)
N −ibτN )(w
′(w)) h(w′(w))
∣∣∣∣∣
≤
∣∣∣∣∣ ∑
σNw=v
e(f
(a)
N −ibτN )(w) [h(w) − h(w′)]
∣∣∣∣∣+ ∑
σNw=v
∣∣∣e(f(a)N −ibτN )(w) − e(f(a)N −ibτN )(w′)∣∣∣ |h(w′)|
≤
∑
σNw=v
e(f
(a)
N (w)−f
(a)
N (w
′)ef
(a)
N (w
′)E|b|θp+2N2 diam(C˜m)H(w
′)
+
∑
σNw=v
∣∣∣e(f(a)N −ibτN )(w)−(f(a)N −ibτN )(w′) − 1∣∣∣ ef(a)N (w′)H(w′)
≤ eE|b| θp+2N2 diam(C˜m) (M
N
a H)(v
′) + e (C4 + 2E1 + C3|b|)θ
p+N
2 diam(C˜m) (M
N
a H)(v
′)
≤ [2eEθN2 + 2e(C4 + 2E1 + C3)] |b| θ
p+N
2 diam(C˜m) (NJH)(v
′) ≤ E|b| θp+N2 diam(C˜m) (NJH)(v
′),
assuming 2eθN ≤ 1/2 and 2e(C4 + 2E1 + C3) ≤ E/2. Thus, (L
N
abh,NJH) has property (ii).
So far the choice of J was not important. We will now construct a representative set J so that
(LNabh,NJH) has property (i), namely
|LNabh|(u) ≤ (NJH)(u) (6.23)
for all u ∈ Û .
Define the functions ψℓ, γ
(1)
ℓ , γ
(2)
ℓ : Û −→ C by
ψℓ(u) = e
(f
(a)
N +ibτN )(v
(ℓ)
1 (u))h(v
(ℓ)
1 (u)) + e
(f
(a)
N +ibτN )(v
(ℓ)
2 (u))h(v
(ℓ)
2 (u)),
γ
(1)
ℓ (u) = (1− µ0) e
f
(a)
N (v
(ℓ)
1 (u))H(v
(ℓ)
1 (u)) + e
f
(a)
N (v
(ℓ)
2 (u))H(v
(ℓ)
2 (u)),
while γ
(2)
ℓ (u) is defined similarly with a coefficient (1− µ0) in front of the second term.
Recall the functions ϕℓ(u) = ϕℓ(zˆ0, u), u ∈ U , from Sect. 5.3.
Notice that (6.23) is trivially satisfied for u /∈ Vb for any choice of J .
Consider an arbitrary m = 1, . . . ,m0. We will construct j ≤ j0 with Dj ⊂ Cm, and a pair (i, ℓ)
for which (i, j, ℓ) will be included in J .
Case 1. There exist j ≤ j0 with Dj ⊂ Cm, i = 1, 2 and ℓ ≤ ℓ0 such that the first alternative in
Lemma 6.10(b) holds for D̂j, i and ℓ. For such j, choose i = ij and ℓ = ℓj with this property and
include (i, j, ℓ) in J . Then µ0 ≤ 1/4 implies |ψℓ(u)| ≤ γ
(i)
ℓ (u) for all u ∈ D̂
′
j , and regardless how
the rest of J is defined, (6.23) holds for all u ∈ D̂′j , since
∣∣(LNabh)(u)∣∣ ≤
∣∣∣∣∣∣∣
∑
σNv=u, v 6=v
(ℓ)
1 (u),v
(ℓ)
2 (u)
e(f
(a)
N +ibτN )(v)h(v)
∣∣∣∣∣∣∣+ |ψℓ(u)|
≤
∑
σN v=u, v 6=v
(ℓ)
1 (u),v
(ℓ)
2 (u)
ef
(a)
N (v)|h(v)| + γ
(i)
ℓ (u)
≤
∑
σN v=u, v 6=v
(ℓ)
1 (u),v
(ℓ)
2 (u)
ef
(a)
N (v)ω(v)H(v)
+
[
ef
(a)
N (v
(ℓ)
1 (u))ωJ(v
(ℓ)
1 (u))H(v
(ℓ)
1 (u)) + e
f
(a)
N (v
(ℓ)
2 (u))ωJ(v
(ℓ)
2 (u))H(v
(ℓ)
2 (u))
]
≤ (NJH)(u). (6.24)
Case 2. For all j ≤ j0 with Dj ⊂ Cm, i = 1, 2 and ℓ ≤ ℓ0 the second alternative in Lemma 6.10(b)
holds for D̂j , i and ℓ, i.e.
|h(v
(ℓ)
i (u))| ≥
1
4
H(v
(ℓ)
i (u)) > 0 (6.25)
for any u ∈ Ĉ′m.
Let u, u′ ∈ Ĉ′m, and let i = 1, 2. Using (6.19) and the assumption that (h,H) ∈ Kb, and in
particular property (ii) with p = 0, v = v
(ℓ)
i (u) and v
′ = v
(ℓ)
i (u
′), and assuming e.g.
min{|h(v
(ℓ)
i (u))|, |h(v
(ℓ)
i (u
′))|} = |h(v
(ℓ)
i (u
′))|, we get
|h(v
(ℓ)
i (u))− h(v
(ℓ)
i (u
′))|
min{|h(v
(ℓ)
i (u))|, |h(v
(ℓ)
i (u
′))|}
≤
E|b| θN2 H(v
(ℓ)
i (u
′))
|h(v
(ℓ)
i (u
′))|
diam(Ψ(Cm)) ≤ 4E|b| θ
N
2
ǫ1
|b|
= 4EθN2 ǫ1.
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So, the angle between the complex numbers h(v
(ℓ)
i (u)) and h(v
(ℓ)
i (u
′)) (regarded as vectors in R2)
is < 8EθN2 ǫ1 < π/6 by (5.6). In particular, for each i = 1, 2 we can choose a real continuous
function θ
(m)
i (u), u ∈ Ĉ
′
m, with values in [0, π/6] and a constant λ
(m)
i such that
h(v
(ℓ)
i (u)) = e
i(λ
(m)
i +θ
(m)
i (u))|h(v
(ℓ)
i (u))| , u ∈ Ĉ
′
m.
Fix an arbitrary u0 ∈ Ĉ
′
m and set λ
(m) = |b|ϕℓ(u0). Replacing e.g λ
(m)
2 by λ
(m)
2 + 2rπ for some
integer r, we may assume that |λ
(m)
2 − λ
(m)
1 + λ
(m)| ≤ π.
Using the above, θ ≤ 2 sin θ for θ ∈ [0, π/3], and some elementary geometry yields
|θ
(m)
i (u)− θ
(m)
i (u
′)| ≤ 2 sin |θ
(m)
i (u)− θ
(m)
i (u
′)| < 16EθN2 ǫ1 for all u, u
′ ∈ Ĉ′m.
The difference between the arguments of the complex numbers ei b τN (v
(ℓ)
1 (u))h(v
(ℓ)
1 (u)) and
ei b τN (v
(ℓ)
2 (u))h(v
(ℓ)
2 (u)) is given by the function
Γℓ(u) = [b τN (v
(ℓ)
2 (u)) + θ
(m)
2 (u) + λ
(m)
2 ]− [b τN (v
(ℓ)
1 (u)) + θ
(m)
1 (u) + λ
(m)
1 ]
= (λ
(m)
2 − λ
(m)
1 ) + |b|ϕℓ(u) + (θ
(m)
2 (u)− θ
(m)
1 (u)).
Using Lemma 5.4, we can now choose j = 1, . . . , j0 and j = 1, . . . , t
(j) with j 6= j′ such that
Dj ,Dj′ ⊂ Cm (and Dj ∩ P1 ∩ P0 ∩ Ξ
(Lbˆ)
B 6= ∅ by the choice of j) and ℓ = 1, . . . , ℓ0 such that for all
u ∈ D̂′j and u
′ ∈ D̂′j′ we have
δˆρˆǫ1
|b|
≤ δˆ0 diam(Ψ(Cm)) ≤ |ϕℓ(u)− ϕℓ(u
′)| ≤ C1 diam(Ψ(Cm)) ≤ C1
ǫ1
|b|
. (6.26)
Fix ℓm = ℓ with this property. Then for u ∈ D̂
′
j and u
′ ∈ D̂′j′ we have
|Γℓ(u)− Γℓ(u
′)| ≥ |b| |ϕℓ(u)− ϕℓ(u
′)| − |θ
(m)
1 (u)− θ
(m)
1 (u
′)| − |θ
(m)
2 (u)− θ
(m)
2 (u
′)|
≥ δˆρˆǫ1 − 32Eθ
N
2 ǫ1 > 2ǫ3,
since 32EθN2 < δˆ0ρˆ/2 by (5.6), where ǫ3 =
δˆ0ρˆǫ1
4
.
Thus, |Γℓ(u) − Γℓ(u
′)| ≥ 2ǫ3 for all u ∈ D̂
′
j and u
′ ∈ D̂′j′ . Hence either |Γℓ(u)| ≥ ǫ3 for all
u ∈ D̂′j or |Γℓ(u
′)| ≥ ǫ3 for all u
′ ∈ D̂′j′ .
Assume for example that |Γℓ(u)| ≥ ǫ3 for all u ∈ D̂
′
j . On the other hand, (6.26) and the choice
of ǫ1 imply that for any u ∈ Ĉ
′
m we have
|Γℓ(u)| ≤ |λ
(m)
2 −λ
(m)
1 +λ
(m)|+|b| |ϕℓ(u)−ϕℓ(u0)|+|θ
(m)
2 (u)−θ
(m)
1 (u)| ≤ π+C1ǫ1+16Eθ
N
2 ǫ1 <
3π
2
.
Thus, ǫ3 ≤ |Γℓ(u)| <
3π
2 for all u ∈ D̂
′
j.
Hence, we see that for u ∈ D̂′j the difference Γℓ(u) between the arguments of the complex
numbers ei b τN (v
(ℓ)
1 (u))h(v
(ℓ)
1 (u)) and e
i b τN (v
(ℓ)
2 (u))h(v
(ℓ)
2 (u)), defined as a number in the interval
[0, 2π), satisfies Γℓ(u) ≥ ǫ3 for all u ∈ D̂
′
j.
As in [D] it follows from Lemma 6.10 that either H(v
(ℓ)
1 (u)) ≥ H(v
(ℓ)
2 (u))/4 for all u ∈ D
′
j
or H(v
(ℓ)
2 (u)) ≥ H(v
(ℓ)
1 (u))/4 for all u ∈ D
′
j . Indeed, fix an arbitrary u
′ ∈ D′j and assume e.g.
H(v
(ℓ)
1 (u
′)) ≥ H(v
(ℓ)
2 (u
′)). Then for any u ∈ D′j using Lemma 6.10(a) twice we get H(v
(ℓ)
1 (u)) ≥
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H(v
(ℓ)
1 (u
′))/2 ≥ H(v
(ℓ)
2 (u
′))/2 ≥ H(v
(ℓ)
2 (u))/4. Similarly, if H(v
(ℓ)
2 (u
′)) ≥ H(v
(ℓ)
1 (u
′)), then
H(v
(ℓ)
2 (u)) ≥ H(v
(ℓ)
1 (u))/4 for all u ∈ D
′
j.
Now assume e.g. that H(v
(ℓ)
1 (u)) ≤ H(v
(ℓ)
2 (u))/4 for all u ∈ D
′
j . As in [D] (and [St1]) we
derive that |ψℓ(u)| ≤ γ
(1)
ℓ (u) for all u ∈ D̂
′
j .
This completes the construction of the set J = {(im, jm, ℓm) : m = 1, . . . ,m0} ∈ J(b) and also
the proof of (6.23) for all u ∈ Vb. As we mentioned in the beginning of the proof, (6.23) always
holds for u ∈ Û \ Vb.
7 Proofs of the Main Results
Here we prove Theorems 1.3 and 1.1 and Corollary 1.4. The main step is to obtain L1-contraction
estimates for large powers of the contraction operators. using the properties of these operators
on K0 and the strong mixing properties of the shift map P : R −→ R.
For any J ∈ J(b) set WJ = ∪{D̂
′
j : (i, j, ℓ) ∈ J for some i, ℓ} ⊂ Vb. Using Lemma 6.3 and the
class of functions KE we will now prove the following important estimates
16.
Lemma 7.1. Let f ∈ Fθ1(Û ).
(a) There exists a global constant C ′′5 > 0 such that for any H ∈ KE and any J ∈ J(b) we have∫
Vb
H2 dν ≤ C ′′5
∫
WJ
H2 dν. (7.1)
(b) For any H ∈ KE and any J ∈ J(b) we have∫
Vb
(NJH)
2 dν ≤ ρ3
∫
Vb
LN
f(0)
(H2) dν, (7.2)
where ρ3 = ρ3(N) =
ea0NT
1 + µ0e
−NT
C′′5
< 1, assuming that a0 > 0 is sufficiently small.
Proofs. (a) Let H ∈ KE and J ∈ J(b). Consider an arbitrary m = 1, . . . ,m0. There exists
(im, jm, ℓm) ∈ J such that Djm ⊂ Cm. It follows from (5.2) that there exists a global constant
ω0 ∈ (0, 1) such that
ν(D′jm )
ν(C′m)
≥ 1 − ω0. Since H ∈ KE , for any u, u
′ ∈ C′m we have
|H(u)−H(u′)|
H(u′) ≤
ED(u, u′) ≤ E, so H(u)/H(u′) ≤ 1 + E ≤ 2E. Thus, if M1 = maxC′m H and M2 = minC′m H we
have M1/M2 ≤ 2E. This gives∫
C′m
H2 dν ≤M21 ν(C
′
m) ≤
4E2
1− ω0
∫
D′jm
H2 dν.
Hence ∫
Vb
H2 dν ≤
m0∑
m=1
∫
C′m
H2 dν ≤
4E2
1− ω0
m0∑
m=1
∫
D′jm
H2 dν ≤ C ′′5
∫
WJ
H2 dν,
with C ′′5 =
4E2
1−ω0
, since ∪m0m=1D̂
′
jm =WJ . This proves (7.1).
16This should be regarded as the analogue of Lemma 12 in [D] (and Lemma 5.8 in [St2]).
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(b) Let again H ∈ KE and J ∈ J(b). By Lemma 6.4, NJH ∈ KE , while the Cauchy-Schwartz
inequality implies
(NJH)
2 = (MNa ωH)
2 ≤ (MNa ω
2
J) (M
N
a H
2) ≤ (MNa ωJ) (M
N
a H
2) ≤MNa H
2.
Notice that if u /∈ WJ , then ωJ(u) = 1. Let u ∈ WJ ; then u ∈ D̂
′
j for some (unique) j ≤ j0, and
there exists a unique (i(j), j, ℓ(j)) ∈ J . Set i = i(j), ℓ = ℓ(j) for brevity. Then v
(ℓ)
i (u) ∈ X̂
(ℓ)
i,j , so
ω
(ℓ)
i,j (v
(ℓ)
i (u)) = 1, and therefore ω(v
(ℓ)
i (u)) ≤ 1−µ0 ω
(ℓ)
i,j (v
(ℓ)
i (u)) = 1−µ0. In fact, if σ
N (v) = u and
ω(v) < 1, then ω
(ℓ′)
i′,j′(v) = 1 for some (i
′, j′, ℓ′) ∈ J , so v ∈ X
(ℓ′)
i′,j′ . Then u = σ
N (v) ∈ σN (X
(ℓ′)
i′,j′) =
D̂′j′ . Thus, we must have j
′ = j, and since for a given j, there is only one element (i(j), j, ℓ(j)) in
J , we must have also i′ = i(j) and ℓ′ = ℓ(j). Assuming e.g. that i = 1, this implies v = v
(ℓ)
1 (u).
Thus,
(MNa ωJ)(u) =
∑
σNv=u, v 6=v
(ℓ)
1 (u)
ef
(a)
N (v) + ef
(a)
N (v
(ℓ)
1 (u))ωJ(v
(ℓ)
1 (u))
=
∑
σNv=u, v 6=v
(ℓ)
1 (u)
ef
(a)
N (v) + (1− µ0)e
f
(a)
N (v
(ℓ)
1 (u))
=
∑
σNv=u
ef
(a)
N (v) − µ0 e
f
(a)
N (v
(ℓ)
1 (u)) ≤ (MNa 1)(u) − µ0 e
−NT = 1− µ0 e
−NT .
This holds for all u ∈ WJ , so (NJH)
2 ≤ (1 − µ0e
−NT ) (MNa H
2) on WJ . Using this and part (a)
we get: ∫
Vb
(NJH)
2 dν =
∫
Vb\WJ
(NJH)
2 dν +
∫
WJ
(NJH)
2 dν
≤
∫
Vb\WJ
(MNa H)
2 dν + (1− µ0e
−NT )
∫
WJ
(MNa H)
2 dν
=
∫
Vb
(MNa H)
2 dν − µ0e
−NT
∫
WJ
(MNa H)
2 dν
≤
∫
Vb
(MNa H)
2 dν − µ0e
−NT
∫
WJ
(NJH)
2 dν
≤
∫
Vb
(MNa H)
2 dν −
µ0e
−NT
C ′′5
∫
Vb
(NJH)
2 dν.
From this and
(MNa H)
2 ≤ (MNa 1)
2(MNa H
2) ≤MNa H
2 = LN
f(0)
(ef
(a)
N −f
(0)
N H2) ≤ ea0NT (LN
f(0)
H2),
we get
(1 + µ0e
−NT /C ′′5 )
∫
Vb
(NJH)
2 dν ≤
∫
Vb
(MNa H)
2 dν ≤ ea0NT
∫
Vb
LN
f(0)
H2 dν.
Thus (7.2) holds with ρ3 =
ea0NT
1 + µ0e
−NT
C′′5
> 0. Taking a0 = a0(N) > 0 sufficiently small, we have
ρ3 < 1.
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We can now prove that iterating sufficiently many contraction operators provides an L1-
contraction on U .
Recall the set ΛN (b) defined by (6.7) and Lemma 6.1. Set
ρ3 =
e2a0NT
1 + µ0e
−NT
C′′5
< 1 , R = e2a0NT > 1 , h = ρ3 χVb +RχU\Vb ,
and notice that ρ3 is as in Lemma 7.1. We will assume a0 = a0(N) > 0 is chosen so small that
e4a0NT
1 + µ0e
−NT
C′′5
< ρ4 =
1
1 + µ0e
−NT
2C′′5
< 1 , 8a0N
2T < c′,
where c′ > 0 is the constant from (3.21). Notice that the latter and (6.7) imply 8a0NTL < c4.
Moreover, ρ3R =
e4a0NT
1+
µ0e
−NT
C′′
5
< ρ4. Assuming L is taken sufficiently large, we will assume that
L| log ρ4| = L log
(
1 +
µ0e
−NT
2C ′′5
)
>
16
β2
= 8s. (7.3)
Lemma 7.2. Let f ∈ Fθ1(Û). Given the number N , there exist constants C5 ≥ 1, a0 = a0(N) > 0
and b0 = b0(N) ≥ 1 such that for any |a| ≤ a0 and |b| ≥ b0 and any sequence J1, J2, . . . , Jr . . . of
representative subsets of J(b), setting H(0) = 1 and H(r+1) = NJr(H
(r)) (r ≥ 0) we have∫
U
(H(Lbˆ))2 dν ≤
C5
|b|8s
. (7.4)
Proof of Lemma 7.2. Set ωr = ωJr , Wr = WJr and Nr = NJr . Since H
(0) = 1 ∈ KE , it follows
from Lemma 6.5 that H(r) ∈ KE for all r ≥ 1.
Using LN
f(a)
((h ◦ σN )H) = h (LN
f(0)
H) and Lemma 7.1(b) we get∫
U
(H(m))2 dν =
∫
Vb
(H(m))2 dν +
∫
U\Vb
(H(m))2 dν
≤ ρ3
∫
Vb
LN
f(0)
(H(m−1))2 dν + ea0NT
∫
U\Vb
LN
f(0)
(H(m−1))2 dν
=
∫
U
h (LN
f(0)
(H(m−1))2) dν =
∫
U
LN
f(0)
((h ◦ σN ) (H(m−1))2) dν
=
∫
U
(h ◦ σN ) (H(m−1))2 dν.
Similarly, ∫
U
(h ◦ σN ) (Hm−1)
2 dν ≤
∫
U
(h ◦ σ2N ) (h ◦ σN ) (H(m−2))2 dν.
Continuing by induction and using H(0) = 1, we get∫
U
(H(m))2 dν ≤
∫
U
(h ◦ σmN ) (h ◦ σ(m−1)N ) . . . (h ◦ σ2N ) (h ◦ σN ) dν. (7.5)
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Let m = Lbˆ and let δ = (d+ 3)δˆ0 ∈ (0, 1), where δˆ0 is as in Sects. 3 and 5. Set
W = {x ∈ U : x ∈ σ−jN (U \ Vb) for at least δm values of j = 0, 1, . . . ,m− 1}.
Since K0 ⊂ Vb, for such j we have x ∈ σ
−jN (U \K0). Notice that
(π(U))−1(W ) ⊂ ΛN (b), (7.6)
the set defined by (6.7). Indeed, if x ∈ W and y ∈ W sR(x), then for any j = 0, 1, . . . ,m − 1 with
σjN (x) /∈ K0 = π
(U)(P1∩P0∩Ω
(bˆ)), since π(U)(PjN (y)) = σjN (x), we have PjN (y) /∈ P1∩P0∩Ω
(bˆ).
Thus, the latter holds for at least δm values of j = 0, 1, . . . ,m− 1, so Pi(y) /∈ P1 ∩ P0 ∩ Ω
(bˆ) for
at least δm = δNNLbˆ values of i = 0, 1, . . . , NLbˆ− 1. It follows from (6.7) that y ∈ ΛN (b). This
proves (7.6), and now Lemma 6.1 implies
ν(W ) ≤
2C0
|b|c3
. (7.7)
Notice that if x ∈ U \W , then x ∈ σ−jN (Vb) for at least (1− δ)m values of j = 0, 1, . . . ,m−1,
so (h ◦ σjN)(x) = ρ3 for that many j
′s. Thus, (7.5) gives∫
U
(H(m))2 dν ≤
∫
U\W
m∏
j=1
(h ◦ σjN ) dν +
∫
W
m∏
j=1
(h ◦ σjN ) dν
≤ ρ
(1−δ)m
3 R
δm +Rmν(W ) ≤ ρm4 +
2C0R
m
|b|c3
≤ e(L log |b|)| log ρ4| +
2C0 e
2a0NTL log |b|
|b|c3
=
1
|b|L| log ρ4|
+
2C0
|b|c3/2
≤
C5
|b|4s
for some global constant C5 > 0, where as in Sect. 6.1, s = 2/β2, c3 = 16s, and by (7.3),
L| log ρ4| > 8s. This completes the proof of the lemma.
Proof of Theorem 1.3. We will again assume that f ∈ Fθ1(Û); the general case f ∈ Fθ(Û) will
be done later using an approximation procedure.
Let θˆ ≤ θ < 1, where θˆ is as in (5.1), and let N ≥ N0. Let L be as in Sect. 6.1. Choose
a0 = a0(N), b0 = b0(N), ρ4 = ρ4(N) ∈ (0, 1), C5 > 0 and c5 > 0 as in Lemmas 7.1 and 7.2. Take
θ1 = θ1(θ) ∈ (0, θ] and θ2 = θ2(θ) ∈ [θ, 1) as in Sect. 6.3. Recall the set Kb of pairs (h,H) from
Sect. 6.4. For any h ∈ Fθ(Û ) we set ‖h‖θ = ‖h‖0 + |h|θ.
Let |a| ≤ a0 and |b| ≥ b0, and let h ∈ Fθ1(Û) be such that ‖h‖θ1,b ≤ 1. Then |h(u)| ≤ 1 for all
u ∈ Û and |h|θ1 ≤ |b|.
Define bˆ by (6.5). Assume that the points u, u′, the cylinder C in U , the integer p ≥ 0 and the
points v, v′ ∈ Û1 satisfy (6.17) for some i = 1, 2. Then, using (6.16) and |h|θ1 ≤ |b| we get
|h(v) − h(v′)| ≤ |b|Dθ1(v, v
′) = |b| θp+N1 Dθ1(u, u
′) ≤ |b| θp+N1 diamθ1(C)
≤ |b| θp+N1 C2 diam(Ψ(C)) ≤ E|b| θ
p+N
2 diam(Ψ(C)),
since C2 ≤ E. Thus, (h, 1) ∈ Kb. Set h
(m) = LmNab h for m ≥ 0. Define the sequence of functions
{H(m)} recursively by H(0) = 1 and H(m+1) = NJmH
(m), where Jm ∈ J(b) is chosen by induction
as follows. Since (h(0),H(0)) ∈ Kb, using Lemma 6.9 we find J0 ∈ J(b) such that for h
(1) = LNabh
(0)
and H(1) = NJ0H
(0) we have (h(1),H(1)) ∈ Kb. Continuing in this way we construct by induction
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an infinite sequence of functions {H(m)} with H(0) = 1, H(m+1) = NJmH
(m) for all m ≥ 0, such
that (h(m),H(m)) ∈ Kb.
Now set m = Lbˆ. Then Lemma 7.2 implies
∫
U (H
(m))2dν ≤ C5
|b|8s
. Hence∫
U
|LmNab h|
2 dν =
∫
U
|h(m)|2 dν ≤
∫
U
(H(m))2 dν ≤
C5
|b|8s
.
From this it follows that for any h ∈ Fθ1(Û ) we have
∫
U |L
mN
ab h|
2 dν ≤ C5
|b|8s
‖h‖2θ1,b, and so∫
U
|LmNab h| dν ≤
C6
|b|4s
‖h‖θ1,b. (7.8)
Next, we apply an approximation procedure to deal with functions h ∈ Fθ(Û ). Fix an arbitrary
ǫ > 0. Assume that ‖h‖θ,b ≤ 1; then ‖h‖0 ≤ 1 and |h|θ ≤ |b|. So, using Lemma 5.2 with H = 1,
we get
|Lrabh|θ ≤ A0[|b|θ
r + |b|] ≤ 2A0|b| (7.9)
for any integer r ≥ 0.
Recall from Sect. 6.1 that β2 > 0 satisfies θ = θ
β2
1 . Take the smallest integer p so that
θp ≤ 1/|b|2. It is known (see e.g. the end of Ch. 1 in [PP]) that there exists h′ ∈ Fθ1(Û ) which
is constant on cylinders of length p so that ‖h − h′‖0 ≤ |h|θ θ
p. Then ‖h − h′‖0 ≤
1
|b| and so
‖h′‖0 ≤ 2, and it follows easily from this that |h
′|θ1 ≤
4
θp1
≤ 4
θp/β2
≤ C ′7|b|
s, where s = 2β2 > 0 and
C ′7 = 4/θ
1/β2 . This and (7.8) imply ∫
U
|LmNab h
′| dν ≤
2C ′7
|b|3s
. (7.10)
Moreover, as in (7.9) for h, we get
|Lrabh
′|θ1 ≤ A0[C
′
7|b|
sθr1 + 2|b|] ≤ E|b|
s (7.11)
for any integer r ≥ 0, assuming A0(C
′
7 + 2) ≤ E.
Next, recall from the Perron-Ruelle-Frobenius Theorem (see e.g. [PP]) that there exist global
constants C7 ≥ 1 and ρ5 ∈ (0, 1) such that
‖Ln
f(0)
w − h0
∫
U
w dν‖ ≤ C7 ρ
n
5 ‖w‖θ (7.12)
for all w ∈ Fθ(Û ) and all integers n ≥ 0. The same estimate holds (we will assume with the same
constants C7 and ρ5) for h ∈ Fθ1 replacing h0 with the corresponding eigenfunction h
′
0 and ‖w‖θ
by ‖w‖θ1 .
Write ρ5 = e
−β3 for some β3 > 0, and assume (for later use) that LNβ3 > 4s =
8
β2
. We have
|L2mNab h
′| = |LmNab
(
|LmNab h
′|
)
≤Mmna |L
mN
ab h
′| = LmN
f(0)
(
ef
(a)
mN−f
(0)
mN |LmNab h
′|
)
≤
(
LmN
f(0)
(
ef
(a)
mN−f
(0)
mN
)2)1/2 (
LmN
f(0)
|LmNab h
′|2|
)1/2
.
For the first term in this product (5.3) implies(
LmN
f(0)
(
ef
(a)
mN−f
(0)
mN )
)2)1/2
≤ eTa0mN ≤ eTa0NL log |b| = |b|Ta0NL < |b|s,
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assuming Ta0LN < s =
2
β2
.
For the second term, using (7.12) with w = |LmNab h
′|, we get
LmN
f(0)
|LmNab h
′|2 ≤ LmN
f(0)
|LmNab h
′| ≤ ‖h′0‖
∫
U
|LmNab h
′| dν + C7 ρ
mN
5 ‖L
mN
ab h
′‖θ1 .
By (7.11), ‖LmNab h
′‖θ1 ≤ E|b|
s, so by (7.8),
LmN
f(0)
|LmNab h
′|2 ≤
4C ′7
|b|3s
+ 2EC7|b|
sρmN5 .
Now ρmN5 ≤ e
−β3NL log |b| = 1
|b|NLβ3
< 1
|b|4s
, so we get LmN
f(0)
|LmNab h
′|2 ≤
C′8
|b|3s
. Combining the
estimates of the two terms, we get
|L2mNab h
′| ≤ |b|s(C ′8/|b|
3s)1/2 ≤
C8
|b|s/2
=
C8
|b|1/β2
<
C8
|b|
,
since 0 < β2 < 1. Thus,
‖L2mNab h‖0 ≤ ‖L
2mN
ab h
′‖0 + ‖L
2mN
ab (h− h
′)‖0 ≤
C8
|b|
+
1
|b|
=
C ′9
|b|
.
Next, using (7.9) and Lemma 5.2 with B = 2A0|b| and H = 1, we get
|L3mNab h|θ = |L
mN
ab (L
2mN
ab h)|θ
≤ A0
[
2A0|b| θ
mN + |b| ‖L2mNab h‖0
]
≤ C ′′9 .
Hence ‖L3mNab h‖θ,b ≤
C9
|b| ≤
1
|b|3/4
, assuming |b| ≥ b0 and b0 = b0(ǫ) is sufficiently large. This gives
‖L3mNab h‖θ,b ≤
1
|b|3/4
‖h‖θ,b
for all h ∈ Fθ(Û).
Let n ≥ 3mN be an arbitrary integer. Writing n = r(3mN)+k for some k = 0, 1, . . . , 3mN−1,
and using the above r times we get ‖Lr3mNab h‖θ,b ≤
1
|b|3r/4
‖h‖θ,b. As in (7.9), using Lemma 5.2
with H = 1 and B = |Lr3mNab h|θ, implies
|Lnabh|θ = |L
k
ab(L
r3mN
ab h)|θ ≤ A0
[
|Lr3mNab h|θ θ
k + |b| ‖Lr3mNab h‖0
]
,
so
1
|b|
|Lnabh|θ ≤ 2A0‖L
r3mN
ab h‖θ,b ≤
2A0
|b|3r/4
‖h‖θ,b.
This and ‖Lnabh‖0 ≤ ‖L
r3mN
ab h| 0 ≤
1
|b|3r/4
‖h‖θ,b give
‖Lnabh‖θ,b ≤
3A0
|b|3r/4
‖h‖θ,b = 3A0e
−(3r/4) log |b|‖h‖θ,b.
We have 3r/4 ≥ (r + 1)/4 for all r ≥ 1, so the above implies
‖Lnabh‖θ,b ≤ 3A0e
−
(r+1) log |b|
4 ‖h‖θ,b ≤ 3A0e
−
(r+1)3mN
12LN ‖h‖θ,b ≤ 3A0ρ
n
6‖h‖θ,b, (7.13)
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where ρ6 = e
−1/(12LN) ∈ (0, 1).
Thus, (7.13) holds for all h ∈ Fθ(Û) and all integers n ≥ 3mN = 3LN⌈log |b|⌉. Finally,
recall the eigenfunction ha ∈ Fθ(Û ) for the operator Lf−(Pf+a)τ from Sect. 5.1. It is known that
‖ha‖θ ≤ Const for bounded a, e.g. for |a| ≤ a0. It now follows from
Lnab(h/ha) =
1
λnaha
Lnf−(P+a+ib)τh
and the above estimate that there exist constants 0 < ρ < 1, a0 > 0, b0 ≥ 1 and C > 0 such that
if a, b ∈ R satisfy |a| ≤ a0 and |b| ≥ b0, then
‖Lnf−(Pf+a+ib)τh‖θ,b ≤ C ρ
n ‖h‖θ,b (7.14)
for any integer n ≥ 3LN log |b| and any h ∈ Fθ(Û).
This completes the proof of Theorem 1.3 under the assumption that f ∈ Fθ1(Û). The case
f ∈ Fθ(Û) follows by using an approximation procedure. To our knowledge this has not been done
anywhere in details, and the argument involved is not trivial, so we will sketch it for completeness.
Sketch of the proof of Theorem 1.3 for arbitrary f ∈ Fθ(Û ):
We will use again the constants from the beginning of Sect. 6.1, including θ1, θ2, etc. Fix B, L,
N , c′, c4 as before and define bˆ by (6.6). Let |a| ≤ a0 and |b| ≥ b0, where b0 is given by (6.4).
Let f ∈ Fθ(Û) be an arbitrary real-valued function. Take an integer t = t(b) > 0 so that
θt =
⌈
8A0
log |b|
⌉
, (7.15)
where A0 is the constant from Lemma 5.2. There exists a real-valued f
(t) depending only on t
coordinates such that
‖f − f (t)‖0 ≤ |f |θ θ
t ≤ T θt
(see the end of Ch. 1 in [PP]), where T is as in (5.3). Then f (t) ∈ Fθ1(Û), ‖f
(t)‖0 ≤ 2T and
|f (t)|θ ≤
4
θt
≤
log |b|
2A0
, |f (t)|θ1 ≤
4
θt1
.
Let λat be the largest eigenvalue of F
(at) = f (t) − (Pt + a)τ, where Pt = Pf(t) , and let
hat ∈ Fθ(Û ) be a corresponding (positive) eigenfunction such that
∫
hat dνˆat = 1, where νˆat is the
unique regular probability measure on Û with (F (at))∗νˆat = νˆat.
For |a| ≤ a′0, as in [D], consider the function
f (at)(u) = f (t)(u)− (Pt + a)τ(u) + lnhat(u)− lnhat(σ(u))− lnλat
and the operators
Labt = Lf(at)−i bτ : Fθ(Û) −→ Fθ(Û) , Mat = Lf(at) : Fθ(Û) −→ Fθ(Û).
Then Mat 1 = 1 and |(L
m
abth)(u)| ≤ (M
m
at|h|)(u) for all u ∈ Û .
Using part of the proof of Lemma 4.1 in [PeS5], one shows that |hat|θ ≤ Const |f
(t)|θ for some
global constant Const > 0. Thus, |f (at)|θ ≤ Const |f
(t)|θ, and is also clear that ‖f
(at)‖0 ≤ Const .
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Next, define the set K0, cylinders Cm and their sub-cylinders Dj and the function ω = ωJ as
in Sect. 6.1 and consider the operator N (t) = N
(t)
J on Fθ(Û) defined by
N (t)(h) =MNat(h) = L
N
f(at)
h.
It is important to notice that
e2|f
(t)|θ diamθ(Cm) ≤
1
|b|1/A0
, (7.16)
provided we took the constants A0 in Lemma 5.2 and B in Sect. 6.1 so that A0 ≥
2B
| log θ| . Indeed,
for the length ℓm of Cm we have (6.5), so
e2|f
(t)|θ diamθ(Cm) ≤ e
log |b|
A0 θℓm = |b|1/A0e−ℓm| log θ| ≤ |b|1/A0e−(| log θ|/B) log |b|
= |b|1/A0−
1
B
| log θ| ≤ |b|−1/A0 ,
which proves (7.16).
Then we define the metric D(u, u′) on Û and the class of positive functions KE as in Sect.
6.2. Now with the above one easily shows that Lemma 6.5 is valid in the form N (t)(KE) ⊂ KE .
Indeed, the main observation to make to prove this is that, given u, u′ ∈ Û such that there exists
an integer p ≥ 0 with σp(Y (u, u′)) ⊂ Cm for some m ≤ m0 and ℓ(u, u
′) ≥ p, then for any integer
k ≥ 1, if v, v′(v) ∈ Û satisfy σk(v) = u, σk(v′) = u′ and belong to the same cylinder of length k,
then
|f
(at)
k (v) − f
(at)
k (v
′)| ≤
m−1∑
j=0
|f (at)|θ θ
m−jDθ(u, u
′) ≤ Const |f (t)|θDθ(u, u
′)
≤ Const |f (t)|θ diamθ(Cm) ≤ Const . (7.17)
With this observation, a simple modification of the proof of Lemma 6.5 gives N (t)H ∈ KE for
every H ∈ KE.
Next, we define the class of functions K0 as in Sect. 6.3 and prove the analogue of Lemma
6.7: Lf(t)−sτ (K0) ⊂ K0 for all s with |s| ≤ M0 and all integers q ≥ N . To prove this, the choice
of θ1 is important; it implies
diamθ1(Cm) = θ
ℓm
1 ≤ θ
ℓm/2
1 (θ
ℓm)1/α2 ≤ θ
ℓm/2
1 diam(C˜m).
Then, assuming u, u′, v, v′, w,w′ are as in the proof of Lemma 6.7, we derive
|f
(at)
N (w) − f
(at)
N (w
′)| ≤ Const |f (t)|θ1θ
p+N
1 diamθ1(Cm) ≤ Const
4
θt1
θp+N1 θ
ℓm/2
1 diam(C˜m)
≤ Const θp+N2 θ
ℓm/2−t
1 diam(C˜m) ≤ Const θ
p+N
2 diam(C˜m) ≤ 1, (7.18)
since t << ℓm/2. Now the rest of the proof of Lemma 6.7 is the same, and as a consequence one
gets (as in Corollary 6.8) that the eigenfunctions hat belong to K0.
Finally, the arguments in Sect. 6.4 can be repeated with very little change – the main one is
that in the first estimate of |(LNabth)(v) − (L
N
abt)(v
′)| one has to use (7.17) again. This proves the
analogue of Lemma 6.9, where the operator LNab is replaced by Labt.
We will now prove Lemma 6.9 in its original form under the present assumption that f ∈
Fθ(Û).
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Lemma 7.3. Assume f ∈ Fθ(Û). Choosing E > 1 and µ0 as in Sect. 5.2 and assuming N is
sufficiently large, for any |a| ≤ a′0, any |b| ≥ b0 and any (h,H) ∈ Kb there exists J ∈ J(b) such
that (LNabh,NJH) ∈ Kb.
Proof. Consider the function
ζ = f
(a)
N − f
(at)
N ∈ Fθ(Û).
Notice that for any u ∈ Û and any function h on Û we have
(MNa h)(u) =
∑
σNv=u
ef
(a)
N (v)h(v) =
∑
σN v=u
ef
(at)
N (v)e(f
(at)
N −f
(a)
N )(v)h(v) = (MNat(e
ζh))(u).
Thus, MNa h =M
N
at(e
ζh), and similarly one observes that LNabh = L
N
abt(e
ζh).
We will now repeat the argument from the proof of Lemma 6.9.
Let |a| ≤ a′0, |b| ≥ b0 and (h,H) ∈ Kb. We will construct a representative set J ∈ J(b)
such that (LNabh,NJH) ∈ Kb. Given an arbitrary representative set J , we will first show that
(LNabh,NJH) = (L
n
abt(e
ζh),N
(t)
J (e
ζH)) has property (ii).
Assume that the points u, u′, the cylinder Cm in U1, the integer p ≥ 0 and the points v, v
′ ∈ Û
satisfy (6.18) for some i = 1, 2 and ℓ = 1, . . . , ℓ0. Since hat ∈ K0, we have
| lnha(w) − lnha(w
′)| ≤
|ha(w)− ha(w
′)|
min{|ha(w)|, |ha(w′)|}
≤ E1 θ
p+2N
2 diam(C˜m),
and similarly, | lnhat(v)− lnhat(v
′)| ≤ E1 θ
p+N
2 diam(C˜m). By (7.18),
|f
(at)
N (w)− f
(at)
N (w
′)| ≤ Const θp+N2 diam(C˜m) ≤ 1, (7.19)
assuming N is chosen appropriately. Thus, using (7.19) and a similar but simpler estimate for
|f
(a)
N (w) − f
(a)
N (w
′)|, we get
|ζ(w)− ζ(w′)| = |(f (a) − f (at))N (w) − (f
(a) − f (at))N (w
′)|
≤ C10 θ
p+N
2 diam(C˜m) < C10 (7.20)
for some global constant C10 > 0. This implies
|eζ(w)−ζ(w
′) − 1| ≤ Const
∣∣ζ(w)− ζ(w′)∣∣ ≤ C11 θp+N2 diam(C˜m) < C11 (7.21)
for some global constant C11 > 0.
Now using (7.19), (7.20) and (7.21), as in the proof of Lemma 6.9, for any a and b with |a| ≤ a′0
and |b| ≥ b0 we derive
|(LNabh)(v) − (L
N
abh)(v
′)| = |(LNabt(e
ζh))(v) − (LNabt(e
ζh))(v′)|
≤ [2e1+C10 EθN2 + 2C12] |b| θ
p+N
2 diam(C˜m)N
(t)
J (e
ζH)(v′)
for some global constant C12 > 0. Assuming 2e
1+C10θN ≤ 1/2 and 2C12 ≤ E/2, we get
|(LNabh)(v) − (L
N
abh)(v
′)| ≤ E |b| θp+N2 diam(C˜m)N
(t)
J (e
ζH)(v′) = E |b| θp+N2 diam(C˜m) (NJH)(v
′),
so, (LNabh,NJH) has property (ii).
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Now we will construct J so that |LNabh|(u) ≤ (NJH)(u) for all u ∈ Û , which is equivalent to
|LNabt(e
ζh)|(u) ≤ (N
(t)
J (e
ζH))(u) (7.22)
for all u ∈ Û .
Define the functions ψℓ, γ
(1)
ℓ , γ
(2)
ℓ : Û −→ C as in the proof of Lemma 6.9. Notice that
ψℓ(u) = e
(f
(at)
N +ibτN )(v
(ℓ)
1 (u))(eζh)(v
(ℓ)
1 (u)) + e
(f
(at)
N +ibτN )(v
(ℓ)
2 (u))(eζh)(v
(ℓ)
2 (u)),
γ
(1)
ℓ (u) = (1− µ0) e
f
(at)
N (v
(ℓ)
1 (u))(eζH)(v
(ℓ)
1 (u)) + e
f
(at)
N (v
(ℓ)
2 (u))(eζH)(v
(ℓ)
2 (u)),
and similarly for γ
(2)
ℓ (u). We will use again the functions ϕℓ(u) = ϕℓ(zˆ0, u), u ∈ U , from Sect.
5.3.
As before (7.22) is trivially satisfied for u /∈ Vb for any choice of J .
Consider an arbitrary m = 1, . . . ,m0. We will construct j ≤ j0 with Dj ⊂ Cm, and a pair (i, ℓ)
for which (i, j, ℓ) will be included in J .
Case 1. There exist j ≤ j0 with Dj ⊂ Cm, i = 1, 2 and ℓ ≤ ℓ0 such that the first alternative in
Lemma 6.10(b) holds for D̂j, i and ℓ. This case is dealt with exactly as in the proof of Lemma
6.9.
Case 2. For all j ≤ j0 with Dj ⊂ Cm, i = 1, 2 and ℓ ≤ ℓ0 the second alternative in Lemma 6.10(b)
holds for D̂j , i and ℓ, i.e.
|h(v
(ℓ)
i (u))| ≥
1
4
H(v
(ℓ)
i (u)) > 0 (7.23)
for any u ∈ Ĉ′m.
Let u, u′ ∈ Ĉ′m, and let i = 1, 2. Using (6.20) and the assumption that (h,H) ∈ Kb, and in par-
ticular property (ii) with p = 0, v = v
(ℓ)
i (u) and v
′ = v
(ℓ)
i (u
′), and also (7.20) and (7.21) with p = 0,
and assuming e.g. min{|eζ(v
(ℓ)
i (u))h(v
(ℓ)
i (u))|, |e
ζ(v
(ℓ)
i (u
′))h(v
(ℓ)
i (u
′))|} = |eζ(v
(ℓ)
i (u
′))h(v
(ℓ)
i (u
′))|, we
get
|eζ(v
(ℓ)
i (u))h(v
(ℓ)
i (u)) − e
ζ(v
(ℓ)
i (u
′))h(v
(ℓ)
i (u
′))|
min{|eζ(v
(ℓ)
i (u))h(v
(ℓ)
i (u))|, |e
ζ(v
(ℓ)
i (u
′))h(v
(ℓ)
i (u
′))|}
≤
|eζ(v
(ℓ)
i (u)) − eζ(v
(ℓ)
i (u
′))| |h(v
(ℓ)
i (u
′))|
|eζ(v
(ℓ)
i (u
′))h(v
(ℓ)
i (u
′))|
+
eζ(v
(ℓ)
i (u))|h(v
(ℓ)
i (u))− h(v
(ℓ)
i (u
′))|
|eζ(v
(ℓ)
i (u
′))h(v
(ℓ)
i (u
′))|
≤ |eζ(v
(ℓ)
i (u))−ζ(v
(ℓ)
i (u
′)) − 1|+C13
|h(v
(ℓ)
i (u)) − h(v
(ℓ)
i (u
′))|
|h(v
(ℓ)
i (u
′))|
≤ C13θ
N
2 diam(C˜m) +
E|b| θN2 H(v
(ℓ)
i (u
′))
|h(v
(ℓ)
i (u
′))|
diam(C˜m) ≤ (C13 + 4E|b|) θ
N
2
ǫ1
|b|
< 5EθN2 ǫ1,
assuming E ≥ C13. So, the angle between the vectors e
ζ(v
(ℓ)
i (u)h(v
(ℓ)
i (u)) and e
ζ(v
(ℓ)
i (u
′)h(v
(ℓ)
i (u
′))
in R2 is < 10EθN2 ǫ1 < π/6 by (5.6).
Since eζ(v
(ℓ)
i (u) and e(ζv
(ℓ)
i (u) are real numbers, the arguments of the complex numbers
eζ(v
(ℓ)
i (u)h(v
(ℓ)
i (u)) and e
ζ(v
(ℓ)
i (u
′)h(v
(ℓ)
i (u
′)) are the same as those of h(v
(ℓ)
i (u)) and h(v
(ℓ)
i (u
′)).
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As before, for each i = 1, 2 we can choose a real continuous function θ
(m)
i (u), u ∈ C
′
m, with
values in [0, π/6] and a constant λ
(m)
i such that
h(v
(ℓ)
i (u)) = e
i(λ
(m)
i +θ
(m)
i (u))|h(v
(ℓ)
i (u))| , u ∈ C
′
m.
Fix an arbitrary u0 ∈ C
′
m and set λ
(m) = |b|ϕℓ(u0), and assume again that |λ
(m)
2 −λ
(m)
1 +λ
(m)| ≤ π.
Then |θ
(m)
i (u)− θ
(m)
i (u
′)| ≤ 2 sin |θ
(m)
i (u)− θ
(m)
i (u
′)| < 16EθN2 ǫ1 for all u, u
′ ∈ C′m.
As in the proof of Lemma 6.9, the difference between the arguments of the complex numbers
ei b τN (v
(ℓ)
1 (u))(eζh)(v
(ℓ)
1 (u)) and e
i b τN (v
(ℓ)
2 (u))(eζh)(v
(ℓ)
2 (u)) is given by the function
Γℓ(u) = [b τN (v
(ℓ)
2 (u)) + θ
(m)
2 (u) + λ
(m)
2 ]− [b τN (v
(ℓ)
1 (u)) + θ
(m)
1 (u) + λ
(m)
1 ]
= (λ
(m)
2 − λ
(m)
1 ) + |b|ϕℓ(u) + (θ
(m)
2 (u)− θ
(m)
1 (u)),
and as before we prove that there exist j ≤ j0 and ℓ ≤ ℓ0 such that ǫ3 ≤ |Γℓ(u)| <
3π
2 for all
u ∈ D′j .
Now, exactly as in the proof of Lemma 6.9, following arguments from [D] (see also [St2]) we
prove that, assuming µ0 ≤ t, we have |ψℓ(u)| ≤ γ
(1)
ℓ (u) for all u ∈ D
′
j . Now set jm = j, ℓm = ℓ
and im = 1, and include (im, jm, ℓm) in the set J . Then Djm ⊂ Cm and we deduce that (7.22)
holds on D′jm .
Next, we proceed with what is done in Sect. 7. First, we prove parts (a) and (b) of Lemma
7.1 assuming f ∈ Fθ(Û). Part (a) goes without a change. In part (b) one proves that∫
Vb
(NJH)
2 dν ≤ ρ3
∫
Vb
LN
f(0)
(H2) dν, (7.24)
for any H ∈ KE and any J ∈ J(b), where ρ3 = ρ3(N) < 1 is possibly a slightly larger constant,
and again a0 = a0(N) > 0 is chosen sufficiently small. The proof of this uses the same lines as the
ones in the proof of Lemma 7.1(b) combined with the fact that ‖ζN‖0 = ‖f
(a)
N −f
(at)
N ‖ ≤ N Const
for some global constant Const > 0.
Then, using the analogue of Lemma 7.1 (with f ∈ Fθ(Û)) and Lemma 7.3 one proves Lemma
7.2 in the same form – the difference is that now f ∈ Fθ(Û) compared to the previous stronger
assumption f ∈ Fθ1(Û). This gives the estimate (7.4) in exactly the same form under this more
general assumption. And then one just needs to repeat the argument from the proof of Theorem
1.3 (the same as under the assumption f ∈ Fθ1(Û)).
Proof of Theorem 1.1. This follows from the procedure described in [D] (see Sect. 4 and Appendix
1 there).
Proof of Corollary 1.4. Let again θˆ be as in (5.1). Given ǫ > 0, choose the constants C > 0,
ρ ∈ (0, 1), a0 > 0 and b0 ≥ 1 as in Theorem 1.3. Let θˆ ≤ θ < 1. As in the proof of Lemma 5.1,
(d(x, y))α ≤ Const Dθ(x, y) will always hold assuming 1/γ
α ≤ θ, i.e. α ≥ | log θ|log γ . Here 1 < γ < γ1
are the constants from (2.1). Then for such α we have |h|θ ≤ Const |h|α.
Set α0 =
| log θˆ|
log γ > 0. Let again α1 ∈ (0, 1] be such that the local stable holonomy maps on R˜
are uniformly α1-Ho¨lder, i.e. there exists a constant C11 > 0 such that for any z, z
′ ∈ R˜i for some
i = 1, . . . , k0 and any x, y ∈ W
u
R˜
(z) for the projections x′, y′ ∈ W u
R˜
(z′) of x, y along stable leaves
we have d(x′, y′) ≤ C11 (d(x, y))
α1 .
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Let α ∈ (0, α0]; then α =
| log θ|
log γ for some θ ∈ [θˆ, 1). As above this gives |h|θ ≤ C
′
12|h|α for any
h ∈ Cα(Û).
Assume that for a given h ∈ Cα(Û) we have ‖h‖α,b ≤ 1; then ‖h‖0 ≤ 1 and |h|α ≤ |b|, so
|h|θ ≤ C
′
12|b| and therefore ‖h‖θ,b ≤ C
′
12 + 1. By Theorem 1.3,
‖Lnabh‖θ,b ≤ 2C
′
12C10|b|
ǫρn13 , n ≥ 0,
so in particular
|Lnabh|0 ≤ C12|b|
ǫρn13 (7.25)
for all n ≥ 0.
Next, one needs to repeat part of the arguments from the proof of Theorem 1.3 above.
First, one needs a version of Lemma 5.2(b) for functions w ∈ Cα(Û). Given an integer m ≥ 0
and u, u′ ∈ Ui for some i = 1, . . . , k0, notice that of σ
m(v) = u, σm(v′) = u′ and v′ = v′(v) belongs
to the cylinder of length m containing v, then
|w(σjv)− w(σj(v′)| ≤ |w|α(d(σ
jv), σj(v′))α ≤ C ′13
|w|α
γα(m−j)
(d(u, u′))αα1 . (7.26)
This implies
|wm(v) −wm(v
′)| ≤ C ′′13|w|α(d(u, u
′))αα1 . (7.27)
This is true for w = f , w = τ . Now repeating the argument in the proof of Lemma 5.2(b), for
|a| ≤ a0 and w ∈ C
α(Û ) we get
|(Lmf−(P+a)τw)(u) − (L
m
f−(P+a)τw)(u
′)| ≤ C13
[
|w|α
γαm
+ ‖w‖0
]
(Lmf−(P+a)τ1)(u) (d(u, u
′))αα1 .
In particular this shows that Lmf−(P+a)τw ∈ C
αα1(Û) for all w ∈ Cα(Û) and all integers m ≥ 0.
Since w = 1 ∈ Cα(Û ), it now follows from Perron-Ruelle-Frobenius Theorem that the eigen-
function ha ∈ C
αα1(Û ) and so f (a) ∈ Cαα1(Û) for all |a| ≤ a0. Moreover, taking a0 suffi-
ciently small, we may assume that ‖ha‖αα1 ≤ C
′
14 = Const for all |a| ≤ a0. Using (7.27)
with w = fa and α replaced by αα1, we get |f
(a)
m (v) − f
(a)
m (v′)| ≤ C ′′13(d(u, u
′))αα
2
1 , and also
|f (a)(v) − f (a)(v′)| ≤ C ′′14 ρ
m
14(d(u, u
′))αα
2
1 .
Now, using standard arguments, for h ∈ Cα(Û) we get
|Lmabh(u)− L
m
abh(u
′)| ≤ C14 [ρ
m
14 |h|α + |b| ‖h‖0] (d(u, u
′))αα
2
1 . (7.28)
Since |h|α ≤ |b| and ‖h‖0 ≤ 1, this gives |L
m
abh|αα21 ≤ Const |b| for all m ≥ 0. Using (7.26) and
(7.29) with h replaced by Lmabh and α replaced by αα
2
1 ≤ α0, we get
|(L2mab h)(u) − (L
2m
ab h)(u
′)| ≤ Const
[
ρm14 |L
m
abh|αα21 + |b| ‖L
m
abh‖0
]
(d(u, u′))αα
4
1
≤ C ′15 [ρ
m
14 |b|+ |b| |b|
ǫρm13] (d(u, u
′))αα
4
1
Thus, ‖L2mab h‖αα41,b ≤ C15|b|
ǫρm14 for all m ≥ 0 and all h ∈ C
α(Û) with ‖h‖α ≤ 1. Since
Lmf−(Pf+a+ib)τh =
1
ha
Lmab(hah),
it is now easy to get
‖Lmf−(P+a−ib)h‖αα41,b ≤ C16|b|
ǫρm14 ‖h‖α,b
for all m ≥ 0 and all h ∈ Cα(Û). Setting βˆ = α41 proves the assertion.
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8 Temporal distance estimates on cylinders
Here we prove Lemmas 4.3 and 4.4.
8.1 A technical lemma
Notice that in Lemma 4.1 the exponential maps are used to parametrize W uǫ (z) and W
s
ǫ (z). The
particular choice of the exponential maps is not important, however it is important that these
maps are C2. So, we cannot use the maps Φuz and Φ
s
z defined in Sect. 3. In order to use Lemma
4.1 we will need in certain places to replace the local lifts fˆpz of the iterations fp of the map f by
slightly different maps.
For any x ∈ L consider the C2 map (assuming r(x) is chosen small enough)
f˜x = (exp
u
f(x))
−1 ◦ f ◦ expux : E
u(x; r(x)) −→ Eu(f(x), r˜(f(x))) .
As with the maps fˆ , for y ∈ L and an integer j ≥ 1 we will use the notation
f˜ jy = f˜fj−1(y) ◦ . . . ◦ f˜f(y) ◦ f˜y , f˜
−j
y = (f˜f−j(y))
−1 ◦ . . . ◦ (f˜f−2(y))
−1 ◦ (f˜f−1(y))
−1 ,
at any point where these sequences of maps are well-defined. In a similar way one defines the
maps f˜x and their iterations on E
s(x; r(x)).
Following the notation in Sect. 3 and using the fact that the flow φt is contact, the negative
Lyapunov exponents over L are − log λ1 > − log λ2 > . . . > − log λk˜. Fix ǫˆ > 0 as in Sect. 3,
assuming in addition that
ǫˆ ≤
log λ1
100
min{β, ϑ} , ǫˆ ≤
log λ1 (log λ2 − log λ1)
4 log λ1 + 2 log λ2
.
For x ∈ L we have an f -invariant decomposition Es(x) = Es1(x)⊕E
s
2(x)⊕. . .⊕E
s
k˜
(x) into subspaces
of dimensions n1, . . . , nk˜, where E
s
i (x) (x ∈ L) is the df -invariant subbundle corresponding to the
Lyapunov exponent − log λi. For the Lyapunov ǫˆ-regularity function R = Rǫˆ : L −→ (1,∞),
chosen as in in Sect. 3 (see also Sect. 4), we have
1
R(x) emǫˆ
≤
‖dfm(x) · v‖
λ−mi ‖v‖
≤ R(x) emǫˆ , x ∈ L , v ∈ Esi (x) \ {0} , m ≥ 0. (8.1)
We will also assume that the set P0 is as in (4.4), and the regularity functions Rǫˆ(x), r(x),
Γ(x), L(x), D(x) satisfy (4.5).
For the contact form ω it is known (see e.g. Sect. in [KH] or Appendix B in [L1]) that ω
vanishes on every stable/unstable manifold of a point on M , while dω vanishes on every weak
stable/unstable manifold. For Lyapunov regular points we get a bit of extra information.
Lemma 8.1. For every x ∈ L and every u = (u(1), . . . , u(k˜)) ∈ Eu(x; r(x)) and v = (v(1), . . . , v(k˜)) ∈
Es(x; r(x)) we have
dωx(u, v) =
k˜∑
i=1
dωx(u
(i), v(i)). (8.2)
Proof. It is enough to show that dωx(u
(i), v(j)) = 0 if i 6= j. Let e.g. i < j. Using (3.3), (4.6),
(8.1) and the fact that dω is df -invariant, for m ≥ 0 and xm = f
m(x) we get
|dωx(u
(i), u(j))| = |dωxm(df
m(x) · u(i), dfm(x) · v(j))|
≤ C‖dfm(x) · u(i)‖ ‖dfm(x) · v(j))‖ ≤ CR2(x)‖u(i)‖ ‖v(j)‖
(λie
2ǫˆ)m
λmj
.
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Since λie
2ǫˆ < λj , the latter converges to 0 as m→∞, so dωx(u
(i), v(j)) = 0.
The case i > j is considered similarly by taking m→ −∞.
8.2 Proof of Lemma 4.3 (a)
We will consider cylinders C of length m ≥ 1 in Rˇ with C ∩ P0 ∩ Ξm 6= ∅ (instead of considering
cylinders C in R) with corresponding obvious changes in the estimates we need to prove.
Let C be a cylinder of length m in Rˇ. Fix an arbitrary z0 ∈ C ∩ P0 ∩ Ξm. Given x0 ∈ C, write
x0 = Φ
u
z0(ξ0) = exp
u
z0(ξ˜0) for some ξ0, ξ˜0 ∈ E
u(z0) with ξ˜0 = Ψ
u
z0(ξ0). Then ‖ξ0‖ ≤ R0 diam(C).
Set C′ = Ψ˜ ◦Ψ−1(C) ⊂ R˜, T = τ˜m(z0) and p = [T ], so that p ≤ T < p+ 1.
Since m is the length of C′, P˜m(C′) contains a whole unstable leaf of a proper rectangle R˜j.
Moreover, z0 ∈ C ∩ Ξm shows that there exists an integer m
′ with m(1− δ0) ≤ m
′ ≤ m such that
z = P˜m
′
(z0) ∈ P0. Let z ∈ R˜i. By the choice of the constant r1 > 0 (see the end of Sect. 4.1),
there exists y ∈ Ri such that B
u(y, r1) ⊂W
u
R˜i
(z) and d(z, y) < r0/2. In particular, for every point
b′ ∈ Bu(y, r1) there exists b ∈ C with P˜
m′(b) = b′. Set p′ = [τ˜m′(z0)]. Since τ˜ takes values in [0, 1],
the definition of the set P˜0 shows that p(1 − δ0) ≤ p
′ ≤ p and zp′ = f
p′(z0) ∈ φ[−1,1](P0) = P˜0,
so r(zp′) ≥ r0 by (4.4). Clearly, p
′ ≥ τ˜m′(z0). Then for every b ∈ W
u
r1(zp′) there exists b ∈ C
with fp
′
(b) = b′. Consider an arbitrary ζp′ ∈ E
u(zp′ ; r1/R0) such that ‖ζ
(1)
p′ ‖ ≥ r1/R0, and set
ζ = fˆ−p
′
zp′ (ζp′). Then x = Φ
u
z (ζ) ∈ C, so diam(C) ≥ d(z0, x) ≥
‖ζ‖
R0
≥ ‖ζ
(1)‖
Γ0R0
. On the other hand,
Lemma 3.5 in [St4] (see Lemma 9.1 below) gives
‖ζ(1)‖ ≥
1
Γ0
‖ζ(1)‖′z0 ≥
‖ζ
(1)
p′ ‖
Γ0µ
p′
1
≥
r1/R0
Γ0µ
(1+δ0)p
1
≥
r1
R0Γ0µ
p
1e
ǫˆp
=
r1
R0Γ0λ
p
1e
2ǫˆp
,
hence diam(C) ≥ c3
λp1e
2ǫˆp , where c3 =
r1
R20Γ
2
0
≥ 1.
This proves the left-hand-side inequality in (4.8) with C1 = 1/c3. The other inequality in (4.8)
follows by a similar (in fact, easier) argument. We omit the details.
8.3 Proof of Lemma 4.3(b)
Assume as in Sect. 4.2 that L is a fixed constant with L > 3/τ0. Let C be a cylinder of length m
in R such that there exists zˆ ∈ C ∩ P0 ∩ Ξ
(m)
L . Set C˜ = ψ(C).
Let xˆ0, zˆ0 ∈ C, yˆ0, bˆ0 ∈W
s
R1
(zˆ0). We can assume that C is the smallest cylinder containing
xˆ0 and zˆ0; otherwise we will replace C by a smaller cylinder.
It is enough to consider the case when z0 = zˆ. Indeed, assuming the statement is true
with zˆ0 replaced by zˆ, consider arbitrary points xˆ0, zˆ0 ∈ C. Set {y} = W
u
R(yˆ0) ∩ W
s
R(zˆ) and
{b} = W uR(bˆ0) ∩ W
s
R(zˆ). Since the local unstable holonomy maps are uniformly Ho¨lder, there
exist (global) constants C ′ > 0 and β′ > 0 such that d(y, b) ≤ C ′(d(yˆ0, bˆ0))
β′ . Thus, using the
assumption,
|∆(xˆ0, y)−∆(xˆ0, b)| ≤ C1diam(C)(d(y, b))
β1 ≤ C1(C
′)β1diam(C)(d(yˆ0, bˆ0))
β′β1 .
A similar estimate holds for |∆(zˆ0, y)−∆(zˆ0, b)|, so
|∆(xˆ0, yˆ0)−∆(xˆ0, bˆ0)| = |(∆(xˆ0, y)−∆(zˆ0, y)− (∆(xˆ0, b)−∆(zˆ0, b))|
≤ |∆(xˆ0, y)−∆(xˆ0, b)| + |∆(zˆ0, y)−∆(zˆ0, b)|
≤ 2C1(C
′)β1diam(C)(d(yˆ0, bˆ0))
β′β1 .
49
So, from now on we will assume that zˆ0 = zˆ ∈ C∩P0∩Ξ
(m)
L . Then R(zˆ0) ≤ R0, r(zˆ0) ≥ r0, etc.
Set x0 = Ψ(xˆ0), z0 = Ψ(zˆ0), y0 = Ψ(yˆ0) ∈ R˜, b0 = Ψ(bˆ0), and then write x0 = Φ
u
z0(ξ0) = exp
u
z0(ξ˜0)
for some ξ0, ξ˜0 ∈ E
u(z0) with ξ˜0 = Ψ
u
z0(ξ0). Then ‖ξ0‖, ‖ξ˜0‖ ≤ R0diam(C˜). Similarly, write
y0 = exp
s
z˜0
(v˜0) = Φ
s
z0(v0) and also b0 = exp
s
z0(η˜0) = Φ
s
z0(η0) for some v0, v˜0, η0, η˜0 ∈ E
s(z0) with
v˜0 = Ψ
s
z0(v0) and η˜0 = Ψ
s
z0(η0). By (3.6),
‖v˜0 − v0‖ ≤ R0‖v0‖
1+β , ‖ξ˜0 − ξ0‖ ≤ R0‖ξ0‖
1+β , ‖η˜0 − η0‖ ≤ R0‖η0‖
1+β. (8.3)
8.3.1 Pushing forward
Set p = [τ˜m(z0)]; then (4.8) holds. Set q = [p/2]. We will in fact assume that q = p/2; the
difference with the case when p is odd is insignificant. For any integer j ≥ 0 set zj = f
j(z0),
xj = f
j(x0), yj = f
j(y0) and also
ξˆj = dfˆ
j
z0(0) · ξ0 , ξj = fˆ
j
z0(ξ0) , ξ˜j = f˜
j
z0(ξ˜0) , vˆj = dfˆ
j
z0(0) · v0 , vj = fˆ
j
z0(v0) , v˜j = f˜
j
z0(v˜0),
bj = f
j(b0) , ηˆj = dfˆ
j
z0(0) · η0 , ηj = fˆ
j
z0(η0) , η˜j = f˜
j
z0(η˜0).
Since p ≥ 4n0, we have q ≥ 2n0. Notice that ξ˜0 = Ψ
u
z0(ξ0), v˜0 = Ψ
s
z0(v0), and also
ξ˜j = Ψ
u
zj(ξj) , Φ
u
zj(ξj) = xj , v˜j = Ψ
s
zj(vj) , η˜j = Ψ
s
zj(ηj),
so by (3.6),
‖ξj − ξ˜j‖ ≤ R(zj)‖ξj‖
1+β , ‖vj − v˜j‖ ≤ R(zj)‖vj‖
1+β , ‖ηj − η˜j‖ ≤ R(zj)‖ηj‖
1+β. (8.4)
Moreover, expuzj (ξ˜j) = f
j(expuz0(ξ0)) = f
j(x0) = xj , exp
s
zj(v˜j) = yj and exp
s
zj(η˜j) = bj, so Lemma
4.2 implies
|∆(xj , yj)− dωzj (ξ˜j, v˜j)| ≤ C0
[
‖ξ˜j‖
2 ‖v˜j‖
ϑ + ‖ξ˜j‖
ϑ‖v˜j‖
2
]
(8.5)
and similarly
|∆(xj , bj)− dωzj(ξ˜j , η˜j)| ≤ C0
[
‖ξ˜j‖
2 ‖η˜j‖
ϑ + ‖ξ˜j‖
ϑ‖η˜j‖
2
]
for every integer j ≥ 0. From (8.4) one gets
|dωzj (ξ˜j , v˜j)− dωzj (ξj, vj)| ≤ 2C0R(zj) ‖ξj‖ ‖vj‖(‖ξj‖
β + ‖vj‖
β),
|dωzj (ξ˜j , η˜j)− dωzj (ξj, ηj)| ≤ 2C0R(zj) ‖ξj‖ ‖ηj‖(‖ξj‖
β + ‖ηj‖
β),
and also17 ‖ξ˜j‖ ≤ 2‖ξj‖, ‖v˜j‖ ≤ 2‖vj‖ and ‖η˜j‖ ≤ 2‖ηj‖.
Using these, it follows from (8.5) that
|∆(xj , yj)− dωzj(ξj , vj)| ≤ 2C0R(zj) ‖ξj‖ ‖vj‖(‖ξj‖
β + ‖vj‖
β)
+8C0
[
‖ξj‖
2 ‖vj‖
ϑ + ‖ξj‖
ϑ‖vj‖
2
]
. (8.6)
and similarly
|∆(xj , bj)− dωzj (ξj, ηj)| ≤ 2C0R(zj) ‖ξj‖ ‖ηj‖(‖ξj‖
β + ‖ηj‖
β)
+8C0
[
‖ξj‖
2 ‖ηj‖
ϑ + ‖ξj‖
ϑ‖ηj‖
2
]
. (8.7)
17Indeed, from (8.4), ‖ξ˜j‖ ≤ ‖ξj‖(1+R(zj)‖ξj‖
β) ≤ ‖ξj‖(1+R0e
(p′−j)ǫˆr0/µ
p′−j
1 ) ≤ ‖ξj‖(1+
R0r0
(e−ǫˆµ1)
n0
) ≤ 2‖ξj‖,
assuming n0 ≥ 1 is sufficiently large. Similarly, ‖v˜j‖ ≤ 2‖vj‖ and ‖η˜j‖ ≤ 2‖ηj‖.
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for every integer j ≥ 0.
We will be estimating |∆(x0, y0)− dωz0(ξ0, v0)|. Since ∆ is f -invariant and dω is df -invariant
we have ∆(x0, y0) = ∆(xj , yj) , dωz0(ξ0, v0) = dωzj(ξˆj , vˆj), and also ∆(x0, b0) = ∆zj(xj , bj)
and dωz0(ξ0, η0) = dωzj(ξˆj , ηˆj) for all j. (Notice that dfˆx(0) = df(x) for all x ∈M .)
Since L > 3/τ0, we have p = [τ˜m(z0)] > 3m/L, so q = p/2 > m/L. Now z0 ∈ Ξ
(m) implies
z0 /∈ Ξq(p0, ǫˆ0, δˆ0), so there exist at least q − δˆ0q numbers j = 1, . . . , q with f
j(z0) ∈ P0. Fix an
arbitrary integer ℓ with
(1− δˆ0)q ≤ ℓ ≤ q , zℓ = f
ℓ(z0) ∈ P0. (8.8)
It then follows from Lemma 3.1, the choice of L0 and ‖ξℓ‖ ≤ r(zℓ) (since ℓ ≤ q = p/2; see also
Sect. 8.3.2 below) that
‖ξˆ
(1)
ℓ − ξ
(1)
ℓ ‖ ≤ L0‖ξℓ‖
1+β . (8.9)
Apart from that, using Lemma 9.7(b) below, backwards for stable manifolds, with a = dfˆ−ℓzℓ (0) ·
vℓ ∈ E
s(z0), b = dfˆ
−ℓ
zℓ
(0) · ηℓ ∈ E
s(z0), since v0 = fˆ
−ℓ
zℓ
(vℓ) and η0 = fˆ
−ℓ
zℓ
(ηℓ), it follows that
‖(a(1) − b(1))− (v
(1)
0 − η
(1)
0 )‖ ≤ L0
[
‖v0 − η0‖
1+β + ‖η0‖
β‖v0 − η0‖
]
≤ 2L0‖v0 − η0‖.
Thus,
‖dfˆ−ℓzℓ (0) · (v
(1)
ℓ − η
(1)
ℓ )− (v
(1)
0 − η
(1)
0 )‖ ≤ 2L0‖v0 − η0‖. (8.10)
In what follows we denote by Const a global constant (depending on constant like C0, L0,
R0 however independent of the choice of the cylinder C, the points x0, z0, y0, b0, etc.) which may
change from line to line.
Using (8.9), (8.10) and the above remarks, we obtain
|dωzℓ(ξℓ, vℓ − ηℓ)|
≤ |dωzℓ(ξ
(1)
ℓ , v
(1)
ℓ − η
(1)
ℓ )|+C0
k∑
i=2
‖ξ
(i)
ℓ ‖ (‖v
(i)
ℓ ‖+ ‖η
(i)
ℓ ‖)
≤ |dωzℓ(ξˆ
(1)
ℓ , v
(1)
ℓ − η
(1)
ℓ )|+Const ‖ξℓ‖
1+β‖v
(1)
ℓ − η
(1)
ℓ ‖+ C0
k∑
i=2
‖ξ
(i)
ℓ ‖ (‖v
(i)
ℓ ‖+ ‖η
(i)
ℓ ‖)
≤ |dωzℓ(dfˆ
ℓ
z0(0) · ξ
(1)
0 , v
(1)
ℓ − η
(1)
ℓ )|+Const ‖ξℓ‖
1+β‖v
(1)
ℓ − η
(1)
ℓ ‖+ C0
k∑
i=2
‖ξ
(i)
ℓ ‖ (‖v
(i)
ℓ ‖+ ‖η
(i)
ℓ ‖)
= |dωz0(ξ
(1)
0 , dfˆ
−ℓ
zℓ
(0) · (v
(1)
ℓ − η
(1)
ℓ ))|+Const ‖ξℓ‖
1+β‖v
(1)
ℓ − η
(1)
ℓ ‖+ C0
k∑
i=2
‖ξ
(i)
ℓ ‖ (‖v
(i)
ℓ ‖+ ‖η
(i)
ℓ ‖)
≤ |dωz0(ξ
(1)
0 , v
(1)
0 − η
(1)
0 )|+ 2C0L0‖ξ0‖ ‖v0 − η0‖+Const ‖ξℓ‖
1+β‖v
(1)
ℓ − η
(1)
ℓ ‖
+C0
k∑
i=2
‖ξ
(i)
ℓ ‖ (‖v
(i)
ℓ ‖+ ‖η
(i)
ℓ ‖)
≤ Const diam(C) ‖v0 − η0‖+Const ‖ξℓ‖
1+β‖v
(1)
ℓ − η
(1)
ℓ ‖+ C0
k∑
i=2
‖ξ
(i)
ℓ ‖ (‖v
(i)
ℓ ‖+ ‖η
(i)
ℓ ‖). (8.11)
8.3.2 Estimates for ‖ξℓ‖, ‖vℓ‖ and ‖ηℓ‖
We will now use the choice of ℓ to estimate ‖ξℓ‖, ‖vℓ‖ and ‖ηℓ‖ by means of ‖ξ0‖, ‖v0‖ and ‖η0‖.
We will first estimate ‖ξq‖, ‖vq‖ and ‖ηq‖.
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Using the definition of ξj, p = 2q, z0 ∈ P0 and (3.11) we get ‖ξq‖ ≤ ‖ξq‖
′
zq ≤
‖ξp‖′zp
µp−q1
≤
Γ(zp)eqǫˆ‖ξp‖
λq1
≤ Γ0e
2qǫˆ‖ξp‖
λq1
. Since Φuzp(ξp) = xp and d(xp, zp) ≤ diam(R˜i), we get ‖ξp‖ ≤ R(zp)d(xp, zp) ≤
R0e
pǫˆr1 < R0e
pǫˆ. Thus,
‖ξq‖ ≤
R0Γ0e
4qǫˆ
λq1
. (8.12)
Using (3.11) again (on stable manifolds) and ‖v0‖ ≤ 2δ
′/R0 < 1, we get
‖vq‖ = ‖vq‖
′
zq ≤
‖v0‖
′
z
µq1
≤
Γ0e
qǫˆ‖v0‖
λq1
≤
Γ0e
qǫˆ
λq1
. (8.13)
Similarly, ‖ηq‖ ≤
Γ0eqǫˆ
λq1
.
Next, it follows from (4.8) that (λ1e
2ǫˆ)2q ≥ c3/diam(C), so
q ≥
1
2 log(λ1e2ǫˆ)
log
c3
diam(C)
. (8.14)
This and (8.12) give
‖ξq‖ ≤ R0Γ0(λ1e
−4ǫˆ)−q = R0Γ0e
−q log(λ1e−4ǫˆ) ≤ R0Γ0 e
−
log(λ1e
−4ǫˆ)
2 log(λ1e
2ǫˆ)
log
(
c3
diam(C)
)
= R0Γ0
(
c3
diam(C)
)− logλ1−4ǫˆ
2 log λ1+4ǫˆ
≤
R0Γ0
c3
(diam(C))
logλ1−4ǫˆ
2 log λ1+4ǫˆ , (8.15)
since log λ1−4ǫˆlog λ1+2ǫˆ < 1. Similarly, (8.13) yields
‖vq‖ ≤ Γ0(λ1e
−ǫˆ)−q ≤ Γ0 e
−
log(λ1e
−ǫˆ)
2 log(λ1e
2ǫˆ)
log
(
c3
diam(C)
)
≤
Γ0
c3
(diam(C))
log λ1−ǫˆ
2 log λ1+4ǫˆ .
The same estimate holds for ‖ηq‖.
We need similar estimates, however with q replaced by ℓ. Since q − ℓ ≤ δˆ0q by (8.8), as in
(8.15) one obtains
‖ξℓ‖ ≤ ‖ξℓ‖
′
zℓ
≤ ‖ξq‖
′
zq ≤ Γ0‖ξq‖ ≤
R0Γ
2
0
c3
(diam(C))
log λ1−4ǫˆ
2 logλ1+4ǫˆ .
Since λδ0
k˜
< eǫˆ by the choice of δˆ0 in Sect. 4.2, we have λ
q−ℓ
k˜
≤ λδˆ0q
k˜
< eǫˆq, and therefore
‖vℓ‖ ≤ Γ(zℓ)e
(q−ℓ)ǫˆλq−ℓ
k˜
‖vq‖ ≤ Γ0e
3qǫˆ‖vq‖ ≤ Γ
2
0(λ1e
−4ǫˆ)−q ≤
Γ20
c3
(diam(C))
log λ1−4ǫˆ
2 log λ1+4ǫˆ ,
and again the same estimate holds for ‖ηℓ‖. Thus, taking the constant C
′′ > 0 so large that
C ′′ ≥ R0Γ
2
0/c3, we get ‖vℓ‖, ‖ηℓ‖, ‖ξℓ‖ ≤ C
′′ (diam(C))
log λ1−4ǫˆ
2 log λ1+4ǫˆ . Using these we get the following
estimates for the terms in (8.11):
‖ξℓ‖ ‖vℓ‖(‖ξℓ‖
β + ‖vℓ‖
β) ≤ 2(C ′′)3 (diam(C))
(2+β)
log λ1−4ǫˆ
2 log λ1+4ǫˆ ≤ 2(C ′′)3(diam(C))1+βˆ ,
where we choose
0 < βˆ = min
{
1
4
min{β, ϑ} ,
log λ2 − log λ1
2 log λ1
}
, (8.16)
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and we use the assumption ǫˆ ≤ log λ1100 min{β, ϑ}. Then (2 + β)
log λ1−4ǫˆ
2 logλ1+4ǫˆ
≥ 1 + βˆ and also
(2 + ϑ) log λ1−4ǫˆ2 log λ1+4ǫˆ ≥ 1 + βˆ which is used in the next estimate. Similarly,
‖ξℓ‖
1+β‖vℓ‖ ≤ (C
′′)3(diam(C))1+βˆ ,
and
‖ξℓ‖
2 ‖vℓ‖
ϑ + ‖ξℓ‖
ϑ‖vℓ‖
2 ≤ 2(C ′′)3(diam(C))1+βˆ . (8.17)
Next, for any ξ = ξ(1)+ξ(2)+ . . .+ξ(k˜) ∈ Eu(z) or Es(z) for some z ∈M set ξˇ(2) = ξ(2)+ . . .+
ξ(k˜), so that ξ = ξ(1) + ξˇ(2). Using Lemma 3.5 in [St4] (see Lemma 9.1 below), p− ℓ = 2q − ℓ ≥ q
and the fact that ‖ξℓ‖ ≤ ‖ξp‖ ≤ R0r1 ≤ R0, we get ‖ξˇ
(2)
ℓ ‖
′
zℓ
≤
Γ0‖ξˇ
(2)
ℓ ‖
µq2
≤ Γ0‖ξℓ‖
µq2
≤ Γ0R0
µq2
. Similarly,
using Lemma 3.5 in [St4] (backwards for the map f−1 on stable manifolds), z0 ∈ P1 ⊂ P ,
v0 = vj,1(z0) ∈ E
s(z0, r
′
0) and the fact that ‖v0‖ ≤ δ
′ < 1, we get ‖vˇ
(2)
ℓ ‖
′
zℓ
≤ Γ0‖v0‖
µ
q(1−δˆ0)
2
≤ Γ0
µ
q(1−δˆ0)
2
.
Hence for i ≥ 2 we have ‖ξ
(i)
ℓ ‖ ≤ |ξˇ
(2)
ℓ | ≤ ‖ξˇ
(2)
ℓ ‖ ≤
Γ0R0
µq2
, and similarly ‖v
(i)
ℓ ‖ ≤
Γ0
µ
q(1−δˆ0)
2
. Using
these estimates, (8.14), µ2 = λ2e
−ǫˆ, and the assumtions about ǫˆ, we get
‖ξ
(i)
ℓ ‖ ‖v
(i)
ℓ ‖ ≤ Γ
2
0R0 (λ2e
−2ǫˆ)−2q = Γ20R0 e
−2q log(λ2e−2ǫˆ) ≤ Γ20R0 e
− log(λ2e
−2ǫˆ)
log(λ1e
2ǫˆ)
log
c3
diam(C)
≤ Γ20R0
(
diam(C)
c3
) log λ2−2ǫˆ
logλ1+2ǫˆ
≤ C ′′(diam(C))1+βˆ ,
using βˆ ≤ log λ2−log λ12 log λ1 by (8.16) and assuming C
′′ ≥ Γ20R0/(c3)
log λ2/ log λ1 . Then
log λ2 − 2ǫˆ
log λ1 + 2ǫˆ
− 1 =
log λ2 − 2ǫˆ− log λ1 − 2ǫˆ
log λ1 + 2ǫˆ
≥
log λ2 − log λ1 − 4ǫˆ
log λ1 + 2ǫˆ
≥ βˆ.
8.3.3 Final estimate
Using (8.11) and the above estimates for ‖ξℓ‖, ‖vℓ‖, ‖ξ
(i)
ℓ ‖ ‖v
(i)
ℓ ‖, we obtain
|dωzℓ(ξℓ, vℓ − ηℓ)| ≤ Const diam(C) ‖v0 − η0‖+Const (diam(C))
1+βˆ .
Next, using (8.6) and (8.7) with j = ℓ and the previous estimate we get
|∆(x0, y0)−∆(x0, b0)| = |∆(xℓ, yℓ)−∆(xℓ, bℓ)|
≤ |dωzℓ(ξℓ, vℓ − ηℓ)|+Const (diam(C))
1+βˆ
≤ Const diam(C) ‖v0 − η0‖+Const (diam(C))
1+βˆ . (8.18)
Next, we consider two cases.
Case 1. diam(C) ≤ ‖v0 − η0‖
ϑ/2. Then (8.18) immediately implies
|∆(x0, y0)−∆(x0, b0)| ≤ Const diam(C) ‖v0 − η0‖
βˆϑ/2.
Case 2. diam(C) ≥ ‖v0 − η0‖
ϑ/2. Set {X ′} = W uR(y0) ∩W
s
R(x0) and X = φ∆(x0,y0)(X
′). Then
X ∈W uǫ0(y0) and it is easy to see that |∆(x0, y0)−∆(x0, b0)| = |∆(X, b0)|. We have X = exp
u
y0(t˜)
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and b0 = exp
s
y0(s˜) for some t˜ ∈ E
u(y0) and s˜ ∈ E
s(y0). Clearly ‖t˜‖ ≤ Const . Using Liverani’s
Lemma (Lemma 4.1) we get
|∆(X, b0)| ≤ C0[|dωy0(t˜, s˜)|+ ‖t˜‖
2‖s˜‖ϑ + ‖t˜‖ϑ‖s˜‖2] ≤ Const ‖s˜‖ϑ.
However, ‖s˜‖ ≤ Const d(y0, b0) ≤ Const ‖v0 − η0‖, so
|∆(X, b0)| ≤ Const ‖v0 − η0‖
ϑ ≤ Const diam(C)‖v0 − η0‖
ϑ/2.
This proves the lemma.
8.4 Proof of Lemma 4.4
8.4.1 Set-up – choice of some constants and initial points
Choosing a constant ǫ′ ∈ (0, r0/2) sufficientky small, for any z ∈M and any z
′ ∈ Bu(z, ǫ′) the local
unstable holonomy map Hz
′
z :W
s
ǫ′(z) −→W
s
ǫ0(z
′) is well defined and uniformly Ho¨lder continuous.
Replacing ǫ′ by a smaller constant if necessary, by (3.7) for z ∈ P0 and z
′ ∈ P0 ∩ B
u(z, ǫ′) the
pseudo-holonomy map
Ĥz
′
z = (Φ
s
z′)
−1 ◦ Hz
′
z ◦Φ
s
z : E
s(z; ǫ′) −→ Es(z′; r0)
is uniformly Ho¨lder continuous, as well. Thus, there exist constants C ′ > 0 and β′′ > 0 (depending
on the set P0) so that for z, z
′ as above we have
‖Ĥz
′
z (u)− Ĥ
z′
z (v)‖ ≤ C
′‖u− v‖β
′′
, u, v ∈ Es(z; ǫ′). (8.19)
We will assume β′′ ≤ β, where β ∈ (0, 1] is the constant from Sect. 3.
Fix arbitrary constants δ′ > 0 with
(δ′)β
′′
<
β0κθ0
128L0C3R0Γ
2
0
, (8.20)
s0 with 0 < s0 < δ
′/(2R20) and δ
′′ with
0 < δ′′ < min
{
δ′
3R0
,
β0δ0κ
100R30L0C
2
3
,
s0θ0c0
4C3γ1R20
}
, (8.21)
Then set δ0 =
s0θ0
16R0
> 0.
Next, assuming β′′ > 0 is taken sufficiently small and C ′ > 0 sufficiently large, for any
j = 1, . . . , ℓ0 there exists a Lipschitz
18 family of unit vectors19 ηj(Z, z) ∈ E
u
1 (z) (Z ∈ P˜0, z ∈
Bu(Z, r0/2) ∩ P˜0) such that ηj(Z,Z) = ηj(Z) and for any v ∈ E
s(Z) we have
|ωz(ηj(Z, z), Ĥ
z
Z (v)) − ωZ(ηj(Z), v)| ≤ C
′d(Z, z)‖v‖β
′′
.
Fix a constant ǫ′′ ∈ (0, ǫ′/2) so small that C ′(ǫ′′)β
′′
< δ′. Then
|ωz(ηj(Z, z), Ĥ
z
Z (v))− ωZ(ηj(Z), v)| ≤ δ
′‖v‖β
′′
, Z ∈ P˜0 , z ∈ B
u(Z, r0) ∩ P˜0. (8.22)
18Uniform continuity is enough.
19E.g. define ηj(Z, z) =
((Φuz )−1◦ΦuZ(r0ηj (Z)/2))
(1)
‖((Φuz )−1◦ΦuZ(r0ηj (Z)/2))
(1)
‖
.
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Using the symbolic coding provided by the Markov family {Ri} it is easy to see that there
exists an integer N0 ≥ 1 such that for any integer N ≥ N0 we have P
N (Buǫ′(z)) ∩ B
s(z′, δ′′) 6= ∅
for any z, z′ ∈ R (see the notation in the beginning of Sect. 4).
Fix for a moment Z ∈ P0. Given j = 1, . . . , ℓ0, since ηj(Z) ∈ E
u
1 (Z), by Lemma 8.1 and the
choice of θ0 > 0 (see Sect. 4.2), there exists vˇj(Z) ∈ E
s
1(Z) with dωZ(ηj(Z), vˇj(Z)) ≥ θ0 and
‖vˇj(Z)‖ = 1. Fix a vector vˇj(Z) with the above property for every j.
Set
vj(Z) =
s0
R0
vˇj(Z) ∈ E
s
1(Z) , yj(Z) = Φ
s
Z(vj(Z)) ∈W
s
s0(Z). (8.23)
Then s0/R
2
0 ≤ d(Z, yj(Z)) ≤ s0. Since dωZ(ηj(Z), vj(Z)) ≥ s0θ0/R0, by (4.2),
|dωZ(ηj(Z), v)| ≥
s0θ0
2R0
, v ∈ Es(Z) , ‖v − vj(Z)‖ ≤
s0θ0
2C0R0
. (8.24)
Fix an arbitrary N ≥ N0. It follows from the above that for each Z ∈ P0, each i = 1, 2 and
each j = 1, . . . , ℓ0 there exists
yj,1(Z) ∈ P
N (Bu(Z, ǫ′)) ∩Bs(yj(Z), δ
′′) and yj,2(Z) ∈ P
N (Bu(Z, ǫ′)) ∩Bs(Z, δ′′). (8.25)
Fix points yj,i(Z) with these properties; then yj,i(Z) ∈W
s
ǫ0(Z). We have
yj,i(Z) = Φ
s
Z(wj,i(Z)) for some wj,i(Z) ∈ E
s(Z)
such that wj,i(Z) ∈ (Φ
s
Z)
−1(Bs(yj,i(Z), δ
′′)). For z ∈ Bu(Z, ǫ′) set
wj,i(Z, z) = Ĥ
z
Z(wj,i(Z)) ∈ E
s(z). (8.26)
Notice that
Φsz(wj,i(Z, z)) = πyj,i(Z)(z). (8.27)
Given Z ∈ P0 and z ∈ B
u(Z, ǫ′)∩ P˜0, d(yj(Z), yj,1(Z)) ≤ δ
′′ implies ‖wj,1(Z)−vj(Z)‖ ≤ δ
′′R0,
In particular,
s0
2R0
≤ ‖wj,1(Z)‖ ≤
2s0
R0
. Apart from that, ‖wj,2(Z)‖ ≤
δ′′
R0
. Now (8.22) gives
‖wj,2(Z, z)‖ = ‖Ĥ
z
Z(wj,2(Z))− Ĥ
z
Z(0)‖ ≤ C
′‖wj,2(Z)‖
β′′ ≤ C ′
(
δ′′
R0
)β′′
<
s0
4R30
. (8.28)
A similar estimate holds for wj,1(Z, z), so we get
‖wj,2(Z, z)‖ ≤
s0
2R30
≤ ‖wj,1(Z, z)‖ ≤ 2s0R0 , Z ∈ P0 , z ∈ B
u(Z, ǫ′) ∩ P˜0. (8.29)
Next, (8.24) implies |dωZ(ηj(Z), wj,1(Z))| ≥
s0θ0
2R0
, while (8.22) yields |dωZ(ηj(Z, z), wj,1(Z, z))| ≥
s0θ0
2R0
− δ′s0
(
4s0
R0
)β′′
≥ s0θ04R0 and therefore
|dωZ(ηj(Z, z), wj,1(Z, z))| ≥ 4δ0 , Z ∈ P0 , z ∈ B
u(Z, ǫ′′) ∩ P˜0. (8.30)
To finish with this preparatory section, let C be a cylinder of length m in R such that C ∩
P0 ∩ Ξ
(m)
L 6= ∅, let Z ∈ C ∩ P0 ∩ Ξ
(m)
L , Z0 = Ψ(Z), and let x0 ∈ Ψ(C), z0 ∈ Ψ(C) have the form
x0 = Φ
u
Z0
(u0), z0 = Φ
u
Z0
(w0), where
d(x0, z0) ≥ κdiam(Ψ(C)) (8.31)
55
for some κ ∈ (0, 1], and 〈
w0 − u0
‖w0 − u0‖
, ηj(Z0)
〉
≥ β0 (8.32)
for some j = 1, . . . , ℓ0. Fix κ and j with these properties. Set C˜ = Ψ(C). Then Z0, z0 ∈ C˜ ∩ P˜0.
By the assumption on m, diam(C˜) < ǫ′′, so z0 ∈ B
u(Z0, ǫ
′′). Let z0 = φt0(z) for some z ∈ C and
t0 ∈ (−χ, χ). Set
x0 = Φ
u
z0(ξ0) , v0 = dφt0(z) · wj,1(Z, z0) ∈ E
u(z0; r0/R0),
for some ξ0 ∈ E
u(z0; r0/R0); then ‖ξ0‖ ≤ R0 diam(C˜).
8.4.2 Estimates for |dωz0(ξ
(1)
0 , v
(1)
0 )|
Since Z0, z0 ∈ P˜0 and ‖w0‖ ≤ ǫ
′′ << r0/R0, the map
Q = (Φuz0)
−1 ◦ΦuZ0 : E
u(Z0; r0/R
2
0) −→ E
u(z0)
is well-defined and C1+β. Using d(Φuz0)
−1(z0) = id, Q(w0) = 0 and Q(u0) = ξ0, we get dQ(w0) =
d(Φuz0)
−1(z0) ◦ dΦ
u
Z0
(w0) = dΦ
u
Z0
(w0). Now (3.8) implies
20
‖ξ0 − dΦ
u
zˆ0(w0) · (u0 − w0)‖ ≤ 10R
3
0‖u0 − w0‖
1+β . (8.33)
Next, by (4.10) the direction of w0 − u0 is close to ηj(Z0). More precisely, let w0 − u0 =
tηj(Z0) + u for some t ∈ R and u ⊥ ηj(Z0). Then for s = t/‖w0 − u0‖ we have
w0 − u0
‖w0 − u0‖
= sηj(Z0) +
u
‖w0 − u0‖
,
so s =
〈
w0 − u0
‖w0 − u0‖
, ηj(Z0)
〉
≥ β0, and therefore t = s‖w0 − u0‖ ≥ β0‖w0 − u0‖. Moreover,
‖u‖2 = ‖w0 − w0 − tηj(Z0)‖
2 = ‖w0 − u0‖
2 − 2t〈w0 − u0, ηj(Z))〉+ t
2
= ‖w0 − u0‖
2
(
1− 2s
〈
w0 − u0
‖w0 − u0‖
, ηj(Z0)
〉
+ s2
)
= ‖w0 − u0‖
2(1− 2s2 + s2)
= ‖w0 − u0‖
2(1− s2) ≤ (1− β20)‖w0 − u0‖
2 ,
and therefore ‖u‖ ≤
√
1− β20 ‖w0 − u0‖.
20Proof of (8.33): Using C2 coordinates in W ur0(Z0), we can identify W
u
r0(Z0) with an open subset V of R
nu
and regard ΦuZ0 and Φ
u
z0 as C
1+β maps on V whose derivatives and their inverses are bounded by R0. By Taylor’s
formula (3.8), ΦuZ0(u0)−Φ
u
Z0
(w0) = dΦ
u
Z0
(w0) · (u0−w0)+η, for some η ∈ R
nu with ‖η‖ ≤ R0‖u0−w0‖
1+β . Hence
d(Φuz0)
−1(z0) · (Φ
u
Z0
(u0)− Φ
u
Z0
(w0)) = dΦ
u
Z0
(w0) · (u0 − w0) + η. Since Z0 ∈ P0, by (3.9),
‖dΦuZ0(w0)− id‖ = ‖dΦ
u
Z0(w0)− dΦ
u
Z0(0)‖ ≤ R0‖w0‖
1+β ,
so ‖dΦuZ0(w0)‖ ≤ 2R0. Using Taylor’s formula again,
Q(u0)−Q(w0) = (Φ
u
z0)
−1(ΦuZ0(u0))− (Φ
u
z0)
−1(ΦuZ0(w0)) = d(Φ
u
z0)
−1(z0) · (Φ
u
Z0(u0)−Φ
u
Z0(w0)) + ζ
for some ζ with ‖ζ‖ ≤ R0‖Φ
u
Z0
(u0)−Φ
u
Z0
(w0)‖
1+β ≤ R0
(
2R0‖w0 − u0‖+R0‖w0 − u0‖
1+β
)1+β
≤ 9R30‖u0−w0‖
1+β .
Thus, ξ0 = Q(u0)−Q(w0) = dΦ
u
Z0
(w0) · (u0 −w0) + η+ ζ, where ‖η+ ζ‖ ≤ (R0 +9R
3
0)‖u0 −w0‖
1+β ≤ 10R30‖u0 −
w0‖
1+β .
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Since v0 = dφt0 · wj,1(Z, z0) = Ĥ
z0
Z (wj,1(Z)), it follows from (8.24) with z = z0 and w = v0
that |dωz0(ηj(Z, z0), v0)| ≥ 4δ1, while (8.29) gives s0/(2R
3
0) ≤ ‖v0‖ ≤ 2s0R0 ≤ 2δ
′/R0. Using
dΦuZ0(0) = id and (3.9), we have ‖dΦ
u
Z0
(w0)− id‖ ≤ R0‖w0‖
β ≤ R0(R0ǫ
′′)β ≤ R20(ǫ
′′)β . Moreover,
β20(1 + θ
2
0/(64C0)
2) = 1, so β20θ
2
0 = (64C0)
2(1 − β20), and therefore 4C0
√
1− β20 = β0θ0/16.
The above, (8.29), (8.23), (8.21), (8.22), ‖v
(1)
0 ‖ ≤ |v0| ≤ ‖v0‖, Lemma 8.1 and the fact that
ηj(z0) ∈ E
u
1 (z0) imply
|dωz0(ξ
(1)
0 , v
(1)
0 )|
= |dωz0(ξ0, v
(1)
0 )| ≥ |dωz0(dΦ
u
Z(w0) · (u0 − w0), v
(1)
0 )| − |dωz0(ξ0 − dΦ
u
Z(w0) · (u0 − w0), v
(1)
0 )|
≥ t|dωz0(dΦ
u
Z(w0) · ηj(z0), v
(1)
0 )| − |dωz0(dΦ
u
Z(w0) · u, v
(1)
0 )| − 10C0R
3
0‖u0 − w0‖
1+β‖v
(1)
0 ‖
≥ β0‖u0 − w0‖ [ |dωz0(ηj(z0), v
(1)
0 )| − |dωz0(dΦ
u
Z(w0) · ηj(z0)− ηj(z0), v
(1)
0 )| ]
−C0(1 +R
2
0(ǫ
′′)β)
√
1− β20 ‖u0 − w0‖‖v
(1)
0 ‖ − 10C0R
3
0‖u0 − w0‖
1+β‖v
(1)
0 ‖
≥ ‖u0 − w0‖ [ β0|dωz0(ηj(z0), v0)| − β0C0R
2
0(ǫ
′′)β‖v0‖ − 2C0
√
1− β20 ‖v0‖ − 10C0R
3
0(2ǫ
′′)β‖v0‖ ]
≥ ‖u0 − w0‖ [ 4β0δ0 − 2β0C0R
2
0δ
′′s0 − 4C0
√
1− β20 s0 − 20C0R
3
0δ
′′s0 ]
≥ ‖u0 − w0‖ [ 4β0δ0 − β0δ0 − β0δ0 − β0δ0 ] = ‖u0 − w0‖β0δ0.
Combining this with (4.9) and (3.7) gives
|dωz0(ξ
(1)
0 , v
(1)
0 )| ≥
β0δ0κ
R0
diam(C˜) . (8.34)
Next, set ξ˜0 = Ψ
u
z0(ξ0) ∈ E
u(z0). Then
expuz0(ξ˜0) = Φ
u
z0(ξ0) = x0, (8.35)
and
κ
R0
diam(C˜) ≤ ‖ξ0‖ ≤ R0diam(C˜). (8.36)
Next, set v˜0 = Ψ
s
z0(v0) ∈ E
s(z0) and y0 = exp
s
z0(v˜0); then using v0 = wj,1(Z, z0), (8.25) and
(8.27), we get
y0 = exp
s
z0(v˜0) = Φ
s
Z(wj,1(Z, z0)) = πyj,1(Z)(z0) ∈ B
s(z0, δ
′′). (8.37)
We will now prove that
|∆(x0, y0)| ≥
β0δ0κ
2R0
diam(C˜). (8.38)
From this and Lemma 4.3(b), (4.11) follows easily for d1 ∈ B
s(y
(j)
1 (Z), δ
′′) and d2 ∈ B
s(Z, δ′′),
using the choice of δ′′.
It follows from (3.6), ‖v0‖ ≤ r0/R0 and ‖ξ0‖ ≤ r0/R0 that ‖v˜0 − v0‖ ≤ R0‖v0‖
1+β and
‖ξ˜0 − ξ0‖ ≤ R0‖ξ0‖
1+β , and in particular ‖v˜0‖ ≤ 2‖v0‖ and ‖ξ˜0‖ ≤ 2‖ξ0‖ ≤ 2R0diam(C˜).
As in Sect. 8.3.1, set p = [τ˜m(z0)], q = [p/2], and for j ≥ 0 define zj = f
j(z0), xj = f
j(x0),
yj = f
j(y0), ξˆj = dfˆ
j
z0(0) · ξ0, etc. in the same way. By the choice of ǫ
′′ > 0 all estimates in Sect.
8.3.1 hold without change. Choosing an arbitrary z ∈ C ∩P0 ∩Ξ
(m), as before we find j ≥ 0 with
Pj(z) ∈ P0 such that (8.8) holds for ℓ = [τ˜j(Ψ(z))] and r(zℓ) ≥ r0. Fix ℓ with these properties;
then (8.9) and (8.10) hold again.
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We need an estimate from below for |dωzℓ(ξℓ, vℓ)| similar to (8.11). Instead of using Lemma
9.7 this time it is enough to use Lemma 3.1. Since vℓ = fˆ
ℓ
zℓ
(v0) ∈ E
s(zℓ) and z0 ∈ P implies
L(z0) ≤ L0, for w = dfˆ
−ℓ
zℓ
(0) · vℓ, using Lemma 3.1, we get
‖v
(1)
0 − w
(1)‖ ≤ L0(z)|v0|
1+β ≤ L0‖v0‖
1+β . (8.39)
As in the proof of (8.11) we will now use the estimates in Sect. 8.3.2. It follows from Lemma 8.1,
(8.9) and (8.35) that
|dωzℓ(ξℓ, vℓ)| ≥ |dωzℓ(ξ
(1)
ℓ , v
(1)
ℓ )| −
k∑
i=2
|dωzℓ(ξ
(i)
ℓ , v
(i)
ℓ )|
≥ |dωzℓ(ξˆ
(1)
ℓ , v
(1)
ℓ )| − C0L0‖ξℓ‖
1+β‖vℓ‖ − C0
k∑
i=2
‖ξ
(i)
ℓ ‖ ‖v
(i)
ℓ ‖
= |dωz0(dfˆ
−ℓ
zℓ
(0) · ξˆ
(1)
ℓ , dfˆ
−ℓ
zℓ
(0) · v
(1)
ℓ )| − C0L0‖ξℓ‖
1+β‖vℓ‖ − C0
k∑
i=2
‖ξ
(i)
ℓ ‖ ‖v
(i)
ℓ ‖
= |dωz0(ξ
(1)
0 , w
(1))| − C0L0‖ξℓ‖
1+β‖vℓ‖ −C0
k∑
i=2
‖ξ
(i)
ℓ ‖ ‖v
(i)
ℓ ‖
≥ |dωz0(ξ
(1)
0 , v
(1)
0 )| − C0L0R0 diam(C˜)‖v0‖
1+β − Const (diam(C˜))1+βˆ .
Combining this with (8.6) and (8.30) gives
|∆(x0, y0)| = |∆(xℓ, yℓ)| ≥ |dωzℓ(ξℓ, vℓ)| − 8C0R0 ‖ξℓ‖ ‖vℓ‖(‖ξℓ‖
β + ‖vℓ‖
β)
−8C0
[
‖ξℓ‖
2 ‖vℓ‖
ϑ + ‖ξℓ‖
ϑ‖vℓ‖
2
]
≥ |dωz0(ξ
(1)
0 , v
(1)
0 )| − C0L0R0 diam(C˜)‖v0‖
1+β − Const (diam(C˜))1+βˆ
≥
β0δ0κ
R0
diam(C˜)− C0L0R0 diam(C˜)‖v0‖
1+β − C ′′′(diam(C˜))1+βˆ
for some constant C ′′′ > 0. Now assume (2ǫ′′)βˆ ≤ β0δ0κ4R0C′′′ , and recall that ‖v0‖ ≤ δ
′ and diam(C˜) ≤
2ǫ′′. By (8.28), ‖v0‖ ≤ 2s0, while (8.20) implies ‖v0‖
β ≤ (δ′′)β < (δ′)β < β0κθ0128L0C0R0 . Thus, using
(8.21), C0L0R0κdiam(C˜)‖v0‖
1+β ≤ C0L0R0diam(C˜) 2s0
β0κθ0
128L0C0R20
≤ diam(C˜) β0δ0κ4R0 , and therefore
∆(x0, y0) ≥
β0δ0κ
2R0
diam(C˜). This proves (8.38).
9 Regular distortion for Anosov flows
In this section we prove Lemma 4.1. Here we do not need to assume that the flow φt is contact.
9.1 Expansion along Eu1
Let again M be a C2 complete Riemann manifold and φt be a C
2 Anosov flow on M . Set
µˆ2 = λ1 +
2
3
(λ2 − λ1) , νˆ1 = λ1 +
1
3
(λ2 − λ1).
Then µˆ2 < µ2e
−ǫˆ and λ1 < ν1 < νˆ1 < µˆ2 < µ2 < λ2. For ǫˆ > 0, apart from (3.1), we assume in
addition that
eǫˆ ≤
2λ2
λ2 + µˆ2
.
58
For a non-empty set X ⊂ Eu(x) set ℓ(X) = sup{‖u‖ : u ∈ X}. Given z ∈ L and p ≥ 1, setting
x = fp(z), define
B̂up (z, δ) = {u ∈ E
u(z) : ‖fˆpz (u)‖ ≤ δ}.
Fix for a moment x ∈ L and an integer p ≥ 1, set z = f−p(x) and given v ∈ Eu(z; r(z)), set
zj = f
j(z) , vj = fˆ
j
z (v) ∈ E
u(zj) , wj = dfˆ
j
z (0) · v ∈ E
u(zj)
for any j = 0, 1, . . . , p (assuming that these points are well-defined).
For any v = v(1)+ v(2)+ . . .+ v(k˜) ∈ Eu(x) with v(j) ∈ Euj , set v˜
(2) = v(2)+ . . .+ v(k˜) ∈ E˜u2 (x).
Lemma 9.1. Assume that the regularity function rˆ ≤ r satisfies
rˆ(x) ≤ min
{(
1/µˆ2 − 1/λ2
6Γ2(x)D(x)
)1/β
,
(
1/λ1 − 1/νˆ1
6e3ǫˆΓ2(x)D(x)
)1/β}
(9.1)
for all x ∈ L. Then for any x ∈ L and any V = V (1) + V˜ (2) ∈ Eu(x; rˆ(x)), setting y = f−1(x)
and U = fˆ−1x (V ), we have
‖U˜ (2)‖′y ≤
‖V˜ (2)‖′x
µˆ2
, (9.2)
and
‖U (1)‖′y ≥
‖V (1)‖′x
νˆ1
. (9.3)
Moreover, if V,W ∈ Eu(x; rˆ(x)) and W (1) = V (1), then for S = fˆ−1x (W ) we have
‖U˜ (2) − S˜(2)‖′y ≤
‖V˜ (2) − W˜ (2)‖′x
µˆ2
, (9.4)
and, if W˜ (2) = V˜ (2) ∈ Eu(x; rˆ(x)) and S = fˆ−1x (W ) again, then
‖U (1) − S(1)‖′y ≥
‖V (1) −W (1)‖′x
νˆ1
. (9.5)
Proof. The estimates (9.2) and (9.3) follow from Lemma 3.5 in [St4], while the proofs of (9.4) and
(9.5) are similar, so we omit the details.
Next, for any y ∈ L, ǫ ∈ (0, r(y)] and p ≥ 1 set B̂u,1p (y, ǫ) = B̂up (u; ǫ) ∩ E
u
1 (y).
Replacing the regularity function with a smaller one, we may assume that
L(x)(rˆ(x))β ≤
1
100n1
, x ∈ L, (9.6)
where n1 = dim(E
u
1 (x)).
The proof of the following lemma is similar to the proof of Proposition 3.2 in [St3]. We omit
the details.
Lemma 9.2 Let z ∈ L and x = fp(z) for some integer p ≥ 1, and let ǫ ∈ (0, r˜(x)]. Then
ℓ(B̂up (z, ǫ)) ≤ 2kΓ
3(x) ℓ(B̂u,1p (z, ǫ)). (9.7)
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Moreover for any ǫ′ ∈ (0, ǫ] there exists u ∈ B̂u,1p (z, ǫ′) with
‖u‖ ≥
ǫ′
2kǫΓ2(x)
ℓ(B̂up (z, ǫ)) and ‖fˆ
p
z (u)‖ ≥ ǫ
′/2. (9.8)
To prove the main result in this section, it remains to compare diameters of sets of the form
B̂u,1p (y, ǫ).
Lemma 9.3. There exist a regularity function rˆ(x) < 1 (x ∈ L) such that:
(a) For any x ∈ L and any 0 < δ ≤ ǫ ≤ rˆ(x) we have
ℓ
(
B̂u,1p (f
−p(x), ǫ)
)
≤ 16n1
ǫ
δ
ℓ
(
B̂u,1p (f
−p(x), δ)
)
(9.9)
for any integer p ≥ 1.
(b) For any x ∈ L and any 0 < ǫ ≤ rˆ(x) and any ρ ∈ (0, 1), for any δ with 0 < δ ≤ ρ ǫ16n1 we
have
ℓ
(
B̂u,1p (f
−p(x), δ)
)
≤ ρ ℓ
(
B̂u,1p (f
−p(x), ǫ)
)
(9.10)
for any integer p ≥ 1.
Theorem 9.4. There exist a regularity function rˆ(x) < 1 (x ∈ L) such that:
(a) For any x ∈ L and any 0 < δ ≤ ǫ ≤ rˆ(x) we have ℓ
(
B̂up (z, ǫ)
)
≤
32k˜n1Γ
3(x)ǫ
δ
ℓ
(
B̂up (z, δ)
)
for any integer p ≥ 1, where z = f−p(x).
(b) For any x ∈ L, any 0 < ǫ ≤ rˆ(x), any ρ ∈ (0, 1) and any δ with 0 < δ ≤ ρǫ
32k˜n1Γ3(x)
we
have ℓ
(
B̂up (z, δ)
)
≤ ρ ℓ
(
B̂up (z, ǫ)
)
for all integers p ≥ 1, where z = f−p(x).
(c) For any x ∈ L, any 0 < ǫ′ < ǫ ≤ rˆ(x)/2, any 0 < δ < ǫ
′
100n1
and any integer p ≥ 1, setting
z = f−p(x), there exists u ∈ B̂u,1p (z, ǫ′) such that for every v ∈ Eu(z) with ‖fˆ
p
z (u) − fˆ
p
z (v)‖ ≤ δ
we have ‖v‖ ≥
ǫ′
4ǫk˜Γ3(x)
ℓ(B̂up (z, ǫ)).
Using Lemma 9.3, we will now prove Theorem 9.4. The proof of Lemma 9.3 is given in the
next sub-section. In fact, part (c) above is a consequence of Lemmas 3.1 and 9.2 and does not
require Lemma 9.3.
Proof of Theorem 9.4. Choose the function rˆ(x) as in Lemma 9.3.
(a) Let 0 < δ < ǫ ≤ r˜(x). Given an integer p ≥ 1, set z = f−p(x). Then Lemmas 9.2 and 9.3
and (9.7) imply
ℓ(B̂up (z, ǫ)) ≤ 2k˜Γ
3(x) ℓ(B̂u,1p (z, ǫ)) ≤ 2k˜Γ
3(x) 16n1
ǫ
δ
ℓ(B̂u,1p (z, δ)) ≤ 32k˜n1Γ
3(x)
ǫ
δ
ℓ(B̂up (z, δ)).
(b) Let x ∈ L and 0 < ǫ ≤ rˆ(x). Given ρ ∈ (0, 1), set ρ′ = ρ
2k˜Γ3(x)
< ρ. By Lemma 9.3(b),
if 0 < δ ≤ ρ
′ǫ
16n1
then (9.10) holds with ρ replaced by ρ′ for any integer p ≥ 1 with z = f−p(x).
Using this and Lemma 9.2 we get
ℓ(B̂up (z, δ)) ≤ 2k˜Γ
3(x) ℓ(B̂u,1p (z, δ)) ≤ 2k˜Γ
3(x) ρ′ ℓ(B̂up (z, ǫ)) = ρ ℓ(B̂
u
p (z, ǫ)),
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which completes the proof.
(c) Given x ∈ L, z = f−p(x), let ǫ′, ǫ and δ be as in the assumptions. Let u ∈ B̂u,1p (z, ǫ′) be such
that ‖u‖ is the maximal possible. By Lemma 9.2, for U = fˆpz (u) ∈ Eu1 (x) we have ǫ
′/2 ≤ ‖U‖ ≤ ǫ′.
Setting W = dfˆpz (0) · u ∈ Eu1 (x), Lemma 3.1 and (9.6) give ‖W − U‖ ≤ L(x)|U |
1+β ≤ ‖U‖100n1 , so
‖W‖ ≤ 101ǫ
′
100 .
Let v = (v(1), v˜(2)) ∈ Eu(z) be such that for V = fˆpz (v) we have ‖V −U‖ ≤ δ. Then |V −U | ≤ δ,
so ‖V (1) − U (1)‖ ≤ δ and ‖V˜ (2)‖ ≤ δ.
Set S = dfˆpz (0) · v; then S(1) = dfˆ
p
z (0) · v(1). By Lemma 3.1 and (9.7), ‖S(1)−V (1)‖ ≤
|V |
100n1
≤
‖V ‖
100n1
≤ ǫ
′+δ
100n1
, so
‖S(1) −W (1)‖ ≤ ‖S(1) − V (1)‖+ ‖V (1) − U (1)‖+ ‖U (1) −W (1)‖ ≤
ǫ′ + δ
100n1
+ δ +
ǫ′
100n1
<
ǫ′
30n1
.
Choose an orthonormal basis e1, . . . , en1 in E
u
1 (x) such that W = W
(1) = c1e1 for some
c1 ∈ [ǫ
′/3, ǫ′]. Let S(1) =
∑n1
i=1 diei. Then the above implies |d1 − c1| ≤
ǫ′
30n1
and |di| ≤
ǫ′
30n1
for
all i = 2, . . . , n1.
Notice that for any i = 1, . . . , n1, u
′ = dfˆ−px (0) · (ǫ′ei/2) ∈ B̂
u,1
p (z, ǫ′). Indeed, by Lemma 3.1
and (9.6), ‖fˆpz (u′)−dfˆ
p
z (0)·u′‖ ≤
‖ǫ′ei/2‖
100n1
= ǫ
′
200n1
, so ‖fˆpz (u′)‖ ≤ ‖dfˆ
p
z (0)·u′‖+
ǫ′
200n1
= ǫ
′
2 +
ǫ′
200n1
<
ǫ′. By the choice of u, this implies ‖u′‖ ≤ ‖u‖, so ‖dfˆ−px (0) · ei‖ ≤
2‖u‖
ǫ′ for all i = 1, . . . , n1.
The above yields
‖d1 dfˆ
−p
z (0)·e1‖ ≥ ‖c1dfˆ
−p
z (0)·e1‖−‖(d1−c1)dfˆ
−p
z (0)·e1‖ ≥ ‖u‖−
ǫ′
30n1
·
2‖u‖
ǫ′
= ‖u‖
(
1−
1
15n1
)
.
Moreover, for i ≥ 2 we have ‖di dfˆ
−p
z (0) · ei‖ ≤
ǫ′
30n1
· 2‖u‖ǫ′ =
‖u‖
15n1
. Hence
‖v(1)‖ = ‖dfˆ−px (0) · S
(1)‖ =
∥∥∥∥∥
n1∑
i=1
di dfˆ
−p
z (0) · ei
∥∥∥∥∥
≥ ‖d1 dfˆ
−p
z (0) · e1‖ −
n1∑
i=2
‖di dfˆ
−p
z (0) · ei‖ ≥ ‖u‖
(
1−
1
15n1
)
− n1
‖u‖
15n1
>
‖u‖
2
.
Combining this with Lemma 9.2 gives, ‖v‖ ≥ |v| ≥ ‖v(1)‖ > ‖u‖2 ≥
ǫ′
4k˜ǫΓ3(x)
ℓ(B̂up (z, ǫ)).
What we actually need later is the following immediate consequence of Theorem 9.4 which
concerns sets of the form
BuT (z, ǫ) = {y ∈W
u
ǫ (z) : d(φT (y), φT (z)) ≤ ǫ} ,
where z ∈ L, ǫ > 0 and T > 0.
Corollary 9.5. There exist an ǫˆ-regularity function rˆ(x) < 1 (x ∈ L) and a global constant
L1 ≥ 1 such that:
(a) We have diam (BuT (z, ǫ)) ≤ L1 Γ
3(x) ǫδ diam (B
u
T (z, δ)) for any x ∈ L, any 0 < δ ≤ ǫ ≤ rˆ(x)
and any T > 0, where z = φ−T (x).
(b) For any x ∈ L, any 0 < ǫ ≤ rˆ(x), any ρ ∈ (0, 1) and any δ with 0 < δ ≤ ρǫ
L1Γ3(x)
we have
diam (BuT (z, δ)) ≤ ρdiam (B
u
T (z, ǫ)) for all T > 0, where z = φ−T (x).
(c) For any x ∈ L, any 0 < ǫ′ < ǫ ≤ rˆ(x), any 0 < δ ≤ ǫ
′
100n1
and any T > 0, for z = φ−T (x)
there exists z′ ∈ BuT (z, ǫ
′) such that d(z, y) ≥ ǫ
′
L1ǫΓ3(x)
diam(BuT (z, ǫ)). for every y ∈ B
u
T (z
′, δ).
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9.2 Linearization along Eu1
Here we prove Lemma 9.3 using arguments similar to these in the proofs of Theorem 3.1 and
Lemma 3.2 in [St4].
We use the notation from Sect. 9.1. Let rˆ(x), x ∈ L, be as in Lemma 9.1.
Proposition 9.6. There exist regularity functions rˆ1(x) ≤ rˆ(x) and L(x), x ∈ L, such that:
(a) For every x ∈ L and every u ∈ Eu1 (x; rˆ1(x)) there exists
Fx(u) = lim
p→∞
dfˆp
f−p(x)
(0) · fˆ−px (u) ∈ E
u
1 (x; rˆ(x)).
Moreover, ‖Fx(u)− u‖ ≤ L(x) ‖u‖
1+β for any u ∈ Eu1 (x, rˆ1(x)) and any integer p ≥ 0.
(b) The maps Fx : E
u
1 (x; rˆ1(x)) −→ Fx(E
u
1 (x; rˆ1(x))) ⊂ E
u
1 (x; rˆ(x)) (x ∈ L) are uniformly
Lipschitz. More precisely,
‖Fx(u)− Fx(v) − (u− v)‖ ≤ C1 [‖u− v‖
1+β + ‖v‖β · ‖u− v‖] , x ∈ L , u, v ∈ Eu1 (x; rˆ1(x)).
Assuming that rˆ1(x) is chosen sufficiently small, this yields
1
2
‖u− v‖ ≤ ‖Fx(u)− Fx(v)‖ ≤ 2‖u− v‖ , x ∈ L , u, v ∈ E
u
1 (x; rˆ1(x)).
(c) For any x ∈M and any integer q ≥ 1, setting xq = f
−q(x), we have
dfˆ qxq(0) ◦ Fxq (v) = Fx ◦ fˆ
q
xq(v)
for any v ∈ Eu1 (xq; rˆ1(xq)) with ‖fˆ
q
xq(v)‖ ≤ rˆ1(x).
As in [St4] this is derived from the following lemma. Part (b) below is a bit stronger than
what is required here, however we need it in this form for the proof of Lemma 4.2 in Sect. 8.
Lemma 9.7. There exist regularity functions rˆ1(x) and L(x), x ∈ L with the following properties:
(a) If x ∈ M , z = fp(x) and ‖fˆpz (v)‖ ≤ r(x) for some v ∈ Eu1 (z; rˆ1(z)) and some integer
p ≥ 1, then ‖dfˆpz (0) · v‖ ≤ 2‖fˆ
p
z (v)‖ and ‖dfˆ
p
z (0) · v − fˆ
p
z (v)‖ ≤ L(x) ‖fˆ
p
x (v)‖1+β . Similarly, if
‖dfˆpz (0) · v‖ ≤ rˆ1(x) for some v ∈ E
u
1 (z) and some integer p ≥ 1, then ‖fˆ
p
x(v)‖ ≤ 2‖dfˆ
p
x(0) · v‖
and ‖fˆpx(v)− dfˆ
p
x(0) · v‖ ≤ L(x) ‖dfˆ
p
x (0) · v‖1+β .
(b) For any x ∈ L and any integer p ≥ 1, setting z = f−p(x), the map
F px = dfˆ
p
z (0) ◦ (fˆ
p
x)
−1 : Eu(x; rˆ1(x)) −→ E
u(x; rˆ(x)),
is such that∥∥∥[(F px (a))(1) − (F px (b))(1)]− [a(1) − b(1)]∥∥∥ ≤ L(x) [‖a− b‖1+β + ‖b‖β · ‖a− b‖] (9.11)
for all a, b ∈ Eu(x; rˆ1(x)). Moreover,
1
2
‖a− b‖ ≤
∥∥∥dfˆpz (0) · [(fˆpx)−1(a)− (fˆpx)−1(b)]∥∥∥ ≤ 2‖a− b‖ , a, b ∈ Eu1 (x; rˆ1(x)). (9.12)
Proof of Lemma 9.7. Set rˆ1(x) = rˆ(x)/2, x ∈ L.
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Part (a) follows from Lemma 3.1 (see also the Remark after the lemma). The proofs of the
other parts are almost one-to-one repetitions of arguments from the proof of Lemma 3.2 in [St4],
so we omit them.
Proof of Proposition 9.6. This is done following the arguments from the proof of Theorem 3.1 in
[St3]. We omit the details again.
For z ∈ L, ǫ ∈ (0, rˆ1(z)] and an integer p ≥ 0 set
B˜u,1p (z, ǫ) = Fz(B̂
u,1
p (z, ǫ)) ⊂ E
u
1 (z; rˆ(z)).
Then, using Proposition 9.6(c) we get
dfˆ−1x (0)(B˜
u,1
p+1(x, δ)) ⊂ B˜
u,1
p (f
−1(x), δ) , x ∈ L , p ≥ 1. (9.13)
Indeed, if η ∈ B˜u,1p+1(x, δ), then η = Fx(v) for some v ∈ B̂
u,1
p+1(x, δ), and then clearly w = fˆ
−1
x (v) ∈
B̂u,1p (x, δ). Setting y = f−1(x), by Proposition 9.6(c), η = Fx(v) = Fx(fˆy(w)) = dfˆy(0) · (Fy(w)),
so dfˆ−1x (0) · η = Fy(w) ∈ B˜
u,1
p (y, δ). Moreover, locally near 0 we have an equality in (9.13), i.e. if
δ′ ∈ (0, δ) is sufficiently small, then dfˆ−1x (0)(B˜
u,1
p+1(x, δ)) ⊃ B˜
u,1
p (f−1(x), δ′).
To prove part (a) of Lemma 9.3 we have to establish the following lemma which is similar to
Lemma 4.4 in [St4] (see also the Appendix in [St4]), and the proof uses almost the same argument.
Lemma 9.8. Let x ∈ L and let 0 < δ ≤ ǫ ≤ rˆ1(x). Then
ℓ
(
B˜u,1p (f
−p(x), ǫ)
)
≤ 4n1
ǫ
δ
ℓ
(
B˜u,1p (f
−p(x), δ)
)
for any integer p ≥ 0, where n1 = dim(E
u
1 (x)).
Lemma 9.3(b) is a consequence of the following.
Lemma 9.9. Let x ∈ L and let 0 < ǫ ≤ rˆ1(x) and ρ ∈ (0, 1). Then for any δ with 0 < δ ≤
ρ ǫ
4n1
we have ℓ
(
B˜u,1p (f
−p(x), δ)
)
≤ ρ ℓ
(
B˜u,1p (f
−p(x), ǫ)
)
for any integer p ≥ 0.
Proof of Lemma 9.9. As in the proof of Lemma 4.1(b) in [St4], we have to repeat the argument
in the proof of Lemma 9.8. We omit the details.
9.3 Consequences for cylinders in Markov partitions
Here we prove Lemma 4.1 using arguments similar to these in Sect. 4 in [St3]. We sketch the
argument for completeness. We use the notation from Sect. 4.
Let rˆ(x) be the canonical ǫ-regularity function from Theorem 9.4 and Corollary 9.5. Here
ǫ ∈ (0, ǫˆ] is some constant depending on ǫˆ. Then (see the end of Sect. 3.2) there exists a constant
rˆ′0 > 0 such that rˆ(x) ≥ rˆ
′
0 for all x ∈ P0. Fix ǫ and rˆ
′
0 with these properties.
Let S > 0 be a Lipschitz constant for the projection ψ : ∪k0i=1φ[−ǫ,ǫ](Di) −→ ∪
k0
i=1Di along the
flow, i.e. for all i = 1, . . . , k0 and all x ∈ φ[−ǫ,ǫ](Di) we have ψ(x) = prDi(x). Let c0, γ and γ1 be
the constants from (2.1). Next, assuming that the constant ǫ > 0 is chosen so that eǫ/γ < 1, fix
an integer d0 ≥ 1 such that
2kΓ30e
2ǫr1
rˆ′0
< (µ1e
ǫ)d0 ,
1
c0(γe−ǫ)d0
<
rˆ′0
2
. (9.14)
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Set
r′0 = rˆ
′
0e
−(d0+1)ǫ. (9.15)
Proof of Lemma 4.1. First note the following. Let z ∈ R˜j be such that P˜
d0+1(z) ∈ P˜0. Then
z ∈ CV [ı
′] for some ı′ = [i0, . . . , id0+1] with i0 = j, where V = W
u
R˜
(z). Set ı = [i0, . . . , id0 ]. We
claim that
CV [ı] ⊂ BV (z, r
′
0) and r(z) ≥ r
′
0. (9.16)
Indeed, by (2.1) and (9.14), diam(CV [ı]) ≤
1
c0γd0+1
< r′0/2. On the other hand, rˆ(x) is a Lyapunov
ǫˆ-regularity function and y = P˜d0+1(z) ∈ P˜0 and the definition of P˜0 show that rˆ(y) ≥ r0. Also
recall that 0 < τ(x) ≤ 1 for all x ∈ R˜ by the choice of the Markov family. Now using (9.15), we
get rˆ(z) ≥ rˆ(y)e−τd0+1(z)ǫ ≥ rˆ′0e
−(d0+1)ǫ = r′0 > 2 diam(CV [ı]). This proves (9.16).
(a) Assume that m > d0, and let ı = [i0, i1, . . . , im] and ı
′ = [i0, i1, . . . , im, im+1] be admissible
sequences. Let C = C[ı] and C′ = C[ı′] be the corresponding cylinders in R˜. Assume that there
exists z ∈ C′ ∩ P0 with P
m+1(z) ∈ P0.
Fix such a point z ∈ C′; then y = P˜m+1(z) ∈ P˜0 and P˜
j(z) ∈ R˜ij for all j = 0, 1, . . . ,m + 1.
Set P˜m−d0(z) = x, V =W u
R˜
(x), Since P˜d0+1(x) = y ∈ P˜0, we have rˆ(y) ≥ rˆ
′
0, so rˆ(x) ≥ r
′
0.
Consider the cylinders
C˜′ = CV [im−d0 , im−d0+1, . . . , im, im+1] ⊂ C˜ = CV [im−d0 , im−d0+1, . . . , im] ⊂ V.
Since P˜d0+1(x) = y, using (9.20) we get C˜ ⊂ BV (x, r
′
0). On the other hand it is easy to
see using (2.1) that C˜′ ⊃ BV (x, c0rˆ
′
0/γ
d0+1
1 ). Corollary 9.5(a) with x and z as above, T =
τm−d0(z) > 0 and 0 < δ = δ3 =
c0rˆ′0
Bγ
d0+1
1
< ǫ = r′0, combined with (9.16), gives diam(B
u
T (z, δ3)) ≥
δ3
BL1Γ30r
′
0
diam(BuT (z, r
′
0)). However, using the above information about C˜ and C˜
′, as in the proof
of Proposition 3.3 in [St2], one easily observes that C′ ⊃ BuT (z, δ3) and C ⊂ B
u
T (z,Br
′
0). Thus,
diam(C′) ≥ δ3
BL1Γ30r
′
0
diam(C).
This proves part (a) for m > p0. Since there are only finitely many cylinders of length ≤ p0,
it follows immediately that there exists ρ1 ∈ (0,
δ3
BL1Γ30r
′
0
] which satisfies the requirements of part
(a).
(b) Fix an integer q′ ≥ 1 so large that 1
c0γq
′ ≤ δ0 and set r
′′
0 = r0e
−q′ǫˆ. Let ρ′ ∈ (0, 1). It
follows from Corollary 9.5(b) that for z ∈ R˜ ∩ L with ΦT (z) ∈ P˜0 for some T > 0 we have
diam(BuT (z,Bδ)) ≤ ρ
′ diam(BuT (z, r
′′
0/B)),
provided 0 < δ ≤ δ0 =
ρ′r′′0
B2L1Γ30
. The rest of the proof is now very similar to the proof of Proposition
3.3(b) in [St2], and we omit the details.
(c) Take the integer q0 ≥ 1 so large that
1
c0γp0+q0
< δ/B = ǫ
′
100Bn1
, where n1 = dim(E
u
1 ).
Let again m > d0, let ı = [i0, i1, . . . , im] be an admissible sequence, let C = CW [ı] be the
corresponding cylinder in an unstable leaf W in R˜. Let z ∈ C ∩ P˜0 and let P˜
m(z) = z′. Set
z′′ = P˜m−d0(z), V = W u
R˜
(z′′). If z′ = φT (z) and z
′′ = φt(z); then φT−t(z
′′) = z′, so T −
t = τ˜d0(z
′′) < d0. Thus, rˆ(z
′′) ≥ rˆ(z′)e−d0ǫ ≥ rˆ′0e
−d0ǫ > r′0. As in part (a), for the cylinder
C˜ = CV [im−d0 , im−d0+1, . . . , im] in V , we have
z′′ ∈ BV (z
′′, c0rˆ
′
0/γ
d0
1 ) ⊂ C˜ = P˜
m−d0(C) ⊂ BV (z
′′, r′0).
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Setting ǫ′ = c0rˆ
′
0/γ
d0
1 < ǫ = Br
′
0, it follows from Corollary 9.5(c) that for 0 < δ =
ǫ′
100n1
there
exists x ∈ But (z, ǫ
′) such that for every y ∈W uδ (z) with d(φt(y), φt(x)) ≤ δ we have
d(z, y) ≥
ǫ′
L1ǫΓ30
diam(But (z,Br
′
0)) ≥
c0r0
L1Br′0Γ
3
0
diam(C), (9.17)
since C ⊂ But (z,Br
′
0).
Let x ∈ C and let C′ = C[ı′] = C[i0, i1, . . . , im+1, . . . , im+q0 ] be the sub-cylinder of C of co-
length q0 containing x. Then for the cylinder
C˜′ = CV [im−d0 , im−d0+1, . . . , im, im+1, . . . , im, im+q0 ] ⊂ V
we have P˜m−d0(x) ∈ C˜′ and diam(C˜′) < 1
c0γd0+q0
< δ/B. Since for any y ∈ C′ we have P˜m−d0(y) ∈
C˜′, it follows that d(P˜m−d0(x), P˜m−d0(y)) < δ/B and therefore d(φt(x), φt(y)) < δ. Thus, y
satisfies (9.17). This proves the assertion with ρ1 =
c0rˆ′0
L1Br′0γ
d0
1 Γ
3
0
.
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