Abstract-The usefulness of Gabor frames depends on the easy computability of a suitable dual window. This question is addressed under several aspects. Several versions of Schulz's iterative algorithm for the approximation of the canonical dual window are analyzed for their numerical stability. For Gabor frames with totally positive windows or with exponential B-splines, a direct algorithm yields a family of exact dual windows with compact support. It is shown that these dual windows converge exponentially fast to the canonical dual window.
I. INTRODUCTION
T HE discrete Gabor transform is a useful tool for the analysis and synthesis of nonstationary signals. It is based on the representation of the energy distribution of a signal in the time-frequency plane. Its applications range over the analysis of EEG signals [1] , [2] , the decomposition and reconstruction of musical and acoustical signals [3] - [5] , to wireless communication [6] - [8] , [11] , [12] .
For a given window function g ∈ L 2 (R) and lattice parameters α, β > 0, the system of all corresponding time-frequency shifts For a given Gabor system, the Gabor transform of a signal f is defined as the analysis operator
The coefficient f, M lβ T kα g represents the energy distribution of f near the point (kα, lβ) in the time-frequency plane. It may also be interpreted as the amplitude of the frequency lβ at time kα, insofar as such an interpretation is compatible with the uncertainty principle. The associated synthesis operator for the reconstructions (2) is the adjoint operator C * g , and the frame operator S g : L 2 (R) → L 2 (R) is defined by
Whereas some applications of Gabor frames use only the analysis operator C g , e.g. feature detection, see [1] , [2] , for several important applications the combined use of Gabor analysis and synthesis is crucial and thus the efficient computation of a dual window (a matched filter) is an essential feature. In denoising and signal compression with Gabor frames [3] the coefficient sequence C g f is sparsified by some thresholding rules that set many coefficients to zero, and the denoised version is synthesized by means of a dual window. Ideally, for the synthesis in (2) , a dual window γ should yield perfect reconstruction in the absence of thresholding.
More sophisticated reconstruction methods were proposed in [4] , where different windows and dual windows for different time invervals are used for a music signal.
Another area of applications of Gabor systems that combines signal analysis and synthesis occurs in broadcasting as (bi)-orthogonal frequency-division multiplexing (OFDM and BFDM), see [6] . Here, the Gabor system with respect to the adjoint lattice β −1 Z × α −1 Z is used in order to convert a set for transmission. The receiver decodes the original signal by finding C γ f , where γ is a dual window of g. In the absence of interference and noise this will recover the original signals c m . The design of suitable windows g and dual windows γ is discussed in [7] - [12] .
In general, there exist many dual windows suitable for the reconstruction (2) . The standard choice is the canonical 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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dual window γ • = S −1 g g. For a characterization of all dual windows see [13] , [14] . Since the applicability and usefulness of Gabor frames depends heavily on the knowledge and computability of a dual window, the numerical construction of dual windows has motivated numerous studies. As representative contributions we mention [15] - [21] , and the large time-frequency analysis toolbox (LTFAT) [22] .
Our contribution to the analysis of dual Gabor windows is twofold. On a general level, we study numerically stable methods for the computation of the canonical dual window γ • = S −1 g g. On a specific level, we study the efficient construction and the behavior of a sequence of dual windows for Gabor frames with totally positive window functions and with exponential B-splines.
We first discuss a general purpose algorithms for the approximation of the canonical dual window γ • and present two stable implementations of this iterative algorithm. The algorithm was originally proposed by Schulz [23] for matrix inversion. It is based on the Neumann series for the inverse frame operator and converges quadratically, see Proposition 2. We provide a detailed analysis of the numerical error and show that our two implementations (the operator version and the first vector version) are stable. By contrast, the implementation proposed by Janssen (see [24] , [25] ) is often unstable because the numerical error roughly doubles in each step. Therefore the first two implementations are much preferable. As two illustrative examples, we use the window functions MONSTER defined in [21] and a Gaussian window g, in order to compare all three implementations. The numerical results agree precisely with the predicted behavior of the numerical error.
We then describe recent results on special Gabor systems whose window function is a totally positive (TP) function of finite type or an exponential B-spline (EB-spline). TP functions are remarkable because so far they are the only window functions for which a complete characterization of all lattice parameters such that G(g, α, β) is a frame is known. More precisely, the Gabor system G(g, α, β), with a TP function g of finite type N ≥ 2 is a frame if and only if αβ < 1 [26] . Subsequently, similar arguments in [27] showed that the Gabor system G(B , α, β) of an EB-spline constitutes a frame for α = 1, β < 1, and some other lattice parameters, too. The proofs also provide a constructive method for the computation of infinitely many dual windows γ L with compact support, which we summarize in Algorithm 1 for TP functions of finite type and Algorithm 2 for EB-splines. In contrast to Schultz's algorithm these two algorithms are tailored to TP and EB-spline windows and produce an exact dual window rather than an approximation.
This construction offers several new and useful aspects that are special for TP windows and not shared by general window functions.
(i) Algorithms 1 and 2 provide a family of dual windows γ L both in finite and infinite dimensional models, namely for continuous signals in L 2 (R), for discrete signals in 2 (Z), and for periodic discrete signals in C N . Currently available toolboxes, such as LTFAT [22] , work only for finite-dimensional signals.
(ii) The dual windows γ L possess compact support of size O(L), whereas the canonical dual γ • is known to have infinite support.
(iii) The dual windows γ L are exact and satisfy (2) . This is in contrast to the standard iterative methods for the approximation of the canonical dual (see e.g. Proposition 2), which generate only approximations of a dual window.
As our main mathematical result we prove that the dual windows γ L are good approximations of the canonical dual window γ • = S −1 g g and we show that they converge exponentially fast to the canonical dual window, i.e., γ L −γ • 2 = O(e −ρ L ). Therefore, by specifying the parameter L, Algorithms 1 and 2 provide a dual window γ L with compact support and which approximates the canonical dual at a desired rate.
The proof uses some ideas of the non-symmetric finite section method, but also requires a new technique related to the formulation of the Moore-Penrose pseudo-inverse of infinite matrices in terms of orthogonal projections.
As our main numerical contribution, we study and implement the case of discrete Gabor frames. We present some fast and stable algorithms to evaluate and discretize TP functions and EB-splines and their dual windows computed by Algorithms 1 and 2. These algorithms are proposed as extensions to the Large Time Frequency Analysis Toolbox described in [22] .
The paper is organized as follows: In Section II we study the numerical stability of a fast iterative algorithm for the approximation of the canonical dual window. In Section III we summarize the algorithms for the construction of dual windows of TP functions and EB splines. In Section IV we formulate and discuss the main theorems about the convergence of the compactly supported dual windows γ L to the canonical dual window γ • . Section V explains some details about the implementation of Gabor frames with TP functions and EB splines. The appendix contains the technical details of the proofs of the main results.
II. SOME GENERAL ITERATIVE ALGORITHMS FOR APPROXIMATING THE CANONICAL DUAL
In this section we describe two iterative algorithms for approximating the canonical dual of an arbitrary frame F = { f j } j ∈I for a Hilbert space H. The central part of such algorithms is the approximation of the inverse of the corresponding frame operator
We discuss the convergence and the numerical stability of various implementations. Finally we present some numerical tests. The following approximation schemes are proposed in the literature.
Proposition 1 (Frame Algorithm): Choose 0 < λ < 2/B, with B the upper frame bound of F . Then q := I −λ S F < 1 and
The partial sums of this Neumann series can be computed iteratively by
The convergence rate is of order S
The frame algorithm described in Proposition 1 is very robust, but slow if q is close to one. This algorithm can be accelerated [28] with conjugate gradient techniques and with a convergence rate 
This iteration implies the identity J k = K 2 k −1 and is therefore connected to the frame algorithm. The Schulz iteration converges quadratically, i.e.
The Schulz iteration was first described in [23] and used for matrix inversion.
Proof: The claims in Proposition 2 are proved by induction. Since Schulz's iteration is not as known as other iterative algorithms, we sketch the main steps. We first show that
Assuming that (6) is correct for k ∈ N 0 , we obtain
as claimed. Using (6), we show again by induction that
The quadratic convergence rate now follows from the convergence properties of the Neumann series. We discuss the implementation of Schulz iteration in Proposition 2 in the case of a Gabor frame G(g, α, β). Recall that the canonical dual frame is determined by the dual window γ • = S −1 g g. We compare three different implementations of the Schulz iteration and provide some heuristics for their numerical stability.
(i) Operator Form: The numerical computation of Schulz iteration as stated in Proposition 2 provides operatorŝ J k = J k + E k , where E k denotes the accumulated forward error. Let Y k+1 denote the new roundoff error in the k + 1'st iteration, then the operator after k + 1 iterations of (4) iŝ
.
This estimate shows that the error accumulated in the first k iterations is damped and only a new round-off error is added. Hence this iteration is numerically stable.
(ii) Vector Form: We compute approximations of the dual window γ • directly by setting γ k := J k g with the following algorithm:
To verify this claim, we use the fact that S F and thus all J k commute with the time-frequency shifts M lβ T j α . This commutation rule implies the identity
The numerical computation yieldsγ k = γ k + e k , where e k denotes the accumulated forward error. Let y k+1 denote the new roundoff error, then in the k + 1'th step of the iteration (7) we havê
). The aforementioned estimates give
Moreover the Janssen representation (see [14, p.131 ]) gives
The last expression, when γ k is replaced by γ • , is the orthogonal projection V g e k of e k onto V g := span G(g, 1/β, 1/α) and therefore
and
. Since
In contrast to the operator version, e k 2 enters linearly with coefficient ≈ 1. Thus the numerical stability is plausible and is also confirmed by our numerical results in Example 3.
(iii) Janssen's Alternative Vector Version: Janssen [25, Algorithm IV] proposes the approximations
However, in their numerical tests of (8) Janssen and Sønder-gaard [21] observed some numerical instability. With notations as in (ii), the numerical error in step k + 1 is
). We show that the error may grow by at least a factor of 2 in each step. Note that V g in (ii) is a proper subset of L 2 (R), if αβ < 1. Hence, as a consequence of a finite machine precision and numerical errors, (I − V g ) e 1 2 is nonzero. The Janssen representation implies that C *
2 ) This shows, that the error components in V ⊥ g can double in each step. In Example 3 we demonstrate that this numerical instability may indeed occur. Example 3: As described in (iii), the implementation (8) by Janssen can have some stability problems and should be applied carefully. We use the function MONSTER (see Figure 1 ) in [21] and α = 20, β = 1/50 for our numerical tests of all three implementations of the Schulz iteration. As we can see in Figure 2 , the operator version is stable, the vector version of (ii) is also useful, while the error of the implementation in (iii) explodes. The same conclusions hold for the window function g(x) = e −π x 2 /600 with α = 20, β = 1/50, as is shown in Figure 3 .
III. GABOR FRAMES OF TOTALLY POSITIVE FUNCTIONS
AND EXPONENTIAL B-SPLINES We now consider totally positive functions of finite type and exponential B-splines as window functions. The TP functions attracted much interest recently, as they provide new examples of window functions for which the necessary density condition αβ < 1 of the lattice parameters is also sufficient [26] . For detailed information on total positivity of functions and matrices see [30] , for a detailed introduction to exponential B-splines see [31] and [32] .
Definition 4 [33] , [34] : An integrable function g : R → R is called totally positive (TP), if its Fourier transform factors aŝ
where C, η, δ, δ ν are real parameters with
Note that in Schoenberg's terminology there also exist TP functions that are not integrable. Therefore the given definition does not include the most general case of TP functions. Here we only consider TP functions g of finite type N ∈ N, with η = 0, = (δ 1 , . . . , δ N ) and
For N = 1 and = (δ) we have the one-sided exponential
with support [0, ∞) for positive δ and (−∞, 0] for negative δ, and for N > 1 and
The functions g are nonnegative, have infinite support, and exponential decay, precisely, if
Moreover, if δ 1 = δ N and we specify g δ (0) = 1/|2δ|, the recurrence relation
holds. For later use, we denote by m (resp. n) the number of positive (resp. negative) parameters δ ν .
The main result in [26] shows that the Gabor system G(g, α, β) of a TP function of finite type m +n ≥ 2 constitutes a Gabor frame if and only if αβ < 1. The proof provides an algorithm for the computation of a dual window γ with compact support. This method was adapted in [35] and [36] in order to supply infinitely many dual windows γ L . The computation of γ L (x + j α), with j ∈ Z, is performed by computing a single row of a left-inverse of the biinfinite pre-Gramian matrix
The structure of the left-inverse of P g (x) heavily depends on the property that g is totally positive. We include Algorithm 1 for the reader's convenience. In particular, the support of the dual window
Thus the parameter L labels the size of the support.
A related class of window functions is the class of exponential B-splines. These functions are positive and have compact support, a property which is desirable in some applications. 
In [27] , it was shown that the Gabor system G(B , α, β) of every EB-spline constitutes a frame for α = 1, β < 1 (and also some other lattice parameters). Similar to the case Algorithm 1 [35] Input parameters are the parameter vector = (δ 1 , δ 2 , . . . , δ N ) of the window g, the lattice parameters α, β > 0 with αβ < 1, a parameter L ∈ N 0 controlling the support size of the dual window γ L , and a point x ∈ [0, α).
, where
of TP functions, Algorithm 2 provides dual windows γ L of the Gabor frame G(B , α, β). We would like to emphasize the following point: (i) These algorithms determine the precise values of a dual window γ with compact support in L 2 (R) and not just a discrete approximation in a finite-dimensional vector space, as is done in most existing algorithms in [15] and [22] .
(ii) Although the problem of finding a dual window is by nature infinite-dimensional in L 2 (R), the computation of γ L on a grid α a Z requires only the pseudo-inversion of a finite-dimensional matrices.
IV. APPROXIMATION OF THE CANONICAL DUAL OF TP FUNCTIONS AND EB-SPLINES
We fix the parameters α, β > 0 of the Gabor frame and let g be either a TP function of finite type with parameter set or an EB-spline with parameter set . The pre-Gramian matrix (12) plays a central role in the characterization of the frame bounds A, B of the Gabor system G(g, α, β) and in finding dual windows γ.
In this section we address the question how the sequence of dual windows γ L of Algorithms 1 and 2 are related to the canonical dual window γ • . Our main goal is to prove that the compactly supported dual windows γ L computed 
, where 
by Algorithms 1 and 2 from [27] and [35] approximate the canonical dual window γ • at a rate
where L determines the support of γ L and ρ > 0.
As a first step we show that the norm of γ L remains bounded as L tends to ∞.
Theorem 6: Let g be a TP function of finite type as defined by (10). Then there exist constants
is the finite section of the corresponding biinfinite pre-Gramian matrix P g (x) as described in Algorithm 1. Consequently,
The precise proof will be given in the appendix. The proof idea goes as follows: The upper bound B is easily obtained from Schur's test based on the exponential decay of g in (11).
For the lower bound A, we choose 2L + 1 submatrices R of P L (x), with k 2 − k 1 + 1 columns each, and build a left-inverse Q L (x) of P L (x) by the selection of specific rows of R † . The result in [26, Th. 9] shows that all matrices R † are bounded uniformly in x. Their upper bound C will provide the upper
for all matrices Q L (x) uniformly in x and L. Hence A is a suitable constant for the lower bound of P L (x).
To prove the rate of approximation of the dual windows γ L , we recall that the canonical dual window γ • = S −1 g g can be expressed by the Moore-Penrose pseudoinverse of P g (x), namely
for all j ∈ Z and all x ∈ [0, α). This is a direct consequence of the Wexler-Raz criterion for the dual windows of g [14, Th. 7.3.1], and the minimal L 2 -norm of the canonical dual among all duals of g [37] . We will therefore show that the zeroth row of P L (x) † approximates the zeroth row of P g (x) † at an exponential rate. For this we need a new result on nonsymmetric finite sections of biinfinite matrices. The following theorem is not covered by the results in [38] and may be of independent interest. To fix the notation, for n = (n 1 , n 2 ) ∈ N 2 and b ∈ 2 (Z), we let P n with
T be the orthogonal projection onto the n 1 + n 2 + 1-dimensional subspace P n 2 (Z) ∼ = C n 1 +n 2 +1 . For a biinfinite matrix U = (u j,k ) j,k∈Z and r, n ∈ N 2 , P r U P n is a non-symmetric finite section of U . We will write (P n U P n ) −1 for the inverse of the symmetric finite section P n U P n on the finite-dimensional subspace P n 2 (Z) (with the understanding that it cannot be invertible on 2 (Z)).
Theorem 7: Let χ(k) k∈Z be a strictly increasing sequence of integers and U = (u j,k ) j,k∈Z be a biinfinite matrix such that (a) U * U is invertible, and (b) there exist constants c, a > 0 such that
Let I ⊂ N 2 and assume that for every n ∈ I a finite section U n := P r(n) U P n is given such that
for some constant A > 0 independent of n. Then there are constantsc,ã > 0, such that for all n ∈ I U (U
where n 0 := min{n 1 , n 2 , r 1 (n), r 2 (n)}. The proof is deferred to the appendix. Note that the row vector U (U * U ) −1 )e 0 * = e T 0 (U * U ) −1 U * = e T 0 U † is precisely the zeroth row of the Moore-Penrose pseudoinverse of U as it arises in the computation (17) of the dual windows γ L and γ • . We also note that the decay condition (18) models the decay of the entries off a "ridge" χ(k) rather than off-diagonal decay (in which case χ(k) = k). The above definition reflects exactly the behavior of the pre-Gramian matrix P g (x) of a window with exponential decay, since |P g (x) j k | = |g(x +α j −k/β)| ≤ Ce −aα| j −k/(αβ)| , in which case χ(k) = k/(αβ) . Decay conditions of this type occur in wavelet theory [39] and in the theory of Fourier integral operators [40] .
We can now prove the main result of our paper, namely that the numerically computable dual windows γ L converge exponentially fast to the canonical dual window γ • . 
Proof: We set n(L)
The matrices P L (x) in Algorithm 1 are exactly the non-symmetric finite sections P L (x) = P r(L) P g (x)P n(L) of the pre-Gramian P g (x). Then Theorem 6 implies that the finite sections P L (x) of the preGramian P g (x) are left-invertible (on the appropriate finitedimensional subspaces) with constants independent of L. Therefore the decay conditions and the uniform bounds in the assumptions of Theorem 7 are fulfilled. Thus for fixed x we obtain that
Finally the approximation of the dual windows γ L and γ • follows from
for some integer constant depending on the window only, the rate of approximation in (21) follows. Remark 9: (i) Theorem 7 is not contained in the results on the non-symmetric finite section method in [38] . The selection of rows by r(n) in our assumption (19) is not matched and can only be satisfied by considerably increasing the number of rows of U n . The approximations of the canonical dual γ • based on the non-symmetric finite section method in [38] do not provide dual windows, in contrast to our approximations γ L .
(ii) With an analogous proof, we obtain that the dual windows γ L in Algorithm 2 approximate the canonical dual of the EB-spline B at an exponential rate.
V. DISCRETIZATION AND IMPLEMENTATION
For the numerical use of TP functions and EB-splines in signal analysis it is often necessary to discretize these windows. We define the sampling operator S δ for a given sampling rate δ > 0 by
and the periodization operator P K with period K > 0 by
For discrete signals c ∈ 1 (Z) we let
Furthermore we consider the dilation operator
which preserves the L 2 -norm. The exponential decay (11) of TP functions or the compact support of EB-splines imply that
The combination of both operators yields finite discrete signals
and Mb = Na = K , the discrete Gabor system is defined as
The following result is well known and holds for an extremely general class of window functions. All TP functions of finite type and all EB splines together with the duals of Algorithms 1 and 2 satisfy this mild condition. 
This statement is proved under slightly different assumptions in [41] . The assumptions in Proposition 10 lead directly to the verification of the Wexler-Raz criterion in [41, Th. A.3] for dual Gabor frames of C K . The details of the proof are omitted here.
Remark 11: Since S δ D h = S δh , it is helpful to dilate the function g by the sampling rate. Subsequently we can work with a sampling rate δ = 1 and consider P K S 1g =: P K Sg of some scaled TP function or EB-splineg := D α/a g. In many practical situations a/α is proportional to √ K . Thereby the time-frequency localization of the window is independent of K .
In the remaining part of this section we describe implementations of discretized TP functions and EB-splines as well as the duals from Algorithms 1 and 2 in Section III. For this purpose, we use some knowledge about the Zak transform of these functions. For a parameter α > 0 and a function f ∈ L 2 (R) with absolutely summable ( f (x + α j )) j ∈Z for x ∈ R, the Zak transform is defined by
The Zak transform is α-quasiperiodic in x and 1/α-periodic in ω [42] . For a given periodization parameter K ∈ N we obtain the discrete version of a scaled TP function or EB-splineg by
A. EB-Splines
Since EB-splines have compact support, their Zak transform is a finite sum and only requires finitely many point evaluations of these functions.
Case 1: The EB-spline B λ,...,λ with a single weight λ ∈ R of multiplicity m ∈ N can be factorized into an exponential and the cardinal polynomial B-spline N m of order m
Hence it can be evaluated by the well-known algorithm by Cox and deBoor (see [43] ), which is part of the standard signal processing toolboxes. Case 2: For EB-splines with pairwise distinct weights λ 1 < · · · < λ m and m ≥ 2 Christensen and Massopust [44] give the closed form
with coefficients
Case 3: For EB-splines with several distinct weights with multiplicities, we use the following four-term recurrence relation, which was stated in [45] and [46] .
Theorem 12 [45] , [46] : Let λ 1 , . . . , λ N ∈ R, λ 1 = λ N and
the associated EB-spline. Then the following recursion holds
By iteration of this recurrence it is possible to reduce any given EB-spline into either several lower order EB-splines with pairwise distinct weights of multiplicity one or only one weight of higher multiplicity. These can be treated as in the aforementioned cases.
B. TP Functions
In the case of TP functions, we present two different implementations of the computation of P K Sg in (22) . For both we use that TP functions are invariant under dilation. 
where the right-hand side is the divided difference of r x,ω with
in the knots δ
The second implementation uses the connection of TP functions to EB-splines. In [27, Th. 3.4] it is shown that the Zak transform of a TP function can be expressed in terms of the Zak transform of an associated EB-spline.
Theorem 14 [27] : Let g be a TP function of finite type with
Consequently P K Sg can be computed by the Zak transform of the corresponding EB-spline as described in V-A.
C. Dual Windows
For TP functions g and lattice parameters α, β > 0 with αβ < 1, Algorithm 1 in Section III allows us to compute samples S α/N γ L , N ∈ N, of a dual window γ L . Likewise, Algorithm 2 provides the sampled dual windows of EB-splines B . Therefore, for a given periodization parameter K ∈ N and the time-shift parameter a ∈ N, we compute
This sum is finite because of the compact support of γ L .
Example 15: We use Algorithm 1 for the computation of the dual Gabor window γ L of the asymmetric TP function g with parameters δ = [−1, 1, 1/3, 1/5] and lattice parameters α = 2/3, β = 1. The discretization parameters K = 900, a = 20, M = 30, are chosen according to the standard dilation a/α = √ K in Remark 11. Figure 4 shows the discrete TP function P K S α/a g and its dual window 2 to the discrete canonical dual is 7 · 10 −8 measured in the 2 -norm of C 900 .
The computational complexity of finding the discrete dual γ L is mostly determined by 1. the number Table I displays the values of the runtime (in seconds) of our algorithm for the discrete dual γ L of the EB-spline of order N = 4 with parameters = (−3, −1, 1, 2). The programs are executed in Matlab version R2011a on an i7 quad core processor at 2.2 GHz with 8 GB of RAM, the runtime is measured using the tic,toc commands. In column Alg.2-short we use L = 1 and obtain dual windows with short support. In column Alg.2-app we use L so large such that γ L − γ • ≤ 10 −13 holds, where the canonical dual γ • is computed by the LTFAT-routine gabdual. Typical values for L are L = 20 or 25. In all examples, the condition number of the matrices P L (x) in Algorithm 7 was bounded by 3000.
For comparison, the runtime of gabdual is included in Table I . This program computes the Zak-transform of B and uses the method of Zibulski and Zeevi [47] The parameters a, M, K in the first three columns of Table I are chosen in order to explain the differences in the runtime of Algorithm 2 and the routine gabdual.
The last column in Table I shows runtimes of Schulz' iteration in vector form. For the recursive computation of γ k , k ≥ 1, we used the routines dgt,idgt from LTFAT. The iteration stops if the accuracy γ k − γ • ≤ 10 −13 is reached. Runtimes are much larger in some cases. We did not check, however, if the runtimes can be improved by using the local support property of γ k .
Sometimes the frame bounds in the discrete case may be better than in the continuous case. Therefore the discrete TP functions or EB-splines may even provide Riesz bases at the critical density, as is explained in the following recent result.
Proposition 17 [35] , [48] : Let g be a continuous TP function as in (9) , including the infinite type with η = 0. Assume
In addition, assume that g is even, which means that
Remark 18: In the critical case αβ = 1 the computation of the dual window γ cannot be performed by the aforementioned discretization procedure, as the Gabor system G(g, α, β) is not a frame in L 2 (R). In this case, the usual method using the discrete Fourier transform and the discrete Zak transform of P K Sg should be applied for the computation of the discrete dual window [49] .
APPENDIX
In the appendix we provide the technical details of the proofs of the main theorems. The proof of Theorem 6 depends heavily on [26, Th. 9] .
Proof of Theorem 6: The pre-Gramian is bounded on 2 (Z) as a consequence of the exponential decay of g and Schur's test. Therefore the finite sections P L (x) = P r(n) P g (x) P n are uniformly bounded.
To prove the existence of a lower bound A, we construct a left inverse of P L (x) by adapting the proof of [26, Th. 9] . By step 2 of Algorithm 1 P L (x) has columns indexed by
We will construct these rows one by one in three steps.
Step 1: For every index −L ≤ ≤ L, we choose the following submatrix R of P L (x). Given x and ∈ Z, we choose y ∈ [0, α) and j ∈ Z, such that
Then we define the matrix R = P 0 (y ) by using the same definitions as in step 3 of Algorithm 1 with L = 0; i.e., we let
Hence, the columns of R , as indexed by
; with increasing the selection of columns is shifted to the right; and R L contains sections of the last k 2 −k 1 +1 columns of P L (x). For the rows of R , we observe that
Step 2: The arguments in [26, Th. 8] relate left-inverses of R = P 0 (y ) to left-inverses of the biinfinite matrix P g (y ).
It is shown that
• R has full column rank, • there exists a uniform bound C > 0, which does not depend on y ∈ [0, α), and left-inverses of R such that
• the rows with index k 1 ≤ k ≤ 0 of are orthogonal to all columns with index k > k 2 − n of the biinfinite matrix P g (y ), and hence orthogonal to all columns k > + k 2 − n of P L (x). Likewise, rows 0 ≤ k ≤ k 2 of are orthogonal to all columns with index
Step 3. With these properties, we obtain the left-inverse Q L (x) of P L (x) by defining the rows of Q L (x) as follows:
• We start with −L and take its rows k 1 ≤ k ≤ 0 as the first rows of Q L (x), extended by zeros such that
otherwise.
• For −L + 1 ≤ ≤ L − 1 we take the row with index 0 of and extend this row by zeroes,
• We end with L and take its rows 0 ≤ k ≤ k 2 as the last rows of Q L (x), extended by zeros such that
It is clear that all entries of Q L (x) are bounded by the constant C in step 2. Moreover, every row and column of Q L (x) has at most
nonzero entries. Therefore, by Schur's test, we obtain that
Since Q L is a left inverse of P L , we obtain
and we may choose A = (C
) −1 as a lower bound in (16) . This completes the proof of (16) . We conclude that
In the following we will need a well known result of Jaffard [50] and Baskakov [51] . Proof: The proof follows [38] and [52] . Let A be the matrix obtained by stacking the finite sections P n AP n along the diagonal. Then A possesses exponential off-diagonal decay (23) . Since A is invertible and positive, its spectrum σ (A) is contained in an interval [λ 1 , λ 2 ] for some λ 1 , λ 2 > 0, consequently the spectrum of the restriction of P n A P n on P n 2 (Z) is also contained in [λ 1 , λ 2 ] and every finite section is invertible on P n 2 (Z). Therefore the stacked matrix A is invertible on ⊕P n 2 (Z) 2 (Z). By Proposition 19 A −1 possesses exponential off-diagonal decay. Since A −1 consists of the blocks (P n AP n ) −1 , they satisfy |(P n AP n ) −1 j k | ≤ C e −ã| j −k| for −n 1 ≤ j, k ≤ n 2 .
We remark that clearly every finite matrix possesses exponential off-diagonal decay. The point is that the constants may be chosen independently of the size of the finite section.
Proof of Theorem 7: Recall that, for n = (n 1 , n 2 ) ∈ N 2 , P n b = (. . . , 0, b −n 1 , b −n 1 +1 , . . . , b n 2 −1 , b n 2 , 0, . . .) T is the orthogonal projection onto P n 2 (Z) ∼ = C n 1 +n 2 +1 . We write U n = P r U P n for a non-symmetric finite section of U . In the assumption of Theorem 7 r depends on n, but we will omit this dependence in the notation. All operator norms are in 2 (Z).
Let b := U (U * U ) −1 e 0 and d n := U n (U * n U n ) −1 e 0 . We decompose the norm into three parts
1. Note that U * U is invertible and positive. Since U fulfills the decay property (18) , it is easy to see that the symmetric matrix U * U decays exponentially off the diagonal, i.e., for some constants C, a > 0
By Proposition 19 the inverse matrix inherits the exponential decay, and thus there exist constants C > 0 andã, 0 < a < a, such that |(U * U )
By the assumption (19) , the truncated columns P r u k , with −n 1 ≤ k ≤ n 2 and k = 0, form a Riesz basis for P r V n with lower Riesz bound A. Furthermore it holds that P r V n P rbn We now return to b n − d n 2 . It is an easy exercise that for nonzero vectors y, w we have Using once more that b n ∈ Im(U P n ) and d n ∈ Im(U n ), the assumption (19) implies that
By the decay property (27) we obtain
A 2 (I − P r )b n 2 ≤ c 6 e −ã n 0 .
To finish the proof of Theorem 7, we add the three contributions in (25) and obtain the convergence rate (20) with a constantc = c 2 + c 3 + c 6 .
