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ON THE HOMOTOPY THEORY FOR LIE ∞-GROUPOIDS,
WITH AN APPLICATION TO INTEGRATING L∞-ALGEBRAS
CHRISTOPHER L. ROGERS AND CHENCHANG ZHU
Abstract. Lie ∞-groupoids are simplicial Banach manifolds that satisfy an
analog of the Kan condition for simplicial sets. An explicit construction of Hen-
riques produces certain Lie∞-groupoids called “Lie∞-groups” by integrating
finite type Lie n-algebras. In order to study the compatibility between this
integration procedure and the homotopy theory of Lie n-algebras introduced in
the companion paper [36], we present a homotopy theory for Lie∞-groupoids.
Unlike Kan simplicial sets and the higher geometric groupoids of Behrend and
Getzler, Lie ∞-groupoids do not form a category of fibrant objects (CFO),
since the category of manifolds lacks pullbacks. Instead, we show that Lie
∞-groupoids form an “incomplete category of fibrant objects” in which the
weak equivalences correspond to “stalkwise” weak equivalences of simplicial
sheaves. This homotopical structure enjoys many of the same properties as a
CFO, such as having, in the presence of functorial path objects, a convenient
realization of its simplicial localization. We further prove that the acyclic fi-
brations are precisely the hypercovers, which implies that many of Behrend
and Getzler’s results also hold in this more general context. As an application,
we show that Henriques’ integration functor is an exact functor with respect to
a class of distinguished fibrations which we call “quasi-split fibrations”. Such
fibrations include acyclic fibrations as well as fibrations that arise in string-like
extensions. In particular, integration sends L∞ quasi-isomorphisms to weak
equivalences, quasi-split fibrations to Kan fibrations, and preserves acyclic fi-
brations, as well as pullbacks of acyclic/quasi-split fibrations.
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1. Introduction
Lie ∞-groupoids, introduced by Henriques [17], are simplicial Banach manifolds
that satisfy a certain diffeo-geometric analog of the “horn filling” condition for Kan
simplicial sets. A Lie ∞-groupoid for which all horns of dimension > n are filled
uniquely is called a “Lie n-groupoid”. A Lie 0-groupoid is a just a Banach manifold,
while a Lie 1-groupoid is the nerve of a Lie groupoid. In general, Lie n-groupoids
serve as models for differentiable n-stacks.
Important examples of Lie n-groupoids are “Lie n-groups”. These are Lie n-
groupoids that have a single 0-simplex (i.e. reduced Lie n-groupoids). Lie n-groups
have been used to construct diffeo-geometric models for the higher stages of the
Whitehead tower of the orthogonal group. The most famous of these is the “String
Lie 2-group”: its geometric realization is a topological group whose homotopy type
is the 3-connected cover of the orthogonal group. Initial interest in the String 2–
group stemmed from its appearance in string theory and possible applications to
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geometric models of elliptic cohomology. (See Sec. 1.2 of [17] for a summary and
also Sec. 7 of [42].)
With these applications in mind, Henriques developed a smooth analog of Sul-
livan’s realization functor from rational homotopy theory which produces Lie n-
groups by “integrating” finite type Lie n-algebras. Lie n-algebras are non-negatively
graded chain complexes concentrated in the first n − 1 degrees, equipped with a
collection of multi-linear brackets which satisfy a coherent homotopy analog of the
Jacobi identity for differential graded Lie algebras. (These are also known as n-term
L∞-algebras, or n-term homotopy Lie algebras [6, 24].) A Lie 1-algebra is just a
Lie algebra.
Finite type Lie n-algebras have a good notion of a homotopy theory which can
be modeled in a variety of ways [9, 36, 39]. In these contexts, morphisms between
Lie n-algebras are significantly “weaker” than just linear maps which preserve the
brackets. But every morphism between Lie n-algebras induces a chain map between
the underlying complexes. A morphism between Lie n-algebras is a weak equiv-
alence when the induced chain map gives an isomorphism on the corresponding
homology groups. (Such morphisms are also known as “L∞-quasi-isomorphisms”.)
What is still missing from this story is a full understanding of the relationship
between the homotopy theory of Lie n-algebras and the homotopy theory of Lie n-
groups. The situation is understood in some special cases, for example, for strict Lie
2-algebras and Lie 2-groups [31]. But in general, one would hope that Henriques’
integration functor would send a weak equivalence between Lie n-algebras to a weak
equivalence between Lie n-groups.
It turns out that presenting a user-friendly homotopy theory for Lie n-groupoids
is a bit subtle. This is mostly due to the fact that the category of Banach manifolds
lacks several desirable properties, such as the existence of pullbacks. Recently,
Behrend and Getzler [3] showed that higher groupoids internal to certain geometric
contexts called “descent categories” form a category of fibrant objects (CFO) for
a homotopy theory, in the sense of Brown [5]. Roughly, a descent category is a
category of “spaces” which has all finite limits equipped with a distinguished class of
morphisms called “covers” satisfying some axioms. Examples include the category
of schemes with surjective e´tale morphisms as covers, as well as the category of
Banach analytic spaces, with surjective submersions as covers. The fibrations in the
Behrend–Getzler CFO structure for n-groupoids are natural generalizations of Kan
fibrations, while the acyclic fibrations are precisely the so-called “hypercovers”. As
Behrend and Getzler show, this data completely determines the weak equivalences
between geometric n-groupoids via a very nice combinatorial characterization [3,
Thm. 5.1].
Unfortunately, the category of Banach manifolds—regardless of the choice of
covers—does not form a descent category, since it lacks finite limits. Hence, Behrend
and Getzler’s results do not apply directly in this context. (Nor, unfortunately, does
the related work of Pridham [32].) It is worth emphasizing that finite-dimensional
Lie n-groupoids form a full subcategory of the category of n-groupoids internal
to the category of C∞-schemes (in the sense of Dubuc [10]). The latter category,
as Behrend and Getzler note, is a descent category. Kan fibrations between Lie
n-groupoids first appeared in the work of Henriques [17], while hypercovers for Lie
n-groupoids are featured prominently in the work of the second author [43] and
Wolfson [42]. In particular, the second author defines two Lie n-groupoids to be
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“Morita equivalent” if they are connected by a span of hypercovers. Wolfson’s
work on n-bundles is also quite relevant here: he generalizes aspects of Behrend
and Getzler’s machinery to the context of Lie n-groupoids, but he did not require
an explicit presentation of their homotopy theory.
1.1. Summary of main results. In Theorem 7.1, we show that Lie n-groupoids
form what we call—for lack of better terminology—an “incomplete category of
fibrant objects” (iCFO) for a homotopy theory. Just like in a category of fibrant
objects, an iCFO is equipped with two important classes of morphisms: weak equiv-
alences and fibrations, and as usual, the morphisms which lie in the intersection
of the two are called acyclic fibrations. The axioms of an iCFO (Def. 2.1) are
identical to those of a CFO, except we do not assume the existence of pullbacks—
even along fibrations. We define the weak equivalences of Lie n-groupoids to be
those smooth simplicial morphisms which correspond, via the Yoneda embedding,
to “stalkwise weak equivalences” between the associated simplicial sheaves. Stalk-
wise weak equivalences (Def. 5.1) are a natural choice for weak equivalences between
simplicial sheaves, appearing in the work of Brown [5], and specifically in diffeo-
geometric contexts in the work of Dugger [11], Nikolaus, Schreiber, and Stevenson
[29], and Freed and Hopkins [14]
The fibrations in our iCFO structure for Lie n-groupoids are the “Kan fibrations”
(Def. 3.3) introduced by Henriques. The acyclic fibrations are, by definition, those
Kan fibrations which are also stalkwise weak equivalences. However, we show in
Prop. 6.7 and Prop. 6.12 that any morphism which is both a Kan fibration and a
stalkwise weak equivalence is a hypercover (Def. 6.1). This is because the category
of Banach manifolds can be given the structure of what we call a “locally stalkwise
pretopology” (Def. 6.5). This is a diffeo-geometric result, and relies on the fact
that the inverse function theorem holds for Banach manifolds. And so the acyclic
fibrations in our iCFO structure are precisely the hypercovers, just like in the work
of Behrend and Getzler. Hence, using their results, we demonstrate in Sec. 7.3 that
the weak equivalences between Lie n-groupoids can be characterized completely
by combinatorial data that only involves maps between Banach manifolds. No
reference to simplicial sheaf theory is actually needed.
One advantage of defining the weak equivalences to be stalkwise weak equiva-
lences is that it allows us to connect to the homotopy theory of Lie n-algebras,
via Henriques’ integration functor, in a straightforward way. We can give a rather
concise proof that the integration of a L∞ quasi-isomorphism is a stalkwise weak
equivalence (Thm. 9.15).
This is, in fact, only a part of a much stronger result. The first author has shown
in a companion paper [36] that the category of finite type Lie n-algebras admits
a CFO structure that, roughly speaking, lifts the projective model structure on
non-negatively graded chain complexes. In particular, the weak equivalences are
precisely the L∞ quasi-isomorphisms, and the fibrations are those L∞-morphisms
whose linear term is surjective in all positive degrees. We summarize this result
in Thm. 8.3 of the present paper. Furthermore, in Remark 8.4, we use some pre-
liminary results concerning the differentiation of Lie ∞-groups to explain why this
notion of fibration between Lie n-algebras is the “correct” one for our applications.
It turns out that not every fibration of Lie n-algebras integrates to a Kan fibration
(Remark 9.11). So the integration functor is not an exact functor, in the usual sense
of homotopical algebra. However, in Def. 2.8, we introduce the notion of a functor
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being exact with respect to a class of distinguished fibrations. This is a mild and
controllable generalization, and it provides us with a useful way to compare iCFOs.
Indeed, Thm. 9.16 demonstrates that integration is compatible with a substantial
amount of the iCFO structure. More precisely, we show that Henriques’ integration
functor is exact with respect to the class of so-called “quasi-split fibrations”. This
class of fibrations includes all acyclic fibrations, as well as the fibrations which
naturally arise in the construction of the string Lie 2-algebra. We interpret this
result as step one of a larger project in progress whose goal is to prove an analog
of “Lie’s Second Theorem” for Lie n-groups and Lie n-algebras.
1.2. Outline of paper. Throughout, we try to write for a somewhat broader audi-
ence, which could include, for example, readers from differential/Poisson geometry
with interests in both Lie groupoid theory and L∞-algebras. We attempt a self-
contained presentation, within reason, and use only a minimal amount of technical
machinery. We recognize that some of the auxiliary results presented here can
reside in a more general framework well known to experts in abstract homotopy
theory.
We begin in Section 2, where we give the axioms for an incomplete category
of fibrant objects (iCFO) for a homotopy theory. We show that many of the nice
properties which hold for CFOs also hold for iCFOs. For example, we show that
the mapping space between two objects in the Dwyer-Kan simplicial localization
of a small iCFO, equipped with functorial path objects and functorial pullbacks of
acyclic fibrations, can be described as the nerve of a category of spans. We also
introduce in this section the notion of an functor being exact with respect to a
class of distinguished fibrations. Such a functor has many of the same properties
as an exact functor between CFOs. The main difference is that the functor is
only required to preserve those fibrations contained in a distinguished subclass of
fibrations in the source category.
In Section 3, we recall the definitions of an n-groupoid object and a Kan fibra-
tion in a large category (such as the category of Banach manifolds) equipped with
a “pretopology”. Many of the basic constructions in this section and throughout
the paper require taking limits in this category which a priori do not exist. Hence,
limits must be treated as limits of sheaves, and then shown to be representable.
Furthermore, we later on define weak equivalences between n-groupoids in terms
of the simplicial Yoneda embedding. We therefore need to deal with sheaves over
large categories. To resolve any set-theoretical problems, we employ the standard
workaround by passing to a larger Grothendieck universe. In theory, this could in-
troduce a dependence on this “enlargement” (e.g., see [40]). So we show explicitly in
Appendix B that, for the case of Lie n-groupoids, all of our results are independent
of choice of Grothendieck universe.
In Section 4, we recall the notion of “points” for categories of sheaves, which
generalize the notion of stalks. In particular, we consider a collection of points
for sheaves over the category of Banach manifolds, which generalizes those found
in the literature (e.g., [11, 29] ) for finite-dimensional manifolds. We also collect
in this section some useful results regarding matching objects and various notions
of epimorphisms and surjections for pretopologies equipped with a collection of
points. We use these notions in Section 5 to define stalkwise weak equivalences
between n-groupoids. We also show in this section that any morphism between n-
groups (reduced n-groupoids) which induces an isomorphism of the corresponding
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simplicial homotopy group sheaves (in the sense of Joyal [21] and Henriques [17])
is a stalkwise weak equivalence. We use this result in Section 9 where we consider
the integration L∞ quasi-isomorphisms.
The definition of hypercover is recalled in Section 6, and we introduce the notion
of a category equipped with a “locally stalkwise pretopology”. We show that the
category of Banach manifolds equipped with the surjective submersion pretopology
is an example. In Section 7, we prove ∞-groupoids in a category equipped with a
locally stalkwise pretopology form an iCFO. We note that this proof can be easily
refined to show that n-groupoids for finite n also have an iCFO structure. We also
demonstrate in this section that the weak equivalences for this iCFO structure can
be described without the need of simplicial sheaves, in analogy with a result of
Behrend and Getzler.
In Section 8, we recall from [36] the CFO structure on the category of finite type
Lie n-algebras. We also summarize a number of technical results from [36] con-
cerning: the “strictification” of fibrations between Lie n-algebras, the properties of
Maurer-Cartan sets, and the decomposition of Postnikov towers. We also introduce
the notion of a quasi-split fibration between Lie n-algebras, and we provide some
motivating examples.
Finally, in Section 9 we extend Henriques’ results on the integration of Postnikov
towers of Lie n-algebras. We use these to show that the integration of a quasi-split
fibration is a Kan fibration, and that the integration of a L∞ quasi-isomorphism
is a stalkwise weak equivalence. We conclude with Theorem 9.16, which is our
main result: The integration functor is exact with respect to the class of quasi-split
fibrations.
1.3. Acknowledgments. The authors gratefully thank Ezra Getzler for many
helpful conversations, and especially for sharing an early version of his preprint
with Kai Behrend. CLR thanks Dave Carchedi for helpful discussions. The au-
thors also wish to thank an anonymous referee for their suggestions on improving
the exposition and strengthening the results of this work.
Parts of this paper were written during CLR’s stay at the Mathematical Research
Institute of the University of Melbourne (MATRIX). He thanks the institute and
the organizers of the 2016 Higher Structures in Geometry and Physics program
for their hospitality and support. CLR acknowledges support by an AMS-Simons
Travel Grant, and both authors acknowledge support by the DFG Individual Grant
(ZH 274/1-1) “Homotopy Lie Theory”.
2. Incomplete categories of fibrant objects
In this section, we introduce a slight generalization of Brown’s definition for a
category of fibrant objects (CFO) for a homotopy theory [5, Sec. 1]. In particular,
we do not assume the existence of certain limits in the underlying category, hence
the term “incomplete”. This is reasonable given our applications to ∞-groupoid
objects in diffeo-geometric categories. We note that other variations on weakening
Brown’s axioms have already appeared in the literature, for example Horel’s “partial
Brown categories” [18]. (See Ex. 2.10 below.)
Definition 2.1. Let C be a category with finite products and terminal object ∗ ∈ C
equipped with two classes of morphisms calledweak equivalences and fibrations.
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A morphism which is both a weak equivalence and a fibration is called an acyclic
fibration. We say C is an incomplete category of fibrant objects (iCFO) iff:
(1) Every isomorphism in C is an acyclic fibration.
(2) The class of weak equivalences satisfies “2 out of 3”. That is, if f and g are
composable morphisms in C and any two of f, g, g◦f are weak equivalences,
then so is the third.
(3) The composition of two fibrations is a fibration.
(4) If the pullback of a fibration exists, then it is a fibration. That is, if Y
g
−→
Z
f
←− X is a diagram in C with f a fibration, and if X ×Z Y exists, then
the induced projection X ×Z Y → Y is a fibration.
(5) The pullback of an acyclic fibration exists, and is an acyclic fibration. That
is, if Y
g
−→ Z
f
←− X is a diagram in C with f an acyclic fibration, then the
pullback X ×Z Y exists, and the induced projection X ×Z Y → Y is an
acyclic fibration.
(6) For any object X ∈ C there exists a (not necessarily functorial) path
object, that is, an object XI equipped with morphisms
X
s
−→ XI
(d0,d1)
−−−−→ X ×X,
such that s is a weak equivalence, (d0, d1) is a fibration, and their composite
is the diagonal map.
(7) All objects of C are fibrant. That is, for any X ∈ C the unique map X → ∗
is a fibration.
Remark 2.2. The only difference between the above and the original definition of
Brown is axiom (4). Brown requires that the pullback of a fibration always exists.
2.1. Factorization. An important feature of a category of fibrant objects is Brown’s
factorization lemma in [5, Sec. 1]. The factorization lemma also holds for any iCFO.
Let Y I be a path object for an object Y in an iCFO C. Since Y → ∗ is a fibration,
Def. 2.1 implies that the projections πi : Y × Y → Y are fibrations. Hence, the
morphisms di : Y
I → Y are also fibrations. Moreover, since dis = idY , and s is a
weak equivalence, the maps di are acyclic fibrations. Thus we have proven
Lemma 2.3. The projection di : Y
I → Y is an acyclic fibration for i = 0, 1.
The proof of the next lemma is identical to the analogous lemma for categories
of fibrant objects. Indeed, the proof does not require the existence of pullbacks
along arbitrary fibrations.
Lemma 2.4. If C is an iCFO and f : X → Y is a morphism in C, then f can be
factored as f = p ◦ i, where p is a fibration, and i is a weak equivalence which is a
section (right inverse) of an acyclic fibration.
Proof. Let Y I be a path object for Y . Lemma 2.3 implies that the pullbackX×Y Y
I
of the diagram
X
f
−→ Y
d0←− Y I
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exists, and hence the projection pr1 : X ×Y Y
I → X is an acyclic fibration. Com-
bining this fact with the commutative diagram
X
id

sf
// Y I
d0

X
f
// Y
implies that pr1 has a right inverse
i : X → X ×Y Y
I
which is necessarily a weak equivalence. Moreover, if p : X ×Y Y
I → Y is the
composition
X ×Y Y
I pr2−−→ Y I
d1−→ Y.
then
f = p ◦ i.
To show that p is a fibration, we observe that X ×Y Y
I is also the pullback of the
diagram
X ×Y Y
I Y I
X × Y Y × Y
pr2
(pr1, p) (d0, d1)
(f, idY )
Since (d0, d1) is a fibration, (pr1, p) is a fibration. Since the projection X × Y → Y
is a fibration (indeed Y is fibrant), it follows that p is also a fibration.

One simple fact which follows from the factorization lemma is that every weak
equivalence in an iCFO yields a span of acyclic fibrations. Also, just like in the case
with a CFO [3, Lemma 1.3], the weak equivalences in an iCFO are determined by
the acyclic fibrations.
Proposition 2.5.
(1) If f : X → Y is a weak equivalence in an iCFO then there exists a span of
acyclic fibrations X ← Z → Y .
(2) A morphism f : X → Y in an iCFO is a weak equivalence if and only if it
factors as f = p ◦ i, where p is an acyclic fibration, and i is a section of an
acyclic fibration.
Proof. If f is a weak equivalence, then factor f = p ◦ i as in Lemma 2.4. Since f
and i are weak equivalences, p is an acyclic fibration. Hence, the legs of the span
X
pr1←−− X ×Y Y
I p−→ Y
are acyclic fibrations. 
Remark 2.6. Spans of acyclic fibrations are analogous to the notion of Morita
equivalence between Lie groupoids. Indeed, in [43, Def. 2.12], two Lie n-groupoids
are considered “Morita equivalent” iff they are connected by a span of maps called
hypercovers, which we consider in Sec. 6. We will see in Sec. 7 that hypercovers
are the acyclic fibrations in the iCFO structure for Lie n-groupoids.
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Next, we provide a working definition for the notion of an exact functor between
iCFOs, which is well suited for the applications we have in mind.
Definition 2.7. Let C be an iCFO and denote by fib(C) the class of fibrations
of C. A class of fibrations S ⊆ fib(C) is distinguished iff S contains all acyclic
fibrations and all morphisms into the terminal object of C.
Every iCFO has two obvious classes of distinguished fibrations: the class of
all fibrations Smax = fib(C), and the class Smin which only contains the acyclic
fibrations and the morphisms into the terminal object.
Definition 2.8. Let C be an iCFO and S a subclass of distinguished fibrations of
C. A functor F : C→ C′ between iCFOs is a (left) exact functor with respect
to S iff
(1) F preserves the terminal object and acyclic fibrations,
(2) F maps every fibration in S to a fibration in C′, and
(3) any pullback square in C of the form
P X
Z Y
f
with f a fibration in S, is mapped by F to a pullback square in C′.
Before we give a few examples of such functors, we note the following simple
lemma:
Lemma 2.9. Let F : C → C′ be an exact functor with respect to a class S. Then
F preserves finite products and weak equivalences.
Proof. It follows from Def. 2.7 and axiom 3 above that F preserves finite products.
If f : X → Y is a weak equivalence in C, then Lemma 2.4 implies that f = p ◦ i,
where p is an acyclic fibration and i is a right inverse of an acyclic fibration. Since
F preserves acyclic fibrations, it follows that F (f) is a weak equivalence. 
Example 2.10.
(1) Let F : C → C′ be a functor between categories of fibrant objects (CFOs).
Then F is an exact functor between CFOs in the usual sense (Def. 2.3.3
[7]) if and only if F is exact with respect to the class Smax.
(2) An iCFO equipped with a functorial path object (see Sec. 2.2.1) has the
structure of a “partial Brown category” (PBC), a notion introduced by
Horel in [18, Rmk. 2.4, Prop. 2.6]. Following Horel’s definition of an exact
functor between PBCs [18, Def. 2.5], we say a functor between iCFOs is
partially exact iff it sends weak equivalences to weak equivalences, acyclic
fibrations to acyclic fibrations, and pullbacks of acyclic fibrations to pull-
backs. In contrast with the first example, a product preserving functor
F : C → C′ between iCFOs is partially exact if and only if F is exact with
respect to the class Smin.
(3) In our main application, Thm. 9.16, we show that the integration functor
from finite type Lie n-algebras to Lie ∞-groupoids is exact with respect to
a class of distinguished fibrations called “quasi-split fibrations” (Def. 8.6),
which lies properly between Smin and Smax.
10 CHRISTOPHER L. ROGERS AND CHENCHANG ZHU
2.2. Simplicial localization. In this section, we show that in certain cases the
simplicial localization (or underlying∞-category) of a small incomplete category of
fibrant objects has a simple description in terms of the nerve of a category of spans.
An example is a small category of ∞-groupoids equipped with the iCFO structure
described in Sec. 7. In particular, the simplicial localization of the category of Lie
n-groupoids is discussed in Sec. 7.2.1, and this will be useful for our future work
concerning the higher category theory of Lie ∞-groupoids.
Recall that for any small category C and a wide subcategory W of weak equiva-
lences, one may associate to it a simplicial category LWC (i.e., a category enriched
in simplicial sets) via the Dwyer-Kan simplicial localization, or “hammock localiza-
tion” [13]. The simplicial category LWC has the same objects as C and is universal
with respect to the property that weak equivalences in W are homotopy equiva-
lences in LWC. In particular, π0LWC, the category whose objects are those of C,
and whose hom-sets are
π0
(
MapLWC(X,Y )
)
, ∀X,Y ∈ C,
is equivalent to the usual localization C[W−1], the category obtained by formally
inverting the morphisms in W.
The mapping space MapLWC(X,Y ) is the direct limit of nerves of categories
[13, Prop. 5.5]. Dwyer and Kan showed that when C is a model category with
functorial factorizations, MapLWC(X,Y ) can be described more simply, up to weak
homotopy equivalence, as the nerve of a single category of spans (e.g., Prop. 8.2
in [13] and subsequent corollaries). Weiss [41] later showed that Dwyer and Kan’s
proof extends to the case when C is a Waldhausen category (i.e. a category with
cofibrations and weak equivalences) equipped with both a cylinder functor, and
canonical pushouts of cofibrations. Roughly speaking, the “opposite” of Weiss’s
argument is spelled out in detail for CFOs in the work of Nikolaus, Schreiber, and
Stevenson [29, Thm. 3.61]. As we show below, an analogous result holds for iCFOs.
2.2.1. Functorial path objects and pullbacks. In this section, weak equivalences and
fibrations will be denoted by X
∼
−→ Y and X ։ Y , respectively. Furthermore, in
this section, C will denote a small incomplete category of fibrant objects equipped
with:
• functorial path objects: An assignment of a path object XI to each
object X ∈ C and to each f : X → Y , a morphism f I : XI → Y I such that
the following diagram commutes:
X XI X ×X
Y Y I Y × Y
s
∼
s
∼
f fI (f, f)
(d0, d1)
(d0, d1)
• functorial pullbacks of acyclic fibrations: An assignment to each di-
agram of the form X
f
−→ Y
g
←− Z, in which g is an acyclic fibration, a
universal cone X
g˜
←− X ×Y Z
f˜
−→ Z (which exists via the iCFO axioms,
and in which g˜ is necessarily an acyclic fibration). The universal property
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implies that to each commutative diagram:
X Y Z
X ′ Y ′ Z ′
f
f ′
α β γ
g
∼
g′
∼
in which the right horizontal morphisms are acyclic fibrations, we obtain a
unique commutative diagram
X X ×Y Z Z
X ′ X ′ ×Y ′ Z
′ Z ′
f˜
f˜ ′
α γ
g˜
∼
g˜′
∼
in which the left horizontal morphisms are acyclic fibrations.
Functorial path objects and pullbacks as above provide an iCFO with functorial
factorizations in the sense of [34, Def. 12.1.1].
Proposition 2.11. Let C be an iCFO with functorial path objects and functorial
pullbacks of acyclic fibrations. Then each morphism f : X → Y in C can be canon-
ically factored as
X
if
−→ X ×Y Y
I pf−→ Y
where pf is a fibration and if is a right inverse of an acyclic fibration. Moreover,
this factorization is natural: Given a commutative diagram
X Y
X ′ Y ′
f
f ′
α β
there exists a unique morphism γ : X×Y Y
I → X ′×Y ′ Y
′I such that the diagram
X X ×Y Y
I Y
X ′ X ′ ×Y ′ Y
′I Y ′
if
∼
if′
∼
α γ β
pf
pf′
commutes.
Proof. One simply repeats the proof of the factorization lemma for an iCFO (Lemma
2.4) using the functorial path objects and pullbacks. 
2.2.2. Categories of spans in C. Denote by Wf ⊆ W ⊆ C the subcategories of C
consisting of acyclic fibrations and weak equivalences, respectively. For each pair
of objects X,Y ∈ C we denote by CW−1f (X,Y ) (respectively, CW
−1(X,Y )) the
category whose objects are spans in C of the form
X ← C → Y
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in which the left arrow is an acyclic fibration (respectively, weak equivalence), and
whose morphisms are commutative diagrams of the form
C
X Y
C′
f
f ′
g
g′
∼
in which the vertical arrow is a weak equivalence.
We will also need generalizations of the above categories of spans. In what
follows, we use Dwyer and Kan’s notation for “hammock graphs” [13, Sec. 5.1].
Let w be a word of length n ≥ 1 consisting of letters {C,W,W−1,Wf
−1}. For each
pair of objects X,Y ∈ C we denote by w(X,Y ) the category whose objects are
diagrams in C of the form
X C1 C2 · · · Cn−1 Y
f0 f1 f2 fn−2 fn−1
in which the morphism fi goes to the right and is in C (resp. W) iff the (n − i)th
letter in w is C (resp. W). Otherwise, the morphism fi goes to the left and is in W
(resp. Wf) iff the (n− i)th letter in w is W
−1 (resp. Wf
−1). Morphisms in w(X,Y )
are commuting diagrams in which all vertical arrows are weak equivalences.
Proposition 2.12. Let X,Y be objects of C. The inclusion functors
CWf
−1(X,Y )
ι
→֒ CW−1(X,Y )
WWf
−1(X,Y )
ι
→֒WW−1(X,Y )
induce simplicial homotopy equivalences between the corresponding nerves
NCWf
−1(X,Y )
≃
−→ NCW−1(X,Y ), NWWf
−1(X,Y )
≃
−→ NWW−1(X,Y )
Proof. We use the fact that a natural transformation between functors induces a
homotopy between the corresponding simplicial maps between nerves. Denote by
F : CW−1(X,Y )→ CWf
−1(X,Y ) the functor which assigns to a span of the form
X C Y
f
∼
g
an object in CWf
−1(X,Y ) via the following. First, apply the functorial factorization
(Prop. 2.11) to the morphism (f, g) : C → X × Y to obtain
C C′ X × Y
i
∼
p
Then composing the fibration p with the projections gives a span of fibrations:
(2.1)
X C′ Y
f ′ g′
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along with a commutative diagram
(2.2)
C
X Y
C′
f
∼
g
i
∼
f ′ g′
which, combined with the “2 out of 3” axiom implies that f ′ is an acyclic fibration.
Hence, the diagram (2.1) is an object of CWf
−1(X,Y ). It is easy to see that
this assignment is indeed functorial, due to the use of functorial factorizations.
Moreover, the weak equivalence i in the diagram (2.2) gives natural transformations
idCW−1(X,Y ) → ι ◦ F, idCWf−1(X,Y ) → F ◦ ι
Hence, Nι : NCWf
−1(X,Y )→ NCW−1(X,Y ) is a homotopy equivalence. To show
NWWf
−1(X,Y )
≃
−→ NWW−1(X,Y ) is a homotopy equivalence, we observe that
the restriction of the functor F to the subcategory WW−1(X,Y ) has as its target
WWf
−1(X,Y ), thanks to the commutative diagram (2.2) and the “2 out of 3”
axiom. 
2.2.3. C admits a homotopy calculus of right fractions. In the terminology of [13,
Sec. 5.1], the k-simplices in NCW−1(X,Y ) are hammocks between X and Y of
width k and type CW−1. There is simplicial map (i.e., the reduction map)
r : NCW−1(X,Y )→ MapLWC(X,Y )
sending such a hammock to a reduced hammock, in the sense of [13, Sec. 2.1]. The
main theorem of this section is:
Theorem 2.13. Let C be a small incomplete category of fibrant objects with func-
torial path objects and functorial pullbacks of acyclic fibrations. Then for all objects
X,Y of C, the maps
(2.3) NCWf
−1(X,Y )
Nι
−−→ NCW−1(X,Y )
r
−→ MapLWC(X,Y )
are weak homotopy equivalences of simplicial sets.
Prop. 2.12 implies, of course, that the first map in (2.3) is a weak homotopy
equivalence. To prove Thm. 2.13, we just need to show that the reduction map
is a weak equivalence. We do this by showing that C admits a homotopy calculus
of right fractions. Then our result will follow from a result of Dwyer and Kan [13,
Prop. 6.2].
Let i, j ≥ 0 be integers. Given objects X,Y ∈ C there is functor
(2.4)  : Ci+jW−1(X,Y )→ CiW−1CjW−1(X,Y )
which sends a diagram of the form
X C1 C2 · · · Cj Cj+1 · · · Ci+j Y
f1 f2 fj fj+1 fi+jf0
∼
to the diagram
X C1 C2 · · · Cj Cj+1 Cj+1 · · · Ci+j Y
f1 f2 fj fj+1 fi+jf0
∼
id
∼
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We abuse notation and denote by  : Wi+jW−1(X,Y )→WiW−1WjW−1(X,Y ) the
restriction of (2.4) to the subcategoryWi+jW−1(X,Y ). We recall [13, Sec. 6.1] that
the pair (C,W) admits a homotopy calculus of right fractions iff the induced
maps on nerves
NCi+jW−1(X,Y )
N
−−→ NCiW−1CjW−1(X,Y ),
NWi+jW−1(X,Y )
N
−−→ NWiW−1CjW−1(X,Y )
are weak homotopy equivalences for all i, j ≥ 0 and objects X,Y ∈ C.
Proof of Thm. 2.13. We show (C,W) admits a homotopy calculus of right fractions
by adopting the strategy used by Nikolaus, Schreiber, and Stevenson to prove their
Thm. 3.61 in [29]. First, we observe that the proof of Prop. 2.12 can be easily
generalized to show that the inclusions of subcategories
CiWf
−1 ι→֒ CiW−1, WiWf
−1 ι→֒WiW−1(2.5)
and
CiWf
−1CjWf
−1 ι→֒ CiW−1CjW−1, WiWf
−1WjWf
−1 ι→֒WiW−1WjW−1(2.6)
induce homotopy equivalences on the corresponding nerves. Next, we consider the
restriction of the functor (2.4)  : Ci+jW−1(X,Y ) → CiW−1CjW−1(X,Y ) to the
following subcategories:
(2.7) Ci+jWf
−1(X,Y )

−→ CiWf
−1CjWf
−1(X,Y ),
and
(2.8) Wi+jWf
−1(X,Y )

−→WiWf
−1WjWf
−1(X,Y ).
Let F : CiWf
−1CjWf
−1(X,Y ) → Ci+jWf
−1(X,Y ) be the functor that assigns to
the diagram
X C1 C2 · · · Cj Cj+1 Cj+2 · · · Ci+j+1 Y
f1 f2 fj fj+2 fi+j+1f0
∼
fj+1
∼
a diagram
X D1 D2 · · · Di+j Y
g1 g2 gi+jg0
∼
obtained by taking the iterated pullback of the acyclic fibration fj+1:
(2.9)
C′2 C
′
3 · · · C
′
j−1 C
′
j C
′
j+1 Cj+2 · · ·
X C1 C2 · · · Cj−2 Cj−1 Cj Cj+1
f0
◦
f˜1
f ′2 f
′
3
f ′j−1 f
′
j f
′
j+1 fj+2
f1 f2 fj−2 fj−1 fjf0
∼
fj+1
∼
f˜j
∼
f˜j−1
∼
f˜j−2
∼
f˜2
∼
f˜1
∼
Hence, Dk := C
′
k+1 if k ≤ j, otherwise Dk := Ck+1. And g0 := f0 ◦ f˜1,
gk := f
′
k+1 if 1 ≤ k ≤ j, otherwise gk := fk+1. Note F is indeed a functor, since
all the pullbacks in (2.9) are functorial. Furthermore, if all the fk are morphisms
in W, then so are the gk by the 2 out of 3 axiom. Hence F restricts to a functor
WiWf
−1WjWf
−1(X,Y )→Wi+jWf
−1(X,Y )
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There is a natural transformation F ◦ → idCi+jWf−1(X,Y ), where  is the functor
(2.7), whose components are all identity morphisms. Indeed, if fj+1 = idCj+1 in the
diagram (2.9), then f˜k = idCk−1 for all k ≥ 1. There is also a natural transformation
◦F → idCiWf−1CjWf−1(X,Y ) whose components are the vertical maps in the following
diagram:
(2.10)
C′2 C
′
3 · · · C
′
j+1 Cj+2 Cj+2 Cj+3 · · ·
X C1 C2 · · · Cj Cj+1 Cj+2 Cj+3 · · ·
f ′2 f
′
3
f ′j+1 fj+2
f1 f2 fj fj+2
f0
◦
f˜1
id
∼
fj+1
∼
f0
∼
f˜1
∼
f˜2
∼
f˜j
∼
fj+1
∼
id id
The existence of these natural transformations implies that the functors (2.7)
and (2.8) induce homotopy equivalences on the corresponding nerves. Combining
these with functors (2.5), (2.6) and then taking the nerve, gives us commutative
diagrams of simplicial sets.
NCi+jWf
−1 NCiWf
−1CjWf
−1
NCi+jW−1 NCiW−1CjW−1
N
∼
Nι
∼
Nι
∼
N
NWi+jWf
−1 NWiWf
−1WjWf
−1
NWi+jW−1 NWiW−1WjW−1
N
∼
Nι
∼
Nι
∼
N
By 2 out of 3, the bottom horizontal morphisms in these diagrams are weak equiv-
alences of simplicial sets. Therefore, (C,W) admits a homotopy calculus of right
fractions. 
3. Higher groupoids and Kan fibrations
In this section, we recall Henriques’ definition [17] of a higher groupoid object
in a (large) category M equipped with a pretopology T .
3.1. Preliminaries and notation. If M is a small category, we denote by PSh(M)
the category of presheaves on M. The functor y : M → PSh(M), X 7→ yX =
homM(−, X) denotes the Yoneda embedding, which identifies objects in M with the
representable presheaves.
We denote by sM the category of simplicial objects in M, i.e. the category of
contravariant functors ∆→ M, where ∆ is the category of finite ordinals
[0] = {0}, [1] = {0, 1}, . . . , [n] = {0, 1, . . . , n}, . . . ,
with order-preserving maps. In particular, sSet is the category of simplicial sets.
For m ≥ 0, the simplicial sets ∆m and ∂∆m are the simplicial m-simplex and its
boundary, respectively:
(∆m)n = {f : (0, 1, . . . , n)→ (0, 1, . . . ,m) | f(i) ≤ f(j) for all i ≤ j},
(∂∆m)n =
{
f ∈ (∆m)n
∣∣ {0, . . . ,m} * {f(0), . . . , f(n)}}.
For m > 0 and 0 ≤ j ≤ m, the horn Λmj is the simplicial set obtained from the
m-simplex ∆m by taking away its interior and its jth face:
(Λmj )n =
{
f ∈ (∆m)n
∣∣ {0, . . . , j − 1, j + 1, . . . ,m} * {f(0), . . . , f(n)}}.
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3.2. Pretopologies. An n-groupoid in M is special kind of simplicial object in M.
The precise definition requires us to equip M with extra structure, which also allows
us to define sheaves on M.
Definition 3.1. Let M be a category with coproducts and a terminal object ∗. A
pretopology on M is a collection T of arrows, called covers, with the following
properties:
(1) isomorphisms are covers;
(2) the composite of two covers is a cover;
(3) pullbacks of covers are covers; more precisely, for a cover U → X and an
arrow Y → X , the pull-back Y ×X U exists in M and the canonical map
Y ×X U → Y is a cover;
(4) for any object X ∈ M, the map X → ∗ is a cover.
What we call a pretopology is called a “singleton Grothendieck pretopology” in
[43], and was first defined in [17, Def. 2.1]. Every pretopology in our sense gives a
Grothendieck pretopology in the classical sense.
Let (M, T ) be a category equipped with a pretopology. A presheaf F ∈ PSh(M)
is a sheaf if and only if for every cover U → X , F (X) is the equalizer of the diagram
F (U)⇒ F (U ×X U).
We denote by Sh(M) ⊆ PSh(M) the full subcategory of sheaves on (M, T ). A
pretopology is subcanonical iff every representable presheaf is a sheaf. In this
paper, all pretopologies are assumed to be subcanonical.
Also, we will never assume M has limits. Therefore, we take limits of diagrams
in M by first showing that the limit of the corresponding diagram in Sh(M) of
representable presheaves is representable, and then using the fact that the functor
y preserves limits.
3.3. Pretopologies for Banach manifolds. We denote by Mfd the category
whose objects are Banach manifolds, in the sense of [25, Ch 2.1], and whose mor-
phisms are smooth maps. (We could also consider Cr maps as well.) A morphism
f : X → Y between manifolds is a submersion iff for all x ∈ X , there exists an
open neighborhood Ux of x, an open neighborhood Vf(x) of f(x), and a local section
σ : Vf(x) → Ux of f at x. That is, σ is a morphism in Mfd such that f ◦ σ = id and
σ(f(x)) = x. Note that we may always take Ux to be the connected component of
of f−1(Vf(x)) containing x.
It is a result of Henriques ([17, Cor. 4.4]), that the collection Tsubm of surjective
submersions is a subcanonical pretopology for the category Mfd.
Remark 3.2. Another example of a subcanonical pretopology on Mfd is the pre-
topology of open covers Topen. Since every cover in the surjective submersion pre-
topology can be refined by a cover in the pretopology of open covers (see Example
B.6), every sheaf on (Mfd, Topen) is also a sheaf on (Mfd, Tss) and vice versa. See
also [30, Prop. 2.17].
Examples of subcanonical pretopologies for other categories of geometric interest
can be found in Table 1 of [43].
3.3.1. Technicalities involving large categories. Strictly speaking, the categories
Sh(M) and PSh(M) are not well-defined if M is not small. In our main example of
interest, M will be the large category of Banach manifolds, so we will need a good
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theory of sheaves over a large category. The set-theoretic technicalities involved
with sheaves over large categories can be subtle. For example, the sheafification
functor may not be well-defined for presheaves over a large site since a priori it
requires taking colimits over proper classes. The standard workaround is to use
Grothendieck universes, and in particular, to appeal to the Universe Axiom, that
allows one to take colimits in an ambient larger universe in which classes are sets.
However, this larger universe is by no means canonical, and the resulting colimit
may very well depend on the choice of larger universe. See [40] for such an example
involving sheaves for the fpqc topology in algebraic geometry.
We show in Appendix B that all results in this paper are independent of choice
of universe, provided our pretopology T on the large category M admits what we
call a “small refinement” (Def. B.5). Indeed, an example of such a pretopology is
the surjective submersion pretopology on the category of Banach manifolds. (See
Example B.6.)
From here on, we always assume that the pretopology being considered admits a
small refinement. This allows the reader to ignore all set-theoretic issues, and treat
(M, T ) as if it was a pretopology on a small category.
3.4. Kan fibrations and higher groupoids in (M, T ). Here we recall Henriques’
definition of Kan fibration and n-groupoid, which is based on the work of Duskin
[12] and Glenn [16]. Let (M, T ) be a category equipped with a pretopology. In
what follows, if K is a simplicial set and X is a simplicial object in M, then we
denote by Hom(K,X) the sheaf
(3.1) Hom(K,X)(U) := homsM(K ⊗ U,X)
where K ⊗U is the simplicial object (K ⊗U)n :=
∐
Kn
U . (See Prop. 4.5 for other
characterizations of this sheaf.) Note that Hom(K,X) may not be representable.
More generally, suppose i : A→ B is a map between simplicial sets and f : X →
Y is a morphism of simplicial objects in M. Denote by
(3.2) Hom(A
i
−→ B,X
f
−→ Y ) := Hom(A,X)×Hom(A,Y ) Hom(B, Y );
the sheaf which assigns to an object U ∈ M the set of commuting squares in sM of
the form
A⊗ U X
B ⊗ U Y
i f
There is a canonical map
Hom(B,X)
(i∗,f∗)
−−−−→ Hom(A→ B,X → Y )
induced by pre and post composition with i : A→ B and f : X → Y , respectively.
Definition 3.3 (Def. 2.3 [17]). Amorphism f : X → Y of simplicial objects in a cat-
egory equipped with a pretopology (M, T ) satisfies the Kan condition Kan(m, j)
iff the sheaf Hom(Λmj → ∆
m, X → Y ) is representable and the canonical map (i.e.,
the horn projection)
(3.3) Xm = Hom(∆
m, X)
(ι∗m,j,f∗)
−−−−−−→ Hom(Λmj
ιm,j
−−−→ ∆m, X
f
−→ Y )
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is a cover. The morphism f : X → Y satisfies the unique Kan condition
Kan!(m, j) iff the canonical map in (3.3) is an isomorphism. We say f : X → Y is
a Kan fibration iff it satisfies Kan(m, j) for all m ≥ 1, 0 ≤ j ≤ m.
Definition 3.4 (Def. 2.3 [17]). A simplicial object X ∈ sM is a higher groupoid
in (M, T ), or more precisely, an n-groupoid object in (M, T ) for n ∈ N ∪ {∞} iff
the unique morphism
X → ∗
satisfies the Kan condition Kan(m, j) for 1 ≤ m ≤ n, 0 ≤ j ≤ m, and the unique
Kan condition Kan!(m, j) for all m > n, 0 ≤ j ≤ m. An n-group object in (M, T )
is an n-groupoid object X , such that X0 = ∗, where ∗ is the terminal object in M.
In other words, X is an n-groupoid if the sheaf Hom(Λmj , X) is representable
and the restriction map
Hom(∆m, X)→ Hom(Λmj , X)
is a cover for all 1 ≤ m ≤ n, 0 ≤ j ≤ m and an isomorphism for all m > n,
0 ≤ j ≤ m.
3.5. Representability results. Now we record some useful tools for proving rep-
resentability. Similar results can be found in the work of Behrend and Getzler
[3], Wolfson [42], and Zhu [43]. What follows is reminiscent of the use of anodyne
extensions in simplicial sets.
Definition 3.5. The inclusion ι : S →֒ T of a simplicial subset S into a finitely
generated simplicial set T is a collapsible extension iff it is the composition of
inclusions of simplicial subsets
S = S0 →֒ S1 →֒ · · · →֒ Sl = T
where each Si is obtained from Si−1 by filling a horn. That is, for each i = 1, . . . , l,
there is a horn Λmj and a map Λ
m
j → Si−1 such that Si = Si−1 ⊔Λmj ∆
m. If
the inclusion of a point into a finitely-generated simplicial set T is a collapsible
extension, then we say T is collapsible. Similarly, we say ι : S →֒ T is a boundary
extension iff it is the composition of inclusions of simplicial subsets
S = S0 →֒ S1 →֒ · · · →֒ Sl = T
where each Si is obtained from Si−1 by filling a boundary. That is, for each i =
1, . . . , l, there is a m ≥ 0 and a map ∂∆m → Si−1 such that Si = Si−1 ⊔∂∆m ∆
m.
Collapsible extensions are called “expansions” in [42]. We follow the terminology
that appears in [26, Sec. 2.6]. (A more detailed study of these morphisms can be
found there.) Other examples of collapsible extensions are the “m-expansions” in
[3, Def. 3.7].
Clearly a collapsible extension is a boundary extension since the natural inclu-
sion Λnj → ∆
n can be decomposed into two boundary extensions Λnj → ∂∆
n → ∆n.
Also, if S →֒ T and T →֒ U are both collapsible extensions (or boundary exten-
sions), then so is their composition S →֒ U .
We have the following fact:
Lemma 3.6 (Lemma 2.44, [26]). The inclusion of any face ∆k → ∆n is a collapsi-
ble extension for 0 ≤ k < n.
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We will use the following two lemmas to solve most of the representability issues
in this paper. They are similar to Lemma 2.4 in [17].
Lemma 3.7. Let S →֒ T be a collapsible extension and let X be a higher groupoid
in (M, T ). If Hom(S,X) is representable, then Hom(T,X) is representable as well
and the restriction map Hom(T,X)→ Hom(S,X) is a cover.
Proof. Let S = S0 ⊂ S1 ⊂ · · · ⊂ Sl = T be a filtration as in Definition 3.5. Since
composites of covers are again covers, we may assume without loss of generality
that l = 1, i.e., T = S ∪Λn
j
∆n for some n, j. Note that the functor Hom(−, X)
(3.1) sends colimits of simplicial sets to limits of sheaves. Hence, we have
Hom(T,X) = Hom(S,X)×Hom(Λn
j
,X) Hom(∆
n, X).
Since X is a higher groupoid, Hom(∆n, X)→ Hom(Λnj , X) is a cover between rep-
resentable sheaves, and hence, the axioms of a pretopology imply that Hom(T,X)
is representable and that Hom(T,X)→ Hom(S,X) is a cover. 
Remark 3.8. In particular, if X is a k-groupoid for k <∞, and T = S∪Λn
j
∆n with
n > k, and Hom(S,X) is representable, then the proof of Lemma 3.7 implies that
Hom(T,X)→ Hom(S,X) is not just a cover, but an isomorphism.
The next lemma concerns the representability of the sheaf (3.2).
Lemma 3.9. Let S be a collapsible simplicial subset of ∆k, X a simplicial object
in M, and Y a higher groupoid in M. If f : X → Y is a morphism which satisfies
Kan(m, j) for all m < k and 0 ≤ j ≤ m, then the sheaf Hom(S →֒ ∆k, X
f
−→ Y ) is
representable.
Proof. First note that the statement is identical to that of [17, Lemma 2.4] except
that we do not require X0 = Y0 = ∗. So, we can proceed exactly as in the proof of
[17, Lemma 2.4], but with a different verification of the base case for the induction.
For this, we consider S0 = ∗ →֒ ∆
k and observe that the sheaf Hom(∗ →֒ ∆k, X
f
−→
Y ) is represented by the pullback X0×Y0 Yk in M, which exists in M since Lemmas
3.6 and 3.7. imply that Yk → Y0 is a cover. 
Remark 3.10. The horn Λnj ⊂ ∆
n is collapsible. Hence, if Y is a higher groupoid
and f : X → Y is a simplicial morphism satisfying the Kan condition Kan(m, j) for
1 ≤ m < n, then Lemma 3.9 implies that Hom(Λnj → ∆
n, X → Y ) is automatically
representable. Similarly, if X is a simplicial object and if X → ∗ satisfies the Kan
condition Kan(m, j) for 1 ≤ m < n, then Lemma 3.9 implies that Hom(Λnj , X) is
automatically representable.
4. Points for categories with pretopologies
We begin this section by considering certain functors called “points” for a cate-
gory equipped with a pretopology. This will allow us to make comparisons between
the homotopy theory of higher groupoid objects and that of simplicial sets. A point
can be thought of as a generalization of the functor which sends a sheaf on a space
to its stalk at a particular point. The notion originates in topos theory. See, for
example, [22, C.2.2, p. 555] and [28, VII.5].
We will not need all of the topos theory formalism here, so our presentation is
quite abbreviated and self-contained. Our motivation stems from the use of points
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in the homotopy theory of simplicial sheaves over the category of finite-dimensional
manifolds (e.g. [11, 29]).
Definition 4.1. Let (M, T ) be a category equipped with a pretopology.
(1) A point of (M, T ) is a functor
p : Sh(M)→ Set
which preserves finite limits and small colimits.
(2) A collection of points P of (M, T ) is jointly conservative iff a morphism
φ : F → G in Sh(M) is an isomorphism if and only if for all p ∈ P
p(φ) : p(F )→ p(G)
is an isomorphism of sets.
If X is a simplicial object in (M, T ) and p : Sh(M) → Set is a point, we denote
by pX the simplicial set
pXn := p(yXn)
4.1. Points for Banach manifolds. Our main example, the category of Banach
manifolds equipped with the pretopology of surjective submersions, admits a jointly
conservative collection of points. If we were only considering finite-dimensional
manifolds, then these points would be the same as those used in [11, Def. 3.4.6].
Let V ∈ Ban be a Banach space, and denote by BV (r) the open ball of ra-
dius r about the origin in V . Let (Mfd, Tsubm) denote the category of Banach
manifolds equipped with the surjective submersion pretopology, and denote by
pV : Sh(Mfd)→ Set the functor
(4.1) pV (F ) = colim
r→0
F (BV (r)).
Proposition 4.2.
(1) For every Banach space V , the functor pV : Sh(Mfd)→ Set preserves finite
limits and small colimits.
(2) The collection of points PBan := {pV | V ∈ Ban} is jointly conservative.
Proof. Since pV is a filtered colimit, it commutes with finite limits and small col-
imits. Now let φ : F → G be a morphism of sheaves such that for all V ∈ Ban
pV (φ) : pV F → pVG
is bijection. In particular, injectivity implies that if x ∈ F (BV (rx)) and y ∈
F (BV (ry)) such that pV (φ)(x¯) = pV (φ)(y¯), then there exists r ≤ rx and r ≤ ry
such that i∗xx = i
∗
yy, where ix : BV (r) → BV (rx) and iy : BV (r) → BV (ry) are the
inclusions.
We show φ : F → G is injective. Let M ∈ Mfd and x, y ∈ F (M) such that
φM (x) = φM (y). By the usual arguments, for each m ∈ M there exists an open
neighborhood Um of m, a Banach space Vm, a radius rm > 0 and a diffeomorphism
ψm : BVm(rm)
∼=
−→ Um such that ψm(0) = m. Hence, we have a cover
(4.2)
∐
m∈M
BVm(rm)
(im)
−−−→M,
where im : BVm(rm)→M is the composition of ψm with the inclusion. So for each
m ∈M
φBVm (rm)(i
∗
mx) = φBVm (rm)(i
∗
my)
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which implies
p∗Vm(φBVm (rm))(i
∗
mx) = p
∗
Vm(φBVm (rm))(i
∗
my).
Therefore, there exists a smaller ball BVm(r
′
m) ⊆ BVm(rm) such that the restrictions
of x and y to BVm(r
′
m) are equal. Since∐
m∈M
BVm(rm)
(im)
−−−→M
is a cover, and F is a sheaf, we conclude x = y.
Now we show φ : F → G is surjective. Let M ∈ Mfd and y ∈ G(M). We use
the cover (4.2) as before, so that i∗my ∈ G(BVm(rm)). Since pVmφ : pVmF → pVmG
is onto, there exists r′m ≤ rm and xm ∈ F (BVm(rm)) such that φ(xm) = j
∗
my
where jm : BVm(r
′
m)→M is the composition of im with the inclusion BVm(r
′
m) →֒
BVm(rm).
Consider the pullback W ×M W
p1
⇒
p2
W , where W is the cover
∐
m∈M BVm(r
′
m).
We claim p∗1
(
{xm}
)
= p∗2
(
{xm}
)
. Indeed, since y is a global section over M , we
have the equalities
φ(p∗1
(
{xm}
)
) = p∗1φ(
(
{xm}
)
) = p∗1({j
∗
my}) = p
∗
2({j
∗
my}) = φ(p
∗
2
(
{xm}
)
).
Therefore, since φ is one to one, we conclude p∗1
(
{xm}
)
= p∗2
(
{xm}
)
. And since
F is a sheaf, there exists a section x ∈ F (M) such that j∗mφ(x) = j
∗
my, and hence
φ(x) = y . 
Remark 4.3. It follows from Remark 3.2 that Prop. 4.2 also implies that the col-
lection of functors (4.1) is jointly conservative for (Mfd, Topen).
4.2. Matching objects and stalkwise Kan fibrations. We next recall how
points of (M, T ) take “matching objects” for simplicial sheaves to matching objects
for simplicial sets. We also describe the relationship between the sheaf Hom(K,X),
defined in (3.1), for a simplicial object X ∈ sM and the corresponding matching
object for the representable simplicial sheaf yX .
Definition 4.4. Given a simplicial setK ∈ sSet and a simplicial sheaf F ∈ sSh(M),
their matching object MK(F ) is the sheaf
MK(F )(U) := homsSet(K,F (U)).
If F ∈ sSh(M) is a simplicial sheaf and K ∈ sSet is a simplicial set, then we
denote by FKnm the sheaf
U 7→ FKnm (U) :=
∏
Kn
Fm(U).
Hence, for each m, n, and element x ∈ Kn we have the canonical projection
πnm(x) : F
Kn
m → Fm. For any such F and K, there are two maps of sheaves:
αF , αK :
∏
m≥0
FKmm →
∏
θmn
FKnm ,
where the latter product is taken over all morphisms θmn : [m] → [n] in the cat-
egory ∆. The maps αF and αK are defined in the following way: If U ∈ M,
then FKnm (U) = homSet(Kn, Fm(U)). So let f¯ = (fm) ∈
∏
m F
Km
m (U). Then,
the projections of αF (f¯) and αK(f¯) to the factor F
Kn
m (U) labeled by a morphism
θmn : [m]→ [n] are F (θmn)(fn) and fm ◦K(θmn), respectively.
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We now record some basic facts about the matching object MK(F ).
Proposition 4.5.
(1) For any simplicial sheaf F and morphism of simplicial sets γ : K → L,
there is a natural morphism of sheaves Mγ : ML(F )→MK(F ).
(2) For any simplicial sheaf F and simplicial set K, MK(F ) is the equalizer of
the diagram
(4.3)
∏
m≥0
FKmm
αF
//
αK
//
∏
θ : [m]→[n]
FKnm .
Moreover, if K is a finitely generated simplicial set of dimension M ,
then MK(F ) is the equalizer of the diagram
(4.4)
∏
0≤m≤M
FKmm
αF
//
αK
//
∏
θ : [m]→[n]
0≤m,n≤M
FKnm .
(3) If X is a simplicial object in M, and yX is the representable simplicial
sheaf yX(U)n = homM(U,Xn), then there is a unique natural isomorphism
of sheaves MK(yX) ∼= Hom(K,X), where Hom(K,X) is the sheaf
(4.5) Hom(K,X)(U) := homsM(K ⊗ U,X)
previously introduced in (3.1), and K⊗U is the simplicial object (K⊗U)n :=∐
Kn
U .
Proof. Statement (1) is obvious, as is the proof thatMK(F ) is the equalizer of (4.3).
If K is finitely generated, then one shows MK(F ) is the equalizer of (4.4) by using
the fact that every simplex in K can be uniquely written as a non-degenerate sim-
plex composed with a degeneracy map (the “Eilenberg–Zilber Lemma”). Finally,
(3) follows by showing that Hom(K,X) is the equalizer of (4.3) when F = yX . 
Corollary 4.6. Let X be a higher groupoid object in (M, T ) and K a finitely
generated simplicial set. Then for each point p : Sh(M) → Set there is an unique
natural isomorphism of sets
pHom(K,X) ∼= homsSet(K, pX)
Proof. For any simplicial set K, Prop. 4.5 implies that
pHom(K,X) ∼= pMK(yX).
If K is finitely generated, then for any n,m ≥ 0, yXKnm is a finite product of
sheaves, and so Prop. 4.5 implies that MK(yX) is an equalizer of finite limits of
sheaves. By definition, the functor p preserves finite limits. Hence,
(4.6) pMK(yX) ∼= eq
( ∏
0≤m≤M
(pXm)
Km
pαyX
//
pαK
//
∏
θ : [m]→[n]
0≤m,n≤M
(pXm)
Kn
)
.
A direct computation shows that the equalizer on the right-hand side of (4.6) is
simply homsSet(K, pX). 
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A jointly conservative collection of points allows us to compare Kan fibrations of
higher groupoids in (M, T ) to the usual Kan fibrations of simplicial sets. We first
recall a few different notions of “surjection” for sheaves.
Definition 4.7. Let (M, T ) be a category equipped with a pretopology.
(1) A morphism of sheaves φ : F → G is a local surjection iff for every object
C ∈ M and every element y ∈ G(C), there exists a cover U
f
−→ C such that
the element f∗y ∈ G(U) is in the image of φU : F (U)→ G(U).
(2) If P is a collection of jointly conservative points for (M, T ), then a morphism
of sheaves φ : F → G is a stalkwise surjection with respect to P iff for
all p ∈ P the function
p(φ) : pF → pG
is a surjection.
Lemma 4.8. Let (M, T ) be a category equipped with a pretopology.
(1) If φ : F → G is a local surjection of sheaves, then φ is an epimorphism of
sheaves.
(2) If φ : F → G is an epimorphism of sheaves, then φ is a stalkwise surjection
with respect to any collection of jointly conservative points P of (M, T ).
(3) Let f : U → C be a cover in (M, T ). The induced morphism of sheaves
f∗ : y(U)→ y(C) is a stalkwise surjection with respect to any collection of
jointly conservative points.
Proof. (1) Suppose α, β : G→ H are morphisms of sheaves such that α ◦φ = β ◦φ.
We wish to show α = β. Let C ∈ M and y ∈ G(C). Let U
f
−→ C be a cover such that
there exists x ∈ F (U) such that φU (x) = f
∗(y) ∈ G(U). Since αU ◦ φU = βU ◦ φU ,
we have
αU (f
∗y) = βU (f
∗y) ∈ H(U).
Hence, f∗αC(y) = f
∗βC(y). Since H is a sheaf, and U is a cover, we conclude
αC(y) = βC(y).
(2) A morphism φ : F → G is an epimorphism if and only if the diagram
F
φ

φ
// G
id

G
id
// G
is a pushout. By definition, a point p : Sh(M) → Set preserves small colimits.
Hence, the proof follows.
(3) We will show f∗ is a local surjection of sheaves. Then (1) and (2) will imply
the result. Let A ∈ M and g ∈ y(C)(A) = hom(A,C). By axioms of a pretopology,
the pullback
A×C U
pr1

pr2
// U
f

A
g
// C
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is a cover of A. Since pr2 ∈ y(U)(A ×C U), we can apply f∗:
f∗(pr2) = f ◦ pr2 = g ◦ pr1 = pr
∗
1(g) ∈ y(C)(A ×C U).
Hence, f∗ is a local surjection. 
Now we will start connecting the homotopy theory of higher groupoids in (M, T )
with that of Kan simplicial sets. The next proposition says that a Kan fibration
of higher groupoids is a “stalkwise Kan fibration” with respect to any collection of
jointly conservative points.
Proposition 4.9. If f : X → Y is a Kan fibration of higher groupoids in (M, T )
and P is a collection of jointly conservative points of (M, T ), then for all p ∈ P the
map pf : pX → pY is a Kan fibration of simplicial sets.
Proof. Since f : X → Y is a Kan fibration, the horn projections
Hom(∆n, X)
(ι∗n,j,f∗)
−−−−−→ Hom(Λnj → ∆
n, X → Y )
are covers for all n ≥ 1 and 0 ≤ j ≤ n. Hence, Prop. 4.8 implies that for each point
p ∈ P
(4.7) pHom(∆n, X)
p(ι∗n,j,f∗)
−−−−−−→ pHom(Λnj → ∆
n, X → Y )
is a surjection. Corollary 4.6 implies that p(Hom(∆n, X)) ∼= homsSet(∆
n, pX), and
since each p preserves finite limits, we have
p(Hom(Λnj → ∆
n, X → Y )) ∼= homsSet(Λ
n
j , pX)×homsSet(Λnj ,pY ) homsSet(∆
n, pY ).
Combining these natural isomorphisms with (4.7) implies that pX
pf
−→ pY is a Kan
fibration of simplicial sets. 
Corollary 4.10. If X is a higher groupoid in (M, T ) and P is a collection of jointly
conservative points for (M, T ), then the simplicial set pX is a Kan complex for each
p ∈ P.
5. Stalkwise weak equivalences
In this section, we introduce the morphisms between higher groupoids which will
eventually become the weak equivalences in an incomplete category of fibrant ob-
jects. These stalkwise weak equivalences are a natural choice for weak equivalences
between simplicial sheaves in diffeo-geometric contexts, e.g. [11, Def. 3.4.6].
Definition 5.1. Let (M, T ) be a category equipped with a pretopology and a col-
lection of jointly conservative points P. A morphism f : X → Y of higher groupoids
in (M, T ) is a stalkwise weak equivalence iff pf : pX → pY is a weak homotopy
equivalence of simplicial sets for all p ∈ P.
5.1. Simplicial homotopy groups for higher groups. Following Joyal [21],
Henriques gave a definition of simplicial homotopy group sheaves for n-groups in a
category equipped with a pretopology. (See also related work of Jardine [20].) We
show here that a morphism f : X → Y of n-groups which induces an isomorphism
between the simplicial homotopy groups is a stalkwise weak equivalence. We will
need this result for integrating L∞ quasi-isomorphisms in Section 9.
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Let Sn := ∆[n]/∂∆[n] be the simplicial n-sphere, and let cyl(Sn) denote the
simplicial set
(5.1) cyl(Sn) := ∆[n+ 1]
/(n+1⋃
i=2
F i ∪ (F 0 ∩ F 1)
)
,
where F i is the simplicial set generated by the ith face of ∆[n+ 1]. There are two
inclusions i0, i1 : S
n → cyl(Sn) induced by the maps ∆[n] → F 0 and ∆[n] → F 1,
which are homotopy equivalences as well as homotopic to one another. Let X be
a reduced Kan simplicial set, i.e. X0 = ∗. Since we have a unique basepoint, for
n ≥ 1 we can define the nth-homotopy group of X as the coequalizer
(5.2) πn(X) = coeq
(
homsSet(cyl(S
n), X)⇒ homsSet(S
n, X)
)
.
In [17], Eq. (5.2) is used to provide an analogous definition of simplicial homotopy
groups for higher groups in (M, T ). The suitable analog of homsSet(K,−) in (5.2)
is the matching object described in Sec. 4.2.
Definition 5.2 (Def. 3.1 [17]). Let X be an k-group in (M, T ). Let n ≥ 1 and let
Sn be the simplicial n-sphere, and cyl(Sn) the simplicial set (5.1). The simplicial
homotopy groups πspln (X) are the sheaves
πspln (X) := coeq
(
Hom(cyl(Sn), X)⇒ Hom(Sn, X)
)
,
where Hom(−, X) is the sheaf (4.5).
Proposition 5.3. Let X be an n-group in (M, T ). Then for all points p : Sh(M)→
Set, there is a unique natural isomorphism of groups
φX : pπ
spl
∗ (X)
∼=
−→ π∗(pX)
Proof. Since p preserves colimits, we have a natural isomorphism
pπsplk (X)
∼= coeq
(
pHom(cyl(Sk), X)⇒ pHom(Sk, X)
)
.
Since Sn and cyl(Sn) are finitely generated, Cor. 4.6 implies that there are natural
isomorphisms
pHom(Sn, X) ∼= homsSet(S
n, pX),
pHom(cyl(Sn), X) ∼= homsSet(cyl(S
n), pX).
Combining these natural isomorphisms and using the fact that Hom(−, X) is func-
torial (Prop. 4.5), we obtain a natural isomorphism
φX : pπ
spl
k (X)
∼=
−→ coeq
(
homsSet(cyl(S
k), pX)⇒ homsSet(S
k, pX)
)
= πk(pX).

5.2. Stalkwise acyclic fibrations. Recall that an acyclic fibration of simplicial
sets is a morphism of simplicial sets which is both a weak equivalence and a fibration.
Equivalently, X → Y is an acyclic fibration of simplicial sets iff the boundary
projections
(5.3) homsSet(∆
n, X)→ homsSet(∂∆
n, X)×homsSet(∂∆n,Y ) homsSet(∆
n, Y )
are surjective for all n ≥ 0. In Prop. 4.9 we showed that a Kan fibration X → Y
between higher groupoids in (M, T ) equipped with a jointly conservative collection
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of points P is a stalkwise Kan fibration, i.e. induces a Kan fibration pX → pY for
all p ∈ P. So clearly a Kan fibration which is also a stalkwise weak equivalence
is obviously a “stalkwise acyclic fibration”. In fact, more is true, as the following
proposition shows:
Proposition 5.4. Let (M, T ,P) be a category equipped with a pretopology and a
collection of jointly conservative points. A morphism f : X → Y of higher groupoids
in (M, T ) is both a stalkwise Kan fibration and a stalkwise weak equivalence (i.e.,
a stalkwise acyclic fibration) if and only if the boundary projections
Hom(∆n, X)
(∗n,f∗)−−−−→ Hom(∂∆n
n
−→ ∆n, X
f
−→ Y )
are stalkwise surjections for n ≥ 0.
Proof. Recall that the sheaf Hom(∂∆n → ∆n, X → Y ) (3.2) is the pullback
Hom(∂∆n, X)×Hom(∂∆n,Y ) Hom(∆
n, Y ).
Corollary 4.6 implies that p(Hom(∆n, X)) ∼= homsSet(∆
n, pX) for all p ∈ P, and
since each p preserves finite limits, we have
p
(
Hom(∂∆n, X)×Hom(∂∆n,Y ) Hom(∆
n, Y )
)
∼= homsSet(∂∆
n, pX)×homsSet(∂∆n,pY ) homsSet(∆
n, pY ).
Hence, by comparison with (5.3), we see that pf : pX → pY is an acyclic fibration
of simplicial sets if and only if p(∗n, f∗) is surjective, i.e. (
∗
n, f∗) is a stalkwise
surjection. 
6. Hypercovers
Hypercovers were introduced in [2] and subsequently have been used throughout
the homotopy theory of simplicial sheaves, e.g. [5]. Hypercovers for Lie n-groupoids
play an important role in the work of Zhu [43] and Wolfson [42]. Also, the acyclic fi-
brations in the Behrend–Getzler CFO structure for n-groupoids objects in a descent
category are hypercovers.
Definition 6.1. Given a category and pretopology (M, T ), a morphism f : X → Y
of simplicial objects in M is a hypercover iff it satisfies the condition Acyc(m) for
all 0 ≤ m, which means the sheaf Hom(∂∆m → ∆m, X → Y ) is representable and
the canonical boundary projection:
(6.1) Hom(∆m, X)
qm:=(
∗
m,f∗)−−−−−−−−→ Hom(∂∆m
m
−−→ ∆m, X
f
−→ Y ),
is a cover in T . For m = 0, Hom(∂∆0 → ∆0, X → Y ) := Y0 by definition.
Remark 6.2.
(1) As shown in [43, Lemma 2.4], if Y is a higher groupoid in (M, T ), and
f : X → Y satisfies (6.1) for l < m, then Hom(∂∆m
m
−−→ ∆m, X
f
−→ Y ) is
automatically representable.
(2) A hypercover is a Kan fibration automatically, since maps in {Λmj → ∆
m |
m > 0, 0 ≤ j ≤ m} can be reconstructed as pushouts of ones in {∂∆m →
∆m | m ≥ 0}.
The Acyc(m) condition is obviously analogous to the previously discussed char-
acterization (5.3) of acyclic fibrations of simplicial sets. Indeed, every hypercover
of higher groupoids is a stalkwise acyclic fibration in the sense of Prop. 5.4:
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Corollary 6.3. If a morphism of higher groupoids f : X → Y in (M, T ,P) is a
hypercover, then it is Kan fibration and a stalkwise weak equivalence.
Proof. Remark 6.2 implies that f : X → Y is a Kan fibration. Since the boundary
projections (6.1) are covers, Prop. 4.8 implies that they are stalkwise surjections
with respect to the points P. Hence, Prop. 5.4 implies that f : X → Y is a stalkwise
acyclic fibration, so in particular, it is a stalkwise weak equivalence. 
The natural question to ask is whether the converse of Cor. 6.3 is true. That is,
is every morphism of higher groupoids which is both a Kan fibration and a stalkwise
weak equivalence necessarily a hypercover? The answer will be yes, if our pretopol-
ogy satisfies some additional conditions. Our main example, the category Mfd of
Banach manifolds equipped with the surjective submersion pretopology Tsubm and
the collection of points PBan, satisfies these additional conditions.
6.1. Locally stalkwise pretopologies.
Definition 6.4. Let (M, T ,P) be a category equipped with a pretopology and
a jointly conservative collection of points. Let X ∈ M. A morphism F
g
−→ yX of
sheaves is a local stalkwise cover iff there exists an object Y ∈ M and a stalkwise
surjection (Def. 4.7) yY
f
−→ F such that the composition g ◦f : yY → yX is a cover
in (M, T ).
Definition 6.5. A pretopology T on a category M is a locally stalkwise pre-
topology iff there exists a jointly conservative collection of points P of (M, T ) such
that:
(1) (2-out-of-3) If U
f
−→ V
g
−→ W are morphisms in M, and g ◦ f is a cover and
y(f) is a stalkwise surjection in Sh(M) with respect to P, then g is also a
cover,
(2) (locality of covers) If W
q
−→ V and U
p
−→ V are morphisms in M, y(q) is a
stalkwise surjection with respect to P, and the base change U ×V W
p˜
−→W
is a local stalkwise cover, then p is a cover, and therefore U ×V W is
representable.
We have several remarks about Def. 6.5:
Remark 6.6.
(1) It is not really precise to call the first condition in Def. 6.5: “2-out-of-3”,
because g ◦ f being a cover and g being a cover will not imply anything
(just like surjective maps for sets). We note that our “2-out-of-3” property
holds automatically for stalkwise surjections in Sh(M).
(2) If (M, T ,P) is a category equipped with a locally stalkwise pretopology
then a local stalkwise cover F
g
−→ yX of X is a cover in T whenever F is
representable.
We now can give a converse to Cor. 6.3. In fact, we have:
Proposition 6.7. Let (M, T ) be a category equipped with a locally stalkwise pre-
topology with respect to a jointly conservative collection of points P, and let f : X →
Y be a morphism of higher groupoids in (M, T ). The following are equivalent:
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(1) f : X → Y is a Kan fibration and a stalkwise weak equivalence with respect
to the collection of points P.
(2) f : X → Y is a Kan fibration and a stalkwise weak equivalence with respect
to any jointly conservative collection of points of (M, T ).
(3) f : X → Y is a hypercover.
Proof. (3)⇒(2) is the content of Cor. 6.3, and (2) ⇒(1) is obvious. So we focus on
(1)⇒(3).
First, let k ≥ 1 and consider the following pullback diagram in Sh(M)
(6.2)
Hom(∆k, X)
qk
// Hom(∂∆k → ∆k, X → Y )
pr0

q˜k−1
// Hom(Λk0 → ∆
k, X → Y )
dY0 ×(d
X
0 )
×k

Hom(∆k−1, X)
qk−1
// Hom(∂∆k−1 → ∆k−1, X → Y ).
The projection Hom(∂∆k → ∆k, X → Y ) → Hom(∆k−1, X) = Xk−1 is induced
by dX0 . The composition q˜k−1 ◦ qk : Hom(∆
k, X) → Hom(Λk0 → ∆
k, X → Y ) is
the horn projection, and therefore a cover, since f : X → Y is a Kan fibration.
Since f is also a stalkwise weak equivalence, Prop. 5.4 implies that qk is a stalkwise
surjection. Hence, q˜k−1 is a local stalkwise cover (Def. 6.4).
Next, we observe that the composition pr0 ◦ qk : Hom(∆
k, X)→ Hom(∆k−1, X)
is simply the face map d0 : Xk → Xk−1, which is a cover (Lemmas 3.6 and 3.7),
hence a stalkwise surjection (Lemma 4.8). Combining this with the fact that qk is
a stalkwise surjection implies that pr0 is a local stalkwise cover, and hence also a
stalkwise surjection. Thus dY0 × (d
X
0 )
k ◦ q˜k−1 = qk−1 ◦ pr0 is stalkwise surjective,
hence dY0 × (d
X
0 )
k is stalkwise surjective.
Now, we show via induction that the boundary maps Hom(∆k, X)
qk
−→ Hom(∂∆k →
∆k, X → Y ) are covers for all k ≥ 0. For the base case, let k = 1. Then Def. 6.1
implies that Hom(∂∆k−1 → ∆k−1, X → Y ) = Y0 is representable, and since f is
a Kan fibration, Hom(Λ10 → ∆
1, X → Y ) is also representable. The results of the
previous paragraphs imply that q˜0 is a local stalkwise cover and d
Y
0 × (d
X
0 )
k is a
stalkwise surjection. Since T is a locally stalkwise pretopology, Def. 6.5 (2) implies
that q0 is a cover and Hom(∂∆
1 → ∆1, X → Y ) is representable.
Finally, suppose k ≥ 2, Hom(∆k−2, X)
qk−2
−−−→ Hom(∂∆k−2 → ∆k−2, X → Y ) is
a cover, and Hom(∂∆k−1 → ∆k−1, X → Y ) is representable. As previously shown,
the pullback of qk−1 in diagram (6.2) along the stalkwise surjection d
Y
0 × (d
X
0 )
k is
a local stalkwise cover. Hence, Def. 6.5(2) implies that qk−1 : Hom(∆
k−2, X) →
Hom(∂∆k−1 → ∆k−1, X → Y ) is a cover, and that Hom(∂∆k → ∆k, X → Y ) is
representable. This completes the proof. 
6.2. Locally stalkwise pretopologies for Banach manifolds. Here we show
that the pretopology Tsubm of surjective submersions equipped with the collection
of jointly conservative points PBan (4.1) is a locally stalkwise pretopology for the
category of Banach manifolds. We first give an explicit description of stalkwise
surjective maps in (Mfd, Tsubm,PBan).
Lemma 6.8. Let X
f
−→ Y
g
−→ Z be composable morphisms in Mfd. If f is surjective
and g ◦ f is a surjective submersion, then g is also a surjective submersion.
HOMOTOPY THEORY FOR LIE ∞-GROUPOIDS & APPLICATION TO INTEGRATION 29
Proof. Clearly, g is surjective. Let y ∈ Y , z = g(y), and x ∈ f−1(y). Since g ◦ f
is a surjective submersion, there exists open neighborhoods U and V of z and x,
respectively, and a section σXZ : U → V such that σXZ(z) = x, and g ◦ f ◦ σXZ =
idU . Let W = g
−1(U). Then σ := f ◦ σXZ : U → W is a section of g such that
σ(z) = y. Hence g is a surjective submersion. 
Lemma 6.9. Let φ : X → Y be a morphism in (Mfd, Tsubm,PBan). Then the fol-
lowing are equivalent:
(1) The morphism of sheaves y(φ) : yX → yY is stalkwise surjective.
(2) For any morphism f : U → Y in Mfd, there exists an open cover {Ui}i∈I
of U and morphisms fi : Ui → X such that ϕ ◦ fi = f |Ui for each i ∈ I.
(3) For each y ∈ Y , there exists: a preimage x ∈ φ−1(y), an open neighborhood
of V of y, an open neighborhood of W of x, and a morphism σ : V → W
such that σ(y) = x and φ ◦ σ = idV .
Proof.
(1⇒ 2): Let f : U → Y be a morphism of Banach manifolds. Since φ is stalkwise
surjective, for each z ∈ U , we can find a Banach space Vz, an rz > 0 and a local
diffeomorphism iz : BVz (rz) → U with iz(0) = z such that there exists a map
fz : BVz (rz)→ X with the property that φ ◦ fz = f ◦ iz. We then use collection of
open balls {BVz(rz)}z∈U to obtain the desired open cover of U , and the collection
{fz}z∈U as our desired collection of maps.
(2 ⇒1): Let V be a Banach space and g¯ ∈ pV yY . This class is represented by a
map g : BV (r)→ Y . By hypothesis, there exists an open cover {Ui} of BV (r) and
maps hi : Ui → X such that ϕ ◦ hi = g|Ui . Let Ui0 be an open subset containing
0, and r′ > 0 such that BV (r
′) ⊆ Ui0 . Then g|BV (r′) is the composition of ϕ with
f = hi0 |BV (r′), and hence pV ϕ(f¯ ) = g¯.
(2 ⇒ 3): Let y ∈ Y and consider the identity map idY : Y → Y . There there
exists an open cover {Ui} of Y and maps fi : Ui → Y such that ϕ◦fi = idUi . Let Ui′
be an element of the cover containing y, and let x = fi′(y). Then σ := fi′ : Ui′ → X
is a desired local section of ϕ which maps y to x.
(3⇒ 2): Let f : U → Y be a map. For each y ∈ Y , there exists an x ∈ φ−1(y), an
open subset Vy containing y, and open subset Wy containing x and a local section
σy : Vy →Wy mapping y to x. The collection {Uy := f
−1(Vy)}y∈Y is an open cover
of U . For each y ∈ Y , let fy : Uy → X be the composition fy = σy ◦ f |Uy . Then,
by construction, ϕ ◦ fy = f |Uy . 
Remark 6.10. Note that Lemma 6.9 implies that stalkwise surjective maps are
weaker than surjective submersions. For example, given a point x ∈ X , it is easy to
see, by item (2) above, the natural map X ⊔{x} → X is a stalkwise surjective map
but not a surjective submersion. Also note that Remark 4.3 implies that Lemma
6.9 also holds if we replace Tss with Topen.
Lemma 6.11. Let W
q
−→ V
p
←− U be morphisms in Mfd such that y(q) is stalkwise
surjective, and consider the pullback diagram in the category of topological spaces
U ×V W W
U V
p˜
q˜ q
p
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Suppose that there exists a manifold X ∈ Mfd and a continuous surjective map
X
π
−→ U×V W such that q˜◦π : X → U is smooth and the composition p˜◦π : X →W
is a smooth surjective submersion. Then p : U → V is a surjective submersion and
therefore U ×V W is representable in Mfd.
Proof. The surjectivity of p follows from an easy set-theoretical argument, so we
will show it is a surjective submersion. Let u ∈ U and v = p(u). Since y(q) is
stalkwise surjective, Lemma 6.9 implies there exists an open neighborhood Ov of
v, an element w ∈ q−1(v) ⊆W , and a smooth section
σWV : Ov → Ow := q
−1(Ov),
such that σWV (v) = w, q ◦ σWV = idOv . Hence the restriction q|Ow is a submer-
sion at w (i.e., Twq is surjective and its kernel splits). The inverse function theorem
[25, Cor. I.5.2s] then implies that, by taking Ov to be a small enough neighborhood,
we can express q|Ow as a projection. Therefore, the following pullback diagram ex-
ists in the category Mfd:
Ou ×Ov Ow Ow
Ou Ov
p˜
q˜ q
p
where Ou := p
−1(Ov), and we suppress restrictions of the morphisms.
Now, by hypothesis, we have a surjective continuous map π : X → U ×V W such
that π ◦ q˜ is smooth and π ◦ p˜ is a surjective submersion. Let x ∈ X such that
π(x) = (u,w). We may shrink Ov further if necessary, so that we have a smooth
section
σXW : Ow → Ox := (p˜ ◦ π)
−1(Ow)
such that
(
p˜ ◦ π
)
◦ σXW = idOw and σXW (w) = x. It is not difficult to see that we
have the following equalities of open sets:
p˜−1(Ow) = Ou ×Ov Ow, π
−1(Ou ×Ov Ow) = Ox.
Since p˜ ◦ π ◦ σXW = idOw , we see that
π ◦ σXW : Ow → Ou ×Ov Ow
is a continuous section of p˜ : Ou ×Ov Ow → Ow . In fact, π ◦ σXW is smooth since
the factors q˜ ◦ π ◦ σXW and p˜ ◦ π ◦ σXW are compositions of smooth maps.
The commutativity of the pushout diagram gives us p ◦ q˜ ◦ π ◦ σXW = q. Hence,
q˜ ◦ π ◦ σXW ◦ σWV : Ov → Ou
is our desired smooth section of p. Therefore p is a submersion. 
Proposition 6.12. The category of Banach manifolds Mfd equipped with the surjec-
tive submersion pretopology Tsubm, and the collection of jointly conservative points
PBan is a locally stalkwise pretopology.
Proof. First, we show the “2-out-of-3” property of Def. 6.5 is satisfied. Indeed,
this follows immediately from Lemma 6.8, since if y(f) : y(X)→ y(Y ) is stalkwise
surjective with respect to PBan then f : X → Y is surjective.
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Next, we show that the locality property of Def. 6.5 is satisfied. Let W
q
−→
V
p
←− U be morphisms in Mfd and suppose yq : yW → yV is a stalkwise surjection.
Furthermore, suppose we have a diagram of sheaves
yX yU ×yV yW yW
yU yV
f y˜p
y˜q yq
yp
which exhibits the pullback y˜p as a local stalkwise cover, i.e. f is a stalkwise sur-
jection, and y˜p ◦ f is represented by a surjective submersion g : X →W . Note that
the Yoneda lemma implies that there exists a smooth map h : X → U representing
the composition y˜q ◦ f . Moreover, since f is stalkwise surjective, it is represented
in the category of topological spaces by a surjective map π = (h, g) : X → U ×V W .
This observation, combined with the fact that g is a surjective submersion, implies
that the hypotheses of Lemma 6.11 are satisfied, and therefore we conclude that
p : U → V is a cover.

7. Higher groupoids as an incomplete category of fibrant objects
We now fix a category (M, T ,P) equipped with a locally stalkwise pretopology
and prove that the corresponding category of ∞-groupoids admits an iCFO struc-
ture. The results in Sec. 6.2 then imply that we obtain an iCFO structure for the
category of Lie ∞-groupoids as a special case.
After discussing some aspects of the simplicial localization of category of Lie ∞-
groupoids in Sec. 7.2.1, we analyze in Sec. 7.3 the weak equivalences for this iCFO
structure in more detail. In particular, we recall that the weak equivalences are
completely characterized by the acyclic fibrations, which in this case are, respec-
tively, stalkwise weak equivalences and hypercovers. Thanks to a result of Behrend
and Getzler [3], we obtain a sheaf-theoretic independent characterization of weak
equivalences, without any mention of the collection of points P.
7.1. Path object. We first construct a candidate for a path object. This will
require several steps. Later in Sec. 7.2, we verify that this gives a path object as
part of the iCFO structure for higher groupoids. Our construction, in particular the
proof of Prop. 7.2, is essentially identical to that of Behrend and Getzler [3, Thm.
3.21]. However, as previously mentioned, we do not assume the existence of finite
limits in our category M. Moreover, our definition of weak equivalences, necessary
for our application in Sec. 9 is different than the one given in [3]. Hence, it is
necessary to present a verification that the Behrend–Getzler construction works in
our context.
Given a simplicial sheaf F ∈ sSh(M) and a simplicial set K ∈ sSet, denote by
FK the simplicial sheaf
(7.1) FK(U)n := homsSet
(
∆n ×K,F (U)
)
=M∆n×K(F ),
where M∆n×K(F ) is the aforementioned matching object (Def. 4.4). A natural
path object for F is the simplicial sheaf F∆
1
. The inclusion of simplicial sets
∂∆1 ∼= ∆0 ∪∆0
d0∪d1
−−−−→ ∆1
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induces a morphism of simplicial sheaves
(7.2) F∆
1 (d0∗,d1∗)
−−−−−−→ F × F ∼= F∆
0∪∆0 .
Also, the constant map s0 : ∆1 → ∆0 gives us a map of simplicial sheaves
(7.3) F ∼= F∆
0 s0∗
−−→ F∆
1
.
We now make the following observation which justifies our consideration of F∆
1
:
Proposition 7.1. Let X be a higher groupoid in (M, T ,P). In the diagram
yX
s0∗
−−→ (yX)∆
1 (d0∗,d1∗)
−−−−−−→ yX × yX.
the map s0∗ is a stalkwise weak equivalence and the map (d0∗, d1∗) is a stalkwise
Kan fibration.
Proof. Recall that Corollary 4.10 implies that pX := pyX is a Kan complex for
any point p ∈ P. Equation 7.1 and Prop. 4.5 imply that the image of the above
diagram under p is naturally isomorphic to the diagram of simplicial sets
pX
s0∗
−−→ (pX)∆
1 (d0∗,d1∗)
−−−−−−→ pX × pX.
This is the usual diagramwhich exhibits the Kan complex (pX)∆
1
= MapsSet(∆
1, pX)
as the path object of pX . Hence, s0∗ is a weak equivalence and (pd0∗, pd1∗) is a
fibration of simplicial sets for any point p. 
The above proposition suggests that, to construct a path object for an n-groupoid
X in M, we should show that the simplicial sheaf (yX)∆
1
is representable by a
higher groupoid X∆
1
, and that the map of higher groupoids X∆
1
→ X ×X is not
just a stalkwise Kan fibration, but a Kan fibration in the sense of Def. 3.3.
As a first step, we prove the following Proposition:
Proposition 7.2. If X is an ∞-groupoid in (M, T ), then there is a canonical
∞-groupoid X∆
1
in (M, T ) representing the simplicial sheaf (yX)∆
1
.
We need the following Lemma whose proof we will postpone for the moment.
Lemma 7.3. The inclusion
Λnj ×∆
1 → ∆n ×∆1,
is a collapsible extension (Def. 3.5).
Proof of Prop. 7.2. Let X be an∞-groupoid in M. Proposition 4.5 and (7.1) imply
that
(yX)∆
1
n
∼= Hom(∆n ×∆1, X),
on each level n. It follows from the presentation of ∆n×∆1 (e.g., see Appendix A)
that Hom(∆n ×∆1, X) is represented by
Xn+1 d1×d1 Xn+1 d2×d2 · · · di×di Xn+1 di+1×di+1 · · · dn×dn Xn+1.
Lemmas 3.6 and 3.7 imply that the face maps of X are covers. Hence, the above
pullbacks exist in M. Therefore, (yX)∆
1
is represented by a simplicial object X∆
1
.
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Next we prove that X∆
1
is an ∞-groupoid in M. By definition, we need to show
the condition Kan(n, j) holds, i.e., Hom(Λnj , X
∆1) is representable and the map
induced by the inclusion
Hom(∆n, X∆
1
)→ Hom(Λnj , X
∆1)
is a cover, for all n ≥ 1 and 0 ≤ j ≤ n. Note that Prop. 4.5 implies that we have a
natural isomorphism,
Hom(Λnj , X
∆1) ∼= Hom(Λnj ×∆
1, X).
We proceed by induction. For the n = 1 case, we have
Hom(∆1 ×∆1, X)→ Hom(Λ1j ×∆
1, X) ∼= Hom(∆1, X) ∼= X1.
Since X is a higher groupoid, Lemma 7.3 combined with Lemma 3.7 imply that
Kan(1, j) is satisfied.
Now assume n > 1 and that Kan(m, j) holds for all m < n and 0 ≤ j ≤ m. This
plus the fact that Λnj is a collapsible subset of ∆
n, allows us to apply Lemma 3.9 to
conclude that Hom(Λnj , X
∆1) is representable. Hence, Lemma 7.3 again combined
with Lemma 3.7 imply that Kan(n, j) is satisfied. This completes the proof. 
It remains to prove Lemma 7.3. We start with the following auxiliary Lemma:
Lemma 7.4. Let f : Λ1i → ∆
1, for either i = 0 or i = 1 be the usual inclusion.
For every boundary extension ι : S → T the induced map
(S ×∆1) ⊔S×Λ1
i
(T × Λ1i )→ T ×∆
1,
is a collapsible extension.
Proof. The case when ι : S → T is the standard inclusion ∂∆n → ∆n is proven in
[19, Lemma 3.3.3]. We next observe the following following fact: If F : sSet×sSet→
sSet is a co-continuous functor and
A B
S T
is a pushout square of simplicial sets, then the diagram
F (A,∆1) ⊔F (A,Λ1
i
) F (B,Λ
1
i ) F (B,∆
1)
F (S,∆1) ⊔F (S,Λ1
i
) F (T,Λ
1
i ) F (T,∆
1)
is again a pushout square. (See [26, Lemma 2.42], where F is taken to be the join
functor, and observe that only the co-continuity of the join is used in the proof.)
Hence, to prove the statement, we take F above to be the product functor and
proceed by induction. 
Since any collapsible extension is a boundary extension, we have the following
corollary:
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Corollary 7.5. Let f : Λ1i → ∆
1, for either i = 0 or i = 1 be the usual inclusion.
For every collapsible extension ι : S → T the induced map
(S ×∆1) ⊔S×Λ1
i
(T × Λ1i )→ T ×∆
1,
is a collapsible extension.
Proof of Lemma 7.3. We observe that the morphism Λnj × ∆
1 → ∆n × ∆1 is a
composition of the following maps
Λnj ×∆
1 → (Λnj ×∆
1) ⊔Λnj ×Λ1i (∆
n × Λ1i )→ ∆
n ×∆1.
The first map is clearly a collapsible extension (note that Λ1i = ∆
0). The second
map is also a collapsible extension by Cor. 7.5. 
Remark 7.6. If X in Prop. 7.2 is actually a k-groupoid for k <∞, then the above
proof can be refined to show that X∆
1
is also an k-groupoid. We just need to verify
that the cover
Hom(∆n ×∆1, X)→ Hom(Λnj ×∆
1, X)
is an isomorphism for n > k. By Remark 3.8, this will be true provided we can
show that the collapsible extension
(7.4) Λnj ×∆
1 → ∆n ×∆1
is the pushout of maps of the form Λml → ∆
m with m > k. Indeed, this is the case.
The collapsible extension Λnj → ∆
n is the composition of two boundary extensions
Λnj → ∂∆
n → ∆n. We obtain ∂∆n from Λnj by attaching ∆
n−1 along ∂∆n−1 → Λnj .
Therefore, the collapsible extension obtained from S = Λnj → ∆
n = T from the
auxiliary Lemma 7.4 above involves pushouts of maps of the form Λnl → ∆
n and
Λn+1l → ∆
n+1. (See the proof of Lemma 3.3.3 in [19].) From the proof of Lemma
7.3, we can then conclude that the collapsible extension (7.4) only involves pushouts
along inclusions of horns which have dimension > k.
7.2. The iCFO structure. We arrive at our first main result:
Theorem 7.1. Let (M, T ,P) be a category equipped with a locally stalkwise pre-
topology with respect to a jointly conservative collection of points. The category
Gpd∞[M, T ], whose objects are ∞-groupoids in (M, T ), and whose morphisms are
simplicial maps is an incomplete category of fibrant objects in which:
• the weak equivalences are the stalkwise weak equivalences (Def. 5.1),
• the fibrations are the Kan fibrations (Def. 3.3),
• the acyclic fibrations are hypercovers (Def. 6.1).
In particular, the category of Lie ∞-groupoids
Lie∞Gpd := Gpd∞[Mfd, Tsubm,PBan]
is an incomplete category of fibrant objects in this way.
Let us make a number of important remarks before we proceed to the proof.
Remark 7.7.
(1) The acyclic fibrations are obviously determined by the weak equivalences
and fibrations, i.e., those Kan fibrations that are also stalkwise weak equiva-
lences. Since we are working with a locally stalkwise pretopology, it follows
from Prop. 6.7 that acyclic fibrations are precisely the hypercovers.
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(2) In particular, ifM is small and has all finite limits, then (M, T ) is a “descent
category” in the sense of Behrend–Getzler. (See proof of Cor. 7.16 for more
details.) In this case, the iCFO structure on Gpd∞[M, T ] agrees with the
CFO structure of Thm. 3.6 in [3].
(3) In the proof of Thm 7.1, we use the assumption that T is a locally stalkwise
pretopology only in the proof of Prop. 7.12, where we show that pullbacks
of acyclic fibrations always exist.
(4) The fact that the category of Lie ∞-groupoids is an example of such an
iCFO follows immediately from Prop. 6.12.
(5) The proof below of Thm. 7.1 can be enhanced to show that the category
Gpdn[M, T ] of n-groupoids in (M, T ) for n < ∞ also forms an iCFO. It
follows from Remark 7.6 that the path object X∆
1
associated to an n-
groupoidX will also be an n-groupoid. The only other modifications needed
are in the proof of Prop. 7.10 below. (See Remark 7.11.)
The following collection of propositions proves Thm. 7.1 by directly verifying the
axioms of Def. 2.1 We begin with the easiest axioms to verify:
Proposition 7.8 (Axioms 1, 2, 7).
(1) Every isomorphism in Gpd∞[M, T ] is a stalkwise weak equivalence and a
Kan fibration.
(2) If f and g are composable morphisms in Gpd∞[M, T ], and any two of f , g,
or g ◦ f are stalkwise weak equivalences, then so is the third.
(3) If X is an ∞-groupoid in (M, T ), then X → ∗ is a Kan fibration.
Proof. (1) Obvious. (2) Follows from the fact that weak equivalences of simplicial
sets satisfy the analogous 2 out of 3 axiom. (3) Follows immediately from Def.
3.4. 
This next proposition implies that the composition of two Kan fibrations is
again a Kan fibration. A similar result appears in [17, Lemma 2.7] and also in [42,
Theorem 2.17 (3)], where Kan fibrations are called “n-stacks”.
Proposition 7.9 (Axiom 3). Let f : X → Y and g : Y → Z be morphisms of
simplicial objects in M. If f and g satisfy Kan(n, j) and the sheaf
Hom(Λnj
ι
−→ ∆n, X
g◦f
−−→ Z)
is representable, then g ◦ f also satisfies Kan(n, j). Similarly, if f and g satisfy
Kan!(n, j), then g ◦ f also satisfies Kan!(n, j).
Proof. The proposition, in fact, follows from Wolfson’s Theorem 2.17 (3) in [42].
Indeed, axiom 1 in our Def. 6.5 implies axiom 3 in [42, Sec. 2] for a category
equipped with a subcategory of covers. For the reader’s convenience we recall the
proof from [42] using our notation.
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We have the following diagram containing three pullback squares:
Hom(∆n, X) Hom(Λnj
ι
−→ ∆n, X
f
−→ Y ) Hom(Λnj
ι
−→ ∆n, X
g◦f
−−→ Z) Hom(Λnj , X)
Hom(∆n, Y ) Hom(Λnj
ι
−→ ∆n, Y
g
−→ Z) Hom(Λnj , Y )
Hom(∆n, Z) Hom(Λnj , Z)
(ι∗, f∗) g∗ pr
(ι∗, g∗) pr
pr f∗ f∗
pr g∗
ι∗
If g satisfies Kan(n, j), then Hom(∆n, Y )
(ι∗,g∗)
−−−−→ Hom(Λnj
ι
−→ ∆n, Y
g
−→ Z) is a
cover. Hence, Hom(Λnj
ι
−→ ∆n, X
f
−→ Y )
g∗
−→ Hom(Λnj
ι
−→ ∆n, X
g◦f
−−→ Z) is a cover.
If f satisfies Kan(n, j), then Hom(∆n, X)
(ι∗,f∗)
−−−−→ Hom(Λnj
ι
−→ ∆n, X
f
−→ Y ) is a
cover. Hence, the composition
g∗ ◦ (ι
∗, f∗) = (ι
∗, (g ◦ f)∗) : Hom(∆
n, X)→ Hom(Λnj
ι
−→ ∆n, X
g◦f
−−→ Z)
is a cover, and so g ◦ f satisfies Kan(n, j). The same argument mutatis mutandis
shows that if f and g satisfy Kan!(n, j), then so does g ◦ f . 
We next show that the pullback of a Kan fibration is a Kan fibration, provided the
pullback exists in Gpd∞[M, T ]. As previously mentioned, this is the only difference
between the axioms for an iCFO and Brown’s axioms for a CFO: we do not require
the pullback along a fibration to exist in general. It turns out, for ∞-groupoids,
this generalization is in fact quite mild. The pullback of along a Kan fibration will
always exist provided the corresponding pullback of the 0-simplices exists in M.
(The same result appears as Thm. 2.17 (4) in [42].)
Proposition 7.10 (Axiom 4). Let f : X → Y be a Kan fibration in Gpd∞[M, T ]
and g : Z → Y a morphism in Gpd∞[M, T ]. If the pullback Z0 ×Y0 X0 exists in M,
then:
(1) the pullback Zn ×Yn Xn exists in M for all n ≥ 0,
(2) the morphism Z ×Y X
pf
−→ Z induced by pulling back f along g is a Kan
fibration between simplicial objects in M,
(3) the pullback Z ×Y X is an object of Gpd∞[M, T ].
Proof. For convenience, we use the following notation below: If K is a simplicial
set and W is a simplicial object in M, then K(W ) is the sheaf Hom(K,W ). Also,
we denote by Hom(ι, pf ) the sheaf Hom(Λ
n
j
ι
−→ ∆n, Z ×Y X
pf
−→ Z). Finally, we
do not distinguish between a simplicial object W in M, and the representable sheaf
yW .
We shall prove statements (1) and (2) simultaneously: For all n ≥ 0, and 0 ≤
j ≤ n, we wish to show that morphism of sheaves
(7.5) Zn ×Yn Xn
(ι∗,pf∗)
−−−−−→ Hom(ι, pf )
is represented by a cover in M. It follows from the definition Def. 3.1, that for
a fixed simplicial set K, the functor Hom(K,−) : sM → Sh(M) preserves limits.
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Therefore, we have an isomorphism of sheaves
Hom(ι, pf ) := Λ
n
j
(
Z ×Y X
)
×Λn
j
(Z) Zn
∼=
(
Λnj (Z)×Λnj (Y ) Λ
n
j (X)
)
×Λnj (Z) Zn,
and a commuting diagram of pullback squares
(7.6)
Hom(ι, pf ) Zn
Λnj (Z)×Λnj (Y ) Λ
n
j (X) Λ
n
j (Z)
Λnj (X) Λ
n
j (Y )
pr1
pr2 ι∗
pf∗
pr3 g∗
f∗
Hence, the pasting law for pullbacks gives an isomorphism of sheaves
Hom(ι, pf ) ∼= Λ
n
j (X)×Λnj (Y ) Zn.(7.7)
The above isomorphism gives another commuting diagram of pullback squares,
which via the universal property, contains the morphism (7.5):
(7.8)
Zn ×Yn Xn Xn
Hom(ι, pf ) Yn ×Λn
j
(Y ) Λ
n
j (X) Λ
n
j (X)
Zn Yn Λ
n
j (Y )
(ι∗, pf∗) (ι
∗, f∗)
g∗ ι∗
f∗
Note that since f : X → Y is a Kan fibration, the morphism Xn
(ι∗,f∗)
−−−−→ Yn ×Λn
j
(Y )
Λnj (X) is represented by a cover. Hence, to show that the morphism (7.5) is repre-
sented by a cover, the above diagram implies that it is sufficient to show that the
sheaf
Λnj (X)×Λnj (Y ) Zn(7.9)
is representable for all n ≥ 1 and 0 ≤ j ≤ n.
First consider the n = 1 case. Diagram (7.6) and the isomorphism (7.7) imply
that we have the pullback diagram
(7.10)
X0 ×Y0 Z1 Z1
Z0 ×Y0 X0 Z0
ι∗ = dj
The sheaf Z0×Y0 X0 is representable by hypothesis, and since Z is an ∞-groupoid,
Z1
dj
−→ Z0 is a cover. Therefore, for n = 1 and j = 0, 1, the sheaf (7.9) is repre-
sentable, Z1 ×Y1 X1 is representable, and pf : Z ×Y X → Z satisfies Kan(1, j).
Now suppose pf satisfies Kan(m, j) for all 1 ≤ m < n and 0 ≤ j ≤ m. This
plus the fact that Λnj is a collapsible subset of ∆
n, allows us to apply Lemma
3.9 to conclude that Hom(ιn,j , pf) ∼= Λ
n
j (X) ×Λnj (Y ) Zn. is representable. Hence,
pf : Z ×Y X → Z satisfies Kan(n, j), and so it is a Kan fibration.
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Statement (3) immediately follows. Indeed, since Z is an ∞-groupoid, Z → ∗
is a Kan fibration. Therefore, Prop. 7.9 implies that Z ×Y X → ∗ is also a Kan
fibration. 
Remark 7.11. If X , Y , and Z in the statement of Prop. 7.10 are k-groupoids,
k < ∞, then one can show that the pullback Z ×Y X , if it exists, is also a k-
groupoid. As previously mentioned in Remark 7.7, this fact helps show that the
category Gpdk[M, T ] forms an iCFO. We just need to verify that the morphism
(7.11) Zn ×Yn Xn → Λ
n
j (Z)×Λnj (Y ) Λ
n
j (X)
is an isomorphism for n > k. Since Z is a k-groupoid, the pullback diagram (7.6)
implies that
(7.12) Hom(ιn,j , pf )
pr2−−→ Λnj (Z)×Λnj (Y ) Λ
n
j (X)
is an isomorphism. Since f : X → Y is a Kan fibration between k-groupoids, it is
not hard to show that the morphism
Xn
(ι∗,f∗)
−−−−→ Yn ×Λn
j
(Y ) Λ
n
j (X)
is an isomorphism for all n > k. Hence, the pullback diagram (7.8) implies that
Zn ×Yn Xn
(ι∗,pf∗)
−−−−−→ Hom(ιn,j , pf )
is an isomorphism. Composing this with the isomorphism (7.12), we conclude that
(7.11) is an isomorphism.
Proposition 7.10 also makes it easy to show that the pullbacks of acyclic fibra-
tions always exist in Gpd∞[M, T ], and are always acyclic fibrations. (Since acyclic
fibrations turn out to be equivalent to hypercovers, this result is equivalent to [43,
Lemma 2.8].)
Proposition 7.12 (Axiom 5). Let f : X → Y be an acyclic fibration in Gpd∞[M, T ]
and g : Z → Y a morphism in Gpd∞[M, T ]. Then the morphism Z ×Y X
qf
−→ Z
induced by pulling back f along g is an acyclic fibration.
Proof. Since f : X → Y is an acyclic fibration, Prop. 6.7 implies that f is a hyper-
cover. Then, by definition, f0 : X0 → Y0 is a cover, and hence the pullback Z0×Y0X0
exists in M. Proposition 7.10 therefore implies that the morphism Z ×Y X
qf
−→ Z
is a Kan fibration in Gpd∞[M, T ].
Let p be a point. Then pf : pX → pY is an acyclic fibration of simplicial sets. By
definition, points preserve finite limits. Hence, p
(
Z ×Y X
) pqf
−−→ pZ is the pullback
of pf , and is therefore a weak equivalence of simplicial sets. So we conclude qf is a
stalkwise weak equivalence, hence an acyclic fibration. 
Finally, we show that if X ∈ Gpd∞[M, T ], then the∞-groupoidX
∆1 constructed
in Prop. 7.2 is a path object for X . Let
X∆
1 (d0∗,d1∗)
−−−−−−→ X ×X ∼= X∆
0∪∆0 ,
and
s0∗ : X → X∆
1
denote the morphisms (7.2) and (7.3), respectively, induced by the inclusions ∂∆1 ∼=
∆0 ∪∆0
d0∪d1
−−−−→ ∆1 and the constant map s0 : ∆1 → ∆0, respectively.
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Proposition 7.13 (Axiom 6). Let X ∈ Gpd∞[M, T ]. Then
(7.13) X
s0∗
−−→ X∆
1 (d0∗,d1∗)
−−−−−−→ X ×X.
is a factorization of the diagonal map X × X into a stalkwise weak equivalence
s∗0 : X → X
∆1 followed by a Kan fibration X∆
1 (d0∗,d1∗)
−−−−−−→ X ×X.
To prove the above, we’ll need the following lemma, whose proof we postpone to
Appendix A.
Lemma 7.14. The inclusion of simplicial sets
Λnj ×∆
1 ⊔Λn
j
×∂∆1 ∆
n × ∂∆1 → ∆n ×∆1
is a collapsible extension.
Proof of Prop. 7.12. First, observe that di∗ ◦ s0∗ = idX . This follows from fact
that the assignment K 7→ (yX)K , where (yX)K is the simplicial sheaf (7.1), is a
contravariant functor from simplicial sets to simplicial sheaves. Hence, (7.13) is a
factorization of the diagonal map.
Next, since we have an isomorphism of sheaves y(X∆
1
) ∼= (yX)∆
1
, Prop. 7.1
implies that s∗0 : X → X
∆1 is a stalkwise weak equivalence.
Now we show f := (d0∗, d1∗) : X∆
1
→ X × X satisfies the condition Kan(n, j)
for all n ≥ 1 and 0 ≤ j ≤ n, i.e. the morphism of sheaves
X∆
1
n
(ι∗n,j ,f∗)
−−−−−→ Hom(ιn,j , f),
where Hom(ιn,j , f) := Hom(Λ
n
j
ιn,j
−−→ ∆n, X∆
1 f
−→ X×X) is represented by a cover.
It follows from Prop. 4.5 that for any finitely generated simplicial sets K and L, we
have an isomorphism of sheaves
Hom(L,XK) ∼= Hom(L×K,X).
Therefore, we have the following isomorphisms of sheaves
Hom(ιn,j , f) ∼= Hom(Λ
n
j × ∂∆
1, X)×Hom(Λn
j
×∂∆1,X) Hom(Λ
n
j ×∆
1, X)
∼= Hom
(
Λnj ×∆
1 ⊔Λn
j
×∂∆1 ∆
n × ∂∆1, X
)
Hence, showing that f satisfies Kan(n, j) is equivalent to showing that the mor-
phism of sheaves
(7.14) Hom(∆n ×∆1, X)
(ι∗n,j,f∗)
−−−−−→ Hom
(
Λnj ×∆
1 ⊔Λnj ×∂∆1 ∆
n × ∂∆1, X
)
is a cover. Lemma 7.14 implies that the inclusion Λnj ×∆
1 ⊔Λn
j
×∂∆1 ∆
n × ∂∆1 →
∆n×∆1 is a collapsible extension. Hence, Lemma 3.7 implies that in order to show
(7.14) is a cover, it suffices to show that
Hom(ιn,j , f) ∼= Hom
(
Λnj ×∆
1 ⊔Λn
j
×∂∆1 ∆
n × ∂∆1, X
)
is representable for all n and j.
Consider the n = 1 case. Then we have the pullback square
Hom(ι1,j , f) X1 ×X1
X1 X0 ×X0
(dj, dj)
(d0, d1)
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Since X×X is an∞-groupoid, the map X1×X1
dj ,dj
−−−→ X0×X0 is a cover. Hence,
the pullback Hom(ι1,j , f) exists and so f satisfies Kan(1, j). Now if n > 1 and f
satisfies Kan(m, j) for all m < n and 1 ≤ j ≤ m, then Lemma 3.9 implies that
Hom(ιn,j , f) is representable. 
7.2.1. Simplicial localization for Gpd∞[M, T ]. We note that the path object X
∆1
used in the proof of Thm. 7.1 is functorial, in the sense of Sec. 2.2. This can
be easily deduced from the fact that X∆
1
represents the sheaf (yX)∆
1
(Prop. 7.2).
The iCFO structure on Lie∞Gpd in particular is equipped with both functorial path
objects, as well as functorial pullbacks of acyclic fibrations. Indeed, the pullbacks
in this case are characterized in each simplicial dimension by the unique Banach
manifold structure on the set-theoretic fiber product. (See, for example, Prop. 2.5
and Prop. 2.6 of [25].) Hence, for a small full subcategory of Lie n-groupoids closed
under the iCFO structure, Thm. 2.13 would provide a convenient description of
its simplicial localization. A potentially useful example of this sort, which will be
studied in future work, is the category of n-groupoids internal to the category of
separable Banach manifolds1.
7.3. Alternative characterization of weak equivalences. The incorporation
of stalkwise weak equivalences into our iCFO structure for Gpd∞[M, T ] turns out
to be quite convenient for some applications. However, in general, verifying directly
that a morphism is a stalkwise weak equivalence could be cumbersome. Further-
more, we have the aesthetically inelegant fact that the stalkwise weak equivalences
are the only piece of the iCFO structure on Gpd∞[M, T ] which requires us to leave
the realm of simplicial objects in M for the larger world of simplicial sheaves on M.
Fortunately, as was mentioned in Sec. 2, the weak equivalences in an iCFO are
completely determined by the acyclic fibrations. This very useful fact is emphasized
in the work of Behrend and Getzler [3] on CFOs for higher geometric groupoids
in descent categories. What this implies in particular for the iCFO structure on
Gpd∞[M, T ], is the following: If f : X → Y is a morphism in Gpd∞[M, T ], we
consider the pullback diagram
X ×Y Y
∆1 Y ∆
1
X Y
pr2
pr1 d0
f
Then it follows from Lemma 2.4 and Prop. 2.5 (and Thm. 7.1) that f : X → Y is
a stalkwise weak equivalence if and only if the composition
pf : X ×Y Y
∆1 pr2−−→ Y ∆
1 d1−→ Y
is a hypercover. Moreover, the path object construction can be avoided altogether,
and weak equivalences can be characterized directly in terms of f and covers be-
tween representable sheaves.
To give just a simple example, denote by ιa : ∆
n → ∆1 × ∆n for a = 0, 1 the
inclusions m 7→ (a,m). Similarly, there are the inclusions ∂ιa : ∂∆
n → ∆1 × ∂∆n.
1We thank E. Getzler for this observation.
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There is the pushout diagram
Λ11 × ∂∆
n ∆1 × ∂∆n
Λ11 ×∆
n ∆1 × ∂∆n ∪ Λ11 ×∆
n
1
2
The following is parallel to the first step in the proof of Thm. 5.1 in [3]:
Proposition 7.15. A morphism f : X → Y in Gpd∞[M, T ] is a stalkwise weak
equivalence if and only if, for all n ≥ 0 the morphism in M
(7.15)
Hom
(
∆n
i1−→ ∆1×∆n, X
f
−→ Y
)
→ Hom
(
∂∆n
1◦∂ι1
−−−−→ ∆1×∂∆n∪Λ11×∆
n, X
f
−→ Y
)
is a cover.
Proof. First, it follows from Lemma 2.4 in [43] that the sheaf
Hom(j, pf ) := Hom
(
∂∆n
j
−→ ∆n, X ×Y Y
∆1 pf−→ Y
)
is representable. From the discussion preceding the proposition, we know f : X → Y
is a weak equivalence if and only if for all n ≥ 0, the morphism in M
Xn ×Yn Y
∆1
n → Hom(j, pf )
is a cover. Since Y ∆
1
n
∼= Hom(∆1 ×∆n, Y ), there is the pullback square
Xn ×Yn Y
∆1
n Hom(∆
1 ×∆n, Y )
Hom(∆n, X) Hom(∆n, Y )
ι∗1
f∗
Hence,
Xn ×Yn Y
∆1
n
∼= Hom
(
∆n
i1−→ ∆1 ×∆n, X
f
−→ Y
)
To complete the proof, we just need to show
Hom(j, pf ) ∼= Hom
(
∂∆n
1◦∂ι1
−−−−→ ∆1 × ∂∆n ∪ Λ11 ×∆
n, X
f
−→ Y
)
.
This follows from pasting together the following pullback squares:
Hom(j, pf ) Hom
(
∆1 × ∂∆n ∪ Λ11 ×∆
n, Y
)
Hom(Λ11 ×∆
n, Y )
Hom(∂∆n, X ×Y Y
∆1) Hom(∆1 × ∂∆n, Y ) Hom(Λ11 × ∂∆
n, Y )
Hom(∂∆n, X) Hom(∂∆n, Y )
∗2
∗1 (id× j)
∗
pr2∗
pr1∗ ∂ι
∗
1
f∗

Theorem 5.1 in [3] further shows that if the category of n-groupoids in (M, T )
form a category of fibrant objects, then f : X → Y is a weak equivalence if and
only if the morphism
(7.16) Hom(∆n → ∆n+1, X → Y )→ Hom(∂∆n → Λn+1n+1, X → Y )
42 CHRISTOPHER L. ROGERS AND CHENCHANG ZHU
is a cover for n ≥ 0. This turns out to be true in our iCFO case as well.
Corollary 7.16. A morphism f : X → Y in Lie∞Gpd is a stalkwise weak equiva-
lence if and only if the natural morphism (7.16) is a cover for n ≥ 0.
Proof. By Proposition 7.15, we see that f : X → Y in Lie∞Gpd is a stalkwise
weak equivalence if and only if the morphism (7.15) is a cover for all n ≥ 0. The
morphisms (7.15) and (7.16) are exactly the morphisms (5.2) and (5.1), respectively,
in [3]. The sources and targets for the morphisms in [3] are n-groupoids in a descent
category of spaces: a small category with finite limits, equipped with a subcategory
of covers closed under pullback, which satisfy a “2 of 3” property. (Axioms D1,
D2, and D3, respectively in [3].) A category equipped with a locally stalkwise
pretopology satisfies all of these axioms, except D1. Indeed, D2 is included in
the definition of a pretopology, and D3 follows from Def. 6.5. Even though D1
is not satisfied in this context, the proof of Thm. 5.1 in [3] still applies. A direct
verification shows that all limits appearing in the proof exist in (M, T ). And clearly,
the proof works for n =∞. 
Remark 7.17. We also mention that a characterization of weak equivalences simi-
lar to (7.16) between Lie 2-groupoids can be deduced using properties of the join
construction of simplicial sets and the theory of Morita bibundles developed in
Li’s Ph.D. thesis [26]. This fact is generalized to all Lie n-groupoids in [4], which
provides another interpretation of the combinatorial formula (7.16).
8. Lie n-algebras
In this section, we summarize the main results we will need from the companion
paper [36] concerning the homotopy theory of finite type Lie n-algebras, and we
refer the reader there for complete proofs and details. Throughout this section and
the remainder of this paper, we adopt the notation and conventions from [36, Sec.
2; Sec. 3].
8.1. L∞-algebras and their morphisms. We begin with a quick review of basic
facts and definitions concerning L∞-algebras and their morphisms. We follow the
presentation in [36, Sec. 3] which is based on the standard reference [24].
Recall that an L∞-algebra (L, ℓ) is a Z-graded R-vector space L equipped with
a collection ℓ = {ℓ1, ℓ2, ℓ3, . . .} of graded skew-symmetric linear maps (or brackets)
ℓk : Λ
kL→ L, 1 ≤ k <∞
with |ℓk| = k−2, satisfying an infinite sequence of Jacobi-like identities of the form:∑
i+j=m+1,
σ∈Sh(i,m−i)
(−1)σǫ(σ)(−1)i(j−1)lj(li(xσ(1), . . . , xσ(i)), xσ(i+1), . . . , xσ(m)) = 0(8.1)
for all m ≥ 1. Above, the permutation σ ranges over all (i,m − i) unshuffles,
and ǫ(σ) denotes the Koszul sign. In particular, Eq. 8.1 implies that (L, ℓ1) is a
(homological) chain complex.
Equivalently, a L∞-structure on a graded vector space L is a degree −1 codiffer-
ential δ on the reduced cocommutative coalgebra S¯(sL) =
⊕
i≥1 S
i(sL). See [36,
Sec. 2.4; Sec. 3.1] for further details. Here sL denotes the suspension of the graded
vector space L, i.e., sLi := L[−1]i = Li−1.
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A (weak) L∞-morphism f : (L, ℓ) → (L
′, ℓ′) is a collection f = {f1, f2, . . .} of
graded skew-symmetric linear maps fk : Λ
kL→ L′ 1 ≤ k <∞ with deg fk = k−1,
satisfying an infinite sequence of equations of the form:∑
j+k=m+1
∑
σ
±fj
(
lk(xσ(1), . . . , xσ(k)), xσ(k+1), . . . xσ(m)
)
+
∑
1≤t≤m
i1+···it=m
∑
τ
±l′t
(
fi1(xτ(1), . . . , xτ(i1)), fi2(xτ(i1+1), . . . , xτ(i1+i2)),
. . . , fit(xτ(i1+···+it−1+1), . . . , xτ(m))
)
= 0.
Above σ ranges over all (k,m−k) unshuffles, and τ ranges through certain (i1, . . . , it)
unshuffles. (See, for example, [1, Def. 2.3].) More conveniently, a morphism be-
tween L∞-algebras L and L
′ is equivalently a degree 0 morphism of dg coalgebras
F :
(
S¯(sL), δ
)
→
(
S¯(sL′), δ′
)
. See again [36, Sec. 2.4; Sec. 3.1] for further details.
In particular, treating L∞ morphisms as dg coalgebra morphisms gives us a clear
way to compose them [36, Eq. 2.6]. It is typical to consider the category L∞Alg
of L∞-algebras and L∞-morphisms as a full subcategory of the category of dg
cocommutative coalgebras.
Remark 8.1.
- As in [36], we will write morphisms in L∞Alg using a single lower-case letter,
e.g.
f : (L, ℓ)→ (L′, ℓ′),
and the k-ary map in the collection f will always be denoted by fk.
- Recall that if f : (L, ℓ)→ (L′, ℓ′) is a L∞-morphism, then
H(f1) :
(
H0(L), [·, ·])→ (H0(L
′), [·, ·]′
)
is a morphism of Lie algebras, where the above Lie brackets are induced by
the bilinear brackets ℓ2 and ℓ
′
2, respectively.
Next we recall several important classes of L∞-morphisms:
Definition 8.2. Let f : (L, ℓ)→ (L′, ℓ′) be a morphism of L∞-algebras.
(1) We say f is a L∞-isomorphism iff the linear map f1 : L → L
′ is an
isomorphism of graded vector spaces.
(2) We say f is a L∞-quasi-isomorphism iff the chain map f1 is a quasi-
isomorphism, i.e. the induced map on homology H(f1) : H(L) → H(L
′) is
an isomorphism of graded vector spaces.
(3) We say f is a strict L∞-morphism iff fk = 0 for all k ≥ 2. In this case
we write f = f1 : (L, ℓ)→ (L
′, ℓ) and it follows that every k-ary bracket ℓk
is preserved by the chain map f1:
ℓ′k ◦ f
⊗k
1 = f1 ◦ ℓk for all k ≥ 1.
8.2. Finite type Lie n-algebras. Let n ∈ N∪{∞}. We recall that a L∞-algebra
(L, ℓk) is a Lie n-algebra iff the graded vector space L is concentrated in the
first n− 1 non-negative degrees, i.e. L =
⊕n−1
i≥0 Li. The standard reference for Lie
n-algebras is [6, Def. 4.3.2]. See [36, Sec. 3.2] for a list of relevant examples. For
a fixed n ∈ N ∪ {∞}, we denote by LienAlg the full subcategory of L∞Alg whose
objects are Lie n-algebras.
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If (L, ℓ) is a Lie n-algebra and each Li is a finite-dimensional vector space, then
we say (L, ℓ) is a finite type Lie n-algebra, and we denote by LienAlg
fin the
category whose objects are finite type Lie n-algebras, and whose morphisms are
(weak) L∞-morphisms.
8.2.1. The Chevalley–Eilenberg algebra. Throughout the companion paper [36], the
category LienAlg
fin is taken to be a full subcategory of the category of conilpotent
dg cocommutative coalgebras. For the purposes of the present paper, in order
to make contact with Henriques’ work [17], we now recall the dual picture. Let
(L, ℓ) ∈ LienAlg
fin be a finite type Lie n-algebra and (S¯(sL), δ) the associated dg
coalgebra. We adjoin the ground field to obtain the corresponding coaugmented
counital dg cocommutative coalgebra (S(sL), δ), where S(sL) = R ⊕ S¯(sL) is the
usual symmetric algebra and δ(1) = 0. (See [36, Sec. 2.4].)
We denote by
CE(L) :=
(
S(sL∨), δCE
)
the Chevalley–Eilenberg algebra of (L, ℓ) i.e. the R-linear dual of (S(sL), δ). It
is naturally a unital commutative dg-algebra (cdga), whose differential δCE := δ
∨
has degree 1. Since (L, ℓ) is finite type, CE(L) is semi-free. That is, its underlying
commutative graded algebra is freely generated by the non-negatively graded vector
space sL∨, where L∨i := homR(Li,R).
8.2.2. LienAlg
fin as a category of fibrant objects. As previously mentioned in Sec.
2 the only difference between our definition of an iCFO (2.1) and Brown’s original
definition of a category of fibrant objects is axiom 4. Brown requires the strong
axiom that the pullback of a fibration always exists.
We summarize the main result of [36] in the following theorem:
Theorem 8.3 (Thm. 5.1 [36]). Let n ∈ N ∪ {∞}. The category LienAlg
fin of
finite type Lie n-algebras and weak L∞-morphisms has the structure of a category
of fibrant objects, in which a morphism f : (L, ℓ)→ (L′, ℓ) is:
• a weak equivalence iff it is a L∞-quasi-isomorphism (Def. 8.2),
• a fibration iff the chain map f1 : (L, ℓ1)→ (L
′, ℓ′1) is surjective in all positive
degrees,
• an acyclic fibration iff f is a L∞-quasi-isomorphism and the chain map
f1 : (L, ℓ1)→ (L
′, ℓ′1) is surjective in all degrees.
We note that an explicit construction for path objects in LienAlg
fin is provided
in [36, Sec 3.3].
Remark 8.4. Fibrations between Lie n-algebras, as defined in Thm. 8.3, coincide
with fibrations in the projective model structure on non-negatively graded chain
complexes. In contrast, the chain map f1 associated to a fibration between un-
bounded Z-graded L∞-algebras is required to be surjective in all degrees. (See for
example [15], [35], and [39].)
In [37], Sˇevera constructed a functor which provides a differentiation procedure
Diff : LienGrp
fin → LienAlg
fin from finite-dimensional Lie n-groups to Lie n-algebras.
In certain cases, it is clear how this functor interacts with the iCFO structure
(Thm. 7.1) on the category LienGpd, and this provides us with evidence that the
notion of fibration given in Thm. 8.3 is the “correct” one for our applications. For
example, suppose g• is a simplicial Lie algebra, and let G• denote the (level-wise)
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1-connected simplicial Lie group integrating g•. Then its classifying space WG•
is a Lie ∞-group. Jurcˇo showed in [23] that Diff(W¯G•) is isomorphic to Ng•,
the dg Lie algebra obtained from g• via Quillen’s normalized chains functor [33].
Now suppose f : WG• → WG
′
• is a Kan fibration between classifying spaces of
1-connected simplicial Lie groups in Lie∞Grp. Then, by using Jurcˇo’s result, it is
not difficult to see that Diff(f) : Ng• → Ng
′
• is a dgla morphism that is surjective
in all positive degrees, but not surjective, in general, in degree 0. Therefore, if we
hope to prove that Diff preserves fibrations, then the definition of fibration in the
CFO structure on LienAlg
fin must be the one given in Thm. 8.3. A more detailed
analysis of Sˇevera’s functor is the subject of our future work.
8.3. Fibrations of Lie n-algebras. The following lemma from [36] is based on
a result of Vallette [39] concerning the factorization of epimorphisms between Z-
graded homotopy algebras. The lemma allows us to dramatically simplify many
constructions involving fibrations between Lie n-algebras. Roughly, it says that
every fibration in LienAlg
fin is a strict fibration up to isomorphism.
Lemma 8.5 (Lemma 3.11 [36]). Let f : (L, ℓ)→ (L′, ℓ′) be a fibration between Lie
n-algebras. Then there exists a Lie n-algebra (L, ℓ˜) and an isomorphism φ : (L, ℓ˜)
∼=
−→
(L, ℓ) such that
fφ : (L, ℓ˜)→ (L′, ℓ)
is a strict fibration with fφ = (fφ)1 = f1.
It turns out that not every fibration in LienAlg
fin integrates to a fibration in
Lie∞Grp (see Remark 9.11). However, we will show in Thm. 9.10 that there is a
distinguished class of fibrations in LienAlg
fin that do. We call these “quasi-split
fibrations”.
Definition 8.6. A fibration of Lie n-algebras f : (L, ℓ)→ (L′, ℓ′) is a quasi-split
fibration iff
(1) the induced map in homology H(f1) : H(L) → H(L
′) is surjective in all
degrees and,
(2) H0(L) ∼= kerH0(f1)⊕H0(L
′) in the category of Lie algebras.
Remark 8.7. Note that every acyclic fibration in LienAlg
fin is a quasi-split fibra-
tion. More generally, f : (L, ℓ) → (L′, ℓ′) is a quasi-split fibration if kerH(f1)
is central and H(f1) : H(L) → H(L
′) is a split epimorphism in the category of
H0(L)-modules.
Besides acyclic fibrations, there are other examples of quasi-split fibrations which
naturally arise in interesting applications. In particular, the string Lie 2-algebra,
whose integration was the original motivation for [17], is a special case of the fol-
lowing construction.
Example 8.8 (Central n-extensions). Let (g, [·, ·]) be a Lie algebra and c : Λn+1g→
R a degree n+1 cocycle in the Chevalley-Eilenberg complex associated to g. From
this data we obtain a Lie n-algebra ĝc whose underlying vector space is concentrated
in degrees 0 and n− 1:
ĝc = g⊕ R[1− n]
and whose only non-trivial brackets are
ℓ2(x1, x2) = [x1, x2], if x1, x2 ∈ g
ℓn+1(x1, . . . , xn+1) = c(x1, . . . , xn+1), if x1, . . . , xn+1 ∈ g
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A straightforward verification shows that the linear projection π : ĝc → g extends
to a strict quasi-split fibration sequence R[1− n] →֒ ĝc
π
−→ g in LienAlg
fin.
We conclude this section with a corollary concerning the “strictification” of quasi-
split fibrations. The proof follows directly from Lemma 8.5 and Def. 8.6.
Corollary 8.9. Let f : (L, ℓ) → (L′, ℓ′) be a quasi-split fibration between Lie n-
algebras. Then there exists an isomorphism φ : (L, ℓ˜)
∼=
−→ (L, ℓ) in LienAlg
fin such
that fφ : (L, ℓ˜)→ (L′, ℓ) is a strict quasi-split fibration with fφ = (fφ)1 = f1.
8.4. Postnikov tower for Lie n-algebras. Next, we recall the following technical
results from [36, Sec. 7] concerning Postnikov towers. These will play a crucial role
in our analysis of the integration functor in Sec. 9.
Let (L, ℓ) be a Lie n-algebra. Following [17, Def. 5.6], we consider two different
truncations of the underlying chain complex (L, d = ℓ1). For any m ≥ 0, denote by
τ≤mL and τ<mL the following (m+ 1)-term complexes:
(τ≤mL)i =

Li if i < m,
coker(dm+1) if i = m,
0 if i > m,
(τ<mL)i =

Li if i < m,
im(dm) if i = m,
0 if i > m.
In degree m, the differentials for τ≤mL and τ<mL are dm : Lm/ im(dm+1)→ Lm−1,
and the inclusion im(dm) →֒ Lm−1, respectively. The homology complexes of τ≤mL
and τ<mL are
Hi(τ≤mL) =
{
Hi(L) if i ≤ m,
0 if i > m,
Hi(τ<mL) =
{
Hi(L) if i < m,
0 if i ≥ m.
We have the following obvious surjective chain maps
p≤m : L→ τ≤mL p<m : L→ τ<mL(8.2)
where in degree m, the map p≤m is the surjection Lm → coker(dm+1), and p<m is
the differential dm : Lm → im(dm). There are also the similarly defined surjective
chain maps
q≤m : τ≤mL→ τ<mL, q<m+1 : τ<m+1L
∼
−→ τ≤mL.(8.3)
The map q≤m in degree m is the differential dm : coker dm+1 → im dm, and the
identity in all other degrees. The map q<m+1 is the projection Lm → cokerdm+1
in degree m, the identity in all degrees < m, and the zero map in degree m + 1.
We note that q<m+1 is a quasi-isomorphism of complexes.
Proposition 8.10 (Prop. 7.2 [36]). Let (L, ℓ) be a Lie n-algebra.
(1) The Lie n-algebra structure on (L, ℓ) induces Lie (m+1)-structures on the
complexes τ≤mL and τ<mL whose brackets are given by
τ≤mℓk(x¯1, . . . , x¯k) := p≤mℓk(x1, . . . , xk), τ<mℓk(y¯1, . . . , y¯k) := p<mℓk(y1, . . . , yk),
where x¯i = p≤m(xi) and y¯i = p<m(yi).
(2) The assignments (L, ℓ) 7→ (τ≤mL, τ≤mℓ) and (L, ℓ) 7→ (τ<mL, τ<mℓ) are
functorial.
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(3) An L∞-morphism f : (L, ℓ)→ (L
′, ℓ′) induces a morphism of towers of Lie
n-algebras
(8.4)
· · · τ≤m−1L τ<m−1L τ≤m−2L · · · τ≤1L τ<1L τ≤0L
· · · τ≤m−1L
′ τ<m−1L
′ τ≤m−2L
′ · · · τ≤1L
′ τ<1L
′ τ≤0L
′
q≤m−1 q<m−1 q≤m−2 q≤1 q<1
q′≤m−1 q
′
<m−1 q
′
≤m−2 q
′
≤1 q
′
<1
τ<m−1f τ≤m−2f τ≤1f τ<1f τ≤0f
in which the horizontal arrows are the strict L∞-morphisms induced by the
surjective chain maps (8.3).
Remark 8.11. The vertical maps τ<mf and τ≤mf in (8.4) induced by the morphism
f : (L, ℓ)→ (L′, ℓ′) are defined via the projections given in Eq. 8.2. For example,
τ≤mfk(x¯1, . . . , x¯k) := p
′
≤mfk(x1, . . . , xk).
We also note that the Lie n-algebra τ≤0L is just the Lie algebra H0(L) concen-
trated in degree zero. Given a morphism of Lie n-algebras f : (L, ℓ)→ (L′, ℓ′), the
induced morphism τ≤0f : H0(L)→ H0(L
′) of Lie algebras is the morphism H0(f1)
from Remark 8.1.
8.5. Quasi-split fibrations and decomposition of towers. The commutative
diagram (8.4) has a convenient decomposition in the case when f : (L, ℓ)→ (L′, ℓ′)
is a quasi-split fibration (8.6). In these next two results recalled from Sec. 7.2 of [36],
we only consider strict quasi-split fibrations. The general case involving arbitrary
quasi-split fibrations follows from applying Cor. 8.9.
Let ker q<m+1 denote the kernel of the map q<m+1 : (τ<m+1L, τ<m+1ℓ)→ (τ≤mL, τ≤mℓ)
defined in (8.3) Then the chain complex ker q<m+1 is an abelian Lie n-algebra con-
centrated in degrees m and m+ 1 with
(8.5) (ker q<m+1)m = im dm+1, (ker q<m+1)m+1 = im dm+1[−1]
The induced differential ℓker = ℓ1 on ker q<m+1 is simply the desuspension isomor-
phism.
Proposition 8.12 (Prop. 7.5 [36]). Let f = f1 : (L, ℓ)→ (L
′, ℓ′) be a strict quasi-
split fibration. Then there exists morphisms in LienAlg
fin
r : (τ<m+1L, τ<m+1ℓ)→ (ker q<m+1, ℓ
ker), r′ : (τ<m+1L
′, τ<m+1ℓ
′)→ (ker q′<m+1, ℓ
′ ker)
inducing L∞-isomorphisms(
q<m+1, r
)
:
(
τ<m+1L, τ<m+1ℓ
) ∼=
−→
(
τ≤mL⊕ ker q<m+1, τ≤mℓ⊕ ℓ
ker
)
(
q′<m+1, r
′
)
:
(
τ<m+1L
′, τ<m+1ℓ
′
) ∼=
−→
(
τ≤mL
′ ⊕ ker q′<m+1, τ≤mℓ
′ ⊕ ℓ′ ker
)
such that the following diagram commutes in LienAlg:
(8.6)
τ<m+1L τ≤mL⊕ ker q<m+1
τ<m+1L
′ τ≤mL
′ ⊕ ker q′<m+1
(
q<m+1, r
)
∼=
τ<m+1f τ≤mf ⊕ τ<m+1f |ker(
q′<m+1, r
′
)
∼=
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Now let m ≥ 1. The chain map q≤m defined in (8.3) induces a short exact
sequence of chain complexes
(8.7) Hm
i
−→ τ≤mL
q≤m
−−−→ τ<mL
where Hm is the homology group Hm(L) concentrated in degree m with trivial
differential. The second decomposition result that we will need is:
Proposition 8.13 (Prop. 7.6 [36]). Let m ≥ 1 and let f = f1 : (L, ℓ) → (L
′, ℓ′)
be a strict quasi-split fibration. Then there exists L∞-structures ℓˆ and ℓˆ
′ on the
graded vector spaces τ<mL ⊕ Hm and τ<mL
′ ⊕ H ′m, respectively, and strict L∞-
isomorphisms
qˆ : (τ≤mL, τ≤mℓ)
∼=
−→
(
τ<mL⊕Hm, ℓˆ
)
qˆ′ : (τ≤mL
′, τ≤mℓ
′)
∼=
−→
(
τ<mL
′ ⊕H ′m, ℓˆ
′
)
such that the following diagram of L∞-morphisms commutes
(8.8)
(τ≤mL, τ≤mℓ) (τ<mL⊕Hm, ℓˆ)
(τ≤mL
′, τ≤mℓ
′) (τ<mL
′ ⊕H ′m, ℓˆ
′)
qˆ
∼=
τ≤mf τ<mf ⊕H(f)
qˆ′
∼=
Remark 8.14. In order to prove Thm. 9.10 in the next section, we’ll need to recall
from the proof of Prop. 7.6 in [36] some details concerning the isomorphisms qˆ and
qˆ′. In degree m, the short exact sequence (8.7) and the analogous sequence for q′≤m
gives the following commutative diagram of vector spaces.
Hm cokerdm+1 im dm[−1]
H ′m cokerd
′
m+1 im d
′
m[−1]
i
i′
dm
d′m
H(f1) τ≤mf1 τ<mf1
Since f is a strict quasi-split fibration, there exists sections s : im dm[−1]→ cokerdm+1,
and s′ : im d′m[−1]→ cokerd
′
m+1, of dm and d
′
m, respectively, such that τ≤mf1◦s =
s′ ◦ τ<mf1. Let t : τ<mL→ τ≤mL and r : τ≤mL→ Hm be the linear maps
t(x) :=
{
s(x), if |x| = m
x, if |x| < m,
rˆ := id− tq≤m
respectively. Then the strict L∞-morphism qˆ : τ≤mL → τ<mL ⊕Hm is defined to
be
qˆ(z) :=
(
q≤m(z), rˆ(z)
)
The map qˆ′ is defined in the analogous way, using the section s′ instead of s.
Remark 8.15. As shown in Sec. 7.2.1 of [36], the structure maps ℓˆk : Λ
k(τ<mL ⊕
Hm)→ τ<mL⊕Hm for the L∞-structure on τ<mL⊕Hm are given by the formula:
(8.9) ℓˆk
(
(x1, y1), (x2, y2), . . . , (xk, yk)
)
=(
τ<mℓk
(
x1, x2, . . . , xk), rˆ ◦ τ≤mℓk
(
tx1 + y1, tx2 + y2, . . . , txk + yk)
)
,
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for all x1, . . . , xk ∈ τ<mL and y1, . . . , yk ∈ Hm. The above formula implies that
there is only one non-trivial structure map ℓˆk that involves non-zero inputs from
Hm, since Hm is concentrated in top degree m. Namely:
ℓˆ2
(
(x, 0), (0, y)
)
=
(
0, ℓ2(x, y)
)
,
where x ∈ L0 = τ<mL0 is an element of degree 0 and y ∈ Hm. Moreover, since ℓ2
satisfies the Leibniz rule with respect to the differential ℓ1 = d, we obtain an action
of the Lie algebra H0(L) = L0/ im d1 on Hm:
H0(L)×Hm → Hm
(x+ im d1, y) 7→ ℓ2(x, y)
(8.10)
This observation will play a key role when we integrate quasi-split fibrations in Sec.
9.
8.6. Maurer–Cartan elements. In Sec. 9, we express Henriques’ integration
functor in terms of Maurer-Cartan sets by applying some results from Sec. 6 of
[36]. Throughout the present section, S denotes a submanifold (possibly with cor-
ners) of RN , Fix an integer r ≥ 1. Following [17, Sec. 5.1], we denote by(
Ω(S), ddR
)
the differential graded Banach algebra of “r-times continuously differentiable forms”.
By definition, a k-form α on S is an element of Ω(S) if and only if both α and the
(k + 1)-form ddRα are r-times continuously differentiable.
Note that we treat (Ω(S), ddR) as a cochain complex with ddR = Ω(S)
∗ →
Ω(S)∗+1 as usual. Let (L, ℓk) ∈ LienAlg
fin be a finite type Lie n-algebra, and
denote by
(L⊗ Ω(S), ℓΩ)
the Z–graded L∞-algebra whose underlying chain complex is (L⊗Ω(S), ℓΩ1 ) where
(L⊗ Ω(S))m :=
⊕
i−j=m
Li ⊗ Ω(S)
j
ℓΩ1 := ℓ1 ⊗ idΩ(S) + idL ⊗ ddR
and whose higher brackets are defined as:
ℓΩk
(
x1 ⊗ ω1, . . . , xk ⊗ ωk
)
:= (−1)εℓk(x1, . . . , xk)⊗ ω1ω2 · · ·ωk,
with
ε :=
∑
1≤i<j≤k
|ωi| |xj | .
It is easy to see that for every (L, ℓ) ∈ LienAlg
fin, the L∞-algebra (L⊗Ω(S), ℓ
Ω)
is “tame”, in the sense of [36, Def. 6.1]. This means that the curvature of an
element a ∈ (L⊗ Ω(S))−1:
curvΩ(a) = ℓΩ1 (a) +
∑
k≥2
(−1)
k(k−1)
2
1
k!
ℓΩk (a, a, . . . , a) ∈ (L⊗ Ω(S))−2(8.11)
is well-defined, i.e., the above summation is finite. We recall that elements of the
set
MC
(
L⊗ Ω(S)
)
:=
{
a ∈ (L⊗ Ω(S))−1 | curv
Ω(a) = 0
}
.
are called the Maurer–Cartan elements of the L∞-algebra (L⊗ Ω(S), ℓ
Ω).
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Next, if f : (L, ℓ) → (L′, ℓ′) is a morphism of Lie n-algebras, then it is easy to
verify that the maps fΩk : Λ
k
(
L⊗ Ω(S)
)
→ L′ ⊗ Ω(S) defined as
fΩk
(
x1 ⊗ ω1, . . . , xk ⊗ ωk
)
:= (−1)εfk(x1, . . . , xk)⊗ ω1ω2 · · ·ωk,
assemble together to give a L∞-morphism f
Ω : (L ⊗ Ω(S), ℓΩ) → (L′ ⊗ Ω(S), ℓ′Ω).
Furthermore, for any morphism f : (L, ℓ)→ (L′, ℓ′) in LienAlg
fin, the L∞-morphism
fΩ : (L ⊗ Ω(S), ℓΩ) → (L′ ⊗ Ω(S), ℓ′Ω) is tame in the sense of [36, Def. 6.1]. This
implies that the morphism fΩ induces a well defined function
fΩ∗ : (L ⊗ Ω(S))−1 → (L
′ ⊗ Ω(S))−1
where
fΩ∗ (a) = f
Ω
1 (a) +
∑
k≥2
(−1)
k(k−1)
2
1
k!
fΩk (a, a, . . . , a).(8.12)
for all a ∈
(
L⊗Ω(S)
)
−1
. Note that if f = f1 : (L, ℓ)→ (L
′, ℓ′) is a strict morphism,
then Eq. 8.12 implies that
(8.13) fΩ∗ = f ⊗ idΩ(S)
Proposition 8.16.
(1) If f : (L, ℓ)→ (L′, ℓ′) is a morphism in LienAlg
fin, then f∗ : (L⊗Ω(S))−1 →
(L′ ⊗ Ω(S))−1 restricts to a well-defined function
f∗ : MC(L ⊗ Ω(S))→ MC(L
′ ⊗ Ω(S))
between the corresponding Maurer-Cartan sets.
(2) The assignments (L ⊗ Ω(S), ℓΩ) 7→ MC
(
(L ⊗ Ω(S)
)
, and fΩ 7→ fΩ∗ define
a functor
MC(− ⊗ Ω(S)) : LienAlg
fin → Set,
natural in S ⊆ RN .
(3) Let (L, ℓ) ∈ LienAlg
fin and let CE(L) denote the Chevalley–Eilenberg algebra
of (L, ℓ) defined in Sec. 8.2.1. Then the isomorphism of vector spaces
ϕ : L⊗ Ω(S)
∼=
−→ homR(sL
∨,Ω(S))
ϕ(x ⊗ ω)(f) := f(sx)ω
extends to a bijection of sets
MC(L⊗ Ω(S))
∼=
−→ homcdga(CE(L),Ω(S))
natural in (L, ℓ) ∈ LienAlg
fin and in S ⊆ RN .
Proof. Statements (1) and (2) follow from Prop. 6.3 and Lemma 6.4 in [36].
For (3), as mentioned in Sec. 8.2.1, CE(L) is freely generated as a graded com-
mutative algebra by the vector space sL∨. Hence, ϕ induces an isomorphism (L⊗
Ω(S))−1 ∼= homcga(S¯(sL
∨),Ω(S)). A direct calculation shows that curvΩ(x⊗ω) = 0
if and only if ϕ(x ⊗ ω) ◦ δCE = ddR ◦ ϕ(x⊗ ω). 
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9. Integration of Lie n-algebras
9.1. From Lie n-algebras to Lie ∞-groups. A Lie ∞-group is an ∞-group
object (Def. 3.4) in (Mfd, Tsubm). We denote by Lie∞Grp ⊆ Lie∞Gpd the full sub-
category of Lie ∞-groups. Let us recall Henriques’ construction of Lie ∞-groups
from Lie n-algebras of finite type. Recall that we denote by Ω(∆n) the differential
graded Banach algebra of “r-times continuously differentiable forms” (as defined in
Sec. 8.6) on the geometric n-simplex.
Proposition-Definition 9.1 (Def. 5.2, Thm. 5.10 [17]). Let L ∈ LienAlg
fin be a
finite type Lie n-algebra. The assignment
L 7→
(∫
L
)
m
:= MC
(
L⊗ Ω(∆n)
)
∼= homcdga
(
CE(L),Ω(∆m)
)
induces a functor
(9.1)
∫
: LienAlg
fin → Lie∞Grp
from the category of finite type Lie n-algebras to the category of Lie ∞-groups.
Remark 9.2. In [38], Sˇevera and Sˇiranˇ prove that
∫
L is a simplicial Banach manifold
using an approach that differs from the one taken by Henriques’ in his proof of [17,
Thm. 5.10]. If (L, ℓ) ∈ LienAlg
fin, then since L is finite type, the Banach algebra
structure on Ω(∆m) naturally makes L⊗Ω(∆m) into a graded Banach space. Then
Prop. 4.3 of [38] implies that MC
(
L ⊗ Ω(∆m)
)
⊆ (L ⊗ Ω(∆m)−1 is a Banach
submanifold in the sense of [25, Ch. I,3]. From Eq. 8.11, we see that the curvature
curvΩ : (L ⊗ Ω(∆m))−1 → (L ⊗ Ω(∆
m))−2 is a polynomial function and hence
smooth. In other words,
MC(L ⊗ Ω(∆m)) (L⊗ Ω(∆m))−1 (L⊗ Ω(∆
m))−2
curvΩ
0
is an equalizer diagram in the category Mfd of Banach manifolds.
Before we proceed further, let us recall a very useful example of a Lie ∞-group
stemming from the integration of a Lie n-algebra.
Example 9.3. Following [17, Example 5.5], let (L, ℓ) ∈ LienAlg
fin and recall from
Remark 8.11 that τ≤0L = H0(L) is a Lie algebra. Consider the Lie∞-group
∫
τ≤0L.
For each m ≥ 0, we have a natural identification(∫
τ≤0L
)
m
= MC
(
τ≤0L⊗ Ω
∗(∆m)
)
∼=
(
τ≤0L⊗ Ω
1(∆m)
)♭
between Maurer-Cartan elements and flat connections on the trivial bundle G ×
∆m → ∆m, where G is the 1-connected Lie group integrating τ≤0L. There is also
an identification
T : Map(∆m, G)/G
∼=
−→
(
τ≤0L⊗ Ω
1
(
∆m
))♭
∆m
Γ
−→ G 7→ T (Γ) := Γ−1dΓ
(9.2)
between the set Map(∆m, G)/G of G-valued Cr+1 maps, modulo constants, and
the set of flat connections. This identification is natural in (L, ℓ). See Lemma 9.13.
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Remark 9.4. Note that the integration functor (9.1) a priori assigns to a Lie n-
algebra not a Lie n-group but a Lie∞-group. To resolve this, Henriques introduced
a truncation functor [17, Def. 3.5] from Lie ∞-groups to simplical sheaves over
Mfd. Furthermore, Henriques observed that, in general, there are obstructions to
representing the output of the truncation functor as an actual Lie n-group. Further
discussion of the truncation functor within the context of the homotopy theory of
Lie n-groups will appear in future work.
We conclude this section with a warm-up result concerning the preservation of
pullback squares by the integration functor (9.1). We address this in further detail
in Thm. 9.16.
Proposition 9.5. Let f : (L, ℓ)→ (L′′, ℓ′′) be a fibration and g : (L′, ℓ′)→ (L′′, ℓ′′)
be a morphism in LienAlg
fin, and let (L˜, ℓ˜) be the pullback of the diagram (L′, ℓ′)
g
−→
(L′′, ℓ′′)
f
←− (L′′, ℓ′′). If the pullback of
MC(L′ ⊗ Ω∗(∆m))
gΩ∗−−→ MC(L′′ ⊗ Ω∗(∆m))
fΩ∗←−−MC(L ⊗ Ω∗(∆m))
exists in the category Mfd, then the induced commutative diagram
MC(L˜⊗ Ω∗(∆m)) MC(L ⊗ Ω∗(∆m))
MC(L′ ⊗ Ω∗(∆m)) MC(L′′ ⊗ Ω∗(∆m))
fΩ∗
gΩ∗
is a pullback diagram in Mfd.
Proof. Remark 9.2 implies that the Maurer-Cartan set MC(L ⊗ Ω∗(∆m)) is an
equalizer in Mfd for any (L, ℓ) ∈ LienAlg
fin. Therefore Assumption 6.6 in Sec. 6.2
of [36] is satisfied, and the proposition then follows from [36, Cor. 6.7]. 
We will use the following corollary in our proof of Thm. 9.10 in the next section.
Corollary 9.6. The integration functor
∫
: LienAlg
fin → Lie∞Grp preserves prod-
ucts.
Proof. The category Lie∞Grp has finite products and every trivial morphism (L, ℓ)→
0 in LienAlg
fin is a fibration. 
9.2. Integrating fibrations. We begin by analyzing the naturality of a construc-
tion used by Henriques in his proof of the following result:
Proposition 9.7 (Thm. 5.10 [17]). Let (L, ℓ) ∈ LienAlg
fin. The integrations of the
L∞-morphisms q≤m and q<m+1 defined in (8.3):∫
q≤m :
∫
τ≤mL→
∫
τ<mL,
∫
q<m+1 :
∫
τ<m+1L→
∫
τ≤mL
are fibrations between Lie ∞-groups.
In what follows, the submanifold
S ⊆ Rk+1
denotes either the geometric simplex ∆k or a geometric horn Λkj ⊆ ∆
k.
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Let us fix a Lie n-algebra (L, ℓ) ∈ LienAlg
fin and an integer m ≥ 1. Our
goal is to express elements of MC
(
τ≤mL ⊗ Ω(S)
)
as pairs consisting of an ele-
ment of MC
(
τ<mL ⊗ Ω(S)
)
and a Hm(L)-valued differential form. Via the strict
L∞-isomorphism
qˆ : (τ≤mL, τ≤mℓ)
∼=
−→
(
τ<mL⊕Hm, ℓˆ
)
given in Prop. 8.13, we have the identification
MC
(
τ≤mL⊗ Ω(S)
)
∼= MC
(
(τ<mL⊕Hm)⊗ Ω(S)
)
⊆
(
τ<mL⊗ Ω(S)
)
−1
⊕ Hm ⊗ Ω
m+1(S),
where Hm = Hm(L). Let ĉurv
Ω
, curvΩ≤m and curv
Ω
<m denote the curvature func-
tions (8.11) for the L∞-algebras((
τ<mL⊕Hm
)
⊗Ω(S), ℓˆΩ
)
,
(
τ≤mL⊗Ω(S), τ≤mℓ
Ω
)
,
(
τ<mL⊗Ω(S), τ<mℓ
Ω
)
,
respectively.
Since the L∞-isomorphism qˆ
Ω = qˆ ⊗ idΩ(S) is strict, we can easily write ĉurv
Ω
in terms of the other two curvature functions above. Indeed, consider a degree −1
element (σ, ν) ∈
(
τ<mL⊗Ω(S)
)
−1
⊕ Hm⊗Ω
m+1(S). We first express its curvature
as the sum of degree −2 elements: ĉurv
Ω
(σ, ν) =
∑m
i=1 ĉurv
Ω
(σ, ν)i where
ĉurv
Ω
(σ, ν)i ∈ τ<mLi ⊗ Ω
i+2(S) for i < m
and
ĉurv
Ω
(σ, ν)m ∈ τ<mLm ⊗ Ω
m+2(S) ⊕ Hm ⊗ Ω
m+2(S).
We then use formula (8.9) for the L∞-structure on
(
τ<mL ⊕ Hm
)
to obtain the
equality
ĉurv
Ω
(σ, ν)i =
{(
curvΩ<m(σ)i, 0
)
if i < m(
curvΩ<m(σ)m, ddRν − ℓ
Ω
2 (σ0, ν)− κ(σ)
)
, if i = m.
Above σ0 ∈ L0⊗Ω
1(S) is the component of σ in bidegree (0,−1) and κ(σ) denotes
the Hm-valued (m+ 2)-form
(9.3) κ(σ) := −(prHm ⊗idΩ(S)) ◦ qˆ
Ω ◦ curvΩ≤m ◦(qˆ
Ω)−1(σ, 0) ∈ Hm ⊗ Ω
m+2(S),
where prHm : τ<mL⊕Hm → Hm is the linear projection.
Hence, we have the following characterization of the Maurer-Cartan elements:
MC
(
τ≤mL⊗ Ω(S)
)
={
(σ, ν) ∈ MC
(
τ<mL⊗ Ω(S)
)
⊕ Hm ⊗ Ω
m+1(S) | ddRν − ℓ
Ω
2 (σ0, ν) = κ(σ)
}
.
Now suppose σ is a Maurer-Cartan element of τ<mL ⊗ Ω(S) and ν ∈ Hm ⊗
Ωm+1(S) is a Hm-valued (m + 1)-form. As observed by Henriques in his proof of
[17, Thm. 5.10 ], the condition
(9.4) ddRν − ℓ
Ω
2 (σ0, ν) = κ(σ),
can be rewritten by exploiting the action (8.10) of the Lie algebra H0(L) on Hm ⊗
Ω∗(S). We do this in the following way: Let α ∈ H0(L) ⊗ Ω
1(S) denote the class
represented by σ0. Since curv
Ω
<m(σ) = 0, we have ddRα −
1
2 [α, α] = 0, where
[·, ·] denotes the Lie bracket on H0(L) ⊗ Ω(S) induced by ℓ
Ω
2 . Hence, α is a flat
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H0(L)-valued connection on S. Furthermore, since ℓ2 satisfies the Leibniz rule, one
observes that (σ, ν) satisfies Eq. 9.4 if and only if
(9.5) ddRν − [α, ν] = κ(σ).
Let G be the 1-connected Lie group integratingH0(L). Then Hm⊗Ω
∗(S) integrates
to a G-module in the standard way. Via the identification (9.2) introduced in
Example 9.3, there exists a unique function Γ: S → G such that
(9.6) − α = −Γ−1dΓ, Γ(v0) = e,
where v0 is an arbitrary fixed vertex of S. Then, as shown in [17, Eqs. 30–32], (σ, ν)
satisfy Eq. 9.5 if and only if
(9.7) ddR(Γ · ν) = Γ · κ(σ).
This characterization of Maurer-Cartan elements using the H0(L) action is natural
in the following sense:
Proposition 9.8. Let S = Λkj or ∆
k and m ≥ 1. Suppose f = f1 : (L, ℓ)→ (L
′, ℓ′)
is a strict quasi-split fibration in LienAlg
fin. Let
(9.8)
MC
(
τ≤mL⊗ Ω(S)
)
MC
(
(τ<mL⊕Hm)⊗ Ω(S)
)
MC
(
τ≤mL
′ ⊗ Ω(S)
)
MC
(
(τ<mL
′ ⊕H ′m)⊗ Ω(S)
)
qˆΩ∗
∼=
τ≤mf
Ω
∗ τ<mf
Ω
∗ ⊕H(f) ⊗ idΩ
qˆ′Ω∗
∼=
be the commutative diagram of smooth manifolds induced by diagram (8.8) in Prop.
8.13. If a ∈ MC
(
τ≤mL⊗ Ω(S)
)
is a Maurer-Cartan element and we define
(σ, ν) := qˆΩ∗ (a), (σ
′, ν′) := qˆ′Ω∗ ◦ τ≤mf
Ω
∗ (a),
then we have the following equalities of H ′m-valued differential forms:
(H(f)⊗ idΩ(S))
(
Γ · ν
)
= Γ′ · ν′
(H(f)⊗ idΩ(S))
(
Γ · κ(σ)
)
= Γ′ · κ′(σ′),
where Γ′ : S → G′ is the unique integration defined in Eq. 9.6 of the flat H0(L
′)-
valued connection induced by σ′0 ∈ L
′
0 ⊗ Ω
1(S), and κ′(σ′) is the differential form
defined via Eq. 9.3.
Proof. Since f = f1 is a strict L∞-morphism, it follows from the commutativity of
diagram (9.8) and the formula for τ<mf
Ω
∗ (Eq. 8.13) that:
(σ′, ν′) =
(
(τ<mf ⊗ idΩ(S))(σ), (H(f) ⊗ idΩ(S))(ν)
)
.
In particular, σ′0 = (f ⊗ idΩ(S))(σ0). If Γ: S → G is the unique integration (9.6) of
the flat H0(L)-valued connection induced by σ0, then, by uniqueness, Γ
′ = Φ ◦ Γ,
where Φ: G → G′ is the Lie group homomorphism integrating H(f) : H0(L) →
H0(L
′). The linear map H(f)⊗ idΩ(S) : Hm ⊗ Ω(S)→ H
′
m ⊗ Ω(S) intertwines the
Lie algebra actions, since f is a strict L∞-morphism. Hence, it also intertwines the
Lie group actions:
(H(f)⊗ idΩ(S))
(
Γ · ν
)
= (Φ ◦ Γ) · ν′ = Γ′ · ν′.
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Similarly, we have
(9.9) (H(f)⊗ idΩ(S))
(
Γ · κ(σ)
)
= Γ′ · (H(f)⊗ idΩ(S))
(
κ(σ)
)
.
It follows from the definition of κ(σ) in Eq. 9.3 that:(
H(f)⊗ idΩ(S)
)(
κ(σ)
)
=
(
(H(f) prHm qˆ
)
⊗ idΩ(S) ◦ curv
Ω
≤m ◦(qˆ
−1 ⊗ idΩ(S))(σ, 0).
The commutative diagram (8.8) implies that H(f)◦prHm qˆ = prH′m qˆ
′◦τ≤mf . Since
τ≤mf is a strict L∞-morphism, we have
(τ≤mf ⊗ idΩ(S)) ◦ curv
Ω
≤m = curv
′Ω
≤m ◦(τ≤mf ⊗ idΩ(S))
where curv′Ω≤m is the curvature function for the L∞-algebra τ≤mL
′ ⊗Ω(S). Hence,
we obtain the following equalities:
(H(f)⊗ idΩ(S))
(
κ(σ)
)
= (prH′m qˆ
′ ⊗ idΩ(S)) curv
′Ω
≤m ◦(τ≤mf ⊗ idΩ(S))(qˆ
−1 ⊗ idΩ(S))(σ, 0)
= (prH′m qˆ
′ ⊗ idΩ(S)) curv
′Ω
≤m ◦(qˆ
′−1 ⊗ idΩ(S))◦(
(τ<mf ⊕H(f))⊗ idΩ(S)
)
(σ, 0)
= (prH′m qˆ
′ ⊗ idΩ(S)) curv
′Ω
≤m ◦(qˆ
′−1 ⊗ idΩ(S))(σ
′, 0)
= κ′(σ′).
By combining this last equality with Eq. 9.9, we conclude that
(H(f)⊗ idΩ(S))
(
Γ · κ(σ)
)
= Γ′ · κ′(σ′).

Corollary 9.9. Let m ≥ 1 and suppose f = f1 : (L, ℓ)→ (L
′, ℓ′) is a strict quasi-
split fibration as in Prop. 9.8. Let
X(S) :=
{
(σ, ρ) ∈MC
(
τ<mL⊗ Ω(S)
)
×
(
Hm ⊗ Ω
m+1(S)
)
| ddRρ = γ(σ)
}
X ′(S) :=
{
(σ′, ρ′) ∈MC
(
τ<mL
′ ⊗ Ω(S)
)
×
(
H ′m ⊗ Ω
m+1(S)
)
| ddRρ
′ = γ′(σ′)
}
,
where γ(σ) and γ′(σ′) denote the (m+2)-forms Γ ·κ(σ) and Γ′ ·κ′(σ′), respectively,
as in Prop. 9.8. Then the following diagram of smooth manifolds commutes:
(9.10)
MC
(
(τ<mL⊕Hm)⊗ Ω(S)
)
X(S)
MC
(
(τ<mL
′ ⊕H ′m)⊗ Ω(S)
)
X ′(S)
(idτ<mL⊗Ω(S),Γ · −)
∼=
τ<mf
Ω
∗ ⊕ (H(f)⊗ idΩ) τ<mf ⊗ idΩ × H(f) ⊗ idΩ
(idτ<mL′⊗Ω(S),Γ
′ · −)
∼=
Proof. Given a finite-dimensional G-module H and a smooth map g : S → G, the
linear map
H ⊗ Ω(S)
g·−
−−→ H ⊗ Ω(S), ν 7→ g · ν
is a smooth isomorphism between Banach spaces. The rest of the corollary then
follows from Prop. 9.8 and Eq. 9.7. 
We now prove the main result of this section.
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Theorem 9.10. Let f : (L, ℓ) → (L′, ℓ′) be a quasi-split fibration in LienAlg
fin.
Then the simplicial map ∫
f :
∫
L→
∫
L′
is a fibration between Lie ∞-groups.
Proof. Corollary 8.9 implies that we can factor any quasi-split fibration into an
L∞-isomorphism, followed by a strict quasi-split fibration. Therefore, in order to
prove the theorem, we only need to consider the case when f is strict.
Let f = f1 : (L, ℓ) → (L
′, ℓ′) be a strict quasi-split fibration. Let k > 0 and
0 ≤ j ≤ k. It is straightforward to show that
∫
f satisfies the Kan condition
Kan(k, j) if and only if, for m ≥ k + 1, the integration of the truncated L∞-
morphism ∫
τ≤mf :
∫
(τ≤mL, τ≤mℓ)→
∫
(τ≤mL
′, τ≤mℓ
′),
satisfies Kan(k, j). Hence, it suffices to show that every vertical map appearing
in the morphism of Postnikov towers (8.4) integrates to a fibration between Lie
∞-groups.
We proceed by induction on the truncation levelm. For the base case, we need to
verify that
∫
τ≤0L→
∫
τ≤0L
′ is a fibration. By definition of the truncation functor
τ≤0, this is equivalent to verifying that Lie algebra morphism H(f) : H0(L) →
H0(L
′) integrates to a fibration between Lie ∞-groups of the type discussed in
Example 9.2. The hypothesis on H0(f) implies that H0(L) is the trivial extension
of H0(L
′) by kerH0(f). Therefore, we have the following commutative diagram of
Lie algebras
H0(L) ker f ⊕H0(L
′)
H0(L
′)
∼=
H(f) prH0(L′)
Corollary 9.6 implies that the integration functor preserves products. Since ker f ⊕
H0(L
′) is a product of Lie algebras, we conclude that
∫
prH0(L′) = pr
∫
H0(L′)
is a
fibration, and hence,
∫
H(f) is a fibration as well. This completes the base case.
The induction step involves two cases.
Case 1: First, let m ≥ 0 and consider the following commutative diagram in
LienAlg
fin:
τ<m+1L τ≤mL
τ<m+1L
′ τ≤mL
′
q<m+1
τ<m+1f τ≤mf
q′<m+1
Suppose that the morphism
∫
τ≤mf is a fibration in Lie∞Grp. We will show that∫
τ<m+1f is also a fibration. Since f is a strict quasi-split fibration, Prop. 8.12
implies that the above diagram in LienAlg
fin decomposes into
(9.11)
τ<m+1L τ≤mL⊕ ker q<m+1
τ<m+1L
′ τ≤mL
′ ⊕ ker q′<m+1
(
q<m+1, r
)
∼=
τ<m+1f τ≤mf ⊕ τ<m+1f |ker(
q′<m+1, r
′
)
∼=
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Recall from (8.5) that ker q<m+1 = im dm+1[−1] ⊕ im dm+1 and ker q
′
<m+1 =
im d′m+1[−1]⊕imd
′
m+1 are abelian Lie n-algebras with isomorphisms as differentials.
The L∞-morphism f is surjective in all degrees, and hence f |im dm+1 is surjective
as well. We obtain the following isomorphisms directly from the definition of the
integration functor:∫
ker q<m+1 ∼= im dm+1 ⊗ Ω
m+1(∆•),
∫
ker q′<m+1
∼= im d′m+1 ⊗ Ω
m+1(∆•).
Hence,
∫
τ<m+1f |ker = f |im dm+1 ⊗ idΩ is a surjective linear map between simplicial
Banach spaces. Therefore from Lemma 5.9 in [17] we deduce that
∫
τ<m+1f |ker
is a fibration between Lie ∞-groups. This observation, when combined with the
induction hypothesis and Cor. 9.6, implies that∫
τ≤mf ×
∫
τ<m+1f |ker =
∫
(τ≤mf ⊕ τ<m+1f |ker)
is also a fibration. It then follows from the commutativity of diagram (9.11) that∫
τ<m+1f is also a fibration.
Case 2: Now let m ≥ 1 and consider the commutative diagram
(9.12)
τ≤mL τ<mL
τ≤mL
′ τ<mL
′
q≤m
τ≤mf τ<mf
q′≤m
in LienAlg
fin. Suppose that the morphism
∫
τ<mf is a fibration in Lie∞Grp. We
will show that
∫
τ≤mf is also a fibration. Proposition 8.13 gives us the following
diagram of strict L∞-morphisms
(9.13)
(τ≤mL, τ≤mℓ) (τ<mL⊕Hm, ℓˆ)
(τ≤mL
′, τ≤mℓ
′) (τ<mL
′ ⊕H ′m, ℓˆ
′)
qˆ
∼=
τ≤mf τ<mf ⊕H(f)
qˆ′
∼=
It follows from the definitions of qˆ and ℓˆ provided in Remarks 8.14 and 8.15,
respectively, that the linear projections
prτ<mL = q≤m ◦ qˆ
−1 : (τ<mL⊕Hm, ℓˆ)→ (τ<mL, τ<mℓ)
prτ<mL′ = q
′
≤m ◦ qˆ
′−1 : (τ<mL
′ ⊕H ′m, ℓˆ
′)→ (τ<mL
′, τ<mℓ
′)
(9.14)
are strict L∞-morphisms.
We will now show that
∫
τ<mf ⊕H(f) is a fibration by applying results based
on the discussion following Prop. 9.7 above. Let k > 0 and 0 ≤ j ≤ k. For the sake
of brevity, let
X :=
∫
τ<mL⊕Hm, X
′ :=
∫
τ<mL
′ ⊕H ′m
Y :=
∫
τ<mL, Y
′ :=
∫
τ<mL
′.
Via Cor. 9.9, we tacitly make the following identifications:
Xk =
{
(σ, ρ) ∈ Yk ×
(
Hm ⊗ Ω
m+1(∆k)
)
| ddRρ = γ(σ)
}
X(Λkj ) =
{
(η, µ) ∈ Y (Λkj )×
(
Hm ⊗ Ω
m+1(Λkj )
)
| ddRµ = γ(η)
}
,
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and the analogous identifications for X ′k and X
′(Λkj ). Furthermore, in what follows,
we adopt the notation used in the commutative diagram (9.10) in Cor. 9.9. For
example, we identify τ<mf
Ω
∗ ⊕H(f)⊗ idΩ with the map
(9.15) τ<mf ⊗ idΩ × H(f)⊗ idΩ : Xk → X
′
k.
Let  : Λkj →֒ ∆
k denote the inclusion. We wish to show that the map(
τ<mf ⊗ idΩ × H(f)⊗ idΩ , 
∗
)
: Xk → X
′
k ×X′(Λk
j
) X(Λ
k
j )
is a cover, i.e. a surjective submersion. Note that the pullback on the right hand
side above is indeed a manifold since the projection X ′k → X
′(Λkj ) is a cover. By
hypothesis,
∫
τ<mf is a fibration hence the usual map
Yk → Y
′
k ×Y ′(Λk
j
) Y (Λ
k
j )
is a cover. The integrations of the L∞-morphisms prτ<mL and prτ<mL′ from Eq.
9.14 induce a map X ′k ×X′(Λkj ) X(Λ
k
j ) → Y
′
k ×Y ′(Λkj ) Y (Λ
k
j ). Let Z1 denote the
following pullback
(9.16)
Z1 Yk
X ′k ×X′(Λkj ) X(Λ
k
j ) Y
′
k ×Y ′(Λkj ) Y (Λ
k
j )
πZ1
Since the vertical map on the right hand side above is a cover, so is πZ1 . Hence,
Z1 is a manifold. Note that an element of Z1(
(σ′, ρ′), (η, µ), θ
)
∈ Z1
consists of:
• a pair (σ′, ρ′) ∈MC
(
τ<mL
′ ⊗ Ω(∆k)
)
×
(
H ′m ⊗ Ω
m+1(∆k)
)
,
• a pair (η, µ) ∈ MC
(
τ<mL⊗ Ω(Λ
k
j )
)
×
(
Hm ⊗ Ω
m+1(Λkj )
)
, and
• a Maurer-Cartan element θ ∈MC
(
τ<mL⊗ Ω(∆
k)
)
such that the following equations hold:
ddRµ = γ(η) ddRρ
′ = γ′(σ′)(9.17)
∗σ′ = (τ<mf ⊗ idΩ)(η) 
∗ρ′ = (H(f)⊗ idΩ)(µ)(9.18)
(τ<mf ⊗ idΩ)(θ) = σ
′ ∗θ = η.(9.19)
Next, we recall that Prop. 9.7 implies that the integration of the L∞-morphism
q≤m in diagram (9.12) is a fibration. It then follows from Eq. 9.14 that∫
prτ<mL : X → Y
is also a fibration, and hence the induced map
Xk → Yk ×Y (Λk
j
) X(Λ
k
j )
is a cover. Equation 9.19 implies that the projection Z1 → X(Λ
k
j ) and the vertical
map Z1 → Yk in (9.16) induce a map Z1 → Yk ×Y (Λk
j
) X(Λ
k
j ). Let Z2 denote the
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following pullback
(9.20)
Z2 Xk
Z1 Yk ×Y (Λk
j
) X(Λ
k
j ).
πZ2
As in the previous case, it follows that πZ2 is a cover. An element of Z2(
(σ′, ρ′), (η, µ), (θ, θH)
)
∈ Z2
consists of an element
(
(σ′, ρ′), (η, µ), θ
)
∈ Z1 and a (m + 1)-form θH ∈ Hm ⊗
Ωm+1(∆k) such that the following equations hold:
(9.21) ddRθH = γ(θ), 
∗θH = µ.
In general, we might not have (H(f)⊗ idΩ)(θH) = ρ
′. However, it follows from the
definition of the map (9.15) that
ddR(H(f)⊗ idΩ)(θH) = γ
′
(
(τ<mf ⊗ idΩ)θ
)
.
Combining this with Eqs. 9.17–9.19 and Eq. 9.21, we deduce that
ddR(H(f)⊗ idΩ)(θH) = γ
′(σ′) = ddRρ
′.
Hence, we have a smooth map
φ : Z2 → H
′
m ⊗ Ω
m+1
cl (∆
k), φ
(
(σ′, ρ′), (η, µ), (θ, θH)
)
:= ρ′ − (H(f)⊗ idΩ)(θH),
where Ωm+1cl (∆
k) denotes the Banach space of closed (m+ 1)-forms on ∆k.
By hypothesis, H(f) : Hm → H
′
m is surjective. Since Hm and H
′
m are finite
dimensional, it follows from Lemma 5.9 in [17] that
H(f)⊗ idΩ : Hm ⊗ Ωcl(∆
•)→ H ′m ⊗ Ωcl(∆
•)
is a fibration between simplicial Banach spaces. Hence, the obvious map
(9.22) Hm ⊗ Ωcl(∆
k)→ H ′m ⊗ Ωcl(∆
k)×H′m⊗Ωcl(Λkj ) Hm ⊗ Ωcl(Λ
k
j )
is a cover. Furthermore, since ∗(H(f) ⊗ idΩ)(θH) − 
∗ρ′ = 0, the map φ : Z2 →
H ′m⊗Ω
m+1
cl (∆
k) together with the constant function Z2
0
−→ H ′m⊗Ω
m+1
cl (Λ
k
j ) induce
a map from Z2 into the pullback appearing in (9.22).
Finally, let Z3 denote the following pullback
(9.23)
Z3 Hm ⊗ Ωcl(∆
k)
Z2 H
′
m ⊗ Ωcl(∆
k)×H′m⊗Ωcl(Λkj ) Hm ⊗ Ωcl(Λ
k
j )
πZ3
It follows that Z3 is a manifold and that π
Z3 is a cover. An element of Z3(
(σ′, ρ′), (η, µ), (θ, θH), ρ
)
∈ Z3
consists of an element
(
(σ′, ρ′), (η, µ), (θ, θH )
)
∈ Z2 and a closed (m + 1)-form
ρ ∈ Hm ⊗ Ω
m+1
cl (∆
k) such that(
H(f)⊗ idΩ
)
(ρ) = ρ′ − (H(f)⊗ idΩ)(θH), 
∗ρ = 0.
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Thus we have a smooth map χ : Z3 → Xk:
χ
(
(σ′, ρ′), (η, µ), (θ, θH), ρ
)
:= (θ, θH + ρ)
that fits into the following commutative diagram:
Z3 Z2 Z1 X
′
k ×X′(Λkj ) X(Λ
k
j )
Xk
πZ3 πZ2 πZ1
χ
(
τ<mf ⊗ idΩ × H(f) ⊗ idΩ , 
∗
)
Note that χ is surjective. Indeed, if (θ, θH) ∈ Xk then set:
(σ′, ρ′) =
(
τ<mf ⊗ idΩ × H(f)⊗ idΩ
)
(θ, θH),
(η, µ) = ∗(θ, θH),
ρ = 0,
in order to obtain a pre-image of (θ, θH). Furthermore, the composition(
τ<mf ⊗ idΩ × H(f)⊗ idΩ , 
∗
)
◦ χ
is a surjective submersion, by construction. It then follows from Lemma 6.8 that(
τ<mf ⊗ idΩ × H(f) ⊗ idΩ , 
∗
)
is a surjective submersion. This concludes the
proof of the theorem. 
Remark 9.11. Not every fibration in LienAlg
fin integrates to a fibration of Lie ∞-
groups. If f : h → g is a Lie algebra morphism, then f is a fibration between Lie
1-algebras, since it is trivially surjective in all positive degrees. Since (
∫
h)0 =
(
∫
g)0 = ∗, the integrated map
∫
f :
∫
h→
∫
g satisfies the Kan condition Kan(1, 1)
if and only if (
∫
f)1 : (
∫
h)1 → (
∫
g)1 is a surjective submersion. Let H and G
be the 1-connected Lie groups integrating h and g, respectively. From Example
9.3, it follows that (
∫
f)1 is a surjective submersion if and only if the induced map
f I : PeH → PeG between based path spaces is a surjective submersion. So if, for
example, f : h → g is the inclusion of a proper Lie subalgebra h into g, then
∫
f is
not a fibration.
On the other hand, we presently do not have an example which demonstrates
that the identification H0(L) ∼= kerH(f)⊕H0(L
′) is necessary in order for f to be
an integrable fibration. Although we do use this property of quasi-split fibrations
when we establish the base case in the proof of Thm. 9.10, it might be possible that
the integration functor is exact with respect to a larger class of surjective fibrations.
9.3. Integrating weak equivalences. Next, we show that weak equivalences in
LienAlg
fin, i.e. L∞-quasi-isomorphisms, between finite type L∞-algebras integrate
to weak equivalences in Lie∞Grp. Our proof is based on the following result of
Henriques, which involves the simplicial homotopy groups πspl∗ (X) of a k-group X
defined in Def. 5.2.
Proposition 9.12 (Thm. 6.4 [17]). Let (L, ℓ) ∈ LienAlg
fin, and let G be the 1-
connected Lie group integrating the Lie algebra H0(L). Then π
spl
1
(∫
L
)
∼= G, and
there is a long exact sequence of (sheaves of) groups
· · · → πspln+1
(∫
L
)
→ πn+1(G, e)→ Hn−1(L)→ π
spl
n
(∫
L
)
→ πn(G, e)→ · · ·
· · · → πspl3
(∫
L
)
→ π3(G, e)→ H1(L)→ π
spl
2
(∫
L
)
→ π2(G, e).
(9.24)
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The long exact sequence (9.24) is functorial with respect to morphisms of Lie
n-algebras. Although this is not shown in [17], it does follow from the arguments
made there, as we now explain.
The sequence (9.24) can be constructed by applying the integration functor of
Prop/Def. 9.1 to the Postnikov tower (8.4) of the Lie n-algebra L. This gives a
tower of Kan fibrations between Lie ∞-groups [17, Thm. 5.10]. As discussed in the
remarks preceding Cor. 6.5 in [17], the spectral sequence associated to this tower is
(9.25) E1m,k = π
spl
m
(∫
Hk−1(L)[k − 1]
)
⇒ πsplm+k
(∫
L
)
where Hk−1(L)[k−1] is the Lie n-algebra with only Hk−1(L) in degree k−1. Prop.
8.10 implies that the spectral sequence is functorial. The spectral sequence is also
sparse. As a result, it reduces to a long exact sequence, which becomes (9.24) after
identifications are made between certain simplicial homotopy groups, and the Lie
group G and its homotopy groups. Therefore, to verify the functoriality of (9.24),
it remains to check the naturality of these identifications.
Lemma 9.13. Let f : (L, ℓ)→ (L′, ℓ′) be a morphism in LienAlg
fin. Let Φ: G→ G′
be the unique homomorphism of 1-connected Lie groups integrating the Lie algebra
morphism τ≤0(f) = τ≤0L→ τ≤0L
′. Then the following diagram commutes
Map(∆n, G)/G Map(∆n, G′)/G′
(
τ≤0L⊗ Ω
1(∆n)
)♭ (
τ≤0L
′ ⊗ Ω1(∆n)
)♭
Γ 7→ Φ ◦ Γ
T
τ≤0(f)⊗ idΩ
T ′
where T and T ′ are the bijections defined in Example 9.2.
Proof. The commutativity of the diagram is verified by using the following elemen-
tary facts: (1) Φ, being a homomorphism, intertwines the left multiplication on G
with that of G′, and (2) the differential of Φ at the identity is τ≤0(f). 
Remark 9.14. We note that Lemma 9.13 also implies that the identifications made
in Example 6.2 of [17]:
πspl1
(∫
H0(L)
)
∼= G, π
spl
k≥2
(∫
H0(L)
)
∼= πk≥2(G, e).
are also natural in (L, ℓ).
Now that the functoriality of the long exact sequence (9.24) has been clarified,
we can prove the following:
Theorem 9.15. If f : (L, ℓ)→ (L′, ℓ′) is a weak equivalence in LienAlg
fin, then the
morphism
(9.26)
∫
f :
∫
L→
∫
L′
is a weak equivalence of Lie ∞-groups.
Proof. It is sufficient to show that
∫
f induces an isomorphism of simplicial homo-
topy groups, i.e. the induced morphisms of group sheaves
ψm := π
spl
m
(∫
f
)
: πsplm
(∫
L
)
→ πsplm
(∫
L′
)
m > 0
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are isomorphisms. Indeed, if that is the case, then Prop. 5.3 implies that
∫
f is a
stalkwise weak equivalence.
Let G and G′ denote the simply connected Lie groups integrating the Lie algebras
H0(L) and H0(L
′), respectively. From Remark 8.1, it follows that
H0(f1) : H0(L)
∼=
−→ H0(L
′)
is an isomorphism of Lie algebras. Let Φ: G
∼=
−→ G′ denote the corresponding
isomorphism of Lie groups induced by H0(f1). It follows from Lemma 9.13 and
Remark 9.14 that we have a commuting diagram
(9.27)
πspl1 (
∫
L) πspl1 (
∫
L′)
G G′
ψ1
∼= ∼=
Φ
∼=
Hence, ψm is an isomorphism for m = 1.
The functoriality of the long exact sequence (9.24) gives the commutative dia-
gram (with exact rows)
(9.28)
π3(G) H1(L) π
spl
2 (
∫
L) π2(G)
π3(G
′) H1(L
′) πspl2 (
∫
L′) π2(G
′)
π3(Φ)
∼=
H1(f1)
∼=
ψ2 π2(Φ)
∼=
Since π2(G) = π2(G
′) = 0, a simple diagram chase shows that ψ2 : π
spl
2 (
∫
L) →
πspl2 (
∫
L′) is an isomorphism. For m > 2, we can apply the 5-lemma to
(9.29)
· · · πsplm+1(
∫
L) πm+1(G) Hm−1(L) π
spl
m (
∫
L) πm(G) · · ·
· · · πsplm+1(
∫
L′) πm+1(G
′) Hm−1(L
′) πsplm (
∫
L′) πm(G
′) · · ·
ψm+1 πm+1(Φ)
∼=
Hm−1(f1)
∼=
ψm πm(Φ)
∼=
and deduce that ψm is an isomorphism. This completes the proof. 
9.4. The exactness of integration. Let F : C→ C′ be a functor between iCFOs.
We recall from Def. 2.7 and Def. 2.8 the notion of F being exact with respect to
a class of distinguished fibrations S in C. By definition, the class S is required
to contain all acyclic fibrations and all morphisms into the terminal object. The
functor F is required to preserve the terminal object and acyclic fibrations, and
for all f ∈ S, F (f) must be a fibration in C′. Finally F is required to preserve
pullbacks of fibrations in S along arbitrary morphisms in C.
Note that it follows immediately from Def. 8.6 that the class of quasi-split fi-
brations in LienAlg
fin is distinguished. The second main result of this paper is the
following:
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Theorem 9.16.
(1) The integration functor
∫
: LienAlg
fin → Lie∞Grp preserves finite products,
weak equivalences, acyclic fibrations, and sends quasi-split fibrations to Kan
fibrations.
(2) Any pullback square in LienAlg
fin of the form
(9.30)
(L˜, ℓ˜) (L, ℓ)
(L′, ℓ′) (L′′, ℓ′′)
f
in which f is a quasi-split fibration, is mapped by the integration functor to
a pullback square in Lie∞Grp.
In particular, the functor
∫
: LienAlg
fin → Lie∞Grp is exact with respect to the class
of quasi-split fibrations.
Proof. It follows from Cor. 9.6 and Thm. 9.10 that the integration functor pre-
serves finite products and sends quasi-split fibrations to Kan fibrations. Theorem
9.15 implies that integration preserves weak equivalences. Therefore, since every
acyclic fibration is a quasi-split fibration, it follows that integration preserves acyclic
fibrations.
Now suppose we have a pullback diagram of finite type Lie n-algebras, as in
(9.30), in which f : (L, ℓ) → (L′, ℓ′) is a quasi-split fibration. Hence,
∫
f is a Kan
fibration. Since Lie∞-groups are reduced Lie∞-groupoids, the hypotheses of Prop.
7.10 are satisfied and therefore the pullback of the diagram∫
L′
∫
g
−−→
∫
L′′
∫
f
←−−
∫
L
exists in Lie∞Grp. It then follows from Prop. 9.5 that∫
L˜
∫
L
∫
L′
∫
L′′
∫
f
is a pullback diagram of Lie ∞-groups.

Appendix A. Proof of Lemma 7.14
We need to prove the following: For all n ≥ 1 and 0 ≤ j ≤ n, the natural
inclusion
(A.1) Λnj ×∆
1 ⊔Λnj ×∂∆1 ∆
n × ∂∆1 →֒ ∆n ×∆1
is a collapsible extension.
Let us first establish some notation. We fix n. Via the usual triangulation, we
write ∆n ×∆1 as the union
⋃
0≤l≤n xl of n+ 1 (n+ 1)-simplices where:
xl := ∆
n+1
{
(0, 0), (1, 0), . . . , (l, 0), (l, 1), (l+ 1, 1), . . . , (n, 1)
}
.
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Also, for 0 ≤ l ≤ n and 0 ≤ j ≤ n denote by yjl the following face of the simplex xl:
(A.2) yjl :=
{
dj+1xl, if 0 ≤ l ≤ j
djxl, if j < l.
And for l = −1, . . . , n, and 0 ≤ j ≤ n, denote by Tj,l ⊆ ∆
n ×∆1 the following
simplicial subsets: If l = −1, then
Tj,−1 := Λ
n
j ×∆
1 ∪∆n × ∂∆1
and for l ≥ 0
Tj,l := Tj,l−1 ∪ xl.
Note that Tj,−1 is the left side of the inclusion (A.1), while Tj,n = ∆
n×∆1. Below,
we will prove the lemma by showing the inclusions Tj,l−1 ⊆ Tj,l are collapsible
extensions.
(0,0)
(1,0)
(2,0)
(0,1)
(1,1)
(2,1)
(0,0)
(1,0) (2,0)
(3,0)
(0,1)
(1,1) (2,1)
(3,1)
Figure 1. For n = 2, the left-hand side depicts the geometric
realization of the simplicial subset T1,−1 ⊆ ∆
2 × ∆1. For n = 3,
the right-hand side depicts the realization of the “face” d2∆
3×∆1
which is missing from T2,−1.
We will also need the following simple facts:
Claim A.1. Let 0 ≤ j ≤ n and 0 ≤ l ≤ n. Every face of the (n + 1)-simplex xl,
with the possible exception of dl+1xl and y
j
l , is contained in the simplicial subset
Tj,l−1.
Proof. We consider the faces dkxl. There are three cases. First, if k = l, then it is
easy to verify that:
dlxl ⊆ ∆
n × ∂∆1 ⊆ Tj,l−1, if l = 0 or l = n
dlxl = dlxl−1 ∈ Tj,l−1 if 0 < l < n.
Now, if k < l, then dkxl ⊆ dk∆
n ×∆1. Hence, if k 6= j, then we have dkxl ⊆
Λnj ×∆
1 ⊆ Tj,l−1. Otherwise, we have dkxl = djxl = y
j
l .
Finally, if k ≥ l + 2, then dkxl ⊆ dk−1∆
n × ∆1. So if k 6= j + 1, then dkxl ⊆
Λnj ×∆
1 ⊆ Tj,l−1, Otherwise, we have dkxl = dj+1xl = y
j
l . 
Claim A.2. Let Σj := dj∆
n for 0 ≤ j ≤ n. Then for 0 ≤ i ≤ n− 1, we have the
inclusion of simplicial sets
diΣj ×∆
1 ⊆ Tj,−1.
Proof. This follows directly from the simplicial identities for face maps. 
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Claim A.3. Let 0 ≤ j ≤ n, 0 ≤ l ≤ n, and let zjl denote the (n− 1)-simplex
zjl :=
{
dl+1y
j
l , if l ≤ j
dly
j
l , if j < l,
where yjl is the n-simplex (A.2). Every face of y
j
l , with the possible exception of z
j
l ,
is contained in the simplicial subset Tj,l−1.
Proof. There are a few cases to consider.
Case k < l: If 0 ≤ j ≤ l, then we have dky
j
l = dkdj+1xl = djdkxl. Claim A.1
implies that dkxl ⊆ Tj,l−1, so therefore dky
j
l ⊆ Tj,l−1. If j < l, then dky
j
l = dkdjxl.
Hence, we have dky
j
l ⊆ dkΣj ×∆
1. So Claim A.2 implies that dky
j
l ⊆ Tj,l−1.
Case k = l: If j < l, then dky
j
l = z
j
l . If l ≤ j, then we have dky
j
l = dldj+1xl =
djdlxl. Claim A.1 implies that dlxl ⊆ Tj,l−1, so therefore dky
j
l ⊆ Tj,l−1.
Case k = l+ 1: If l ≤ j, then we have dky
j
l = z
j
l . If j < l, then we have
dky
j
l = dl+1djxl = djdl+2xl. Claim A.1 implies that dl+2xl ⊆ Tj,l−1. Hence,
dky
j
l ⊆ Tj,l−1.
Case k ≥ l+ 2: If l ≤ j, then either dky
j
l = djdkxl or dky
j
l = dj+1dk+1xl, de-
pending on whether k < j + 1 or k ≥ j + 1. In both cases, Claim A.1 implies
that dky
j
l ⊆ Tj,l−1. Finally, if j < l, then dky
j
l = dkdjxl, which implies that
dky
j
l ⊆ dkΣj ×∆
1. Hence, it follows from Claim A.2 that dky
j
l ⊆ Tj,l−1. 
We now arrive at:
Proof of Lemma 7.14. Let 0 ≤ j ≤ n and 0 ≤ l ≤ n. We will show that the
inclusion Tj,l−1 ⊆ Tj,l is a collapsible extension. First, we observe that the boundary
of xl is not contained in Tj,l−1: either the face y
j
l or the face dl+1xl is missing. If
yjl is contained in Tj,l−1, then Claim A.1 implies that there exists a map
(A.3) ψ : Λn+1l+1 → Tj,l−1
which sends the generators of Λn+1l+1 to all the faces of xl except dl+1xl. Then the
pushout of Λn+1l+1 →֒ ∆
n along ψ is Tj,l.
On the other hand, if yjl is not contained in Tj,l−1 then let
k =
{
l + 1 if l ≤ j,
l if j < l.
We observe that the boundary of yjl is not contained in Tj,l−1. Claim A.3 implies
that there exists a map φ : Λnk → Tj,l−1 which sends generators of the horn to all
faces of yjl except z
j
l . The pushout of Λ
n
k →֒ ∆
n along φ gives a simplicial subset
Sj,l := Tj,l−1 ∪ y
j
l . If xl is not contained in Sj,l, then we compose ψ (A.3) with the
inclusion Tj,l−1 ⊆ Sj,l. The pushout of Λ
n+1
l+1 →֒ ∆
n along this composition is Tj,l.

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Appendix B. Sheaves on large categories
As mentioned in Section 3.3.1, there can be set-theoretic technicalities when
working with sheaves over large categories. For example, in this paper, we take
colimits of representable sheaves (e.g., the simplicial homotopy groups in Def. 5.2)
and this implicitly requires a sheafification functor. Unfortunately, the usual plus-
construction for producing a sheaf from a presheaf is not well-defined for large
categories, since it a priori requires taking colimits over proper classes. All of this
can be avoided by using Grothendieck universes, and in particular the Universe
Axiom, which allows us take colimits in an ambient larger universe in which our
classes are sets. However, we would like our formalism to not depend on this
ambient larger universe in any way. One could have, for example, the colimit of a
diagram of representables be a sheaf that takes values in sets which properly reside
in the ambient larger universe.
In this appendix, we verify that colimits of representable sheaves are independent
of choice of the ambient universe, for those pretopologies on large categories which
admit a “small refinement” (Def. B.5). We conclude by showing that our main
example of interest: the surjective submersion pretopology Tsubm on the category
Mfd of Banach manifolds is a pretopology which admits a small refinement.
We claim no particular originality for these results: they just provide us with an
elementary way to comfortably ignore size issues. Our main reference throughout
for the set theory involved is Sec. 1.1 of [8], as well as the preprint [27].
B.1. Grothendieck universes.
Definition B.1. A universe is a set U that satisfies the following axioms:
(1) If x ∈ y and y ∈ U , then x ∈ U .
(2) If x and y are elements of U , then {x, y} ∈ U .
(3) If x ∈ U then the power set 2x is an element of U .
(4) If I ∈ U and {xα}α∈I is a family of elements of U , then the union
⋃
α∈I xα
is an element of U .
(5) The set of all finite von Neumann ordinals is an element of U .
We adopt the following universe axiom:
Assumption B.2 (Universe Axiom). For each set x, there exists a universe U with
x ∈ U .
Any universe U is a model of ZFC, so all usual set-theoretic constructions apply.
A U-set is a member of U , and a U-class is a subset of U . A proper U-class is a
U-class which is not a U-set.
Convention B.3. We fix a universe U in which we consider as the “usual uni-
verse” in which we do our mathematics. We denote by Set the category of U-sets.
B.2. Sheaves on locally U-small categories. A categoryM is U-small iff Ob(M)
and Mor(M) are U-sets. We say M is locally U-small iff homM(x, y) is a U-set for
all x, y ∈ Ob(M).
B.2.1. Universe extension. Presheaves are only well-defined over categories that
are U-small. However, by the universe axiom, there exists a universe U˜ such that
U ∈ U˜ .
HOMOTOPY THEORY FOR LIE ∞-GROUPOIDS & APPLICATION TO INTEGRATION 67
It follows from Def. B.1 that 2U is also a U˜-set, and hence any U-class is as well. We
denote by S˜et, the category of U˜-sets. Therefore, if M is a locally U-small category,
then it is U˜-small category. So, for a well-behaved theory of presheaves on M, we
consider the category PSh(M) of S˜et-valued functors
F : Mop → S˜et.
The entire theory of presheaves and sheaves can be applied to those on a locally
U-small category without worry of set-theoretic complications, provided we work
in U˜ . Let (M, T ) be a locally U-small category equipped with a pretopology (Def.
3.1). Let T (−) : Ob(M)→ 2Mor(M) denote the function which assigns to an object
X the U˜-set of covers T (X) of X . (Note that T (X) is a priori not a U-set.)
Let Sh(M) denote the category of sheaves on M. We have the adjunction
ℓ : PSh(M)⇆ Sh(M) : i
where i is the inclusion, and ℓ is the sheafification functor. As usual, the functor ℓ
preserves finite limits, and the composite ℓ◦i is naturally isomorphic to the identity
functor.
B.2.2. Sheafification. Let us quickly describe the sheafification functor ℓ for pre-
topologies in the sense of Def. 3.1. Let α : U → X and β : V → X be a covers of
an object X ∈ M. We say α refines β, and write α ≺ β if there exists a morphism
f : U → V such that β ◦ f = α. The axioms of a pretopology imply that any two
covers of an object X have a common refinement, hence the set T (X) is equipped
with a directed preorder.
Let F be a presheaf and α : U → X a cover. A matching family for α is an
element x ∈ F (U) such that the following diagram commutes:
U ×α U U
U X
F
α
α
x
x
Denote by Match(α, F ) the U˜ set of all matching families for the cover α.
The plus construction applied to a presheaf F produces a new presheaf F+,
which assigns to an object X ∈ M, the U˜-set
(B.1) F+(X) := colim
α∈T (X)
Match(α, F ).
An element of F (X)+ is an equivalence class of matching families xα. Matching
families xα and xβ for covers α : U → X , β : V → X , respectively, are equivalent
iff there exists a cover γ : W → X refining α and β such that xα ◦ f = xβ ◦ g,
where f : W → U , g : W → V are morphisms such that γ = α ◦ f = β ◦ g. The
sheafification functor ℓ : PSh(M)→ Sh(M) is then defined as
ℓ(F ) :=
(
F+
)+
.
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B.3. Independence of choice of ambient universe. Let F : Mop → S˜et be a
presheaf. We say F is a U-presheaf iff F (X) is a U-set for all objects X ∈ M. The
analogous definition for sheaves is clear: A sheaf F is a U-sheaf iff the presheaf
i(F ) is a U-presheaf. Since M is locally U-small, the representable sheaves are
U-sheaves.
We want U-small colimits and limits involving U-(pre)sheaves to output an object
which “stays” in our universe U , and does not depend on the non-canonical choice
of the ambient universe U˜ . This is true for U-presheaves, since the inclusion functor
Set →֒ S˜et
reflects colimits and limits for all U-small diagrams [27, Cor. 1.19]. And, indeed,
this will also be true for U-sheaves, provided we require our pretopology to satisfy
a certain smallness condition.
First, we deal with limits of U-sheaves.
Proposition B.4. Let J be a U-small category and D : J → Sh(M) a diagram such
that D(j) is a U-sheaf for all objects j ∈ J . Then limD is a U-sheaf which can be
constructed independently from the choice of ambient universe U˜ .
Proof. Since the inclusion i : Sh(C) → PSh(C) is a right adjoint, it preserves all
U˜-small limits. Hence, i limD ∼= lim i ◦ D. Now i ◦ D is a U-small limit of U-
presheaves. Such a limit is computed point-wise, and since Set is complete with
respect to U-small limits, it follows that lim i ◦D is a small presheaf. 
B.3.1. A smallness condition for pretopologies.
Definition B.5. We say that a pretopology T on a locally U-small category M
admits a (U-)small refinement O iff for every object X ∈ M there is a U-small
subset O(X) ⊆ T (X) such that every cover in T (X) is refined by a cover in O(X).
An example of pretopology which admits a U-small refinement is the surjective
submersion topology on the category of Banach manifolds.
Example B.6. Let (Mfd, Tsubm) denote the category of (U-small) Banach manifolds
equipped with the surjective submersion pretopology. Let M ∈ Mfd. If {Ui}i∈I is
an open cover of M , then the morphism
∐
i∈I Ui
ι
−→ M is a surjective submersion,
where ι is the unique map induced by the inclusions Ui ⊆M . Consider the subset
of T (M)
O(M) :=
{∐
i∈I
Ui
ι
−→M | {Ui}i∈I is an open cover of M
}
.
Since power sets of U-sets are U-sets, O(M) is a U-set for each M ∈ Mfd. If
f : N → M is a surjective submersion, then for each x ∈ N there exists an open
neighborhood Ux ⊆ M of f(x) and a map σx : Ux → N such that σx(f(x)) = x
and f ◦ σx = idUx . Therefore via the universal property of the coproduct, we have
a commuting diagram in Mfd ∐
x∈N Ux N
M
σ
ι f
Hence, every cover in Tsubm(M) is refined by a cover in O(M).
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Note we do not require O in Def. B.5 to be a pretopology. Nevertheless, taking
refinements induces a directed preorder structure on O. If F is a U-presheaf on
(M, T ), and T admits a U-small refinement, then for each α ∈ O(X), we have
Match(α, F ) ∈ Set and moreover, we have
colim
α∈O(X)
Match(α, F ) ∈ Set
since this is U-small colimit of U-small sets. Then we have the following:
Theorem B.7. Let (M, T ) be a locally U-small category equipped with a pretopology
which admits a U-small refinement. If F is a U-presheaf onM, then its sheafification
ℓ(F ) is a U-sheaf which can be constructed independently from the choice of ambient
universe U˜ .
Proof. Let X ∈ M and define a new U-presheaf F+O via the colimit
F+O (X) := colim
α∈O(X)
Match(α, F ).
There is the obvious function from F+O to the plus construction (B.1) applied to F :
F+O (X)→ F
+(X)
xα 7→ xα,
where xα on the right hand side above is the equivalence class in colimα∈T (X)Match(α, F )
represented by the matching family xα. The theorem is proved if this assignment is
a bijection. But this follows directly from the fact that for every cover α ∈ T (X),
there exists a cover in O(X) refining α. 
Since the colimit of a diagram of sheaves is constructed by sheafifying the point-
wise colimit of the underlying diagram of presheaves, the above theorem gives, as
a corollary, the dual of Prop. B.4
Corollary B.8. Let J be a U-small category and D : J → Sh(M) a diagram such
that D(j) is a U-sheaf for all objects j ∈ J . Then colimD is a U-sheaf which can
be constructed independently of the choice of ambient universe U˜ .
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