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TOWARDS KAC - VAN DE LEUR CONJECTURE:
LOCALITY OF SUPERCONFORMAL ALGEBRAS
YULY BILLIG
Abstract. We prove locality of superconformal algebras: every
pluperfect superconformal algebra is spanned by coefficients of a
finite family of mutually local distributions. We also introduce
quasi-Poisson algebras and show that they can be used to construct
all known simple superconformal algebras.
1. Introduction
Superconformal algebras play a crucial role in Conformal Field The-
ory. These are super generalizations of the Virasoro algebra, and first
examples appearing in physics literature were introduced in 1971 by
Andre´ Neveu and John Schwarz [24] and Pierre Ramond [26].
In 1988 Victor Kac and Johan van de Leur proposed a conjectural
classification of simple superconformal algebras [18]. This classification
was amended to include an exceptional simple superconformal algebra
CK(6), which was subsequently discovered [6] (see also [27] and [11]).
Given a superconformal algebra L, it is possible to construct new
superconformal algebras using diagonalizable automorphisms of L that
fix the Virasoro subalgebra. These are known as twisted forms of L.
For example, Neveu-Schwarz and Ramond algebras are twisted forms
of each other.
Consider a tensor product of an algebra of Laurent polynomials with
a Grassmann (exterior) algebra with N odd generators:
RN = C[t, t−1]⊗ Λ(ξ1, . . . , ξN).
Let W (1, N) be the Lie superalgebra of derivations of this supercom-
mutative algebra:
W (1, N) = Der (RN ) = RN ∂
∂t
⊕
N∑
j=1
RN ∂
∂ξj
.
Algebra W (1, N) is a prototypical example of a simple superconformal
algebra, and all algebras in Kac-van de Leur classification are twisted
forms of various subalgebras in W (1, N).
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These include superalgebras of divergence zero vector fields S(1, N)
and contact vector fields K(1, N), thus the notions and ideas of the
the theory of superconformal algebras may be traced back to classical
works of Sophus Lie [19] and E´lie Cartan [5].
Kac-van de Leur Conjecture. Every simple superconformal algebra
is a twisted form of one of the following algebras: W (1, N), S ′(1, N),
S˜(1, 2N), K ′(1, N), CK(6).
Kac and van de Leur specified a conjectural list of the twisted forms
that may occur [18] (see also [21]).
Given connections with physics, it is not surprising that all of the
algebras on Kac-van de Leur list give rise to vertex superalgebras and
conformal superalgebras. A major step towards establishing Kac-van
de Leur Conjecture was made by Davide Fattori and Victor Kac [9],
who classified finite simple conformal superalgebras.
Theorem. ([9]) Any finite simple Lie conformal superalgebra is iso-
morphic to one of the Lie conformal superalgebras of the following list:
WN , SN,a, S˜2N , KN (N 6= 4), K ′(4), CK6, and current algebra associ-
ated with a simple finite-dimensional Lie superalgebra.
In order to establish Kac-van de Leur Conjecture, it remains to (1)
prove that every simple superconformal algebra has a finite simple con-
formal superalgebra associated with it; (2) compute the groups of au-
tomorphisms fixing the Virasoro element for conformal superalgebras
on Fattori-Kac list; (3) classify the resulting twisted forms of super-
conformal algebras up to an isomorphism.
Victor Kac, Michael Lau and Arturo Pianzola [17] computed full
automorphism groups for conformal superalgebras K2 (a.k.a. N = 2
conformal superalgebra) and S2,0 (a.k.a. N = 4 conformal superal-
gebra). In particular, they have shown that for S2,0 the full group
of automorphisms is SL2(C)× SL2(C)/{±(I, I)}, while the subgroup
preserving the Virasoro element is SL2(C). As a corollary, they es-
tablished that non-isomorphic twisted forms of superconformal algebra
S(1, 2) are parametrized by one scalar.
In the present paper we prove that pluperfect superconformal alge-
bras (these include simple superconformal algebras and their non-split
central extensions) belong to the class of graded Lie superalgebras of
formal distributions. This means that these algebras are spanned by
components of a finite family of mutually local distributions. This
allows us to associate a conformal superalgebra to every pluperfect su-
perconformal algebra. However, we can only prove that it is of a finite
rank as an affine conformal superalgebra, and not necessarily a finite
conformal superalgebra.
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We give an example of a non-pluperfect superconformal algebra which
fails to be a graded superalgebra of formal distributions, and hence has
no conformal superalgebra associated with it. We also give an example
of a non-simple superconformal algebra which is a graded Lie super-
algebra of formal distributions, but has no associated finite conformal
superalgebra, only an affine one.
Alexander Balinsky and Sergei Novikov [1] constructed a functor
from a class of non-associative algebras, called Novikov algebras, into
the category of superconformal algebras, hoping to construct new sim-
ple superconformal algebras in this way. Disappointingly for this the-
ory, by the end of the talk that Sergei Novikov gave on this subject in
1985, Efim Zelmanov [28] was able to prove that a finite-dimensional
simple Novikov algebra has dimension 1 (and corresponds to the Vira-
soro algebra). In addition to it there is a single two-dimensional simple
Novikov superalgebra, which corresponds to Neveu-Schwarz and Ra-
mond superconformal algebras.
We develop the ideas of Balinsky-Novikov further, introducing quasi-
Poisson superalgebras. Just as Poisson superalgebras, quasi-Poisson
superalgebras have a supercommutative multiplication, as well as a
Lie bracket, but the relation between these two operations is more in-
tricate. A Poisson superalgebra belongs to the class of quasi-Poisson
superalgebras if it admits an even derivation D of its supercommuta-
tive product with a property that P = Id + D is a derivation of its
Lie structure. There is a functor from the category of quasi-Poisson
superalgebras to the category of superconformal algebras. One can
associate a simple finite-dimensional quasi-Poisson superalgebra with
every superconformal algebra on Kac-van de Leur list.
The paper has the following structure: we discus the category of
cuspidal modules for the Virasoro algebra in Section 2 and apply this
theory to superconformal algebras. We establish some technical results
on the discrete derivative in Section 3, which we need for the proof of
mutual locality of generating distributions in pluperfect superconformal
algebras in Section 4. In Section 5 we discuss a correspondence between
twisted forms of superconformal algebras and conformal superalgebras
decorated with an automorphism. Finally, we introduce quasi-Poisson
superalgebras in Section 6 and list known simple finite-dimensional
quasi-Poisson algebras in the Appendix.
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2. Superconformal algebras and cuspidal modules for
the Virasoro algebra
We denote byVir the centerless Virasoro algebra with a basis {Ln |n ∈
Z} and Lie bracket
[Ln, Lk] = (n− k)Ln+k.
Definition 2.1. Let L = L0 ⊕ L1 be a Lie superalgebra graded by the
additive group C:
L0,1 = ⊕
j∈C
L0,1j .
Lie superalgebra L is called a superconformal algebra if the following
conditions hold:
(S1) L contains Vir as a subalgebra,
(S2) The grading on L is given by the eigenvalues of adL0 and sup-
ported on a finite number of Z-cosets in C,
(S3) Dimensions of graded components Lj are bounded by a constant,
independent of j.
We shall denote the parity of x by p(x), so that p(x) = 0 for x ∈ L0
and p(x) = 1 for x ∈ L1. Note that in the literature a condition of
simplicity is often added in the definition of a superconformal algebra.
We find it useful to consider a wider class of algebras.
Let L be a Lie superalgebra. A formal series x(z) = ∑n∈α xnz−n−1
with α ∈ C/Z and xn ∈ L is called a distribution supported on a coset
α with values in L.
Definition 2.2. Two distributions x(z), y(z) in Lie superalgebra L are
called mutually local if there exists N ∈ N such that
(z − w)N [x(z), y(w)] = 0.
Definition 2.3. ([14]) Lie superalgebra L is called a Lie superalgebra
of formal distributions if it is spanned by the components of a family
F of mutually local L-valued distributions.
We call F a spanning family of L.
The notion of a Lie superalgebra of formal distributions is rather
weak, and in fact every Lie superalgebra satisfies the above definition
with a family of distributions {x(z) | x ∈ L} with xn = x for all n ∈ Z.
It is easy to see that for these distributions (z − w)[x(z), y(w)] = 0.
This notion may be strengthened in two ways. The first of them is:
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Definition 2.4. A graded Lie superalgebra L = ⊕
j∈C
Lj is called a graded
Lie superalgebra of formal distributions if it is spanned by the compo-
nents of a family of mutually local homogeneous distributions{
x(z) =
∑
n∈α
xnz
−n−1
}
with xn ∈ Ln+δ, where α ∈ C/Z and δ ∈ C depend on x.
A second variant of Definition 2.2, the notion of a regular Lie super-
algebra of formal distributions will be discussed in Section 5.
A superconformal algebra L is perfect, L = L′, if and only if L0 =
⊕
j∈C
[Lj,L−j]. Indeed, all components Lj with j 6= 0 belong to L′ =
[L,L] since ad (L0) acts on Lj as multiplication by j.
Definition 2.5. We call a superconformal algebra L pluperfect if
L0 = ⊕
j∈C\{0}
[Lj,L−j].
Lemma 2.6. (a) The space(
⊕
j∈C\{0}
Lj
)
⊕
(
⊕
j∈C\{0}
[Lj,L−j]
)
is an ideal in a graded algebra L.
(b) Every simple superconformal algebra is pluperfect.
(c) Every non-split central extension of a simple superconformal al-
gebra is pluperfect.
The proof of this lemma is obvious and we omit it.
One of the goals of the present paper is to prove the following theo-
rem:
Theorem 2.7. Every pluperfect superconformal algebra is a graded Lie
superalgebra of formal distributions with a finite spanning family.
The condition for the superconformal algebra to be pluperfect, L =
[L,L] in the above theorem is essential. Let us give an example of a
superconformal algebra which fails to be a graded Lie superalgebra of
formal distributions. This example is based on the coadjoint represen-
tation of the Virasoro Lie algebra.
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Example 2.8. Let L be a Lie algebra with a basis {Ln, Fn, Gn |n ∈ Z}
with Lie brackets
[Ln, Lm] = (n−m)Ln+m,
[Ln, Fm] = −(m+ 2n)Fn+m,
[Ln, Gm] = −(m+ n)Gn+m + δm,0n3Fn,
[Fn, Fm] = [Fn, Gm] = [Gn, Gm] = 0.
This Lie algebra is not perfect - element G0 does not belong to [L,L].
The derived subalgebra L′ = [L,L] is a graded Lie superalgebra of
formal distributions, and is spanned by mutually local distributions
L(z) =
∑
n∈Z
Lnz
−n−2, F (z) =
∑
n∈Z
Fnz
−n−1, G(z) =
∑
n∈Z
nGnz
−n−1.
Let us recall the results of [22] and [3] on cuspidal modules for the
Virasoro algebra.
Definition 2.9. A module M for the Virasoro algebra Vir is called
cuspidal if M has a weight decomposition
M = ⊕
λ∈C
Mλ,
where Mλ = {m ∈ M |L0m = λm}, such that there exists a uniform
bound K for the dimensions of the weight spaces, dimMλ ≤ K for all
λ ∈ C and the grading is supported on a finite number of Z-cosets.
We will denote by Cusp the category of cuspidal modules for the
Virasoro algebra. The condition on a finite number of cosets in the
support of the grading is not essential and is added in order to simplify
certain statements.
It follows immediately from the definitions that any superconformal
algebra L is a cuspidal module with respect to the adjoint action of
Vir.
Important examples of cuspidal modules are the tensor modules
V (α, β), α ∈ C, β ∈ C/Z, which have bases {vk | k ∈ β} and the
action is
Lnvk = −(k + αn)vn+k.
Tensor modules V (α, β) are pairwise non-isomorphic. They are sim-
ple, except in two cases, α = 0, 1, β = Z. Viewing Vir as the Lie
algebra of polynomial vector fields on a circle, Vir = DerC[t, t−1], the
module V (0,Z) is interpreted as the module of functions on the cir-
cle, V (0,Z) ∼= C[t, t−1] and V (1,Z) is the module of 1-forms on the
circle. V (0,Z) has a unique proper submodule spanned by v0 (con-
stant function), and V (1,Z) has a unique proper submodule spanned
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by {vk | k 6= 0} (exact 1-forms). The quotient V = V (0,Z)/ 〈v0〉 is
a simple Vir-module and it is isomorphic to the proper submodule of
V (1,Z). The corresponding isomorphism is induced by the differential
map d : C[t, t−1]→ C[t, t−1]dt, where d(tk) = ktk−1dt.
Simple weight modules for Vir were classified by Mathieu [22]. It fol-
lows from his classification that simple objects in the category of cuspi-
dal modules are simple tensor modules, V and the trivial 1-dimensional
module C.
Let us discuss the blocks of the category of cuspidal modules. There
is an obvious partition of Cusp with respect to the spectrum of operator
L0. Indeed, any weight Vir-module decomposes into a direct sum of
submodules supported on Z cosets in C,
(1) M = ⊕
β∈C/Z
M [β], where M [β] = ⊕
λ∈β
Mλ.
It turns out that this decomposition of Cusp into a direct sum of
subcategories may be further refined. Let us quote the following lemma:
Lemma 2.10. ([13], [23]) Let C be an abelian category in which ev-
ery object has a finite composition series. Let Irr =
·∪
γ∈S
Irr(γ) be
a partitioning of simple objects in C satisfying the property that for
M1 ∈ Irr(γ1), M2 ∈ Irr(γ2) with γ1 6= γ2 we have Ext1C(M1,M2) = 0.
Let C(γ) be a subcategory of objects that have all simple factors in
Irr(γ). For M ∈ C and γ ∈ S define M [γ] to be the sum of all subob-
jects in M which belong to C(γ).
Then for every M,M ′ ∈ C
(a) M = ⊕γ∈SM [γ],
(b) HomC(M,M
′) = ⊕γ∈SHomC(M [γ],M ′[γ]).
We partition irreducible objects in category Cusp by the set S =
C/Z × C/Z with V (α, β) ∈ Irr(α + Z, β) and V ,C ∈ Irr(Z,Z). For
i = 1, 2 fix γi = (αi, βi) with αi, βi ∈ C/Z and let Mi ∈ Irr(γi). It
follows from (1) that Ext1(M1,M2) = 0 when β1 6= β2. If β1 = β2,
it can be seen from the results of [20], [7], [8] that Ext1(M1,M2) = 0
when the cosets α1, α2 are distinct.
By Lemma 2.10 we get that a superconformal algebra L decomposes
as a Vir-module:
L = ⊕
α,β∈C/Z
L[α, β],
where L[α, β] is the sum of Vir-submodules in L with all simple factors
of their composition series in Irr(α, β
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Theorem 2.11. Let L be a superconformal algebra. Then the decom-
position
L = ⊕
α,β∈C/Z
L[α, β],
is a grading of L as a Lie superalgebra.
Proof. Iohara-Mathieu [12] classified equivariant maps of tensor Vir-
modules
(2) V (α1, β1)× V (α2, β2)→ V (α3, β3).
It follows from their classification that a necessary condition for the
existence of a non-zero equivariant map (2) is β3 = β1 + β2 and
α3 ∈ α1 + α2 + Z. This implies the claim of the Theorem. Indeed,
if [L[α1 + Z, β1],L[α2 + Z, β2]] 6⊂ L[α1+α2+Z, β1+β2], we get a non-
zero equivariant map L[α1+Z, β1]×L[α2+Z, β2]→ L[α3+Z, β3] with
(α3 +Z, β3) 6= (α1 +Z, β1) + (α2 +Z, β2). Considering composition se-
ries filtrations in L[αi + Z, βi], i = 1, 2, 3, we can construct a non-zero
equivariant map between simple modules in these composition series,
contradicting the result of [12]. 
It follows from the description of simple cuspidal modules that for
indecomposable cuspidal modules dimensions of weight spaces are ac-
tually constant outside zero weight, and in the zero weight component
we may have an abnormal behaviour, such as a gap, as in the case of
V . Below we will present a regularization method developed in [3] that
allows us to fix this irregularity. Its idea is to attach to a cuspidal mod-
ule a new Vir-module which admits an additional action of the algebra
of Laurent polynomials. Below we will denote the Virasoro algebra by
V and the commutative algebra of functions by A = C[t, t−1].
We note that A is a module for the Lie algebra V with the action
Lnt
k = −ktk+n, and V is a module for the commutative unital algebra
A with the action tkLn = Ln+k.
Definition 2.12. We call M an AV-module if it is a module for the
Lie algebra V, a module for commutative unital algebra A and these
two actions are compatible via the Leibniz rule:
η(fm) = η(f)m+ f(ηm),
for η ∈ V, f ∈ A, m ∈M .
It is easy to check that tensor modules are AV-modules. They are
all simple in the category of AV-modules.
It is easy to see that a cuspidal AV-module is actually a free A-
module of a finite rank, it is freely generated as an A-module by any of
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its weight spaces. This shows that cuspidal AV-modules do not have
abnormal behaviour at the zero weight space.
Let us show how to attach an AV-module to a cuspidal Vir-module.
Let M be a Vir-module. We first note that the coinduced module
HomC(A,M) is an AV-module with the action
(fϕ)(g) = ϕ(fg),
(ηϕ)(g) = η(ϕ(g))− ϕ(η(g)),
where ϕ ∈ HomC(A,M), η ∈ V, f, g ∈ A (see [3] for details). The
coinduced module is too big, and we wish to construct a smaller AV-
module.
Definition 2.13. Let M be a Vir-module. Its AV cover M̂ is a sub-
module in HomC(A,M) spanned by
{ψ(η,m) | η ∈ V, m ∈M},
where
ψ(η,m)(g) = (gη)m.
Theorem 2.14 ([3]). Let M be a cuspidal Vir-module. Then
(a) There exists N ∈ N such that
N∑
a=0
(−1)a
(
N
a
)
Lp+aLq−a = 0 in M,
(b) The cover M̂ of M is a cuspidal AV-module,
(c) The map pi : M̂ → M , pi(ψ(η,m)) = ηm is a homomorphism of
V-modules with Im(pi) = VM .
It is clear from the definition that for M ∈ Cusp[α, β], its cover M̂
belongs to the same block.
The advantage of using AV-modules is that the structure of cuspidal
AV-modules is well-understood.
Denote byW+ a Lie algebra with a basis {en |n ≥ 0} and Lie bracket
[en, ek] = (k − n)en+k. Even though W+ could be embedded into the
Virasoro algebra, we will not view it as a subalgebra in Vir. Let us
recall some results from [2] on finite-dimensional W+-modules:
Lemma 2.15. Let U be a finite-dimensional W+-module.
(a) There exists N ∈ N such that enU = 0 for all n > N .
(b) If U is irreducible then it has dimension 1, U = Cu and there
exists α ∈ C such that e0u = αu and enu = 0 for n ≥ 1.
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Theorem 2.16. LetM be a cuspidal AV-module in a block Cusp(α, β),
α, β ∈ C/Z, and let U be one of its weight spaces. Then
M ∼= ⊕
k∈β
tk ⊗ U.
The space U admits the structure of a W+-module, so that the action
of Vir is given by
Ln(t
k ⊗ u) = −ktn+k ⊗ u−
∑
s≥1
ns
s!
tn+k ⊗ es−1u,
while A acts on the left tensor factor by multiplication.
Note that by Lemma 2.15 (a) the sum in the above formula is finite.
3. Discrete derivative
One of the tools that we will be using in this paper is the notion of
the discrete derivative.
Definition 3.1. Let F (p) be a function α → R, where α is a coset of
Z in C and R is an abelian group. The discrete derivative ∆pF (p) is
a function α→ R defined as
∆pF (p) = F (p)− F (p+ 1).
We also define a backwards discrete derivative ∆−p F (p) = F (p) −
F (p − 1). Throughout the paper, when we write F (p) = 0 we mean
that F is a zero function.
We will also need a two-variable version of the discrete derivative of
a function F (p, q) : α× β → R, defined as
∆p,qF (p, q) = F (p, q)− F (p+ 1, q − 1).
Let us show a relation between discrete derivative and locality:
Lemma 3.2. Two distributions x(z) =
∑
n∈α xnz
−n−1 and y(z) =∑
n∈β ynz
−n−1 are mutually local if and only if there exists N ∈ N
such that
∆Np,q[xp, yq] = 0.
Proof. Consider the expression from the definition of locality
(z−w)N [x(z), y(w)] =
(
N∑
a=0
(−1)N−a
(
N
a
)
zawN−a
) ∑
n,s∈Z
[xn, ys]z
−n−1w−s−1.
The coefficient at z−pwN−q in the above expression is
N∑
a=0
(−1)N−a
(
N
a
)
[xp+a, yq−a] = (−1)N∆Np,q[xp, yq],
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and the claim of the lemma follows. 
Let us list some elementary properties of discrete derivative which
we will need. In parts (c), (d) of the following lemma we assume that
R is a ring.
Lemma 3.3. (a) ∆Np F (p) = 0 if and only if F (p) is a polynomial
function of degree at most N − 1.
(b) For a function F (p, q, r) : α× β × γ → R, α, β, γ ∈ C/Z,
∆p,q∆q,rF (p, q, r) = ∆q,r∆p,qF (p, q, r).
(c)
∆p,q (F (p, q)G(p, q)) = (∆p,qF (p, q))G(p, q)+F (p+1, q−1)∆p,qG(p, q).
(d) If ∆Np,qF (p, q) = 0 and ∆
K
p,qG(p, q) = 0 then
∆N+K−1p,q (F (p, q)G(p, q)) = 0.
(e)
∆p,qH(p+ s, q) = ∆s,qH(p+ s, q).
(f)
∆Np,q∆
K
s,qH(p+ s, q) = ∆
N+K
p,q H(p+ s, q).
The proof of this lemma is straightforward and we omit it.
Lemma 3.4. Suppose
(3) ∆Np,q
n∑
l=0
plHl(p+ s, q) = 0.
Then for every l = 0, . . . , n there exists K ∈ N such that
∆Kp,qp
lHl(p+ s, q) = 0.
Proof. Let us prove this Lemma by induction on n. If n = 0, the
statement holds trivially. For the step of induction, apply operator
∆np,s to (3). Since ∆p,sHl(p+ s, q) = 0 and ∆p,sF (p) = ∆pF (p), we get
n!∆Np,qHn(p+ s, q) = 0. Then by Lemma 3.3 (d), we have
∆N+np,q p
nHn(p+ s, q) = 0.
Subtracting this from ∆np,q applied to (3), we get
∆N+np,q
n−1∑
l=0
plHl(p+ s, q) = 0,
and the claim of the Lemma follows from the induction assumption. 
12 YULY BILLIG
4. Locality of distributions in superconformal algebras
We begin by applying the machinery described in the previous sec-
tions to superconformal algebras.
Let L be a superconformal algebra. It is a cuspidal module with
respect to the adjoint action ofVir. Let L̂ be itsAV cover. By Theorem
2.16 we can realize L̂ as
L̂ = ⊕
β∈C/Z
⊕
k∈β
tk ⊗ U [β],
where U [β] is a weight space in Vir-submodule ⊕α∈C/ZL[α, β].
We are going to construct a basis in a finite-dimensional vector space
(4) U = ⊕β∈C/ZU [β].
By Lemma 2.15 (a), U is a finite-dimensional representation of a solv-
able Lie algebra W+/ 〈en |n > N〉. By Lie’s theorem, there exists a
flag
0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ Fr = U
such that e0Fj ⊂ Fj and enFj ⊂ Fj−1 for n ≥ 1. Since dimFj/Fj−1 =
1, there exist scalars αj ∈ C such that e0 act on Fj/Fj−1 as multipli-
cation by αj. We are going to choose a basis {u1, . . . , ur} in U , which
is compatible with this flag and has an additional property that the
matrix of e0 has a block decomposition with respect its generalized
eigenspaces, i.e.,
e0u
i = αiu
i +
∑
j>i
c0iju
j
where c0ij = 0 when αi 6= αj . The action of en with n ≥ 1 will be
written as
enu
i =
∑
j>i
cniju
j .
Of course, we can choose such a basis in a way that respects the di-
rect sum decomposition (4), i.e., each ui belongs to one of the spaces
U [β], which implies that cnij = 0 when u
i and uj belong to different
components. We will denote by βi the coset corresponding to ui.
We get a basis in L̂: {uik = tk ⊗ ui | i = 1, . . . , r, k ∈ βi}. Applying
Theorem 2.16, we get the action of Vir on L̂ in this basis:
(5) Lnu
i
k = −(k + nαi)uik −
∑
j>i
∑
s>0
ns
s!
cs−1ij u
j
n+k,
which we can write as
(6) Lnu
i
k = −(k + nαi)uik −
∑
j>i
Fij(n)u
j
n+k,
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where Fij(n) are polynomials in n without constant terms, and also
without terms linear in n whenever αi 6= αj .
We use the map pi : L̂ → L to project basis elements into L. We set
(7) u˜ik =
{
pi(uik), if αi 6= 1,
kpi(uik), if αi = 1,
and we define distributions in L, u˜i(z) = ∑k∈βi u˜ikz−k. Clearly, these
distributions are homogeneous with respect to the grading on L by the
eigenvalues of adL0.
As we can see from Example 2.8, care needs to be taken when dealing
with the distributions corresponding to α = 1. The next proposition is
the key technical result.
Proposition 4.1. Fields {u˜1(z), . . . , u˜r(z)} are mutually local.
Proof. By Lemma 3.2, we need to show that
(8) ∆Sp,q[u˜
i
p, u˜
j
q] = 0
for some S ∈ N. Our idea is to derive this from the relation ∆Np,q adLp adLq =
0, given by Theorem 2.14 (a).
As an intermediate step, we are going to prove the following identi-
ties:
Lemma 4.2. There exists M ∈ N such that for all i = 1, . . . , r,
∆Mp,q ad u˜
i
p adLq = 0.
Proof. We shall prove this claim by a descending induction in i. Let
us assume that the claim holds for all j = i + 1, . . . , r. Consider the
equality [
∆Np,q adLp adLq, adpi(u
i
s)
]
= 0.
The left hand side can be rewritten as
∆Np,q ad pi
(
Lpu
i
s
)
adLq +∆
N
p,q adLp adpi
(
Lqu
i
s
)
.
We expand the second summand using (6):
∆Np,q adpi
(
Lpu
i
s
)
adLq +∆
N
p,q adLp ad pi
(
Lqu
i
s
)
=
∆Np,q adpi
(
Lpu
i
s
)
adLq
−∆Np,q(s+ αiq) adLp adpiuiq+s −
∑
j>i
Fij(q) adLp ad piu
j
q+s.
Next we want to apply a power of ∆s,q to this expression. We note
that ∆s,qu
j
q+s = 0 and ∆s,qFij(q) = ∆
−
q Fij(q). Choose K ≥ 2 such that
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it exceeds degrees of all polynomials Fij . Then applying ∆
K
s,q to the
previous expression we get
∆Ks,q∆
N
p,q adpi
(
Lpu
i
s
)
adLq = 0.
Next, expanding the left hand side using (6), we get
∆Ks,q∆
N
p,q(s+ αip) adpi(u
i
p+s) adLq
+
∑
j>i
∆Ks,q∆
N
p,qFij(p) ad pi(u
j
p+s) adLq = 0.
By induction assumption for j > i with αj 6= 1 we have
∆Mp,q adpi(u
j
p) adLq = 0
and hence
∆Mp,q ad pi(u
j
p+s) adLq = 0.
If L is the maximum of degrees of all polynomials Fij, by Lemma 3.3
(d), we get for j > i with αj 6= 1
∆M+Lp,q Fij(p) adpi(u
j
p+s) adLq = 0.
We may assume that N ≥M + L. Then we get
∆Ks,q∆
N
p,q(s+ αip) ad pi(u
i
p+s) adLq(9)
+
∑
j>i
′
∆Ks,q∆
N
p,qFij(p) adpi(u
j
p+s) adLq = 0,
where
∑
j>i
′ is a summation only over indices j with αj = 1.
We consider now two cases, αi = 1 and αi 6= 1.
Suppose αi = 1. Then we have
∆Ks,q∆
N
p,q ad u˜
i
p+s adLq +
∑
j>i
′
∆Ks,q∆
N
p,qFij(p) ad pi(u
j
p+s) adLq = 0.
Now we apply to this expression Lemma 3.4 with l = 0. Since polyno-
mials Fij(p) have no constant terms, we get
∆Ks,q∆
R
p,q ad u˜
i
p+s adLq = 0.
By Lemma 3.3 (f), this is equivalent to
∆K+Rp,q ad u˜
i
p+s adLq = 0.
Setting s = 0 we obtain the claim of the Lemma when αi = 1.
Now we treat (9) with αi 6= 1. We rewrite (s+αip) as (s+p)+(αi−1)p
and apply to (9) Lemma 3.4 with l = 1. Recall that in summation over
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j we only have terms with αj = 1. Since αi 6= αj , polynomials Fij(p)
do not contain linear terms. As a result we will get
(αi − 1)∆Ks,q∆Rp,qp adpi(uip+s) adLq = 0.
Applying now ∆p,s we get
∆Ks,q∆
R
p,q ad u˜
i
p+s adLq = 0.
Applying Lemma 3.3 (f) and setting s = 0, we obtain the claim of the
Lemma. 
Now let us return to the proof of Proposition 4.1. This proof will be
very similar to the proof of the previous lemma. We will prove (8) by
a decreasing induction in j. By Lemma 4.2 we have
∆Mp,q[u˜
i
p, [Lq, pi(u
j
s)]] = 0,
which becomes
(10) ∆Mp,q(s+ αjq)[u˜
i
p, pi(u
j
q+s)] +
∑
k>j
∆Mp,qFjk(q)[u˜
i
p, pi(u
k
q+s)] = 0.
Using the same argument as in the proof of Lemma 4.2 we see that for
k with αk 6= 1 and sufficiently large M we get
∆Mp,qFjk(q)[u˜
i
p, pi(u
k
q+s)] = 0.
Eliminating these terms in (10), we get
∆Mp,q(s+ αjq)[u˜
i
p, pi(u
j
q+s)] +
∑
k>j
′
∆Mp,qFjk(q)[u˜
i
p, pi(u
k
q+s)] = 0,
where the summation in k only contains terms with αk = 1.
Consider now two cases, αj = 1 and αj 6= 1. If αj = 1, we apply
Lemma 3.4 with l = 0 and obtain
∆Sp,q[u˜
i
p, u˜
j
q+s] = 0,
which yields the required claim after we set s = 0.
If αj 6= 1, we use Lemma 3.4 with l = 1 and obtain
(αj − 1)∆Sp,qq[u˜ip, u˜jq+s] = 0,
and we get the desired claim after applying operator ∆q,s and then
setting s = 0.
This completes the proof ot the Proposition. 
Now we are ready to prove Theorem 2.7.
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Proof. Let L be a pluperfect superconformal algebra. We need to show
that it is spanned by the coefficients of a family of mutually local dis-
tributions. Consider the family of distributions S = {u˜1(z), . . . , u˜r(z)
of Proposition 4.1. The coefficients of these distributions were con-
structed from a basis of AV-cover L̂. The projection pi : L̂ → L has
[Vir,L] as its image. Since for every non-zero j ∈ C, L0 acts on Lj as
a non-zero scalar, we get that Lj with j 6= 0 belongs to the image of pi
and hence is spanned by the coefficients at z−j−1 of the distributions
in S. This may fail for the component L0.
If we add to S all pairwise n-th products u˜i(z)(n)u˜
k(z) with n ≥
0, we will get a finite family S of homogeneous distributions whose
coefficients will span Lj with j 6= 0, as well as [Lj,L−j] with j 6= 0
(see (11) below). Since L is pluperfect, the coefficients of distributions
in S will span all of L. By Dong’s Lemma ([14], Lemma 3.2), the
distributions in S are mutually local. 
5. Regular Lie superalgebras of formal distributions and
twisted forms of superconformal algebras
We begin with a definition of a regular Lie superalgebra of formal
distributions in a twisted setting. Here we are following the ideas of
[14] and [15].
Definition 5.1. (cf. [14]) Let L be a Lie superalgebra which is graded
by the group C/Z
L = ⊕
α∈C/Z
Lα,
and let T be an even derivation of L preserving this grading. L is
called a regular Lie superalgebras of formal distributions if there exists
a spanning family F = {xj(z) = ∑
n∈αj
xjnz
−n−1 | xjn ∈ Lαj} of L-valued
mutually local formal distributions such that every distribution in F is
T -covariant:
T (xj(z)) =
∑
n∈αj
T (xjn)z
−n−1 =
∂
∂z
xj(z).
Lie bracket of two mutually local distributions x(z), y(w), supported
on cosets α and β respectively, can be expanded as follows (for details
see [15], Section 7):
(11) [x(z), y(w)] =
N∑
k=0
1
k!
c(k)(w)
(
∂
∂w
)k
δα(w − z),
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where distributions c(k)(w) are supported on α + β and δα(w − z) is
defined as
δα(w − z) = z−1
∑
n∈α
(w
z
)n
.
For k ≥ 0 the k-th product x(z)(k)y(z) of distributions x(z) and y(z)
is defined as the distribution c(k)(z) appearing in (11).
Let (L, T,F) be as in Definition 5.1 and let vector space F be the
linear closure of F with respect to operations ∂
∂z
and k-th products
(k ≥ 0). Denote by Fα the subspace of distributions supported on a
coset α ∈ C/Z. We have a grading onF :
F = ⊕
α∈C/Z
Fα.
By Dong’s Lemma ([14], Lemma 3.2) distributions inF are mutually
local. It is also easy to check that they are T -covariant.
The spaceF has a structure of a (Lie) conformal algebra. We refer
to [14] for the definition and details. We will denote this conformal
algebra by C and denote by xj the generators of C, corresponding to
distributions xj(z). The operator on C corresponding to differentiation
∂
∂z
onF will be denoted by ∂.
A grading on L by C/Z induces an automorphism θ of C, where
θ(xj) = e2piiαjxj and θ(∂x) = ∂θ(x) for all x ∈ C.
This gives us a functor Con from the category of regular Lie su-
peralgebras of formal distributions to the category of conformal alge-
bras decorated with a diagonalizable automorphism, (C, θ) = Con(L).
Sometimes with a slight abuse of notations we will write C = Con(L).
Following [14], let us also construct functor Alg that goes in the
opposite direction.
In addition to k-th products and differentiation, there is another
operation on formal distributions that preserves locality – it is multi-
plication by elements of C[z, z−1]. This leads to the following notion:
Definition 5.2. An affine conformal algebra is a conformal algebra C
with an additional structure of a C[t, t−1]-module, satisfying the axioms:
(A1) ∂(fx) =
df
dt
x+ f∂(x)
and
(A2) (fx)(k)(gy) =
∞∑
j=0
1
j!
djf
dtj
g(x(k+j)y),
where f, g ∈ C[t, t−1], x, y ∈ C.
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Given a conformal algebra C and its diagonalizable automorphism
θ (equivalently: grading by C/Z ∼= C∗), we can construct an affine
conformal algebra C˜ via the process of twisted affinization:
C˜ = ⊕
α∈C/Z
tαC[t, t−1]⊗ Cα,
where ∂ and k-th products are defined via (A1) and (A2).
The space ∂C˜ is an ideal in C˜ with respect to 0-th product, and the
quotient L˜ = C˜/∂C˜ is a Lie superalgebra Alg(C, θ) associated to such
a pair with the Lie bracket given by 0-th product (see [14] for details).
Its spanning family of mutually local distributions is
F = ∪
α∈C/Z
{
x(z) =
∑
n∈α
(tnx)z−n−1
∣∣ x ∈ Cα}.
These distributions are covariant with respect to derivation T = − d
dt
.
A conformal algebra is called finite if it is finitely generated as a
C[∂]-module.
Theorem 5.3. ([14], Corollary 4.7, Remark 2.7b) Let L be a regular
Lie superalgebra of formal distributions with a finite spanning family F .
Then conformal superalgebra C = Con(L) is finite. Conversely, if C is a
finite conformal superalgebra and θ is its diagonalizable automorphism
then Alg(C, θ) is a regular Lie superalgebra of formal distributions with
a finite spanning family,
Let us mention a relation between functors Con and Alg. Using the
same proof as in [14], where untwisted case is treated, one obtains
Theorem 5.4. Let C be a conformal algebra with a diagonalizable au-
tomorphism θ. Then
Con(Alg(C, θ)) ∼= (C, θ).
A counterpart of this statement is the following
Theorem 5.5. Let L be a regular Lie superalgebra of formal distribu-
tions with a spanning family F . Then L˜ = Alg(Con(L)) is a central
extension of L.
The homomorphism σ : L˜ → L given by σ(tnx) = xn for x(z) ∈Fα,
n ∈ α.
Before we give the proof, let us illustrate this theorem with a simple
example.
LOCALITY OF SUPERCONFORMAL ALGEBRAS 19
Example 5.6. Let L be a Heisenberg Lie algebra with a basis
{xn, c |n ∈ Z} and the Lie bracket [xn, xk] = nδn,−kc. Then L is a reg-
ular Lie algebra with the spanning distributions x(z) =
∑
n∈Z
xnz
−n−1,
c(z) = cz0 and the derivation T (xn) = −nxn−1, T (c) = 0. Let us take
a regular subalgebra L1 ⊂ L with the spanning distributions y(z) =(
d
dz
)2
x(z) and c(z). Then L1 has basis {xn, c |n ∈ Z\{−2,−1}} . It
is easy to calculate that L˜1 = Alg(Con(L1)) is a Lie algebra with a
basis {yn, c |n ∈ Z} and Lie bracket [yn, yk] = 5!
(
n
5
)
δn+k,4c and the
derivation T (yn) = −nyn−1. The homomorphism L˜1 → L1 is given
by yn 7→ n(n− 1)xn−2. Its kernel is a central ideal spanned by y0, y1.
The proof of Theorem 5.5 is based on the following Lemma:
Lemma 5.7. Let S be a finite subset in C. Assume
(12)
∑
n∈S
znxn(z) = 0,
where {xn(z) |n ∈ S} is a family of T -covariant distributions in L.
Then xn(z) = 0 for every n ∈ S.
Proof. Apply zT to (12):
0 =
∑
n∈S
zn+1T (xn(z)) =
∑
n∈S
zn+1
d
dz
xn(z)
= z
d
dz
∑
n∈S
znxn(z)−
∑
n∈S
z
d
dz
(zn)xn(z) = −
∑
n∈S
nznxn(z) = 0.
Iterating these steps and applying Vandermonde determinant argu-
ment, we get the claim of the Lemma. 
Now we can give a proof of Theorem 5.5.
Proof. It was proved in Section 2.7 of [14] that σ is a homomorphism of
Lie algebras. Let us show that Kerσ is central in L˜. Suppose ∑
n∈S
tnxn ∈
Kerσ for some finite family {xn |n ∈ S} ⊂F . Then ∑
n∈S
xnn = 0 in L.
Taking the commutator with an arbitrary distribution y(w) ∈ F and
applying (11), we get∑
n∈S
∑
j≥0
(
n
j
)
wn−j(xn(j)y)(w) = 0.
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Let us formally assume xn = 0 for n 6∈ S. Making a change of indices
m = n− j, we get∑
m
∑
j≥0
(
m+ j
j
)
wm(xm+j(j) y)(w) = 0.
By Lemma 5.7 we conclude that for every m
(13)
∑
j≥0
(
m+ j
j
)
xm+j(j) y = 0
in Con(L).
Now consider the commutator in L˜:[∑
n∈S
tnxn, tky
]
=
∑
n∈S
∑
j≥0
(
n
j
)
tn+k−jxn(j)y.
Making the change of indices m = n− j, and applying (13), we obtain∑
m
tm+k
∑
j≥0
(
m+ j
j
)
xm+j(j) y = 0.
Hence, every element of Kerσ is central in L˜. 
Let us conclude this section by giving an example of a (non-simple)
superconformal algebra which is a graded Lie superalgebra of formal
distributions, but not regular. As a result, one can associate with this
superconformal algebra a finitely generated affine conformal superalge-
bra, but not a finite one.
Example 5.8. Let α ∈ C and let L be a Lie algebra with a basis
{Ln, Un, Vn |n ∈ Z} with Lie brackets
[Ln, Lm] = (n−m)Ln+m,
[Ln, Um] = −(m+ αn)Un+m,
[Ln, Vm] = −(m+ αn)Vn+m + nUn+m,
[Un, Um] = [Un, Vm] = [Vn, Vm] = 0.
6. Quasi-Poisson algebras
In this section we will discuss a class of superconformal algebras
that does not include all superconformal algebras, but encompasses all
known simple superconformal algebras.
Definition 6.1. Let A be a Z2-graded space with two bilinear operations
· and {, } and with an even endomorphism P ∈ End(A). We call
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A a quasi-Poisson superalgebra (or QP-superalgebra, for short) if the
following axioms hold:
(QP1) (A, ·) is a commutative associative unital superalgebra,
(QP2) (A, {, }) is a Lie superalgebra,
(QP3) for all a, b ∈ A
P (a · b) = P (a) · b+ a · P (b)− a · b,
(QP4) for all a, b, c ∈ A
a · P ({b, c}) = {a · P (b), c}+ (−1)p(a)p(b){b, a · P (c)}
+ {a, b} · P (c)− (−1)p(a)p(b)P (b) · {a, c}.
Let us point out some elementary consequences of these axioms.
Axiom (QP3) is equivalent to the statement that operatorD = P−Id
is a derivation of the commutative superalgebra (A, ·). This implies
P (1) = 1.
Setting a = 1 in (QP4) we get
(14) P ({b, c}) = {P (b), c}+ {b, P (c)}+ {1, b} · P (c)− P (b) · {1, c}.
Further setting b = 1 we get
(15) P ({1, c}) = {1, P (c)},
which means that P commutes with ad (1).
Setting c = 1 in (QP4) and taking into account (15), we get
(16) {1, a · P (b)} = {1, a} · P (b) + a · {1, P (b)}.
Let us mention three natural classes of quasi-Poisson algebras.
Lemma 6.2. Let A be a Poisson superalgebra with an even derivation
D of (A, ·) such that P = D + Id is a derivation of (A, {, }). Then A
is a quasi-Poisson superalgebra.
Lemma 6.3. Let (A, ·) be a commutative unital superalgebra with an
even derivation D. Define a Lie bracket {, } on A via
{a, b} = a ·D(b)−D(a) · b.
Then A is a quasi-Poisson superalgebra with P = D + Id.
Lemma 6.4. Let (A, ·) be a commutative unital superalgebra with two
even operators P,Q ∈ End(A), such that PQ = QP , P satisfies (QP3),
Q satisfies
(17) Q(a · P (b)) = Q(a) · P (b) + a · PQ(b).
Then operation
(18) 〈a, b〉 = Q(a) · P (b)− P (a) ·Q(b)
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is a Lie bracket, and (A, ·, 〈, 〉) is a QP-superalgebra.
Verification of the above lemmas is straightforward. Note that quasi-
Poisson superalgebra constructed in Lemma 6.3 is a special case of QP-
superalgebra of Lemma 6.4, where we take P = D + Id and Q = D.
It turns out that a quasi-Poisson superalgebra may have more than
one QP-structure. First, let us answer the following simple question:
given two Lie brackets {, } and 〈, 〉 on the same vector space, when is
their arbitrary linear combination also a Lie bracket?
Lemma 6.5. Suppose {, } and 〈, 〉 are two Lie brackets on the same
vector space A. For two scalars s1, s2 ∈ C consider a new bilinear
operation on A:
[a, b] = s1{a, b}+ s2〈a, b〉.
Then [, ] is a Lie bracket for all values of s1, s2 if and only if the fol-
lowing identity holds:
{〈a, b〉, c}+ 〈{a, b}, c〉+ cyclic permutations = 0.
The proof is elementary and we omit it. We shall call two Lie brackets
satisfying the condition of Lemma 6.5 compatible.
Proposition 6.6. Let (A, ·, {, }, P ) be a quasi-Poisson algebra. Con-
sider operator Q = ad (1) and a new Lie bracket 〈, 〉 given by (18).
Then Lie brackets {, } and 〈, 〉 are compatible and A is a quasi-Poisson
algebra with respect to an arbitrary linear combination of these two Lie
brackets.
Proof. First of all, we point out that Q satisfies the conditions of
Lemma 6.4 by (15) and (16). Let us show that Lie brackets {, } and
〈, 〉 are compatible. We have
{〈a, b〉, c} = {Q(a) · P (b), c} − {P (a) ·Q(b)}.
and
〈{a, b}, c〉 = {Q(a), b} · P (c) + {a,Q(b)} · P (c)− P ({a, b}) ·Q(c).
Adding together cyclic permutations of two previous expressions and
applying (QP4), we get zero, hence the two Lie brackets are compatible.
Since axiom (QP4) contains a single Lie bracket in each of its terms,
it holds for any linear combination of these two Lie brackets. 
Let us now construct a functor from the category of quasi-Poisson
superalgebras to the category of Lie superalgebras.
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Theorem 6.7. Let A be a quasi-Poisson superalgebra. Set L(A) =
C[t, t−1] ⊗ A and for a ∈ A denote tn ⊗ a by an. Define a bilinear
multiplication [, ] on L(A) via
(19) [an, bm] = n(a · P (b))n+m −m(P (a) · b)n+m + {a, b}n+m.
Then (L(A), [, ]) is a Lie superalgebra.
The proof of this theorem is straightforward. Anticommutativity of
[, ] follows from the commutativity of · and anticommutativity of {, }.
Jacobi axiom for [, ] follows from associativity of ·, Jacobi axiom for
{, }, (QP3) and (QP4).
One can notice a resemblance of (19) to the formula for the contact
brackets given in Section 0.3 of [11].
Note that in general we can not completely recover the quasi-Poisson
structure of A from the Lie bracket on L(A) since we can not use (19)
to define · product of two elements of KerP .
The construction we present here follows the idea of [1] which intro-
duced Novikov algebras in a similar context (see also [10] and [25] for
details on Novikov algebras). If (A, ·) is a commutative superalgebra
and P = D + λId, where D is a derivation of (A, ·) and λ ∈ C then
A becomes a Novikov superalgebra with respect to a new product ◦
defined as a ◦ b = P (a) · b.
If E is an even idempotent of a quasi-Poisson superalgebra A, i.e.,
E · E = E, and P (E) = ωE with ω 6= 0, then the family {En|n ∈ Z}
spans a Virasoro subalgebra Vir in L(A). For E = 1 we shall denote
the corresponding elements by Ln.
We shall call an element a ∈ A primary if it is a common eigenvector
for P and Q = ad (1). Suppose
(20) Q(a) = χa, P (a) = ωa.
Then
[Ln, am] = (nω −m+ χ)an+m.
We see that the family {am} spans in L(A) a tensor Vir-module
V (−ω,−χ+ Z).
Lemma 6.8. Let a1, a2 be two primary elements in a quasi-Poisson
superalgebra A with Q(ai) = χiai, P (ai) = ωiai, i = 1, 2. Then
(a) a1 ·P (a2) is a primary element of A with the eigenvalues χ1+χ2
and ω1 + ω2 − 1 for Q and P respectively.
(b) {a1, a2}+ 〈a1, a2〉 is a primary element of A with the eigenvalues
χ1 + χ2 and ω1 + ω2 for Q and P respectively.
Proof. The claim of part (a) follows from (16) and (QP3). Let us show
part (b). Since Q = ad (1), it is a derivation of {, }. It follows from
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(16) that it is also a derivation with respect to 〈, 〉. This establishes
the claim for the eigenvalue of Q. For the action of P we apply (14)
and (QP3):
P{a1, a2} = {P (a1), a2}+ {a1, P (a2)}+ 〈a1, a2〉,
P 〈a1, a2〉 = 〈P (a1), a2〉+ 〈a1, P (a2)〉 − 〈a1, a2〉,
and the claim follows. 
Theorem 6.9. Let A be a finite-dimensional quasi-Poisson superalge-
bra. Fix a Virasoro subalgebra in L(A), which is generated by 1 ∈ A.
(a) L(A) is a superconformal algebra if and only if Q = ad (1) is
diagonalizable on A.
Let us assume that both P and Q are diagonalizable on A.
(b) Set T = ad (L−1). Then L(A) is a regular superconformal alge-
bra.
(c) We have Con(L(A)) = (C, ψ), where C is a conformal superal-
gebra generated by A as a free C[∂]-module, C ∼= C[∂] ⊗ A, with the
following n-th products on the generators a, b ∈ A:
a(0)b = ∂(P (a) · b) + {a, b} + 〈a, b〉,
a(1)b = P (a) · b+ a · P (b),(21)
a(n)b = 0 for n ≥ 2,
and ψ is a diagonal automorphism of C which commutes with ∂ and is
defined on A by ψ = exp(2pii(P −Q)).
(d) Every automorphism of a quasi-Poisson superalgebra A extends
to an automorphism of conformal superalgebra C fixing the Virasoro
element.
Proof. To establish (a), we need to show that L(A) has a grading by
the the eigenspaces of ad (L0). We get from (19) that
[L0, am] = −mam +Q(a)m,
from which the claim (a) follows.
Note that P and Q commute, so if both of these operators are diag-
onalizable, then they are diagonalizable in the same basis. In this case
A has a basis of primary elements. Then as the adjoint Vir-module,
L(A) decomposes into a direct sum of tensor modules. By Theorem
2.11, L(A) is a graded by the group C/Z,
L(A) = ⊕
α∈C/Z
L(A)α,
where for each primary element a ∈ A satisfying (20), the family
{am|m ∈ Z} belongs to component corresponding to the coset α =
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ω − χ + Z. Let us construct a primary field corresponding to this
family: a(z) =
∑
m∈Z amz
−m+χ−ω−1. Using
[L−1, am] = (−m− ω + χ)am−1,
it is straightforward to check that a(z) is T -covariant, [L−1, a(z)] =
∂
∂z
a(z). Mutual locality of such fields follows from the expression (19)
for the Lie bracket in L(A):
[a(z), b(w)] =
(
∂
∂w
(P (a) · b)(w)
)
δα(w − z)
+ (P (a) · b+ a · P (b)) (w) ∂
∂w
δα(w − z)(22)
+ ({a, b}+ 〈a, b〉) (w)δα(w − z),
where a ∈ Aα, b ∈ Aβ.
It follows from Lemma 6.8 that exp(2piiP ) and exp(λQ) with λ ∈ C
are commuting automorphisms of C, and so is ψ = exp(2pii(P −Q)).
Finally, claim (d) follows from (22). 
We call a quasi-Poisson algebra reduced if Q = ad (1) = 0. We can
see from Proposition 6.6 that starting from an arbitrary QP-algebra A,
we can construct a reduced QP-algebra by taking a new Lie bracket on
the same space:
{a, b} = {a, b}+ 〈a, b〉.
We will use bold brackets for this new operation and denote the quasi-
Poisson algebra (A, P, ·,{,}) by A˙. It follows from (14) that in a re-
duced QP-algebra operator P is a derivation of the Lie bracket. The-
orem 6.9 (c) implies that conformal algebras associated to L(A) and
L(A˙) are isomorphic (assuming that P andQ are diagonalizable), hence
L(A) and L(A˙) are twisted forms of each other.
We conclude this section with the following
Question. Does it exist a simple finite-dimensional quasi-Poisson
superalgebra with a non-diagonalizable operator P?
Applying Theorem 6.7 to such an algebra might yield a simple su-
perconformal algebra with no associated finite conformal superalgebra.
7. Appendix: Simple quasi-Poisson algebras
We will describe here simple quasi-Poisson algebras corresponding
to known simple superconformal algebras. Before we do this, let us
introduce some notations.
Let Λ(N) be the Grassmann algebra, which is the exterior algebra
with odd generators ξ1, . . . , ξN . This algebra is associative and super-
commutative.
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Let ∂i =
∂
∂ξi
be the derivation in variable ξi, i = 1, . . . , N . If f ∈
Λ(N) does not contain the variable ξi then ∂i(ξif) = f and ∂i(f) = 0.
Let W (N) be the Lie superalgebra of derivations of Λ(N). It is a
free Λ(N)-module of rank N :
W (N) =
N⊕
i=1
Λ(N)∂i.
We shall denote the supercommutative product in Λ(N) and the left
action of Λ(N) on W (N) by concatenation: fg ∈ Λ(N), fη ∈ W (N)
for f, g ∈ Λ(N), η ∈ W (N).
In addition to the usual (left) derivations ∂i, we introduce right
derivations ∗∂i, which are defined by
(fξi)
∗∂i = f, f
∗∂i = 0,
where f ∈ Λ(N) does not contain the variable ξi. There is an obvious
relation between left and right differentiations:
∂i(f) = (−1)p(f)−1(f)∗∂i,
and the Leibniz rule is written as:
(fg)∗∂i = f(g)
∗∂i + (−1)p(g)(f)∗∂ig.
The use of right derivations allows us to avoid non-intuitive negative
signs in some formulas.
Consider also the ringRN = C[t, t−1]⊗Λ(N) and its Lie superalgebra
of derivations
W (1, N) = RN∂t ⊕
N∑
i=1
RN∂i,
where ∂t =
∂
∂t
. Lie superalgebra W (1, N) is a simple superconformal
algebra, and in fact, all known simple superconformal algebras may be
realized as subalgebras in W (1, N).
1. Contact type KN . Quasi-Poisson algebra KN is actually a
Poisson algebra. Its space is the Grassmann algebra Λ(N) with · being
the usual supercommutative product in Λ(N). The Lie bracket {, } is
the Poisson bracket on Λ(N) defined as follows:
{f, g} =
N∑
i=1
(f)∗∂i ∂i(g).
Operator P is defined by
P = Id− 1
2
N∑
i=1
ξi∂i.
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It is easy to check that P satisfies (QP2) and is a derivation of {, }. By
Lemma 6.2, KN is a quasi-Poisson algebra.
Consider differential 1-form
ω = dt−
N∑
i=1
ξidξi.
Superconformal algebra L(KN) ∼= K(1, N) is the following subalge-
bra in W (1, N):
K(1, N) = {η ∈ W (1, N) | ηω = fω for some f ∈ RN} .
Superconformal algebras K(1, N) are simple, except in the case of N =
4. Superalgebra K(1, 4) has a simple ideal of codimension 1.
2. Witt type WN .
Quasi-Poisson algebra WN corresponds to superconformal algebra
W (1, N). Its underlying space is Λ(N)⊕W (N) and again it is a simple
Poisson superalgebra. The supercommutative product · in WN is given
by
f · g = fg, f · η = fη, η · τ = 0,
for f, g ∈ Λ(N), η, τ ∈ W (N). The Lie bracket {, } is given as follows:
{f, g} = 0, {η, f} = η(f), {η, τ} = [η, τ ].
Operator P is defined by P (f) = f , P (η) = 0.
Elements in WN give rise to the following families in L(WN) ∼=
W (1, N):
fn = −tn+1f∂t, ηn = tnη.
3. Divergence zero type SN,α, N ≥ 2.
The divergence operator on W (1, N) is defined as
div
(
P0∂t +
N∑
i=1
Pi∂i
)
=
∂P0
∂t
−
N∑
i=1
(Pi)
∗∂i.
Negative sign in the above formula is placed in order to agree with the
notations of [18].
It follows from the equality
div ([η, τ ]) = η(div τ)− (−1)p(η)p(τ)τ(div η)
that the subspace S(1, N) ⊂W (1, N) of divergence zero elements forms
a subalgebra. In the same way we define the divergence zero subalgebra
S(N) in W (N).
It turns out that one can generalize a construction of S(1, N) and
get a family of superconformal algebras.
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Fix even element F ∈ RN . Consider the following subspace in
W (1, N):
SF (1, N) = {η ∈ W (1, N) | div (Fη) = 0} .
Since
divF [η, τ ] =η(div (Fτ))− (−1)p(η)p(τ)τ(div (Fη))
− div (Fη) div τ + (−1)p(η)p(τ)div (Fτ) div η,
SF (1, N) is actually a Lie subalgebra in W (1, N). If F is invertible
then SF (1, N) = F
−1S(1, N).
Now set F = tα, where we allow α to be in C. Then Sα(1, N) is
Sα(1, N) = {η ∈ W (1, N) | div (tαη) = 0} .
Consider also derivation
d = − 1
N
N∑
i=1
ξi∂i.
Lie superalgebra Sα(1, N) is a superconformal algebra with the Vi-
rasoro subalgebra spanned by
Ln = −tn+1∂t + (n+ α + 1)tnd.
The derived subalgebra S ′α(1, N) is a simple superconformal algebra.
If α 6∈ Z, the derived subalgebra coincides with Sα(1, N), and if α ∈ Z,
it has codimension 1 in and Sα(1, N) = S
′
α(1, N)⊕ Ct−αξ1 . . . ξN∂t.
Consider linear functional∫
: Λ(N)→ C,
where
∫
f is the coefficient of the monomial ξ1 . . . ξN in f . Denote by
Λ◦(N) the kernel of
∫
, it is the subspace in Λ(N) spanned by monomials
of degree less than N . The obvious equality
∫
∂if = 0 implies the
integration by parts formula:∫
f∂i(g) =
∫
(f)∗∂ig.
We can immediately see from the integration by parts formula that for
η ∈ W (N), f ∈ Λ(N) ∫
η(g) = −
∫
div (η)g.
As a consequence, we conclude that for η ∈ S(N), we have η(f) ∈
Λ◦(N).
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The space of the quasi-Poisson superalgebra SN,α is Λ
◦(N)⊕ S(N).
We define operator P on SN by
(23) P (f) = f + d(f), P (η) = [d, η].
We point out that even though d does not belong to S(N), it still acts
on S(N) as an outer derivation. It is easy to see that P is invertible
on Λ◦(N).
Supercommutative multiplication · on SN,α is defined by
(24) f · g = fg, f · η = fη − (−1)p(f)p(η)P−1(η(f))d, η · τ = 0.
In order to see that f · η ∈ S(N) for η ∈ S(N), we need to apply the
following two formulas:
div (fη) = fdiv η + (−1)p(f)p(η)η(f), div (gd) = P (g).
Lie bracket in SN,α is given by
{f, g} = (α + 1)(fd(g)− d(f)g),
{f, η} = (α + 1) (f · [d, η])− (−1)p(f)p(η)P−1(η(P (f))),
{η, τ} = [η, τ ].
We have L(SN,α) ∼= S ′α(1, N).
Elements of SN,α generate the following families in S
′
α(1, N):
fn = −tn+1P (f)∂t + (n+ α + 1)fd,
ηn = t
nη.
Note that a reduced QP-superalgebra S˙N,α is the same for all α and
has a Lie bracket
{f, g} = 0, {η, f} = P−1(η(P (f))), {η, τ} = [η, τ ].
Hence superconformal algebras S ′α(1, N) correspond to different auto-
morphisms of the same conformal superalgebra.
4. Type S˜N , N even.
Let N be even and take F = 1 + ξ1 . . . ξN . Consider the following
subalgebra in W (1, N):
S˜(1, N) = {η ∈ W (1, N) | div (Fη) = 0} .
It is a simple superconformal algebra, and the corresponding quasi-
Poisson algebra S˜N has the following structure. As a commutative
algebra, S˜N is isomorphic to SN : S˜N = Λ
◦(N)⊕ S(N), multiplication
given by (24), and operator P given by (23).
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Lie bracket in S˜N is defined by
{f, g} = fd(g)− d(f)g,
{f, η} = f · [d, η]− (−1)p(f)p(η)P−1(η((1− ξ1 . . . ξN)P (f))),
{η, τ} = (1− ξ1 . . . ξN)[η, τ ]− η(ξ1 . . . ξN)τ + (−1)p(η)p(τ)τ(ξ1 . . . ξN)η.
5. Cheng-Kac algebra CK6.
We begin with the Poisson algebra Λ(6) and we denote by Λ
(
6
k
)
the
span of monomials of degree k, so that
Λ(6) =
6⊕
k=0
Λ
(
6
k
)
.
We define the Hodge dual of a monomial ξi1 . . . ξik as (ξi1 . . . ξik)
∗ =
±ξj1 . . . ξj6−k with the property that ξi1 . . . ξik(ξi1 . . . ξik)∗ = ξ1ξ2 . . . ξ6.
We consider a polarization on the middle space of the above decom-
position Λ
(
6
3
)
= Λ+
(
6
3
) ⊕ Λ−(6
3
)
, where the subspace Λ±
(
6
3
)
is spanned
by the elements of the form ξiξjξk ±
√−1(ξiξjξk)∗.
The space of the Cheng-Kac algebra is
CK6 =
2∑
k=0
Λ
(
6
k
)
⊕ Λ+
(
6
3
)
.
We are going to define a Lie bracket and a supercommutative mul-
tiplication on this space. It turns out that CK6 is closed under the
Poisson bracket of Λ(6), so it inherits Lie superalgebra structure. We
construct a supercommutative product · in two steps. First we con-
sider the usual product on Λ(6). The subspace Λ−
(
6
3
) ⊕∑6k=4Λ(6k) is
an ideal, and we get a supercommutative product on CK6, identifying
it as the quotient of Λ(6) by this ideal. Next, we need to twist this
product.
Consider an invertible endomorphism ϕ on CK6, which is 2Id on
Λ+
(
6
3
)
, and Id on all other graded components. We define · on CK6 as
a twisted product:
a · b = ϕ(ϕ−1(a)ϕ−1(b)).
We also define operator P on CK6 in the same way as in Λ(6):
P = Id− 1
2
∑6
i=1 ξi∂i.
It turns out that (CK6, ·, {, }, P ) is a simple quasi-Poisson algebra
(but not a Poisson algebra). Exceptional superconformal Cheng-Kac
algebra CK(6) is a superconformal algebra associated with the quasi-
Poisson algebra CK6. See [6] for the embedding of CK(6) into K(1, 6).
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