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1. Introducción
Después de un placentero viaje en el AVE procedente de Madrid, Andy R.
Roderick llega a Sevilla, donde ha sido invitado por unos colegas a pasar unos
días para visitar la exposición universal. Tras un breve descanso en el hotel.
decide dar un paseo para gozar del atardecer perfumado de la ciudad hispalen-
se. Mientras camina ensimismado por el barrio de Santa Cruz, casi tropieza
con una cabina telefónica y piensa que sería una ocasión excelente para llamar
a casa. Así que saca de su monedero diez piezas de cien pesetas., pero con tan
mala fortuna que se le caen al suelo. La forma como lo hacen es la siguiente:
ocho muestran ‘cara’ y dos muestran ‘cruz’. Esto llama poderosamente su
atención. De modo que. de vuelta en la intimidad de su habitación, intenta
explicarse lo observado. He aquí el curso de sus reflexiones.
[..acLtesti~n acerca de cómo extraer conocimiento válido del mundo ha pre-
ocupado a los teóricos del conocimiento desde el origen mismo de la filosofía
occidental. La respuesta de Aristóteles según la cual la inducción enumerativa
garantiza la inferencia de verdades empíricas universales a partir de un número
finito de observaciones había sido aceptada ampliamente. Y aunque algunos
tilosolos como Hume, en la primera mitad del XVIII, y Popper, en pleno siglo
XX, mantuvieron la ilegitimidad lógica de la inferencia ampliativa y conserva-
dora de la verdad, e. d. de la inducción, la atribución de valores de probabili-
dad a las conclusiones obtenidas de observaciones metódicas transformó la
cuestión de la validez de la inducción en la de la posibilidad de la probabilidad
inductiva. Las raíces de este cambio hay que buscarlas, empero, en la historia
del calculo de probabilidades, no en la de la filosofía.
En efecw, en la segunda mitad del siglo XVIII el clérigo inglés Thomas
Rayes publicó con carácter póstumo un afliculo que por primera vez permitió
un tratamiento matemático de la inferencia inductiva>. Con lo que a partir de
¡ . HL Ml D A 1, cii>, 0/ ¡Juntan Maure, 739. libro 1, parte III. y Au tu90/ev Gane<vn iu9
Ilion¿¡u fincó sto,id,u9 1748 ~k ‘-7.
2. RA VI 5 7 An E ssav Towards sol y ng a Probiem in Che Doctrine of Chances>’. Phi/oxopbi-
o! ¡ron sO> O o» >4 fIn Ro sai 5ev ¿iv 4 London, 1 763.
3. Aurnjuc cincUenta arios antes el matemático suizo Jakob Bernoulli —Qn la parte cuarta de su Arz
onu’, taud, h ib’ utentado í nte el prudente eseept¡cisitio de Le boj,, inferir iuducíivame rite troba—
biiidadcs i í ‘ti’ 1 rcc ucncras observadas. sir empresa no fue acompañada por el éxito, Por lo que
correspoodeal ion’ a> Rayes el honor de. haber inaugurado crí la teoría de probahi idades el tiSO pro—
pianleirte inverso de ía probabilidad matemál ca. Véase al respecto RIVADI..JLI A. A.: Probobi/idod
Injrcoc;o (iúrírflioís. 1991 ,pp. 124 y s.s.
Resisto dr Lifr>xa/ío. 3.> época. vol. Viti 993). u diii. 9. págs. 3—13. 1W ¡Coria 1 Coinplurense, Madrid.
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entonces el problema de la inducción dejó de ser tema exclusivo de debate en eJ
seno dc la filosofía para pasar a convenirse también en objeto de investigación
matemática. Al mismo tiempo, la aplicación del cálculo de probabilidades al
problema de la obtención de inferencias inciertas se convirtió en una cuestión
intensamente debatida tanto entre los teóricos de la estadística matemática como
entre los filósofos de la ciencia.
La pregunta acerca de cómo la probabilidad pudo despertar el interés de los
matemáticos interesados en la obtención de inferencias exactas a partir de las
observaciones no es difícil de contestar. Es bien conocido que, desde Pascal y
Fermat, a mediados del XVII, la probabilidad se aplicaba a fin de calcular con
exactitud la incertidumbre de los resultados en los juegos de aza?. Algunas cues-
tiones planteadas a Pascal por el caballero de Méré promovieron en 1654 una
correspondencia entre Pascal y Fermat, publicada parcialmente en Varia Opera
Maihematica D. Fútil de Ferrnat, en Toulouse, 1679, y en las obras de Pascal’.
Pero el primer libro sobre probabilidades fue Liber de Ludo Aloe, de (3erolamo
Cardano, posiblemente escrito en 1564, aunque inédito hasta 1663, cuando fue
publicado en Opera Omnia, de Cardano. La primera obra publicada en teoría de
probabilidades fue, pues, De Ratiocin¡is in Ludo Alce, publicada por Christiaan
Huyghens en 1657. Con el ya mencionado Ars C>on¡ecíandi, de Jakob Bernoulli,
donde por vez primera se formula y deínuestra la Lev (débil) dc los grandes
números, Basilea, l’7113,y la Doctrine of Chances, de Abraham de Moivre, Loíi-
dres, 1718, se cierra el proceso de consolidación del cálculo de probabilidades
como un campo matemático autónomo.
La relevancia de la probabilidad para los juegos de azar es obvia: dadas
las reglas de los juegos de cartas y dados, la probabilidad de determinado
resultado se sigue directa o deductivamente. Naturalmente el resultado en
cuestión no se puede predecir con certeza, pero la probabilidad de su ocu-
rrencia se puede calcular fácilmente. La probabilidad mide, pues, de modo
preciso la incertidumbre de todos los resultados lógicamente posibles en los
juegos de azar Tras el fallido intento de Jakob Bernoulli. Thomas Bayes pri-
mero, y su eminente valedor, Pierre Simon Laplace, once años después>, con-
sideraron que [a probabilidad podía ser aplicada también en procedimientos
inversos o inductivos, e. d. en casos donde la probabilidad de ocurrencia del
fenómeno observado es desconocida, a fin de estimarla a partir de los resul-
4. En “clacic5n a la a.p 1 cae ic$rí —cmi u que se ptiede sil luir el o rigen de a esiadó! t ea riiaie iii rl iiea-~ cíe
la pr ,babj 1 jelad matemática a doro’ nios empi rices> rl, un!,’s de Ii.,> ue•gos ele azar, véase Rl\ ADC.] t . LA,
A.: «‘Itie Roots of Tlíeoretical Sí uistícs 1990 «Api orismo y Base Empírica cii los Origenes cíe la
Estadísilca Matemática». 1991
5. (‘Ir. TODI-1t.] NTER, 1 4 Ilísto, of Meo/ir n,ooc rif lheruv of Probob/lity, 1865. ~ 7—8. Más
reeieuítemeni.c esta correspondencí h sido conipil íd í por ABOUT. E.—]., y HOY, M., en j.c; crasis>
pouclcinc e’ de Blo/sc Paseo! ca de Pu’, , r’ dc’ 1 tunO 1 9~3. En deináo existe también una versión ele la
ni iSm a en SC HNL It) BR, 1. ( H rsg ) 1) Ir 1 otute].tung cje, Woh,.sr/,e/,i lic hke/tst íiecíc ir> yo,, chic A mí//it;—
gen lii,> /933. 1988.
6. LAPLACF.. P. S.:« Menioirc sul Ii prolí ibí 1 mc des causes par les événcn,ents=’.Mriu - Ac cid.
Rrív..Se]. Paris. 1774. Reimpíestí crí tAl 1 AC E Oc tisis s,vol, 8. 1891.
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tados observados>. Al decir de Ronald Fisher, padre de la estadística objetivis-
ta contemporánea, tal posibilidad de un uso inverso de la probabilidad mate-
mática cautivó mentes del calibre de un Gauss o de un Poisson. Posibilidad
rechazada por estadísticos frecuentistas tales como el propio Fisher, ierzy
Neyman, Egon 5. Pearson, etc., y por filósofos antiinductivistas como Karl
Popper.
2. El teorema de Rayes y la reacción de Fisher contra el cálculo de la
probabilidad inversa
El asunto que ocupa a Bayes en su Essav de 1763 es el del cálculo de la
probabilidad (chance) de que la probabilidad de cierto suceso esté situada
entre dos valores. Su solución proporciona, según Laplace>. la respuesta a la
precunta acerca de las probabilidades de las causas y de los sucesos futuros en
relación a la evidencia disponible. O, como dice Fisher>: «To Thomas Baycs
must be sziven the credit of broaching Ihe problem of using the concepís ol
matheniatical probabi 1 ity i n discussing problems ol induct ive i nference. iii
wh ich we argtíe trom the particular to the generaL or. in statístícal pliraseo—
logy, argue lrom the• sample to the population, from which, ev hvpoihexi, the
sample was drawn. l3ayes put lorward, with considerable caution, a method by
which such problems could be reduced to the form of problenís of probabi-
lity.» Si bien, puntualiza Fisher, el procedimiento de Bayes se apoyaba en un
error, que no pudo ser descubierto cii su tiempo, ya que para los matemáuicos
dc la época, convencidos de la naturaleza inductiva del método cientílico. no
cabía la menor duda de que toda inferencia científica había de ser forni u lada
en términos tic probabi 1 dad.
la reconstrucción por Fisher del teorema tIc Bayes ¡sc muestra que este no es
sino una consecuencia. lógica de postular un conoc miento a priori acerca cíe
una superpoblación imaginaria de la que la población investigada ha sitio
extraída aleatoriamente. Con lo que las supuestas inferencias de. la muestra a la
población correspondiente no constituyen sino consecuencias probabilísticas
perfectamente. dedtíctivas. En efecto, si con P desi gnanit)s la probcíbiliclacl
(chance) de que la probabilidad p de conseguir a ‘éxitos~ (p. e., a veces ~eara
7 . Respecto a la reí ac «so entre. I-~ ayes y 1. splace ce el ceno> ele dcl prebtcusa dc Y pretsal>i 1 idad
inversa llueele leerse (jOMÍ 1 VIlLEGAS ,.M. A.: «El Problema de la Probabilidad Inversa: Haves
aplace « - As/cts cíe! 1 sss tu tíO c’ dc LAg ¡co y l’/Iosoficí dc lo (¡¿oc/sí - Rccdo¡f (oruap y ¡lcr,.> Nc]
1 use—
udc It ¡it /s4 cus sir/síus, ‘5’1 cid, si /991. Así cerne, R IVADU L.LA, A.: t’tcsí,obhI/c!c.scl e lo/irene/cc (Vestí ¡(ic sí
1991.1). 126.
8. LA1>1 . A UE, P S l/scc’í íc’ 4no! v//s¿ííc cies Ptobob/I/íc’s, 1 520. Ini reducl ion, ‘. 1 48.
9. Gb-. 1181 [iR 1< «Thss New Prsi¡,eriies of Maiheinatiení L.ikelil>eod=’.Pícscccc//,sg.s s,-/ ib’
Rcsst¡l .Sic,í/sí¡c al Seis sc ti c=/1 oítd!,,,, 1934 p 955,
III. l’:ircs ¡iii>’ pirsciíise ‘oíl dc í¿illael:, de la misília véase RIVAI)liLI..A. A.: 1’íobct!,/l/s/scsl s’
ic,tctct (.¡c,stí/¡ccí. pp 1 lO 1
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en n ensayos independiente se sitúe entre dos valores probabilísticos u y y pre-
víamente dados, entonces
rv(1) (n+l)1 1P (l-p)>’dp,
a! (n-afl .1
u
caso de que conozcamos a priori que p está distribuida uniformemente” en la
superpoblación imaginaria, de la que nuestra población de ‘éxitos’ y ‘fracasos’
(‘caras’ y ‘cruces’, ‘unos’ y ‘ceros’, etc.) ha sido extraída al azar.
Ahora bien, (1), es decir, el teorema de Boyes, es una consecuencia lógica
del postulado conocimiento a priori, cuando éste actúa como superpremisa de
nuestro razonamiento deductivo. Como la asunción necesaria de conocimiento a
priori transforma la inferencia en una deducción lógica, el procedimiento de
Bayes parece que no proporciona, contra la intención original, ningún medio
para la estimación inversa de las causas o razones de los fenómenos observados.
Así que Fisher lo excluye como método adecuado para aprender inductivamente
de la experiencia.
Tal decisión obliga a Ronald Fisber a buscar formas alternativas de infe-
rencia de lo particular a lo general, e. d. de las muestras aleatorias a las pobla-
ciones de las que proceden. A este respecto Fisher desarrolla dos procedimien-
tos ampliamente aceptados: el método de máxima verosimililud para la
estimación de los valores de los parámetros poblacionales, y los test de signifi-
cación de hipótesis estadísticas. Ambos son concebidos por él como formas de
razonamiento inverso o inductivo, a fin de extraer conclusiones válidas sobre
La población a partir de muestras aleatorias de la misma.
Para Ronald Fisher la verosimilitud de que cierto parámetro poblacional
posea un valor determinado es una cantidad proporcional a la probabilidad de
que los datos observados sean los actualmente disponibles, si el valor paramé-
trico conjeturado fuese verdadero’2. Por consiguiente, el valor cuya verosimili-
tud es máxima será la mejor estimación del parámetro poblacional. Tanto la
verosimilitud matemática como la probabilidad matemática son medidas de
creetie ja racional, si bien la primera no satislace el axioma de adición del cál-
culo de probabilidades’->. Existen, pues, según Fisher’’ dos medidas diferentes
JI. Para una explicación de les conceptos de ‘ensayos independientes y ‘distribución uíiitorme’
puede censultarse RIVADULLA. A.: Probsí!íd ¡dad e lufc’rene¡o (i/c’uíífieo, pp. 13(1-132.
12. Cfr FISI-IER. R .:,sOn the Mashematjcal r~oundauisíns of Theoreiical .Statisticsís. Phd!. Tsaus.
R.Soc. o/London, 1922, p. 310 ¿‘tpossini.
13. Para una presentación accesible del cálculo de probabilidades puede cí,nsultarsc RIVADU-
LLA. A,: E/loso/Yo Acluol oc lo (fruí-jo, 1986. cap. 0. «Cálculo Básicsí de Probabilidades», así conio
«Cálculo axiomático de la probabilidad lógicas’, T!,eor¡o, 1992, volumen conmemorativo ¿leí XL ani-
versarie.
14. Cli. FISHER, R.: <sinverse Probability=s.Proc. Candir. Ph/t.Soe., 26, 1930, p. 532.
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de creencia racional propias para cada caso: «Knowing the population we can
express our incomplete knowledge of, or expectation of, the sample in tertns of
probability; knowing the sample we can express our incomplete knowledge of
Ihe population in terms of likelihood.» La probabilidad se aplica, pues, en los
casos de inferencias deductivas o directas de la población a sus propias mues-
tras aleatorias, mientras que el método de máxima verosimilitud permite extra-
er inferencias inversas o inductivas (aunque no probabil isticas) de las muestras
a la población de la que han sido extraídas al azar.
Por su parte, los íest de significación tienen como objeto valorar las desvia-
ciones de las observaciones respecto de la hipótesis testada, que metodológi-
camente se considera verdadera. El concepto clave aquí es el de resuitado
estadívíicameníe signíflcativo. Para explicarlo Fisher’> recurre aJ siguiente
experimento mental: Una señora afirma ser capaz de discernir, tras probar una
taza de té con leche, si la leche se vertió sobre el té en la taza o el té sobre la
leche. A fin de comprobar la supuesta capacidad de la señora se hace necesario
diseñar un experimento en el que la probabilidad de acertar por casualidad sea
muy pequeña. A tal efecto podríamos proponerle cíue distribuyera ocho l~azas
de té con leche en dos grupos de cuatro, según el ingrediente que fue vertido
sobre el otro. En este experimento la probabilidad de acertar por casualidad en
una única ejecución del experimento, es decir, tras probar cada una de las ocho
tazas una sola vez, es ciertamente pequeña, pues al haber ‘7(1 combínactones
posibles de las ocho tazas en grupos de cuatro, la proporción de éxito es sólo
del 1,4%. Supongamos, pues, que nuestra hipótesis testada es la de que la
senora carece (le la habilidad dc que presume. Un resultado exitoso del experi-
mento debería ser considerado estadísticamente significalivo, y refutaría la
hipótesis nula al nivel de significación 1,4%. Un resultado harto improbable
desde el punto de vista de la hipótesis testada es, pues, estadísticaníc’nte stni-
/haí¡vo sí se considera que su ocurrencia no puede ser debida al azar; con lo
que es tanto más significativo cuanto menor es su probabilidad de acontecer.
Un tesí de significación clasifica, previamente a la realización del experimento
aleatorio, los resultados posibles del mistno en dos grupos disjuntos: el de
aquellos que se estipula que se desvían significativamente de la hipótesis testa-
da, y el de los que se conviene que concuerdan con ella. El razonamiento que
subyace a la aplicación de todo test de significación es obvio: si, en una única
ejecucion del experimento. se produce un resultado cuya frecuencia dc apcllí-
non a la larga es mux’ pequeña, dada la hipótesis testada, rechazaremos la
terciad de ésta.
Fisher impone dos restricciones a las decisiones posibles a tomar —acepla-
cion o rechazo de la hipótesis testada— en la aplicación de un test de significa-
clon. La primera es que rechazo no equivale a refutación lógica. ya que inclu-
so uíi fenómeno íi]uy improbable puede acontecer por casualidad, refutando
1 t.CIr. FCSHF.R. R.: ¡he t)es/gn >4 txpesiruicnls, 15)35, p. tI
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así erróneamente una hipótesis verdadera. La segunda consiste, complementa-
ríamente, en que aceptacion no significa verificación concluyente. Ambas
decisiones son, pues. siempre provisionales, y pueden ser corregidas en poste-
riores ejecuciones del experimento. Y, en todo caso, son relativas a un nivel de
sígn¡/¡cacion dado, e. d. a lo que, de entrada, consideramos harto improbable
que pueda ocurrir por casualidad.
3. El Programa Neyman-Pearson de inferencia estadística
Según Jerzy Neyman la estadística matemática tiene como objeto el esta-
blecimiento de reglas de comportamiento, e. d. reglas que permiten seleccionar
acciones previamente fijadas de acuerdo con los resultados observados de
experimentos aleatorios. Un test estadístico es, pues, una regla de este lipo. ya
que permite elegir entre aceptar o rechazar una hipótesis testada; y también lo
es la decisión de que el valor verdadero de un parámetro poblacional, estimado
por los procedimientos de la teoría de la estimación estadística confidencial, se
encuentra situado entre dos valores calculados.
La teoría Neyman-Pearson del test de hipótesis estadísticas completa la fis-
heriana de los test de significación introduciendo la referencia a hipótesis
alternativas a la testada. Así, un test estadístico debe comenzar con el estable-
cImiento de la hipótesis testada —o hipótesis nula— H0 y de la hipótesis alter-
nativa H1, que comporta que la aceptación de una de ellas supone el rechazo
de la otra.
Los resultados experimentales que se desvían significativamente de la
hipótesis testada constituyen la región crítica o región de rechazo de la hipóte-
sís nuja, mientras que el resto forman su región de aceptación. Para Ncymau
pues, establecer el test de una hipótesis estadística equivale a fijar la región
crítica correspondiente. Así, si X es una variable aleatoria binomial’, lajórí-nu-
la de Bernoulli nos permite calcular la probabilidad de .v veces ‘éxito’ en u
ensayos independientes, balo el supuesto de que la probabilidad constante p de
‘éxito’ sea conocida:
16. (Fr. NEYMAN. ].: E/rs! Cou,-se akct/cs. 1950. p. 265.
17. Este es cl caso cuando una variable X sólo tiene dos valorcs posibles: éx so o ‘fracaso’.
cara’ o cruz’, etc, y los resultados experimentales sen íiíutuame,ile independientes cii cl sentido dc
que ningtille de ellos iii ¡luye sobie los demás.
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Esta es la fórmula que debemos aplicar si deseamos conocer la probabili-
dad de obtener a veces cara’ en n lanzamientos de una moneda supuestamente
insesgada, o, lo que es It) mismo, en un lanzamiento tic u monedas supuesta—
¡rente leales.
Sea la hipótesis nula ~ : p ¡«>. En a observaciones independientes de la
varíable aleatoria binomial Y hay 2’> resultados lógicamente posibles, cada uno
(le los cuales constituye un elemento del denominado c’spaí icí niuc’sha/. tuya
probabilidad se calcuta por medio de (2). Si nos fijamos en los valores tic proba—
bilidací más pequeños correspondientes a determinados elementos (leí espacio
muestral y los sumamos, obtetidremos el valor a. que denota la probabi litiad cíe
observar deterni nados resultados (le la región de i’echazo de la hipótesis testada.
u designa, . - o tiempo la probabi —pues. el nivel de sisínificación del test. y al mism
1 idad ( lrecuencia a la larga) de cometer un error (1<11 prínwr tipo. e. ci. la prs:)por—
c ion de tasos cii que 11o será icehazada erróneamente a la alga. Eíí electo, como
un suceso harto impiobable puede ocurrir por casualidad, y toíro i gnotail] os al
mí sítio tiempo si es vertíadera, 105 veremos tbligados a rechazarla eíí favor
dc su alternativa ff~ . Por Otra parte. cuando ésta es la verdadera, puede suectíer
q Líe acontezca un resultado favorable a la hipótesis testada: en tal caso rechazare-
mos erróneamente la hipótesis alternativ a verdadera en favor tic la lii ptstesis
it u la. comet ienclo así un errcr ¿leí segundo tipo. La proba bi 1 rIad ( lrecuenc i a a la
larga) (le incurrir en este tipo tic error se designa por medio cje 13 y solo se ~stit’cle
calen lar Iras fijar el valor de ~, en ~ :p = P í U iiii VCJ (Inc las probabi 1 iclticles
de error cí y ti 1 mit sitlc) fijatías, las probabi 1 idatíes complementarias 1 - a. x- 1 - lA
expresan respecí i vamente las treeuencias a la larga (le aceptac ioit correcta cJe las
ti ípoWsis nula S— alternacvv a. 1 -- u y 1 — (3 se denominan respectivamente c t >cf¡ —
ccen le dc co, ¡ticcaza y íwdc’r del ccv, Un tesí potente es aquel cuya prtubabi 1 ciad
tic error 13 es petlueña.
Por lo que respecta al otro sistema de regías de t’ompcrtam ento: la ¡coria cíe
la e st imac ¿ti e sí al íst ca tIc1 valor verdadero cíe parámetros poN ae ioiia les por
netí o cíe intervalos de confian za. el procedimento más apropi atlo stígeri tic> por
Neymaí ‘~ es el del cotnputc) dc los valores ¡ imites L
1 Y ~ rIel valt)r verdadero.
Eshis v:t¡ ores, tletíomi nados c’stinhacicmes supericr e inferior del valor pariniétrí —
co. con st i tuyen u n it tervalo tic confianza en el que, con tina frecuencia cleterin i —
natia a la 1 arel. esí arís sil uado el valor buscarlo. Así, si tíesignamos cl valor ver—
cíaclero cíe sto itoc tIO Por medio dc 1, la teo ría estad isí ica tic la es ¡¡mac i cfi
con hcienc ial ene como objetivo lomíular en unc i acios tIc 1 tipo
(3) P(L=T=L)= 1-a,
8. N¡LYMAN Y «Oulline of a Theory of SuítistieaL Estimaiioíi Hased eíí ílíe Classicul Ttiesiry
sil Probahiliiv>í. 1937,
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donde 1 - a constituye, al igual que en el caso del test de hipótesis, un coefi-
ciente de confianza. La interpretación que Neyman’> ofrece de (3) es la de que
el coeficiente de confianza expresa el porcentaje de casos en que el estadístico
tendrá razón, cuando afirma que el parámetro estimado se encuentra dentro del
intervalo de confianza calculado.
4. Inducción probabilística e inducción estadística
Según vimos en la sección 2, el método de Bayes-Laplace fracasó, en opi-
nión de Ronald Fisher, en su empeño por mostrar, en términos de probabilida-
des matemáticas, el carácter inductivo de las inferencias estadísticas. Esto lle-
vó a Fisher a desarrollar procedimientos matemáticos no probabilísticos que
capacitan para aprender inductivaníente de la experiencia. La lógica de la infe-
rencia estadística devino, pues, la lógica inductiva por excelencia. Con ello
Fisher conúinuó vinculado a una tradición dominante en la filosofía de la cien-
cia que considera a la empresa científica gobernada por el método inductivo.
Esta tradición podría retrotraerse a Francis Bacon, cuyo Novum Oc;síanum fue
publicado en 1620 y, con matices muy importantes, contaría entre sus maxí-
mos representantes a John Stuart Mill, Charles Peirce, William Whewell, el
positivismo lógico. Bertrand Russell, Rudolí Carnap, Jaakko Hintikka, etc.
En tiempos de Laplace, pues, cuya Théorie analytique des probabilités fue
publicada por vez primera en 1812, el pensamiento científico estaba dominado
por la idea de que la ciencia aplica el método inductivo a fin de alcanzar cono-
cimiento verdadero del mundo. Por contra, la afirmación fisheriana de que la
moderna estadística matemática proporciona los medios para aprender inducti-
vamente de la experiencia chocaba con corrientes importantes de la epistemo-
logía contemporánea, en particular la que personitica Karl Poppcr, quien rei-
vindicando y modernizando el argumento humeano de invalidez de la
inducción, presenta batalla contra Cualquier forma de inferencia inductiva,
inclusive la versión carnapiana de la inducción probabilística2«. Esía circuns-
tancia obligaba a ser escéptico respecto a la idea fisheriana de la naturaleza
inductiva de la inferencia estadística. Como ésta parece consistir esencialmen-
te en que unas pocas observaciones tnetódicas —las premisas singulares del
razonamtento inductivo— bastan para extraer conclusiones acerca de determi-
nadas propiedades de poblaciones eventualmente infinitas, la pregunta que se
lO. Cli. NEYMAN, 1., op. tic, p. 263.
20. En relación al probienía cíe la probabilidad iííductiva puede esinsuliarse RIVADULLA, A.:
«On Popper-Miliers Proof of thc lmpossibilicy of Induetive Probabiiitv». 1987; «Probabili¿lad Induc-
tiva’>, 1989, y Pr,,hobil/cíod e luj/’rertcio Cienrlficc¿. 1991. Ctips. 1 y II.
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plantea es la siguiente: ¿quién tiene razón: los filósofos que niegan la legitimi-
dad lógica de la inferencia conservadora de la verdad y ampliadora del conte-
nido, inclusive la inducción probabilística, o los matemáticos que aseveran que
la estadística proporciona los métodos para realizar inferencias correctas de lo
partiejilar a lo general, en terminología estadística, de muestras aleatorias a las
poblaciones (supuestamente infinitas) de las que han sido extraídas?
Llegado a este punto en su argumentación, Roderick vuelve de nuevo su
atención a la observación que la produjo y lleva a cabo las siguientes reflexio-
nes finales.
Si deseo explicar satisfactoriamente el resultado observado: ocho veces
cara’ y dos veces ‘cruz’, debo conocer, o al menos plantear la hipótesis de que
sé que esta observación constituye una muestra aleatoria de una población que
sigue una ley probabilística determinada. Por ejemplo, que está distribuida
binomialmente, o normalmente, o de otra forma determinada. Si asumo, pues.
a fi/•iO!’i que los lanzamientc>s de monedas de curso legal son independientes
entre sí y que la probabilidad de obtener ‘cara’ es constante, aunque sea deseo-
nocida. entonces la variable aleatoria: número de ‘caras’ en n lanzamientos de
una monería o en un lanzamiento de n monedas, es binomial. El caso más
usual es aquel en que ignoro el valor de la constante p que designa la probabi-
1 iclad de que ocurra ‘cara’ con la(s) monería(s) ríe curso legal. Luego, a la vista
del resultado obtenido, debo elegir entre ¿‘samar p o estor alguna hipotesis
que ecinsiriere viable acerca de su verdadero valor.
Si decido estimar p puedo recurrir al método fisheriano de níáxinccc re/vsi—
milisud. y en tal caso, según Fisher’, la función cíe verosimilitud p>( 1 — p)
correspo)ndiente a la observación realizada habrá ríe ser lomada como base
para una icilerencia inductiva rí ue permita estíítiar el valor verdadero cíe p. Esta
iii ferene i a, ariemás, es incierta, ya que, supuesto el carácter ¡u Ii nito> ríe la
población cíe valores, no hay ninguna razón concluyente que obligue a creer
que el valor coinjeturado ríe p cuya verosimilitud es rnáx ima coi ncirlirá iteceszt—
ríamente con el valor verdadero. Lo que, parece. reduncía en favor de ¡ a. rica
del carácter inducti ~‘oríe tccia inferencia eonstrtíida con cl método fisheriano
cíe máxima verrisimí 1 itud.
Ahora bien, la función de veros mi litud sólo expresa una pura relación
matemática (disponible una vez que el carácter binomial de la distribución de
la población correspondiente ha sido admitido hipotéticamente) entre el valor
conjeturado ríe un parátuetro poblacicmnal y Icís datos observacionales. Como la
inferencia del valor paramétí’ico provi sto de la max ma verosimilitud cs cl
resultado de ciertas manipulaciones matemáticas en la función dc verosi ni iii—
=1.(ir. FISIiER, E.:« l,iverse Probability aííd ihe Use of Likelihood=,lO>> ~, >59
22. Respee tu al uso de Ronald 1>5her del método de máx lina veros iíís iii tíd para la esí iouse ión ¿le
paráínc tisis> poí,íde¡olía les, véase Rl VAOCR.LA. A,: Ps-s’hobiI/clc¡d e lsi/¿sc,íc /o U/ss-cc1//so. P. 1 35.
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tud correspondiente, cuando determinadas constantes numéricas se sustituyen
por los valores observados, la inferencia es puramente analítica. Además, los
datos observacionales solos, es decir, independientes de la premisa argumenta-
tiva que se ha de admitir al menos hipotéticamente, son complemente inope-
rantes. Luego los argumentos de verosimilitud no pueden ser ampliativos y,
por consiguiente, inductivos.
El caso del test de hipótesis es aún más simple, ya que los resultados de
experimentos aleatorios no añaden nada que no sea previamente conocido. Si
conociéramos, como antes, o asumíeramos hipotéticamente que la población
esta distribuida binomialmente, sabríamos, previa aplicación de la fórmula de
Bernoulli, qué probabilidad de ocurrencia tienen todos y cada uno de los resul-
tados posibles, todos y cada uno de los elementos del espacio muestral. De
esta manera tendríamos, desde el principio, un panorama completo de las deci-
siones a adoptar de acuerdo con las observaciones. De manera que si ocurriera
un suceso de la que hubiéramos dado en considerar región cíe rechazo de la
hipótesis testada, no habría acontecido nada imprevisto, pues su probabilidad
de ocurrencia ya seria conocida matemáticamente. Como es sólo cuestión de
decisión previa a la realizacion de experimentos declarar harto improbables a
determinados sucesos observables, la aceptación o cechazo de la hipótesis tes-
lacia es una puta cuestión de dec’csión y n~ de inft’rencia, ni deductiva ni
mnduc’tivc!.
El razonamiento deductivo juega ciertamente un papel importante en el
cómputo de las probabilidades de los resultados lógicamente posibles, así
como en el control de las probabilidades de error de primer y segundo tipos
que pueden ser cometidos. Así, el resultado: ocho veces ‘cara’ tiene la proba-
bilidad P = 0,044. balo el supuesto de que [fo: p = 0,5 es verdadera; pero ten-
dría la probabilidad? = 0,121 si hg : p = 0.6 fuera verdadera, y? = 0,011 si lo
fuera H0 : p 0,4, etc. Supongamos, pues, que estoy dispuesto a aceptar que
ho: p = 0,5 es verdadera, entonces puedo construir la región de aceptación
correspondiente de tal manera que contenga los resultados 2 ó 3 ó ... ó 8 veces
cara’, mientras la región de rechazo contendría los valores O ó 1 ó 9 ó lO
veces cara’. Como la suma de las probabilidades de estos resultados, calcula-
das por medio de (2) en relación a la hipótesis nula considerada, es 0,022.
habría ríue fijar en = 2,2% el nivel de significación del test cje f¡~ :p = 0.5. Lo
que esta dc’cvsión comporta es que hemos cíe estar dispuestos a rec’ono¿er que
el 2,2 ¿4 de las ¡-eres a la larqa rechazaremos equivocadamenie la hipóíesis
testada, incurriendo en un error del primer tipo. Admitamos ahora, por contra,
que la hipótesis verdadera es la alternativa
11í :1) = 0,7. Como), calculadas en
relación a esta hipótesis las probabilidades de los sucesos que constituyen la
región de aceptación de [1<>: p = 0,5, éstos tienen una probabilidad de aconte-
cer del 85,1%. acabaremos aceptando erróneamente la hipótesis testada un
85,1 ¿4 ríe las veces, cometiendo un error ¿leí set4ui)dO tipo.
El cómputo de las probabilidades de error es ciertamente competencia del
razonamiento deductivo. Pero la inferencia concluye aquí. Pues la conducta a
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seguir, de acuerdo con las observaciones realizadas, cae en el dominio de la
teoría de la decision’’.
Finalmente, si lo que deseamos es calcular un intervaio de confianza para
la estimación de nuestro parámetro poblacional desconocido ¡x tendremos que
llevar a cabo, al igual que si empleáramos el método fisberianc de máxima
verosimilitud, transformaciones tautológicas (matemático—probabilísticas) de
la inlormación de que disponemos acerca de la población investigada, a fi,; de
infrrir deductií-’amente las estimaciones inferior y superior del paranceho bus—
c’¿ído. El método ríe la estimación estadística confidencial es. como Neymatí
inantiene correctamenle frente a Fisher. perfectamente deductivo1’.
La conclusión general ríe Roclerick es que en ninguno cje los dos casos con—
sicierados: el test de hipótesis y la teoría ríe la estimación, la estadística ire—
cuentista tiene absolutamente nada que ver con inducción. Pues cuando n05 las
tenemos que ver con inferencias, éstas son perfectamente deductivas, y, cuan-
cío hemos de adaptar nuestra conducta a los resultados observac onales, iban—
olonanios cl e ¡tupo de la lógica y nos adentramos en el de la teoría de la dcci—
SIOII
Si se puerie hablar de i níerencia estadística inductiva, y en qué sc nl irlo
sen í legítImo) hace-río, es algo) que sólo cabría imaginar e-ii el marco de la teo-
ría bayesiana . Pero el Ir) stll)ondria abandonar comple-tamente el paradigma de
la estd(listle í clásica.
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