We analyze the robustness of topological order in the toric code in an open boundary setting in the presence of perturbations. The boundary conditions are introduced on a cylinder, and are classified into condensing and non-condensing classes depending on the behavior of the excitations at the boundary under perturbation. For the non-condensing class, we see that the topological order is more robust when compared to the case of periodic boundary conditions while in the condensing case topological order is lost as soon as the perturbation is turned on. In most cases, the robustness can be understood by the quantum phase diagram of a equivalent Ising model.
I. INTRODUCTION
One of the main challenges in constructing a quantum computer has been to protect its qubits from decoherence. To overcome this challenge focus has shifted to topological quantum computation [1] [2] [3] , where the information is naturally protected against local perturbation. In topological quantum computation, the information is encoded in the topological degrees of the freedom of the underlying system, the main ingredients of which are "anyons" which are certain type of topological excitations characterized by fractional or non-abelian statistics. These excitations can be found in certain topological phases of matter which are mainly characterized by long-range or short-range entanglement and have ground state degeneracy, gapless edge states as the signatures [3] [4] [5] [6] . In this article, we investigate the robustness of the toric code Hamiltonian in the presence of open boundaries. Our interest in open boundary conditions is twofold: On the one hand, possible experimental realizations of the toric code [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] will be much easier to implement for open boundaries than on a torus. On the other hand, it has been known that boundaries play an important role in the context of classifying different phases of matter. E.g., various insulators with different symmetry breaking property separated by gapped domain wall exhibit rich physics in the low energy regime compared to a single insulating phase. With the introduction of domain walls in the context of topological order much has been studied on how two different topological phases can be connected with each other through a boundary 19, 20 , not only allowing the classification of phases via anyon condensation 21 but also realizing the domain wall as a means for quantum computation [22] [23] [24] . More importantly, from a practical point of view, these open boundary topologies play an important role in realizing ideas experimentally, as we have to deal with a finite system and also more trivial topologies. A systematic classification of boundaries in the context of Quantum Double models, including the domain wall classification has been discussed in Ref. 19 .
The notion of boundaries have also been discussed in the context of Levin-Wen string net models 25 in Ref. 20 using the language of category theory.
Therefore, from a practical point of view it is important to understand the robustness of topological order in an open boundary setting under external perturbation. The robustness of toric code, in a periodic boundary setting, has been extensively studied under various perturbations [26] [27] [28] . In this paper we address the robustness in the context of open boundaries given its importance as discussed above. We begin with a brief introduction of the toric code in a periodic boundary setting in Sec. 2, we review the open boundary conditions in Sec. 3 and consider them in the presence of perturbation. We also review the map between the toric code under perturbation in an open boundary setting to an equivalent Ising model. In Sec. 4, using the above equivalence we gain an insight into the robustness of topological order. In Sec. 5, we extend the discussion of Sec. 4, by numerically studying various signatures of topological order in the exact model. We observe that Topological Entanglement Entropy acts as a good signature in detecting the phase transition, while a method based on Minimally Entangled States fails to capture the transition.
II. TOPOLOGICAL ORDER IN THE TORIC CODE
We begin by briefly reviewing the physics behind the toric code model 29 , simplest case of more general class of models known as Quantum Double models 19 . Let us first consider a square lattice with vertices denoted by v, the faces denoted by p and with spins on edges of the lattice on a torus, as in Fig. 1 . The Hamiltonian of the toric code is given by,
arXiv:1804.09718v1 [cond-mat.str-el] 25 Apr 2018 Figure 1 . Toric code with periodic boundaries i.e., on a torus. The Av operator acts on the spins on the edges (in red) attached to the vertex. The Bp operator acts on the spins on the edges (in blue) which form a face. The orange dots denote Av violations which appear in pairs at the end of the ribbon operator generated by a sequence of σ i z . Similarly the green dots denote the Bp violations which also come in pairs at the end of the ribbon operator generated by a sequence of σ where
Each vertex is attached to four spins, and so are the faces. The A v and B p operators act on the spins placed on the edges attached to the respective vertices and faces.
The ground state of the above Hamiltonian is fourfold degenerate, with one ground state given by
where |0 = |00....0 .
The excitations in the model are given by the violation of the A v and B p operators, which for the periodic case, always appear in pairs and are generated by applying the anticommutator of the A v (B p ) operators. Therefore, in order to generate the A v (B p ) violations we apply the σ z(x) operator on the edge and identify the A v (B p ) violation at the vertices (faces) shared by edge on which we act with the anticommuting operator. We label the A v violations by e and the B p violations by m. These excitations are termed as anyons. The fusion rules of which are given by the following
where f is a fermion. Using the above fusion rules, and fusing the excitations along the non-trivial loops of the torus (by applying a series of σ x(z) along the non trivial loops) we generate the degenerate ground states, which is a signature of the topological order. The ground state manifold being degenerate, we can also represent the ground state by
We note that both the ground states are connected to one other through a transformation which is same as the modular S-matrix i.e., the basis transformation matrix is the S-matrix. One other key signature of topological order is the so called non vanishing regularization independent constant term in the entanglement entropy for the ground state known as Topological Entanglement Entropy (TEE). For toric code it is given by log 2. It has been shown that TEE is related to the quantum dimensions of quasi-particle excitations 30, 31 , and hence capture the essence of the topological order. In this paper, we will extensively use TEE as a signature to quantify the robustness of topological order and thereby use it to predict the topological phase transitions under perturbations of the toric code in an open boundary setting.
III. GAPPED BOUNDARIES FOR THE TORIC CODE
In the above section, we have reviewed the well-known idea of topological order in case of toric code on a torus. In this section we present a brief review of various open boundary scenarios in the case of toric code, which have been extensively discussed in Refs. 19, 20, and 32. We specifically review the interfaces with the toric code on one side and the vacuum on the other.
A.
Lattice construction
Let us consider the toric code Hamiltonian on a cylinder and to capture the action at the boundary we introduce additional terms in the Hamiltonian. Before we get into the details of the Hamiltonian, we present a brief classification of the boundaries which has been presented in Ref. 19 for general quantum double models. Given a quantum double D(G), characterized by a finite group G (abelian or non abelian) the excitations or the anyons of which are characterized by irreducible representations of the centralizers of the conjugacy class of G, the possible boundaries being classified by the subgroups K of G. In the case of toric code, which is equivalent to D(Z 2 ) we look at the subgroups of Z 2 which are given by {{e}, Z 2 } where e is the identity of the group Z 2 . Therefore, the bulk Hamiltonian is same as the toric code Hamiltonian as in Eq. (1), but at the boundaries for K = {e} we have
where
z and i represents the edges of the face on the boundary as in Fig. 2(a) . For K = Z 2 we have where
x and i represents the edges of the vertex on the boundary as in the Fig. 2(b) . The modifications of the Hamiltonian basically amounts to changing the interaction between the spins at the boundary and bulk such that when the bulk excitations are taken to the boundary they precisely match with the spectrum of the boundary Hamiltonian.
In Ref. 19 , the authors have provided a mechanism which provides us an insight into whether a excitation condenses given a particular choice of boundary. This property of condensation of the excitation can be further used to classify different boundary conditions. For instance in toric code with open boundaries, identity as boundary corresponds to A v excitation condensing on the boundary and group as boundary corresponds to B p excitation condensing on the boundary and vice-versa. When moved to the boundary, the excitation is either retained at the boundary (confined) or vanishes at the boundary (identified with vacuum), in the former we call the excitation to be non-condensing and in the latter we call it the excitation to be condensing. For both the boundary cases, one of the ground state is given by
where the product is modified to include the vertices depending on the boundary. Our main goal is to study the robustness of topological order in an open boundary setting under perturbations. We study the models defined in (5) and (6) under perturbation by a magnetic field in different directions and characterize the phase transition as a function of the magnetic field strength, h x(z) . We observe that as the strength is increased there is a transition from a topologically ordered phase (at lower strength) to a trivial phase (at higher strength). To predict the phase transition we use several signatures of topological order as mentioned previously and also study various signatures in the equivalent Ising models.
B. Thermodynamic limit for the cylindrical lattice
In this section, we identify the suitable parameters for the cylinder introduced in the previous section so that the boundary terms have considerable contribution in the thermodynamic limit. The parameters which define a cylinder are the radius, R, and length, L, below we analyze various combinations for R, L and arrive at a case which is favorable.
1. Large L(→ ∞), Large R(→ ∞) : In this limit the lattice can be approximated to a torus and boundary conditions do not shift the transition point. Infact as we move from smaller lattice sizes to larger ones we see the shift in transition point approaching the periodic boundary limit. This can be explained by the fact that as the lattice size increases the contribution of bulk terms in the Hamiltonian dominate when compared to the boundary contribution, therefore the effective theory is the bulk theory with insignificant contributions from the boundary.
Large L(→ ∞), Finite R:
In this case again the boundary contribution in the thermodynamic limit is negligible and the analysis remains similar as above.
Finite L, R(→ ∞)
: This is the case where boundary contribution is significant and we shall use this as the underlying topology for our case. The bulk and the boundary terms have almost equal contribution and we consider the case where the boundary contribution (in terms of the boundary vertices and faces) is either more or equivalent but not less than the bulk, as we approach the thermodynamic limit.
C. Perturbation in the presence of boundaries
We begin by studying the effect of perturbations of the form i σ i z , i σ i x on the Hamiltonians (5) and (6) . In particular, we will investigate cases where one of two perturbations is present at a given time. We find that this provides sufficient insight on the robustness of topological order. We could have simultaneously turned both of them at the same time to get the full phase diagram, as in toric code on a torus 33, 34 , but we leave this investigation to the future.
Exact Hamiltonians
Given that we have two different boundary conditions and we consider two different types of perturbation, i σ i x and j σ j z , we have the following cases : 1.
Here the perturbation commutes with A v operator, leading only to the B p violations, and as these excitations do not condense on boundary this will lead us to the non-condensing Ising model.
2.
For this case, the perturbation commutes with B p leading to A v violations and similar to the above case we map it to the non-condensing Ising model.
3.
For this case, the perturbation commutes with B p leading to A v violations and as these excitations condense on the boundary we map it to a condensing Ising model.
4.
For this case, the perturbation commutes with A v leading to B p violations and as above we map it to a condensing Ising model.
Ising Hamiltonians
In the following, we map the above exact Hamiltonians to associated Ising Hamiltonians. We briefly explain the map and leave the detailed explanation to Appendix. We consider the case where we set A v = 1 or B p = 1, so that we observe only one type either A v or B p violations respectively, which corresponds to setting the energy cost of one of the excitations to infinity 35 . This arises because the perturbation anti-commutes with A v (B p ) of the Hamiltonian. To capture the interaction between excitations, we move to excitation space i.e., identify each excitation at vertices (faces) with a spin- In the context of finite L, R(→ ∞) and the above mentioned conditions, we construct the following Hamiltonians
where H nci refers to the Non Condensing Ising (NCI) Hamiltonian with the perturbation strength, h on the Ising interaction. The other case is given by
where H ci refers to the Condensing Ising (CI) Hamiltonian with perturbation strength h. In the thermodynamic limit, for the non-condensing case, we see that the excitations are confined at the boundary and cannot exist as a single excitation (there is no ribbon operator with an excitation condensing on boundary and the other end holding the excitation in the bulk), thereby we always have excitations appearing in pairs which gets captured as the Ising interaction, giving rise to the NCI Hamiltonian. Similarly, for the condensing case, in the thermodynamic limit, we see that one can construct a ribbon operator with one end on the boundary where the excitation condenses and the other end holding the excitation in the bulk resulting in the CI Hamiltonian. We verify the above intuitive picture by using the Controlled-NOT (CNOT) mechanism as in Ref. 35 . By performing the CNOT mechanism in the open boundary context, we observe that in addition to the Ising like interactions we have a vacancy and topological spin (non-local spin-1 2 associated to the non-trivial [non-local] loops which project into different ground states). Though, in the thermodynamic limit the effect of these terms is negligible, it is important to note that the operator at the boundary which includes the non-trivial loop operator acting on the topological spin, helps us gain a critical insight into the understanding of the phase transition.
We briefly present the construction of the boundary operator for the Ising mapped version of the Hamiltonians mentioned in (8) and (11) 
Performing a similar CNOT map for group as boundary, we end up with the non-trivial operator
along L, the shorter width of the cylinder connecting both the boundaries, as in Fig. 3(b) . Therefore for the Ising map of (11) , the interaction at the boundary is captured by
For identity as boundary, we end up with the non-trivial operator
as in Fig. 3(a) , along L the shorter width of the cylinder. Therefore for the Ising map of (8), the interaction at the boundary is captured by
. These boundary coupling terms provide an analytical insight into the breaking of the degeneracy in the ground state manifold, which we will explore in the next section.
IV. CHARACTERIZING THE PHASE TRANSITION: ISING MAP AND MAGNETIZATION
In this section we analyze the two Hamiltonians, (12) and (13) , to gain an understanding of the phase transition in detail. We observe the behavior of magnetization, which acts as the order parameter, with respect to the strength parameter h. 
A. Non Condensing case
We begin by studying the NCI Hamiltonian at different perturbation strengths. We note that as perturbation strength is increased, long ribbon operators (long strings with excitations at their ends) are penalized and shorter loops gain prominence which are captured by Ising interaction. Therefore we expect to capture a paramagnetic to a ferromagnetic transition and to gain an insight into the phase transition, we calculate the absolute of magnetization m, which is given by
where N is the total number of spins. We denote the susceptibility by χ, which is given by
From Fig. 4 , we infer that there is a phase transition occurring somewhere between 0.4 and 0.5 as the susceptibility diverges with R. To precisely capture the transition we perform a finite size scaling analysis 37 .
Finite Size scaling
The expression used for finite size scaling is given by
where h c is the critical strength, m is the magnetization, N is the system size, ν, β are the critical exponents,f is a scaling function chosen as a degree 6 polynomial. Here we know m, g, N and fit the data to determine the coefficients of the polynomial,m and g c . From Fig.  5 , we infer that that the critical strength is given by, h c = 0.453±0.001 and the critical exponents are given by, β = 0.1±0.007, ν=1.131±0.013 which are in good agreement with the critical exponents of the 2D quantum Ising universality class (β=0.125, ν=1).
B. Condensing case
We analyze the condensing case analogously to the non-condensing case. Observing the CI Hamiltonian (13), in the thermodynamic limit, we see that Z 2 symmetry of the Ising model is broken as soon as the perturbation is turned on. This is because of localized excitations which appear at vertices/faces in bulk which share an edge with the boundary, as there exists ribbon operator with an excitation in the bulk and no excitation at the boundary. Also, the topological coupling terms provide further insight into the breaking of ground state degeneracy, which is a signature of topological order. As soon as the perturbation is turned on, the boundary terms contribute a factor of hµ
where L x , p, q are as mentioned in the above section. By performing a mean field decoupling on these boundary terms, the effective coupling turns into h ef f L x = h µ x p µ x q L x . In the condensing case, as µ x p µ x q = 0, implying an effective contribution by L x operator, thereby breaking the degeneracy in the ground state. Therefore, we predict that in the condensing case topological order breaks as soon as we turn on the perturbation. In the non-condensing case, we argue that L z operator has no effective action for h < h c . This can been seen, as the effective factor obtained from mean field decoupling µ the L z operator has no effective action thereby preserving the ground state degeneracy. However, for h > h c we see that there is a contribution and hence a lift in the degeneracy.
As in the non-condensing case, we compute the magnetization to numerically verify the above claim. From  Fig. 6 , we observe that there is no divergence in the susceptibility with increase in the perturbation strength. Therefore, to further strengthen and numerically verify the above claim we revert back to the original model and study various signatures of topological order. As we have already established the non-condensing scenario, we use the topological signatures in the non-condensing case to benchmark our analysis of the condensing case.
V. CLOSER LOOK AT THE CONDENSING CASE
We analyze the following signatures to gain an insight into the robustness of topological order:
1. Breaking of the ground state degeneracy 2. Topological Entanglement Entropy
Minimally Entangled States (Two minima in topo-
logically ordered phase to one in trivial phase)
A. Energy scaling
Identity as boundary
We begin by analyzing the ground state degeneracy of the Hamiltonian (10) which we know has two degenerate ground states 38 at h x = 0. In the thermodynamic limit, we expect the ground state degeneracy to break as soon as we turn on the perturbation, which we aim to observe in terms of the energy difference (∆E). Using the fact that there is a phase transition in the non-condensing case, we compare Fig. 7 and Fig. 8 , which depict the behavior of ∆E to gain an insight into the understanding of the condensing case. We see that in the non-condensing case as we approach the thermodynamic limit, there is a suppression in ∆E for h < h c , which is as expected 26 , but in the condensing case, ∆E increases with perturbation strength as well with an increase in system size, with no suppression. Extrapolating the results to the thermodynamic limit, we can conclude that energy gap opens as soon as the perturbation is turned on. Figure 9 . Energy Difference, ∆E, in the presence of perturbation for the condensing case with identity as boundary, we observe that the nature of the graph is similar to the case of identity as boundary as in Fig. 8 .
Group as boundary
As a consistency check, we consider the Hamiltonian (11) and compute ∆E, as expected the degeneracy is lifted as soon as the perturbation is turned on as in Fig.  9 . Therefore, for the condensing class we conclude that ∆E > 0 as soon as the perturbation is turned on, which strengthens the claim that for h x > 0 the phase is broken, making it topologically trivial.
B. Topological Entanglement Entropy
One other key signature of topological order is the topological term in the entanglement entropy 30, 31 . Consider a region, say A, on the lattice, and denote the reduced density matrix by ρ A . The von-Neumann entropy S A given by S A = -tr(ρ A lnρ A ) scales as following
where L cut is the length of the cut and γ is identified as the topological term and is called Topological Entanglement Entropy (TEE) which is a signature of topological order.
To compute γ, we consider a topologically non-trivial cut which winds around the surface of the cylinder as in the Fig. 10 and replicate the method used in Ref. 39 . Note that the cut that we are employing is different than the ones used in Refs. 40 and 41, as our choice contains only a single boundary. The length of the region A, from which we extract the TEE, scales with R and the width of the region A is fixed. Therefore, in our case the above equation (19) changes to consequently computing the entropy for different R and fitting S A versus R gives us γ, which is the y-intercept of the fit.
Non-Condensing case
We first verify the already established fact of phase transition for the non-condensing class using TEE. Consider the non trivial cut as in the Fig. 10 , either of the boundary conditions can be considered with a suitable perturbation that results in a non-condensing scenario. Here we consider the Hamiltonian (8) and extract the TEE using Fig. 11(a) , which is the y-intercept of the plot between S A and R. We plot the TEE against the strength to identify the transition point as in the Fig.  11(b) . From Fig. 11(b) , we re-establish the fact that in the non-condensing case there is a phase transition from a ordered phase to a trivial phase as TEE scales from log 2 to 0 with an increase in the perturbation strength. We also note that, numerically the critical strength from the TEE calculation is comparable to the exact results from the magnetization results.
Condensing case a. Identity as boundary
From the above case, it is clear that we can predict the presence of a transition point by observing the behavior of TEE. For the condensing case, in the earlier sections we argued that the phase is trivial as soon as the perturbation is turned on. To further consolidate the claim, Figure 11 . Extracting TEE in the non-condensing case. (a) For a given strength, we consider cuts of R = 3, 4 for computing the entropy, SA, where region A is as in Fig. 10 and then fit SA versus R to extract the TEE, which is the y-intercept of the fit. (b) TEE at different perturbation strengths. As the perturbation strength is increased, TEE scales from γ = log 2 to γ=0, signaling a phase transition.
we study the TEE behavior in the presence of perturbation for the condensing class. First we consider the Hamiltonian (10) and verify the results for the Hamiltonian (11) . As in the non condensing case, we consider a non-trivial cut along the surface of the cylinder, compute the entropy and extract the TEE for different perturbation strength. From Fig. 12 , we observe that as soon as perturbation strength is turned on, TEE drops to zero thereby confirming the above mentioned picture.
b. Group as boundary
We verify the conclusion from the above section by repeating the process of computing TEE for the condensing case with group as boundary. From Fig. 13 , we observe that the behavior of TEE is same as above, which supports that for the condensing class, the system is topologically ordered at h = 0 and is trivial for h > 0. 
C. Minimally Entangled States
In this section, we analyze the condensing case using Minimally Entangled States (MES). MES are very useful in the construction of the modular S-matrix, which is a key signature for topological order. The general outline of constructing the modular S matrix from MES has been discussed in Refs. [42] [43] [44] . The idea of the MES is to compute states which are minimally entangled by observing the Renyi-2 entropy of the region which is trapped inside a non-trivial cut. In the case of cylinder, we have a single non-trivial cut which encircles the circumference of the cylinder (refer Fig. 10 ) and we use this to detect the MES, which are two in number for h = 0 42 . As the number of Minimally Entangled States in trivial phase is one, we can use the change in MES, from two in topologically ordered state to one in the trivial phase, as a signature of phase transition. For completeness, we sketch the procedure below:
1. We start with the linear superposition of ground states, say |ψ 1 , |ψ 2 (starting at h = 0), c 1 |ψ 1 + c 2 e iφ |ψ 2 , where c 2 = 1 − c 2 1 and 0 ≤ c 1 ≤ 1, 0 ≤ φ < 2π.
2. We then find c 1 , φ such that the renyi 2-entropy given by S 2 = − log(T r(ρ 2 A )) is minimized. 3. We plot the entropy parameterized by c 1 , φ and estimate the nature of the entropy.
4. We observe that the minima occur at φ = 0, π, so effectively we can minimize the entropy w.r.t c 1 either for φ = 0 or φ = π.
5. We repeat the above step for different system sizes and compute the critical strength in the thermodynamic limit by extrapolating 1 R versus h in the limit of R → ∞.
We perform the above procedure for the condensing Hamiltonian (10). As discussed above, we then compute the renyi-2 entropy of the wavefunction, c 1 |ψ 1 + c 2 e iφ |ψ 2 , either for φ = 0 or φ = π and minimize w.r.t c 1 . Clearly, we can see the minimum shifting to c 1 = 1, as in Fig. 14 , which implies that eventually we end up with just one state which further implies that the topological order is broken. By observing Fig. 15 , we arrive at a critical strength h, for the corresponding system size which scales with R.
We infer from Fig. 16 , that critical strength in the thermodynamic limit is given by 0.1196 with an error of ±0.009, which is off from the expected value of zero. We attribute this error to the computation of the ground states due to the finite size of lattices used, thereby leading to a effective error in the entropy computation. Therefore, we conclude that in this case, MES method fails to properly classify the topological phase transition. 
VI. SUMMARY AND DISCUSSIONS
We have analyzed the robustness of topological order for the case of the toric code in an open boundary setting under perturbation. We have considered different open boundary conditions in the presence of different perturbations and have analyzed the robustness by studying various methods. We see that the open boundary scenarios with perturbation can be classified into two classes, namely, the condensing and non-condensing classes depending on whether the excitations generated by the perturbation get confined or identified at the boundary. Both the condensing and non-condensing classes have been mapped to effective Ising models and thus, these models help provide critical insight into the nature of the phase transition. To further verify and consolidate the results from the effective Ising models, especially for the condensing case, we have studied the behavior of energy gap, TEE and the MES in the exact models. Using the above results we have made an attempt to numerically benchmark the MES method for detecting the phase transition.
In an open boundary setting with a non-condensing scenario, we see that the critical strength occurs at h = 0.453 and we conclude that topological order in such systems is more robust when compared to the toric code in a periodic boundary setting under perturbation, which has a critical strength of h = 0.328 34 . For the condensing class, the topological order breaks as soon as the perturbation is turned on, i.e., for h > 0 there is no topological order.
In this paper, we have presented robustness under perturbation in an open boundary setting by choosing a cylinder with identical boundary conditions on either boundaries. It is also possible to construct a scenario, wherein we can identify the open boundaries of the cylinder with different boundary conditions, resulting in a mixed boundary. The robustness of topological order under perturbation in the mixed boundary scenario forms an interesting case as both the topologically ordered phase and trivial phase have a single ground state and to detect the phase transition one has to extensively depend on signatures like the TEE. It would be interesting to explore the behavior of other signatures, for example expectation values of Wilson loop operators. It is also possible to interpolate from a toric code on torus to a toric code on cylinder with mixed boundaries by changing the underlying topology. We know that both the ground states are topologically ordered and it would be interesting to study different signatures which signal such a phase transition. One other interesting scenario would be to study the robustness of topological order in systems with domain wall under the effect of perturbation.
