Abstract 5G networks will have to offer extremely high volumes of content, compared to those of today's. Moreover, they will have to support heterogeneous traffics, including machine-to-machine, generated by a massive volume of Internet-of-Things devices. Traffic demands will be variable in time and space. In this work, we argue that all this can be achieved in a cost-effective way if the network is flexible and reconfigurable. We present the Flex5Gware network architecture, designed to meet the above requirements. Moreover, we discuss the links between flexibility and reconfigurability, on the one side, and context awareness and content awareness, on the other; we show how two of the building blocks of the Flex5Gware architecture, namely on-the-fly MAC reconfiguration and dynamic multi-cell coordinated resource scheduling, can leverage context and content information to make reconfiguration decisions. Our evaluation, conducted by both prototyping and simulation, show that this brings significant benefits in terms of improved coexistence of heterogeneous access networks and reduced latency. We terminate our paper by discussing how the Flex5Gware architecture aims at influencing future system standardization and leveraging the benefits of some key 5G networking enablers described in the paper.
Introduction
Current mobile networks, from 2G to recent LTE-advanced systems, have been designed and deployed with a connection-centric mindset. Moreover, they were traditionally conceived and over-provisioned in terms of capacity, in order to handle peak-hour traffic. Mobile operators have been constrained by the inflexibility of their radio access network (RAN) equipment. The latter represents a limitation for both the communication and computation capabilities, due to the lack of reconfigurability, with a negative impact on the cost.
The last few years have witnessed an explosion of the traffic demand (dominated by video content [1] ) and a paradigm shift in terms of service usage. Content sharing and social behavior redefined the way the network is used.
The next years will also witness a further, more dramatic increase of machine-to-machine connections [2] , due to the progressive introduction of the Internet-of-Things (IoT) traffic and services. Moreover, many delay-critical services will need to be supported by 5G networks.
Such services will transform several vertical business segments [3] (e.g., automotive and mobility, factories of the future, healthcare, media and entertainment, energy) and will also create new revenue streams for many stakeholders, e.g., operators, vendors, content, and application providers.
A key characteristic of 5G services associated with content-delivery and IoT, is the variance of their demands, in time and space. Therefore, flexibility and reconfigurability can enable the mobile network to adapt to these variations and achieve cost efficiency, dispensing with the need of planning for worst-case scenarios. However, today's connection-centric mobile networks do not possess the required flexibility to adapt to varying 1. Context-aware reconfigurable radio platform management, through which a flexible, efficient and reconfigurable HW/SW can adapt access network characteristics based on data and context information;
2. Content-aware coordinated resource allocation strategies (implemented in C-RAN/vRAN environments), whereby intelligent baseband processing within vRAN exploits the presence of information related to the aggregation point of several base stations.
These enablers can be realized by exploiting real-time radio network information, gathered through a MEC framework and APIs (possibly co-located with the same virtualized infrastructure hosting vRAN and other virtualized technologies), where context information from the RAN can be provided to user level applications or other services for network performance and quality of experience (QoE) improvements. These enablers, together with the reference system considered in this paper, are depicted in Fig. 1 .
We evaluate the impact of our enablers through both prototyping and simulation. An experimental evaluation of a context-aware reconfigurable radio platform shows that even low-level medium-access operations can be easily adapted to specific interference conditions in order to optimize the network capacity. Moreover, we show via simulation that our content-aware coordinated resource allocation allows operators to manage inter-cell interference so that real-time traffic experiences smaller delays, even in congested scenarios, without sacrificing the cell throughput.
The remainder of this paper is organized as follows: the related work is discussed in Section 2; Section 3 provides an overview of the Flex5Gware functional architecture and describes our technology enablers; Section 4 presents and discusses performance evaluation results. Finally, Section 5 discusses implementation aspects and standardization impacts and concludes the paper.
Related work
As it has been pointed out in the previous section, in this paper, we present a novel reference functional architecture, with one of its main features being the integration of technologies associated with the core network (e.g., SDN/ NFV) with others associated with the access network (e.g., flexibility similar to that of software defined radio (SDR)).
In the following, we discuss those relevant trends and novel ideas in the design of a 5G network architecture that are most related to our contribution, identifying the similarities and their differences (for a full description of these trends and proposals, see [7] ):
Novel physical network architectures
Networks will leverage different heterogeneous radio access technologies (RATs), and heterogeneous deployments, in terms of different cell sizes and frequency bands. Furthermore, the distances between the RATs providing access to users and the core network will be heterogeneous as well, from a few meters to several hundred kilometers apart [8] . Given the ability to place networking functionality anywhere in the network (thanks to its softwarization and modularity, as discussed next), depending on the service to be provided and the required KPIs to fulfill, the network could rearrange the functionality in different ways. Our presented functional architecture takes into account this heterogeneity of technologies and deployments and supports contextaware optimization of topologies and resource assignments; however, its focus is on identifying the required functionality to operate such types of networks and the potential benefits, and not the specific interfaces and primitives to support this operation.
Modularization of the network
Another trend is the modularization of the architecture. In fact, a general reference scheme was agreed in 3GPP [9] , which identifies the building blocks (logical elements) to compose an architecture. The actual definition of these modules and the related interfaces is a difficult ongoing challenge, which needs to address both the degrees of freedom available given the few constraints, and the need to identify the relevant metrics to support a scientific performance assessment of the different architecture. While 3GPP has already proposed a modularized architecture [10] for 5G networking, so far all the considered elements belong to the core network. In this paper, we identify certain SW modules related to the access network, whose modularization (which would bring the corresponding benefits, supporting, e.g., flexible placement) is yet to be tackled.
Network softwarization
The design, deployment, and operation of diverse network components become highly flexible when SW programmability properties are adopted. SW facilitates control, management, and on-the-fly reconfiguration of HW infrastructure and devices, guaranteeing effective service development and deployment, as well as rapid adaptation to very demanding and changing contexts of operation, ensuring Quality of Service (QoS) and QoE. In many cases, it allows for sophisticated orchestration tasks by removing complexities and exploiting advanced computation capabilities. A valuable study regarding major principles, enablers and solutions on network softwarization can be found in [11] . In addition, an analysis of existing softwarized mobile network architecture proposals can be found in [12] , along with an analysis of benefits but also some open issues. Our work attempts to exploit the described benefits and to address the raised limitations through innovative SW modules, while also studying interface abstractions and uniform (HW-agnostic) APIs. Based on a SW-based operation (with behavior determined by SW), we achieve improving the programmability and reconfigurability potential of the network elements. On top of that, context information supports taking intelligent decisions such as the dynamic reloading of new SW-coded functionalities. Moreover, softwarization is beneficial for flexibility in terms of activated protocols, as the most appropriate protocol fitting the possibly very specific context at hands could be automatically downloaded upon need.
Access-agnosticism
By reducing the dependencies between the core network and the access networks, each one can evolve in a different way, and convergence among 3GPP, non-3GPP, and fixed access networks is enabled. The key motivation behind the design of a core network agnostic to the access technologies is to achieve a future-proof solution. There are basically two approaches to provide this agnosticism in the access: (a) the use of a convergence layer between the two networks or (b) the use of standard interfaces across technologies. While we do not contribute to any of these two approaches, as we do not provide any specific technical solution, our functional architecture enables the operation of access agnostic networks, while our results further illustrate the benefit of partially-reconfigurable radio stacks.
Orchestration/coordination
Frequently changing environments are foreseen for the fifth generation of mobile wireless systems. Consequently, nodes/devices are expected to experience an extreme context-dependent behavior. A change in context will result in possible reconfiguration(s) that may risk overall performance. Therefore, global acceptable solutions should be pursued to support these reconfigurations and maximize the desired benefits. However, the 5G ecosystem consists of diverse and heterogeneous devices in terms of purpose, scope, technologies, and vendors/manufacturers. Unavoidably, critical situations will occur, e.g., instabilities, conflicts, and competitions. In this direction, the article in [13] discusses the need for a flexible mobile network architecture that integrates efficiently the many different future technologies into one mobile network. To this end, particular attention is being paid to orchestration and management as an essential component of the mobile network. The proposed approach follows the paradigm of SDN, adopting the SW-defined mobile network control concept (focusing on wireless-specific functions). This solution is specifically devised to control mobile network functionality (both control and data plane functions), which can be placed arbitrarily in the edge cloud or the central cloud. Another approach for a new 5G architecture, called "virtualized cloud radio access network", is presented in [14] . This effort attempts to move towards a cell-less 5G network architecture. In this article, the authors show how coordination and joint optimization of heterogeneous resources can be achieved in 5G transport networks. For this purpose, a joint framework, a virtualized base station that can be formed for either a cell or a user, is proposed for resource sharing and base station coordination.
Our work shares the same goal with the aforementioned studies in terms of orchestrating/coordinating heterogeneous resources. It also follows the SDN paradigm with a multi node coordination layer (acting as a controller) that enables a multi-node technology-agnostic SW operation. As will be presented in more detail in the next section, a core component of this layer is a HW-agnostic SW module that is dedicated to the coordination of the different elements as well as the underlying heterogeneous HW infrastructure's reconfiguration. Its main innovation lies in its capability to exploit high-level policy information (application/user requirements, QoS, energy efficiency, scalability) and lower level context information (traffic levels/ variations, HW capabilities).
Interworking with non-3GPP networks
Interworking of cellular networks with other types of access networks has received significant attention from the 3GPP over the past years. There are some notable proposals, such as, e.g., interworking of Hotspot 2.0 with ANDSF, but most of the solutions are basically patches over existing interfaces-this situation, and a simpler management solution, could be enabled with the arrival of SDN and NFV [15] . R15, arrived by mid 2017 [16] , already supports a number of integrations between WLAN and LTE, and the development of Licensed Assisted Access might boost the heterogeneity of deployments, given the diversity in preferences across operators [17] . In this paper, we illustrate the advantages of a flexible operation under some coexistence scenarios, along with the need to design mechanisms for a graceful coexistence of licensed and unlicensed technologies.
Design considerations for a 5G network architecture are also discussed in [18] , where intelligent use of network data to facilitate optimal use of network resources for QoE provisioning and planning is particularly analyzed. The work presented in this paper is well aligned with the authors' findings. Also, it is worth mentioning that the 5G Architecture Working Group [19] , within the 5GPPP Initiative, is considering capturing novel trends and key technological enablers for the realization of the 5G architecture. Our findings were valuable contributions to the efforts of the above working group.
Finally, this paper extends and completes our preliminary work [20] . Besides a revised presentation, which frames our contribution into the context of the related work on the topic, this paper includes a more detailed performance evaluation, with novel results.
Methods
In this section, we first introduce the functional architecture that serves as a reference for our contributions, which was developed within the Flex5Gware 5G PPP project [4] . We then describe in detail two building blocks of the Flex5GWare architecture, namely the context-aware reconfigurable radio platform and the content-aware coordinated resource allocation strategies.
Reference functional architecture
The functional architecture is illustrated in Fig. 2 and relies upon three key concepts: flexibility, reconfigurability, and monitoring. Our approach combines key contributions from other 5G initiatives, aiming at the integration of SDN/NFV [13] or RAN [21] in a common architecture. Flex5Gware focuses on integrating the above three key concepts, traditionally associated with cognitive radio [22] , into a 5G reference architecture. The functional modules are classified into three layers, depending on their focus, namely, (i) the design of a single device (node operation), (ii) the coordination of devices, and (iii) the control and optimization of the network (intelligent programs).
Considering node operation (i), the most relevant concept is flexibility: in order to cope with the high variability of 5G application requirements and network topologies, 5G technologies will support advanced reconfiguration capabilities at both the PHY and mediumaccess levels. To take advantage of this flexibility, a sensing functionality is required, which eventually is responsible for gathering the information that will trigger the reconfigurations of the node operation. This sensing functionality is designed building on "monitoring agents," which abstracts heterogeneous sensors and exposes their measurements, and can run as virtualized programs that are provisioned on demand (thanks to virtualization techniques, the same set of HW primitives can be shared by multiple agents). Key sensing functionality, as illustrated in Fig. 2 , includes performance estimators, sniffing agents, and device ranging to support accurate localization, which enables context-aware optimizations even for indoor scenarios.
Our architecture moves from the traditional approach of "one-size-fits-all" protocol MAC/PHY stack to an innovative paradigm of on-the-fly configuration of context-specific stacks. This is achieved thanks to a flexible MAC architecture, which describes the interfaces allowing for MAC reconfiguration of terminals, followed by dynamic, flexible, and fast reconfiguration of the PHY (e.g., the RF bandwidth). Together, these two capabilities provide a fully flexible and reconfigurable radio interface so that upper layers can sit on top, independent of both PHY and MAC layers. These reconfigurations are enabled by the design of wireless devices based on a radio engine, which is a generic executor of radio programs that may implement completely different protocols. The orchestration of these programs is performed by a radio engine manager, responsible for the scheduling and installation of the radio programs in the engine. Finally, a local scheduler is responsible for managing the resources provided to a user by manipulating the allocation scheme.
The intelligent programs layer (iii) consists of modules that optimize network performance, based on an information-centric operation and exploiting the reconfigurability and monitoring features. The monitoring library is an API that provides access to the data collected by sensors and monitoring agents throughout the network. In the envisioned 5G ecosystem, monitoring of network elements and devices will be of paramount importance. However, a single mechanism would be insufficient to cover all scenarios and requirements. Therefore, the SW framework is flexible enough to allow the incorporation of different solutions that target different goals. This monitoring library feeds two modules that extract network-wide performance and context estimations, which in turn trigger different types of optimizations. A global scheduler (GS) scheme allows nodes to share information about users' resource allocation requests, so that resource allocation schemes can be decided globally and applied. A performance-aware optimization module aims at enhanced performance while reducing the energy consumption, taking as input highlevel policy information and lower level context information (e.g., traffic levels/variations, HW capabilities, capacity), and its outcome results in the direct reconfiguration of individual resources or the management and configuration of multiple resources, using a multi-objective optimization algorithm.
For instance, performance degradations or context variations may trigger the activation of additional network elements or switching to a RAT that is more robust. Moreover, the GS coordinates the operation of the base stations, enabling the C-RAN and vRAN vision as described next, and a service scheduler that coordinates the optimization of all these elements, to enable a smooth operation precluding conflicts. The node operation (i) and intelligent program (ii) layers are connected by the multi-node coordination (ii), whose goal is to design and implement the required control and management plane to enable a multi-node technology-agnostic SW operation, i.e., develop the tools required to coordinate in real-time the different SW modules available across multiple nodes. It is composed of: (a) a monitoring service, which gathers data from the local monitoring agents of the multiple devices (including sensors), processes their information and forwards it to the intelligent programs via the monitoring library described above and (b) a dynamic functional re-composition, which stitches together SW and HW functions and abstracts the changing of the operation of multiple devices to the performance optimizers, hence providing a technology-agnostic reconfigurability service to the intelligent programs. Its core operation is based on a context-aware, cognitive, and dynamic HW/SW partitioning mechanism for 5G network elements and devices. This mechanism exploits knowledge (e.g., prediction of a hotspot) derived by network and sensor measurements and decides upon the HW or SW execution of functions (e.g., LTE, 3GPP-based PHY/ MAC functions) in order to fulfill and maintain the application goals. It receives requests for reconfiguration from the intelligent programs accompanied with useful information (e.g., policies, context), triggers the HW/SW partitioning mechanism to identify possible functional compositions compliant to the request, decides the optimal one, and sends the decision to the local resource controller for the execution of the appropriate actions.
As an example of field-use of the proposed architecture, content-based system requirements could trigger a network-wide partitioning and reconfiguration of HW-accelerated (HWA) and SW baseband functions, tailored for different traffic service delivery and QoE needs. In Fig. 3 , it is shown that out of the different available options, such flexible function splits (FSs) could result in placing (1) the hotspot's (i.e., eNB) layer-2 and above together with the EPC functions in the Cloud (e.g., S1 traffic), (2) the eNB layer-2 and above functions at a local MEC server (L1L2 traffic), or (3) move the entire eNB stack in the Cloud (CPRI traffic) and transform the eNB to a remote radio head (RRH). This dynamic split and reconfiguration of baseband functions is complementary to the partitioning of the eNB protocol stack, either at stack or algorithm level that was promoted relatively recently by key industry actors [23] .
We now describe our two key enablers, namely a context-aware reconfigurable radio platform and a content-aware coordinated resource allocation strategy, together with a clear comparison against the stateof-the-art methods. For each introduced enabler, related subsections of Section 4 will describe their performance evaluation results coming from simulations 
and experimental works, carried out in the framework of the Flex5Gware project.
Context-aware reconfigurable radio platform
Device flexibility allows the (re)configuration of contextspecific stacks on the fly, based on context-related triggers. Thanks to the radio engine of the Flex5Gware architecture, reconfigurations can also involve medium access and transceiver operations defined in radio programs, which combine a set of HW primitives and control the behavior of HW devices, e.g., analog front-ends, converters, mixers, filters, base-band modulators, transmission queues, and sensors (like accelerometers or cameras). Radio programs are built similarly to computer programs, sent over the air to the radio engine manager, stored in an internal memory, and changed over time. Changes can be triggered not only by traditional performance-related metrics such as delay or bandwidth, or PHY parameters such as signal strength, but also by context estimators (e.g., weather information, accurate localization including indoor/outdoor information, relative position of the mobile to the user) and other new performance-related metrics, such as energy consumption of HW elements and CPU usage. The feasibility of this approach has been recently demonstrated by some preliminary work on programmable radio platforms, such as the wireless MAC processor architecture (WMP) for WiFi commercial cards [24] and the TAISC architecture for ZigBee sensor nodes [25] . Flex5Gware extends these solutions not only in terms of more advanced HW primitives but also in terms of monitoring and context classification capabilities.
To demonstrate the capability of adapting low-level medium-access operations in Flex5Gware nodes, we consider a simple reference scenario, in which device-todevice links employing a contention-based protocol, such as the WiFi distribution coordination function (DCF), are activated in areas where sensors are densely deployed and generate periodic traffic. We also assume that sensors transmit to a base station by means of a scheduled-based protocol, such as the LTE one, but channels are allocated in unlicensed bands to offload the cellular network. We also assume that, according to the rate of the sensor data, the frame allocations used for sensors transmissions can be interleaved with empty (blank) frames, as considered in [26] .
In the presence of periodic interference sources, DCF legacy devices suffer from severe collisions, because it is very likely that they initiate transmissions that will be disrupted by (non-channel sensing) sensors later on. The higher the frequency of periodic interfering transmissions, the higher the collision probability. DCF devices react to collisions by increasing the contention windows, thus reducing the channel access rate. If DCF devices employ rate adaptation, they will also aim for lower rates, thus increasing the transmission times and, accordingly, the number of collisions.
While DCF devices cannot detect the cause of performance impairments and, in any case, cannot adapt for improving coexistence with periodic interference, flexible 5G nodes can easily predict the interference sources in a given geographical area (e.g. by means of positioning data of the sensors) and modify accordingly the PHY/MAC protocol to be used for device-to-device (D2D) links. For instance, exponential backoff and rate adaptation can be disabled, or customized protocols can be downloaded to the devices to further optimize their performance. Figure 4 shows the functional blocks involved in such an adaptation for a specific radio engine implementation and set of radio primitives based on the WMP architecture [24] . A context monitoring service can be defined by exploiting the data provided by the HW primitives, such as the low-level channel sensing traces, or the ranging measurements towards coexisting devices. Upon detection of predictable interference patterns, the monitoring service can send an input to the radio engine, which in turns can trigger the switch to a new radio program. A radio program is an extended finite state machine composing the HW primitives according to a specific protocol logic.
An exemplary radio program designed for improving coexisting with periodic interference source, called Future NAV (FNAV), modifies DCF by forbidding to start a transmission that cannot be completed and acknowledged before the start of periodic interference interval, which takes place at predictable times. DCF devices will simply consider the medium as virtually busy during these intervals, thus avoiding collisions.
Although the proposed protocol is not the only possible solution, the main novelty of our approach is the possibility to implement cooperation mechanisms between heterogeneous network solutions, based on radio flexibility. This is quite different from current approaches, for example, in the coexistence scenario between LTE in unlicensed bands and WiFi, where the utilization of bandwidth reduction [27] , duty-cycling muting, or blank subframes [26] is unilaterally taken by LTE, while the implementation of listen-before talk before transmitting LTE frames requires to build new LTE radio [27, 28] .
Content-aware coordinated resource allocation strategies
A fundamental research challenge for 5G networks is to devise optimal resource allocation strategies that consider both content and context information. Two paradigms are emerging in this context as possible solutions for the above challenges, namely C-RAN [29] and MEC.
The C-RAN architecture adopts a functional split of the LTE RAN, splitting the eNB into two main elements: a first one, called base-band unit (BBU) implements upper layer functionalities, whereas the RRH deals with radio frequency operations. RRHs are still deployed as radiating elements in the coverage area. BBUs instead can be deployed within a cloud infrastructure at the edge of the network, forming a BBU pool and possibly serving a large area composed of several RRH.
C-RAN is extremely promising in the context of 5G networks, as it allows dynamic management of computational resources. For example, in C-RAN, computing power can be allocated dynamically to cells on demand and according to their load. Thus, it is suitable to support the 5G requirement of extreme flexibility. Moreover, in C-RAN environments, issues such as spectral-efficiency optimization and interference reduction, traditionally addressed through HW solutions, can be tackled via a new, entirely SW-based approach, using efficient algorithms which leverage the power of cloud computing.
For instance, dynamic interference coordination at fast timescales is now made challenging by the need to transfer state information among geographically sparse entities (i.e., eNBs and a possibly co-located controller), due to the latencies involved in inter-cell communication [30] . The same information would travel considerably faster as interprocess communication among BBUs in a cloud, making fast-paced algorithms practicable. Moreover, the most recent coordination algorithms require the solution of complex optimization problems, typically belonging to the class of integer linear programming problems. Despite being known to be NP-hard, such problems can be still solved at optimality using state-of-the-art solvers, given enough computational resources [31, 32] . The C-RAN architecture fits naturally in this scenario, providing access to a large and configurable computational capacity, thus enabling the execution of complex algorithms.
On the other hand, C-RAN aggregation points in the network are natural candidates to hosting MEC platforms [33] . The latter can leverage a huge amount of information related to traffic flows, network status, and radio conditions, so that MEC applications can monitor continuously all the contents that are delivered in the network. An exemplary deployment of a MEC platforms and a BBU pool is shown in Fig. 5 . More details on the concept of MEC are provided in Section 5.
Furthermore, in order to tackle the increased C-RAN traffic requirements of envisioned content-aware 5G use cases, flexible RAN FSs have been proposed as an alternative new type of virtualization. By moving and placing cloud-based BBU functions close to, or at the RRHs, the traffic between BBU and RRH is reduced, without affecting the previously mentioned advantages of classic C-RAN. More recently, various FSs at PHY, MAC, RLC, and PDCP layers have been proposed [34] . MEC could also form an integral part of flexible FSs (as seen in Fig. 3 ). Run-time reconfiguration from one FS to another can be seen as a powerful enabler of content-aware coordinated resource allocation strategies. For instance, switching from a classic C-RAN to a FS where the PHY layer is placed at the RRH, whereas upper hotspot layers are placed at a neighboring MEC node could satisfy different key performance indicators (KPIs) related to content-aware demands. Towards this end, a real-time experimental platform was built (Fig. 6) within the Flex5Gware project, featuring all the necessary SW and HWA primitives to allow applying FSs and bandwidth adaptation [35] . In this context, content-aware algorithms, provided with access to such a large and diverse set of information and flexible RAN configuration options, may warrant significant performance benefits, something that could be hardly performed without 5G's architectural advancements, such as C-RAN and MEC. We describe a content-aware algorithm for interference coordination, based on the concept of Coordinated Multi-point (CoMP) algorithms. CoMP has been studied in the literature as an interference-mitigation technique. Among CoMP techniques, Coordinated scheduling (CS) focuses on coordinating the allocation of the physical resource blocks (PRBs) among eNBs [36, 37] . CS can be done statically, regardless of traffic variations [38] , or dynamically, by having a coordinator arbitrate resource requests from the coordinated eNB based on their current traffic [31] . A dynamic approach is the one pursued within Flex5Gware, where such coordinator is in fact the global scheduler (GS) mentioned in Section 3.1. Figure 7 shows how the architectural building blocks of Fig. 3 interact towards CoMP CS. More specifically, the local scheduler within the node layer send their scheduling requests (SR) to the monitoring library (ML) on each transmission time interval (TTI). The SRs include the amount of RBs that are requested by the nodes to serve their user equipments (UE) in the downlink. The ML stores the SRs, and the GS fetches a moving average of the SRs periodically (e.g., on a window of 100 ms). Based on the latter, the GS computes the amount and placement of RBs for the coordinated nodes and communicates it to them through scheduling commands, which are binary masks stating which RBs a node can/cannot use [31] . The set of nodes coordinated by the same GS is decided at longer timescales (i.e., tens of minutes), by a global power manager, which decides which local nodes should be powered on when, to ensure optimal coverage at minimum energy cost. The part of this framework conceptually belonging to the intelligent program layer is meant to be implemented leveraging MEC and C-RAN technologies.
A coordination policy, i.e., the algorithm run at the GS, affects the performance of specific sets of users differently; hence, the ability to select and change this policy flexibly becomes a key point to improve the user QoE. Context information such as the position of user, or content information such as the one collected by the MEC platform, e.g., the characteristics of data traffic for a particular hotspot (or group thereof ), can help improve the performance in this respect. None of the works we are aware of considers context information within their algorithms. Our content-aware CoMP (CoCo) algorithm exploits knowledge of the traffic content at a hotspot to include QoE considerations in the interference coordination process. When using a classical coordination algorithm, every eNB x belonging to the set E of coordinated eNBs sends its PRB requests R x to the coordinator, which partitions resources proportionally to the initial requests only. This way, each eNB gets an amount of mutually exclusive RBs computed as:
where TotRBs is the system capacity expressed in PRBs. This occurs at every TTI. The CoCo algorithm, instead, first collects the requests from each coordinated node, then gathers content information associated to such requests and gives a configurable allocation boost to the ones related to a specific content type. More in detail, assume we have two sets of eNBs: H, composed of those within the hotspot, and E, the rest of them. Similarly to the previous case, every eNB x belonging to either set, on each period, sends its PRB requestsR x to the coordinator. The latter will adjust the requests as follows:
where α is the boost provided to the hotspot. The coordinator will then compute the proportional allocation usingR x in place of R x in (1).
As an example, let us assume a scenario where a crowd is moving towards a stadium, requesting a real-time augmented reality service, i.e., low bandwidth and strict delay requirements. In this case, the stadium hotspot is surrounded by macro cells generating high-bandwidth background traffic, which therefore generates larger resource requests to the coordinator. A content-unaware CoMP would base its decisions on traffic volumes only, thus penalizing the hotspot. A CoCo approach instead can be configured to boost the requests from the hotspot, thus protecting its performance. Using this approach, the interference among eNBs will be managed effectively, and a low-delay content access will be guaranteed to users under the hotspot at the same time.
Results and discussion
This section describes some reference scenarios for which Flex5Gware adaptation capabilities have been showcased in real experiments or in simulations.
Context-aware reconfigurable radio platform
We consider futuristic scenarios in which wireless nodes do not employ a pre-defined wireless technology rather they rely on a programmable architecture over which completely different protocol stacks can be instantiated, including the stacks of currently standardized technologies. In such a scenario, two devices which need to share some files can be configured, by means of a default cellular technology, for running a WiFi stack in unlicensed bands. The corresponding radio program, if not available, can be uploaded over the air (by using the default cellular technology) before the cellular base station sends the switching command to the new stack.
Assume now that a set of sensor nodes based on the same programmable architecture has been configured with a LTE-like stack to work in unlicensed bands, for transmitting data relevant to some monitoring services. Such a choice permits to offload the cellular network, while supporting long-range links and periodic allocations of transmission blocks. When the WiFi nodes move in proximity of the sensors, they are able to detect the presence of sensors and their periodic interference pattern and to switch to a context-specific radio program dealing with periodic interference, such as the FNAV radio program presented in Section 3.2.
To demonstrate the feasibility and the effectiveness of configuring context-specific protocols, we run an experiment in which a generic interference source has been configured with a period of 20 ms and an activity duration of 10 ms in proximity of a device-to-device link based on our adaptable architecture. In case of legacy access rules, the devices would experience deterministically one or more successful data transmissions (depending on the employed data rate) and a subsequent collision in each interferencefree interval. Instead, as shown in Fig. 8 , the FNAV radio program is able to prevent these collisions (thus saving energy and channel time).
Note that the periodic interference source can be due to LTE-U nodes with blank sub-frames, with a solution similar to the one provided in [26] . The number of blank sub-frames can be also adjusted dynamically. Figure 9 shows the success rate of packet transmissions for a WiFi link coexisting with an LTE-U link, when no blank sub-frame is used. It is evident that both technologies suffer for the presence of the other one, despite the differences in terms of transmission bandwidth and channel access scheme. Indeed, for LTE links, the presence of a random-access interferer can destroy synchronization frames, which results in the loss of several transmission blocks. On the other side, for WiFi links, the simple CCA mechanism is not sufficient to avoid channel interference because, after a transient phase, the device adjusts the estimation of the noise level by assuming that LTE frames are due to background noise and therefore by considering the channel as idle during LTE transmissions.
If blank sub-frames are employed, even when such a noise level adjustment does not occur, the periodic scheduling of LTE active sub-frames collides with ongoing WiFi transmissions, which will likely experience other collisions during the LTE frames and increase the backoff counter accordingly, thus resulting in a reduction of the channel access rate.
If a FNAV mechanism is employed, periodic collisions can be avoided, thus allowing WiFi stations to access the channel effectively (i.e., without large contention windows) during the blank sub-frame. A critical issue is keeping synchronization between the expected start of the LTE active sub-frames estimated by WiFi nodes and the real-LTE transmissions. WiFi nodes can adjust this expected start by means of the real carrier sense function, whose results can be compared with the virtual carrier sense results set by FNAV. Figure 10 shows the success rate experienced by WiFi nodes when FNAV is used and LTE active sub-frames last 6 ms: the results clearly show a significant improvement in terms of packet success delivery.
Finally, Figs. 9 and 10 below visualize the phenomena characterizing the coexistence between WiFi and LTE links in case of legacy DCF and FNAV, by plotting the RSSI values measured by a monitoring SDR node during a channel access phase of 40 ms: different RSSI values correspond to different transmitters. From the occupancy patterns (idle/busy times) we can easily recognize LTE transmitters (i.e., contiguous intervals of activity lasting 6 ms) and WiFi data and ack transmitters (small activity intervals with random idle times, followed by a spike corresponding to the short time required for ack transmission).
In Fig. 11 (legacy protocol), it is evident that the LTE blank sub-frames can be wasted because of the random backoff with increased contention windows, while in the second scenario (Fig. 12 ) WiFi transmissions are efficiently packed within the available time interval.
Both proposed scenarios describe how enhanced information offered by network cards can avoid significant interference problems and cross-technology coexistence.
Content-aware coordinated resource allocation
We now show how content information, obtained exploiting the future 5G architectural enhancements, e.g., C-RAN and MEC, are used by our CoCo approach. We demonstrate via simulation that the latter protects the QoE of delay-sensitive users, without sacrificing network efficiency (i.e., the overall throughput). The simulation scenario includes three eNBs, namely two macros and one micro. eNBs are deployed at a distance of 500 m and are connected via the X2 interface, as we show in Fig. 13 . During the simulation, each eNB serves 30 UEs. Real-time and best-effort traffics are generated at a remote server, where applications alternate active and silence periods. During active periods, constant-size packets are generated periodically. The remote server is connected to the eNBs using dedicated connections, i.e., the evolved packet core (EPC) is not modeled. The best-effort traffic is transmitted towards the UEs attached to the macro eNBs. The real-time traffic instead is transmitted to the ones under the micro eNB, which acts as the hotspot. A summary of the main simulation parameters is provided in Table 1 . Three load levels, namely low, medium, and high, are obtained by setting the packets size of best-effort traffic, respectively to 500, 1000, and 1500 bytes.
We simulated the above scenario using SimuLTE [39, 40] , a system level simulator of LTE networks. SimuLTE is a discrete-event simulator developed for the OMNeT++ framework [41] . It simulates the data plane of the LTE/ LTE-A RAN, including all the relevant layers of the LTE protocol stack, i.e., a packet data convergence protocolradio resource control (PDCP-RRC), radio link control (RLC), MAC, and PHY. SimuLTE also includes models for macro-, micro-, and pico-eNBs, providing both isotropic and anisotropic radiation profiles, functions for MAC-level scheduling in downlink and uplink directions and X2-based communications among eNBs. The simulator leverages the INET library [42] , to incorporate validated models of well-known Internet protocols (therein including SCTP for the X2, IP, TCP, and UDP) and internet nodes (e.g., the remote server). Figure 14 shows the application delay experienced by the hotspot users, obtained with the CoCo approach (see expression (2)) using low-and high-boost levels, i.e., with α equal to 5 and 10, respectively. We compare it against a content-unaware dynamic CoMP CS (as per expression (1)), for three load levels. Ninety-five percent confidence intervals are negligible, hence omitted. CoCo keeps the extra delay caused by the load increase reasonably low, ensuring a seamless responsiveness of real-time applications, regardless of how high the demand in the rest of the coordinated nodes is. The MAC-level throughput experienced in the surrounding macro cells is shown in Fig. 15 , exhibiting a negligible variation at all considered loads.
The proposed CoCo approach can thus exploit the future 5G architecture to obtain content information and improve the QoE of the users, reducing the application delay up to − 65% and having a negligible performance impact on the rest of the network.
Conclusions
Current mobile networks are not effective in providing the required flexibility to adapt to varying traffic needs and to provide content and communication services where and when actually needed.
In this paper, we proposed significant architectural and functional advances for the evolution towards context and content-aware networks, with the explicit aim to influence the future standardization of 5G systems. In particular, we highlighted the importance of the following key technology enablers:
Context-aware reconfigurable radio platforms triggered by proper sensors and able to easily predict the interference sources in a given geographical area (e.g., by means of positioning data of the sensors) and to modify accordingly the PHY/MAC protocol to be used for D2D links (for instance, exponential backoff and rate adaptation can be disabled, or customized protocols can be downloaded to the devices to further optimize their performance); Content-aware CoMP (CoCo) algorithms able to exploit knowledge of the traffic content at a hotspot in order to improve the performance over traditional CoMP algorithms (unaware of the traffic content);
The above two technologies have been implemented as building blocks of the Flex5Gware network architecture. Their performance has been analyzed, through both live experiments and simulations, showing that-on the one hand-context-aware information, such as predictable interference patterns, can be detected to trigger MAC reconfiguration, thus improving coexistence of heterogeneous technologies, and-on the other-content-aware CoMP can significantly reduce the delay of real-time applications without penalizing the overall throughput.
The above two technologies can be realized in 5G networks by means of customized implementations (depending on vendors choices) or, alternatively, by exploiting content and context measures coming from standardized MEC platforms and MEC APIs. In particular, the radio network information (RNI) API currently being standardized by ETSI MEC ISG [43] has the following characteristics:
It exposes up-to-date radio network information regarding the current radio network conditions; According to 3GPP specifications, this RNI (related to the user plane) is provided at the relevant granularity (e.g., per UE, cell, QCI class, or period of time); RNI includes information about UEs connected to the radio node(s) associated with the mobile edge host, their UE context and the related radio access bearers. Moreover, it signals changes on the above information.
All these features, when implemented in a 5G system, will feed suitable MEC applications dedicated to network performance and QoE improvements (as defined by ETSI MEC GS 002 [44] ), where network operators and application developers will benefit from MEC RNI API (that can be seen as "middleware services" aimed at improving network performance via application-specific or generic improvements).
Researchers from the Flex5Gware project, being focused on implementation and experimental activities, are still actively contributing to ETSI MEC standard, especially for the testing and performance assessment of prototypes and advanced radio platforms [45] . In fact, this is the starting point for the evaluation of end-to-end network performance in the presence of a MEC platform and related APIs. The next step, necessary to gain a wider market acceptance of MEC technology, will be the harmonization of ETSI MEC architecture with 3GPP standard, especially in view of the definition of an interoperable interface between the MEC RNI service and 5G radio base stations.
Future work may include the implementation of a single prototype able to combine all these key technologies, as an integrated proof of concept of future flexible and reconfigurable 5G network platforms. 
Authors' contributions
The individual contributions of authors to the manuscript are specified in this section: DS was the corresponding author, integrating all the contributions and revising the paper. He contributed also to Sections 1 and 5. PS contributed to Sections 2 and 3.1. GS and AV contributed to Sections 3.3 and 4.2 and performed a general revision of the paper. IT, FG, and DG contributed to Sections 3.2 and 4.1. PV, PD, and VF contributed to the abstract sections 2 and 3 and performed a general revision of the paper; NB and MP contributed to Sections 3.1 and 3.3 and performed a general revision of the paper. All authors read and approved the final manuscript.
