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Abstract. In this paper we prove a q-analogue of Koshy’s formula in terms
of the Narayana polynomial due to Lassalle and a q-analogue of Koshy’s for-
mula in terms of q-hypergeometric series due to Andrews by applying the
inclusion-exclusion principle on Dyck paths and on partitions. We generalize
these two q-analogues of Koshy’s formula for q-Catalan numbers to that for
q-Ballot numbers. This work also answers an open question by Lassalle and
two questions raised by Andrews in 2010. We conjecture that if n is odd, then
for m ≥ n ≥ 1, the polynomial (1 + qn)
[
m
n−1
]
q
is unimodal. If n is even, for
any even j 6= 0 and m ≥ n ≥ 1, the polynomial (1+qn)[j]q
[
m
n−1
]
q
is unimodal.
This implies the answer to the second problem posed by Andrews.
1. Introduction and Background
Let Cn =
1
n+1
(
2n
n
)
be the n-th Catalan number, a recursive formula for Catalan
numbers is given by Koshy as follows [8]:
n∑
r=0
(−1)r
(
n− r + 1
r
)
Cn−r = 0.(1.1)
Since this is a hypergeometric sum identity, it can be proved by Zeilberger’s creative
telescoping method [14]. Furthermore, the Koshy’s formula (1.1) follows immedi-
ately from the orthogonality of a special Fibonacci polynomial due to Cigler [5, 6].
However, these approaches do not provide structural insight; to this end a combi-
natorial proof based on the inclusion-exclusion principle is needed. Our proof of
(1.1) in the context of labeled elevated Dyck paths is exactly of this kind. Here, a
Dyck path of length 2n is a 2-dimensional lattice path from (0, 0) to (2n, 0) with
allowed steps (1, 1) (U -step) and (1,−1) (D-step) that never goes below the x-axis.
A Dyck path p is an elevated Dyck path if p = Up¯D where p¯ is a Dyck path. We
use Dn to denote the set of elevated Dyck paths of length 2n+2. Then |Dn| = Cn.
We denote by P the peak UD. We call h an up-peak if h = UUD. Let UP(p) (resp.
U(p)) be the set of up-peaks (resp. U -steps) contained in a path p. We denote by
(Ms, j,Dn) the set of elevated Dyck paths p ∈ Dn having exactly j elements from
the setM(p) labeled by s. We set an,j(M) = |(M
s, j,Dn)|. For the caseM = UP,
the number an,j(UP) can be counted in two different ways.
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First, there is a bijection between the set ((UP)s, j,Dn) and the set (U
s, j,Dn−j).
For a given path p ∈ Dn that has j up-peaks labeled by s, we can get a unique
path p′ ∈ Dn−j that has j U -steps labeled by s if we remove the peak P from each
labeled up-peak. As a result, we have
an,j(UP) = |((UP)
s, j,Dn)| = |(U
s, j,Dn−j)| =
(
n− j + 1
j
)
Cn−j .(1.2)
Second, we set gn,m = |{p ∈ Dn : |UP(p)| = m}|. For a given elevated Dyck path
p ∈ Dn such that |UP(p)| = m, there are
(
m
j
)
ways to label j up-peaks by s, which
leads to an,j(UP) =
∑
m≥j
(
m
j
)
gn,m. In combination of (1.2), we obtain
∑
m≥j
(
m
j
)
gn,m = an,j(UP) =
(
n− j + 1
j
)
Cn−j .(1.3)
Let Gn(q) be the ordinary generating function of gn,m, i.e.,
∑
m≥1 gn,mq
m = Gn(q).
Then from (1.3), we can derive
Gn(q) =
∑
j≥0
G
(j)
n (1)
j!
(q − 1)j =
∑
j≥0
(
n− j + 1
j
)
Cn−j(q − 1)
j,(1.4)
where G
(j)
n (1) =
∂jGn(q)
∂qj
|q=1. By setting q = 0 on both sides of (1.4), the Koshy’s
formula (1.1) follows. Our proof uses the generating function approach to illustrate
the inclusion-exclusion principle, see Chapter 2.3 of [12] and Chapter 4.2 of [13].
Here we will use this approach to prove (1.6) and (1.7). We can also prove the
sieving identity by a direct application of the inclusion-exclusion method. To make
this point clear, we will prove (2.3) in both ways in Section 2. Next we give two
q-analogues of Koshy’s formula due to Lassalle and Andrews [3, 10]. The Narayana
number Nn,k and the Narayana polynomial Nn(q) are defined by
(1.5) Nn,k =
1
n
(
n
k − 1
)(
n
k
)
, Nn(q) =
n∑
k=1
Nn,kq
k−1,
where Nn,k counts the number of Dyck paths of length 2n that have k peaks P .
By utilizing a λ-identity of complete functions, Lassalle [10] proved for n ≥ 1,
Nn(q) = (1− q)
n−1 + q
n−1∑
k=1
Nn−k(q)
k−1∑
m=0
(−1)m
(
k − 1
m
)(
n−m
k
)
(1− q)k−m−1.
(1.6)
Furthermore, Andrews gave another q-analogue of Koshy’s formula in terms of q-
hypergeometric series. Here we adopt the standard notations of q-series, i.e.,
[n]q = 1 + q + · · ·+ q
n−1, [n]q! = [1]q[2]q · · · [n]q,
(x; q)n = (1− x)(1 − qx) · · · (1− q
n−1x),[
m
n
]
q
=
[m]q!
[n]q![m− n]q!
=
(q; q)m
(q; q)n(q; q)m−n
,
Cn(q) =
1
[n+ 1]q
[
2n
n
]
q
.
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Then before mentioned q-analogue of Koshy’s formula is given by
Cn(q) =
n∑
r=1
(−1)r−1Tr(n, q),(1.7)
Tr(n, q) = q
r2−r (−q
n−r+1; q)r
(−q; q)r
·
[
n− r + 1
r
]
q
· Cn−r(q).(1.8)
Andrews [3] raised open questions about Tr(n, q), which are:
(1) Is Tr(n, q) a polynomial in q?
(2) Does Tr(n, q) only have nonnegative coefficients of q if n ≥ 2r?
(3) Does Tr−1(2r − 1,−q) only have nonnegative coefficients?
(4) What is the partition-theoretic combinatorial interpretation of Tr(n, q) for
n ≥ 2r, what is that of Tr−1(2r − 1,−q), and what is the sieving process
on the partitions to eliminate all the non-Catalan partitions?
In Section 4 we completely answer (1) and (3), and show (2) for even n. Fur-
thermore, in Sections 2 and 5 we prove (1.6) and (1.7) by the inclusion-exclusion
method. In Sections 3 and 6 we generalize (1.6) and (1.7) for Nn(q) and Cn(q) to
that for Ballot numbers Bn,r and q-Ballot numbers Br(n, q) . Finally we conjecture
that if n is odd, then for m ≥ n ≥ 1, the polynomial (1 + qn)
[
m
n−1
]
q
is unimodal. If
n is even, for any even j 6= 0 and m ≥ n ≥ 1, the polynomial (1 + qn)[j]q
[
m
n−1
]
q
is
unimodal. This would answer question (2) from above for odd n.
2. Proof of (1.6)
Before we prove (1.6), we give some main ingredients needed in the proof.
First we introduce the notions of a tower and a colored tower for an elevated
Dyck path. We will choose to label the colored towers by s in order to apply the
inclusion-exclusion method. Recall that Dn is the set of elevated Dyck paths of
length 2n + 2. For any p ∈ Dn, we will use U
iDj ⊆ p to express the fact that
p contains i consecutive U -steps that are followed by j consecutive D-steps. We
call t a tower of height i contained in an elevated Dyck path p, if t = U iDi ⊆ p
and UtD 6⊆ p. For any elevated Dyck path p ∈ Dn, let T
∗(p) be the set of towers
contained in p. We will color the towers in T ∗(p) in the following way: For any
p ∈ Dn,
Step 1: color all the towers t ⊆ p that immediately follow a U -step;
Step 2: color all the towers t ⊆ p that immediately follow an uncolored tower t′ ⊆ p
after Step 1.
We use T (p) ⊆ T ∗(p) to denote the set of towers contained in a path p which are
colored according to Step 1 and 2. We call every t in the set T (p) a colored tower.
We set T c(p) = T ∗(p) − T (p) and let T2(p) ⊆ T (p) (resp. T1(p) ⊆ T (p)) be the
set of colored towers of height ≥ 2 (resp. height = 1). As an example, consider the
path p = U3D2UDUD2 ∈ D4. The colored towers in the set T (p) are depicted
using double lines in the rightmost elevated Dyck path of the figure below. After
Step 1, the first tower in the left-to-right order is colored. The second tower remains
uncolored after Step 1, and therefore after Step 2, the third tower is colored.
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Second we will use some one-to-one correspondences between two sets of labeled
elevated Dyck paths. If there is a bijection between two sets A and B, we write
A ≃ B. Recall that (Ms, j,Dn) is the set of elevated Dyck paths p ∈ Dn having
exactly j elements from the set M(p) labeled by s. We consider the set of elevated
Dyck paths p ∈ Dn that have m colored towers labeled by s, which is the particular
case M = T and j = m. Since each colored tower has height 1 or at least 2, we
have (T s,m,Dn) = ((T1 ∪ T2)
s,m,Dn). Let U
2(p) be the set of UU -steps of an
elevated Dyck path p ∈ Dn, we will show
Lemma 2.1. (T s1 , 1, Dn) ≃ ((U
2 ∪T c)s, 1, Dn−1), (T
s
2 , 1, Dn) ≃ (T
s, 1, Dn−1) and
(T s,m,Dn) ≃ (U
s,m,Dn−m) for any m, 1 ≤ m ≤ n.
Proof. We use Us, UsUs, ts to represent a U -step, a UU -step and a tower labeled
by s. For a path p ∈ Dn that has only one colored tower t labeled by s, if the
labeled and colored tower t has height 1, i.e., t ∈ T1(p), then t is either located
between two U -steps, i.e., UtsU ⊆ p, or t follows an uncolored tower t1 from T
c(p),
i.e., t1t
s ⊆ p where t1 ∈ T
c(p). Let g1 : (T
s
1 , 1, Dn) → ((U
2 ∪ T c)s, 1, Dn−1)
be the map defined as follows. If p = · · ·UtsU · · · ∈ (T s1 , 1, Dn), then g1(p) =
· · ·UsUs · · · ∈ ((U2)s, 1, Dn−1). If p = · · · t1t
s · · · ∈ (T s1 , 1, Dn), then g1(p) =
· · · ts1 · · · ∈ ((T
c)s, 1, Dn−1). Notice that the tower t1 is also an uncolored tower of
the labeled path g1(p). This follows from the way we define the colored towers. It
is obvious that the map g1 is a bijection.
For a path p ∈ Dn that has only one colored tower t labeled by s, if the labeled
and colored tower t has height at least 2, i.e., t ∈ T2(p), then t = Ut2D where t2
is a tower. Let g2 : (T
s
2 , 1, Dn) → (T
s, 1, Dn−1) be the map defined as follows. If
p = · · · ts · · · = · · · (Ut2D)
s · · · ∈ (T s2 , 1, Dn), then g2(p) = · · · t
s
2 · · · ∈ (T
s, 1, Dn−1).
Notice that the tower t2 is also a colored tower of the labeled path g2(p). This
follows from the way we define the colored towers. It is clear that the map g2 is a
bijection.
We will next prove (T s,m,Dn) ≃ ((U
2 ∪ T ∪ T c)s,m,Dn−m) for any m. The
bijection for the case m = 1 can be obtained by combining the bijections g1 and g2,
namely, let f1 : (T
s, 1, Dn)→ ((U
2 ∪ T c ∪ T )s, 1, Dn−1) be the bijection defined as
follows. f1(p) = g1(p) if p ∈ (T
s
1 , 1, Dn) and f1(p) = g2(p) if p ∈ (T
s
2 , 1, Dn). We
can extend the bijection f1 to the general bijection fm from the set (T
s,m,Dn) to
the set ((U2 ∪ T ∪ T c)s,m,Dn−m) as follows. For any p ∈ (T
s,m,Dn), suppose
p has t1, t2, . . . , tm colored towers labeled by s from left to right, for every labeled
tower ti that has height 1 and Ut
s
iU ⊆ p, we label the U -steps next to ti by s and
remove ti from p, i.e., U
sUs ⊆ fm(p). For every labeled tower ti that has height 1
and t tsi ⊆ p, we label the tower t by s and remove ti from p, i.e., t
s ⊆ fm(p). For
every labeled tower ti that has height at least 2, i.e., t
s
i = (UtD)
s ⊆ p, we label
t by s and remove a U -step and a D-step from the tower ti, i.e., t
s ⊆ fm(p). In
fact the map fm on the path p is equivalent to applying the bijection f1 on each
labeled tower ti of p from left to right. It follows that fm is a bijection and therefore
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(T s,m,Dn) ≃ ((U
2 ∪ T ∪ T c)s,m,Dn−m) holds for any m. It remains to prove
U2(p) ∪ T (p) ∪ T c(p) ≃ U(p) for any p ∈ Dn.
In view of T c(p) ∪ T (p) = T ∗(p) for any p ∈ Dn, we next show for any p ∈ Dn,
U2(p)∪T ∗(p) ≃ U(p). Each U -step is either part of a UU -step or part of a peak P
by considering the step that follows this U -step. Each peak P is contained in only
one tower from T ∗(p) and each tower from T ∗(p) has only one peak. Therefore
U(p) ≃ U2(p) ∪ T ∗(p) for any p ∈ Dn and the proof is complete. 
For a path p, we name the first U -step of a tower t ∈ T2(p) bottom. Let B(p)
be the set of bottoms contained in a path p, let ((T s,Bw), (m, r), Dn) be the set
of elevated Dyck paths p ∈ Dn having exactly m colored towers labeled by s and
among these m colored towers there are exactly r bottoms labeled by w. Let
((T s, T w), (m, r), Dn) be the set of elevated Dyck paths p ∈ Dn having exactly m
colored towers labeled by s and among these m colored towers there are exactly r
colored towers labeled by w. We will prove
Lemma 2.2. ((T s,Bw), (m, r), Dn) ≃ ((T
s, T w), (m, r), Dn−r).
Proof. For a path p ∈ ((T s,Bw), (m, r), Dn) and for every colored tower t ∈ T2(p)
labeled by s whose bottom is labeled by w, we remove the bottom and a D-
step from t, and label the remaining colored tower by s and w. For a path
p¯ ∈ ((T s, T w), (m, r), Dn−r) and for every colored tower t¯ ∈ T (p¯) labeled by s, w,
we replace the tower t¯s,w by the tower Uw t¯sD. This yields a bijection. 
Now we are in position to prove (1.6).
Proof. Let Fn(q) = qNn(q), then (1.6) is equivalent to
Fn(q)
(1− q)n
=
q
1− q
+
n−1∑
k=1
Fn−k(q)
(1 − q)n−k
k−1∑
m=0
(−1)m
(
k − 1
m
)(
n−m
k
)
q
(1− q)m+1
,
(2.1)
where Fn(q)(1−q)n =
∑n
k=1
Nn,kq
k
(1−q)n counts the number of elevated Dyck paths of length
2n+ 2 where each U -step, except the first U -step, has weight 11−q and each peak
UD has weight q. Before we proceed to the combinatorial proof, we first transform
q
(1−q)m+1 according to our needs, namely,
k−1∑
m=0
(−1)m
(
k − 1
m
)(
n−m
k
)
q
(1− q)m+1
=
k−1∑
i=0
∑
m≥i
(−1)m
(
k − 1
m
)(
n−m
k
)(
m
i
)
(
q
1− q
)i+1
=
k∑
m=1
(−1)m−1
(
k − 1
m− 1
)(
n− k + 1
m
)
(
q
1− q
)m.
Consequently, we can express (2.1) as
Fn(q)
(1− q)n
=
q
1− q
+
n−1∑
m=1
(−1)m−1
n−m+1∑
k=m
Fn−k(q)
(1− q)n−k
(
k − 1
m− 1
)(
n− k + 1
m
)
(
q
1 − q
)m.
(2.2)
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We observe that adding a peak P right between double U steps contributes weight
q
1−q , while adding a peak P right between UD-steps contributes weight
1
1−q . In
contrast to the proof of (1.1), the reduction from Fn(q)(1−q)n to
Fn−1(q)
(1−q)n−1 by removing a
peak highly depends on the type of the U -step we choose.
Next we will derive an identity for the generating function of weighted elevated
Dyck paths. This can also be obtained by directly applying the inclusion-exclusion
principle. We will show this identity in both ways. We set gn,k(T ) = |{p ∈ Dn :
|T (p)| = k}| and define gn,k(T , q) to be the generating function of gn,k(T ) that
weights each U -step, except the first U -step, of an elevated Dyck path p ∈ Dn
by 11−q and each peak UD of an elevated Dyck path p ∈ Dn by q. Recall that
we denote by (Ms,m,Dn) the set of elevated Dyck paths p ∈ Dn having exactly
m elements from the set M(p) labeled by s, and that an,m(M) = |(M
s,m,Dn)|.
Furthermore, we denote by ((∪ki=1Mi)
s,m,Dn) the set of elevated Dyck paths
p ∈ Dn having exactly m elements from the set ∪
k
i=1Mi(p) labeled by s, and define
an,m(∪
k
i=1Mi) = |((∪
k
i=1Mi)
s,m,Dn)|. Then, analogous to the proof of (1.1), we
considerM = T . Let an,m(T , q) be the generating function of an,m(T ) where each
U -step, except the first U -step, of an elevated Dyck path p ∈ Dn is weighted by
1
1−q and each peak P of an elevated Dyck path p ∈ Dn is weighted by q. Then
an,m(T ) =
∑
k≥m
(
k
m
)
gn,k(T ), an,m(T , q) =
∑
k≥m
(
k
m
)
gn,k(T , q).
In particular for m = 0, we have an,0(T ) = Cn and an,0(T , q) =
Fn(q)
(1−q)n . By
introducing the generating function Gn(x, q) of gn,k(T , q), we obtain
Gn(x, q) =
∑
k≥1
gn,k(T , q)x
k =
n∑
m=0
G
(m)
n (1, q)
m!
(x− 1)m =
n∑
m=0
an,m(T , q)(x − 1)
m
where G
(m)
n (1, q) =
∂m Gn(x,q)
∂xm
|x=1. By setting x = 0, we get
an,0(T , q) =
Fn(q)
(1 − q)n
=
n∑
m=1
(−1)m−1an,m(T , q).(2.3)
In fact (2.3) can also be derived by directly applying the inclusion-exclusion method.
To be precise, we adopt the notations from [12]. Let Ai be the set of elevated Dyck
paths in Dn whose i-th tower (in the left-to-right order) is a colored tower. Then
A1, . . . , An are all the subsets of the set Dn and A1 ∪ · · · ∪ An = Dn. For each
subset T of [n], let AT =
⋂
i∈T Ai with A∅ = Dn. Here AT is the set of elevated
Dyck paths in Dn whose i-th tower (in the left-to-right order) is a colored tower for
every i ∈ T . For 0 ≤ m ≤ n, we set Sm =
∑
|T |=m |AT | where the sum runs over all
the m-subsets T of [n]. Therefore Sm equals to the number of elevated Dyck paths
in Dn that have m colored towers labeled by s, which is an,m(T ). So according to
the principle of inclusion-exclusion, the number |A¯1 ∩ · · · ∩ A¯n| of elevated Dyck
paths in Dn that have no colored towers equals
|A¯1 ∩ · · · ∩ A¯n| =
n∑
m=0
(−1)mSm =
n∑
m=0
(−1)man,m(T ).
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Since every elevated Dyck path has at least one colored tower, we have |A¯1 ∩ · · · ∩
A¯n| = gn,0(T ) = 0. Consequently, an,0(T ) =
∑n
m=1(−1)
m−1an,m(T ). In terms of
the weighted elevated Dyck paths, (2.3) follows.
In order to use (2.3) to prove (2.2), we will need to give an explicit expression for
an,m(T , q). For any path p ∈ Dn and any two colored towers t1, t2 ∈ T (p), t1 and
t2 are disjoint. We start by counting an,1(T , q), which is the generating function for
the elevated Dyck paths p ∈ Dn having one colored tower labeled by s. Equivalently,
|(T s, 1, Dn)| = an,1(T ). In view of Lemma 2.1, we get an,1(T ) = an−1,1(U) and
an,1(T , q) =
q
1− q
an−1,1(U
2 ∪ T c, q) +
1
1− q
an−1,1(T , q)
=
q
1− q
an−1,1(U , q) + an−1,1(T , q) =
n−1∑
k=1
q
1− q
an−k,1(U , q) + a1,1(T , q)
=
n−1∑
k=1
(n− k + 1)
Fn−k(q)
(1− q)n−k
q
1− q
+
q
1− q
.(2.4)
Next we will count an,m(T , q) for m ≥ 2. For a path p, recall that the first U -step
of a tower t ∈ T2(p) is named bottom. For a given path p ∈ Dn with m colored
towers labeled by s, let T2,m denote the subset of these m towers that have height
≥ 2. Since each U -step has weight 11−q and each tower in T2,m has one bottom, the
weight on the bottoms of path p ∈ Dn is (
1
1−q )
|T2,m|, which is equal to
(
1
1− q
)|T2,m| = (
q
1− q
)|T2,m| +
|T2,m|∑
r=1
(−1)r−1
(
|T2,m|
r
)
(
1
1− q
)|T2,m|−r.(2.5)
We will separate the weight ( 11−q )
|T2,m| on the bottoms of path p according to
(2.5). The term ( q1−q )
|T2,m| on the right-hand side of (2.5) corresponds to the
case that each bottom is weighted by q1−q . Accordingly, we set fn,m,0(T , q) to
be the generating function of elevated Dyck paths p ∈ Dn that have m colored
towers labeled by s where each bottom has weight q1−q , each U -step, other than
the first U -step and the bottom, has weight 11−q and each peak has weight q. In
the same way as for the counting of an,1(T , q), the set (T
s,m,Dn) is in one-to-one
correspondence to the set (Us,m,Dn−m) as shown in Lemma 2.1. Therefore,
an,m(T ) = an−m,m(U),
fn,m,0(T , q) = (
q
1− q
)man−m,m(U , q).(2.6)
The term
(
|T2,m|
r
)
( 11−q )
|T2,m|−r on the right-hand side of (2.5) represents the number
of ways to choose r towers from the set T2,m where each bottom of these r towers
has weight 1 and each bottom of the remaining (|T2,m| − r) towers has weight
1
1−q .
Accordingly, for r ≥ 1 we define fn,m,r(T ) to be the number of elevated Dyck paths
p ∈ Dn that have m colored towers labeled by s and among these m colored towers
there are exactly r bottoms labeled by w, i.e., |((T s,Bw), (m, r), Dn)| = fn,m,r(T ).
Furthermore, let fn,m,r(T , q) be the generating function of fn,m,r(T ) where each
bottom labeled by w has weight 1, each U -step, other than the bottom labeled by w
and the first U -step, has weight 11−q and each peak has weight q. From Lemma 2.2,
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we obtain fn,m,r(T ) = |((T
s, T w), (m, r), Dn−r)| and therefore
fn,m,r(T ) =
(
m
r
)
an−r,m(T ), fn,m,r(T , q) =
(
m
r
)
an−r,m(T , q).(2.7)
By multiplying both sides of (2.5) by the weights on the U -steps (except the first
U -step and the bottoms) and the weights on the peaks of a path p ∈ Dn, and
summing over all the paths in Dn, we get
an,m(T , q) = fn,m,0(T , q) +
m∑
r=1
(−1)r−1fn,m,r(T , q).
Together with (2.6) and (2.7), we have
an,m(T , q) = (
q
1− q
)man−m,m(U , q) +
m∑
r=1
(−1)r−1
(
m
r
)
an−r,m(T , q),
= (
q
1− q
)m
(
n−m+ 1
m
)
Fn−m(q)
(1− q)n−m
+
m∑
r=1
(−1)r−1
(
m
r
)
an−r,m(T , q).(2.8)
We will employ generating functions to solve (2.8). Let Am(x) be the generating
function for an,m(T , q) and m ≥ 2, i.e., the n-th coefficient of Am(x) – denoted by
[xn]Am(x) – is an,m(T , q). By multiplying both sides of (2.8) by x
n and summing
over all n, we obtain
Am(x) = (1− x)
−m
∑
n≥m
(
n−m+ 1
m
)
(
q
1− q
)m
Fn−m(q)
(1 − q)n−m
xn,
an,m(T , q) = [x
n]Am(x) =
∑
i≥0
(
n−m− i+ 1
m
)
(
q
1− q
)m
(
m+ i− 1
m− 1
)
Fn−m−i(q)
(1− q)n−m−i
=
n−m+1∑
k=m
(
n− k + 1
m
)(
k − 1
m− 1
)
Fn−k(q)
(1− q)n−k
(
q
1 − q
)m.
In combination of (2.3) and (2.4), the proof of (2.2) is complete. 
3. Generalize (1.6) to Ballot numbers
The ballot numbers Bn,r are defined by Bn,r =
r+1
2n+r+1
(
2n+r+1
n
)
. They count
the number of paths p from (0, 0) to (2n + r, r) with allowed U -step and D-step
and each path p can be decomposed as p1Up2 · · ·Upr+1 with pi, 1 ≤ i ≤ r + 1, a
Dyck path. Let
Mn,r(q)
(1−q)n be the generating function for the path p1p2 · · · pr+1 that
has total length 2n where each peak of p1p2 · · · pr+1 has weight q and each U -step
of p1p2 · · · pr+1 has weight
1
1−q . Then we can generalize (1.6) to an equation for
Mn,r(q), i.e.,
Mn,r(q)
(1− q)n
=
q(r + 1)
1− q
+
n−1∑
m=1
(−1)m−1
∑
k≥m
qmMn−k,r(q)
(1− q)n−k+m
(
k − 1
m− 1
)(
n− k + 1 + r
m
)
.
The proof follows similarly to that for (1.6) and is omitted here. Next we will prove
(1.7) by involution and the inclusion-exclusion method on the partitions and answer
Andrews’ questions on the property of Tr(n, q) given in (1.8).
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4. Properties of Tr(n, q)
We say a polynomial f(x) = anx
n + · · ·+ a0 is reciprocal if f(x) = x
nf( 1
x
), i.e.,
ar = an−r. A sequence a0, a1, . . . , an of real numbers is said to be unimodal if for
some 0 ≤ j ≤ n we have a0 ≤ · · · ≤ aj−1 ≤ aj ≥ aj+1 ≥ · · · ≥ an. We say a
polynomial f(x) = anx
n + · · ·+ a1x+ a0 is unimodal if the sequence a0, a1, . . . , an
is unimodal. If f(x) and g(x) are unimodal and reciprocal polynomials with non-
negative coefficients, then f(x)g(x) is also unimodal and reciprocal. Here we say
f(x) is a positive polynomial if all the coefficients of f(x) are nonnegative. We say
the polynomial f(x) has nonnegative coefficients (resp. nonpositive coefficients) up
to xr if for any 0 ≤ i ≤ r, the coefficient of xi in the polynomial f(x) is nonnegative
(resp. nonpositive). ω ∈ C is a primitive k-th root of unity if and only if ωk = 1 and
for any d ∈ Z+ and d < k, ωd 6= 1. The k-th cyclotomic polynomial Φk(x) ∈ Z[x]
is the polynomial whose roots are the primitive k-th roots of unity. Let ω be any
primitive k-th root of unity, and the polynomial f(x) satisfies f(ω) = 0. Then
Φk(x) | f(x). The q-Lucas theorem is the following:
Proposition 1 (q-Lucas theorem). Let m, k, d be positive integers, and write m =
ad+ b and k = rd + s, where 0 ≤ b, s ≤ d− 1. Let ω be any primitive d-th root of
unity. Then [
m
k
]
ω
=
(
a
r
)[
b
s
]
ω
.
Theorem 4.1. Tr(n, q) is a polynomial in q. If n is even, Tr(n, q) is a positive
polynomial. If n is odd, (1+ q)Tr(n, q) is a positive polynomial. In case n = 2r− 1,
Tr(2r − 1,−q) is a positive polynomial.
Proof. We can simplify Tr(n, q) defined in (1.8) into
Tr(n, q) = q
r2−r 1
[n]q
[
n
r
]
q2
[
2n− 2r
n− 1
]
q
(4.1)
= qr
2−r
[
n− 1
r
]
q2
(1 + qn)
[n− 1]q
[
2n− 2r − 1
n− 2
]
q
.(4.2)
Consequently from (4.1) and (4.2) we have for r ≥ 1,
Tr(n, q) = ([n]q − q[n− 1]q)Tr(n, q)
= qr
2−r
[
n
r
]
q2
[
2n− 2r
n− 1
]
q
− qr
2−r
[
n− 1
r
]
q2
(q + qn+1)
[
2n− 2r − 1
n− 2
]
q
(4.3)
which implies Tr(n, q) is a polynomial.
We will next show the polynomial Tr(n, q) is positive for even n and the poly-
nomial (1 + q)Tr(n, q) is positive for odd n. Let d = gcd(n, r), then
Tr(n, q) = q
r2−r
[
n
r
]
q2
[d]q2
[n]q2
[n]q2
[d]q2 [2n− 2r + 1]q
[
2n− 2r + 1
n
]
q
= qr
2−r
[
n
r
]
q2
[d]q2
[n]q2
(1 + qn)(1− q)
1− q2d
[
2n− 2r
n− 1
]
q
.
It has been proved by Brunetti et al. that
[
n
r
]
q2
[d]
q2
[n]
q2
is a positive polynomial
based on the fact that polynomial [d]q
[
n
r
]
q
is unimodal and reciprocal [4]. In the
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same way, let m = (n, 2r − 1), then
[m]q
[2n−2r+1]q
[
2n−2r+1
n
]
q
is a positive polynomial.
It remains to prove (1+q
n)(1−q)
1−q2d
[
2n−2r
n−1
]
q
is a positive polynomial for even n and
(1+qn)(1−q2)
1−q2d
[
2n−2r
n−1
]
q
is a positive polynomial for odd n. Recall that m = (n, 2r−1),
first we observe m must be odd and therefore
(1 + qn)(1 − q)
1− q2d
[
2n− 2r
n− 1
]
q
=
[m]q[m]−q
[2n− 2r + 1]q
[
2n− 2r + 1
n
]
q
[n]q2
[m]q2 [d]q2
.
Here
[n]q
[m]q[d]q
is a polynomial since gcd(m, d) = 1 and m|n, d|n. Together with the
fact that
[m]q
[2n−2r+1]q
[
2n−2r+1
n
]
q
is a polynomial, it follows that (1+q
n)(1−q)
1−q2d
[
2n−2r
n−1
]
q
is a polynomial. We next prove (1+q
n)(1−q)
1−q2d
[
2n−2r
n−1
]
q
is a positive polynomial if n is
even. If n is even, then 1−q1−q2d
[
2n−2r
n−1
]
q
is a polynomial since for any x | (2d) and
x > 1, x | (2n− 2r) and x ∤ (n − 1). If not, x | (n− 1), then x | gcd(n− 1, 2) = 1,
contradicting the assumption. Thus by using the q-Lucas theorem, 1−q
1−q2d
[
2n−2r
n−1
]
q
is a polynomial. To be precise, for any x ∈ Z+ such that x|(2d) and x > 1, suppose
2n− 2r = c1x, n− 1 = c2x + t1 for some t1 6= 0, let ρ be any primitive x-th root
of unity, then by applying the q-Lucas theorem, we have
[
2n−2r
n−1
]
ρ
=
[
c1x
c2x+t1
]
ρ
=(
c1
c2
)[
0
t1
]
ρ
= 0. This shows for any x | (2d) and x > 1, Φx(q)|
[
2n−2r
n−1
]
q
. Since [2d]q =∏
x|(2d)
x>1
Φx(q) and any two cyclotomic polynomials are relatively prime, we can
conclude that
∏
x|(2d)
x>1
Φx(q)|
[
2n−2r
n−1
]
q
and therefore 1−q
1−q2d
[
2n−2r
n−1
]
q
= 1[2d]q
[
2n−2r
n−1
]
q
is
a polynomial. In view of the unimodality of polynomial
[
2n−2r
n−1
]
q
, (1 − q)
[
2n−2r
n−1
]
q
has nonnegative coefficients up to q⌊
(n−1)(n−2r+1)
2 ⌋. Therefore we expand 1
1−q2d
as a
power series at q = 0 and obtain
(1− q)
1− q2d
[
2n− 2r
n− 1
]
q
= (1− q)
[
2n− 2r
n− 1
]
q
+ q2d(1 − q)
[
2n− 2r
n− 1
]
q
+ · · ·
which implies that the polynomial (1−q)
1−q2d
[
2n−2r
n−1
]
q
has nonnegative coefficients up
to q⌊
(n−1)(n−2r+1)
2 ⌋. Together with the reciprocity of (1−q)
1−q2d
[
2n−2r
n−1
]
q
, we conclude
that (1−q)
1−q2d
[
2n−2r
n−1
]
q
has nonnegative coefficients and therefore Tr(n, q) is a positive
polynomial if n is even.
In the same way, we can prove that (1−q
2)
1−q2d
[
2n−2r
n−1
]
q
is a positive polynomial if n
is odd. It implies (1 + q)Tr(n, q) is a positive polynomial if n is odd.
By setting q → −q and n→ 2r − 1, we can obtain
Tr(2r − 1,−q) = q
r2−r
[
2r − 1
r
]
q2
1 + q
1 + q2r−1
= qr
2−r[2r − 1]q Cr−1(q
2),
which indicates Tr(2r − 1,−q) has nonnegative coefficients. 
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5. Proof of (1.7)
We transform Tr(n, q) from (4.3) into
Tr(n, q) = q
r2−r
[
n− 1
r − 1
]
q2
[
2n− 2r + 1
n
]
q
− qr
2−r
[
n− 1
r
]
q2
q
[
2n− 2r − 1
n− 2
]
q
(5.1)
+ qr
2+r
[
n− 1
r
]
q2
[
2n− 2r − 1
n
]
q
valid for n ≥ 2r + 1, and
Tr(n, q) = q
r2−r
[
n− 1
r − 1
]
q2
[
2n− 2r + 1
n
]
q
− qr
2−r
[
n− 1
r
]
q2
q
[
2n− 2r − 1
n− 2
]
q
valid for 2r − 1 ≤ n ≤ 2r.
For simplicity, we set a
(r)
n = qr
2+r
[
n−1
r
]
q2
[
2n−2r−1
n
]
q
. Then we can write Tr(n, q) =
a
(r−1)
n + a
(r)
n − qr
2−r
[
n−1
r
]
q2
q
[
2n−2r−1
n−2
]
q
for n ≥ 2r + 1 and Tr(n, q) = a
(r−1)
n −
qr
2−r
[
n−1
r
]
q2
q
[
2n−2r−1
n−2
]
q
for 2r − 1 ≤ n ≤ 2r. First we observe
⌊n+12 ⌋−1∑
r=1
(−1)r−1(a(r−1)n + a
(r)
n ) + (−1)
⌊n+12 ⌋−1a
(⌊n+12 ⌋−1)
n
= a(0)n =
[
2n− 1
n
]
q
= Cn(q) + q
[
2n− 1
n− 2
]
q
and it remains to prove
[
2n− 1
n− 2
]
q
=
⌊n+12 ⌋∑
r=1
(−1)r−1qr
2−r
[
n− 1
r
]
q2
[
2n− 2r − 1
n− 2
]
q
.(5.2)
We interpret (5.2) in terms of partitions. A partition λ is defined as a finite sequence
of nonnegative integers (λ1, λ2, · · · , λm) in the weakly decreasing order λ1 ≥ λ2 ≥
· · · ≥ λm. Each λi 6= 0 is called a part of λ. The number and the sum of parts of λ
are denoted by ℓ(λ) and |λ|, respectively. The partition-theoretic interpretation of
the q-binomial
[
n+k
k
]
q
is
[
n+k
k
]
q
=
∑
ℓ(λ)≤k
λ1≤n
q|λ| as given in [1]. Therefore we have
qn−2r+1
[
2n− 2r − 1
n− 2
]
q
=
∑
ℓ(ν)=n−2r+1
ν1≤n−1
q|ν|, qr
2+r
[
n− 1
r
]
q2
=
∑
µ1>µ2>···µr≥1
µi≤n−i
q2|µ|.
(5.3)
Given two partitions µ and ν, say µ = (µ1, . . . , µm) and ν = (ν1, . . . , νn), let µ
2 ∪ ν
be the partition whose parts are µ1, µ1, . . . , µm, µm, ν1, . . . , νn in the decreasing
order. Let µ ∪ ν be the partition whose parts are µ1, . . . , µm, ν1, . . . , νn in the
decreasing order, let ν\(µ1, . . . , µm) be the partition obtained from ν by removing
the parts equal to µ1, . . . , µm.
For any pair (µ, ν) such that n − 1 ≥ µ1 > · · · > µr ≥ 1 where µi ≤ n − i and
n− 1 ≥ ν1 ≥ · · · ≥ νn−2r+1 ≥ 1, let x be the smallest part in the partition µ
2 ∪ ν
with repetition, we shall construct a new pair (µ′, ν′) as follows:
(1) If µr = x, then we choose µ
′ = (µ1, · · · , µr−1) and ν
′ = ν ∪ (x, x).
(2) Otherwise, νn−2r = νn−2r+1 = x, we choose µ
′ = (µ1, · · · , µr, x) and ν
′ =
ν\(x, x).
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Consequently 2|µ|+ |ν| = 2|µ′|+ |ν′| but the lengths of µ and µ′ differ by 1. Indeed
the map f : (µ, ν) 7→ (µ′, ν′) is an involution, since for any pair (µ′, ν′), we can
define the inverse map g : (µ′, ν′) 7→ (µ, ν) as follows. Let y be the smallest part in
the partition µ′2 ∪ ν′ with repetition. If y 6∈ µ′, then we choose µ = µ′ ∪ (y) and
ν = ν′\(y, y). Otherwise we choose µ = µ′\(y) and ν = ν′ ∪ (y, y). Clearly, g is the
inverse of f . This involution leads to (5.2).
In exactly the same way as for the proof of (1.1) and (1.6), we can prove (5.2) by
counting the partitions that have exactly k different parts with repetition labeled
by s. Let gn,k(q
n+1
[
2n−1
n−2
]
q
) count the partitions λ with λ1 ≤ n−1 and ℓ(λ) = n+1
such that there are exactly k different parts with repetition. Then the number of
partitions λ with λ1 ≤ n−1 and ℓ(λ) = n+1, such that there are exactly r different
parts with repetition labeled by s, is
∑
k≥r
(
k
r
)
gn,k(q
n+1
[
2n− 1
n− 2
]
q
) = qr
2+r
[
n− 1
r
]
q2
qn−2r+1
[
2n− 2r − 1
n− 2
]
q
.(5.4)
Again, by employing the generating function of gn,k(q
n+1
[
2n−1
n−2
]
q
), we have
Gn(x, q) =
∑
k≥0
gn,k(q
n+1
[
2n− 1
n− 2
]
q
)xk =
∑
r≥0
G
(r)
n (1, q)
r!
(x− 1)r
=
∑
r≥0
qr
2+r
[
n− 1
r
]
q2
qn−2r+1
[
2n− 2r − 1
n− 2
]
q
(x− 1)r.
By setting x = 0 on both sides, we get (5.2) and therefore (1.7) follows. From the
proof we see that the expression of Tr(n, q) given in (5.1) implies that the sieving
process works on the partitions counted by
[
2n−1
n−2
]
q
.
6. Generalize (1.7) to q-Ballot numbers
The q-Ballot numbers Bj(n, q) are defined by
Bj(n, q) =
[j]q
[2n+ j]q
[
2n+ j
n
]
q
=
[j]q
[n]q
[
2n+ j − 1
n− 1
]
q
.
They count the major index of lattice paths from (0, 0) to (2n+ j− 1,−j+1) with
allowed U -step and D-step that never go below y = −j + 1, see [9]. In particular,
B1(n, q) = Cn(q) and Br(n, 1) = Bn,r−1. Furthermore,
Bj(n, q) =
[
2n+ j − 2
n
]
q
− qj
[
2n+ j − 2
n− 2
]
q
also counts the partitions λ with λ1 ≤ n+j−2 and ℓ(λ) ≤ n whose successive ranks
are all < j − 1, see [2]. We generalize (1.7) to an equation for q-Ballot numbers as
follows.
Theorem 6.1. The q-Ballot numbers Bj(n, q) satisfy
Bj(n, q) =
n∑
r=1
(−1)r−1T (j)r (n, q),(6.1)
T (j)r (n, q) = q
r2−r
[
n
r
]
q2
[
2n+ j − 1− 2r
n− 1
]
q
[j]q
[n]q
,(6.2)
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where T
(j)
r (n, q) is a polynomial for n ≥ 2r − j. In particular T
(j)
r (2r − j,−q) is a
positive polynomial if j ≤ r.
Proof. First we shall show T
(j)
r (n, q) is a polynomial for n ≥ 2r − j. By setting
d = gcd(n, r) and m = gcd(n, 2r − j) we express
T (j)r (n, q) = q
r2−r
[
n
r
]
q2
[d]q2
[n]q2
[
2n+ j − 1− 2r
n− 1
]
q
[n]q2 [j]q
[d]q2 [n]q
= qr
2−r
[
n
r
]
q2
[d]q2
[n]q2
[n]q2 [j]q
[d]q2 [m]q
[m]q
[2n+ j − 2r]q
[
2n+ j − 2r
n
]
q
where
[
n
r
]
q2
[d]
q2
[n]
q2
and
[m]q
[2n+j−2r]q
[
2n+j−2r
n
]
q
are positive polynomials as proved in
Theorem 4.1 and it remains to show
[n]
q2 [j]q
[d]
q2 [m]q
is a polynomial. First we can simplify
[n]q2 [j]q
[d]q2 [m]q
=
[2n]q[j]q
[2d]q[m]q
.
For any m1 | m and m1 > 1, if m1 | j, then Φm1(q) | [j]q and therefore Φm1(q) |
[2n]q
[2d]q
[j]q. Otherwise, m1 ∤ j and therefore m1 ∤ d. In fact, m1 ∤ (2d). If not, then
m1 | (2r). Since m1 | m, hence m1 | (2r − j). That leads to m1 | j, contradicting
the assumption. Let ω be any m1-the primitive root of unity, i.e., ω
m1 = 1. Then
we have [2n]ω = 0 and [2d]ω 6= 0 which implies Φm1(q) |
[2n]q
[2d]q
. It follows that
Φm1(q) |
[2n]q
[2d]q
[j]q for any m1|m and m1 > 1. Since any two cyclotomic polynomials
are relatively prime, we have that
[2n]q [j]q
[2d]q[m]q
is a polynomial. Therefore
[n]q2 [j]q
[d]q2 [m]q
[m]q
[2n+ j − 2r]q
[
2n+ j − 2r
n
]
q
=
(1 + qn)(1− q)
(1− q2d)
[j]q
[
2n+ j − 2r − 1
n− 1
]
q
(6.3)
and T
(j)
r (n, q) are polynomials.
In particular, T
(j)
r (2r − j, q) is a polynomial. We next prove T
(j)
r (2r − j,−q) is
a positive polynomial if j ≤ r. If j is even, then
T (j)r (2r − j,−q) = q
r2−r
[
2r − j
r
]
q2
1− qj
1− q2r−j
holds. Here qr
2−r
[
2r−j
r
]
q2
(1 − qj) has nonnegative coefficients up to q⌊
3r2−r−2rj
2 ⌋
since q
r2−r
2
[
2r−j
r
]
q
is unimodal and j is even. In combination of the expansion
of 11−q2r−j at q = 0 where j ≤ r, we conclude that T
(j)
r (2r − j,−q) is a positive
polynomial for even j. However, if j is odd, we cannot prove the claim in the same
way as before. If j is odd, we have
T (j)r (2r − j,−q) = q
r2−r
[
2r − j
r
]
q2
1 + qj
1 + q2r−j
.(6.4)
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Since q
r2−r
2
[
2r−j
r
]
q
is a positive polynomial and j is odd, we find that (1+qj)qr
2−r
[
2r−j
r
]
q2
is a positive polynomial. But in view of the expansion of 11+q2r−j at q = 0, we get
T (j)r (2r − j,−q) = (1 + q
j)qr
2−r
[
2r − j
r
]
q2
− q2r−j(1 + qj)qr
2−r
[
2r − j
r
]
q2
+ · · ·
where the polynomial −q2r−j(1 + qj)qr
2−r
[
2r−j
r
]
q2
could make the first half of the
coefficients of (1+qj)qr
2−r
[
2r−j
r
]
q2
become negative. Therefore, we choose to prove
T
(j)
r (2r − j,−q) in (6.4) to be a positive polynomial by considering
qT (j)r (2r − j, q) = q
r2−r+1
[
2r − j
r
]
q2
1− qj
1− q2r−j
.
The claim that polynomial T
(j)
r (2r−j,−q) has nonnegative coefficients is equivalent
to the claim that polynomial qT
(j)
r (2r − j, q) has nonnegative coefficients for the
odd powers of q, and nonpositive coefficients for the even powers of q. Now for
qT
(j)
r (2r−j, q) the unimodality of q
r2−r
2
[
2r−j
r
]
q
implies that qr
2−r+1
[
2r−j
r
]
q2
(1−qj)
has nonnegative coefficients for the odd powers of q, up to q⌊
3r2−r−2rj+1
2 ⌋. By
expanding 11−q2r−j as a power series at q = 0, we can conclude that the coefficients
of the odd powers of q, up to q⌊
3r2−r−2rj+1
2 ⌋ in the polynomial qT
(j)
r (2r − j, q) are
nonnegative. Furthermore, we observe that the maximal degree dmax of q in the
polynomial qT
(j)
r (2r − j, q) is 3r2 − 3r − 2rj + 2j + 1 and the minimal degree dmin
of q in the polynomial qT
(j)
r (2r − j, q) is r2 − r + 1. Let ai be the coefficient of
qi in the polynomial qT
(j)
r (2r − j, q). Then from the reciprocity of the polynomial
qT
(j)
r (2r − j, q) we get ai = aj if j + i = dmax + dmin = 4r
2 − 2rj − 4r + 2j + 2.
That implies for i odd and ai ≥ 0, j is odd and aj ≥ 0. Therefore we can conclude
that the coefficients of all the odd powers of q in the polynomial qT
(j)
r (2r− j, q) are
nonnegative. That is equivalent to say that the coefficients of all the even powers
of q in the polynomial T
(j)
r (2r − j, q) are nonnegative. By expanding
1−qj
1−q2r−j at
q = 0, we have that the even powers of q in the polynomial qT
(j)
r (2r − j, q) come
from
−qj(1 + q4r−2j + q8r−4j + · · · )(1 − q2r−2j)qr
2−r+1
[
2r − j
r
]
q2
where −qr
2−r+1+j
[
2r−j
r
]
q2
(1 − q2r−2j) is a polynomial that has nonpositive coeffi-
cients for the even powers of q, up to q⌊
3r2−2rj−r+j+1
2 ⌋. Again from the reciprocity of
polynomial qT
(j)
r (2r− j, q), we conclude that the coefficients of all the even powers
of q in the polynomial qT
(j)
r (2r − j, q) are nonpositive. That is to say, the coeffi-
cients of all the odd powers of q in the polynomial T
(j)
r (2r− j,−q) are nonnegative.
Now it remains to prove (6.1). By similar techniques as used to prove (1.7), we
consider the partitions counted by qn+j
[
2n+j−1
n−1
]
q
and let gn,k(q
n+j
[
2n+j−1
n−1
]
q
) count
the partitions λ with λ1 ≤ n and ℓ(λ) = n+j such that there are exactly k different
parts with repetition. By following the same techniques used in the proof of (1.7)
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of Section 5, see the proof of (5.4), we can derive the identity
qn+j
[
2n+ j − 1
n− 1
]
q
=
n∑
r=1
(−1)r−1qr
2+r
[
n
r
]
q2
qn+j−2r
[
2n+ j − 2r − 1
n− 1
]
q
,
which is equivalent to (6.1). 
7. Conjecture
Here we conjecture that if n is odd, then for m ≥ n ≥ 1 the polynomial (1 +
qn)
[
m
n−1
]
q
is unimodal. If n is even, then for any even j 6= 0 and m ≥ n ≥ 1, the
polynomial (1 + qn)[j]q
[
m
n−1
]
q
is unimodal. This, in combination of (6.3), implies
that Tr(n, q) is a positive polynomial for odd n and n ≥ 2r+1, and T
(j)
r (n, q) given
in (6.2) is a positive polynomial for n ≥ 2r − j + 1.
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