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ABSTRACT
With the trend towards parallel processing in computing, interest is devel-
oping in enabling workloads to be done at faster speeds to enable new usage
models. SIFT is an algorithm for image detection and can be used for a vari-
ety of purposes. It collects key-point features that are invariant to changes in
lighting, orientation and affine transforms. We ported the SIFT algorithm to
the many-core architecture Rigel and studied the amount of speedup that can
be gained by parallelizing the algorithm. Our results showed the algorithm
to provide a speedup of 75x when parallelized over 128 cores.
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CHAPTER 1
INTRODUCTION
With Moore’s law holding true for nearly four decades the number of transis-
tors on a chip has increased exponentially. Efficient use of these extra tran-
sistors has been a problem the computer architecture community has been
working on. After receiving diminishing returns from exploiting instruction-
level parallelism there has been growing interest in parallel processing, which
shifts some of the burden of improving performance to the programmer while
saving die size and power. Right now many parallel processors are available
with CPUs representing a small number of fast cores and GPUs representing
a large number of slow cores. Rigel [1, 2] is an implementation of a many-
core architecture that uses many small cores grouped in clusters to perform
computationally intensive tasks.
Scale-Invariant Feature Transform (SIFT) is an image detection algorithm
that gathers features in an image independent of its orientation, brightness
and affine transformations [3]. These features can be used for facial or object
recognition, image stitching, robotic mapping and navigation etc.
The SIFT algorithm is computationally intensive and very data parallel.
To exploit this parallelism we implemented the SIFT feature collection algo-
rithm on Rigel and explored the issues with parallelizing an application to
Rigel. We discuss the effects of design decisions on the performance of target
applications.
Chapter 2 describes the Rigel architecture and programming model. Chap-
ter 3 describes the SIFT algorithm and its various steps. Chapter 5 describes
various observations about the algorithm including the opportunities for ex-
ploiting parallelism and the dependency structure along with the computa-
tion time for each section. Chapter 6 describes the final implementation used
and the results from it, and it also describes some of the other experiments
tried and the behavior observed. Chapter 7 sums up our results and describes
the conclusions and avenues for future work.
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CHAPTER 2
RIGEL
Rigel is a many core architecture providing scalability to 1000 cores using
an SPMD execution model with a conventional memory hierarchy. Rigel is
targeted towards visual computing applications that provide a high-level of
parallelism but are not amenable to parallelization through GPUs and other
highly parallel architecture that heavily rely on exploiting SIMD parallelism
[4].
Each core in Rigel is a dual-issue in-order area optimized core. Each core
executes 32-bit RISC instructions with 32 general purpose registers and a
pipelined single-precision floating point unit. The cores in Rigel are arranged
in clusters of eight cores. Each cluster shares a cluster cache, and local
memory accesses are coherent within the cluster. To share data across a
cluster, software must flush the data from the local caches. On a miss in the
local cache data is obtained from a global cache or from memory. The Rigel
ISA allows global accesses that bypass the local cluster cache and obtain data
straight from the cluster cache. However, global accesses are higher latency
and use expensive global access bandwidth.
Synchronization in Rigel is provided by instructions providing atomic prim-
itive at either the local cache level for cluster-level synchronization or the
global cache level, and by barrier instructions.
The cores in Rigel do not execute vector operation and are not in lockstep.
This gives the freedom to have different code executing on different cores even
within the same cluster, allowing the Rigel architecture to exploit parallelism
in divergent code blocks. This benefit comes at the of cost extra decode and
instruction fetch logic [5].
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CHAPTER 3
THE SIFT ALGORITHM
The SIFT feature collection algorithm involves making a list of points that
are suitable candidates to be features. This list is the maxima and minima in
the difference of Gaussian convolutions done at various scales. The resulting
feature candidates are filtered for features that are too low in contrast or
are along edges because these are not useful in finding matches. After this a
descriptor is created for each feature entry that normalizes the contrast and
creates a key-point descriptor using a sample around the descriptor after
normalizing to a canonical orientation.
3.1 Difference of Gaussian Pyramid
The difference of Gaussian is chosen for its approximation to the scale nor-
malized Laplacian to the Gaussian. The image at a particular octave in the
pyramid is generated by taking a convolution of the previous image in the
octave. For an octave with s intervals we need to generate s+3 convolutions.
The convolved image is then down-sampled to get the starting image for the
next octave. The difference of Gaussian pyramid is generated by subtracting
the image obtained after a convolution from the previous image.
3.2 Local Extrema Detection
From the collected images the candidate features are selected as the maxima
and the minima of the difference of Gaussian images. At first each point is
compared against its eight neighbors in the same image, then against the
nine points in the neighboring images in that scale. These points are then
filtered to exclude unstable key-point candidates.
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At first low contrast points are removed by comparing against the neigh-
bors. Then points along edges are removed because the features found along
the edges are unstable. The points along the edges will have a large principal
curvature across the edge but a small one perpendicular to it. This can be
measured using the 2×2 Hessian matrix, H, described as:
H =
[
Dxx Dxy
Dxy Dyy
]
The derivatives are approximated using the difference of neighboring points.
The point is accepted if the ratio of the trace of the Hessian matrix to the de-
terminant of the Hessian matrix is less than a threshold. If r is the maximum
ratio between the principal curvatures accepted then we have the relation-
ship:
Tr(H)2
Det(H)
<
(r + 1)2
r
(3.1)
3.3 Orientation Assignment
A scale-invariant canonical orientation is used for the orientation. This
canonical orientation is based on the gradient of the surrounding pixels in the
image corresponding to the scale of the key-point. An orientation histogram
is created with 36 bins covering angles in the complete 360◦ range. The bins
in the histogram are incremented based on the magnitude of the gradient
measured in a Gaussian weighted circle around the key-point.
The highest peak in the histogram is chosen to be the orientation. If
there is any peak within 80% of the highest peak, it is also chosen as an
orientation by creating a new key-point descriptor at that point and scale.
Therefore, there may be multiple key-points with the same location and scale
but different orientations.
3.4 Local Image Descriptor
The local image descriptor consists of orientation histograms taken along sub-
regions neighboring the key-point location, similar to the histograms based
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on the magnitude and direction of the gradients used in determining the
canonical orientation. The gradient values are weighted by a Gaussian func-
tion centered on the key-point after rotating to the canonical orientation.
Trilinear interpolation is used to decrease the boundary effects when points
move from being in one histogram to the next.
5
CHAPTER 4
RELATED WORK
Reference [5] explores benchmarking and workload characterization for Rigel.
This includes some visual computing algorithms like facial detection along
with other algorithms. This thesis is a continuation of that work.
References [6] and [7] explore parallelizing SIFT to a multi-core system.
They parallelized to a multi-core system and discussed the issues encountered
and the performance bottlenecks. They also characterized the performance
for parallelizing to 32 core [6] and 64 core [7] CMP systems and the issues
involved in parallelizing the SIFT algorithm. Our work differs in our par-
allelizing the algorithm to a higher number of cores and using a different
architecture with different methods for coherency and synchronization.
References [8–11] implemented SIFT on GPU architectures. As mentioned,
Rigel is significantly different from GPU architectures and the effects of this
difference are shown by their experiments. References [8] and [10] did some
intensive calculations in GPU while some of the calculations that were not
amenable for GPUs were done in CPU, sacrificing parallelism and taking
an overhead for transferring data between CPU and GPU. References [9]
and [11] did all of their calcualtions in GPU. The results from [9] agreed
with our analysis that some parts of the SIFT algorithm are not amenable
for GPUs and start to create a bottleneck as more and more cores are added.
It should be noted that the computational time in the different phases
of the algorithm is dependent on the use-case. Some of the stages depend
on the size of the image and the number of levels to scale the image, while
others depend on the number of features present in the image, which vary
with each image. So the distribution in computational time depends on
both what image the algorithm is applied to and what information is needed
from that image. This makes the comparison with some of the related work
difficult.
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CHAPTER 5
COMPUTATIONAL CHARACTERISTICS
OF SIFT
Different phases of the SIFT algorithm require different computational power
and different setups. Most of the time is spent doing the convolutions and
creating the feature desriptor vectors. Following is an analysis of the different
parts of the algorithm, the computational characteristics and implementation
solutions. Table 5.1 shows the breakdown of computational time required for
the various portions in a single-threaded implementation in Rigel.
5.1 Gaussian Convolution
This is the most computationally intense part of the algorithm as shown in
Table 5.1. The control flow is simple and can easily be done with SIMD
processing. It involves, for each pixel in the destination image, creating the
convolution using kernels that vary from 11× 11 to 27× 27 pixels.
5.1.1 Loop Unrolling
As mentioned, because of the simple flow, loop unrolling is a very effective
optimization for Gaussian convolutions. The striding along the x-axis of the
convolution kernel was unrolled. The effect of loop unrolling was magnified
Table 5.1: Single-threaded computational time for each phase in SIFT
Cycles Percentage(%)
Convolution Pyramid 2433918647 63.28%
Difference Pyramid 37402638 0.97%
Scale Space Extrema 88612314 2.30%
Orientation 57705843 1.50%
Feature Descriptor 1228473285 31.94%
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because of the weakness of the branch predictor for Rigel that caused frequent
mispredicts. A factor in the amount of unrolling was the size of the kernel.
With larger amounts of unrolling the serialized portion is increased or more
tests are needed, which reduces benefits of higher amounts of unrolling.
All experiments, single-threaded or multi-threaded, were done with the
loop unrolled by four iterations because this provided the best performance.
5.1.2 Pyramid Structure
Each convolution is dependent on the previous, and each level of the pyramid
is dependent on the last interval of the previous level. The next level of
the pyramid is one quarter the size of the previous. In a single-threaded
implementation this means that the amount of work done on the higher
levels of the pyramid is a small fraction of the first level, but in a parallel
implementation it becomes a problem because with the smaller images the
amount easily parallelizable work is limited.
Table 5.2 shows the cycle counts for the convolutions in each level and
interval. We can see the difference in the computation time for the various
levels and intervals. On the very small kernels the behavior is not as expected
because along the borders (half the size of the kernel) a normal convolution
was not performed; instead the data was simply copied.
5.1.3 Spatial Locality
When convolving around a point, all the neighboring points in a square
centered on the point are used. The size of the square depends on the sigma.
With the parameters chosen for our calculations this varied from 11× 11 or
121 neighboring points to 27 × 27 or 729 neighboring points. This spatial
locality presents an opportunity to optimize the memory accesses to more
efficeintly use the bandwidth.
An effort was made to exploit some of this spatial locality but no real
gain was seen. Attempts were made for both multi-threaded and single-
threaded instances. No gain was seen in the single-threaded case. In the
multi-threaded case, initial results were promising. A performance degrada-
tion was seen in the extra synchronization when using a single cluster, but
8
Table 5.2: The computation time for each convolution
Level Image Size Kernel Size Cycles Percentage Level Percentage
1 256×256
11×11 186800145 7.69%
80.00%
13×13 208826954 8.60%
17×17 321938972 13.26%
21×21 463327880 19.08%
27×27 762054283 31.38%
2 128×128
11×11 44885027 1.85%
16.90%
13×13 47274535 1.95%
17×17 71063548 2.93%
21×21 97155021 4.00%
27×27 150036047 6.18%
3 64×64
11×11 9039827 0.37%
2.83%
13×13 9389055 0.39%
17×17 12938036 0.53%
21×21 16018201 0.66%
27×27 21366713 0.88%
4 32×32
11×11 1516889 0.06%
0.25%
13×13 1408767 0.06%
17×17 1464007 0.06%
21×21 1224341 0.05%
27×27 574591 0.02%
5 16×16
11×11 122054 0.01%
0.01%
13×13 67121 0.00%
17×17 12518 0.00%
21×21 12487 0.00%
27×27 12512 0.00%
6 8×8
11×11 4118 0.00%
0.00%
13×13 3884 0.00%
17×17 3826 0.00%
21×21 3835 0.00%
27×27 3852 0.00%
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as the number of clusters was increased to four, a performance improvement
of around 20% was seen. However, this was with dividing the image into
sections of 32 × 32 pixels; when breaking the image down into smaller sec-
tions most of this gain disappeared. This was attributed to the large sections
causing thrashing between the different cores sharing the same cluster cache.
The problem scaled nicely when using smaller sections, even as small as 4×4
pixels.
5.1.4 Correctness on Edges
The branch predictor logic used in Rigel is very lightweight, only supporting a
one-entry BTB. Because of this the inner loop should have no branches in it.
A naive implementation of a convolution checks if the pixel being read crosses
the boundary and uses a corresponding rule which in our case was clamping
at the edges. But because of the lightweight branch prediction on Rigel, the
performance hit was too significant. Instead the code was restructured to
perform the operations in the part of the image ignoring the edges, and the
edges are handled separately.
The performance hit can be mitigated by adding predicated execution
instructions to the Rigel ISA, like a select instruction, that chooses between
source registers A and B depending on the condition codes and puts the
selected register into the destination.
In our experiments, instead of performing a proper convolution along the
edges, we performed a copy operation. This was to keep this limitation from
studying the more general behavior of the algorithm.
5.2 Difference Pyramid
The difference pyramid is not a computationally demanding part of the al-
gorithm. The only concern with it is the effect on cache pollution and mem-
ory bandwidth because it has only one data processing operation for three
memory operations and there is no reuse of the data. For this and ease of
implementation, the difference pyramid and convolution tasks were merged.
After completing the convolution for each task the sources for each differ-
ence operation are already present in the caches and the difference can be
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computed easily.
5.3 Feature Detection
This step yields the location of the features and their scale and orientation.
Detection of the features is more interesting than a convolution in terms of
control flow. This code is not easily vectorizable and may have a higher cost
because the control flow depends on the data. Furthermore, a lot of filtering
needs to be done on the scale space extrema, causing the latencies for various
pixels to vary a lot. This would make it harder to efficiently vectorize code.
The following checks are applied before deciding to use a point as a feature:
1. Filtering on contrast
2. Detecting maxima and minima
3. Filtering on edges
4. Calculate feature scale and orientation
If the feature fails any check the subsequent checks are not performed.
Table 5.3 shows a histogram for the amount of time taken to perform all
these operations on different pixels. The table shows how, because of scale
and orientation calculations, the few points consisting of actual features take
almost as many cycles as the rejected features. This variation in the control
flow shows why it is hard to vectorize this code on a pixel granularity.
The image being used in this experiment had 71 features. Table 5.3 shows
how these entries are represented in the largest bin and consume a significant
amount of the time. This agrees with what was seen in Table 5.1 in the
Table 5.3: Histogram of distribution of latency for different pixels
Cycle Range Count Cycles Average Cycles
0 - 200 181933 25452440 140
200 - 2000 79708 62578005 785
2000 - 20000 151 1085703 7190
20000 - 200000 26 653044 25117
200000 - MAX 70 60883706 869767
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amount of time spent detecting the features and determining the orientation.
Most of the points are discarded when detecting the maxima with a few points
discarded in the later checks.
It should be noted that even though Rigel offers advantages over a vectored
processor, the huge disparity in processing time for some of the pixels still
causes load balancing issues.
5.3.1 Detecting Maxima and Minima
Each point is compared against its eight neighbors in the current level and
the nine neighbors in the next and previous level. It can be very effectively
parallelized by splitting the images across all the levels into sections operated
on by a single core. Within each section of an image the task can be vec-
torized, but not efficiently. Multiple comparisons against neighbors can be
done concurrently or multiple points can be compared against their respec-
tive neighbors. In either case some extra work will be done because for each
point we are looking for the first element that shows it is not a maximum or
minimum.
5.3.2 Filtering Contrast and Edges
This step involves simple comparisons and does not have high overhead over
the other steps. The calculations for filtering the edges are not that hard
and apply to only a small fraction of the pixels.
5.3.3 Feature Scale and Orientation
The feature scale is another simple calculation, but calculating the orienta-
tion is the most computationally intensive part of identifying the features.
5.4 Feature Descriptor
Calculating the descriptor vector is a significant computational task. In this
stage multiple histograms centered around the origin of the descriptor are
generated. The following opportunities for parallelism are available:
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Figure 5.1: Figure demonstrating why the points in a circle of diameter√
2× d× n need to be scanned when populating the histogram.
1. Between different features.
2. Between histograms within the same feature.
3. Between points contributing to the histogram.
The calculations for a feature descriptor are affected by both the orien-
tation and scale of the image. To remove boundary conditions the points
covered by the histogram are adjusted by the scale of the feature relative to
the image used to obtain the feature descriptor. The feature histograms have
to be oriented with the canonical orientation of the feature.
The first level of parallelism to exploit in the feature descriptors is that
each feature is independent of other features. The problem is that there
are very few features in an image compared to the size of an image, so the
problem must be parallelized further.
When calculating the descriptor histogram it should be observed that both
the scale and orientation of the feature are according to a canonical scale and
orientation and are not compliant with the data structures used for storing
the image. The pixels scanned for the histogram vary both with the scale
and the orientation. The orientation especially has an impact because it
requires scanning a larger area to check which pixels fall within the range
of the histograms. Figure 5.1 shows how the pixels associated with the bins
vary with the orientation but are always within the same circumscribing
circle. The implementation of the SIFT algorithm that we expanded for this
13
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Figure 5.2: Histogram showing how different descriptor histograms require
different times to calculate. The X-axis is the number of cycles for the bin
and the two Y-axes show the number of features falling into that bin and
how much of the total compute time is represented by that bin.
experiment always scanned the pixels in the square forming the bounding
box for this circle. This was maintained in our implementation.
A single pixel contributes to up to four histograms. This is because of
the trilinear interpolation mentioned in section 3.4. For each of those four
histograms the pixel may contribute to up to two orientation bins, so each
pixel may contribute in up to eight bins. When parallelizing the algorithm,
consideration must be put on how the work for looking at pixels and for the
work for each histogram must be split in order to require a minimum amount
of communication.
Figure 5.2 shows the time taken to calculate the histogram in the feature
descriptor, the number of features, and the number of histograms that fall
in that bin. The average time taken to compute a histogram was around 1
million cycles. But we see most of the calculations for the histogram take
somewhere between 500,000 to 2 million cycles. This hints at some load
balancing but should not affect Rigel because the threads in Rigel are not
forced to work in lockstep; the difference is not that significant and there is
a high number of feature histograms in the more time-consuming sections.
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5.5 Dependency Graph
Figure 5.3 shows the dependency graph for the SIFT algorithm. As men-
tioned before, the work to be done as the scale is increased is continuously
decreasing when building the Gaussian pyramid. However, some pending
tasks are not dependent on completing the pyramid and are ready to run if
we track the dependence chains. But creating a complete dependence chain
has problems. Each task in a given interval of Gaussian smoothing depends
on several other tasks from the previous level. This requires a significant
amount of communication.
An interesting part of the dependence relationship is there are two sepa-
rate planes in which the work is partitioned. Until the detection of features
stage all work done is identical for different test images and it is known im-
mediately how to partition the work. On the other hand, determining the
scale, orientation and the descriptor vector is based on the test image, and
the tasks detecting the features must spawn the required tasks. The Rigel
Task Model has deprecated this kind of usage of the task queues, while this
use case is important to the SIFT algorithm. We had some problems in using
the Rigel Task Model libraries in this case and could only try these scenarios
with custom libraries.
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Figure 5.3: The dependency graph for the SIFT algorithm.
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CHAPTER 6
PARALLEL IMPLEMENTATION
Our final implementation was divided into a first phase in which the the
Gaussian and difference of Gaussian pyramids are made. Then the location
of the features is determined along with their scale and orientation. Finally
the descriptor histogram is populated in the final stage.
6.1 Building Gaussian and Difference Pyramids
As mentioned, the pyramids calculation can be heavily parallelized. The con-
volution is the most computationally intensive part of the algorithm. Several
different implementations of convolutions were attempted.
6.1.1 Flat Mapped
The image is completely divided by cores. Each core works on its part of the
image. It has very little overhead, and since the work done on each section
is nearly identical there is very little synchronization overhead. Another
advantage is that it is easier to maintain spatial locality with flat mapping.
One of the disadvantages is that the partitioning of the image into sections
is not determined dynamically, so if some of the cores get done before other
cores, then there is no way to correct that. Therefore this implementation
may suffer from load balancing issues, although a Gaussian convolution is
fairly well balanced, so this is not a significant issue.
6.1.2 Independent Tasks
This is the implementation using the default Rigel Task Model library. It
executes all the tasks independently. This was the final implementation used
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in the algorithm. The results using RTM are in Table 6.1.
The table shows the various problems expected from the pyramid struc-
ture. For the most compute intensive images the speedup is up to 90x with
128 cores. At the higher levels the speedup decreases sharply, but can be
increased a bit more by exploiting more parallelism.
The table also shows the amount of time spent on each of the convolutions.
Increasing the performance of these higher levels is not important, although
the techniques can be used to improve performance when scaling becomes
an issue with more processing cores. This is because very little of the time
is actually spent on these higher levels. Instead most of the time is spent
at the lowest level of the pyramid. In fact the bottom two levels represent
>85% of the running time. This is reflected by how the overall speedup of
75x is similar to the speedup seen at the lower levels of the pyramid.
The Rigel Task Model requires the implementation to be blocking and
disallows adding different tasks to a queue currently being popped from.
This places limitations on starting other work while in the higher levels of
the pyramid. But, as was seen, adding in other tasks is difficult. On the
positive side the Rigel Task Model is heavily optimized assembly and adds
very little synchronization overhead. So it can be used while partitioning the
image into very small sections.
6.1.3 Clustered Tasks
A custom library was made for synchronizing the cores in the same cluster
to work on neighboring regions. Each task is shared between all the cores
in the cluster. The cores in the cluster split up the task among themselves
based on their core number, similar to how the work is broken down among
the different cores in the flat mapped case. A core cannot start on a new task
unless all the cores in the cluster have started working on the previous task.
The library, however, is non-blocking so it does allow an implementation to
perform other work while waiting for other cores to catch up.
This library is not as optimized as the default Rigel Task Model. It uses
spin-locks for synchronization and the queues require a lot of global commu-
nication, so it suffers from a higher overhead. Another problem that becomes
apparent with a very small cluster size is the number of write conflicts on
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Table 6.1: The computation time with different numbers of clusters using
independent tasks
Level
1 Cluster 8 Clusters 16 Clusters
Percentage Speedup Percentage Speedup Percentage Speedup
1
8.23% 5.35 8.23% 40.67 7.69% 75.56
8.15% 6.15 8.15% 45.88 7.27% 89.34
11.98% 6.39 11.98% 48.15 11.11% 90.08
16.18% 6.70 16.18% 51.29 15.78% 91.31
28.19% 6.44 28.19% 48.42 26.32% 90.03
2
2.10% 5.55 2.11% 38.04 1.84% 75.77
2.00% 6.12 2.23% 37.99 1.82% 80.70
2.90% 6.36 3.20% 39.80 2.79% 79.30
3.80% 6.63 4.28% 40.63 3.95% 76.49
6.10% 6.38 7.22% 37.23 7.12% 65.52
3
0.45% 5.15 0.53% 30.34 0.93% 30.32
0.42% 5.82 0.53% 31.88 0.92% 31.86
0.58% 5.76 0.80% 28.79 1.40% 28.79
0.68% 6.13 1.14% 25.18 1.98% 25.18
0.87% 6.37 2.05% 18.65 3.56% 18.65
4
0.11% 3.70 0.53% 5.11 0.92% 5.11
0.10% 3.80 0.53% 4.80 0.91% 4.80
0.12% 3.22 0.80% 3.27 1.39% 3.27
0.10% 3.32 0.65% 3.39 1.13% 3.38
0.05% 3.18 0.31% 3.34 0.53% 3.34
5
0.01% 2.38 0.09% 2.37 0.16% 2.36
0.01% 2.34 0.05% 2.31 0.09% 2.30
0.00% 0.95 0.02% 0.96 0.04% 0.96
0.00% 0.87 0.03% 0.84 0.05% 0.86
0.00% 0.82 0.03% 0.83 0.05% 0.82
6
0.00% 0.29 0.03% 0.29 0.04% 0.29
0.00% 0.25 0.03% 0.25 0.05% 0.25
0.00% 0.23 0.03% 0.23 0.05% 0.23
0.00% 0.25 0.03% 0.25 0.05% 0.25
0.00% 0.22 0.03% 0.22 0.06% 0.21
Total 100% 6.30 100% 43.50 100% 75.52
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the same cache line between different cores in the cluster. Because of these
factors the performance of this library was impressive with large enough par-
titions of the image but was insufficient when the size of image sections were
reduced to an appropriate size.
6.1.4 Dependency Tracking
An infrastructure was designed to support registering of dependencies and
signalling of the tasks when the dependencies are met. This was a general
framework for handling tasks with special support for handling the depen-
dencies related to an image. The goal was to make a framework similar to
Cilk [12].
As mentioned in Section 5.5 the dependency tree is very complicated for
certain tasks like building the Gaussian pyramid. This requires a lot of
communication and synchronization. The synchronization needed locking
primitives that are unnatural to an architecture without strict memory co-
herence, which added to the cost. The expense of maintaining the complete
dependency information was too high compared to the speedup and so this
framework was dropped from the SIFT implementation. However, there may
be problems in which the variation of tasks is high enough to justify this cost.
6.2 Feature Detection
This phase of the calculation included both scanning the DoG pyramid for
extrema and finding the orientation of the discovered features. Section 5.3
describes how the computational structure may cause load balancing issues.
However, Table 5.1 shows that this stage constitutes a small portion of the to-
tal computation time, so a slowdown in this stage will not have as significant
an effect on overall performance.
The implementation split all the images in the DoG pyramid into sections
of 16 × 16 pixels. Table 6.2 shows the results of parallelizing the descriptor
detection and orientation assignment stage of SIFT. We initially see that the
overhead of parallelization is reasonable as shown by the efficiency column,
but the overhead increases sharply.
The increase in overhead can be attributed to load balancing issues. On
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tracking when individual cores are done, we see the first core to finish takes
11.7 million cycles while the last core to finish takes 34.2 million cycles. This
is an almost 3x difference between the earliest completing thread and the
last completing thread. This is because the orientation calculation part of
the algorithm takes significantly longer than the other steps in detecting
features. It may be possible to scale the problem further by parallelizing the
orientation calculation for each feature.
6.3 Feature Descriptor
The most efficient implementation of the feature descriptor goes over the
points in a circle of diameter
√
2 × d × n where d is the distance between
consecutive bins and n is the number of bins along one axis in the feature.
We need to use a circle because the histograms are rotated by the canonical
orientation. In our implementation, to make sure the circle gets covered,
we simply cover the square defined by the points on the image that circum-
scribes the circle. Each of these points can contribute to 4 histograms and 8
histogram entries for the two closest orientations. Without a floating point
atomic increment instruction, this causes a critical section in the code.
Table 6.3 shows the speedup achieved with the various configurations and
techniques tried during our experiments.
6.3.1 Separation by Histogram
We can eliminate the critical section from the parallel implementation by
completely separating each histogram. The points for a histogram are up to
a distance of d × √2. This requires scanning the nearby points for each of
the histograms separately and causes repetition. When comparing the two
Table 6.2: Speedup on parallelizing feature detection and orientation
Cores Cycles Speedup Efficiency (%)
1 146318157 1 100%
8 20698966 7.07 88%
64 3885311 37.65 59%
128 3197083 45.77 36%
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Table 6.3: Speedup on parallelizing feature descriptor
Parallelization Method
1 Cluster 8 Cluster 16 Cluster
Speedup Efficiency(%) Speedup Efficiency(%) Speedup Efficiency(%)
Split by bin, clustered 7.60 95% 52.72 82% 73.58 57%
Split by bin, independent 7.88 98% 56.89 89% 82.77 65%
Split by pixel, synchronization 5.35 67% 35.72 56% 60.39 47%
Split by pixel, no synchronization 4.86 61% 32.73 51% 56.74 44%
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Figure 6.1: Comparison of the pixels scanned in the default implementation
against when the problem is separated by histograms. Each of the small
circles on the right represents the pixels that need to be checked to lie
within the corresponding histogram.
implementations in a single-threaded version, we observed an overhead of
23% for handling each histogram individually (1.5 billion cycles) compared
to picking a point on the image and incrementing all the corresponding his-
tograms (1.2 billion cycles). Figure 6.1 shows the overlap between the pixels
examined for each histogram and the repetition of work when splitting the
problem in this way.
Two implementations were tried: an implementation that had an indepen-
dent thread working on each histogram and a clustered implementation that
split all the histograms for a feature over a cluster. The results from these
runs are in Table 6.3.
One thing to note is that, with the average time to work on a histogram
being a million cycles, there is still an opportunity to parallelize the histogram
calculation further if trying to scale to a higher number of cores.
6.3.2 Separation by Pixels
We also made an implementation that split the sections of the pixels to be
scanned into tasks. This required synchronization on the critical sections.
Since Rigel only provides coherence at the cluster level, this method was
only attempted with splitting a feature into the same cluster. One of the
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problems with this implementation was that cluster-level synchronization
primitives are not implemented in the simulator, so we could not perform the
most appropriate experiments. The experiments performed included using
global spin-locks and not using any synchronization for an upper-bound.
6.4 Overall Results
The overall speedup was 75x using 128 cores (16 clusters), matching the
speedup seen for the more computationally intensive stages of calculating
the Gaussian pyramid and the descriptor vector. Table 6.4 shows the overall
results.
Table 6.4: Overall speedup
Cores Speedup Efficiency (%)
1 1 100%
8 6.77 85%
64 48.77 73%
128 75.77 59%
Table 6.5 illustrates the amount of time spent in each of the stages of
the algorithm with the different numbers of cores. As seen in Table 6.2
the efficiency drops significantly with a high number of cores in the feature
detection stage, but this constitutes a small amount of time for the execution
of the algorithm and it does not have a big impact on the overall performance
and run-time.
Table 6.5: Percentage of time in each stage
Cores Pyramids Detection Descriptor
1 64% 4% 32%
8 69% 4% 28%
64 69% 5% 27%
128 64% 6% 30%
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CHAPTER 7
CONCLUSIONS
7.1 Future Work
A few avenues explored did not lead to interesting results. We feel there are
opportunities to exploit these avenues and more experiments are needed.
The first is trying to improve load balancing by keeping track of depen-
dencies and triggering tasks as the dependencies for them are met. We think
our approach was too aggressive and we needed to try an intermediate ap-
proach. Instead of trying to track dependencies on an individual task basis,
dependencies should be tracked on the basis of the image. The tasks used
with 4 × 4 pixels in the case of the largest kernel size correspond to being
dependent on 81 tasks in the previous level. Maintaining the information of
so many dependencies was expensive. For example there were repeated calls
to malloc, and several thousand locks were needed to maintain the pending
dependencies for each task.
Secondly, the implementation tried for having a cluster work on the same
task was not good in handling load balancing. It assigned the same task
to each cluster until every core had started working on it and the work was
divided between the cores statically instead of dynamically. This is very bad
for load balancing. But it was written with the expectation that while a core
is busy it will start executing other pending tasks for which the dependencies
were met. It would be interesting to see the effect of modifying the library
to group tasks with spatial locality together and return them to a cluster on
an as-needed basis.
Furthermore, experiments are needed to see the effects of adding predi-
cated execution instructions and improving the branch prediction. If these
features can be implemented with a minimum area cost, it may be possible
to get significant performance gains from them in certain structures like the
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Gaussian convolution.
7.2 Conclusions
The SIFT algorithm can be sped up significantly through parallelization.
We showed a speedup of 75x using 128 cores. However we also saw the
performance benefits taper off at these levels and found it hard to efficiently
exploit any more parallelism efficiently. We saw the detection of features
start to taper off and need to exploit more parallelism when calculating the
canonical orientation to get more gains. Any further gains in the Gaussian
convolution would have required splitting the tasks further to a level where
we did not observe significant performance improvement (a 25% speedup
when reducing task size to 2× 2) . The problem has inherent load balancing
issues that need to be resolved that make it harder to parallelize the problem
further. This is seen in the pyramid structure, and the small amount of
parallelism available for determining the orientation. Significantly increasing
the number of cores would require larger images with more features to be
able to fully exploit the number of extra cores.
On the other hand we saw that certain parts of the algorithm are not
amenable to a SIMD division like in GPUs. To get an idea of this, assume
we have a 16 core, 8 way SIMD machine giving us the same number of ex-
ecution units as our 16 cluster configuration. If we implement the feature
detection and orientation calculation algorithm in a way that we can par-
allelize it perfectly over the 16 cores but are unable to get any advantage
of using vector processing, we see the fraction of time dedicated to feature
detection and orientation calculation jump from 6% to 16% and we see the
overall performance drop from 75x to 67x. This would make the part of
the algorithm most responsible for creating a bottle-neck almost three times
more important for speeding up when trying to parallelize the problem.
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