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LAURENT SERIES OF HOLOMORPHIC FUNCTIONS SMOOTH UP
TO THE BOUNDARY
ANIRBAN DAWN
Abstract. It is shown that the Laurent series of a holomorphic function smooth up to
the boundary on a Reinhardt domain in Cn converges unconditionally to the function in
the Fréchet topology of the space of functions smooth up to the boundary.
1. introduction
Let Ω ⊂ Cn be a domain i.e. Ω is an open and connected subset of Cn. Denote by
A∞(Ω) the space of holomorphic functions smooth up to the boundary of Ω, i.e. the space
of holomorphic functions whose derivatives of all orders can be extended continuously up
to the boundary. For a sequence of functions {fj} ⊂ A
∞(Ω), fj → f in A∞(Ω) means that
for every compact subset K ⊂ Ω, fj → f uniformly on K along with all partial derivatives.
In particular, if Ω is bounded, then fj → f in A
∞(Ω) means that fj → f uniformly on Ω
along with all partial derivatives.
Recall that a domain Ω ⊂ Cn is called a Reinhardt domain if for z = (z1, · · · , zn) ∈
Ω, one has (λ1z1, · · · , λnzn) ∈ Ω, where |λj| = 1 for j = 1, 2, · · · , n. For a detailed
expository of Reinhardt domains, see [6]. Let Ω be a Reinhardt domain and f ∈ O(Ω),
the space of holomorphic functions on Ω. It is well known that f admits a unique Laurent
series expansion which converges absolutely and uniformly on compact subsets of Ω to the
function f , i.e. the Laurent series of f converges to f in the Fréchet topology of O(Ω) (cf.
[9, p. 46]). The focus of this paper is to prove a result similar to this, for the space A∞(Ω).
Theorem 1.1. Let Ω be a Reinhardt domain in Cn and f ∈ A∞(Ω). Then the Laurent
series of f converges unconditionally to the function f in the topology of A∞(Ω).
We say a formal series
∑
α∈Γ xα, where Γ is a countable index set, in a locally convex
topological vector space (LCTVS) X is unconditionally convergent if for every bijection
σ : N := {0, 1, 2, · · · } → Γ, the series
∑∞
j=0 xσ(j) converges in the topology of X (cf. [7, p.
9]).
Convergence results similar to Theorem 1.1 for other classical function spaces have been
proved. For 1 < p <∞, it is well known that the partial sums of the Taylor series of f in
Hp(D), the Hardy space on the unit disc in C, converges to f in the Hp(D) norm (cf. [4,
p. 104-110]). For the same range of p, convergence of partial sums of the Taylor series of f
in Ap(D), the space of holomorphic Lp functions on the unit disc, has been proved in [11].
For p = 1, the sequence of partial sums does not converge in H1(D) and A1(D) norms.
However, it has been shown in [8] that the sequence of partial sums of f ∈ H1(D) is norm
convergent in the weaker norm A1(D). A more general result can be found in [3] where it
is proved that for a bounded Reinhardt domain R in Cn, the “square partial sums” of the
Laurent series of f in Ap(R) converges to the function f in the Ap(R) norm. Notice that
for a general Reinhardt domain Ω, the convergence of the Laurent series in A∞(Ω) and
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O(Ω) is unconditional, which is not the case in Hp(D) or Ap(R).
Theorem 1.1 is interesting because of the intrinsic importance of the space A∞(Ω) in com-
plex analysis. For example, it is known that each smoothly bounded pseudoconvex domain
Ω is a so called A∞(Ω)-domain of holomorphy (see [1] and [5] for details). However, it is
also known that pseudoconvex domains with non-smooth boundaries may not be A∞(Ω)-
domain of holomorphy. This was first noticed for Hartogs triangle {z = (z1, z2) : |z1| <
|z2| < 1} ⊂ C
2 by Sibony (cf. [10]) and generalised recently by Chakrabarti to Reinhardt
domains in Cn with 0 as a boundary point (cf. [2]).
The paper is organised as follows. In Section 2.2 we define the notion of absolute conver-
gence of a series in A∞(Ω) and we prove that absolute convergence of a series in A∞(Ω)
implies unconditional convergence. In addition, we show that absolutely convergent series
in A∞(Ω) converges in the net of partial sums (see Section 2.2 for more details). At the
end we prove Theorem 1.1 in Section 4 by showing that the Laurent series of f ∈ A∞(Ω)
converges absolutely (and therefore unconditionally) in A∞(Ω) to the function f .
1.1. Acknowledgements. The author would like to thank Debraj Chakrabarti for his
valuable suggestions, encouragement and support to this work. The author is also grate-
ful to Department of Mathematics, Central Michigan University for providing research
assistantship during this work.
2. Preliminaries
2.1. The topology of A∞(Ω). Let Ω ⊂ Cn be a domain. We now describe the topology
of the space A∞(Ω), the space of holomorphic functions smooth up to the boundary of
Ω. First, assume Ω is bounded. Then A∞(Ω) =
⋂
k∈NA
k(Ω), where for every k ∈ N,
Ak(Ω) := Ck(Ω)
⋂
O(Ω) and Ck(Ω) denotes the space of k-times continuously differentiable
C-valued functions whose derivatives up to order k can be extended continuously up to the
boundary of Ω. The space A∞(Ω) is a Fréchet space and its Fréchet topology is generated
by the Ck-seminorms given by,
‖f‖k,Ω := sup
{
|Dαf(z)| : z ∈ Ω, [α] ≤ k
}
(2.1)
where k ranges over N, α = (α1, · · · , αn) ∈ N
n is a multi-index with length [α] =
∑n
j=1 αj,
and
Dαf =
∂[α]f
∂zα11 ...∂z
αn
n
. (2.2)
Recall that a collection of seminorms {pk : k ∈ Λ}, where Λ is an index set, generates the
topology of an LCTVS X if for every continuous seminorm p of X, there exists a finite
subset {k1, k2, · · · , kℓ} of Λ and a constant C > 0 such that
p(x) ≤ C · sup
1≤j≤ℓ
pkj(x) for all x ∈ X. (2.3)
Now, assume Ω is unbounded. For m ∈ N, let Ωm = Ω
⋂
Pm where Pm = {z : |zj| <
m for all j} is the polydisc of radius m. Then Ωm is bounded for each m and we write
Ω =
⋃∞
m=0 Ωm. The Fréchet topology of A
∞(Ω) is generated by the collection of seminorms
{‖f‖k,Ωm : k,m ∈ N}, where
‖f‖k,Ωm := sup
{
|Dαf(z)| : z ∈ Ωm, [α] ≤ k
}
. (2.4)
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Note that for a sequence of functions {fN} ⊂ A
∞(Ω), fN → f in A∞(Ω) as N → ∞ if
and only if fN → f in A
∞(Ωm) for every m ∈ N, as N →∞.
Now we describe another collection of seminorms that generates the same locally convex
topology of A∞(Ω), where Ω ⊂ Cn is bounded. For α ∈ Zn, we define
|α|∞ := max
{
|αj | , 1 ≤ j ≤ n
}
. (2.5)
For k ∈ N, define
A˜k(Ω) :=
{
f ∈ Ak(Ω) : Dα(f) ∈ A0(Ω) where |α|∞ ≤ k
}
, (2.6)
where α = (α1, · · · , αn) is a multi-index in N
n and Dα is defined in (2.2). Note that A˜k(Ω)
is a Banach space with the norm,
|||f |||k,Ω = sup
{
|Dαf(z)| : z ∈ Ω, |α|∞ ≤ k
}
. (2.7)
When n = 1, A˜k(Ω) coincides with Ak(Ω). Observe that for n ≥ 2, Ank(Ω) ( A˜k(Ω) (
Ak(Ω). Moreover, for each k ∈ N, the inclusion maps Ank(Ω)
i
→֒ A˜k(Ω)
i
→֒ Ak(Ω) are
bounded with norm 1. The next result is now immediate.
Lemma 2.1. For a bounded Ω ⊂ Cn, the collection of seminorms {|||·|||k,Ω : k ∈ N}
generates the same Fréchet topology of A∞(Ω) as the collection {‖·‖k,Ω : k ∈ N}, the
Ck-seminorms of Ω.
Proof. Let k ∈ N. Note that for every f ∈ A∞(Ω),
|||f |||k,Ω = sup
{
|Dαf(z)| : z ∈ Ω, |α|∞ ≤ k
}
= sup
{
|Dαf(z)| : z ∈ Ω, αj ≤ k for all j = 1, 2, · · · , n
}
≤ sup
{
|Dαf(z)| : z ∈ Ω, [α] ≤ nk
}
= ‖f‖nk,Ω .
Also observe that for every f ∈ A∞(Ω),
‖f‖k,Ω = sup
{
|Dαf(z)| : z ∈ Ω, [α] ≤ k
}
≤ sup
{
|Dαf(z)| : z ∈ Ω, αj ≤ k for all j = 1, 2, · · · , n
}
= sup
{
|Dαf(z)| : z ∈ Ω, |α|∞ ≤ k
}
= |||f |||k,Ω.

2.2. Absolute and unconditional convergence. A formal series
∑
α∈Γ xα in an LCTVS
X, where Γ is a countable index set, is said to be absolutely convergent if there exits a
bijection σ : N → Γ such that for every continuous seminorm p of X,
∑∞
j=0 p(xσ(j)) is
a convergent series of non-negative real numbers. Let P be a collection of continuous
seminorms that generates the topology of X. Then, to prove absolute convergence of the
series
∑
α∈Γ xα, it is sufficient to show that there exits a bijection σ : N→ Γ such that for
every p ∈ P, the series
∑∞
j=0 p(xσ(j)) <∞.
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Let (Γ,≥) be a directed set. A net (sα) in X is said to be a Cauchy net if for every ǫ > 0
and every continuous seminorm p of X, there exists γ ∈ Γ such that whenever α, β ≥ γ,
we have p(sα − sβ) < ǫ. The net (sα) converges to an element s ∈ X if for every ǫ > 0
and every continuous seminorm p of X, there exists γ ∈ Γ such that whenever α ≥ γ,
we have p(xα − x) < ǫ. The space X is said to be complete if every Cauchy net of X
converges. Note that replacing continuous seminorms by continuous generating seminorms
one can give equivalent definitions of Cauchy net and convergence in an LCTVS. The next
result shows that in a complete LCTVS, an absolutely convergent series is unconditionally
convergent.
Lemma 2.2. Let
∑
α∈Γ xα be an absolutely convergent series in a complete LCTVS X,
where Γ is a countable index set. Then the series converges unconditionally.
Proof. Let P be a collection of generating seminorms of X and p ∈ P. Since
∑
α∈Γ xα is
absolutely convergent, there exits a bijection σ : N→ Γ such that the series
∑∞
j=0 p(xσ(j))
converges. Let yj = xσ(j) and sk =
∑k
j=0 yj. Since
∑∞
j=0 p(yj) converges, for ǫ > 0 there
exists N0 ∈ N such that whenever m, ℓ ∈ N with m ≥ ℓ ≥ N0,
∑m
j=ℓ+1 p(yj) < ǫ. Therefore
for m ≥ ℓ ≥ N0,
p(sm − sℓ) = p
( m∑
j=ℓ+1
yj
)
≤
m∑
j=ℓ+1
p(yj) < ǫ. (2.8)
It follows from (2.8) that the net {sk} is Cauchy in a complete LCTVS X, with directed
set (N,≥), and therefore converges. Let sk → s as k →∞. In order to complete the proof,
it suffices to show that for every bijection τ : N → N, the series
∑∞
j=0 yτ(j) converges to
the same limit s. Let sτk =
∑k
j=0 yτ(j). We show s
τ
k → s as k → ∞. Choose u ∈ N
such that the set of integers {0, 1, 2, · · · , N0} is contained in the set {τ(0), τ(1), · · · , τ(u)}.
Then, if k > u, the elements y1, · · · , yN0 get cancelled in the difference sk − s
τ
k and we
have p(sk − s
τ
k) < ǫ by (2.8). This proves that the sequence {sk} and {s
τ
k} converges to
the same sum. So, sτk → s as k →∞. 
2.3. Convergence in the net of partial sums. Let Γ be a countable index set. Let
(F(Γ),⊂) be the directed set of all finite subsets of Γ with inclusion as its order. The net{(∑
α∈I xα
)
, I ∈ F(Γ)
}
is said to be the net of partial sums of the formal series
∑
α∈Γ xα in
an LCTVS X. Let P be a collection of continuous seminorms that generates the topology
of X. The net of partial sums of the series is said to be convergent if for every ǫ > 0 and
every p ∈ P, there exists I ∈ F(Γ), such that for all J ∈ F(Γ) with I ⊂ J , p(
∑
α/∈J xα) < ǫ.
The net of partial sums of the series is Cauchy if for every ǫ > 0 and p ∈ P there exists
I ∈ F(Γ) such that for all J,K ∈ F(Γ) with I ⊂ J and I ⊂ K,
p
(∑
α∈J
xα −
∑
α∈K
xα
)
< ǫ.
The next result shows that if a series is absolutely convergent in a complete LCTVS, then
the net of partial sums of the series is Cauchy, hence converges.
Lemma 2.3. Let
∑
α∈Γ xα be an absolutely convergent series in a complete LCTVS X,
where Γ is a countable index set. Then the net of partial sums of the series converges.
Proof. Let P be a collection of continuous seminorms that generates the topology of X and
p ∈ P. Since the series
∑
α∈Γ xα is absolutely convergent, there exists a bijection σ : N→ Γ
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such that the series of non-negative reals
∑∞
j=0 p(xσ(j)) converges. Let ǫ > 0. There exists
N ∈ N such that for all m,k ∈ N with m ≥ k > N0,
m∑
j=k
p(xσ(j)) < ǫ/2. (2.9)
Let (F(Γ),⊂) be the directed set of all finite subsets of Γ with inclusion as its order. Let
I = {σ(0), σ(1), · · · , σ(N0)}, then I ∈ F(Γ). Now, whenever J,K ∈ F(Γ) with I ⊂ J and
I ⊂ K,
p
(∑
α∈J
xα −
∑
α∈K
xα
)
≤ p
( ∑
α∈J\I
xα −
∑
α∈K\I
xα
)
≤ p
( ∑
α∈J\I
xα
)
+ p
( ∑
α∈K\I
xα
)
≤
∑
α∈J\I
p(xα) +
∑
α∈K\I
p(xα)
≤ ǫ/2 + ǫ/2 = ǫ, from (2.9).
This shows that the net of partial sums of the series
∑
α∈Γ xα is Cauchy. Since X is
complete, it is convergent. 
2.4. Covering a Reinhardt domain by polyannuli. Let Ω ⊂ Cn be a Reinhardt
domain. For 1 ≤ j ≤ n, let Aj ⊂ C
1 be either an annulus {r < |z| < R} or a disc
{|z| < R}, where 0 < r < R <∞. Let P =
∏n
j=1Aj . The set P is said to be a polyannulus
in Ω.
Lemma 2.4. Each Reinhardt domain in Cn is a union of polyannuli.
Proof. Let Ω ⊂ Cn be Reinhardt and let P be a polyannulus contained in Ω. Then⋃
P⊂Ω P ⊂ Ω. On the other hand let a ∈ Ω. Since Ω is open, there exists ρ > 0 such that
Bρ(a), the ball centered at a with radius ρ is contained in Ω. Denote by |Ω| the Reinhard
shadow of Ω, that is |Ω| :=
{
(|z1| , · · · , |zn|) : z ∈ Ω
}
. Let τ : Ω→ |Ω| be the map defined
by
τ(z) = (|z1| , ..., |zn|) for z ∈ Ω. (2.10)
Note that τ is an open map. Therefore τ(Bρ(a)) is an open subset of |Ω|. So, there exists
δ > 0 such that τ(a) ∈ ∆δ(a) ⊂ τ(Bρ(a)), where ∆δ(a) is the (open) n-cube in |Ω| with
sides δ centered at τ(a). Therefore a ∈ τ−1(∆δ(a)). Since Ω is Reinhardt, τ−1(∆δ(a)) is a
polyannulus in Ω. Consequently
⋃
P⊂Ω
P ⊃ Ω. 
3. Absolute convergence of Laurent series for a bounded domain
Let f =
∑
α∈Zn cαeα be the Laurent series expansion of f ∈ A
∞(Ω), where eα denotes
the Laurent monomial of exponent α : eα(z) = z
α = zα11 · · · z
αn
n . In this section our goal is
to prove the following result.
Theorem 3.1. Let Ω be a bounded Reinhardt domain in Cn and f ∈ A∞(Ω). Then the
Laurent series of f converges absolutely in the topology of A∞(Ω).
Recall that if Ω is bounded, the collection of seminorms {|||·|||k,Ω : k ∈ N} generates the
Fréchet topology of A∞(Ω), where for each k, the seminorm |||·|||k is as in (2.7). To prove
Theorem 3.1, we need to show that there exists a bijection σ : N→ Zn such that for every
k ∈ N,
∑∞
j=0
∣∣∣∣∣∣cσ(j)eσ(j)∣∣∣∣∣∣k,Ω <∞.
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The following proposition is the key to prove Theorem 3.1.
Proposition 3.1. Let P be a bounded polyannulus in Cn, that is P =
∏n
j=1Aj and for
each 1 ≤ j ≤ n, Aj ⊂ C
1 is either an annulus {z ∈ C1 : rj < |z| < Rj} or a disc
{z ∈ C1 : |z| < Rj} where 0 < rj < Rj <∞. For an integer ℓ, consider
µℓ =

1
ℓ(ℓ− 1)
if ℓ 6= 0, 1
1 if ℓ = 0, 1.
(3.1)
Let α = (α1, · · · , αn) ∈ Z
n, k ∈ N and Mα,k =
∏n
j=1 µαj−k. Suppose f =
∑
γ∈Zn cγeγ is
the Laurent series expansion of f ∈ A∞(P), where eγ is the monomial function of exponent
γ. Then
|||cαeα|||k,P ≤Mα,k ·
n∏
j=1
(1 +Rj +R
2
j )
2 |||f |||k+2,P . (3.2)
where Rj’s are as above and |||·|||k,P is as in (2.7).
The following simple result is used in the proof of Proposition 3.1.
Lemma 3.1. Let Ω ⊂ C be a domain and g ∈ A∞(Ω). Then
∂2g
∂θ2
= −
(
z
∂g
∂z
+ z2
∂2g
∂z2
)
(3.3)
on Ω \ {0}; where z = reiθ is the natural coordinate on C.
Proof. Since g ∈ A∞(Ω), we need to prove (3.3) at a point z ∈ Ω \ {0}. Since g is
holomorphic at z, the derivative g′(z) = ∂g∂z (z) can be computed as a directional derivative
in the direction perpendicular to the ray from 0 to z. Therefore with z = reiθ,
∂g
∂z
(z) = lim
φ→θ
g(reiφ)− g(reiθ)
reiφ − reiθ
=
1
r
lim
φ→θ
g(reiφ)− g(reiθ)
φ− θ
eiφ − eiθ
φ− θ
=
1
r
·
∂g
∂θ
(z) ·
1
ieiθ
=
1
iz
∂g
∂θ
(z). (3.4)
This shows ∂g∂θ = iz
∂g
∂z . Differentiating once more with respect to θ,
∂2g
∂θ2
= i2reiθ
∂g
∂z
+ iz
∂2g
∂z2
ireiθ = −
(
z
∂g
∂z
+ z2
∂2g
∂z2
)
. (3.5)

Proof of Proposition 3.1. Let Z = {z ∈ Cn : zj = 0 for some j}. If z ∈ Z
⋂
P, the result
is trivial since the left hand side of (3.2) is identically 0. If z ∈ P \ Z, one can write the
coefficient cα = cα(f) ∈ C of the Laurent series of f using Cauchy formula:
cα =
1
(2πi)n
∫
|ζ1|=|z1|
· · ·
∫
|ζn|=|zn|
f(ζ)
ζα
dζn
ζn
· · ·
dζ1
ζ1
(3.6)
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Note that if Aj is a disc for some j, then cα = 0 whenever αj < 0. Fix some multi-index
notations: zα = zα11 · · · z
αn
n and z · e
iθ = (z1e
iθ1 , · · · , zne
iθn). Parametrize the contours in
(3.6) by ζj = zje
iθj for every j to get
cα =
1
(2π)n
∫ 2π
θ1=0
· · ·
∫ 2π
θn=0
f(z · eiθ)
zα exp(i(α1θ1 + · · ·+ αnθn))
dθn · · · dθ1. (3.7)
We want to bound cαz
α in the |||·|||k,P seminorms.
First consider the case k = 0. Introduce multi-index β ∈ Zn (depending on α) as
βj =
{
2 if αj 6= 0, 1
0 if αj = 0, 1.
We claim that
cαz
α =
zβ
(2π)n
∫ 2π
θ1=0
· · ·
∫ 2π
θn=0
( n∏
j=1
U(αj , θj)
)
∂|β|f
∂θβ11 · · · ∂θ
βn
n
(z · eiθ) dθn · · · dθ1, (3.8)
where, for each 1 ≤ j ≤ n
U(αj , θj) =

e−i(αj−2)θj
αj(αj − 1)
if αj 6= 0, 1
e−iαjθj if αj = 0, 1.
To prove (3.8), let us write (3.7) as
cαz
α =
1
(2π)n
2π∫
θ1=0
· · ·
( 2π∫
θn=0
f(z1e
iθ1 , · · · , zne
iθn)
exp(iαnθn)
dθn
)
dθn−1 · · · dθ1
exp(i(α1θ1 + · · ·+ αn−1θn−1))
.
(3.9)
Let In be the integral inside the parentheses in (3.9). If αn = 0, 1, we set βn = 0 and one
can write an expression for In (in terms of βn) directly from (3.9) as,
In = z
βn
n
∫ 2π
θn=0
e−iαnθn
∂βnf
∂θβnn
(z · eiθ) dθn (3.10)
If αn 6= 0, 1, we integrate In by parts with respect to θn as follows: take u = u(θn) =
f(z · eiθ) and dv = e−iαnθn dθn in the formula
∫ 2π
0 udv = [uv]
2π
0 −
∫ 2π
0 vdu and note that
the first term vanishes due to periodicity. We finally get
In = zn
∫ 2π
θn=0
e−i(αn−1)θn
αn
∂f
∂θn
(z · eiθ) dθn
Using integration by parts again in the same way we get
In = z
2
n
∫ 2π
θn=0
e−i(αn−2)θn
αn(αn − 1)
∂2f
∂θ2n
(z · eiθ) dθn (3.11)
Recall we set βn = 2 for αn 6= 0, 1. Therefore (3.11) can be rewritten as
In = z
βn
n
∫ 2π
θn=0
e−i(αn−2)θn
αn(αn − 1)
∂βnf
∂θβnn
(z · eiθ) dθn. (3.12)
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We substitute the expressions (3.10) or (3.12) for In in (3.9) (depending on the values of
αn, and therefore βn). Rearranging the terms and the integrals we write (3.9) as
cαz
α =
zβnn
(2π)n
∫
θn
U(αn, θn)
∫
θ1
· · ·
( ∫
θn−1
∂βnf
∂θβnn
(z · eiθ)
exp(iαn−1θn−1)
dθn−1
)
dθn−2 · · · dθ1
exp(i(α1θ1 + · · · + αn−2θn−2))
dθn
(3.13)
Let In−1 be the inner integral in (3.13). Depending on the values of αn−1 we repeat the
earlier procedure. If αn−1 = 0, 1, we write the expression of In−1 in terms of βn−1 directly
from (3.13), otherwise we integrate In−1 by parts with respect to the variable θn−1 as
previous. We substitute the expressions for In−1 in (3.13) and so on. To prove our claim
that (3.8) is true, we repeat the same procedure (n− 2) more times.
We now take absolute values on both sides in (3.8) to get,
|cαz
α| =
∣∣∣∣∣∣ z
β
(2π)n
∫ 2π
θ1=0
· · ·
∫ 2π
θn=0
( n∏
j=1
U(αj , θj)
)
∂|β|f
∂θβ11 · · · ∂θ
βn
n
(z · eiθ) dθn · · · dθ1
∣∣∣∣∣∣
≤ Rβ
n∏
j=1
|U(αj , θj)|
∥∥∥∥∥ ∂|β|f∂θβ11 · · · ∂θβnn
∥∥∥∥∥
T
(3.14)
where Rβ = Rβ11 · · ·R
βn
n , T = {|ζj | = |zj | : 1 ≤ j ≤ n} is a torus contained in Ω and ‖·‖T is
the sup norm on T . If we apply Lemma 3.1 with respect to each of the variable ζ1, · · · , ζn
of the function f one after another, we get
∂|β|f
∂θβ11 · · · ∂θ
βn
n
(ζ) = (−1)
|β|
2
∑
1≤δj≤βj
zδDδf(ζ) (3.15)
where the notation Dδ is defined in (2.2). Therefore∣∣∣∣∣ ∂|β|f∂θβ11 · · · ∂θβnn (ζ)
∣∣∣∣∣ =
∣∣∣∣∣∣(−1) |β|2
∑
1≤δj≤βj
zδDδf(ζ)
∣∣∣∣∣∣ ≤
∑
1≤δj≤βj
Rδ
∣∣∣Dδf(ζ)∣∣∣ . (3.16)
Observe that,∑
1≤δj≤βj
Rδ
∣∣∣Dδf(ζ)∣∣∣ ≤ ∑
|δ|∞≤2
Rδ
∣∣∣Dδf(ζ)∣∣∣ ≤ |||f |||2,P ∑
|δ|∞≤2
Rδ ≤ |||f |||2,P
n∏
j=1
(1 +Rj)
2
(3.17)
where we recall |δ|∞ := max
{
|δj | , 1 ≤ j ≤ n
}
. We write |||f |||2 instead of |||f |||2,P since the
domain P is clear from the context. From (3.16) and (3.17) we get,∥∥∥∥∥ ∂|β|f∂θβ11 · · · ∂θβnn
∥∥∥∥∥
T
≤ |||f |||2
n∏
j=1
(1 +Rj)
2 (3.18)
So, it follows from (3.14), (3.16) and (3.17) that,
|cαz
α| ≤ Rβ
( n∏
j=1
|U(αj , θj)|
)
·
( n∏
j=1
(1+Rj)
2
)
|||f |||2 =
( n∏
j=1
|U(αj , θj)|
)
·
( n∏
j=1
R
βj
j (1+Rj)
2
)
|||f |||2
(3.19)
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Note that
∏n
j=1R
βj
j (1 +Rj)
2 ≤
∏n
j=1(1 +Rj +R
2
j )
2. Therefore,
|cαz
α| ≤
( n∏
j=1
|U(αj , θj)|
)
·
( n∏
j=1
(1+Rj+R
2
j )
2
)
|||f |||2 = Mα,0 ·
( n∏
j=1
(1+Rj+R
2
j)
2
)
|||f |||2,
(3.20)
where we note from (3.1) that for each 1 ≤ j ≤ n, |U(αj , θj)| = µαj and therefore
Mα,0 =
∏n
j=1 µαj =
∏n
j=1 |U(αj , θj)|. This proves the result for the case k = 0.
Let k ≥ 1 and γ ∈ Nn. Use “vector-like” notation: 〈α, θ〉 = α1θ1+ · · ·+αnθn. We multiply
by zα and apply Dγ in both sides of (3.7) to get,
Dγ(cα(f)z
α) = Dγ
(
1
(2π)n
∫ 2π
θ1=0
· · ·
∫ 2π
θn=0
f(z · eiθ)
exp(i〈α, θ〉)
dθn · · · dθ1
)
=
1
(2π)n
∫ 2π
θ1=0
· · ·
∫ 2π
θn=0
Dγ
(
f(z · eiθ)
)
e−i〈α,θ〉 dθn · · · dθ1
=
1
(2π)n
∫ 2π
θ1=0
· · ·
∫ 2π
θn=0
(Dγf)(z · eiθ) ei〈γ,θ〉 e−i〈α,θ〉 dθn · · · dθ1
=
1
(2π)n
∫ 2π
θ1=0
· · ·
∫ 2π
θn=0
(Dγf)(z · eiθ) e−i〈α−γ,θ〉 dθn · · · dθ1
= cα−γ(Dγf)zα−γ , by (3.7). (3.21)
So, using the result in (3.20) and the fact that Dγf ∈ A∞(Ω) we get,
|Dγ(cα(f)z
α)| =
∣∣cα−γ(Dγf)zα−γ∣∣ ≤Mα−γ,0 ( n∏
j=1
(1 +Rj +R
2
j )
2
)
|||Dγf |||2 (3.22)
Let γ be such that |γ|∞ ≤ k. Since γj ≤ k for every 1 ≤ j ≤ n, we have
1
αj−γj ≤
1
αj−k .
So, µαj−γj ≤ µαj−k and therefore it follows that
Mα−γ,0 =
n∏
j=1
µαj−γj ≤
n∏
j=1
µαj−k = Mα,k. (3.23)
Moreover,
|||Dγf |||2 = sup
{
|Dα(Dγf)(z)| : z ∈ Ω, |α|∞ ≤ 2
}
= sup
{ ∣∣∣Dβf(z)∣∣∣ : z ∈ Ω, |βj | ≤ |γj + 2|}
≤ sup
{ ∣∣∣Dβf(z)∣∣∣ : z ∈ Ω, |β|∞ ≤ |γ|∞ + 2}
= |||f ||||γ|∞+2 ≤ |||f |||k+2, (since |γ|∞ ≤ k).
(3.24)
Therefore from (3.22), (3.23) and (3.24) we get
sup
z∈P
|Dγ(cα(f)z
α)| ≤Mα,k
( n∏
j=1
(1 +Rj +R
2
j )
2
)
|||f |||k+2 (3.25)
Taking supremum in the left over all γ such that |γ|∞ ≤ k we get the result. 
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Proof of Theorem 3.1. Let z ∈ Ω. It follows from Lemma 2.4 that every Reinhardt domain
is a union of polyannuli, so there exists a polyannulus P ⊂ Ω such that z ∈ P, where
P =
∏n
j=1Aj and for each j, Aj ⊂ C
1 is either an annulus {z ∈ C1 : rj < |z| < Rj} or a
disc {z : |z| < Rj} where 0 < rj < Rj < ∞. Let f =
∑
γ∈Zn cγeγ be the Laurent series
expansion of a function f ∈ A∞(Ω) ⊂ A∞(P). Let k ∈ N and α ∈ Zn. Let Mα,k and
µαj−k be as in the statement of Proposition 3.1. Therefore it follows from Proposition 3.1
that
|||cαeα|||k,P ≤ Cα,P |||f |||k+2,P . (3.26)
where Cα,P = Mα,k
∏n
j=1(1 +Rj +R
2
j )
2. Since P ⊂ Ω, we get
|||cαeα|||k,P ≤ Cα,P |||f |||k+2,Ω. (3.27)
Note that the constant on the right depends on P. Let R′ =
∏n
j=1(1 + Rj + R
2
j )
2. Since
Ω is bounded, R′ is finite. Let Cα = Mα,k ·R′, then Cα is independent of P and it follows
that
|||cαeα|||k,P ≤ Cα |||f |||k+2,Ω. (3.28)
Since the constant on the right does not depend on P, we take supremum in the left of
(3.28) over all P’s contained in Ω to get
|||cαeα|||k,Ω ≤ Cα |||f |||k+2,Ω. (3.29)
Recall |α|∞ := max
{
|αj| , 1 ≤ j ≤ n
}
, where α ∈ Zn. It is easy to see that for every
N ∈ N, ∑
|α|∞≤N
Cα = R
′ ·
n∏
j=1
( N∑
αj=−N
µαj−k
)
(3.30)
Observe that for every j, lim
N→∞
N∑
αj=−N
µαj−k = lim
N→∞
−1∑
αj=−N
µαj−k + lim
N→∞
N∑
αj=1
µαj−k and
both the terms are finite (using the limit comparison test with the series
∑∞
j=2
1
j(j−1)). So,
lim
N→∞
N∑
αj=−N
µαj−k <∞ and therefore
lim
N→∞
∑
|α|∞≤N
Cα = R
′ · lim
N→∞
n∏
j=1
( N∑
αj=−N
µαj−k
)
<∞. (3.31)
Choose a bijection σ : N→ Zn such that for every N ∈ N,
σ−1{α ∈ Zn : |α|∞ ≤ N} ⊂ {0, 1, 2, · · · , (2N + 1)
n} ⊂ σ−1{α ∈ Zn : |α|∞ ≤ N + 1}.
So, for every M ∈ N there exists N1 = N1(M) ∈ N such that∑
|α|∞≤N1
|||cαeα|||k,Ω <
M∑
j=0
∣∣∣∣∣∣cσ(j)eσ(j)∣∣∣∣∣∣k,Ω < ∑
|α|∞≤N1+1
|||cαeα|||k,Ω. (3.32)
where we can explicitly calculate N1 by the choice of σ above,
N1 =
{⌊ n√
M−1
2
⌋
if M ≥ 1
0 if M = 0,
(3.33)
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and ⌊·⌋ is the floor function. Observe that if M → ∞, then N1 → ∞ as well. It follows
from (3.29) and (3.31) that,
lim
N1→∞
∑
|α|∞≤N1
|||cαeα|||k,Ω <∞. (3.34)
Therefore from (3.32),
∞∑
j=0
∣∣∣∣∣∣cσ(j)eσ(j)∣∣∣∣∣∣k,Ω = limM→∞
M∑
j=0
∣∣∣∣∣∣cσ(j)eσ(j)∣∣∣∣∣∣k,Ω <∞.
The absolute convergence follows from here. 
4. Proof of main theorem
In this section we prove Theorem 1.1. The following result is useful.
Proposition 4.1. To show that the Laurent series of a function f ∈ A∞(Ω) converges
absolutely in the topology of A∞(Ω), it is sufficient to take Ω to be bounded.
Proof. If Ω is unbounded, recall that one can write Ω =
⋃
m∈N Ωm, where Ωm is bounded
for each m ∈ N. We also recall that the collection of seminorms given in (2.4) generates
the topology of A∞(Ω). To prove absolute convergence one needs to show that there exists
a bijection σ : N→ Zn such that for every k,m ∈ N,
∑∞
j=0
∥∥cσ(j)eσ(j)∥∥k,Ωm <∞.
Therefore it suffices to take Ω to be bounded and by Lemma 2.1 it is enough to show that
there exists a bijection σ : N→ Zn such that for every k ∈ N,
∑∞
j=0
∣∣∣∣∣∣cσ(j)eσ(j)∣∣∣∣∣∣k,Ω <∞,
where |||·|||k,Ω is defined in (2.7). 
Proof of Theorem 1.1. It is sufficient to consider Ω to be bounded (cf. Proposition 4.1). Let
f =
∑
α∈Zn cαeα be the Laurent series expansion of f ∈ A
∞(Ω). It follows from Theorem
3.1 that the Laurent series of f converges absolutely in A∞(Ω), therefore unconditionally
in A∞(Ω) (cf. Lemma 2.2). Let σ : N→ Zn be a bijection and g = limN→∞
∑N
j=0 cσ(j)eσ(j)
in A∞(Ω). Therefore, g = limN→∞
∑N
j=0 cσ(j)eσ(j) also in O(Ω). But, by a classical result
in ([9, p. 46]) the above limit is f . Therefore f = g. 
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