We describe the evolution of the IEEE Visual Analytics Science and Technology (VAST) Challenge from its origin in 2006 to present (2012).
INTRODUCTION
Prior to the 2006 Visual Analytics Science and Technology (VAST) Challenge, the evaluation of visualization tools focused mostly on usability and performance (e.g. speed of algorithms, controlled experiments comparing visualization components). While this was certainly needed, there was a recognized need to educate researchers about the analytic process in the hope they would design better visual analytics tools and to provide a forum for discussing -and hopefully measuring -the utility of the proposed systems. The VAST Challenge is now seven years old, and we review how it has evolved over those seven years.
The idea of using contests or challenges to advance science is not new. The National Institute of Standards and Technology has run TREC (Text REtrieval Contest) for many years [8] . The National Science Foundation runs their Science and Engineering Visualization Contest [9] and the Defense Advanced Research Projects Agency has recently run contests for self driving automobiles [3, 5] and for the use of social media [4] . Netflix recently ran a contest for recommender system algorithms [10] .
The first VAST Challenge was actually billed as the 2006 VAST Contest [6] . It consisted of a scenario, tasks, and data containing heterogeneous information (news stories with images and maps, a voter registry and a phone call log in Excel.) Ground truth was inserted into this synthetic data. We had six entries from both academic institutions and from corporations. Entries were judged by the six VAST contest committee members along with a small number of professional analysts. Entries were judged as to whether they found the "correct answers" and how useful their visualizations were in obtaining the answers. Three high performing teams were offered a chance to work with an analyst during the VAST symposium. In this session, a new smaller dataset was provided, and the analysts worked through the scenario with the developers while providing the team with comments about the utility of the software in analyzing the data.
In 2012, there were two Big Data challenges that focused on cyber situation awareness for over 800,000 computers across a banking enterprise [1] . One challenge included a database of health and status data and the other included encoded clues in a Firewall log and an Intrusion Detection System log. We had 40 entries from a dozen countries. We had over a hundred reviewers provide over 240 reviews of submissions. Awards were given to teams who showed particular excellence in visualizations, interaction, the analytic process and the analysis accuracy.
There has been an evolution over seven years of the VAST Challenge. The datasets have changed from single heterogeneous to multiple homogeneous; the size of data has increased; the scenarios now require more domain knowledge; the process for reviewing submissions has changed; the recognition has been modified; and the accuracy has become more qualitative and less quantitative. An early paper [2] addressed the changes from 2006 through 2008 and proposed a future path for the Challenge. In this paper, we discuss the evolution of the VAST Challenges during these past seven years and the impact of these changes in advancing the state of the art in visual analytics
CHALLENGE PROBLEM EVOLUTION
Benchmark data sets are also popular in the scientific community. These exist in many challenges. In particular the National Institute of Standards and Technology maintains a number of datasets to evaluate fingerprint and facial recognition [7, 11] . Since visual analytics is only successful when an analyst can utilize the software tool to make her job faster, easier and/or more accurate there was a need to ensure that the software could be used in an actual task. Hence, we determined that a contest for the visual analytic community required more than just a dataset to be successful, so the VAST offering would include a scenario, a problem to be investigated, data with known ground truth, and questions to help guide and assess the analyses. We drew inspiration from many sources outside of the computer science field, including successful fiction writing and theories of deception, in addition to our experiences in applying visual analytics tools to a broad variety of problems for our clients. We describe these founding principles in other papers [17] . We learned many lessons from our initial choices, such as the need for contestants to have or obtain domain knowledge when tackling domain-intensive problems, analytics expertise to be able to tease answers out of the data, data wrangling capabilities to be able to massage datasets into forms useable by various types of software, the enthusiasm of student groups to participate and university professors to use the data to help teach element of visual analytics, and our ability to formulate the data, scenarios, and questions to be able to enable quantitative and qualitative evaluation. Another aspect of the contest that quickly came into question was what were our real motivations for the contest? Having teams solve a challenging problem provided certain insights, but did that best support our real goal of advancing the state of the art in visual analytics?
In 2006, we introduced the fictitious town of Alderwood, Washington, with a scenario that involved political scandal on the law enforcement side and bio-terrorism on the intelligence analytics side. The scenario was stated as follows:
In January 2003, the FBI is tipped off to possible political shenanigans in the mid-sized vacation town of Alderwood, located on the banks of the Alderwood River in south-central Washington State…routine testing at a local farm discovered bovine spongiform encephalitis (BSE, also known as 'mad cow disease") sending the remains of the local economy into a tailspin due from resulting beef import embargo imposed by the Food and Drug Administration (FDA), and several foreign nations. It's been a dismal scene. Yet, a sudden influx of young talented men and women relocating to Alderwood has caused a stir. A not-so-reliable source has stated that high-paying, high-tech employment is now "a sure thing" in Alderwood, and it's all supported by "the high-rolling big boys at City Hall". What is the situation in this scenario and what is your assessment of the situation?
Participating teams were asked to provide a solution that supplied basic information on who, what, where, when, and why. In other words, from our posting: With this style of contest, we found our participation rate did not increase, so we tried a new approach that broke a problem scenario down into individual parts called Mini-Challenges. These contain a compartmentalized problem to solve, a single (or very limited number) data type to process, and a more limited scope of questions. We also designed an overarching theme, to enable ambitious performers to solve a Grand Challenge that included additional data, and whose questions required knowledge about all Mini-Challenges. We hosted four Mini-Challenges in 2008, and participation jumped to over 70 submissions.
The VAST 2008 Challenge scenario concerned a fictitious, controversial socio-political movement. Participants were provided with an excerpt from the movement's manifesto and the following four data sets, one for each mini-challenge:
• cell phone records over a 10 day period
• a chronicle of migrant boat journeys with passenger lists, launch and landing sites and landing/interdiction status
• a catalog of wiki edits to a page discussing the movement
• geospatial data of an evacuation from a building in which a bomb exploded.
In 2008, two Mini-Challenges allowed contestants to explore geospatial temporal visualization and reasoning. Another enabled participants to analyze social media information in order to determine factions participating in the discussion and to characterize how they were using the Wikipedia pages to forward their own political opinion. The final Mini-Challenge concerning this evacuation resulted in several forms of animations of people moving over time within a building, and approaches to use visualization to determine who was responsible for the bombing. As sponsorship of the VAST Challenge changed, the approaches and goals changed as well. Sponsors who came forth quite naturally wanted the VAST scenarios to reflect issues that were in-line with problems they were facing. Therefore, the 2012 Challenge, fully funded by a new sponsor, was entirely focused on large-scale cyber situation awareness-a topic of high interest to many organizations and one that represented a considerable challenge to the visual analytics community. Instead of a fictitious city, this year we invented both a synthetic world, "BankWorld," and a large financial institution, the venerable "Bank of Money." The Bank of Money operated a world-wide network of machines that ran 24 hours a day, 7 days a week, and operations covered 10 time zones. Large-scale cyber situation awareness in this scenario included factors such as geo-spatial elements, banking business rules, operational health, and security policies. The scenario descriptions were reasonably complex, and for this domain, Mini-Challenge 1 was designed so that any visual analytics researcher could participate, while Mini-Challenge 2 required specific cyber expertise to determine a reasonable explanation for the situation. The scenario for the 2012 VAST Challenge was as follows:
The Bank of Money (BOM) Corporate Information Officer (CIO) has assigned you to create a situation awareness visualization of the entire enterprise. This is a considerable challenge, considering that BOM operates from BankWorld's coast to coast. In addition to observing the global situation, he would also would like to be able to detect operational changes outside of the norm.
Mini-Challenge 1. You are provided with two datasets that span two days of data for BOM. One dataset contains metadata about the bank's network. The second dataset contains periodic status reports from all computing equipment in the BOM enterprise.
There is also one additional smaller dataset that contains a one hour snapshot of the enterprise's activities. It has the same format as the second dataset mentioned above, and can use the metadata contained in the first dataset. In summary, the VAST challenge evolved from a single more complex situation analysis to a simpler and more manageable model of multiple mini-challenges. The focus of the challenge is also being guided by the needs of the sponsors who see the value of the challenge in helping develop a research community around their own problems.
DATASET COMPLEXITY
VAST challenge datasets have been of moderate size and moderate complexity to enable a broad spectrum of users to participate. In 2006 and 2007, the diverse datasets were very closely coupled, so that all dataset elements needed to be considered to achieve an understanding of the information. The Mini-Challenges were targeted to be single data format and amenable to both large visualization packages and newly created ones by student teams. The sizes of the 2006 and 2007 datasets were relatively small. In 2006, the data set included 1800 news articles, a small Excel telephone log, a 40K record database of voter registration data, 5 photos and a few background text documents. The 2007 dataset included 1500 news stories, 150 blog entries, a small set of images, a small set of Excel worksheets, and background documents. In 2012, the MiniChallenges were formidable in both size and structure, reflecting the nature of today's cyber challenges. The situation awareness data consisted of about 133 M rows of information resulting in 10 GB of information. The Firewall log and the Intrusion Detection System log were 22M and 230K records, respectively.
Specialized data usually attracted fewer VAST challenge contestants. In 2007, we had a blog containing both text and hand-drawn cartoons (that were digitized) that presented a stumbling block over how best to approach the mixed modes. In 2008, we had a video analytics challenge that attracted a handful of participants (although the reviewers found the few submissions to be well executed In 2010, one of the Mini Challenges contained some simplified DNA sequences for analysis, however there was considerable outreach to the biology community that kept participation for that Mini-Challenge reasonably high.
SUBMISSIONS
Over the years, we have requested submission materials (i.e. answers) in several different forms, mainly targeted at providing the best possible set of information about a contestant's solution for a reviewer to examine. These forms have included:
Short Answer: A short answer consists of text describing the answer and how it was arrived at. It is limited to 300 words (including captions) and a maximum of 3 screen shots.
Detailed Answer: A detailed answer allows for more explanation than a short answer. They are limited to 1000 words (including captions) with a maximum of 10 screen shots. Detailed answers should provide the answer and describe in detail the process used to arrive there. Detailed answers help reviewers judge the depth of the understanding the team has gained of the situation and the reasoning that was used.
Debrief: Debriefs were requested in the Grand Challenge. The debrief is basically the analytic product that a professional analyst would deliver after doing the analysis. A debrief is a maximum of 2000 words narrative describing the hypothesis about the situation at hand. If there are uncertainties, the debrief should include suggestions of the possible next steps to clarify those uncertainties. Making those debriefs available (especially those that won awards) has certainly helped improve the quality of the submissions in later years and helped the community understands their importance.
Video:
The purpose of the video is to describe the analysis process used in arriving at the solution with the intent of highlighting the interactive functionality of the system. We allowed 4 minutes for Mini-Challenges, and 15 minutes for a Grand Challenge. To date, reviewers all agree that the video provides the best description of the challenge entries out of all submitted materials.
Specific answers:
We have also requested specific answers such as a list of people involved in a plot, a number of most relevant documents used in determining an answer, or the geo-locations of events. Where possible, specific forms were given for submitting the answers so they could be automatically checked for accuracy. This is the only submission form that allows automatic evaluation.
JUDGING PROCESS AND CRITERIA
Evaluation of software used in analysis of complex datasets is problematic. Unlike usability evaluations of standard software, such as word processing systems, visual analytics requires a much longer time frame for evaluation and while the resulting answer is of interest, so is the process that was used to arrive at that answer [13, 12] . Also, as the process requires interpreting visualizations and assessing underlying processing algorithms, a multidisciplinary set of reviewers needs to evaluate the utility of the visual analytics software. In the VAST Contests and Challenges, we use visualization experts, human-computer interaction experts and domain analysts. As software systems are often early prototypes it is not realistic to ask our judges to download and use the software so they must rely on the explanations including videos provided by the teams.
The VAST Contests of 2006 and 2007 were judged by the VAST Contest committee plus some additional analysts. In 2008 we did a two pass review because of the large number of submissions we received. The VAST Challenge committee did a first pass and then submitted the most promising entries to the external analysts for their consideration. The VAST Challenge committee also did a more detailed review on these submissions.
As we anticipated another year of high submissions in 2009, we recruited external reviewers from both the professional analyst community and from the visual analytics community. We devised a rating sheet that asked for ratings in the general categories of visualizations, interactions with visualizations, support for analytic process and the analytic results. Accuracy results were supplied to the reviewers where possible. If no quantitative results were feasible, the reviewers were supplied with the solution devised by the Challenge committee.
The early scenarios and corresponding ground truth were constructed so that specific answers could be given and accuracy could be, albeit with some difficulty, quantitatively specified. That is, in some early instances, we had to devise penalties for providing inaccurate information. Suppose we asked participants to give a list of all the people involved in a terrorist plot. If a team gave us the 10 actual names plus four other names, then they were penalized for providing the four names of those who were not involved.
Detailed answers and debriefs were judged not only for accuracy but were also judged as to the clarity of the explanation, the identification of the evidence, and the rationale for the overall analysis of the situation.
In the 2012 VAST Challenge, the answers necessitated an analysis of the data, rather than providing more quantitative answers. So, in fact, the answers were more like a debrief than mini challenge answers had been in previous years. Thus the accuracy was judged subjectively by the reviewers, who needed to use the Challenge team's description of what the situation was and interpret the answer the team gave in view of that. Then they were asked to rate specific aspects of the answer in addition to the visualizations and the interactions.
INCENTIVES
In the early Challenges of 2006 and 2007 we named winners that were determined by accuracy scores as well as subjective ratings in the areas of visualizations, interactions, support for the analytic process, and analysis reports. We differentiated between winners in the student competition and in the corporate competition. In 2008 we decided to provide awards where teams had made outstanding contributions in some area of analysis or visualization. The awards were not pre-determined but came as a result of nominations from reviewers for specific awards and from consensus of the VAST Challenge committee. Again, these awards were given in the areas of visualizations, interactions, support for the analytic process, and analysis reports. We also distinguished between the use of toolkits and the development of systems in the awards process.
In addition to receiving awards, teams participating had other opportunities for additional exposure. These have included: Participants were also given access to the solutions soon after the submission process closed. While the number of team is still relatively limited and has never reached the high numbers of simpler contests or contests with monetary rewards, it is important to note that the number of submissions is not the true indicator of the use of datasets since the datasets are available after the contest as well (see later section on the Repository). It is also notable that we have student teams and industry teams. In particular the number of student teams has been increasing beginning in 2010. 
SUBMISSIONS AND TEAMS

AWARDS
One way to determine if the state of the art is being advanced by the VAST Challenges is to look at the awards that have been given over the past years. We will ignore the contests of 2006 and 2007 as there were essentially winners declared in those. The table below lists awards by Mini Challenges and Grand Challenges for the years 2008 through 2012. In the table, a "special" award is one that was given for an unusual feature in the software or process or submission that the committee wanted to recognize but that will most likely not be repeated. For example, one year a team did user testing to see if users could arrive at the correct answer using the visualization they had developed.
If we look at the awards by domain, we see that we have text data in both 2010 and 2011, however, there was a low number of awards made for good visualizations. Data that needs to be visualized as social networks appears in both 2008 and 2009. In 2009 there were more awards per submissions but the percentage of those for visualizations increased only slightly. However, the visualizations in 2009 were somewhat more sophisticated as they introduced visualizations of uncertainty. Situation awareness for cyber security appeared in both the 2011 and 2012 challenges but with over three times the participation in 2012. While there were no awards for visualizations in 2011, there were three in 2012 as well as one award for the analysts' choice of tool. The smaller number of participants for the firewall and log data in 2012 could probably be attributed to the large amount of data that participants had to deal with in this challenge. However, it is promising that there were 3 awards given for visualizations that had to deal with large amounts of data.
In 2009 we awarded the analysts' choice to a team in the Grand Challenge. Similar to 2011, comments from the professional analysts indicated that they would appreciate having this tool on their desktop.
Of interest is the number of awards given for good analysis and for support for the analysis process over the years. This is encouraging and leads us to believe that the VAST Challenges have provided software developers, researchers and students with a better understanding of analysts' needs. There have been few awards in the area of interaction but this may be limited as the reviewers have to depend on the video demonstrations to provide an idea of the interactions the analyst has. In 2011, there was an award for potential scalability in the cyber security mini challenge.
Interestingly, the number of participants in the Grand Challenges has not increased over the years. This may be due to the amount of work and expertise required to develop software to accommodate visualizations of significantly different data types as well as the work in solving the Grand Challenge requires solving all of the mini challenges.
REPOSITORY
All submissions are available from the Visual Analytics Benchmark Repository web site [15, 16] along with the awards, datasets, and solutions. The website is designed to make it easier to find the various benchmarks and their corresponding uses. It displays benchmark information like its description, location, solution etc. Users can view benchmarks based on their provenance and topics. The repository currently holds 30 benchmarks, 1424 uses and 49 publications. The website went live in September 2009 and had 2400 hits within 10 months. In the last two years it has received between 200 and 300 visits a month with more than 45% of visits being return visits (based on Google Analytics data). These counts are not entirely reliable since they are based on the email ids that users enter while registering to download a datasets. A probable explanation for the few users returning in 2009 is that the topic changes radically (from text to tabular data). We could also recognize people who participated in the contest for all four years but changed their email ids during that time.
Current counts of downloads of datasets varies from two to four thousands per year. Even with an approximate 30-50% spam this suggests a larger user base. We also know that users of the datasets often have their colleagues and students download the datasets, which were then shared locally among colleagues and friends, again making it difficult to estimate real usage.
The repository also invites people to submit additional datasets or to share descriptions of their usage of the datasets after the end of the corresponding challenge review process (either new entries in the challenge format, or papers describing their use of the datasets). Practically no one ever spontaneously contacted us to do this. The very few such additions were triggers by specific requests from the Challenge committee members. Incentives and reward structures are not in place to support the posting of datasets and the citation of datasets in visual analytics scientific papers.
SURVEYS
Two surveys were conducted in 2009 and 2012. The first survey was conducted to get user feedback from the participants of VAST Challenge 2009 with regards to the usefulness of the Challenge and the datasets. The survey was administered via Survey Monkey, and an email was sent to all 2009 teams in February 2010, i.e. 4 months after the symposium (so they had time to reflect on the long term benefit of the experience).
The survey had 35 responders. The results show that around 80% of the users agree that the VAST Challenge allowed them to better understand the tasks that would be performed by analysts ( Figure  1 ). Most (around 80%) of the users agree that the Challenge helped them in improving their tools and sometimes even build new tools and approaches (Figure 2 ). One user even commented that they developed a novel system which would not exist if not for the VAST challenge. The majority also thought having ground truth in the dataset was important (Figure 3) and one of the user commented that it increases the sense of puzzle solving. Another noteworthy result was that the users were quite divided on the usefulness of the reviews given by the reviewers and analysts. Overall the survey results are satisfactory and support the effort undertaken by the VAST Challenge committee.
We also collected feedback from users through email, which confirmed that datasets are often used to teach classes [18] and various other purposes. We asked eleven questions about the VAST Challenge and its impact on their goals for their research. .
When asked "If you didn't enter a VAST Challenge recently why was that?" Twelve responses were given to this question. The most common reasons were finding folks to work on the team and finding the time to do this. A few respondents noted that the datasets of later challenges were not appropriate for their work.
Participants were asked "Why did you enter the VAST Challenge?" and could check all that applied in a list (Table 4 ). An "other" option was offered as well. Of the 26 people responding to this question 19 checked "it looked like fun". Understanding the analytic process and testing their software against dataset and questions with known answers were also common reasons for entering. Comments included finding novel visualizations for the data, good to build collaborations and work as interdisciplinary teams, trying new datasets, and getting work published. We wanted to understand the analytic process more thoroughly
17
We wanted to test our software against datasets /tasks /questions with ground truth
16
We wanted to see how useful our software was
13
We could get reviews of our software by visualization experts and subject matter experts
Was required for a class I was taking 1
When asked "Were their specific lessons you learned in entering the VAST Challenges? Fourteen responded to this question. A number mentioned the time and effort required to pre-process the data. Others noted that code robustness is not prioritized in the academic world. One noted that focusing on one or two mini challenges was more effective than trying to solve all of them. Several noted that prototypes took a long time to build and that there was a huge gap between a prototype and one that could actually be used in an analytic process.
Twenty-four responded to the question "There were several parts to the VAST Challenge. Which were the most helpful to you?" (Table 5 ). The most popular response was working on the solution and developing the software. Feedback on the accuracy of the answer and receiving professional reviews were the next two most popular answers. A number commented on the importance of getting feedback on the answers and on their approach. They felt that this information helped them to know that they were on the right track. Interestingly one respondent commented that in the case of text data, the answer was a little less precise than they would have liked. We also asked again "Were the evaluations that you received helpful or not? Please explain" Twenty three responded to this question. Ten said the evaluations were definitely helpful. Ten said they were somewhat helpful and three said they were not at all helpful. The comments mostly said that reviews varied in usefulness with some being extremely helpful and others less so. Comments also pointed out that there were different perspectives taken in the reviews. Others said that there did not seem to be strict guidelines for the reviews. One commented that while it was nice for those entering to also do the reviews, this really necessitates a primary reviewer to mediate the reviews.
Reviewers are invited from both the visualization field and analysts in the domain field and each paper is assigned at least one domain analyst. These two types of reviewers do indeed look at things from a different perspective. Earlier work [14] showed that the clarity of the explanations submitted influenced the reviews and in some instances the accuracy of the solution submitted also impacted the reviews.
Eighteen responded to the question "Are the VAST Challenges improving each year, staying the same or becoming worse?" Six responses selected "improving", nine selected "staying the same", and three selected "becoming worse". Comments included the increasing complexity of the datasets and hence more time involved in completing the challenge; too much focus on terrorist/disaster scenarios; liked the varied coverage each year; not enough diversity in the 2012 Challenge; not all datasets are equally fun to work with. The comments reflected the diversity of participants' needs and abilities.
PARTICIPANTS' WORKSHOP
A participants' workshop has been held since 2006. That year it was held for several hours the first evening of the Conference. Since that time it has been increased to a full day, and in 2012 it was opened to all Conference attendees. The 2011 survey showed that participants appreciated the presentations by the award teams and the demonstrations that teams gave. The networking and seeing how others approached problems was highly valued.
SUMMARY
The Challenge continues to attract significant numbers of participants and feedback suggests that the event and the problems that made available are of great value to the Visual Analytics community. How has the evolution of the Challenge impacted the state of the art of visualization? We are encouraged by the awards given, showing an understanding of the analytic process and the support needed, as well as novel visualizations in a number of different domains. We are also encouraged that participation by students has increased. We hope that this will continue even as more domain knowledge becomes necessary to solve scenarios. Much more could be done to widen the range and diversity of datasets and problems, but continuing support for this activity remains a yearly struggle. We are hopeful now that we are seeing new sponsors approaching the Challenge Committee to investigate supporting the development of datasets and the management of this multi-step interdisciplinary event. This will most certainly provide researchers with more current real-world problems to tackle. Challenge participants and reviewers struggled this year with answers that were much more subjective. It required reviewers to interpret both the answer we supplied to them and the answer given in the submission. We will need to develop a better process for reviewing the submissions if the answers continue to be more qualitative. However, as this is certainly the case in the real-world, it is probably the direction we should head. We will be interested to see if this is a deterrent to the fun of arriving at the answer.
The number of downloads from the repository continue to grow so we assume that others in the community are finding our Challenge packages useful.
The biggest issue will most likely be the domains tackled. A reliance on multiple sponsors also makes the generation of a grand challenge problem difficult. As the field grows more sophisticated it will be interesting to see if a grand challenge is necessary or if the increased complexity of the mini-challenges will suffice.
Although the evolution has not all been planned, we feel that the VAST Challenges are currently on track to grow the state of the art in the field of visual analytics. We will continue to track both the participation and the quality of the visual analytics submissions and adjust the parameters as necessary.
