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LINPACK性能合計が 1PF以上の国々（2011 年 6 月時点）の性能合計の推移
過去の TOP500 リストを基に科学技術動向研究センターにて作成





















































　2011 年 6 月、国際スーパーコ
ンピューティング会議において















■ 用 語 説 明 ■
1 はじめに
2 TOP500にみる世界のスーパーコンピュータの状況
科 学 技 術 動 向　2011年 9・10月号
24
※2　LINPACK ベンチマーク：LINPACK（リンパック、LINear equations software PACKage）ベンチマークは、
米国テネシー大学の J. ドンガラ（J. Dongarra）博士他によって開発された、主に浮動小数点演算のための連立一
次方程式の解法プログラムで、これによるベンチマークテスト結果は、スーパーコンピュータからワークステー
ション、パーソナルコンピュータに至るまで数多くの計算機にわたって登録されている。測定結果は 1 秒あたり
の浮動小数点演算数（FLOPS：フロップス、Floating point number Operations Per Second）として表示される。
※3　次世代スーパーコンピュータ計画：2006 年から開始され、10 ペタ FLOPS を持つスーパーコンピュータ
「京」の開発、このスーパーコンピュータで利用できるアプリケーションソフトウェアの開発、次世代スーパーコ
ンピュータを中核とした研究教育拠点の整備の 3 つを柱としている。2009 年 11 月の事業仕分けに端を発する議
論を経て、「革新的ハイパーフォーマンス・コンピューティング・インフラ（HPCI）」を構築する計画へと変更された5）。





が 2002 年 6 月 に 第 1 位 に な り、





　「京」の LINPACK 性能は 8.162
ペタ FLOPS である。（ペタとは
1000 兆 を 表 し、 ペ タ FLOPS と






は、2012 年 11 月に共用開始を目
指して開発中4）であり、今回は開
発途中版での第 1 位である。
　今回の TOP500 リストでは 10 位

























































　図表 1 に、TOP500 リスト内に
掲載された全 500 システムの合
計 LINPACK 性能、1 位と 500 位
の LINPACK 性能を折れ線グラ
フで示す。注目すべきは、2002









（Exascale：ペタスケー ルの 1,000 倍）
の性能に到達すると考えられる。
　今回の TOP500 リストでは、米国




ている。前回（2010 年 11 月）に
1 位の中国の「天河-1A」（国家スー
パーコンピュータセンター天津：
National Supercomputer Center 
in Tianjin） は、2.566 PF と 前 回
と同性能で今回は 2 位となった。
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TOP500 のランキングは図表 3 の
横軸に対応し、右から左に向けて






性能とは LINPACK 性能を指す。縦軸の FLOPS の前の文字は Mega（100 万）、Giga（10 億）、Tera（1
兆）、Peta（1000 兆）を示す
なっている。また、「京」の性能







































えない。第 37 回 TOP500 リスト
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図表 2　使用用途別の分布
第 37 回 TOP500 を基に科学技術動向研究センターにて作成
図表 3　TOP500 までのシステムのLINPACK性能と LINPACK効率の分布
第 37 回 TOP500 を基に科学技術動向研究センターにて作成






































































































256 システム（2010 年 11 月の第
36 回では 274 システム）、欧州の
126（同 125）、アジアの 103（同
83）の順である。アジアでは、中
国の 62（同 42）、日本の 26（同
26）の順となっている。欧州は
ドイツの 30（同 26）、英国の 27










性能合計が 1 PF 以上の国々は
7 ヶ国存在する。図表 5 に、その
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図表 5　LINPACK性能合計が 1 PF以上の国々（2011 年 6 月時点）の性能合計の推移
過去の TOP500 リストを基に科学技術動向研究センターにて作成
図表 6　上位各国のペタスケールスーパーコンピュータの現状の保有状況と今後の計画
第 37 回 TOP500 他を基に科学技術動向研究センターにて作成
（注）米国の Blue Waters プロジェクトは、2012 年にイリノイ大学の国立スーパーコンピュー
タ応用研究所に納入予定であったが、2011 年 8 月にシステムの開発担当の IBM 社が開発か
らの撤退表明を行いその完成時期は不透明になっている8）。
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などの過去 20 年間の LINPACK
性能合計の推移を 5 年毎に示す。
2011 年 6 月の米国・アジア・欧











年 5 月 に 政 府 が National Super-
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グリッドコンピューティング環境








2 フェーズからなり、第 1 フェー
ズでは、100 テラ FLOPS の性能
をもつ 2 つのシステムの開発、
そして第 2 フェーズでは、ペタ
FLOPS の 性 能 を も つ 3 つ の シ
ステムを開発することとされて
い た。 第 1 フ ェ ー ズ の 成 果 は、
Dawning5000A（上海スーパーコ
ンピュータセンターに設置）と




























































a l'Energie Atomique：CEA） に
ピ ー ク 性 能 1.25 PF（LINPACK
性能 1.05 PF）の TERA-100 とい
うシステムを納入した。Bull 社の


















に 1 ペタ FLOPS のスーパーコン
ピュータを開発するために、政府



















最近、Indian Space Research Orga-
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and power efficient HPC plat-






search into Exascale System-























vanced Computing in Europe 以
下、PRACE）27～29）が既に設立さ
れている。PRACE のメンバー国







ク性能 1 PF）を第 1 号機として、
既に使用を開始している。続い
て、フランス原子力庁の CURIE
（ピーク性能 1.6 PF 予定）を 2011
年後半に、ドイツのシュトゥット
ガルト HPC センターの HERMIT
（ピーク性能 1 PF）を 2011 年末、
HERMIT の ア ッ プ グ レ ー ド 版
（ピーク性能 4 から 5 PF）を 2013
年に、ドイツのライプニッツスー
パーコンピューティングセンター










　図 表 1 を 外 挿 す る と エ ク サ
FLOPS 性能をもつシステムの出








International Exascale Software 
Project30）（以下、IESP とする）と
呼ばれている。
　エ ク サ FLOPS の 性 能 を 達 成
するためのシステムアーキテク
チャには非常に大きな挑戦課題
が あ る。1 エ ク サ FLOPS へ 到
達するには、2010 年 6 月時点の
TOP500 の第 1 位のピーク性能で
ある 2 PF に対し、500 倍の性能
向上が必要である。しかし、所要
電力は、2010 年の 6 MW に対し、





















































　IESP の 活 動 は、 米 国 の ス ー
パーコンピュータ関係者が 2007















































































































































2）　スーパーコンピュータの開発競争と新ベンチマーク設定の動き（科学技術動向 2004 年 8 月号）
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企業にてコンピュータ設計用 CAD の研究開発、ハイ・パーフォーマンス・コン
ピューティング領域、ユビキタス領域のビジネス開発に従事後、現職。スーパーコン
ピュータ、LSI 設計技術等、情報通信分野での科学技術動向に興味を持つ。
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