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Resumen
El estudio de la estructura y funcionamiento del cerebro humano de forma no in-
vasiva es de sumo intere´s en neurociencias. Te´cnicas como la electro/magnetoencefa-
lograf´ıa y la resonancia magne´tica por tensor de difusio´n surgen con tal finalidad.
La electro/magnetoencefalograf´ıa es una te´cnica que permite estudiar la actividad
electromagne´tica que tiene lugar en el cerebro a partir de mediciones de potencial
ele´ctrico y campo magne´tico originados por la activacio´n sincro´nica de conjuntos
de neuronas. Por otro lugar, la resonancia magne´tica por tensor de difusio´n es una
te´cnica que permite realizar un ana´lisis estructural del cerebro a partir de la medi-
cio´n de la movilidad de los protones de hidro´geno frente a un gradiente de campo
magne´tico aplicado.
La prediccio´n del potencial ele´ctrico o campo magne´tico generado por una fuente
conocida lleva el nombre de problema directo de la electro/magnetoencefalograf´ıa. El
problema inverso consiste en la estimacio´n de para´metros de la fuente de actividad
electromagne´tica del cerebro a partir de un conjunto de mediciones, inevitablemente
contaminadas por ruido, del potencial ele´ctrico sobre el cuero cabelludo y del campo
magne´tico en el exterior de la cabeza.
En esta tesis se estudian distintos aspectos que influyen en la calidad de la solu-
cio´n de los problemas directo e inverso de la electro/magnetoencefalograf´ıa, as´ı como
problemas de estimacio´n relacionados a las ima´genes de resonancia magne´tica por
tensor de difusio´n. Se analizan los efectos de variaciones en el modelo de cabeza
utilizado, en el posicionamiento de los electrodos y la modelizacio´n de la actividad
cerebral de fondo. Se estudia tambie´n la influencia del ruido propio del sistema de
adquisicio´n en ima´genes de tensor de difusio´n y mediciones derivadas de e´ste. Tales
influencias se plasman en errores en la estimacio´n de la conductividad ele´ctrica, ne-
cesaria para la adecuada modelizacio´n de la cabeza, as´ı como en la estimacio´n de la
geometr´ıa estructural intracerebral, denominada tractograf´ıa.
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Cap´ıtulo 1
Introduccio´n
A lo largo de la historia el hombre ha desarrollado la ciencia como herramienta
para indagar la naturaleza en todas sus a´reas. Parado´jicamente el funcionamien-
to del o´rgano que le permite desarrollar estos conocimientos, el cerebro, es uno de
los misterios de la naturaleza que hasta hace poco no se hab´ıan podido develar.
Esta situacio´n comenzo´ a cambiar en las u´ltimas de´cadas, con la comprensio´n de
la bioqu´ımica celular y el funcionamiento de las neuronas. Sin embargo, el funcio-
namiento conjunto de millones de neuronas de un cerebro trabajando au´n no se
comprende cabalmente. Para estudiar el cerebro en funcionamiento se han desarro-
llado, a lo largo del siglo pasado, algunas herramientas entre las que podemos contar
a la electroencefalograf´ıa, la magnetoencefalograf´ıa y la resonancia magne´tica. La
electroencefalograf´ıa y magnetoencefalograf´ıa son te´cnicas no invasivas que permi-
ten el estudio del funcionamiento del cerebro con una elevada resolucio´n temporal,
del mismo orden que los procesos qu´ımicos que dan origen a la actividad ele´ctrica
de las neuronas. La resonancia magne´tica, por otro lado, es un me´todo no invasivo
que permite caracterizar adecuadamente la anatomı´a interna del ence´falo con gran
resolucio´n espacial.
Desde el punto de vista electromagne´tico el conjunto de neuronas activas del
cerebro puede describirse como una distribucio´n de densidad de corriente ele´ctrica.
Las ecuaciones de Maxwell permiten calcular la distribucio´n de potencial ele´ctri-
co generada por dichas neuronas, y de esta manera pueden predecirse, si la fuente
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es conocida, las diferencias de potencial que se medira´n entre distintos puntos en
la superficie de la cabeza. De igual manera se puede calcular el campo magne´tico
que generan las corrientes presentes en los tejidos, y as´ı predecir las mediciones que
se obtendr´ıan en sensores de campo magne´tico situados fuera de la cabeza. Esta
prediccio´n de las mediciones o ca´lculo del potencial o campo magne´tico a partir
de una fuente de actividad ele´ctrica conocida, es el llamado problema directo de
la electro/magnetoencefalograf´ıa. Partiendo de mediciones de potencial y campo
magne´tico es posible, bajo ciertas hipo´tesis, estimar para´metros de la fuente de acti-
vidad neuronal, tales como su ubicacio´n e intensidad. Esto se conoce como problema
inverso de electro/magnetoencefalograf´ıa. Dado que en las mediciones siempre hay
ruido presente, este es un problema que debe resolverse con herramientas de proce-
samiento estad´ıstico de sen˜ales. El problema inverso no tiene en general una u´nica
solucio´n, por lo que deben formularse una serie de suposiciones para lograr una ade-
cuada caracterizacio´n de la fuente de actividad. Estas suposiciones normalmente se
realizan al formular modelos de la fuente neuronal de actividad ele´ctrica y del medio
en que tiene lugar la actividad electromagne´tica.
Existen muchos aspectos del problema que afectan la solucio´n de los problemas
directo e inverso. Entre ellos se pueden mencionar los modelos adoptados para la
fuente de actividad ele´ctrica, para la geometr´ıa de la cabeza y las caracter´ısticas elec-
tromagne´ticas de los tejidos, as´ı como el modelo del ruido que afecta las mediciones
en el problema inverso.
Esta tesis estudia distintos aspectos de los problemas directo e inverso de la
electro/magnetoencefalograf´ıa, con particular e´nfasis en el estudio de la influencia
del modelo de cabeza utilizado, la incertidumbre que produce el desconocimiento de
la posicio´n exacta de los electrodos de medicio´n, la actividad cerebral de fondo y la
adecuada modelizacio´n de conductividad ele´ctrica de la cabeza.
Desde un punto de vista general los ana´lisis presentados en esta tesis permiten
determinar en que aspectos se debe enfatizar el estudio o la calidad de los modelos
para lograr la precisio´n requerida en neurolog´ıa en la solucio´n de los problemas
relacionados con la electro/magnetoencefalograf´ıa.
1.1 Resultados preexistentes 3
1.1. Resultados preexistentes
La existencia de feno´menos electromagne´ticos en el cuerpo humano se conoce
hace tiempo, y ha sido estudiada en detalle (Titomir y Kneppo, 1994; Malmivuo y
Plonsey, 1995). En particular, el estudio de la relacio´n entre la actividad ele´ctrica
generada por fuentes en el cerebro y el potencial ele´ctrico medido sobre el cuero
cabelludo se presento´ en Geselowitz (1967), y la generacio´n de campo magne´tico
por fuentes en el cerebro en Geselowitz (1970). Desde entonces se trabajo´ en el tema
y existe una gran cantidad de resultados relacionados. Una buena recopilacio´n de
los mismos puede encontrarse en Ha¨ma¨la¨inen et al. (1993); Hallez et al. (2007).
Para el ca´lculo de la solucio´n del problema directo (PD) de la electro/magneto-
encefalograf´ıa (E/MEG), es decir la prediccio´n de la distribucio´n de potencial y
campo magne´tico generado por una fuente conocida, existen diversos me´todos, tan-
to anal´ıticos para geometr´ıas simples (Sarvas, 1987; de Munck y Peters, 1993; Zhang,
1995), como nume´ricos para geometr´ıas realistas (van den Broek et al., 1996; Van-
rumste et al., 2001; Zhang et al., 2004; Wolters et al., 2006). El problema inverso (PI)
de E/MEG, o la estimacio´n de para´metros de una fuente desconocida a partir de
mediciones contaminadas por ruido, tambie´n se estudio´ en profundidad. Existe un
gran nu´mero de algoritmos para resolverlo (Mosher y Leahy, 1998; Sekihara et al.,
1999; Dogandzˇic´ y Nehorai, 2000; de Munck et al., 2002; Pascual-Marqui, 2002; Se-
kihara y Nagarajan, 2007), as´ı como cotas generales en el desempen˜o que se puede
lograr en su resolucio´n (Muravchik y Nehorai, 2001; von Ellenrieder et al., 2006).
Uno de los factores que determinan el desempen˜o que puede obtenerse en el PI
de E/MEG es el modelo de la cabeza utilizado, existiendo numerosos trabajos que
estudian distintos aspectos del tema (van den Broek et al., 1998; Awada et al., 1998;
Huiskamp et al., 1999; Vanrumste et al., 2000). Dado que para una geometr´ıa con
simetr´ıa esfe´rica existe una solucio´n anal´ıtica (de Munck y Peters, 1993), mientras
que para geometr´ıas realistas se deben emplear me´todos nume´ricos, existe un gran
nu´mero de trabajos en los que se analiza la diferencia entre la solucio´n del PI pa-
ra un modelo esfe´rico y un modelo realista (Meijs et al., 1988; Cuffin, 1990; Roth
et al., 1993; Yvert et al., 1997; Baillet et al., 2001; Vatta et al., 2010). Estos trabajos
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recurren a simulaciones reiterativas con la finalidad de comparar la reconstruccio´n
de fuentes dipolares utilizando cada modelo. Sin embargo, en dichos trabajos se
consideran los errores en la reconstruccio´n de fuentes dipolares debidas so´lo a varia-
ciones en la geometr´ıa de la cabeza, sin tener en cuenta factores influyentes como la
conductividad ele´ctrica. Muchos trabajos (Ramon et al., 2006; Wolters et al., 2006;
Rullmann et al., 2009; Gu¨llmar et al., 2010) han mostrado la influencia de la incor-
poracio´n de esta informacio´n en la resolucio´n del PI en E/MEG, concluyendo que es
de importancia. En esta tesis se determina el error en la solucio´n del PI al usar un
modelo gene´rico completamente realista, comparando la solucio´n con la obtenida al
usar modelos ma´s sencillos.
El modelo de cabeza puede distar au´n ma´s de los esfe´ricos en situaciones en
las que se consideren variaciones geome´tricas debidas a intervenciones quiru´rgicas
y/o utilizacio´n de instrumental de medicio´n invasivo. Te´cnicas como la electrocor-
ticograf´ıa (ECoG) y la electroencefalograf´ıa de profundidad (sEEG) son ejemplo de
ello (Lachaux et al., 2003; Blount et al., 2008). E´stas son utilizadas en situaciones
en las que la determinacio´n precisa de la fuente de actividad es de suma importan-
cia, como lo es en estudios prequiru´rgicos realizados sobre pacientes candidatos a
la reseccio´n de a´reas de corteza por funcionamiento ano´malo. Estos estudios suelen
durar de siete a diez d´ıas (Tao et al., 2007b; Huiskamp et al., 2010), por lo que
muchos investigadores se valen de ello para analizar el alcance de los resultados de
E/MEG en comparacio´n a ECoG y sEEG. Con esta finalidad se realizan mediciones
simulta´neas de E/MEG y ECoG, a partir de las que se extraen mu´ltiples conclusio-
nes (Mikuni et al., 1997; Pacia y Ebersole, 1997; Oishi et al., 2002; Tao et al., 2005,
2007a; Ray et al., 2007; Hashiguchi et al., 2007; van der Loo et al., 2007; Yamazaki
et al., 2011). Sin embargo, en estos trabajos no se considera de forma adecuada la
variacio´n del modelo provista por la intervencio´n quiru´rgica y la implantacio´n del
dispositivo de medicio´n, llevando a resultados controversiales. En la presente tesis
se muestra la influencia del modelo en estos casos, permitiendo evaluar la incidencia
de su simplificacio´n en los resultados y conclusiones extra´ıdas.
Otra fuente de error en la resolucio´n del PI de EEG corresponde a la incerti-
dumbre en la localizacio´n de los electrodos. Existen diversos me´todos de adquisicio´n
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de dichas posiciones, basados en reiteradas mediciones de distancias entre electro-
dos (de Munck et al., 1991), en ima´genes de resonancia magne´tica (Wang et al.,
1996; Yoo et al., 1997; de Munck et al., 2012), en fotograf´ıas digitales (von Ellenrie-
der et al., 2009a) o utilizando la´pices posicionadores electromagne´ticos (San Mart´ın,
2006). Dichos mecanismos carecen de exactitud en la reconstruccio´n de la posicio´n
de los electrodos debido a la incertidumbre inherente a todo sistema de adquisicio´n.
Es por ello que en diferentes trabajos se estudia la influencia de estos errores en
la localizacio´n de las fuentes de actividad cerebral (Kavanagh et al., 1978; Towle
et al., 1993; Khosla et al., 1999; Hoey et al., 2000; Bruno et al., 2004; Wang et al.,
2006). En dichos trabajos se considera el ana´lisis del desempen˜o logrado a partir de
la utilizacio´n de me´todos de resolucio´n del PI particulares, llevando a la conclusio´n
de que los resultados sera´n va´lidos so´lo cuando ese me´todo de resolucio´n sea conside-
rado. Por ello, en este trabajo se plantea un me´todo general que permite cuantificar
la influencia de la incertidumbre en la posicio´n de los electrodos sea cual fuere el
me´todo de resolucio´n del PI escogido.
Otro aspecto a tener en cuenta en el ana´lisis del PI de EEG es la adecuada mo-
delizacio´n y consideracio´n de la actividad cerebral de fondo. La influencia de este
ruido ha sido estudiada con detalle en numerosos trabajos (Sekihara et al., 1994;
Lu¨tkenho¨ner, 1998; Dogandzˇic´ y Nehorai, 2000; de Munck et al., 2002; Huizenga
et al., 2002; Waldorp et al., 2002). Debido a la naturaleza del problema se ha mos-
trado que resulta factible la consideracio´n de independencia entre las variaciones
temporales y espaciales de dicha actividad, resultando en una simplificacio´n del pro-
blema general de caracterizacio´n espacio-temporal (de Munck et al., 2002; Huizenga
et al., 2002; Bijma et al., 2005). Luego, modelos parame´tricos matema´tica, f´ısica y
fisiolo´gicamente plausibles surgen en pos de la caracterizacio´n de la variacio´n espa-
cial (de Munck et al., 1992, 1997; Huizenga et al., 2002) y temporal (Bijma et al.,
2003). Sin embargo, au´n no ha sido estudiada en detalle la aplicacio´n de este conoci-
miento en la resolucio´n del PI, el cual resulta de suma utilidad en situaciones en las
que el nu´mero de realizaciones de sen˜al impide el uso de los estimadores comu´nmente
utilizados. En este trabajo se introduce una te´cnica de estimacio´n que saca provecho
de este conocimiento, plasmando su ventaja en la mejora de la resolucio´n del PI.
6 Introduccio´n
La adecuada consideracio´n de la actividad cerebral de fondo resulta fundamental
y de primer orden frente a otras fuentes de ruido (von Ellenrieder, 2005). Esto se
plasma en la utilizacio´n directa de la matriz de covarianza por parte de numerosos
algoritmos (de Munck et al., 2002; Huizenga et al., 2002), resultando ser el me´todo de
filtrado espacial o beamforming uno de ellos (van Veen et al., 1997; Chen et al., 2006;
Sekihara y Nagarajan, 2007). La aplicacio´n de esta te´cnica en E/MEG resulta un
tanto restrictiva debido a la necesidad de considerar mediciones de sen˜al en diferentes
condiciones, denominadas de modo activo y control (Chen et al., 2006; Sekihara
y Nagarajan, 2007). Estas condiciones no siempre se dan en la pra´ctica cl´ınica,
existiendo situaciones en donde el nu´mero de realizaciones de sen˜al es pequen˜o. Por
esta razo´n se introduce un me´todo basado en la caracterizacio´n adecuada del ruido
de fondo de EEG, el cual permite obtener beneficios en la estimacio´n de la fuente
de actividad cerebral au´n conociendo un escaso nu´mero de realizaciones.
Finalmente, cabe destacar que para obtener modelos realistas se necesita de in-
formacio´n proveniente de distintas modalidades de ima´genes biome´dicas, tales como
la resonancia magne´tica por tensor de difusio´n (RM-TD) (Basser et al., 1994). Ba´si-
camente, esta te´cnica consiste en la medicio´n de la difusividad de las mole´culas de
agua a lo largo de mu´ltiples direcciones con la finalidad de estudiar la movilidad de
los protones de hidro´geno en funcio´n de la orientacio´n. Dado que la difusio´n en los
tejidos no es libre, el agua se difundira´ ma´s ra´pidamente en la direccio´n alineada con
la estructura interna y ma´s lentamente en la direccio´n perpendicular a membrana
que lo contiene, permitiendo la obtencio´n de informacio´n acerca de su estructura
anato´mica. Luego, la RM-TD permite analizar tanto la anatomı´a in vivo del cere-
bro (Mori et al., 1999; Basser et al., 2000; Lazar et al., 2003), como as´ı tambie´n
estimar la conductividad ele´ctrica de los tejidos blandos (Tuch et al., 2001; Gu¨llmar
et al., 2010). Diversos estudios analizan la influencia de los errores de medicio´n en
la estimacio´n del campo tensorial de difusio´n (Lazar y Alexander, 2003; Alexander,
1997; Caan et al., 2010). Sin embargo, dichos estudios no consideran la incorporacio´n
de sistemas de mu´ltiples bobinas receptoras (Roemer et al., 1990; Pruessmann et al.,
1999) y las ventajas que e´stos proveen en la estimacio´n de para´metros relacionados
al tensor de difusio´n y, consecuentemente, al mapa tensorial que representa la con-
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ductividad ele´ctrica del cerebro. Esto conllevo´ a la realizacio´n de un ana´lisis gene´rico
que permite vislumbrar las ventajas de estos sistemas en la estimacio´n del mapa de
difusio´n cerebral independientemente del algoritmo de estimacio´n empleado.
1.2. Contribuciones originales
Las contribuciones originales de esta tesis esta´n relacionadas con el ana´lisis de la
influencia de incertidumbres en relacio´n a los problemas directo e inverso de E/MEG,
as´ı como en la reconstruccio´n del mapa tensorial dado por ima´genes de RM-TD.
Se planteo´ un me´todo de resolucio´n del PD en E/MEG mediante el me´todo
de los elementos finitos, considerando funciones de base lineales. Esto permitio´ el
adecuado modelado de la cabeza, considerando tanto la geometr´ıa realista como
la adecuada conductividad ele´ctrica. La formulacio´n planteada permitio´ llegar a
expresiones anal´ıticas de fa´cil implementacio´n nume´rica. Asimismo, se presento´ el
marco teo´rico que fundamenta la existencia, unicidad y tasa de convergencia de la
solucio´n bajo ciertas hipo´tesis. Parte de los resultados se presentaron en Beltrachini
et al. (2008).
Se estudio´ el efecto del modelo de cabeza utilizado en circunstancias en las que
no es posible contar con modelos personalizados de los individuos. En esos casos,
diversos modelos son empleados, siendo el ma´s utilizado el esfe´rico con capas de con-
ductividad ele´ctrica iso´tropa. Con el fin de reducir las fuentes de error se realizo´ un
modelo realista basado en atlas que permitio´ considerar una adecuada geometr´ıa
y conductividad ele´ctrica del medio. Utilizando el me´todo de los elementos finitos
desarrollado y una te´cnica de resolucio´n del PI se comparo´ la incertidumbre debida
a cada modelo, concluyendo en la necesidad de la utilizacio´n del modelo realista. Los
resultados se presentaron en (Beltrachini et al., 2011a,b). Asimismo, diferentes apli-
caciones del modelo realista fueron presentadas en Ferna´ndez-Corazza et al. (2011)
y publicadas en Iba´n˜ez et al. (2011b,c); von Ellenrieder et al. (2012).
Se analizo´ el efecto de la modelizacio´n adecuada en mediciones conjuntas de
ECoG y E/MEG. Esto permitio´ cuantificar debidamente la influencia del disposi-
tivo de adquisicio´n invasivo y las variaciones del modelo debidas a la intervencio´n
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quiru´rgica en las mediciones realizadas. Los resultados son de sumo intere´s en la
pra´ctica cl´ınica, especialmente en estudios tendientes a caracterizar, de forma ex-
perimental, los l´ımites de las te´cnicas no invasivas. Se mostraron ventajas de MEG
frente a EEG en dichas situaciones. Los resultados presentados en esta tesis au´n no
han sido publicados.
Se estudio´ tambie´n el efecto de incertezas de pequen˜a magnitud en el posicio-
namiento de los electrodos de EEG mediante un ana´lisis por perturbaciones. Estas
incertezas de pequen˜a magnitud representan errores en las te´cnicas de adquisicio´n de
dichas posiciones, tales como la´pices posicionadores electromagne´ticos o fotograf´ıas
digitales. El ana´lisis realizado permitio´ determinar que, en situaciones generales, el
efecto de las perturbaciones es de importancia secundaria en el PI de EEG, frente a
otras causas de error. Los resultados se publicaron en Beltrachini et al. (2011c).
Se estudio´ la caracterizacio´n espacio-temporal del ruido de fondo y analizo´ su
influencia en el PI en EEG. Dicha caracterizacio´n es de vital importancia en relacio´n
a la resolucio´n del PI, as´ı como en relacio´n al estudio de la actividad de fondo per
se. Se propuso el me´todo de estimacio´n por constriccio´n y presentaron sus ventajas
teo´rico-pra´cticas cuando el nu´mero de realizaciones disponible es escaso. Los resul-
tados se presentaron en (Beltrachini et al., 2009, 2010) y publicaron en Beltrachini
et al. (2011e).
Se desarrollo´ un me´todo de resolucio´n del PI en EEG basado en un me´todo de
beamforming existente y los estimadores por constriccio´n de la covarianza del ruido
de fondo. Esto permitio´ la adecuada consideracio´n de dicha actividad, la cual resulta
ser sumamente influyente si no se caracteriza adecuadamente. Se mostro´ la validez
del me´todo en circunstancias en las que so´lo pocas realizaciones de sen˜al se conocen.
Los resultados presentados en esta tesis au´n no han sido publicados.
Otro aporte incluido en esta tesis es la determinacio´n de los efectos del ruido
de medicio´n en factores derivados de la RM-TD. Dichos estudios son de gran im-
portancia para la caracterizacio´n in vivo de tejidos blandos, utilizados tanto en la
investigacio´n como en la pra´ctica cl´ınica. Asimismo, se analizo´ la influencia de la uti-
lizacio´n de sistemas adquisidores de mu´ltiples bobinas, cuantificando sus ventajas.
Algunos de los resultados se presentaron en Beltrachini et al. (2011d).
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1.3. Organizacio´n de la tesis
El Cap´ıtulo 2 constituye una introduccio´n al PD en E/MEG. Se presenta una
formulacio´n matema´tica del problema directo y los me´todos utilizados normalmente
para resolverlo, haciendo especial hincapie´ en el me´todo de elementos finitos, por ser
e´ste el que permite el adecuado tratamiento de la conductividad ele´ctrica del medio.
Asimismo, se realiza un estudio teo´rico-pra´ctico que permite validar su utilizacio´n.
En el Cap´ıtulo 3 se analiza la influencia del modelo de cabeza utilizado en la
resolucio´n del PI en E/MEG. Se pone especial e´nfasis en situaciones en las que los
modelos individuales no se encuentran disponibles, lo cual es cotidiano en proble-
mas de localizacio´n de fuentes relacionadas a potenciales evocados. Se describe una
metodolog´ıa que permite caracterizar dicho efecto y se utiliza en la localizacio´n del
potencial evocado N170.
En el cuarto cap´ıtulo se analiza la influencia del modelo en estudios de ECoG
y E/MEG simulta´neos. Se presenta una metodolog´ıa para la obtencio´n del modelo
y presentan resultados que permiten caracterizar su incidencia en las conclusiones
extra´ıdas de dichos estudios.
En el quinto cap´ıtulo se estudia el efecto de variaciones de pequen˜a magnitud en
la posicio´n de los electrodos en el PI de EEG. Se cuantifica el efecto esperable en la
localizacio´n de fuentes de actividad cerebral mediante la cota de Crame´r–Rao y se
presentan resultados obtenidos con la misma.
En el sexto cap´ıtulo se analiza el problema de caracterizacio´n del ruido de fondo
en EEG. Se presenta el me´todo de estimacio´n por constriccio´n, el cual permite una
adecuada estimacio´n del momento de segundo orden de dicho ruido, au´n cuando se
posean escasas realizaciones del proceso. Se muestran las ventajas de este me´todo
frente a los estimadores convencionales, utilizando datos sinte´ticos y reales.
El Cap´ıtulo 7 presenta el me´todo de filtrado espacial por constriccio´n para la
resolucio´n del PI en EEG, el cual constituye una aplicacio´n directa de los estimadores
homo´nimos presentados en el cap´ıtulo anterior. Se muestran las ventajas de dichos
estimadores, conllevando a una formulacio´n menos restrictiva que las usualmente
consideradas.
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En el octavo cap´ıtulo se estudian los efectos del ruido de medicio´n en ima´genes
de RM-TD. Se propone un modelo matema´tico que permite considerar la influencia
de la adquisicio´n de sen˜al utilizando mu´ltiples bobinas receptoras. Utilizando la cota
de Crame´r–Rao se cuantifica el efecto de dicho ruido en la estimacio´n de la difusio´n
del agua en el cerebro y diversos factores derivados de e´sta.
Por u´ltimo en el Cap´ıtulo 9 se presentan las conclusiones generales de la tesis,
as´ı como posibles l´ıneas de investigacio´n a seguir.
Cabe destacar que los datos reales utilizados en los Cap´ıtulos 4 y 6 son producto
del trabajo en conjunto con el Instituto de Biolog´ıa Celular y Neurociencias “Prof.
E. de Robertis” (IBCN), Facultad de Medicina, Universidad de Buenos Aires, y
el Centro de Epilepsia, Divisio´n Neurolog´ıa, Hospital Ramos Mej´ıa. Asimismo, los
datos reales de potenciales evocados presentados en el Cap´ıtulo 3 corresponden al
trabajo en conjunto con el Laboratorio de Psicolog´ıa Experimental y Neurociencias
del Instituto de Neurolog´ıa Cognitiva (INECO).
Cap´ıtulo 2
El problema directo en E/MEG
2.1. Introduccio´n
La electro-magnetoencefalograf´ıa (E/MEG) es una te´cnica que consiste en medir
el potencial ele´ctrico sobre la superficie de la cabeza (cuero cabelludo) y el campo
magne´tico por fuera de e´sta con la finalidad de detectar fuentes bioele´ctricas internas.
Constituye, junto con otras te´cnicas de ana´lisis tales como la Resonancia Magne´tica
por tensor de difusio´n (RM-DTI) y la Resonancia Magne´tica Funcional (RMf), la
base de las neurociencias de cara´cter no invasivo. Suponiendo conocidas las fuentes
de actividad cerebral y las caracter´ısticas del medio conductor es posible obtener
la distribucio´n del potencial ele´ctrico y el campo magne´tico generado, planteo que
lleva el nombre de Problema Directo (PD) en E/MEG. Pero el problema de intere´s
cl´ınico consiste justamente en lo contrario: conocida la distribucio´n de potencial
ele´ctrico y campo magne´tico a partir de mediciones en un conjunto discreto de puntos
(i.e. sensores) buscar las fuentes de actividad bioele´ctrica de intere´s con la mayor
exactitud posible. Dicho problema, debido a su naturaleza no un´ıvoca, es conocido
como Problema Inverso (PI) en E/MEG. Dado que las mediciones se encuentran
inevitablemente contaminadas por ruido, se utilizan te´cnicas estad´ısticas que, en
conjuncio´n con te´cnicas de resolucio´n del PD, permiten su adecuado abordaje (Dale
y Sereno, 1993). De all´ı se desprende la necesidad del estudio del PD en detalle dado
que errores en su resolucio´n se vera´n reflejados en la determinacio´n de las fuentes
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que originan un conjunto de mediciones.
El PD se encuentra totalmente ligado a los modelos utilizados en la caracteriza-
cio´n tanto del medio como de las fuentes de actividad. En la literatura se proponen
diferentes modelos de cabeza, dependiendo del nivel de detalle que se pretende del
estudio. Estos modelos pueden ser tan sencillos como la consideracio´n de geometr´ıas
esfe´ricas con conductividad ele´ctrica iso´tropa (de Munck, 1988; Ermer et al., 2001),
aumentando la complejidad hasta considerar geometr´ıas y mapas de conductividad
ele´ctrica realistas (Wolters et al., 2006). Si bien los modelos simples son muy uti-
lizados en la bibliograf´ıa, las consideraciones realizadas sobre los mismos conllevan
a errores inevitables en la resolucio´n del PI (Vanrumste et al., 2002; von Ellenrie-
der et al., 2006; Gu¨llmar et al., 2010; Vatta et al., 2010), limitando la precisio´n de
los resultados. Luego, el adecuado modelado de la cabeza humana resulta de vital
intere´s estudios de neurociencias relacionados a mediciones de E/MEG.
Mu´ltiples me´todos surgen para la resolucio´n del PD considerando modelos rea-
listas, tal como el de elementos de contorno (Brebbia y Domı´nguez, 1992), el sin
mallas (von Ellenrieder et al., 2005b) y el de diferencias finitas (Vanrumste et al.,
2001; Hallez et al., 2007). Sin embargo, no todos logran realizar un balance adecuado
en la resolucio´n del PD. Mientras que los dos primeros no posibilitan el modelado
realista de la conductividad ele´ctrica (solo de forma iso´tropa), el tercero impone una
discretizacio´n regular del dominio (Hallez et al., 2007), la cual se muestra en este
cap´ıtulo que no siempre es recomendable. Por esta razo´n el me´todo de los elementos
finitos (MEF) surge como me´todo apto para lidiar convenientemente con la situacio´n.
Existen numerosos trabajos que estudian la factibilidad del MEF en la aplicacio´n al
problema directo en E/MEG (Zhang et al., 2004; Wolters et al., 2006, 2007; Gu¨ll-
mar et al., 2010). Sin embargo la implementacio´n propuesta en la literatura puede
resultar un tanto engorrosa y/o computacionalmente costosa, por lo que no siempre
es sencilla su utilizacio´n. Por esta razo´n se presenta la resolucio´n del PD utilizando
el MEF y funciones de base lineales, las cuales permiten llegar a formulaciones de
fa´cil implementacio´n. Se acompan˜a al estudio con el tratamiento teo´rico correspon-
diente que permite asegurar la existencia y unicidad de la solucio´n, as´ı como tasas
de convergencia de acuerdo a la discretizacio´n de dominio considerada.
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El presente cap´ıtulo se organiza del siguiente modo: en la Seccio´n 2.2 se obtiene
una caracterizacio´n matema´tica del PD en E/MEG, validando algunas simplifica-
ciones propias del mismo. Asimismo, se plantean las bases matema´ticas del PD,
concluyendo en la obtencio´n de una ecuacio´n diferencial con condiciones de borde
de Neumann cuya solucio´n determina la distribucio´n de potencial ele´ctrico sobre
el volumen conductor. En la Seccio´n 2.3 se reformula el problema diferencial como
un problema variacional para luego demostrar existencia y unicidad de la solucio´n
anal´ıtica bajo ciertas hipo´tesis. Luego se desarrolla el MEF de primer orden, con-
siderado el ma´s adecuado al problema de intere´s por permitir buena adaptacio´n de
la malla al volumen real sin aumentar en gran forma el nu´mero de inco´gnitas. En
la Seccio´n 2.4 se comparan los resultados obtenidos en la seccio´n precedente tanto
para medios iso´tropos como aniso´tropos. Por u´ltimo, en la Seccio´n 2.5 se extraen
conclusiones concernientes a los resultados obtenidos y se presentan l´ıneas futuras
de trabajo.
2.2. Planteo matema´tico del problema directo en
E/MEG
En esta seccio´n se presenta la formulacio´n matema´tica que caracteriza al PD
en E/MEG. En principio, se justifican simplificaciones va´lidas propias del modelo
del medio bajo estudio, las cuales permiten una ma´s sencilla manipulacio´n de las
ecuaciones de Maxwell que gobiernan a los feno´menos electromagne´ticos. Luego se
obtiene la formulacio´n diferencial asociada al potencial ele´ctrico y campo magne´tico.
Por u´ltimo, se muestra una breve resen˜a sobre los modelos de fuentes de corriente
adecuados al problema. Planteos similares pueden verse, por ejemplo, en Ha¨ma¨la¨inen
et al. (1993); Hallez et al. (2007).
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2.2.1. Aproximacio´n cuasiesta´tica de las ecuaciones de
Maxwell
Suponiendo conocida la conductividad ele´ctrica de la cabeza y las fuentes que
generan la actividad neurobiolo´gica, son las ecuaciones de Maxwell, junto con la
de continuidad, las que permiten realizar un ana´lisis cuantitativo de la situacio´n.
Considerando que en dicho volumen la permeabilidad magne´tica es constante e igual
a la del vac´ıo, las ecuaciones que representan al feno´meno en el punto r del espacio
y en el tiempo t vienen dadas por (Jackson, 1975)
∇ ·E(r; t) = ρ(r; t)
0
, (2.1)
∇×E(r; t) = −∂B(r; t)
∂t
, (2.2)
∇ ·B(r; t) = 0, (2.3)
∇×B(r; t) = µ0
(
J(r; t) + 0
∂E(r; t)
∂t
)
, (2.4)
J(r; t) = σ(r)E(r; t) +
∂P (r; t)
∂t
, (2.5)
en donde E(r; t) y B(r; t) son los campos ele´ctrico y magne´tico, respectivamente,
P (r; t) = ((r)− 0)E(r; t) es la polarizacio´n, (r) es la permitividad del material,
0 es la permitividad del vac´ıo, µ0 es la permeabilidad magne´tica del vac´ıo, y σ(r)
la conductividad del medio. Cabe destacar que numerosos estudios muestran que la
conductividad σ(r) dentro de la cabeza carece tanto de homogeneidad (Yan et al.,
1991) como de isotrop´ıa (Kim et al., 2003), por lo que se la considera como una
magnitud tensorial.
Se busca en lo siguiente justificar que es posible despreciar los te´rminos de campo
ele´ctrico y magne´tico generados a partir de variaciones de los mismos en el tiempo,
aproximacio´n que lleva el nombre de cuasiesta´tica. De (2.4) y (2.5) se tiene que
∇×B(r; t) = µ0
(
σ(r)E(r; t) + (r)
∂E(r; t)
∂t
)
. (2.6)
Sabiendo queE(r; t) = E0(r)e
j2pift, considerar la aproximacio´n cuasiesta´tica en (2.6)
equivale a pedir |(r)∂E(r; t)/∂t|  |σ(r)E(r; t)|, o bien |j2pi(r)fE(r; t)| 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|σ(r)E(r; t)| lo cual se cumple para los valores t´ıpicos de los tejidos involucrados
 = 1050, f ' 100Hz y σ = 0,3I3 Ω−1m−1, con I3 la matriz identidad de 3 × 3.
Luego, ∇×B(r) ' µ0σ(r)E(r).
Por otro lado se busca justificar la aproximacio´n cuasiesta´tica en la expre-
sio´n (2.2), para lo cual se toma el rotor de la misma
∇×∇× E = −∂ (∇×B)
∂t
= −j2pifµ0 (σ + j2pifI3)E. (2.7)
Considerando los valores t´ıpicos dados anteriormente, la solucio´n de esta ecuacio´n
diferencial tiene una constante de variacio´n espacial dada por
λ = |2pifµ0 (σ + j2pif) |−1/2 = 65m,
en donde σ = 0,3 Ω−1m−1. Como el volumen bajo estudio es mucho menor que
esta medida, se puede validar la aproximacio´n cuasiesta´tica para la expresio´n (2.7).
Luego, como resulta∇×E(r) = 0, el campo ele´ctrico puede ser expresado mediante
su funcio´n potencial ele´ctrico E(r) = −∇u(r).
2.2.2. Formulacio´n diferencial
Es de utilidad diferenciar la densidad de corriente producida por la actividad
neuronal en dos componentes: la primera debida a la activacio´n sincronizada y local
de una poblacio´n, denominada corriente primaria (Ha¨ma¨la¨inen et al., 1993; Mal-
mivuo y Plonsey, 1995), la cual se designa mediante Jp(r). La segunda comprende
las corrientes que permiten cerrar el circuito ele´ctrico, llamada corriente de volumen
o retorno, y dada por Jv(r) = σ(r)E(r). El resultado total sera´ la densidad de
corriente neta en la cabeza,
J(r) = Jp(r) + σ(r)E(r). (2.8)
La ecuacio´n anterior ilustra la importancia de la corriente primaria en la vecindad
de un grupo activo de ce´lulas debida a la actividad cerebral, as´ı como la pasividad
de la corriente de volumen sobre todo el medio. Por ende, localizar la corriente
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primaria equivale a encontrar la fuente de actividad cerebral. Si se reemplaza E(r)
por −∇u(r) en (2.8) y luego se toma la divergencia de la misma, se obtiene
∇ · J(r) =∇ · Jp(r)−∇ · (σ(r)∇u(r)).
Utilizando la aproximacio´n cuasiesta´tica sobre (2.4), se tiene que ∇ · J(r) = 0, por
lo que el problema directo en EEG consiste en encontrar el potencial ele´ctrico u(r)
tal que satisfaga {
∇ · Jp(r) =∇ · (σ(r)∇u(r)) en Ω
(σ(r)∇u(r)) · nˇ = 0 en ∂Ω , (2.9)
en donde Ω es el volumen de intere´s (i.e. la cabeza), ∂Ω es la superficie del mismo
volumen (i.e. la superficie exterior del cuero cabelludo), y la segunda ecuacio´n im-
plica que en la superficie de la cabeza la componente de la densidad de corriente
normal a e´sta es nula.
Una vez resuelto el problema directo en EEG se puede proceder al problema di-
recto en MEG. En efecto, de (2.3) se desprende que existe una funcio´n vectorialA(r)
que satisface B(r) =∇×A(r), llamada funcio´n potencial vectorial. Reemplazando
en (2.4) se tiene
∇× (∇×A(r)) =∇(∇ ·A(r))−∇2A(r) = µ0J(r),
en donde ∇2 es el operador Laplaciano vectorial 1. Considerando la condicio´n de
calibre de Coulomb, ∇ ·A = 0, por lo que el problema a resolver resulta ser
∇
2A(r) = −µ0J(r).
Esta es nuevamente una ecuacio´n de Poisson en donde, a diferencia del caso anterior,
cambia la condicio´n de borde. Como la permeabilidad magne´tica de la cabeza se
considero´ igual a la del aire, no existe otra opcio´n que asumir que el campo magne´tico
debido a la fuente de actividad cerebral es nulo en el infinito,B(r)→ 0 con |r| → ∞.
Este problema puede resolverse anal´ıticamente (Jackson, 1975), siendo su solucio´n
A(r) =
µ0
4pi
∫
Ω
J(r′)
‖r − r′‖dr
′.
1
∇
2A =
(
∇
2Ax,∇
2Ay,∇
2Az
)
.
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Luego, el campo magne´tico en r vendra´ dado por
B(r) =∇×A(r) = µ0
4pi
∫
Ω
J(r′)× (r − r′)
‖r − r′‖3 dr
′. (2.10)
Por u´ltimo, reemplazando (2.8) en (2.10) se obtiene
B(r) = B0(r)−Bs(r), (2.11)
en donde
B0(r) =
µ0
4pi
∫
Ω
Jp(r′)× (r − r′)
‖r − r′‖3 dr
′, (2.12)
es el campo magne´tico primario debido a la corriente de la fuente, y
Bs(r) =
µ0
4pi
∫
Ω
σ(r′)∇u(r′)× (r − r′)
‖r − r′‖3 dr
′, (2.13)
es el campo magne´tico secundario debido a las corrientes de volumen.
Dado que el campo magne´tico es una magnitud vectorial, en lo siguiente resulta
de intere´s el ca´lculo de la proyeccio´n del mismo en una direccio´n determinada nˇl.
Esta direccio´n queda determinada en algunos dispositivos de medicio´n de campo,
como los conformados bobinas conductoras, en donde nˇl no es ma´s que la direccio´n
de su eje. En general se tiene
B(r) · nˇl = B0(r) · nˇl −Bs(r) · nˇl, (2.14)
en dondeB0(r)·nˇl se calcula fa´cilmente fijando un modelo de fuente. Para calcular la
proyeccio´n del campo secundario se reemplazaBs(r) en el segundo te´rmino de (2.14)
por la expresio´n (2.13). Utilizando la propiedad a · (b× c) = b · (c× a) se llega a
Bs(r) · nˇl = µ0
4pi
∫
Ω
σ(r′)∇u(r′) · γl(r, r′)dr′, (2.15)
en donde γl(r, r
′) = (r−r
′)
‖r−r′‖3 × nˇl.
2.2.3. Modelo de fuente dipolar
En problemas como el descripto es necesario contar con un modelo que repre-
sente a la fuente de actividad cerebral Jp(r). En el caso de suponer que los focos de
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actividad cerebral son lo suficientemente concentrados, se puede utilizar un modelo
de mu´ltiples dipolos (von Ellenrieder et al., 2009c), debido tanto a su simplicidad y a
que ha probado ser buena aproximacio´n en numerosas aplicaciones (de Munck et al.,
1988a), tal como epilepsia (Merlet y Gotman, 1999; Kobayashi et al., 2005), poten-
ciales evocados (Shibata et al., 2002) o actividad esponta´nea de fondo (de Munck
et al., 1992). En el caso ma´s focal o concentrado se considera, sin pe´rdida de genera-
lidad, un u´nico dipolo ubicado en r0 y con momento dipolar Q que mejor represente
a la corriente primaria en un solo punto. Para este caso en particular se tendra´ que
la corriente primaria esta´ dada por
Jp(r) = Q δ(r − r0). (2.16)
Otros modelos de fuente ma´s realistas existen en la bibliograf´ıa (Yetik et al., 2005,
2006), pero en el presente ana´lisis se omiten por simplicidad en la explicacio´n y
desarrollos.
2.3. Resolucio´n nume´rica mediante el MEF
En la presente seccio´n se plantea la resolucio´n del problema directo en E/MEG.
En principio se determina una formulacio´n variacional que permite relajar las condi-
ciones impuestas sobre la solucio´n buscada. Luego, se realiza un breve estudio sobre
la existencia y unicidad de la solucio´n y las condiciones que lo permiten. Tras mos-
trar la discretizacio´n del problema directo en E/MEG, se presenta la transformacio´n
de volumen, utilizada en el planteo final del me´todo de resolucio´n propuesto.
2.3.1. Formulacio´n Variacional
Tal como se destaco´ en la seccio´n anterior, el problema directo en EEG consiste
en encontrar la funcio´n escalar u(r) que satisfaga (2.9). Se ve claramente que este
sistema requiere de una solucio´n u ∈ C2(Ω) (conjunto de funciones dos veces diferen-
ciables con derivada segunda continua), lo cual vuelve al me´todo un tanto restrictivo.
Es con la finalidad de relajar las condiciones sobre la solucio´n que se replantea el
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problema y se busca resolver (2.9) en el sentido de promedios pesados (Becker et al.,
1981). Es decir, se busca la solucio´n u(r) que satisfaga∫
Ω
v(r)∇·Jp(r) dr−
∫
Ω
v(r)∇·(σ(r)∇u(r)) dr+
∫
∂Ω
v(r) (σ(r)∇u(r))·nˇ dr = 0,
(2.17)
para todas las funciones v(r) pertenecientes a un espacio de funciones adecuado.
Este espacio de funciones de peso (tambie´n llamadas funciones de prueba) tiene
que ser lo suficientemente conveniente para que (2.17) tenga sentido. Es por ello
que se escoge al espacio de Hilbert-Sobolev H1(Ω) compuesto por todas las fun-
ciones cuadrado-integrables cuyas derivadas de primer orden tambie´n son cuadrado-
integrables, i.e. H1(Ω) = {v : v, ∂v/∂xi ∈ L2(Ω)}, con norma asociada dada por
‖v(r)‖H1(Ω) =
{∫
Ω
(|v(r)|2 + |∇v(r)|2) dr}1/2 (Carey y Oden, 1983). Luego, hacien-
do uso del Teorema de la Divergencia sobre la ecuacio´n (2.17) se llega a∫
Ω
∇v(r)Tσ(r)∇u(r) dr = −
∫
Ω
v(r) ∇ · Jp(r) dr, (2.18)
en donde se utilizo´ la igualdad ∇ · (ab) = ∇a · b + a∇ · b. Esta expresio´n muestra
un importante relajamiento de las condiciones impuestas sobre u(r): mientras que
en (2.9) se necesitaba u(r) ∈ C2(Ω), en (2.18) so´lo se necesita que u(r) ∈ C1(Ω)
(conjunto de funciones diferenciables con derivada continua). Es por ello que e´sta
u´ltima formulacio´n lleva el nombre de formulacio´n de´bil o variacional.
2.3.2. Existencia y Unicidad
Considerando la formulacio´n de´bil dada en (2.18) es consecuente su planteo lineal,
utilizando formas lineales y bilineales. Es decir, la formulacio´n variacional dada por
la ecuacio´n (2.9) se puede expresar de la forma
a(u, v) = L(v), (2.19)
en donde
L(v) = −
∫
Ω
v(r) ∇ · Jp(r) dr, (2.20)
es una forma lineal y
a(u, v) =
∫
Ω
∇vT (r)σ(r)∇u(r)dr, (2.21)
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es una forma bilineal. Para mostrar la existencia y unicidad de la solucio´n es preciso
realizar las siguientes definiciones y lemas asociados.
Definicio´n 2.3.1 Una forma bilineal B(u, v) : V × V → K es sime´trica en el
espacio vectorial V si cumple
B(u, v) = B(v, u), ∀u, v ∈ V ,
B(u+ v, w) = B(u, w) +B(v, w), ∀u, v, w ∈ V ,
B(λv, w) = λB(v, w), ∀v, w ∈ V , ∀λ ∈ K.
Lema 2.3.1 La forma bilineal a(u, v) definida en (2.21) es sime´trica en H1(Ω).
Su demostracio´n es evidente de la definicio´n y considerando σ sime´trico, lo cual
surge de su sentido f´ısico.
Definicio´n 2.3.2 Una forma bilineal B(u, v) se dice continua en un espacio vecto-
rial normado V si y so´lo si ∃ γ > 0, γ ∈ K, tal que |B(u, v)| ≤ γ ‖u‖V ‖v‖V .
Lema 2.3.2 La forma bilineal a(u, v) definida en (2.21) es continua en H1(Ω) con
γ = |λma´x|, siendo λma´x el ma´ximo autovalor del tensor σ.
Para su demostracio´n se remite a Wolters et al. (2007).
Definicio´n 2.3.3 Una forma bilineal es V-el´ıptica (o el´ıptica sobre el espacio vec-
torial V) si y so´lo si ∃ α > 0, α ∈ K, tal que a(v, v) ≥ α ‖v‖2V , ∀v ∈ V.
Lema 2.3.3 Sea λmı´n es el menor autovalor del tensor σ y s es la longitud de la
arista de un cubo que contiene al dominio Ω. Asimismo, sea H1∗ (Ω) el subespacio de
H1(Ω) dado por H1∗ (Ω) =
{
v ∈ H1(Ω) : ∫
Ω
v(r) dr = 0
}
. Luego, la forma bilineal
a(u, v) definida en (2.21) es H1∗ -el´ıptica con α =
λmı´n
1+4s2
.
Para su demostracio´n se remite a Wolters et al. (2007).
Definicio´n 2.3.4 Una forma lineal L(.) se dice continua sobre un espacio vectorial
normado V si y so´lo si ∃Λ > 0, Λ ∈ R, tal que |L(v)| ≤ Λ ‖v‖V , ∀v ∈ V.
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Lema 2.3.4 Sea L(v) ∈ L2(Ω). Luego, la forma lineal L(v) definida en (2.20) es
continua en H1(Ω) con Λ = ‖∇ · Jp(r)‖L2(Ω).
Su demostracio´n se presenta en el Ape´ndice A.1.
Redefinido el problema, puede establecerse el siguiente Teorema de existencia y
unicidad,
Teorema 2.3.1 Dado el problema definido por las ecuaciones (2.19)- (2.21), existe
una u´nica solucio´n u ∈ H1∗ (Ω) que cumple la condicio´n de estabilidad
‖u(r)‖H1
∗
(Ω) ≤
‖∇ · Jp(r)‖L2(Ω) (1 + 4s2)
λmı´n
.
Debe notarse que la validez del Teorema anterior se ve limitada (es decir, no es
va´lido) para fuentes dipolares como las aqu´ı propuestas. Sin embargo, la validez del
mismo para fuentes cuadrado integrables sirve como incentivo hacia la bu´squeda de
espacios que permitan mostrar la existencia y unicidad de la solucio´n para fuentes
dipolares, as´ı como marco para el planteo de modelos de fuente ma´s realistas.
2.3.3. Discretizacio´n del problema directo en E/MEG
Sea ahora Vh un subespacio de H
1
∗ (Ω) de dimensio´n finita N y sea {ϕi}Ni=1 una
base de Vh de modo tal que ∀g ∈ Vh, g =
∑N
i=1 ηiϕi, ηi ∈ R. Luego, el problema (2.19)
discretizado pasara´ a ser el de buscar uh ∈ Vh que verifique
a(uh, vh) = L(vh), (2.22)
para toda funcio´n vh ∈ Vh. Tomando vh = ϕj ∈ Vh y uh =
∑N
i=1 ηiϕi, se tiene que
N∑
i=1
a (ϕi, ϕj) ηi = L (ϕj) ,
para todo j = 1, ..., N . En forma matricial el sistema queda dado por
Aη = b, (2.23)
en donde A = {aij}ij ∈ RN×N con aij = a(ϕi, ϕj) es llamada matriz de rigidez,
η = {ηi}i ∈ RN son los coeficientes buscados y b = {bi}i ∈ RN con bi = L (ϕi) es
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llamado vector de carga. Por lo tanto, la resolucio´n del sistema de ecuaciones (2.23)
permite el ca´lculo de uh(r), la aproximacio´n de la funcio´n de potencial ele´ctrico en
Vh. Dado que A es positiva definida (ver Johnson (1987), Th.2.2, p.53), el sistema
de ecuaciones (2.23) tiene una u´nica solucio´n. Basado en (2.22) y considerando
vh = uh en el Teorema 2.3.1 puede verse que ‖uh(r)‖H1
∗
(Ω) presenta la misma cota
que ‖u(r)‖H1
∗
(Ω), lo cual constituye una base teo´rica que valida la adaptacio´n del
Teorema 2.3.1 au´n sobre espacios de dimensio´n finita, asegurando la convergencia
del me´todo.
Para calcular el campo magne´tico se considera la proyeccio´n del mismo en la
direccio´n de nˇl, como se expresa en (2.14). El te´rmino correspondiente al campo
primario queda expl´ıcito una vez adoptado un modelo de fuente. Para la obtencio´n
del te´rmino correspondiente al campo secundario, se reemplaza uh(r) en (2.15).
Notando que ∇uh(rj) =
∑N
i=1 ηi∇ϕi(rj), se llega a
Bs(r) · nˇl =
N∑
i=1
si(r)ηi = s(r)
Tη, (2.24)
en donde s(r) = {si(r)}i, con si(r) = µ04pi
∫
Ω
σ(r′)∇ϕi(r
′) · γ l(r, r′)dr′.
2.3.4. Coordenadas de volumen y seleccio´n del subespacio
vectorial Vh
En principio se busca calcular la matriz de rigidez A utilizada en (2.23). Para
ello, en primer lugar se debe discretizar el dominio Ω en elementos finitos propia-
mente dichos. En este caso, debido a la amplia difusio´n y existencia de numerosos
programas que lo permiten (Persson y Strang, 2004; Fang y Boas, 2009), se con-
sidera la discretizacio´n del dominio en tetraedros. E´sta permite la generacio´n del
subespacio Vh a partir de la interpolacio´n de las soluciones en los nodos que definen
a los tetraedros del mallado.
Una vez discretizado el dominio, se presenta el me´todo de transformacio´n de
coordenadas de volumen (Springer, 1946; Becker et al., 1981; Hutton, 2004; Zhang
et al., 2004), utilizado en la Seccio´n 2.3.5 para el consecuente planteo del problema
directo en E/MEG. Para cada elemento del mallado se definen las coordenadas
2.3 Resolucio´n nume´rica mediante el MEF 23
T
P1
P4
P2 P3
(0,0,1)
(0,1,0)
(1,0,0)
z
y
x



ξ3
ξ1
ξ2
Figura 2.1: Representacio´n gra´fica de la transformacio´n de volumen.
ξi = Vi/V , con i = 1, 2, 3, 4,, en donde V es el volumen del tetraedro y Vi es el
volumen de cada uno de los cuatro tetraedros conformados por tres ve´rtices del
tetraedro original y el punto interno del que se requieren las coordenadas. Debido
a que V =
∑4
k=1 Vk, las coordenadas no sera´n linealmente independientes, por lo
que en el ana´lisis subsecuente se reemplazara´ a ξ4 por 1 − ξ1 − ξ2 − ξ3 cuando sea
necesario. En cuanto al cambio de variables propuesto, tiene la particularidad de
transformar cualquier tetraedro en uno ubicado en la posicio´n cano´nica, tal como se
muestra en la Figura 2.1.
Cabe destacar que conociendo los ve´rtices del tetraedro, su volumen quedara´ ex-
presado por
V =
1
3!
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 z1
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4
∣∣∣∣∣∣∣∣∣∣
,
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y los volu´menes definidos para un punto (x, y, z) interno por
V1 =
1
3!
∣∣∣∣∣∣∣∣∣∣
1 x y z
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4
∣∣∣∣∣∣∣∣∣∣
; V2 =
1
3!
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 z1
1 x y z
1 x3 y3 z3
1 x4 y4 z4
∣∣∣∣∣∣∣∣∣∣
;
V3 =
1
3!
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 z1
1 x2 y2 z2
1 x y z
1 x4 y4 z4
∣∣∣∣∣∣∣∣∣∣
; V4 =
1
3!
∣∣∣∣∣∣∣∣∣∣
1 x1 y1 z1
1 x2 y2 z2
1 x3 y3 z3
1 x y z
∣∣∣∣∣∣∣∣∣∣
.
Siguiendo la definicio´n de la transformacio´n dada anteriormente, se deduce que cada
coordenada puede expresarse de la forma
ξi =
ai + bix+ ciy + diz
3!V
, (2.25)
con ai, bi, ci y di nu´meros reales. Por u´ltimo, puede demostrarse que el determinante
del Jacobiano de la transformacio´n viene dado por |J | = 3!V . Para ma´s detalles
sobre esta transformacio´n se remite a Springer (1946) o la bibliograf´ıa anteriormente
citada.
Se procede ahora a elegir el subespacio vectorial Vh y una base B adecuada. Es
por simplicidad de las mismas que se escoge una base del espacio de los polino-
mios en (x, y, z) de hasta orden n sobre el cuerpo de los reales, es decir, se toma
Vh = P(n)R . Puede verse que los elementos de la base no sera´n ma´s que sus coeficien-
tes. Luego, se realiza la transformacio´n de volumen, dejando como resultado una
base B′ = {ϕi(ξ1, ξ2, ξ3, ξ4)}ni=1, cuyos elementos no sera´n ma´s que los coeficientes
de los potenciales en los puntos de intere´s. Puede demostrarse (Silvester y Ferrari,
1994) que las funciones de forma en la base B′ sera´n
ϕijkl(ξ1, ξ2, ξ3, ξ4) = Ri(n0, ξ1)Rj(n0, ξ2)Rk(n0, ξ3)Rl(n0, ξ4),
en donde n0 = i+ j + k + l es el grado del polinomio y
Rm(n0, ξ) =
1
m!
m−1∏
k=0
(n0ξ − k).
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En particular, si se considera n = 1, Vh = P(1)R y las funciones de base resultantes
sera´n
ϕi(ξ1, ξ2, ξ3, ξ4) = ξi, i = 1, 2, 3, 4,
las cuales permiten obtener un polinomio de interpolacio´n de la forma
uh(ξ1, ξ2, ξ3, ξ4) = ξ1u
e
1 + ξ2u
e
2 + ξ3u
e
3 + ξ4u
e
4, (2.26)
en donde uei es el potencial en el nodo Pi del tetraedro (numeracio´n local del elemento
correspondiente a una variable global ηj determinada).
2.3.5. Resolucio´n del problema directo
Una vez discretizado el dominio se procede a la obtencio´n de las expresiones co-
rrespondientes para la resolucio´n del PD en E/MEG. Se muestran las expresiones de
las matrices de rigidez y vectores de carga elementales resultantes de la transforma-
cio´n de volumen para los casos de EEG y MEG, recalando en el caso particular de
funciones de base lineales, las cuales permiten la obtencio´n de expresiones cerradas.
EEG
Sea r un punto perteneciente al elemento Ωe. De acuerdo a lo desarrollado en
la Seccio´n 2.3.4 el potencial ele´ctrico en r dependera´ de la resolucio´n del sistema
Aeηe = be, en donde el sub´ındice e indica que se restringe el planteo a dicho ele-
mento. Realizado el cambio de coordenadas de volumen, los elementos de la matriz
de rigidez local Ae = {ae(ϕi, ϕj)}ij vienen dados por
ae(ϕi, ϕj) =
∫ 1
0
∫ 1−ξ1
0
∫ 1−ξ1−ξ2
0
g(ξ1, ξ2, ξ3) |J | dξ3dξ2dξ1, (2.27)
en donde
g(ξ1, ξ2, ξ3) =
1
(3!V )2
4∑
m=1
4∑
n=1
Kmn
∂ϕi
∂ξm
∂ϕj
∂ξn
,
y Kmn son los elementos de la matriz Ke definida por
Ke =D
T
e σeDe,
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con
De =

b1 b2 b3 b4
c1 c2 c3 c4
d1 d2 d3 d4
 , (2.28)
y σe es el tensor de conductividad ele´ctrica correspondiente al elemento (dentro del
cual se supone constante). Debe notarse que tanto σe como De son independientes
del punto del tetraedro r, por lo que tambie´n lo sera´Ke. Por ende, la ecuacio´n (2.27)
queda de la forma
ae(ϕi, ϕj) =
1
3!V
∫ 1
0
∫ 1−ξ1
0
∫ 1−ξ1−ξ2
0
4∑
m=1
4∑
n=1
Kmn
∂ϕi
∂ξm
∂ϕj
∂ξn
dξ3dξ2dξ1
=
1
3!V
4∑
m=1
4∑
n=1
Kmn
∫ 1
0
∫ 1−ξ1
0
∫ 1−ξ1−ξ2
0
∂ϕi
∂ξm
∂ϕj
∂ξn
dξ3dξ2dξ1.(2.29)
En el caso especial de considerar funciones de base lineales, ϕi = ξi, por lo que
∂ϕi/∂ξj = δ[i−j]. Reemplazando en (2.29) se obtiene la matriz de rigidez elemental
para funciones de forma lineales
Ae =
1
36V
DTe σeDe.
Para calcular be se debe adoptar un modelo de fuente. En el caso de conside-
rar el modelo de una u´nica fuente dipolar, ubicada en r0 y con momento dipolar
Q = (Qx, Qy, Qz), utilizando la propiedad de extraccio´n de la derivada de δ(r) se
tiene que el vector de carga elemental be = {L(ϕj)}j viene dado por
L(ϕj) = −
∫
Ω
ϕj ∇·(Q δ(r − r0)) dr =
{
(Qxbj +Qycj +Qzdj) /(3!V ) si r0 ∈ Ωe
0 en c.c.
,
en donde bj , cj y dj son los definidos en la expresio´n (2.25).
Finalmente, se ensamblan todas las matrices y vectores elementales para el ca´lcu-
lo de la matriz de rigidez total A y el vector de carga total b, como es usual en for-
mulaciones de elementos finitos. Una vez acoplado, se calcula el potencial ele´ctrico
mediante la resolucio´n del sistema de ecuaciones (2.23).
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MEG
Una vez planteado el problema directo en EEG se procede al planteo corres-
pondiente en MEG. Supo´ngase que se pretende calcular la proyeccio´n del campo
magne´tico en la direccio´n nˇl y en los puntos rj, j = 1, . . . , Ns, llamado ϑ. E´ste
contara´ con dos componentes, una debida al campo primario, ϑ0 = {B0(rj) · nˇl}j,
y otra correspondiente al campo secundario, ϑs = {Bs(rj) · nˇl}j. Asumiendo el
modelo de fuente dipolar se ve fa´cilmente que
ϑ0 =
µ0
4pi
Q ·
(
rj − rq
‖rj − rq‖3 × nˇl
)
.
Por otro lado, en el Ape´ndice A.2 se muestra que
ϑs =
Ne∑
e=1
Seηe, (2.30)
en donde
Se =
µ0
4pi3!Ve
IeσeDe,
es la matriz de rigidez elemental de dimensio´n Ns × 4 e Ie es una matriz de Ns × 3
con filas ιj definidas por
ιj =
∫
Ωe
γl(rj, r
′)dr′.
Al igual que para el caso de EEG, se calcula la matriz de rigidez total S, por lo que
el problema directo de MEG quedara´ descripto por
ϑ = ϑ0 − Sη,
en donde η es el potencial ele´ctrico en los nodos de intere´s.
2.3.6. Medidas de desempen˜o
Para determinar el error en la resolucio´n del PD es usual la comparacio´n de la
solucio´n obtenida nume´ricamente con la solucio´n anal´ıtica sobre un dominio sencillo
en donde e´sta exista. Una medida de error muy utilizada (Schlitt et al., 1995) es la
medida de diferencia relativa (RDM). Esta medida de error se define por
RDMk =
‖ua − ur‖k
‖ur‖k ,
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en donde ua y ur son los vectores de soluciones aproximadas y de referencia en
los puntos de intere´s. Distintos valores de k determinan diferencias en el para´metro
a estudiar. En la presente tesis se considerara´n dos de ellas, k = 2 y k = ∞. En
el primer caso, el RDM2 indicara´ una suerte de promedio de error sobre todos
los puntos de intere´s. Esta medida parece adecuada, por ejemplo, en estudios de
E/MEG en donde se espera que los errores en las mediciones debidas al me´todo de
resolucio´n sean aproximadamente del mismo orden. En el segundo caso, el RDM∞
indicara´ el ma´ximo error normalizado cometido por la aproximacio´n. Esta medida
parece adecuada en ciertos estudios en donde la influencia de la aproximacio´n no
es de intere´s en todo el dominio, sino en un subconjunto de e´ste. Ejemplos de su
aplicacio´n se muestran a lo largo de la tesis.
En muchas ocasiones es deseable poder conocer distintos aspectos del error em-
pleando ma´s de una medida. Es usual en la literatura la utilizacio´n de la medida
de diferencia relativa normalizada (NRDM) y el error en la magnitud de los vecto-
res (MAG), propuestos en Meijs et al. (1989) y definidos por
NRDMk =
∥∥∥∥ ur‖ur‖k − ua‖ua‖k
∥∥∥∥
k
,
MAGk =
‖ua‖k
‖ur‖k .
Se ve claramente que, mientras que el NRDM considera errores en la distribucio´n
del vector de intere´s (pues sus medidas se encuentran normalizadas), el MAG hace
lo propio con la magnitud o escala de los mismos, siendo ambos en conjunto tan
informativos como el RDM definido anteriormente. Iguales consideraciones que en
el caso del RDM se realizan sobre la eleccio´n de k.
2.4. Simulaciones y comparacio´n de resultados
Una vez fundamentado el me´todo elegido para el ana´lisis, se llevo´ a la pra´ctica
y simulo´ en condiciones de intere´s. Para ello se considero´ un dominio esfe´rico de
8cm de radio, similar al de la cabeza humana. Este dominio es de sumo intere´s
en la comunidad cient´ıfica por la disponibilidad de solucio´n anal´ıtica considerando
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fuentes dipolares para el problema de EEG en forma general y MEG bajo ciertas
suposiciones. Ejemplos de aplicacio´n sobre geometr´ıas realistas no esfe´ricas se plan-
tean en cap´ıtulos posteriores al presente. Para efectuar el estudio se genero´ una
discretizacio´n de la esfera bajo ana´lisis utilizando la aplicacio´n ISO2Mesh 2, la cual
devuelve discretizaciones del dominio en tetraedros de alta calidad y con muy ba-
jo costo computacional (Fang y Boas, 2009). En base a este modelo se realizaron
simulaciones que permitieron evaluar variaciones de los factores de desempen˜o en
funcio´n del modelo y su discretizacio´n.
Segu´n el Lema 3.10 presentado en Wolters et al. (2007), el me´todo de MEF ve
limitada su estabilidad nume´rica a la resolucio´n del mallado en las inmediaciones
de la fuente y la distancia de e´sta a zonas de salto de conductividad. En caso de
considerar un modelo aniso´tropo, esto sucedera´ en cada elemento perteneciente a
la discretizacio´n del cerebro, por lo que el mallado refinado en los alrededores de la
fuente o potenciales zonas de ubicacio´n resulta fundamental. Por esta razo´n es que
se evaluaron diferencias en los resultados segu´n se considere un mallado uniforme o
uno adaptivo refinado en las inmediaciones de la fuente.
2.4.1. Resultados en EEG
En el PD de EEG es de sumo intere´s la validacio´n sobre medios esfe´ricos de-
bido a la existencia de solucio´n anal´ıtica au´n en condiciones de anisotrop´ıa de la
conductividad ele´ctrica (de Munck, 1988; Zhou y van Oosterom, 1992; de Munck y
Peters, 1993). Esto permite validar el planteo formulado y evaluar los efectos de la
variacio´n de para´metros de intere´s, como la posicio´n de la fuente, su orientacio´n o
la conductividad ele´ctrica.
En principio se procedio´ a calcular la variacio´n del error (dados por NRDM2 y
MAG2) en funcio´n del mallado considerado. Para ello se consideraron dos discreti-
zaciones del dominio diferentes; la primera de ellas resultante de una discretizacio´n
homoge´nea en donde la totalidad de los elementos presentan iguales dimensiones
(aproximadamente); la segunda resultante de una discretizacio´n homoge´nea en el
2Disponible en http://iso2mesh.sourceforge.net/cgi-bin/index.cgi
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Figura 2.2: NRDM y MAG en funcio´n de la discretizacio´n, considerando el mallado homoge´neo
(rojo) y el refinado en inmediaciones de la fuente (azul). Se muestra la desviacio´n esta´ndar consi-
derando cada modelo y 10 realizaciones del ensayo.
volumen, salvo en las inmediaciones de la fuente, en donde la discretizacio´n es ma´s
fina. Esta comparacio´n surge en pos de validar la importancia de la resolucio´n del
mallado en las inmediaciones de la fuente, como se expresara anteriormente. En la
Figura 2.2 se muestran los errores para cada modelo en funcio´n del nu´mero de nodos
que integran el mallado. Se considero´ una fuente dipolar posicionada a la mitad de
la distancia entre el centro y el borde con orientacio´n radial. Asimismo, la regio´n
de refinamiento se limito´ a una esfera de 1mm de radio en donde la longitud del
elemento promedio se tomo´ igual a 0,1mm. Dado que los resultados son totalmente
dependientes del mallado utilizado y de la posicio´n relativa de la fuente en el mis-
mo, se consideraron 10 realizaciones en las que tanto el mallado como la elevacio´n
y azimut de la fuente se variaron. La conductividad ele´ctrica se supuso iso´tropa.
Puede observarse la notable influencia del refinamiento local en la resolucio´n del
PD, visible tanto en el NRDM como en el MAG. Para igual nu´mero de nodos, el
NRDM considerando refinamiento local decrece aproximadamente 10 veces respecto
de no considerarlo, validando la importancia de su uso. Asimismo, y como era de es-
perarse, la desviacio´n esta´ndar resulta ser notablemente menor en caso de considerar
el refinamiento, resultando en estimadores ma´s consistentes.
En la Figura 2.3 se muestran los errores en el PD considerando fuentes dipolares
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con orientacio´n radial (azul) y tangencial (rojo) en funcio´n de su distancia al centro
de la esfera (tambie´n llamada excentricidad del dipolo), considerando conductivi-
dades ele´ctricas iso´tropas (i.e. con componente de la conductividad ele´ctrica radial
σr igual a la tangencial σt), aniso´tropa radial (σr = 10σt) y aniso´tropa tangencial
(σt = 10σr). La discretizacio´n adoptada consistio´ en aproximadamente 6000 nodos
(35000 elementos), con igual refinamiento local en las inmediaciones de la fuente
que la considerada en la anterior figura. Puede apreciarse la diferencia de los errores
cometidos segu´n se considere isotrop´ıa, anisotrop´ıa radial o tangencial. Si bien la
conductividad ele´ctrica de la cabeza no presenta una anisotrop´ıa tan marcada como
las aqu´ı presentadas, es de resaltar la influencia de la misma en la resolucio´n del
PD, por lo que su consideracio´n en el ana´lisis es de primordial importancia. Asi-
mismo, debe notarse que los mayores errores se producen bajo la consideracio´n de
conductividad ele´ctrica aniso´tropa tangencial, especialmente en fuentes profundas.
Esto se debe a que la conductividad ele´ctrica no permite un aumento considerable
del potencial ele´ctrico en el volumen, vie´ndose limitado el me´todo por la precisio´n
considerada en los ca´lculos.
Con el so´lo fin de volver expl´ıcita la influencia de la adecuada consideracio´n de
la anisotrop´ıa del medio en el PD de EEG, se presenta en la Figura 2.4 la distri-
bucio´n del potencial ele´ctrico en el volumen considerando conductividad ele´ctrica
iso´tropa (a.), aniso´tropa radial (b.) y aniso´tropa tangencial (c.). Dicho potencial se
debe a una fuente dipolar con orientacio´n tangencial y posicionada a 0,6 veces el
radio de la esfera.
Puede verse la variabilidad de resultados segu´n el mapa de conductividad ele´ctri-
ca considerado, pudiendo resultar determinante en la interpretacio´n de las medicio-
nes de EEG. Debe notarse que, si bien los casos mostrados en la Figura 2.4 no
corresponden completamente a los casos realistas, en donde la anisotrop´ıa de los
tejidos dependen de la ubicacio´n anato´mica bajo ana´lisis, permiten vislumbrar la
necesidad de la inclusio´n de dicha informacio´n y, por ende, realza el valor del me´to-
do aqu´ı desarrollado.
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Figura 2.3: Variacio´n de los factores NRDM y MAG en el PD de EEG en funcio´n de la excentricidad
de la fuente. Se indican los para´metros considerando diferentes medios conductores (en distintas
filas de la figura) y fuentes dipolares orientadas radial (azul) y tangencialmente (rojo).
2.4.2. Resultados en MEG
Por u´ltimo se procedio´ a validar el me´todo propuesto para la resolucio´n del PD
en MEG. En este caso, a diferencia de EEG, existe solucio´n anal´ıtica para el caso
esfe´rico so´lo bajo la suposicio´n de conductividad ele´ctrica iso´tropa (Sarvas, 1987).
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(a) (b)
(c)
Figura 2.4: Influencia del tensor de conductividad en la determinacio´n del potencial de la esfera
considerando (a.) conductividad iso´tropa, (b.) conductividad aniso´tropa radial (σr = 10σt) y (c.)
conductividad aniso´tropa tangencial (σt = 10σr).
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Figura 2.5: Variacio´n de los factores NRDM yMAG en el PD de MEG en funcio´n de la excentricidad
de la fuente. Se indican los para´metros de error respecto de la solucio´n anal´ıtica para conductividad
ele´ctrica iso´tropa. Los resultados corresponden a fuentes orientadas tangencialmente y medios
iso´tropos (azul), aiso´tropo radial (rojo) y aniso´tropo tangencial (magenta).
Por ello se procedio´ a comparar la solucio´n del campo magne´tico considerando la
conductividad iso´tropa y aniso´tropa, respecto de la solucio´n anal´ıtica. Esto permite
validar el me´todo propuesto para el caso iso´tropo y evaluar la variacio´n de la so-
lucio´n frente a cambios de la conductividad ele´ctrica respecto del primer caso. En
la Figura 2.5 se muestran los errores en la reconstruccio´n del campo considerando
fuentes orientadas tangencialmente en funcio´n de su excentricidad. La discretizacio´n
utilizada es la misma a la empleada en la Figura 2.5. Cabe destacar que, al resultar
el campo magne´tico una magnitud vectorial, los errores se calcularon sobre todas
las componentes, i.e. se apilo´ el vector de Ns×3 en uno de 3Ns×1 y se computaron
los errores sobre e´ste u´ltimo. Asimismo, se muestran solo resultados considerando
fuentes orientadas tangencialmente debido a que el para fuentes orientadas radial-
mente y medios esfe´ricos iso´tropos el campo magne´tico resultante es nulo (Mosher
et al., 1999). Se ve claramente que, para la discretizacio´n utilizada, los errores son
pequen˜os a pesar de la escasa cantidad de elementos. Asimismo, puede verse la no-
table similaridad de los resultados considerando conductividad ele´ctrica aniso´tropa
tangencial e iso´tropa, no ocurriendo lo mismo con el caso aniso´tropo radial.
Con la finalidad de evaluar la influencia de la anisotrop´ıa en la determinacio´n del
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Figura 2.6: Influencia del tensor de conductividad en la determinacio´n del campo magne´tico se-
cundario sobre la esfera considerando (a.) conductividad iso´tropa (σr = σt) y (b.) conductividad
aniso´tropa radial (σr = 10σt).
campo magne´tico se calculo´ el campo secundario para la fuente y el modelo consi-
derado para la Figura 2.4. En la Figura 2.6 se muestran los resultados considerando
conductividad iso´tropa (a) y aniso´tropa radial (b.). Se ve una leve variacio´n de los
campos secundarios, influyendo en mayor proporcio´n a medida que la componente
radial de la conductividad ele´ctrica aumenta. Estas diferencias se deben fundamen-
talmente a las variaciones de la corriente de volumen con la conductividad ele´ctrica.
En la Figura 2.7 se muestra dicha corriente para cada uno de los casos anteriores, en
donde se ve claramente como la conductividad ele´ctrica determina la distribucio´n
de la densidad de corriente, la cual puede determinar diferencias significativas en el
campo magne´tico medido.
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2.5. Conclusiones
En este cap´ıtulo se presento´ el PD en E/MEG considerando el MEF. Este me´todo
constituye una solucio´n viable a la resolucio´n del problema directo en E/MEG sobre
medios no esta´ndar, como lo es la cabeza humana. A diferencia de algunos de los
me´todos existentes, el planteado permite realizar la adecuada caracterizacio´n del
medio (es decir, el ence´falo) tanto geome´trica como ele´ctricamente, contribuyendo
ambos factores a la adecuada resolucio´n del problema (Hallez et al., 2007; Gu¨llmar
et al., 2010).
Existen numerosos trabajos que estudian la factibilidad del MEF en la aplica-
cio´n al PD en E/MEG. En muchos de ellos (van Uitert et al., 2004; Wolters et al.,
2006, 2007) la implementacio´n es pra´cticamente omitida, por lo que resultan un
tanto distantes de la aplicacio´n inmediata. Por esta razo´n se formulo´ un me´todo
considerando funciones de base lineales a partir de la transformacio´n de volumen,
conllevando a expresiones anal´ıticas de muy sencilla implementacio´n. A nuestro en-
tender este trabajo resulta ser el primero en donde se dan expresiones directas de
ca´lculo para la resolucio´n del problema directo en E/MEG, con su correspondiente
tratamiento teo´rico y ana´lisis de errores.
Una metodolog´ıa similar se planteo´ para EEG en Zhang et al. (2004) consideran-
do funciones de base cuadra´ticas, sin llegar a expresiones tan sencillas y anal´ıticas
como las aqu´ı planteadas. Si bien las funciones de forma cuadra´ticas llevan a resul-
tados ma´s precisos, el nu´mero de inco´gnitas aumenta dra´sticamente (de 4 inco´gnitas
por elemento para el caso lineal a 10 para el caso cuadra´tico), por lo que el costo
computacional resulta determinante. Para paliar este hecho, deben tomarse elemen-
tos de mayor volumen a los considerados en el me´todo lineal, implicando una menor
adherencia del modelo.
Los resultados mostrados son comparables a los presentados en los estudios ci-
tados, logrando una gran simplicidad en la implementacio´n. Ma´s au´n, considerando
el caso iso´tropo presenta un mejor desempen˜o en el PD de EEG respecto de otras
implementaciones en donde se utiliza un nu´mero de nodos por dema´s superior al
aqu´ı utilizado (Wolters et al., 2007). Comparaciones con otros me´todos sera´n parte
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de futuros trabajos, en donde se evalu´en tanto los errores cometidos por cada uno
como su costo computacional.
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Figura 2.7: Distribucio´n de la densidad de corriente considerando al medio conductor como iso´tro-
po (a), aniso´tropo tangencial (b) y aniso´tropo radial (c). Los colores corresponden a la magnitud
de la densidad de corriente en escala logar´ıtmica.
Cap´ıtulo 3
Influencia del modelo de cabeza en
el problema inverso de EEG
3.1. Introduccio´n
Investigadores de distintos campos relacionados a las neurociencias, tales como
psico´logos y me´dicos, emplean me´todos de resolucio´n del problema inverso (PI) con
el fin de identificar a los generadores de la actividad cerebral relacionada con una
cierta distribucio´n de potencial ele´ctrico medido sobre el cuero cabelludo. En muchas
oportunidades el fin u´ltimo del estudio consiste en hallar el origen de la actividad
ele´ctrica debida a la presentacio´n de un est´ımulo determinado, estudio que lleva el
nombre de potenciales evocados (PE). E´stos tienen mu´ltiples finalidades, como la
caracterizacio´n anato´mico-funcional de los procesos cognitivos y la diferenciacio´n
de los mismos segu´n se evalu´en sujetos sanos o pacientes. De este modo, algunos
PE resultan ser marcadores de patolog´ıas neuropsicolo´gicas tales como bipolari-
dad (Sokhadze et al., 2010), prosopagnosia (Harris et al., 2005), depresio´n (Deldin
et al., 2000) e hiperactividad (Herrmann et al., 2009), entre otros. Luego, la ade-
cuada caracterizacio´n de las fuentes que dan lugar a dichos potenciales resulta de
sumo intere´s debido a su cara´cter informativo, aportando datos significativos en la
construccio´n de modelos de procesamiento cognitivo.
El PI asociado a PE se encuentra afectado por la incerteza del modelo utili-
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zado, tal como la geometr´ıa de la cabeza, su conductividad ele´ctrica y la posicio´n
de los electrodos. En relacio´n a ello se ha mostrado que si el modelo utilizado no
difiere considerablemente del modelo ideal (e individual), los efectos debidos a es-
tas incertezas tienden a ser del mismo orden al ruido electro´nico de fondo, lo que
las vuelve individualmente (pero no necesariamente en forma conjunta) desprecia-
bles (von Ellenrieder et al., 2006; Gu¨llmar et al., 2010; Beltrachini et al., 2011c).
Para construir estos modelos realistas resulta necesario el conocimiento de cierta
informacio´n adicional, generalmente provista por ima´genes de RM y sistemas po-
sicionadores. Sin embargo, dada la baja amplitud de los PE (no ma´s de 10µV ), la
repetibilidad de los ensayos (a diferencia de mediciones de EEG en epilepsia) y la
finalidad de caracterizar respuestas en grupos de individuos, la mayor´ıa de los es-
tudios de PE consisten en el ana´lisis de mu´ltiples realizaciones de las sen˜ales sobre
una gran cantidad de personas, volviendo la adquisicio´n de ima´genes de RM y de
la posicio´n de los electrodos impra´ctica. Luego, un modelo gene´rico de cabeza debe
ser utilizado.
El modelo ma´s sencillo e histo´ricamente aceptado es el esfe´rico iso´tropo de tres
capas, en donde cada una de ellas representa al cerebro, cra´neo y cuero cabelludo,
y las conductividades ele´ctricas se suponen homoge´neas e iso´tropas (de Munck y
Peters, 1993; Ermer et al., 2001). Este modelo presenta mu´ltiples imprecisiones que
afectan los problemas directo e inverso en EEG, tal como la falta de adherencia
geome´trica del modelo respecto a la cabeza real, as´ı como el modelado simplificado
de la conductividad ele´ctrica de los tejidos internos (Wolters et al., 2007). Con el
objeto de evitar estos problemas se plantea el uso de modelos basados en atlas.
Estos modelos se construyen mediante un promedio de cien o ma´s sujetos sanos y
generalmente conllevan a mejoras respecto de modelos sobre-simplificados (Valde´s-
Herna´ndez et al., 2009; von Ellenrieder et al., 2009b). En el presente cap´ıtulo se
consideran ambos modelos y comparan resultados en la localizacio´n de fuentes.
La influencia del modelo en los problemas directo e inverso de EEG ha sido ob-
jeto de mu´ltiples estudios (Baillet et al., 2001; Vanrumste et al., 2002; Vatta et al.,
2010). En general, e´stos realizan comparaciones mu´ltiples entre las soluciones ob-
tenidas mediante distintos modelos, el real del individuo y aproximaciones de e´ste,
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considerando fuentes dipolares. Sin embargo, los modelos de cabeza a utilizar en es-
tudios relacionados a PE son todos aproximados, por lo que un ana´lisis comparativo
con el modelo real no resulta factible. En el presente cap´ıtulo se muestra un me´todo
que permite comparar la varianza de los estimadores de densidad de corriente obteni-
dos con cada modelo sin contar con el conocimiento del verdadero modelo individual,
basado en el popular algoritmo sLORETA (Pascual-Marqui, 2002). Mediante este
me´todo se muestra que, bajo algunas hipo´tesis, la varianza de los estimadores de-
pende solamente del modelo de cabeza considerado, lo cual constituye un mecanismo
de comparacio´n va´lido en la reconstruccio´n de fuentes distribuidas.
Para realizar el ana´lisis se utilizan datos de un estudio del PE N170. Esta com-
ponente se caracteriza por mostrar un pico negativo alrededor de los 140-200 ms
posteriores al est´ımulo, y se ha mostrado su intervencio´n en el procesamiento de
caras y palabras (Rossion et al., 2003). La componente N170 es sensible a la clase
de est´ımulo utilizado, as´ı como a la valencia emocional (Itier y Taylor, 2004; Vui-
lleumier y Pourtois, 2007; Iba´n˜ez et al., 2011b). El procesamiento de caras y sus
emociones corresponde a uno de los pasos ma´s importantes en el desarrollo de los
comportamientos sociales cognitivos (Grossmann, 2010). Por ende, la localizacio´n
precisa de las regiones corticales asociadas a su generacio´n puede ayudar a entender
este proceso tan complejo.
Mu´ltiples estudios se han avocado a localizar los generadores de la componente
N170, llegando a diferentes resultados. Algunos autores (Rossion et al., 2003; Deff-
ke et al., 2007) han concluido en que los generadores del N170 se localizan en el
Giro Fusiforme (FG), o en el FG y estructuras adicionales, tal como el Giro Lin-
gual (LG) (Mnatsakanian y Tarkka, 2004). Otros trabajos han encontrado a los
generadores de dicha componente en la corteza Temporal-Occipital (TOC) (Sch-
weinberger et al., 2002) o en las cisuras del lo´bulo temporal superior (Itier y Taylor,
2004). Estas diferencias pueden deberse a distintos factores, como ser el est´ımulo
utilizado para su generacio´n o el modelo de cabeza y fuente adoptado a tal fin. Co-
mo se muestra en este cap´ıtulo, la utilizacio´n de un modelo de cabeza y fuente poco
realista conlleva a un aumento en la varianza de localizacio´n, por lo que su uso debe
ser evitado.
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En este cap´ıtulo se distinguen entre sujetos sanos de control y pacientes con
Trastorno por De´ficit de Atencio´n con Hiperactividad (TDAH). Este desorden co-
rresponde a una condicio´n neuropsiquia´trica que se origina en la infancia y se ex-
tiende a la vida adulta, afectando el adecuado funcionamiento neurolo´gico. Se ha
mostrado que la componente N170 representa un marcador factible en el ana´lisis de
caras y palabras en TDAH (Marsh y Williams, 2006; Iba´n˜ez et al., 2011a). Luego,
la adecuada reconstruccio´n de las fuentes de este PE es un factor fundamental a la
hora de reportar diferencias entre sujetos de control y pacientes. Esta localizacio´n
se ve sumamente afectada por la disminucio´n del pico de amplitud de la componen-
te medida respecto de los sujetos sanos, por lo que la influencia del modelo puede
cobrar un papel preponderante en el ana´lisis. En las siguientes secciones se analizan
estas diferencias y se muestra que un modelo esfe´rico puede conllevar a resultados
erro´neos, au´n peores si el modelo de una u´nica fuente dipolar es considerado.
El presente cap´ıtulo se organiza del siguiente modo: en la Seccio´n 3.2 se describe
el problema asociado a la localizacio´n de las fuentes de actividad cerebral asociadas
al PE N170. Luego, se presentan los modelos considerados en el ana´lisis y la me-
todolog´ıa propuesta para la comparacio´n del desempen˜o de e´stos en la resolucio´n
del PI. En la Seccio´n 3.3 se presentan resultados que permiten validar las hipo´tesis
acerca de la conveniencia del modelo realista basado en atlas. Finalmente, en la Sec-
cio´n 3.4 se presenta una discusio´n sobre la importancia de los resultados obtenidos
en relacio´n a los trabajos existentes en la materia, conclusiones finales y l´ıneas de
trabajo futuro.
3.2. Materiales y Me´todos
Este estudio es parte de un proyecto de investigacio´n ma´s amplio relacionado a
la asociacio´n entre el procesamiento cortical de expresiones emocionales de las caras,
habilidades de cognicio´n social y funcionamiento ejecutivo (Iba´n˜ez et al., 2011a,b).
Solo los datos relevantes se presentan en este cap´ıtulo.
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3.2.1. Participantes
Diez pacientes adultos con TDAH (uno masculino, tres zurdos, edad 33,1± 3,42
an˜os) y diez participantes sanos (uno masculino, dos zurdos, edad 33,3±3,64 an˜os) se
consideraron para el estudio. Los pacientes con TDAH se diagnosticaron de acuerdo
al criterio de DSM-IV (American Psychiatric Association, 2000), realizado por tres
expertos. Todos los pacientes se encontraban bajo tratamiento con medicacio´n (me-
tilfenidato), la cual fue suspendida en el d´ıa de mediciones. El diagno´stico de TDAH
basado en DSM-IV se complemento´ con pruebas de impulsividad/hiperactividad,
man´ıa, depresio´n y estudios neuropsicolo´gicos correspondientes. Todas las pruebas
se realizaron con el consentimiento de los participantes, de acuerdo a la declara-
cio´n de Helsinki. Ma´s detalles acerca de la seleccio´n de pacientes puede encontrarse
en Iba´n˜ez et al. (2011b).
3.2.2. Est´ımulos de potenciales evocados
Con el fin de obtener los potenciales evocados correspondientes a la componen-
te N170 se presentaron ima´genes de caras (C), palabras (P) y caras y palabras en
simulta´neo (C+P) a los participantes. Se pidio´ a los sujetos categorizar P y C dis-
puestas en un monitor tan ra´pido como sea posible. En la Figura 3.1 se muestra
un diagrama del experimento realizado. Cada realizacio´n se iniciaba con una cruz
de fijacio´n por 1000 ms. Luego, se presentaba un est´ımulo durante 100 ms, segui-
do de una cruz de fijacio´n hasta que los participantes respondieran. Si la respuesta
resultaba ser incorrecta, se mostraba una cruz de fijacio´n roja como realimentacio´n
por 100 ms y la realizacio´n se daba por concluida. No se daba realimentacio´n en
caso de una respuesta acertada. Luego de cada realizacio´n, se agregaba un per´ıodo
inter-est´ımulos de 1000 ms.
Respecto a la prueba de bloques simulta´neos, a cada participante se le mostraba
una cara en el centro y una palabra por debajo, dispuestas simulta´neamente durante
100 ms. A ellos se les ped´ıa indicar la emocio´n mostrada por la cara ignorando
la palabra. En los estudios de P y C individualmente, a los participantes se les
pidio´ categorizar la emocio´n de la cara o palabra correspondiente como positiva o
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Figura 3.1: Disen˜o experimental de la generacio´n del PE. Ver la Seccio´n 3.2.2 para su explicacio´n
en detalle.
negativa. Ma´s detalles acerca de las condiciones del experimento pueden encontrarse
en Iba´n˜ez et al. (2011b).
3.2.3. Adquisicio´n de datos
Las sen˜ales de EEG se adquirieron con un sistema de 128 canales de BioSemi
(BioSemi, Amsterdam, Pa´ıses Bajos). La frecuencia de muestreo se fijo´ en 500 Hz y
las sen˜ales se filtraron entre 0,3 Hz y 30 Hz. Luego, los datos fueron sub-muestreados
a 128 Hz y re-referenciados al potencial ele´ctrico promedio instanta´neo. Con la
finalidad de remover la contaminacio´n debida al movimiento ocular se utilizaron
dos derivaciones de supervisio´n vertical y horizontal, que permitieron su remocio´n
mediante inspeccio´n visual y algoritmos automa´ticos (Gratton et al., 1983). So´lo
segmentos libres de artefactos fueron promediados para la obtencio´n de los PE.
3.2.4. Modelo de cabeza y problema directo
Con la finalidad de resolver el PI debe escogerse un modelo de cabeza. Dado
que las RM de los sujetos y pacientes no se encontraban disponibles, dos modelos
esta´ndar fueron considerados. El primero de ellos es el ampliamente utilizado modelo
esfe´rico iso´tropo de tres capas, en donde cada capa representa a los diferentes tejidos
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de la cabeza (i.e. cerebro, cra´neo y cuero cabelludo). Las conductividades ele´ctricas
adoptadas para cada capa son los aceptadas 0,33 S/m para el cerebro y el cuero
cabelludo, y 0,0096 S/m para el cra´neo (Dannhauer et al., 2010).
El segundo modelo adoptado en este ana´lisis corresponde a un modelo promedio
construido a partir de un total de 152 RM de participantes sanos provisto por el
Consorcio Internacional de Mapeado del Cerebro (ICBM) (Mazziotta et al., 2001).
Las superficies del cuero cabelludo y el cra´neo se extrajeron mediante el uso de la
utilidad de extraccio´n del cerebro BET (Jenkinson et al., 2005) y luego corregidas
utilizando MeshLab 1. Con el fin de realizar un modelo lo ma´s realista posible se uti-
lizo´ el mapa de anisotrop´ıa cerebral promedio basado en ima´genes de RM por tensor
de difusio´n tomadas a 81 participantes sanos (Mori et al., 2008) co-registrados con
el modelo ICBM 2. Esto permite considerar a la conductividad ele´ctrica del cerebro
como un campo tensorial a partir de una transformacio´n lineal en los autovalores de
dichos tensores (Tuch et al., 2001). La conductividad ele´ctrica del cuero cabelludo y
el hueso se considera de igual forma que en el modelo esfe´rico. Dado que este modelo
captura en forma realista tanto la geometr´ıa como la conductividad ele´ctrica, en lo
siguiente se lo llamara´ indistintamente modelo realista o promedio.
En la Figura 3.2(a) se muestra un corte sagital en donde las superficies entre
capas del modelo esfe´rico (l´ıneas delgadas) y el modelo realista (l´ıneas gruesas) se
superponen. Las diferencias geome´tricas entre ellos se vislumbran con facilidad. En
la Figura 3.2(b) se muestra, para el mismo corte, el mapa de conductividad ele´ctrica
(conductividad media en cada elemento del mallado) considerada para el modelo
realista. La adecuada consideracio´n de las variaciones de la conductividad en el ce-
rebro son de importancia (Wolters et al., 2006; Gu¨llmar et al., 2010), especialmente
debido a la presencia del LCR, el cual ha mostrado ser de suma influencia en las solu-
ciones de los problemas directo e inverso considerando modelos individuales (Ramon
et al., 2006; Wolters et al., 2007; Wendel et al., 2008).
Con el objeto de resolver el problema directo en EEG se utilizo´ el MEF desarro-
llado en el Cap´ıtulo 2. Los modelos originales se discretizaron en aproximadamente
1Disponible en http://meshlab.sourceforge.net
2Disponible en http://www.loni.ucla.edu/ICBM/Downloads/Downloads_DTI-81.shtml
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(a) (b)
Figura 3.2: Modelos de cabeza utilizados en el presente ana´lisis. (a) Superposicio´n de los modelos
realista (l´ıneas gruesas) y esfe´rico (l´ıneas finas) sobre un corte sagital. (b) Disctretizacio´n del
modelo realista coloreado de acuerdo al mapa de conductividad ele´ctrica (conductividad media en
cada elemento).
450.000 tetraedros utilizando el paquete ISO2Mesh 3 (Fang y Boas, 2009), resultando
en una malla con elementos de 2 mm de longitud de lado promedio (Figura 3.2(b)).
Se restringieron las ubicaciones de las fuentes de actividad cerebral a la superfi-
cie cortical (discretizada en 8000 nodos) con orientacio´n libre, tal como se sugiere
en Valde´s-Herna´ndez et al. (2009).
Debe notarse que, con el fin de confinar a la superficie cortical en el interior del
cra´neo, como se muestra en la Figura 3.2(a), el modelo esfe´rico se ajusto´ al modelo
promedio del mejor modo posible.
3.2.5. Localizacio´n de fuentes
Con objeto de localizar a los generadores de la actividad cerebral bajo estudio
se considero´ el algoritmo sLORETA (Pascual-Marqui, 2002). E´ste es un me´todo
estad´ıstico de localizacio´n de fuentes distribuidas espacialmente de forma suave que
no presupone el nu´mero de focos de actividad cerebral. Si bien su resultado es un
mapa de activacio´n distribuido, se ha mostrado que sLORETA permite localizar
3Disponible en http://iso2mesh.sourceforge.net/cgi-bin/index.cgi
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fuentes dipolares en forma exacta en la ausencia de ruido (Greenblatt et al., 2005).
A pesar de que esta condicio´n nunca se cumple en casos reales, el me´todo sLORETA
ha resultado ser sumamente eficiente en la localizacio´n de fuentes dipolares (Sekihara
et al., 2005) y distribuidas (Olbrich et al., 2009), volvie´ndolo un me´todo apropiado
y ampliamente considerado en la literatura relacionada a PE (Weber et al., 2005;
Sumiyoshi et al., 2009; Utama et al., 2009).
Ba´sicamente, sLORETA estima la densidad de corriente con restriccio´n de norma
mı´nima, para luego obtener la localizacio´n de la fuente mediante la estandarizacio´n
de los valores encontrados con respecto a la varianza de dichos estimadores. Esto
conlleva a resultados en forma de potencia de densidad de corriente estandariza-
da (SCDP), la cual denota activacio´n cortical. Cuanto mayores sean los valores
de SCDP, mayor sera´ la evidencia de activacio´n cortical. La restriccio´n de mı´nima
norma impuesta por el me´todo conlleva a una solucio´n suave, cuya interpretacio´n
fisiolo´gica resulta en la activacio´n sincro´nica de poblaciones neuronales vecinas, dis-
poniendo so´lo de cambios graduales en la orientacio´n. Esta suposicio´n es apoyada
por estudios propios de la electrofisiolog´ıa, en donde se ha mostrado que las poblacio-
nes neuronales contiguas muestran una actividad altamente correlacionada (Vaadia
et al., 1995; Haalman y Vaadia, 1997). Para ma´s detalles del me´todo se remite al
Ape´ndice B.1 o a la publicacio´n original (Pascual-Marqui, 2002).
El me´todo de sLORETA permite tambie´n estudiar el error introducido en caso
de considerar el modelo de fuente dipolar equivalente, ampliamente utilizado en
la literatura relacionada a la localizacio´n de las fuentes que originan la componente
N170 (Shibata et al., 2002; Schweinberger et al., 2002; Watanabe et al., 2003; Rossion
et al., 2003; Mnatsakanian y Tarkka, 2004; Deffke et al., 2007). E´ste es un modelo
muy sencillo, pero su simplicidad puede conllevar a resultados erro´neos en caso de
que las hipo´tesis para la validez del modelo no sean cumplidas, i.e. el a´rea de corteza
involucrada en la generacio´n del PE no es lo suficientemente pequen˜a (Kobayashi
et al., 2005). En este cap´ıtulo se considera al punto con mayor SCDP como la mejor
solucio´n de fuente dipolar equivalente, debido a la ausencia de error en condiciones
ideales.
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3.2.6. Comparacio´n de los modelos de cabeza
Cuando no existen suposiciones a-priori acerca de la ubicacio´n e interaccio´n de
las fuentes, puede mostrarse que la varianza del estimador de la densidad de corriente
resultante del me´todo sLORETA so´lo depende del modelo de cabeza utilizado (ver
Ape´ndice B.1). Luego, esta varianza puede actuar como indicadora de las diferencias
de resultados obtenidos mediante los diferentes modelos de cabeza, permitiendo
comparar las influencias de los mismos en la solucio´n del PI.
Con el fin de cuantificar el efecto del modelo en la solucio´n del PI de EEG
se considero´ calcular el cociente entre las varianzas totales de los estimadores de la
densidad de corriente correspondientes a los modelos esfe´rico y realista, aqu´ı llamada
relacio´n de varianza γ. Matema´ticamente
γl =
tr
{[
Sej
]
l
}
tr
{[
Srj
]
l
} , (3.1)
en donde
[
Sej
]
l
y
[
Srj
]
l
son las matrices de covarianza de dimensio´n 3 × 3 corres-
pondientes a los estimadores de la densidad de corriente j asociada a los modelos
esfe´rico y realista, respectivamente, en la l-e´sima posicio´n sobre la corteza. Luego,
el para´metro γ permite comparar la varianza de los estimadores de la densidad de
corriente considerando ambos modelos. En el Ape´ndice B.1 se muestra que, en ca-
so de que la densidad de corriente estimada es del mismo orden para los modelos
esfe´rico y realista, la relacio´n de varianza tendra´ en cuenta a las diferencias en el
factor SCDP, el cual sera´ responsable por las diferencias en la localizacio´n de las
fuentes. Valores de γ > 1 se encontrara´n asociados a regiones corticales en donde el
modelo promedio resulta mejor (menor varianza en la reconstruccio´n de la fuente)
que el modelo esfe´rico.
3.2.7. Seleccio´n de datos
Con la finalidad de obtener las ima´genes de SCDP correspondientes a la compo-
nente N170 se consideraron los picos de las componentes negativas del PE. Como
ejemplo de ello, en la Figura 3.3 se muestran los valores promedio de los potenciales
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Figura 3.3: Promedio de los potenciales ele´ctricos medidos en la configuracio´n esta´ndar de 128 elec-
trodos de BioSemi, considerando C como est´ımulos. Los electrodos representativos se encuentran
marcados (ver Seccio´n 3.2.7).
ele´ctricos medidos sobre sujetos control considerando est´ımulos de C, ubicados en la
posicio´n de 128 electrodos esta´ndar de BioSemi 4.
Puede verse que el potencial ele´ctrico correspondiente a la componente bajo
estudio presenta una distribucio´n bilateral, tal como se reporto´ en algunos estu-
dios (Rossion y Jacques, 2008), extendie´ndose alrededor de los electrodos A9-A12 y
B6-B9 (i.e. P8/P7 y PO8/PO7 en el sistema esta´ndar). Para determinar el pico del
PE se considero´ la sen˜al promedio en dichos electrodos representativos, considerando
una ventana temporal de 167-229 ms para C y C+P, y de 182-284 ms para P, para
cada sujeto. Luego, el pico de amplitud de la componente N170 se considero´ como
el mı´nimo de dicho promedio.
En la Figura 3.4 se muestra el promedio de la sen˜al medida en los canales TO
representativos considerando C (a), C+P (b) y P (c) como est´ımulos. Con diferentes
4Disponible en http://www.biosemi.com/
50 Influencia del modelo de cabeza en el problema inverso de EEG
0.1 0.15 0.2 0.25 0.3
−8
−6
−4
−2
0
2
4
6
Caras
Po
te
nc
ia
l [u
V]
 
 
tiempo [s]
0.15 0.2 0.25
Caras + Palabras
tiempo [s]
 
 
0.1 0.15 0.2 0.25 0.3
Palabras
 
 
tiempo [s]
Control Izq
Control Der
TDAH Izq
TDAH Der
a. b. c.
Figura 3.4: Detalle del PE N170. Se muestra el promedio del potencial ele´ctrico medido en los
electrodos representativos (en µV ) considerando C (a), C+P (b), y P (c) como est´ımulos. Con di-
ferentes marcadores se muestran la ubicacio´n de los electrodos (derecha o izquierda) y la naturaleza
del individuo (control o paciente).
marcadores se distingue entre sujetos de control y pacientes con TDAH, as´ı como
entre mediciones con electrodos posicionados en el hemisferio derecho como izquier-
do.
Puede observarse que la amplitud del promedio de los PE en los electrodos
representativos es mayor en los electrodos posicionados en el hemisferio derecho
cuando se consideraron tanto los est´ımulos de C como los de C+P, mientras que
es mayor en los ubicados en el hemisferio izquierdo cuando en el caso de presentar
so´lo P. Este resultado cualitativo permite suponer que las fuentes debidas a los dos
primeros est´ımulos se encuentran ubicadas en la TOC derecha, mientras que la TOC
izquierda parece generar a las fuentes debidas a est´ımulos del tipo de palabras. Puede
verse tambie´n que las sen˜ales medidas en pacientes con TDAH se encuentran ma´s
atenuadas y menos lateralizadas que las correspondientes a sujetos de control, como
se destaca en Sprengelmeyer y Jentzsch (2006).
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3.3. Resultados
En esta seccio´n se muestran resultados correspondientes a la localizacio´n de
la componente N170 y el estudio de la influencia del modelo de cabeza utilizado,
considerando sujetos control y pacientes con TDAH. En principio se muestra la
influencia de los modelos en la resolucio´n del PI y su comparacio´n mediante el
ana´lisis de la relacio´n de varianza. Luego, se ejemplifican estas diferencias en la
resolucio´n del PI utilizando fuentes distribuidas y puntuales, remarcando los errores
a los que conllevan las simplificaciones sobre el modelo de cabeza y fuente.
3.3.1. Comparacio´n de modelos de cabeza
Inicialmente se procedio´ a calcular la relacio´n de varianza introducida en la
Seccio´n 3.2.6. E´sta permite comparar en forma directa los efectos de cada modelo
en la reconstruccio´n de fuentes. Para ello resulta primordial la verificacio´n de la
hipo´tesis planteada, i.e. las densidades de corriente reconstruidas utilizando ambos
modelos son del mismo orden. En la Figura 3.5 se muestra, desde un punto de vista
basal, el cociente entre las densidades de corrientes estimadas utilizando el modelo
realista y el esfe´rico, para cada grupo y est´ımulo presentado. Se ve que la densidad
de corriente estimada utilizando los dos modelos es del mismo orden en todos los
casos, sobre todo en la TOC, en donde se supone que las fuentes asociadas al PE
N170 se encuentran. Luego, el ca´lculo de la relacio´n de varianza y su utilizacio´n
para la comparacio´n de la influencia de los modelos en la resolucio´n del PI resulta
factible.
En la Figura 3.6 se muestra la relacio´n de varianza entre los modelos esfe´rico
y realista, desde un punto de vista superior (izquierda) y basal (derecha). Puede
verse que γ es predominantemente mayor a la unidad, lo cual significa que el modelo
realista de cabeza es generalmente de mayor confianza al modelo esfe´rico. Debe
notarse que la relacio´n de varianza aumenta en regiones en donde el modelo esfe´rico
difiere (geome´tricamente) del modelo realista, tal como en zonas superior de los
lo´bulos frontal y parietal (corteza motora superior), as´ı como en regiones frontales,
occipitales y temporales. En dichas regiones, de sumo intere´s para la localizacio´n del
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Figura 3.5: Cociente entre las densidades de corriente estimadas considerando el modelo de cabeza
realista y esfe´rico. Los resultados se muestran para sujetos control (arriba) y pacientes con TDAH,
considerando C (izquierda), C+P (centro) y P (derecha) como est´ımulos.
PE N170, la relacio´n de varianza llega a tomar valores de hasta 5 veces.
En la Figura 3.7 se muestra un histograma que denota el porcentaje de corteza
cerebral correspondiente a cada valor de γ. Puede verse que la varianza introducida
por el modelo esfe´rico es generalmente mayor a la introducida por el modelo realista,
cumpliendo esta relacio´n ma´s del 81% de la superficie cortical.
3.3.2. Localizacio´n de fuentes
Una vez caracterizadas las regiones con mayor varianza debida al modelo de
cabeza utilizado se procedio´ a localizar las fuentes de actividad cerebral de acuerdo
a lo dispuesto en la Seccio´n 3.2.5. Se calculo´ el SCDP para cada condicio´n y grupo de
individuos utilizando sLORETA en el pico negativo del PE N170, considerando los
modelos realista y esfe´rico. En las Figuras 3.3.2 y 3.3.2 se muestran los promedios
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Figura 3.6: Vista superior (izquierda) y basal (derecha) de la superficie cortical mostrando a la
relacio´n de varianza. Valores mayores se encuentran asociados a regiones corticales en donde el
desempen˜o del modelo realista supera al del modelo esfe´rico. No´tese que el el OP y en el OFG la
relacio´n llega a ser de aproximadamente 5.
(en las realizaciones) del SCDP para los sujetos control y pacientes con TDAH,
respectivamente. Se diferencian los resultados de acuerdo al est´ımulo presentado (C,
C+P y P) y al modelo de cabeza utilizado (realista y esfe´rico).
Puede observarse que en caso de utilizar el modelo esfe´rico la regio´n de acti-
vacio´n se encuentra en zonas ma´s anteriores y menos lateralizadas que en caso de
considerar el modelo realista, conllevando a diferentes regiones de activacio´n cor-
tical. Esto concuerda plenamente con los resultados de la relacio´n de varianza, en
donde se encontro´ que el modelo esfe´rico introduce mayor varianza en la localizacio´n
que el modelo realista, especialmente en la TOC, lo que permite afirmar que la uti-
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Figura 3.7: Porcentaje de a´rea cortical asociada a distintos valores de la relacio´n de varianza. El
umbral marcado en rojo indica el l´ımite para el cual un modelo es mejor al otro. Se considero´ un
taman˜o de compartimiento de 0,14.
lizacio´n de un modelo poco realista influye notoriamente en los resultados. Adema´s,
la intensidad del SCDP resulto´ ser notoriamente mayor cuando el modelo realista
fue considerado, implicando soluciones ma´s fidedignas del PI. Estas diferencias se
mantienen para ambos grupos y est´ımulos.
Las diferencias marcadas resultan au´n mayores en el caso de considerar el modelo
de una u´nica fuente dipolar equivalente, posicionada en el punto con mayor valor
de SCDP. En el Cuadro 3.1 se muestran las ubicaciones de dichas fuentes dipolares
estimadas considerando los distintos grupos de individuos y est´ımulos. Dado que
resulta de intere´s determinar la regio´n de la corteza en la cual la fuente de actividad
cerebral se origina se considero´ el uso del atlas de Harvard-Oxford (Desikan et al.,
2006), incluido en el programa FSL. E´ste es un atlas probabil´ıstico que cubre 48
regiones de la corteza obtenido a partir de 37 RM de sujetos sanos registradas en
forma af´ın con el modelo de ICBM utilizado. Haciendo uso de dicho atlas se buscaron
las zonas en los que las fuentes dipolares se encontraban, las cuales se detallan en el
mismo cuadro.
Puede verse que, en el caso de considerar el modelo realista, los valores ma´ximos
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Figura 3.8: SCDP(×10−6) para sujetos control. Se muestran resultados considerando el modelo de
cabeza promedio (arriba) y el modelo esfe´rico de tres capas (abajo), desde un punto de vista basal.
Los tres est´ımulos diferentes se muestran: C (izquierda), C+P (centro) y P (derecha).
de SCDP para C y C+P considerando el grupo control fue encontrado en el OFG
derecho, mientras que la corteza Fusiforme Temporal-Occipital (TOFC) derecha fue
encontrada en caso de utilizar el modelo esfe´rico. Esta diferencia resulto´ ser au´n ma´s
notoria para el grupo de pacientes, dado que, considerando los mismos est´ımulos, el
OFG derecho fue encontrado cuando se utilizo´ el modelo de cabeza realista, mientras
que el OFG izquierdo fue encontrado en caso de utilizar el modelo esfe´rico. Resulta-
dos similares se obtuvieron al considerar est´ımulos de P, en donde el OFG izquierdo
fue encontrado en todos los casos (con distintas zonas de activacio´n secundarias).
Sin embargo, debe notarse que valores de SCDP mayores fueron encontrados cuando
el modelo realista fue utilizado, por lo que los resultados con este modelo resultan
ma´s fidedignos.
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Figura 3.9: SCDP(×10−6) para pacientes con TDAH. Se muestran resultados considerando el
modelo de cabeza promedio (arriba) y el modelo esfe´rico de tres capas (abajo), desde un punto de
vista basal. Los tres est´ımulos diferentes se muestran: C (izquierda), C+P (centro) y P (derecha).
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3.4. Discusio´n y conclusiones
El objeto del presente cap´ıtulo fue estudiar el impacto del modelo de cabeza
en la localizacio´n de fuentes asociadas a PE, constituyendo una aplicacio´n directa
de los conceptos desarrollados en el Cap´ıtulo 2. El ana´lisis de este factor resulta
de suma importancia a fin de explicar, en parte, la heterogeneidad de resultados
de localizacio´n disponibles en la literatura. En particular se analizo´ la componente
N170 considerando C, C+P y P como est´ımulos, en sujetos de control y pacientes
con TDAH.
Con la finalidad de estudiar la influencia del modelo de cabeza en la resolucio´n
del PI se consideraron dos modelos. El primero fue el esfe´rico de tres capas, cada
una con conductividad ele´ctrica iso´tropa y homoge´nea. Este modelo es utilizado en
la mayor´ıa de los trabajos que tienen como eje el ana´lisis de las fuentes que ori-
ginan a la componente N170, debido a su simplicidad y disponibilidad en un gran
nu´mero de aplicaciones informa´ticas de neurociencias (Schweinberger et al., 2002;
Watanabe et al., 2003; Herrmann et al., 2005; Santesso et al., 2008; Corrigan et al.,
2009). El segundo modelo considerado fue un modelo promedio realista basado en
los atlas ICBM- 152 e ICBM- DTI- 81, en donde la anisotrop´ıa y heterogeneidad de
la conductividad ele´ctrica del cerebro fue tenida en cuenta. Considerando el me´todo
ampliamente aceptado sLORETA se evaluo´ la varianza de la densidad de corriente
reconstruida, la cual permitio´ comparar la influencia de ambos modelos en la loca-
lizacio´n de la fuente mediante la relacio´n de varianza. E´ste resulta ser un me´todo
eficiente dado que depende principalmente de los modelos de cabeza considerados.
Los resultados muestran que la varianza en la localizacio´n de las fuentes es mayor
en el caso de considerar el modelo esfe´rico, especialmente en la TOC, en donde la
componente N170 supon´ıa encontrarse. Estos resultados son acordes a los de Vat-
ta et al. (2010), en donde se compara al modelo esfe´rico del realista individual del
sujeto.
Sin embargo, puede verse que algunas a´reas corticales presentaron una relacio´n
de varianza menor a la unidad, lo cual significa que el modelo esfe´rico introduce
menor varianza al estimador de la densidad de corriente que el modelo promedio.
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Estas regiones (menores al 20% del total) resultaron ser mesiales, cercanas al cuerpo
calloso. Las razones pueden deberse a mu´ltiples factores. En primer lugar, y como se
muestra en Vanrumste et al. (2002), la mejora del modelo realista sobre el modelo
esfe´rico en la solucio´n del PI para un sujeto individual resulta ser despreciable en
regiones mesiales cuando se considera ruido correlacionado espacial y temporalmen-
te, y un nu´mero de electrodos mayor a 44, lo cual sucede en el presente ana´lisis. En
segundo lugar, los modelos aqu´ı utilizados son ambos aproximados al real y, por lo
tanto, sesgados. Este no es el caso de Vanrumste et al. (2002), en donde los autores
consideran a la geometr´ıa verdadera conocida. Luego, en ciertos casos puede darse
que el modelo promedio diste del modelo individual ma´s que del esfe´rico, justifican-
do estos resultados. De todos modos debe destacarse que las regiones mesiales se
descartan del ana´lisis de activacio´n cortical de PE por su ubicacio´n.
En el presente cap´ıtulo se considero´ el me´todo de sLORETA para resolver el
PI. Este me´todo se eligio´ de un modo un tanto arbitrario dado que ha probado ser
adecuado en mu´ltiples problemas relacionados a EEG, tales como iEEG (Rullmann
et al., 2009; Cho et al., 2011), ECoG (Du¨mpelmann et al., 2011), y PE (Weber
et al., 2005; Utama et al., 2009; Sumiyoshi et al., 2009). La extensio´n a otros me´to-
dos lineales puede realizarse en funcio´n de la matriz de resolucio´n (Michel et al.,
2009), la cual relaciona a las densidades de corriente estimada y verdadera, por lo
que puede ser utilizada para cuantificar la influencia debida al modelo de cabeza
utilizado. Sin embargo, un estudio basado en la matriz de resolucio´n dependera´ del
conocimiento de los modelos individuales de cada sujeto, lo cual excede el propo´sito
de lo aqu´ı planteado. En el futuro se planea focalizar en el estudio de la influencia
del modelo mediante dicho me´todo.
Asimismo, debe aclararse que el me´todo presentado es totalmente dependiente
del para´metro de regularizacio´n α escogido (ver el Ape´ndiceB.1), por lo que su va-
riacio´n conllevara´ a cambios en la distribucio´n del SCDP sobre la superficie cortical.
Distintos resultados se han obtenido en funcio´n de α, considerando en el presen-
te α = 0,5 para ambos modelos. Futuros estudios estara´n ligados a formalizar de
un mejor modo la eleccio´n del para´metro de regularizacio´n, lo cual constituye una
materia pendiente en todos los me´todos en los que se imponen condiciones sobre la
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norma del estimador buscado. Posibles soluciones a este problema se presentan en
los Cap´ıtulos 6 y 7 de la presente tesis.
La varianza en la localizacio´n es tambie´n dependiente del modelo de fuente con-
siderado. El ma´s comu´n es el modelo dipolar, el cual es ampliamente asumido en la
bibliograf´ıa relacionada a la componente N170 (Shibata et al., 2002; Schweinberger
et al., 2002; Watanabe et al., 2003; Rossion et al., 2003; Mnatsakanian y Tarkka,
2004; Deffke et al., 2007). Se mostro´ en el presente cap´ıtulo que al considerar el
modelo de fuente dipolar la influencia del modelo de cabeza resulto´ ma´s alto que de
considerar un modelo distribuido, ma´s au´n en caso de pacientes con TDAH, debido
a su baja amplitud y naturaleza de activacio´n bilateral (Iba´n˜ez et al., 2011b). Luego,
si el modelo dipolar es considerado, el modelo de cabeza promedio resulta recomen-
dable. Debe destacarse que el modelo dipolar resulta adecuado cuando se considera
a la fuente de actividad cerebral lo suficientemente focalizada. Sin embargo, existe
evidencia para considerar al N170 un proceso distribuido e interactivo (Vuilleumier
y Pourtois, 2007; Corrigan et al., 2009), volviendo a los modelos dipolares fisiolo´gi-
camente inadecuados.
Mediante el me´todo propuesto y el modelo de cabeza promedio se buscaron las
fuentes de la componente N170. Considerando sujetos control dichas fuentes fue-
ron mayormente localizadas en la TOC derecha (OFG, TOFC y LG) considerando
est´ımulos del tipo C y C+P, y en la TOC izquierda (OFG, TOFC y LG) cuando
est´ımulos del tipo P fueron utilizados. Estos resultados se encuentran en concor-
dancia con algunos trabajos que utilizan, a fin de localizar las regiones corticales
relacionadas al est´ımulo, ima´genes de RM funcional (Corrigan et al., 2009). Sin em-
bargo, los resultados aqu´ı presentados no se encuentran en total acuerdo a otros
trabajos (Schweinberger et al., 2002; Rossion et al., 2003; Deffke et al., 2007), en
donde so´lo pocas regiones fueron consideradas. Las razones pueden deberse al mo-
delo de cabeza y, principalmente, de fuente utilizado.
Respecto a est´ımulo de P, los resultados presentados se encuentran en concordan-
cia con estudios previos (Bentin et al., 1999; Rossion et al., 2003), en donde la fuente
se localiza mayormente en la TOC izquierda (OFG, TOFC y LG). Asimismo, se en-
contro´ una fuerte lateralizacio´n izquierda, como se indica en Rossion et al. (2003);
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Koenig et al. (1998). Sin embargo, y de acuerdo a nuestro conocimiento, no existen
resultados de localizacio´n distribuida relativa a est´ımulos del tipo P. Finalmente se
reportaron a´reas de activacio´n para est´ımulos del tipo C+P, las cuales resultaron ser
iguales que en el caso de considerar C, con una moderada lateralizacio´n a la derecha
y menor intensidad.
Respecto de los pacientes con TDAH, las fuentes generadoras de la componen-
te N170 se encontraron en las mismas regiones corticales que para los sujetos de
control. Sin embargo, dichas fuentes presentaron una menor intensidad y mayor bi-
lateralidad respecto de los sujetos sanos, siendo acorde a los resultados existentes en
la literatura (Herrmann et al., 2009). Esta disminucio´n del potencial medido puede
causar una estimacio´n desacertada si el modelo de cabeza utilizado es el esfe´rico,
pudiendo hasta influir en el lo´bulo de origen del PE. Luego, la influencia de los mo-
delos de fuente y cabeza son au´n ma´s importantes cuando se analizan pacientes con
patolog´ıas ligadas a una disfuncio´n en el procesamiento del est´ımulo bajo estudio
(caras y palabras en el presente caso), por lo que el modelo de cabeza realista debe
tenerse en cuenta.
Si bien se mostro´ que la varianza introducida por los modelos de cabeza y fuente
es de importancia, no son las u´nicas fuentes de error en la localizacio´n de la fuente
relacionada a los PE. Por ejemplo, en muchos trabajos se resuelve el PI considerando
una pequen˜a cantidad de electrodos (no ma´s de 38 en Shibata et al. (2002); Sch-
weinberger et al. (2002); Herrmann et al. (2005); Itier y Taylor (2004); Deffke et al.
(2007); Herrmann et al. (2009)) lo cual conlleva a un aumento inevitable de la va-
rianza en la estimacio´n (Ollikainen et al., 2000; Lantz et al., 2003). Luego, con el fin
de reducir la varianza originada por la escasa cantidad de electrodos, disposiciones
de 64 o ma´s deben de ser consideradas (Lantz et al., 2003).
Por u´ltimo debe notarse que los resultados sobre la influencia del modelo en la
resolucio´n del PI relacionado a PE puede no verse limitado al caso de la componente
N170. Los valores que toma el coeficiente de varianza en otras regiones del cerebro,
como la corteza somatosensorial, permite evidenciar la ventaja de la utilizacio´n del
modelo promedio aqu´ı planteado en el estudio de los PE en general.
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Cap´ıtulo 4
Efecto del modelo de cabeza en
estudios simulta´neos de ECoG y
E/MEG
4.1. Introduccio´n
La finalidad u´ltima del PI en E/MEG es la localizacio´n de las fuentes de actividad
cerebral ligadas a mediciones de potencial ele´ctrico y/o campo magne´tico de forma
no invasiva. La precisio´n con la que se resuelve este problema se encuentra limitada
por diversos factores, como son la actividad cerebral de fondo, el ruido electro´nico
de los sensores y los efectos aislantes del cra´neo, entre otros. Estas limitaciones
pueden ser sustanciales en situaciones donde se requiere la mayor precisio´n, como
es el caso de la planificacio´n de una intervencio´n neuro-quiru´rgica de reseccio´n. Es
por ello que frente a la necesidad de localizar las fuentes del mejor modo posible, los
neurocirujanos usualmente resuelven utilizar dispositivos de medicio´n (electrodos)
intracraneales, de modo tal de mejorar la calidad de las sen˜ales adquiridas y obtener
mediciones ma´s fidedignas que las obtenidas mediante me´todos no invasivos, i.e.
E/MEG.
Las mediciones intracraneales consisten en la adquisicio´n de sen˜ales por parte
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de electrodos implantados en el interior del cra´neo. Existen diversos dispositivos
de medicio´n intracraneal segu´n sean necesarios, resultando ser el electrocorticogra-
ma (ECoG) y la electroencefalograf´ıa de profundidad (sEEG) las ma´s utilizadas. El
ECoG (Blount et al., 2008) consiste en la disposicio´n de electrodos en forma de grilla
sobre una base de silicona con la finalidad de colocarse directamente sobre la corteza
cerebral y estudiar as´ı su actividad ele´ctrica. En cambio, la sEEG (Lachaux et al.,
2003) consiste en la disposicio´n de electrodos sobre una aguja semi-flexible con la
finalidad de adquirir mediciones dentro de la corteza cerebral. Las diferencias entre
ambas modalidades son tanto en su utilidad como en su implantacio´n. La grilla sub-
dural permite la adquisicio´n de sen˜ales en una amplia regio´n cortical, necesitando
para su implantacio´n la realizacio´n de una craneatomı´a de dimensiones similares a
la de la grilla. En cambio, los electrodos profundos son recomendados para la ad-
quisicio´n de sen˜ales originadas en estructuras corticales profundas o subcorticales.
Dada su disposicio´n unidimensional, su implantacio´n necesita de la realizacio´n de
un agujero en el cra´neo mucho ma´s pequen˜o que en el caso de ECoG. Estas te´cnicas
permiten a los neurocirujanos determinar, junto a otros elementos de juicio, la zona
que debe extirparse, normalmente mediante una inspeccio´n visual de los registros
de ECoG y/o sEEG.
Dado que los registros intracraneales involucran la adquisicio´n de potenciales
ele´ctricos locales durante aproximadamente siete d´ıas (Tao et al., 2007b; Huiskamp
et al., 2010), los investigadores suelen aprovechar la situacio´n para estudiar con
mayor detalle el funcionamiento del cerebro y los efectos del modelo sobre las me-
diciones de E/MEG. Ejemplos de ello son los estudios cuya finalidad es evaluar
comportamientos locales de grupos de neuronas (Ulbert et al., 2001), con el objeto
de estudiar la pato-fisiolog´ıa de deso´rdenes cerebrales (Engel et al., 2011), as´ı co-
mo el estudio de modelos corticales fisiolo´gicamente plausibles (Blenkmann et al.,
2011). Del mismo modo, mediciones de ECoG en forma simulta´nea con EEG (Pacia
y Ebersole, 1997; Tao et al., 2005, 2007a; Ray et al., 2007; Hashiguchi et al., 2007;
van der Loo et al., 2007; Yamazaki et al., 2011) y MEG (Mikuni et al., 1997; Oishi
et al., 2002) se realizan con la finalidad de comparar ambas modalidades y evaluar
la confiabilidad y limitaciones de los me´todos no invasivos. Dentro de e´stos existen
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quienes utilizan dichas sen˜ales de ECoG y E/MEG con el objetivo de caracterizar
los efectos del cra´neo en la medicio´n de sen˜ales vinculadas a epilepsia y relacionar a
la mı´nima espiga detectable en el cuero cabelludo con el a´rea de corteza involucra-
da (Mikuni et al., 1997; Oishi et al., 2002; Tao et al., 2005, 2007a; Ray et al., 2007;
Hashiguchi et al., 2007). Diversos factores son encontrados como causantes de la
variacio´n de sen˜ales medidas con ECoG y E/MEG, tales como la extensio´n del a´rea
cortical involucrada, la amplitud de la descarga, el grado de sincronizacio´n neuronal
y la regio´n cortical en donde se encuentra la lesio´n. Sin embargo, en dichos trabajos
no se han considerado los efectos aislantes del sustrato no conductor de la grilla
subdural ni los de los huecos en el cra´neo, pudiendo e´stos llegar a ser determinantes
en la amplitud y distribucio´n del potencial ele´ctrico y el campo magne´tico medido.
En el presente cap´ıtulo se analiza la importancia de la adecuada consideracio´n del
modelo de cabeza utilizado en estudios de ECoG y E/MEG simulta´neos. Utilizan-
do el MEF desarrollado en el Cap´ıtulo 2 se comparan las soluciones del problema
directo haciendo uso de un modelo de cabeza realista (que contemple tanto la grilla
subdural como los huecos en el cra´neo) y simplificaciones del mismo.
Numerosos trabajos han focalizado en el estudio de la influencia del modelo post
quiru´rgico en sen˜ales de E/MEG. En muchos de ellos (van den Broek et al., 1998;
Benar y Gotman, 2002; Flemming et al., 2005; Li et al., 2007) se analiza el efecto de
los huecos en el cra´neo, concluyendo que los mismos son locales, mayores a medida
que la fuente se encuentre ma´s cerca de ellos. En Zhang et al. (2006a) se estudia
la influencia de la grilla en mediciones de EEG sobre el cuero cabelludo, resaltando
la importancia de su consideracio´n. Sin embargo, ninguno de ellos analiza el efecto
conjunto de los huecos y la grilla sobre mediciones de E/MEG, as´ı como tampoco
cuantifican los efectos de amplificacio´n/atenuacio´n del modelo en mediciones reali-
zadas por dichas modalidades. En este cap´ıtulo se estudian los efectos debidos a las
alteraciones del modelo prequiru´rgico considerando fuentes dipolares restringidas
anato´micamente. Se estudia adema´s la importancia de la adecuada consideracio´n
de la grilla subdural y los huecos en el cra´neo en estudios de reconstruccio´n de
fuentes basado en sen˜ales de ECoG solamente, los cuales rara vez son tenidos en
cuenta (Korzyukov et al., 2007; Du¨mpelmann et al., 2009; Kim et al., 2010; Tanaka
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et al., 2010; Cho et al., 2011; Du¨mpelmann et al., 2011).
La mayor ventaja de los estudios invasivos respecto de los no invasivos radica
en la mejora de la resolucio´n espectral y espacial, as´ı como en la calidad de sen˜al
medida (Shenoy et al., 2008), lo que suele cuantificarse mediante la relacio´n sen˜al a
ruido (SNR). Este para´metro suele ser determinante en los problemas de deteccio´n
y clasificacio´n (Bast et al., 2006), por lo que la adecuada caracterizacio´n del mis-
mo considerando las diferentes modalidades de medicio´n resulta de notable intere´s.
En Ball et al. (2009) se computa la SNR entre sen˜ales de EEG y ECoG adquiridas
en forma simulta´nea, remarcando la importancia de la invasividad del estudio en la
calidad de la medicio´n. Sin embargo, en dicho estudio no se considera la variacio´n de
la SNR de acuerdo a la posicio´n de la fuente relativa a la grilla aislante, por lo que
las razones de la variacio´n resultan ser un tanto difusas. Aqu´ı se utilizan los mode-
los realizados para comparar la SNR entre sen˜ales de E/MEG y ECoG simulta´neos,
as´ı como la variacio´n de dicho para´metro en modelos pre y post quiru´rgicos. Los re-
sultados son de sumo intere´s en neurociencias, pues permiten cuantificar la ganancia
en la calidad de sen˜al obtenida a partir de estudios invasivos.
El presente cap´ıtulo se organiza del siguiente modo: en la Seccio´n 4.2 se presenta
el mecanismo desarrollado para la obtencio´n de los modelos de cabeza utilizados,
as´ı como su discretizacio´n y resolucio´n del problema directo mediante el MEF. En la
Seccio´n 4.3 se muestran resultados correspondientes a las simulaciones efectuadas,
las cuales permiten caracterizar adecuadamente tanto las influencias del modelo en
la distribucio´n y magnitud de sen˜al as´ı como de SNR. Finalmente, en la Seccio´n 4.4
se presenta una discusio´n de los resultados y su implicancia en los estudios propios
del estado del arte.
4.2. Me´todos
En la siguiente seccio´n se explica la metodolog´ıa desarrollada para la obtencio´n
de los modelos de cabeza buscados y la posterior resolucio´n del problema directo.
Asimismo, se detallan los para´metros de ca´lculo que permiten determinar la influen-
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cia del modelo en la obtencio´n del potencial ele´ctrico y el campo magne´tico.
4.2.1. Modelo de cabeza
Con el objetivo de evaluar los efectos del modelado de la cabeza se utilizaron
datos reales de un paciente con epilepsia focal cortical en el lo´bulo frontal, refracta-
ria a la medicacio´n. Dicho paciente fue evaluado para reseccio´n de la zona dan˜ada
utilizando diversos estudios, los cuales incluyeron la utilizacio´n de una grilla intra-
craneal para lograr una mejor descripcio´n de la zona epilepto´gena. La grilla subdural
utilizada consiste en una la´mina cuadrada de silicona de 3mm de espesor y 8cm de
lado, conteniendo un total de 64 electrodos dispuestos sobre un trazado cuadricu-
lar. La misma fue ubicada con la finalidad de cubrir zonas candidatas a reseccio´n
descubiertas mediante otras modalidades pre-quiru´rgicas.
Durante el estudio invasivo se adquirieron ima´genes de RM y de tomograf´ıa axial
computarizada (TAC), los cuales permitieron la correcta formulacio´n del modelo
de la cabeza utilizado. En principio, las ima´genes de RM y TAC fueron corregis-
tradas mediante el utilitario SPM8 1. Utilizando la imagen de TAC se extrajeron
manualmente ma´scaras correspondientes al cuero cabelludo y el cra´neo, as´ı como
a la posicio´n de los electrodos de la grilla. Dado que la extraccio´n de la ma´scara
correspondiente a la grilla no fue lo suficientemente adecuada, se corrigio´ la misma
utilizando la ubicacio´n de los electrodos y se suavizo´ mediante el uso de armo´ni-
cos esfe´ricos. Luego, basado en la imagen de RM, se extrajo la ma´scara de l´ıquido
cefalorraqu´ıdeo (LCR) mediante la herramienta de segmentacio´n probabil´ıstica dis-
ponible en SPM8. La consideracio´n de este tejido resulta de notable importancia en
el modelo, como se muestra en Wolters et al. (2006); Wendel et al. (2008).
Cabe destacar que los segmentadores convencionales, tales como los incluidos
en los programas FSL y BrainSuite, no mostraron una adecuada segmentacio´n del
dominio debido a la arbitraria posicio´n de los huecos en el cra´neo, considera´ndolos
como errores en las ima´genes y no como variaciones del modelo.
1Disponible en http://www.fil.ion.ucl.ac.uk/spm/
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4.2.2. Problema directo
Una vez segmentado el dominio se procedio´ al mallado correspondiente para la
resolucio´n del problema directo mediante el MEF. Para ello se consideraron tres
modelos de cabeza posibles. En el primero (modelo 1) se considero´ el modelo de
una forma totalmente realista, en donde tanto la grilla subdural como los huecos
en el cra´neo fueron tenidos en cuenta. En el segundo (modelo 2) se consideraron
solamente los huecos en el cra´neo, pero no as´ı la grilla subdural. Por u´ltimo, en
el tercero (modelo 3) se simplifico´ aun ma´s el problema y se considero´ un modelo
sin huecos en el cra´neo ni grilla subdural. La determinacio´n de estos modelos y su
posterior comparacio´n permiten determinar la influencia de la consideracio´n de los
huecos y la grilla en la resolucio´n del problema directo y evaluar el desempen˜o de
los modelos menos realistas.
Para cada uno de los modelos se discretizo´ el volumen utilizando elementos te-
trae´dricos obtenidos mediante la aplicacio´n ISO2Mesh 2 (Fang y Boas, 2009), y
corregidos utilizando MeshLab 3. La malla resultante consistio´ en aproximadamente
800.000 elementos para cada modelo, con un taman˜o promedio de elemento menor
a 1mm de lado, refinada au´n ma´s en las proximidades de las superficies internas.
Las conductividades ele´ctricas consideradas para el cuero cabelludo, cra´neo, LCR y
cerebro fueron iso´tropas y homoge´neas de valores 0,33 S/m, 0,0093 S/m, 1,79 S/m
y 0,33 S/m, respectivamente (Baumann et al., 1997; Dannhauer et al., 2010). Da-
do que el modelo 1 presenta la grilla subdural, y e´sta es no conductora, se consi-
dero´ apropiado eliminar los elementos internos a la misma, resultando ser la grilla
un hueco dentro del modelo. En la Figura 4.1 se muestra un corte coronal del ma-
llado correspondiente al modelo 1, en donde se pueden observar los distintos tejidos
considerados, as´ı como la grilla subdural y dos huecos del cra´neo.
Por u´ltimo se resolvio´ el PD en E/MEG utilizando el MEF desarrollado en el
Cap´ıtulo 2. Las posibles fuentes de corriente fueron ubicadas en la superficie cortical
con momento dipolar normal a la interfaz entre materia blanca y gris (Goldenholz
et al., 2009). Para obtener las mallas triangulares de la superficie cortical e interfaz
2Disponible en http://iso2mesh.sourceforge.net/cgi-bin/index.cgi
3Disponible en http://meshlab.sourceforge.net/
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Figura 4.1: Corte coronal del mallado correspondiente al modelo 1. Pueden apreciarse los diferentes
tejidos considerados, as´ı como la grilla subdural y dos huecos del cra´neo.
de materia blanca-gris se utilizo´ el programa Freesurfer 4. En la Figura 4.2 se muestra
el modelo resultante desde un punto de vista lateral (a.) y superior (b.), en donde
se evidencian las posiciones relativas entre los huecos, la corteza y la grilla.
4.2.3. Cuantificacio´n de la influencia del modelo
Una vez resuelto el PD deben definirse para´metros que permitan la adecuada
cuantificacio´n de la influencia del modelo sobre el mismo. Diversos factores pue-
den calcularse en funcio´n de los resultados, dependiendo e´stos de lo que se quiera
estudiar. En este trabajo se consideraron de intere´s las variaciones tanto en la dis-
tribucio´n y magnitud de potencial ele´ctrico y campo magne´tico como en la calidad
de la sen˜al medida debido a la consideracio´n erro´nea del modelo.
4Disponible en http://surfer.nmr.mgh.harvard.edu/
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Figura 4.2: Vistas lateral (a.) y superior (b.) del modelo realista utilizado. Pueden observarse las
posiciones relativas entre los huecos, la corteza y la grilla.
Variaciones de potencial ele´ctrico y campo magne´tico debidas al modelo
Con la finalidad de evaluar la influencia del modelo en la solucio´n del problema
directo es comu´n calcular las variaciones tanto en la distribucio´n espacial como
en la amplitud de sen˜al, para lo cual se considera el co´mputo de los para´metros
NRDM y MAG definidos en el Cap´ıtulo 2. Dado que en el presente caso se presumen
variaciones locales de ambos factores, se considera adecuado el ca´lculo de NRDM∞ y
MAG∞. Asimismo, se considero´ de intere´s el ca´lculo del error normalizado RDM∞,
a partir del cual se pueden establecer comparaciones directas entre los errores de
potencial ele´ctrico y campo magne´tico debidos al modelo en relacio´n a las mediciones
obtenidas.
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Los para´metros anteriormente definidos permiten evaluar, de una forma u otra,
los errores cometidos en la resolucio´n del PD considerando fuentes sobre la superficie
cortical. Sin embargo e´stos no posibilitan cuantificar la variacio´n espacial en las
mediciones de E/MEG sobre el cuero cabelludo y/o el casco, respectivamente. Esta
cuantificacio´n podr´ıa resultar de intere´s para realizar un adecuado posicionamiento
de los electrodos sobre el cuero cabelludo a fin de realizar estudios de EEG y ECoG
simulta´neos. Con este objetivo se propone adaptar los coeficientes anteriores a fin
de tener en cuenta dichas variaciones.
La sensibilidad de los electrodos (o bobinas) frente a variaciones del modelo
dependera´ de la regio´n cortical en donde se consideren ubicadas las fuentes de intere´s,
denominada regio´n de intere´s (ROI) Ω. En el presente caso, Ω corresponde a la regio´n
de corteza ubicada por debajo de la grilla, asociada a Nf nodos de la corteza. Luego,
se definen los siguientes factores de me´rito
sNRDMab(Ω) =
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en donde φai es el vector de Nf elementos que contiene el potencial ele´ctrico (o
campo magne´tico) en el i-e´simo sensor (o punto sobre la superficie del cuero cabe-
lludo/casco) debido a cada una de lasNf fuentes de la ROI, considerando el modelo a
(la definicio´n de φbi es ana´loga considerando el modelo b). Estos factores permiten
determinar, de forma ana´loga al NRDM, MAG y RDM, la influencia media en la
resolucio´n del PD debida a la variacio´n del modelo para fuentes ubicadas en la ROI.
Variaciones de la calidad de sen˜al
Con el objetivo de evaluar la calidad de la sen˜al y la influencia del modelo en
ella consideramos calcular la variacio´n de la SNR. Este para´metro actu´a como factor
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de calidad que permite cuantificar la mejora o el empeoramiento en las mediciones
debido a la incorporacio´n de la grilla subdural y la consecuente variacio´n del mode-
lo (Ball et al., 2009). Asimismo, es un para´metro de gran importancia en epilepsia,
pues las sen˜ales utilizadas para su ana´lisis (denominadas espigas) deben exhibir una
SNR lo suficientemente alta como para distinguirse del ruido de fondo (Cobb, 1983;
Iwasaki et al., 2005) y permitir localizar la fuente en forma precisa (Mosher et al.,
1993; Fuchs et al., 1998; Muravchik y Nehorai, 2001; Tarkiainen et al., 2003; Bast
et al., 2006).
Para cada fuente de intere´s sobre la corteza se define la SNR sobre el k-e´simo
electrodo como
SNRk =
a2k
s2k
, (4.4)
en donde ak es la amplitud de la sen˜al de intere´s y s
2
k es la varianza de ruido, ambas
en el k-e´simo sensor. A partir de esta definicio´n es posible calcular un factor de
me´rito sobre la SNR de todos los sensores, como el promedio (Goldenholz et al.,
2009) o el ma´ximo, siendo este u´ltimo el aqu´ı elegido. Dado que en este caso so´lo se
busca comparar los efectos debidos al modelo, los resultados sera´n comparativos e
independientes de la amplitud de fuente de sen˜al considerada.
El ruido de fondo se obtuvo de suponer 400 fuentes con posicio´n aleatoria sobre
la interfaz entre la materia blanca y la gris, normalizado de modo tal que el potencial
ele´ctrico ma´ximo utilizando el modelo 3 sea de 6µV (un ana´lisis similar se utiliza,
por ejemplo, en Dogandzˇic´ y Nehorai (2000); Goldenholz et al. (2009)).
4.3. Resultados
En esta seccio´n se muestran los resultados correspondientes a los para´metros de
cuantificacio´n de error debido al modelo utilizado. En primer lugar, se muestran va-
riaciones en los resultados del PD en E/MEG y ECoG debidos a la utilizacio´n de los
distintos modelos. E´stos permiten determinar la influencia de la grilla, los huecos, o
ambas en la medicio´n de potencial ele´ctrico y/o campo magne´tico. Luego se mues-
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tran variaciones en la SNR en E/MEG y se las compara con la obtenida mediante
ECoG. La ROI considerada corresponde a zonas de corteza cerebral distantes de la
grilla subdural en hasta 1,5cm.
4.3.1. Factores de desempen˜o
Se muestran ahora resultados concernientes a la variacio´n en la distribucio´n y
magnitud del potencial ele´ctrico (tanto sobre la grilla subdural como sobre el cuero
cabelludo) y del campo magne´tico debidas a la variacio´n del modelo de cabeza
utilizado.
EEG
En primer lugar se procedio´ a calcular la variacio´n en la distribucio´n y magnitud
del potencial ele´ctrico debida a la utilizacio´n de los modelos detallados anteriormen-
te. En la Figura 4.3 se muestran los factores NRDM, MAG y RDM de EEG para
fuentes dipolares ubicadas sobre la corteza considerando los modelos 2- 3 (izquierda),
1-2 (centro), y 1-3 (derecha).
En ella pueden evaluarse las diferencias en la distribucio´n y magnitud del poten-
cial ele´ctrico medido segu´n se consideren la grilla subdural, los huecos en el cra´neo,
o ambos. De la Figura 4.3 se desprende que los efectos en la distribucio´n (dados
por el NRDM) y magnitud (dados por el MAG) del potencial ele´ctrico son en su
mayor´ıa debidos a la disposicio´n de la grilla subdural, tal como puede apreciarse en
la comparacio´n entre los modelos 1-2 y 1-3. En ella se vislumbra que la variacio´n en
la distribucio´n del potencial aumenta a medida que las fuentes se encuentran ma´s
cercanas a los bordes de la grilla, llegando a tomar el NRDM valores de hasta 1,5.
Respecto a las variaciones de la magnitud entre los modelos 1-3, e´stas aumentan a
medida que las fuentes se encuentran ma´s cercanas al centro de la grilla, tomando
valores mı´nimos de hasta 0,03. Esto implica que si una fuente dipolar se encuentra
en el centro de la zona de intere´s justo por debajo de la grilla, el ma´ximo potencial
ele´ctrico medido sobre el cuero cabelludo considerando el modelo 1 puede reducirse
hasta 30 veces respecto del potencial ele´ctrico medido utilizando los modelos 2 o´ 3.
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Figura 4.3: Influencia del modelo en el PD de EEG para fuentes dipolares ubicadas sobre la
corteza cerebral. Se muestra la variacio´n de NRDM, MAG y RDM considerando los modelos 2-
3 (izquierda), 1-2 (centro), y 1-3 (derecha).
Cabe destacar que los efectos de la grilla subdural son dominantes frente a los
de los huecos, como puede verse de la comparacio´n de los factores entre los modelos
2-3 y 1-3, respectivamente. Sin embargo, estos efectos son solo de gran significacio´n
para fuentes cercanas a la grilla subdural con momento dipolar normal a e´sta. En
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cambio, los efectos locales debidos a los huecos en el cra´neo son mayores para fuentes
tangenciales cercanas a los mismos, especialmente en el NRDM, en donde supera a
la unidad.
Tanto los efectos del NRDM como del MAG se ven comprendidos en el ca´lculo
del RDM, el cual permite cuantificar la influencia relativa del modelo en el potencial
ele´ctrico resultante del PD. En la Figura 4.3 puede verse que el RDM se encuentra
fuertemente influenciado por la inclusio´n de la grilla en el modelo, tomando un valor
promedio de aproximadamente 2 en la zona de intere´s. Debe notarse que, al igual
que el MAG, este factor aumenta a medida que la fuente se encuentra mas cercana
al centro de la grilla, llegando a tomar un valor ma´ximo de 30. Esto implica que la
no consideracio´n de la grilla conlleva a errores del 200% (en promedio en la zona de
intere´s).
Cabe destacar que en el caso de considerar los factores NRDM2,MAG2 y RDM2
los efectos de la grilla se reducen debido al efecto de promediacio´n propio de la nor-
ma 2. Dichas variaciones pueden apreciarse en la Figura 4.4, en donde se muestran
histogramas de los valores de NRDM, MAG y RDM correspondientes a la compara-
cio´n entre los modelos 1-3 en la zona de intere´s, considerando tanto la norma infinito
como la norma 2.
Figura 4.4: Histogramas comparativos del NRDM, MAG y RDM de EEG entre los modelos 1 y 3,
considerando la norma infinito (en rojo) y la norma 2 (en azul).
Se ve claramente que si bien la influencia del modelo tiende a disminuir cuando
se utiliza la norma 2, e´sta sigue siendo sustancial. Asimismo, pueden notarse (al
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igual que en la Figura 4.3) que para ciertas fuentes el MAG toma valores mayores a
la unidad, teniendo lugar e´stas en las circunvoluciones vecinas a los huecos.
En la Figura4.5 se muestran los efectos del modelo en las mediciones de po-
tencial medido sobre la superficie del cuero cabelludo, de acuerdo a las expresio-
nes (4.1)– (4.3). Para ello se consideraron posibles fuentes sobre cada nodo de la
superficie cortical bajo ana´lisis. Por ende, se muestran las variaciones de potencial
sobre el cuero cabelludo debidas a la grilla, los huecos o ambos considerando so´lo
fuentes en la ROI. La perspectiva utilizada corresponde a la de la Figura 4.2a.
Figura 4.5: sNRDM, sMAG y sRDM sobre el cuero cabelludo para fuentes dipolares en la zona de la
corteza bajo estudio. Se muestra este factor considerando los modelos 1-2 (izquierda), 2-3 (centro),
y 1-3 (derecha).
Puede verse que los efectos sobre las mediciones son predominantes en aque-
llos electrodos cercanos a la grilla, para los cuales la distorsio´n en distribucio´n y
magnitud son considerablemente elevados. Es de destacar la variacio´n del MAG pa-
ra electrodos en dicha zona, en donde llega a tomar el valor de 0,5. Esto implica
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que sen˜ales generadas por fuentes ubicadas en la ROI tendra´n, en promedio, una
disminucio´n del 50% de amplitud en electrodos ubicados por sobre la grilla. Sin
embargo es necesario remarcar que el efecto de los huecos en la amplitud de sen˜al
medida (comparacio´n entre los modelos 2-3) tiende a contrarrestar el efecto de la
grilla subdural, resultando ser el modelo 3 menos influyente sobre dicho para´metro
que el modelo 2. Sin embargo, estos efectos distan de cancelarse mutuamente. Por
u´ltimo, debe notarse que los errores promedio en las mediciones efectuadas por los
electrodos mencionados anteriormente es aproximadamente del 160%.
MEG
Igual procedimiento se aplico´ para sen˜ales de MEG. En la Figura 4.6 se muestra
el NRDM, MAG y RDM de MEG para fuentes dipolares ubicadas sobre la corteza
considerando los modelos 2-3 (izquierda), 1-2 (centro), y 1-3 (derecha). En ella puede
verse que la distribucio´n de campo normal al casco (dado por el NRDM) var´ıa
significativamente con la incorporacio´n de los huecos y la grilla, especialmente en
regiones de la corteza cercanas a los bordes de la grilla y los huecos, en donde llega
a alcanzar valores de 1,6. Sin embargo, la magnitud de sen˜al (dada por el MAG) no
var´ıa significativamente con el modelo utilizado (en comparacio´n al caso de EEG),
tomando un valor promedio de 1,07 en la zona de intere´s, siendo mayor para fuentes
tangenciales sobre los surcos de la corteza. Este hecho hace que el error normalizado
ma´ximo tome un valor promedio de 0,53 en la regio´n de intere´s, por lo que la omisio´n
de la grilla en el modelo conllevara´ a errores ma´ximos del 53% (en promedio en la
zona de intere´s).
A diferencia del caso de EEG, los resultados pra´cticamente no var´ıan al con-
siderar la norma 2 para el ca´lculo de los coeficientes. Esto puede apreciarse en la
Figura 4.7, en donde se muestran histogramas de los valores de NRDM, MAG y
RDM correspondientes a la comparacio´n entre los modelos 1-3 en la zona de intere´s,
considerando tanto la norma infinito como la norma 2.
Las variaciones del campo magne´tico calculado respecto del modelo de cabe-
za utilizado responde a variaciones del campo magne´tico secundario definido en el
Cap´ıtulo 2, los cuales son dependientes de la corriente de volumen generada por la
78 Efecto del modelo de cabeza en ECoG y E/MEG
Figura 4.6: Influencia del modelo en el PD de MEG para fuentes dipolares ubicadas sobre la
corteza cerebral. Se muestra la variacio´n de NRDM, MAG y RDM considerando los modelos 2-
3 (izquierda), 1-2 (centro), y 1-3 (derecha). Se considero´ la medicio´n de la componente normal al
casco solamente.
fuente primaria. Al ser e´sta dependiente del medio, la incorporacio´n de los huecos y
(fundamentalmente) de la grilla en el modelo generara´n variaciones en su distribu-
cio´n debido a la naturaleza no conductora del sustrato. Luego, la incorporacio´n de
la grilla subdural en el modelo de MEG resulta de vital intere´s.
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Figura 4.7: Histogramas comparativos del NRDM, MAG y RDM de MEG entre los modelos 1 y 3,
considerando la norma infinito (en rojo) y la norma 2 (en azul).
En la Figura 4.8 se muestra un ejemplo gra´fico que permite percibir las varia-
ciones de la densidad de corriente secundaria debido a la incorporacio´n de grilla y
huecos en el modelo. Para ello se considero´ una fuente dipolar tangencial a la grilla
ubicada debajo de e´sta, de magnitud 10nAm. Se utilizo´ la te´cnica de integral de
convolucio´n lineal (LIC) para graficar el campo vectorial correspondiente (Cabral
y Leedom, 1993). Puede observarse la variacio´n de la densidad de corriente debida
fundamentalmente a la grilla, la que genera una redistribucio´n significativa tanto de
su amplitud como de su direccio´n. Similares influencias se encontraron para fuentes
dipolares con orientacio´n normal a la grilla y en distintas posiciones de la ROI.
Finalmente, en la Figura 4.9 se muestran los coeficientes descriptos por las ex-
presiones (4.1)– (4.3) sobre el casco de medicio´n. Al igual que en el caso de EEG, se
consideraron solo fuentes en la ROI, por lo que los resultados corresponden solo a
fuentes en dicha regio´n cortical. La perspectiva corresponde a la de la Figura 4.2b.
Son de remarcar nuevamente los aportes significativos de la grilla a la variacio´n del
campo magne´tico medido, llevando a errores de medicio´n de 50% en promedio para
fuentes ubicadas en la ROI y bobinas en la cercan´ıa de la grilla. Sin embargo de-
be notarse que dichos efectos son sustancialmente menores que en el caso de EEG,
lo cual se ve reflejado en la disminucio´n del sMAG en so´lo el 5% (en las bobinas
anteriormente mencionadas).
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Figura 4.8: Densidad de corriente secundaria debida a una fuente dipolar de 10nAm (marcada por
una flecha) considerando los modelos 1 (arriba izquierda), 2 (arriba derecha) y 3 (abajo).
ECoG
En tercer lugar se estudio´ la influencia del modelo utilizado en la reconstruccio´n
del potencial ele´ctrico medido por los electrodos ubicados en el sustrato. Si bien los
mismos factores de desempen˜o utilizados en E/MEG pueden calcularse para este
caso, la normalizacio´n que conlleva a su co´mputo tiende a volver un tanto confusos
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Figura 4.9: sNRDM, sMAG y sRDM sobre el casco de medicio´n para fuentes dipolares en la
zona de la corteza bajo estudio. Se muestra este factor considerando los modelos 1-2 (izquierda),
2-3 (centro), y 1-3 (derecha).
los resultados. Esto es debido a que, a diferencia de E/MEG, la distancia de la fuente
a los electrodos es altamente variable, razo´n por la cual errores pequen˜os pueden
resultar en factores de desempen˜o elevados debida a la baja amplitud de sen˜al. Por
ello se considero´ va´lido calcular la norma de la diferencia como factor de intere´s en las
mediciones de ECoG. En la Figura 4.10 se muestra la norma infinito de la diferencia
entre los modelos 2-3 (izquierda), 1-2 (centro) y 1-3 (derecha), normalizados todos
ellos por el promedio del ma´ximo potencial medido en los 64 electrodos (M).
Puede verse de la comparacio´n de los modelos 2-3 que la influencia de la grilla
es considerablemente alta en las vecindades de los electrodos, llegando a tomar tres
veces el valor de M. Sin embargo, esta influencia se vuelve 10 veces menor a solo
unos pocos mil´ımetros, permitiendo confirmar el efecto local de la grilla sobre las
mediciones. Cabe remarcar que, como se ve de la comparacio´n de los modelos 2-3,
la influencia de los huecos es considerablemente menor a la de la grilla subdural
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Figura 4.10: Norma infinito de la diferencia entre los modelos 2-3 (izquierda), 1-2 (centro) y 1-3
(derecha). Dichos valores se encuentran normalizados por el promedio del ma´ximo potencial medido
en los 64 electrodos.
(entre 5 y 10 veces), por lo que sus efectos resultara´n de segundo orden frente a los
del sustrato.
Finalmente se procedio´ a comparar la relacio´n entre las amplitudes de sen˜al
ma´xima obtenidas mediante EEG sobre el cuero cabelludo y ECoG sobre la grilla
subdural, es decir, el MAG∞ entre ambos sistemas de medicio´n. Esto permite eva-
luar la influencia del modelo en la medicio´n simulta´nea de sen˜ales para su ana´lisis
cualitativo. En la Figura 4.11 se muestra dicho coeficiente considerando los mo-
delos 1 y 2, desconsiderando al modelo 3 por presentar resultados pra´cticamente
iguales a los correspondientes al segundo. Asimismo, se muestra un histograma que
permite evaluar la diferencia de dicho para´metro en la ROI.
De aqu´ı se desprende la necesidad de representar al sustrato no conductor de
la grilla en estudios de EEG y ECoG simulta´neos, ya que de no considerarla se
concluir´ıa que la atenuacio´n sobre la sen˜al ma´xima es de 8,7 veces (en promedio
para fuentes sobre la ROI), cuando en realidad es de 39,4. Esta relacio´n es menor
para fuentes ma´s cercanas al borde de la grilla o fuentes ma´s profundas, y mayor
para fuentes cercanas al centro del sustrato.
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Figura 4.11: Relacio´n entre las amplitudes de sen˜al ma´xima obtenidas mediante EEG sobre el cuero
cabelludo y ECoG sobre la grilla subdural, utilizando los modelos 1 y 2. Asimismo, se muestra un
histograma que permite comparar dichos valores en la ROI.
4.3.2. Variaciones de la calidad de sen˜al
Por u´ltimo se procedio´ a calcular los efectos del modelo en la SNR. En la Figu-
ra 4.12 se muestra el cociente entre la SNR de las mediciones de ECoG (utilizando
el modelo 1) y la SNR de las mediciones de EEG (considerando el modelo 1 en a. y
el modelo 3 en b.) y MEG (considerando el modelo 1 en c. y el modelo 3 en d.). La
comparacio´n directa entre las SNR correspondientes a la ECoG y E/MEG conside-
rando el modelo 1 permite estudiar la diferencia existente entre la calidad de sen˜al
medida simulta´neamente entre dichas modalidades. Por otro lado, la comparacio´n
entre las SNR de ECoG y E/MEG utilizando el modelo 3 permite evaluar la mejora
en la calidad de sen˜al debida a la disposicio´n de la grilla subdural, es decir, los
beneficios del estudio invasivo respecto del no invasivo. Asimismo, se presenta un
histograma que permite cuantificar dichas diferencias en la ROI para los casos de
EEG (arriba) y MEG (abajo).
Mediante la comparacio´n directa entre las Figuras 4.12a. y 4.12b. puede obser-
varse la influencia del modelo considerado en las mediciones de EEG sobre el cuero
cabelludo. En el caso de contar con un modelo realista (modelo 1), la SNR de las
sen˜ales de ECoG puede llegar a ser hasta 1000 veces mayor a la de las sen˜ales de
EEG en las inmediaciones del centro de la grilla. Sin embargo, esta relacio´n decrece
para fuentes alejadas de e´sta, tomando valores entre 10 y 100 (con un valor medio
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Figura 4.12: Ganancia de SNR de las sen˜ales de ECoG respecto de las de EEG y MEG. Se muestra
el cociente entre la SNR de las mediciones de ECoG (utilizando el modelo 1) y la SNR de las
mediciones de EEG (considerando el modelo 1 en a. y el modelo 3 en b.) y MEG (considerando el
modelo 1 en c. y el modelo 3 en d.). Asimismo, se presenta un histograma que permite cuantificar
dichas diferencias en la ROI para los casos de EEG (arriba) y MEG (abajo).
de 25) en la zona de intere´s. Esta relacio´n disminuye si se considera el modelo 3 para
las sen˜ales de EEG, tomando valores entre 1 y 10 en la zona bajo ana´lisis (con un
promedio de 6). Puede notarse que los efectos de los electrodos de ECoG en la SNR
son au´n ma´s locales que en el caso anterior, llegando a ser 100 veces mayor a la sen˜al
medida en EEG justo por debajo de ellos. Luego, el modelo influye de sobremanera
en la calidad de sen˜al medida sobre el cuero cabelludo.
Distinto es el caso para mediciones de campo magne´tico (Figuras 4.12c. y 4.12d.)
en donde el modelo no influye de forma tan determinante en la SNR. Si bien la
ganancia de SNR de las sen˜ales de ECoG respecto a las de MEG se incrementa
cuando el modelo 1 es utilizado, e´sta no lo hace de forma tan sustancial como en
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el caso de mediciones de EEG. Tanto si se considera el modelo 1 como el modelo 2
los valores de dicha ganancia de SNR oscila entre 1 y 50, tomando el ma´ximo en
las inmediaciones de los electrodos subdurales. Sin embargo, el valor medio de esta
relacio´n en la zona de intere´s pasa de ser 4,6 utilizando el modelo 1 a 7,7 utilizando
el modelo 3, por lo que la incorporacio´n de la grilla subdural reduce al 60% la SNR
del registro de MEG (en promedio para la ROI).
4.4. Discusio´n y conclusiones
En el presente cap´ıtulo se analizo´ la influencia del adecuado modelado de la gri-
lla subdural y los huecos en el cra´neo relacionados a estudios invasivos de ECoG.
A partir de la comparacio´n directa entre un modelo realista que considera dichas
variaciones con aproximaciones simplistas del mismo se mostraron los efectos en la
magnitud y distribucio´n de la sen˜al medida utilizando tanto ECoG como E/MEG.
Dichos modelos permitieron tambie´n evaluar cambios en la SNR debidas a la varia-
cio´n del modelo.
En primer lugar se estudio´ la variacio´n en la magnitud y distribucio´n de sen˜al
medida mediante E/MEG debida a la incorporacio´n de la grilla y los huecos en el
cra´neo. Los resultados indicaron que en el caso de sen˜ales de EEG los efectos de
la grilla son por dema´s influyentes tanto en la distribucio´n como en la magnitud
del potencial ele´ctrico sobre el cuero cabelludo. Esta influencia no es uniforme para
todas las zonas corticales, sino que var´ıa con la posicio´n relativa de la fuente de
actividad respecto a la grilla. Cuanto menor sea la distancia de la fuente al borde
de la grilla mayor sera´ la variacio´n en la distribucio´n del potencial ele´ctrico sobre
el cuero cabelludo, pero menor sera´ su atenuacio´n. Justamente lo contrario sucede
para fuentes cercanas al centro del sustrato, influenciando en mayor proporcio´n a
la magnitud de la sen˜al medida en EEG. Dicha atenuacio´n var´ıa entre 2 y 13 veces
para fuentes normales a la grilla y cercanas a e´sta, reducie´ndose notablemente para
fuentes sobre las circunvoluciones (es decir, tangenciales a la grilla). Estos resultados
coinciden con los de Zhang et al. (2006a), en donde fuentes dipolares dispuestas
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arbitrariamente y sin restricciones anato´micas fueron consideradas.
Respecto a la consideracio´n de los huecos en el cra´neo, se encontro´ que e´stos
so´lo generan variaciones locales de segundo orden respecto a los del sustrato de
la grilla, principalmente para fuentes tangenciales al cuero cabelludo. Los efectos
encontrados coinciden con los reportados en la bibliograf´ıa (van den Broek et al.,
1998; Benar y Gotman, 2002; Li et al., 2007), en donde se destaca el efecto local
de los huecos y resalta su importancia para fuentes cercanas a e´stos, principalmente
orientadas tangencialmente. Dado que la incorporacio´n de la grilla subdural conlleva
a la deformacio´n local de los tejidos blandos, alejando a la corteza de los huecos,
los mismos no influyen en los ca´lculos posteriores y, por ende, su omisio´n en el
modelo parece factible. Esta conclusio´n tambie´n encuentra soporte en el taman˜o
reducido de los huecos realizados (menos de 8mm de radio) cuya influencia se torna
despreciable (Li et al., 2007). Sin embargo, pueden existir casos en donde los huecos
sean ma´s grandes y/o queden ma´s cercanos a la corteza, por lo que su consideracio´n
en el modelo deber´ıa ser evaluada.
Estos resultados permiten explicar en parte la variacio´n del potencial ele´ctrico
encontrado en diversos estudios de ECoG y EEG simulta´neos. Distintos reportes
destacan relaciones entre el ma´ximo potencial ele´ctrico medido entre ECoG y EEG
de entre 3 y 10 (Pacia y Ebersole, 1997; Tao et al., 2005, 2007a,b), y mayores
au´n (Hashiguchi et al., 2007). Las razones son generalmente atribuidas a la exten-
sio´n de la zona epilepto´gena, el grado de sincronismo neuronal (Tao et al., 2007b;
Hashiguchi et al., 2007) y la regio´n anato´mica en donde tiene lugar (Goldenholz
et al., 2009). Sin embargo, los resultados aqu´ı mostrados advierten de la necesidad
de la consideracio´n de la grilla subdural en estudios de EEG y ECoG simulta´neos.
Esto no concuerda con las hipo´tesis presentadas en Tao et al. (2007a,b), en donde
se atribuyen efectos de la grilla menores a los del cra´neo basados en la observacio´n
de la atenuacio´n del ruido de fondo. En ellos se argumenta que los efectos de la
grilla son similares tanto sobre la sen˜al epile´ptica como sobre el ruido de fondo, lo
cual es parcialmente cierto dado que solo una proporcio´n de las fuentes de fondo se
encuentran en regiones corticales afectadas por la grilla. Menos au´n coinciden con
la hipo´tesis presentada en Tao et al. (2005), en donde se explicita la posibilidad de
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cancelacio´n de efectos contrarios debidos a los huecos y la grilla. Luego, la ubica-
cio´n de la zona epilepto´gena relativa a la grilla subdural es un para´metro de suma
importancia a tener en consideracio´n.
Menores efectos fueron hallados en el ca´lculo de la componente normal del campo
magne´tico. Si bien altas variaciones de la distribucio´n del campo debidas al modelo
utilizado fueron encontradas para fuentes cercanas a la grilla y los huecos, la atenua-
cio´n de la amplitud de sen˜al no resulto´ ser de gran importancia. Se mostro´ que dichas
influencias se deben a la variacio´n de la corriente de volumen generadas por la grilla
y los huecos, que puede generar diferencias normalizadas del 200% (principalmente
para fuentes muy cercanas a la grilla). Estas diferencias repercuten en la solucio´n
del problema inverso (Schimpf et al., 2002), por lo que en caso de buscar resolverlo
la consideracio´n de un modelo con detalle es recomendable. Ejemplos de ello son los
estudios cuya finalidad es evaluar la sensibilidad de MEG mediante la comparacio´n
directa entre las soluciones del problema inverso utilizando sen˜ales de MEG y de
ECoG adquiridas simulta´neamente. Si bien puede resultar innecesaria la adquisicio´n
de datos simulta´neos (Agirre-Arrizubieta et al., 2009; Tanaka et al., 2010), son mu-
chos los autores que conf´ıan en la supuesta idealidad de los mismos (Mikuni et al.,
1997; Sutherling et al., 2001; Oishi et al., 2002; Shigeto et al., 2002), llegando al-
gunos de ellos a realizar comparaciones de los resultados sobre modelos por dema´s
simplistas (Mikuni et al., 1997; Oishi et al., 2002). Luego, el adecuado modelado de
la cabeza permitir´ıa reducir las fuentes de error al mı´nimo posible, tales como el rui-
do de fondo o la interferencia electromagne´tica propia de dichos estudios (Santiuste
et al., 2008).
Sin embargo se vio que la variacio´n del MAG promedio en el casco considerando
fuentes en la ROI es muy pequen˜a, por lo que la atenuacio´n de las sen˜ales de campo
magne´tico debidas a la consideracio´n de la grilla subdural es pra´cticamente despre-
ciable. Luego, estudios en donde se busquen comparaciones de sen˜ales subdurales y
de MEG mediante inspeccio´n visual o comparacio´n directa de amplitudes no necesi-
tar´ıan la incorporacio´n de un modelado detallado para la posterior interpretacio´n de
datos (al contrario que para sen˜ales de EEG). Dichos estudios engloban, entre otros,
a aquellos que pretenden caracterizar el a´rea de la zona epilepto´gena necesaria para
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su detectabilidad con MEG (Oishi et al., 2002; Shigeto et al., 2002; Santiuste et al.,
2008).
Los modelos utilizados en este trabajo permitieron evaluar la influencia de los
huecos en el cra´neo y la grilla subdural en sen˜ales de ECoG. Si bien no implica
variacio´n en estudios cuya inspeccio´n visual es realizada, permite estudiar la necesi-
dad de su incorporacio´n en la resolucio´n del problema inverso en ECoG, la cual no
es usualmente tenida en cuenta (Korzyukov et al., 2007; Du¨mpelmann et al., 2009;
Kim et al., 2010; Tanaka et al., 2010; Cho et al., 2011; Du¨mpelmann et al., 2011). Se
mostro´ que la grilla subdural influye localmente en la determinacio´n del potencial
ele´ctrico en la corteza, llegando a ser influyente en fuentes cercanas a los electrodos.
Asimismo, el efecto de los huecos resulto´ ser local y de segundo orden respecto a los
de la grilla, llegando a ser similares a los de e´sta en las vecindades de los mismos.
Luego, la adecuada representacio´n de la grilla y los huecos es recomendable en es-
tudios que impliquen la estimacio´n de fuentes puntuales en base a sen˜ales medidas
con ECoG.
Finalmente se estudio´ la influencia del modelo en el ca´lculo de la SNR. Esto
es de sumo intere´s en aplicaciones en donde la caracterizacio´n de la calidad de la
sen˜al es fundamental, como en la localizacio´n de fuentes epile´pticas (Bast et al.,
2006) y en aplicaciones de interfaz cerebro-computadora. La necesidad de SNR altas
lleva a utilizar te´cnicas invasivas, las cuales mostraron ser de suma utilidad en estas
aplicaciones (Miller et al., 2007; Shenoy et al., 2008). Sin embargo, so´lo Ball et al.
(2009) estudian la cuantificacio´n de este para´metro utilizando sen˜ales simulta´neas
de EEG y ECoG.
En esta cap´ıtulo se calculo´ la ganancia en la SNR obtenida mediante me´todos
invasivos, y se la comparo´ tanto con me´todos no invasivos simulta´neos como tam-
bie´n con me´todos no invasivos prequiru´rgicos. Se mostro´ que la ganancia en SNR
de ECoG frente a sen˜ales de EEG simulta´neas var´ıa de 10 a 100 veces en la zona
de intere´s, concordando con resultados experimentales existentes (Ball et al., 2009).
Esta relacio´n disminuye aproximadamente 10 veces si no se considera la grilla no
conductora ni los huecos en el cra´neo en las mediciones de EEG, indicando la in-
fluencia de la grilla subdural en la calidad de la sen˜al sobre el cuero cabelludo y
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nuevamente contradiciendo la hipo´tesis presentada por Tao et al. (2005). Estos re-
sultados permiten cuantificar la ganancia en la SNR esperable tras la incorporacio´n
de la grilla sobre la corteza, de modo que pueden resultar de intere´s en el ana´lisis
que lleve a la decisio´n de la realizacio´n de dichos estudios invasivos.
Diferentes fueron los resultados en el caso de considerar la medicio´n de la com-
ponente normal del campo magne´tico, en donde la ganancia en SNR de ECoG frente
a dichas sen˜ales de MEG simulta´neas var´ıa aproximadamente de 1 a 10 veces en la
zona de intere´s. Esta relacio´n pra´cticamente no se vio influenciada por la modifi-
cacio´n del modelo, por lo que se evidencian ventajas de las sen˜ales de MEG frente
a las de EEG. Estas ventajas radicar´ıan en la detectabilidad de sen˜ales de intere´s
por sobre el ruido incluso en presencia de la grilla subdural y huecos en el cra´neo,
las cuales permitir´ıan realizar un ana´lisis cualitativo en simulta´neo al subdural ma´s
certero que si se utilizaran sen˜ales de EEG.
Cabe destacar que un modelo similar (Zhang et al., 2006a) fue realizado a fin
de calcular la alteracio´n de las sen˜ales de EEG debida a la incorporacio´n de la
grilla subdural. Si bien en e´ste se utiliza el MEF el mallado utilizado es ma´s burdo,
utilizando elementos 5 veces ma´s grandes que los aqu´ı utilizados, componiendo un
modelo con nu´mero de elementos 10 veces menor. Como destacan los autores en
dicho trabajo, esto impide el uso de fuentes restringidas anato´micamente, lo cual es
solucionado en el presente estudio. Asimismo, en e´ste no son considerados los efectos
simulta´neos de la grilla y los huecos, por lo que se evalu´a un modelo no del todo
realista.
En el presente estudio se utilizaron fuentes dipolares restringidas anato´mica-
mente como generadoras de sen˜al. Si bien estos modelos son altamente aceptados
en la comunidad cient´ıfica (de Munck et al., 1988b; Merlet y Gotman, 1999), exis-
ten motivos para considerar su utilizacio´n no del todo conveniente en estudios de
ECoG (Lachaux et al., 2003). Luego, modelos de fuentes distribuidas permitira´n
simular fuentes realistas, por lo que su uso (y desarrollo) formara´ parte de futuros
estudios. Asimismo, deber´ıan usarse modelos con mayor detalle de los electrodos,
a fin de minimizar los efectos de la aproximacio´n puntual de los mismos (Ollikai-
nen et al., 2000). Sin embargo, un trabajo reciente (von Ellenrieder et al., 2012)
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mostro´ influencias despreciables para fuentes distantes a 1mm utilizando electro-
dos profundos, por lo que se espera que su consideracio´n no lleve a resultados muy
diferentes de los aqu´ı presentados. Pro´ximos trabajos tambie´n focalizara´n en la eva-
luacio´n de diversas adaptaciones a la grilla utilizada con el fin de reducir sus efectos
en la medicio´n del potencial ele´ctrico sobre el cuero cabelludo, como pueden ser
agujeros dispuestos en forma arbitraria entre los electrodos (Tao et al., 2007a).
Cap´ıtulo 5
Influencia de la incertidumbre en
la posicio´n de los electrodos
5.1. Introduccio´n
El problema inverso (PI) en EEG consiste en estimar las fuentes de actividad
neuronal dadas las mediciones de potencial ele´ctrico en un nu´mero finito de pun-
tos sobre el cuero cabelludo. Existen muchos factores que afectan la calidad de la
solucio´n de este problema, como el ruido electro´nico de los sensores (Muravchik y
Nehorai, 2001), la actividad cerebral de fondo (de Munck et al., 1992, 2002; Hui-
zenga et al., 2002; Beltrachini et al., 2010) y los errores en el modelo de cabeza
utilizado (Ollikainen et al., 1999; Wendel y Malmivuo, 2006; Wolters et al., 2006;
von Ellenrieder et al., 2006). Asimismo, el problema de localizacio´n de fuentes re-
quiere del conocimiento de la posicio´n de los electrodos sobre el cuero cabelludo.
Existen mu´ltiples me´todos (de Munck et al., 1991; Wang et al., 1996; Yoo et al.,
1997; Khosla et al., 1999; von Ellenrieder et al., 2009a; de Munck et al., 2012) que son
generalmente utilizados en la pra´ctica con el fin de lograr minimizar dichos errores.
Los errores en la ubicacio´n de los electrodos son producidos por la aleatoriedad
del me´todo utilizado a tal fin, as´ı como por la te´cnica de registracio´n empleada
con objeto de ajustar y posicionar a dichos electrodos sobre la superficie del cuero
cabelludo. Esta u´ltima fuente de error es inevitable ya que el cuero cabelludo y los
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tejidos blandos de la cabeza son ligeramente deformables, por lo que no existe un
ajuste exacto entre la superficie del cuero cabelludo, generalmente obtenida a partir
de ima´genes de RM, y el conjunto de mediciones de la posicio´n de los electrodos.
En este cap´ıtulo se asume que la superficie del cuero cabelludo obtenida a partir de
la RM se encuentra libre de errores, lo que es habitual en la pra´ctica de EEG.
La influencia de los errores en el posicionamiento de los electrodos en la solucio´n
del PI ha sido estudiada anteriormente. En Khosla et al. (1999); Kavanagh et al.
(1978); Towle et al. (1993); Hoey et al. (2000); Bruno et al. (2004) se adoptan mode-
los conductores esfe´ricos, mientras que so´lo en Wang y Gotman (2001) se considera
un modelo realista de la cabeza. Asimismo, en la mayor´ıa de estos trabajos se ana-
liza el efecto de los errores en el posicionamiento de los electrodos considerando un
me´todo de resolucio´n particular del PI. En este cap´ıtulo se presenta un me´todo ge-
neral basado en la cota de Crame´r-Rao (CRB) (Kay, 1993) con el fin de analizar los
efectos en el problema de localizacio´n considerando un modelo realista de la cabeza.
Este me´todo provee una cota inferior, ajustada, en la varianza de todo estimador
insesgado de los para´metros de la fuente, por lo que constituye una generalizacio´n
de los trabajos anteriores por ser e´ste independiente del algoritmo utilizado.
Con la finalidad de cuantificar el efecto de los errores en el posicionamiento de
los electrodos se adopta un modelo aleatorio para la ubicacio´n de los mismos. Esta
aleatoriedad afecta la solucio´n del problema directo (PD) mediante una aproxima-
cio´n lineal del potencial ele´ctrico en las inmediaciones de cada sensor. Luego, se
calcula la sensibilidad del PD a estos para´metros y se obtiene la CRB. Los resul-
tados muestran que el efecto de los errores en el posicionamiento de los electrodos
es aproximadamente del mismo orden que la influencia del ruido electro´nico de los
sensores, en concordancia con resultados previos.
El presente cap´ıtulo se organiza del siguiente modo: en la Seccio´n 5.2 se in-
troduce el modelo aleatorio adoptado para realizar el ana´lisis de los efectos de la
incertidumbre en la posicio´n de los electrodos. En la Seccio´n 5.3 se obtiene la CRB
para el presente problema. En la Seccio´n 5.4 se discretiza el problema considerando
el me´todo de los elementos de contorno (BEM), el cual posibilita un tratamiento
adecuado de la cota debido a resultados existentes relacionados con su implementa-
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cio´n. Esto permite calcular nume´ricamente la CRB, cuyos resultados se presentan
en la Seccio´n 5.5. Finalmente, la discusio´n de los resultados y las conclusiones del
cap´ıtulo se presentan en la Seccio´n 5.6.
5.2. Descripcio´n del modelo aleatorio
En esta seccio´n se describe el modelo aleatorio adoptado para representar al error
en la determinacio´n de la posicio´n de los electrodos. Se consideran pequen˜as pertur-
baciones de los electrodos respecto de su posicio´n verdadera, cuyas fuentes recaen
en la te´cnica de localizacio´n de los electrodos y en el proceso de ajuste de dichos
sensores sobre la superficie del cuero cabelludo. Dado que existen mu´ltiples causas
diferentes para estos errores, resulta razonable la consideracio´n de una distribucio´n
Gaussiana para las perturbaciones. Luego, variaciones en el potencial ele´ctrico me-
dido con respecto a sus posiciones verdaderas aparecera´n como variaciones en el
potencial ele´ctrico medido en dichas posiciones verdaderas. Se encuentra la distribu-
cio´n probabil´ıstica del potencial ele´ctrico medido y se utiliza para la caracterizacio´n
de la influencia del error en la posicio´n de los electrodos en la solucio´n del PI.
Sea Ω la superficie del cuero cabelludo sobre la cual se encuentran ubicados
los electrodos. Sea x0 = {x0i }i=1,...,Ns el vector cuyos elementos representan a las
posiciones de las coordenadas actuales (y desconocidas) de los Ns electrodos, y
x = {xi}i=1,...,Ns la posicio´n supuesta, en cualquier sistema de coordenadas. Para
cada electrodo xi posicionado en Ω se define un sistema de coordenadas locales,
dado por {tai , tbi ,ni}, en donde ni es el vector unitario normal a Ω en xi y {tai , tbi}
es la base ortonormal del plano TXiΩ tangente a Ω en xi (Figura 5.1).
Si x0i es la posicio´n verdadera del i-e´simo electrodo, es posible afirmar que
xi = x
0
i + ξi, en donde ξi es una variable aleatoria que describe su desplazamien-
to, que es desconocido. Si se suponen pequen˜as desviaciones respecto de x0i , puede
considerarse que ξi es un vector en TXiΩ. Esto puede adoptarse dada la suposicio´n
de considerar a la reconstruccio´n de la superficie del cuero cabelludo sin errores y
debido a que los electrodos se encuentran sobre dicha superficie y, por ende, la com-
ponente normal puede despreciarse por proyectar a los electrodos sobre la misma
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Figura 5.1: Representacio´n del sistema de coordenadas locales correspondiente al i-e´simo electrodo.
superficie. Luego, se puede escribir ξi = ξ
a
i t
a
i + ξ
b
i t
b
i . Se considera que ξ
a
i y ξ
b
i son
variables aleatorias con distribucio´n Gaussiana con media nula, i.e. E{xi} = x0i . La
correlacio´n entre la posicio´n de dos electrodos diferentes permite modelar diferentes
fuentes de error. De hecho, la medicio´n de la posicio´n de los electrodos tendra´ errores
descorrelacionados en el caso de utilizar una te´cnica de adquisicio´n de la posicio´n de
un electrodo a la vez, tal como los la´pices posicionadores electromagne´ticos, o una
baja correlacio´n en caso de utilizar alguna otra te´cnica, e.g. de Munck et al. (1991);
von Ellenrieder et al. (2009a); de Munck et al. (2012). Por otro lado, los errores
debidos a un ajuste imperfecto entre los electrodos y la superficie del cuero cabe-
lludo tienden a ser altamente correlacionados, ya que se relacionan con magnitudes
globales, tal como rotaciones, traslaciones y escalado.
Sea ϕ(χ) la funcio´n escalar que representa al potencial ele´ctrico en algu´n punto
χ de Ω. Dado que la solucio´n del PD en EEG es continua en Ω, el cual se supone lo
suficientemente suave respecto a χ, es posible escribir la expansio´n en serie de ϕ(xi)
alrededor de x0i ,
ϕ(xi) = ϕ(x
0
i ) + ∇
Tϕ(χ)
∣∣
x0i
(xi − x0i ) + . . . . (5.1)
Sea Φ(x) = [ϕ(x1), . . . , ϕ(xNs)]
T el vector de potenciales ele´ctricos medidos, i.e. el
potencial ele´ctrico en cada una de las Ns posiciones de los sensores. En este cap´ıtulo,
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al igual que en la totalidad de la tesis, se considera una referencia de potencial
ele´ctrico promedio, i.e. se considera al promedio de todas las sen˜ales de potencial
como referencia en la medicio´n. Dado que el potencial ele´ctrico es una funcio´n de las
posiciones de los electrodos, que a su vez son aleatorias, el vector Φ(x) sera´ tambie´n
aleatorio. Utilizando definiciones y suposiciones previas, cualquier punto xi puede
ser caracterizado en el sistema de coordenadas locales por solo dos coordenadas
distintas de cero, i.e. xi = (xi, yi, 0). Luego, se puede escribir al vector de posiciones
de los electrodos x como
x = [x1, . . . , xNs , y1, . . . , yNs]
T , (5.2)
y a la matriz de gradiente de potencial ele´ctrico en las verdaderas posiciones de los
electrodos
∇Φ(x0) =
 ∂ϕ(χ)∂x1
∣∣∣
x0
1
. . .
∂ϕ(χ)
∂xNs
∣∣∣
x0Ns
∂ϕ(χ)
∂y1
∣∣∣
x0
1
. . .
∂ϕ(χ)
∂yNs
∣∣∣
x0Ns

T
, (5.3)
en donde cada componente se encuentra en su correspondiente sistema de coordena-
das locales. Luego, se puede encontrar una aproximacio´n lineal de Φ(x) alrededor
de x0,
Φ(x) ≈ Φ(x0) +ED(x− x0), (5.4)
en dondeΦ(x0) = [ϕ(x
0
1), . . . , ϕ(x
0
Ns)]
T ,E =
[
INs
∣∣INs] yD = diag {vec(∇Φ(x0))}.
Debe notarse que IN es la matriz identidad de N×N y, en el presente cap´ıtulo, diag
y vec refieren a los operadores que retornan una matriz diagonal dado un vector y
un vector dada una matriz, respectivamente.
Bajo estas suposiciones de aproximacio´n lineal, y dado que ξ es Gaussiana, Φ(x)
sera´ tambie´n un vector aleatorio con distribucio´n Gaussiana, por lo que su caracteri-
zacio´n resultara´ completa con los momentos de primer y segundo orden. La esperanza
de las mediciones de potencial en (5.4) sera´ E{Φ(x)} = Φ(x0), la solucio´n del PD
en las verdaderas posiciones de los electrodos. La matriz de covarianza del potencial
ele´ctrico medido CΦ vendra´ dada por
CΦ = E{(Φ(x)− E{Φ(x)})(Φ(x)− E{Φ(x)})T} (5.5)
= E{ED(x− x0)(x− x0)TDTET} = EDCxDTET ,
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en donde Cx = E{(x−x0)(x−x0)T} es la matriz de covarianza del vector x, y E y
D son las definidas en (5.4). Luego, Φ(x) ∼ N (Φ(x0),CΦ), por lo que (5.5) indica
que la relacio´n entre la matriz de covarianza de las mediciones, CΦ, y la matriz
de covarianza de la posicio´n de los electrodos, Cx, dependera´ solo del gradiente de
potencial ele´ctrico.
Aqu´ı se consideran dos modelos diferentes para la matriz de covarianza Cx, que
permiten modelar diferentes fuentes de error. Se adopta un modelo descorrelacio-
nado, i.e. Cx = σ
2I2Ns , con el fin de representar a los errores en la medicio´n de la
posicio´n de los sensores, y un modelo conjuntamente Gaussiano y altamente correla-
cionado, con matriz de covarianza Cxij = exp{−‖xi−xj‖22/2g2} tαii ·tαjj , g = 10cm,
y αk denota al super´ındice a si k ≤ Ns o al super´ındice b si Ns < k ≤ 2Ns, con el
fin de modelar errores que surjan del ajuste entre los electrodos y la superficie del
cuero cabelludo. En las fo´rmulas anteriores, · representa al producto escalar.
5.3. Cotas de desempen˜o
El PI en EEG consiste en la estimacio´n de los para´metros de la fuente basado en
mediciones ruidosas del potencial ele´ctrico sobre el cuero cabelludo. Si bien existen
mu´ltiples me´todos que resuelven este problema, la finalidad del presente ana´lisis
es estudiar en forma general la influencia de la incertidumbre en la posicio´n de los
electrodos en la estimacio´n de los para´metros de la fuente. Esto se logra mediante la
utilizacio´n de la CRB, la cual revela una cota inferior en la varianza de estimacio´n de
todos los estimadores insesgados, independientemente del algoritmo utilizado (Kay,
1993). Para me´todos de estimacio´n multiparame´trica, la CRB establece que
E{(θ − θˆ)(θ − θˆ)T} ≥ CRB(θ) = [J(θ)]−1,
en donde θˆ es cualquier estimador insesgado del vector θ, CRB denota a la cota de
Crame´r-Rao, J(θ) = {Jij}ij es la matriz de informacio´n de Fisher, y la desigualdad
significa que la diferencia entre las matrices es positiva semi-definida. Para el caso
particular de mediciones distribuidas en forma Gaussiana, la matriz de informacio´n
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de Fisher toma la forma (Kay, 1993)
Jij =
∂Φ(x0)
∂θi
T
C
−1
Φ
∂Φ(x0)
∂θj
+
1
2
tr
{
C
−1
Φ
∂CΦ
∂θi
C
−1
Φ
∂CΦ
∂θj
}
, (5.6)
en donde θi, i = 1, . . . , p son los para´metros de la fuente a estimar, i.e. elementos de θ.
No´tese que el u´ltimo te´rmino de (5.6) surge debido a que la matriz de covarianza
CΦ depende de los para´metros de la fuente.
Si se considera una u´nica fuente dipolar esta´tica (de Munck et al., 1988a), so´lo
sera´ necesario estimar p = 6 para´metros, tres de ellos correspondientes a la ubicacio´n
de la fuente y los restantes a la intensidad y orientacio´n. Por simplicidad, se divide
al ca´lculo de (5.6) en
J0ij =
∂Φ(x0)
T
∂θi
C
−1
Φ
∂Φ(x0)
∂θj
, (5.7)
y
J1ij =
1
2
tr
{
C
−1
Φ
∂CΦ
∂θi
C
−1
Φ
∂CΦ
∂θj
}
. (5.8)
5.4. Discretizacio´n
En la presente seccio´n se utiliza el modelo adoptado con el fin de calcular las
variables requeridas para el ca´lculo de la cota. El me´todo de elementos de con-
torno (BEM) (Geselowitz, 1967; Sarvas, 1987) es utilizado para discretizar a las
ecuaciones correspondientes al PD y con el fin de calcular aproximaciones nume´ri-
cas del potencial ele´ctrico, su gradiente y la sensibilidad de e´stos respecto de los
para´metros de la fuente. Con este me´todo las superficies que definen al modelo de
cabeza son discretizadas en un nu´mero grande de elementos triangulares, para llegar
a la resolucio´n de un sistema lineal que permite obtener una aproximacio´n de los
potenciales buscados en los ve´rtices de los tria´ngulos.
Para calcular el potencial ele´ctrico utilizando BEM se considera el uso de ele-
mentos que contemplen variacio´n lineal del mismo sobre los elementos triangula-
res (de Munck, 1992). Luego, la solucio´n del problema directo se encuentra dada
por
Φ(S) = GΦF , (5.9)
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en donde Φ(S) es el vector de N elementos correspondiente al potencial ele´ctrico en
los ve´rtices de los nodos del mallado S, y G es una matriz dependiente solo de la
geometr´ıa y la conductividad ele´ctrica del modelo de cabeza. El te´rmino ΦF corres-
ponde al potencial ele´ctrico generado por la misma fuente de actividad neuronal en
un medio infinito y homoge´neo y puede ser calculado en forma anal´ıtica. Dado que
la matriz G no depende de los para´metros de la fuente, la sensibilidad del potencial
ele´ctrico respecto de θ se obtiene reemplazando ΦF por ∂ΦF/∂θ en (5.9), el cual
tambie´n se calcula anal´ıticamente (Sarvas, 1987). La expresio´n correspondiente se
da en el Ape´ndice C.1.
El potencial ele´ctrico en las Ns posiciones de electrodos se obtiene mediante una
interpolacio´n lineal del valor de los ve´rtices del elemento que contiene al electro-
do (Muravchik y Nehorai, 2001). Si se define a la matriz rala de interpolacio´nH l(x)
de dimensio´n Ns ×N , puede escribirse
Φ(x) =H l(x)Φ(S). (5.10)
Luego, se puede calcular (5.7) mediante
J0 =
∂Φ(x0)
T
∂θ
C
−1
Φ
∂Φ(x0)
∂θ
=
∂ΦTF
∂θ
GTHTl (x0)C
−1
Φ
H l(x0)G
∂ΦF
∂θ
.
Para calcular el gradiente del potencial ele´ctrico en la posicio´n de los electrodos
se utiliza nuevamente BEM sobre el mismo mallado, pero ahora considerando un
valor de potencial ele´ctrico constante sobre cada tria´ngulo. Este gradiente es calcu-
lado en forma directa mediante la adaptacio´n de la formulacio´n presentada por von
Ellenrieder et al. (2005a), tal como se explica en el Ape´ndice C.2. Esto conduce a
vec(∇Φ(S)) =Mf , (5.11)
en donde la matriz M solo depende de la geometr´ıa y de la conductividad ele´ctrica
del modelo de cabeza. El vector f se relaciona al gradiente del potencial ele´ctrico
generado por una fuente en un medio homoge´neo e infinito. Expresiones anal´ıticas
de f y su sensibilidad respecto a para´metros de la fuente se dan en el Ape´ndice C.1.
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Nuevamente, se utiliza una matriz de interpolacio´n rala HF (X) con el fin de selec-
cionar al elemento de la discretizacio´n del mallado del cuero cabelludo en donde se
encuentra cada electrodo. Luego, para calcular (5.8), se ve claramente de (5.5) que
∂CΦ
∂θj
= E
(
∂D
∂θj
CxD +DCx
∂D
∂θj
)
ET .
En el caso particular de considerar una matriz de covarianza diagonal (como se
explica en la Seccio´n 5.2) se muestra en el Ape´ndice C.3 que
∂CΦ
∂θj
= 2σ2E diag
{[
(I2 ⊗H0F )Mf
] ◦ [(I2 ⊗H0F )M ∂f∂θj
]}
ET , (5.12)
en donde H0F =HF (x0), ⊗ refiere al producto de Kronecker y ◦ refiere al producto
de matrices elemento a elemento, tambie´n llamada multiplicacio´n de Hadamard.
5.5. Resultados
En esta seccio´n se utiliza la formulacio´n previa para mostrar la influencia de los
errores en la posicio´n de los electrodos en la solucio´n del PI en EEG. Para eso se
considero´ un modelo de cabeza realista conformado por tres capas, con superficies
entre capas discretizadas en 2562 ve´rtices (5120 elementos triangulares), disponible
en SPM8 1 (Friston et al., 2007). Esta discretizacio´n implica tria´ngulos de 6mm de
lado promedio, lo cual es suficiente para considerar a las superficies como suaves.
La Figura 5.2 muestra dicha discretizacio´n del cuero cabelludo. Las tres capas con-
sideradas corresponden al cerebro, cra´neo y cuero cabelludo, cuyas conductividades
ele´ctricas se asumieron 0,3 S/m, 0,02 S/m y 0,3 S/m, respectivamente (Oostendorp
et al., 2000; Wendel y Malmivuo, 2006; Zhang et al., 2006b). Se consideraron 120
electrodos posicionados de acuerdo a una extensio´n del esta´ndar 10-20 (Deuschl y
Eisen, 2000) (Figura 5.2). El problema directo se resolvio´ utilizando BEM, tal como
se describio´ en la seccio´n anterior, utilizando el enfoque de cra´neo aislado (Meijs
et al., 1989).
1Disponible en http://www.fil.ion.ucl.ac.uk/spm/
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Figura 5.2: Posicionamiento de los electrodos sobre el modelo realista de cabeza adoptado. Con
puntos negros se muestra el valor medio de la posicio´n de los electrodos, de acuerdo a una extensio´n
del esta´ndar 10-20. Con puntos grises se muestran 250 realizaciones diferentes de las posiciones de
los electrodos, tal como se explico´ en la Seccio´n 2. Se muestra tambie´n la discretizacio´n considerada.
Se calculo´ la CRB de acuerdo a la expresio´n (5.6) asumiendo independencia entre
las posiciones de los electrodos. Dado que la cota para una u´nica fuente dipolar se
encuentra representada por una matriz de 6×6 que resulta dif´ıcil de visualizar, se
estudian dos factores escalares relacionados a la posicio´n de la fuente. El primero de
ellos es el volumen del elipsoide de 90% de probabilidad (Hochwald y Nehorai, 1997;
Muravchik y Nehorai, 2001). Este factor es un intervalo de confianza tridimensional
que permite cuantificar al volumen del elipsoide que contiene a la fuente con un 90%
de probabilidad, considerando distribuciones conjuntamente Gaussianas. Asimismo,
se considero´ el ca´lculo de la cota en la desviacio´n esta´ndar de la profundidad de la
fuente, la cual se encuentra dada por la ra´ız cuadrada del elemento de la matriz de
la cota correspondiente a la profundidad de la fuente.
En las Figuras 5.3 y 5.4 se muestra, sobre un corte coronal, el volumen del elip-
soide de 90% de probabilidad y la cota de la desviacio´n esta´ndar en la estimacio´n
de la profundidad de la fuente considerando fuentes dipolares orientadas tangen-
5.5 Resultados 101
Figura 5.3: Volumen del elipsoide de confianza de 90% en la estimacio´n de la posicio´n de las
fuentes. Los resultados corresponden a fuentes orientadas tangencialmente ubicadas sobre un corte
coronal del cerebro. El nivel de gris indica el mı´nimo volumen del elipsoide de confianza de 90%
de probabilidad considerando cualquier estimador insesgado de la posicio´n de la fuente.
cialmente. Cada punto del corte representa a la posicio´n de la fuente dipolar, y
el diferente tono de gris es proporcional al volumen (Figura 5.3) o a la desviacio´n
esta´ndar (Figura 5.4).
Se consideraron errores en el posicionamiento de los electrodos con una desvia-
cio´n esta´ndar de 5mm para cada electrodo, una hipo´tesis pesimista obtenida a partir
de datos de electrodos posicionados manualmente (Wang y Gotman, 2001). Se adop-
taron a fuentes dipolares de 20 nAm. Debe notarse que en las figuras se muestran las
mallas correspondientes al cuero cabelludo y cra´neo solo por claridad de las mismas
(el tono de gris en ellas no tiene el significado anteriormente descripto). Las figuras
muestran que las regiones con mayor influencia debida a los errores en la posicio´n de
los electrodos son la corteza cerebral (la capa exterior) y el cuerpo calloso (materia
blanca profunda).
En la Figura 5.5 se comparan los efectos en el problema inverso de EEG debidos al
error en la posicio´n de los electrodos con aquellos originados por el ruido electro´nico
en los sensores. El modelo adoptado para e´ste u´ltimo es Gaussiano de media nula
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Figura 5.4: Ra´ız cuadrada de la CRB en la estimacio´n de la profundidad de la fuente. Los resultados
corresponden a fuentes orientadas tangencialmente ubicadas sobre un corte coronal del cerebro. El
nivel de gris indica la mı´nima desviacio´n esta´ndar en la estimacio´n de la profundidad de la fuente
considerando cualquier estimador insesgado de su posicio´n.
y desviacio´n esta´ndar 0,5µV (Muravchik y Nehorai, 2001), descorrelacionado entre
sensores. Si bien existen otras fuentes de error, tal como la actividad cerebral de
fondo y los errores en el modelo, se considero´ al error electro´nico de fondo debido a
su naturaleza inevitable. En la Figura 5.5 se muestra el cociente entre las cotas en
la estimacio´n de la profundidad de la fuente en la presencia de errores en la posicio´n
de los electrodos y en presencia de ruido electro´nico en funcio´n de la posicio´n de la
fuente. Puede verse que la influencia de los errores en la posicio´n de los electrodos
es relevante solo si se trata de fuentes en la cercan´ıa de la corteza cerebral, en donde
su influencia es a lo sumo igual a la debida al ruido electro´nico en los sensores.
Algunos puntos en comu´n deben notarse de las Figuras 5.3-5.5. En principio,
pueden observarse l´ıneas curvas oscuras que cruzan los cortes, las cuales denotan zo-
nas de menor valor de la cota. E´stas se encuentran asociadas a regiones con menor
magnitud del gradiente de potencial ele´ctrico, como se muestra en von Ellenrieder y
Muravchik (2000). Asimismo, se vislumbran imprecisiones en los resultados corres-
pondientes a fuentes muy cercanas a la superficie interior del cra´neo, representado
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Figura 5.5: Relacio´n entre las incertidumbres en la solucio´n del problema inverso debido al efecto
del error en la posicio´n de los electrodos y debido al ruido electro´nico. Este cociente se calcula
entre las ra´ıces cuadradas de la CRB en la estimacio´n de la profundidad de la fuente, para cada
posicio´n considerada.
en las figuras mediante una regio´n de resultados sumamente variables. La razo´n se
encuentra en los errores nume´ricos que el BEM comete para fuentes con profundidad
menor a la mitad del lado de los elementos triangulares de los elementos del mallado
de la superficie (Haueisen et al., 1997).
Tal como se mostro´ en la Seccio´n 5.2, se consideraron dos fuentes de error posi-
bles: el error en el posicionamiento de los electrodos modelado como independiente
entre sensores y el de registracio´n entre los electrodos y la superficie del cuero ca-
belludo, modelado como espacialmente correlacionado. En la Figura 5.6 se muestra
la comparacio´n entre los resultados para ambos casos. Esta figura muestra la cota
inferior en la desviacio´n esta´ndar de estimadores insesgados de la profundidad de la
fuente en funcio´n de la desviacio´n esta´ndar considerada en la posicio´n de los electro-
dos. Las fuentes fueros separadas en dos grupos, uno de ellos representando dipolos
en la materia gris sobre una capa de 11mm de espesor por debajo de la superficie
interior del cra´neo, y la otra ma´s profunda representando fuentes ubicadas en la
materia blanca. Si bien es sabido que las fuentes de mayor importancia en sen˜ales
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Figura 5.6: Ra´ız cuadrada de la CRB en la estimacio´n de la profundidad de la fuente en funcio´n de
la desviacio´n esta´ndar en la posicio´n de los electrodos. Los resultados corresponden a los efectos
promedio de las perturbaciones en las capas interior y exterior considerando errores en la posicio´n
de los electrodos correlacionados e independientes.
de EEG son las neuronas piramidales ubicadas en la corteza de la materia gris, se
simularon fuentes que pueden representar materia gris profunda en cerebros at´ıpi-
cos. Los resultados mostrados corresponden al promedio de ma´s de 200 fuentes en
cada capa. La comparacio´n entre estos resultados y la cota inferior en la estimacio´n
de la profundidad debida al ruido electro´nico de fondo se muestra en la Figura 5.7.
Puede verse que el efecto de los errores en la posicio´n de los electrodos es mayor
para fuentes corticales y errores no correlacionados. Sin embargo, hasta en el peor
de los casos la desviacio´n esta´ndar en la estimacio´n de la profundidad de la fuente
puede ser tan pequen˜a como 1mm, como puede observarse en la Figura 5.6.
Si bien se muestran resultados so´lo considerando fuentes orientadas tangencial-
mente, el efecto es ligeramente menor en caso de considerar fuentes orientadas en
forma radial. Esto resulta razonable dado que la distribucio´n de potencial ele´ctrico
debido a fuentes orientadas radialmente presenta menor amplitud que la de las fuen-
tes orientadas tangencialmente. Tambie´n debe notarse que el me´todo aqu´ı propuesto
puede ser utilizado para calcular el efecto de la incertidumbre en la posicio´n de los
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Figura 5.7: Variaciones del cociente entre la ra´ız cuadrada de la CRB en a estimacio´n de la pro-
fundidad de la fuente debido a errores en la ubicacio´n de los electrodos y al ruido electro´nico en
funcio´n de la desviacio´n esta´ndar en la posicio´n de los electrodos. Los resultados corresponden a
los efectos promedio de las perturbaciones en las capas interior y exterior considerando errores en
la posicio´n de los electrodos correlacionados e independientes.
electrodos considerando otra clase de fuentes de actividad cerebral, tal como fuentes
distribuidas sobre una l´ınea (Yetik et al., 2005) o un parche (Yetik et al., 2006).
Esto repercute solamente en el vector f en la ecuacio´n (5.12). Se presupone que los
resultados se mantendra´n para fuentes modeladas por un conjunto de dipolos.
Tal como se explico´ anteriormente, los resultados mostrados corresponden a una
configuracio´n de 120 electrodos sobre el cuero cabelludo. Un ana´lisis similar fue
realizado considerando 64 electrodos, conduciendo pra´cticamente a los mismos re-
sultados. La relacio´n entre las incertidumbres en la solucio´n del PI debido a los
efectos de la posicio´n de los electrodos y al ruido electro´nico resulto´ ser menor, lo
cual es razonable dado que la desviacio´n esta´ndar debida al ruido en los sensores
aumenta a medida que el nu´mero de electrodos decrece.
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5.6. Conclusiones
Con el fin de cuantificar el efecto de los errores de posicio´n de los electrodos en la
localizacio´n, se modelaron como variables aleatorias y, a trave´s de una aproximacio´n
lineal del potencial ele´ctrico alrededor de los electrodos, se determino´ la influencia
de esta aleatoriedad en la resolucio´n del PD. Luego, considerando a esta aleatorie-
dad como ruido se calculo´ la CRB de la varianza de los para´metros de la fuente. Los
resultados aqu´ı presentados corresponden a un ana´lisis general en el desempen˜o o´pti-
mo de los estimadores, sin proponer ningu´n me´todo que consiga dichos resultados, si
bien algunos que parecen hacerlo ya fueron presentados en trabajos previos (Khosla
et al., 1999; Wang y Gotman, 2001).
Se concluyo´ en que el efecto de los errores en la medicio´n de los electrodos y en
la registracio´n entre dichas mediciones y la superficie del cuero cabelludo no son de
suma importancia en el uso regular de EEG. En particular se mostro´ que para fuentes
dipolares y desviacio´n esta´ndar de 5mm en la ubicacio´n de los electrodos los errores
en la estimacio´n de la ubicacio´n de la fuente son despreciables en comparacio´n con la
desviacio´n esta´ndar de los estimadores debidas al ruido electro´nico en la adquisicio´n
de EEG. La ma´xima influencia debida a la incertidumbre en el posicionamiento de
los electrodos se encontro´ para fuentes orientadas tangencialmente. Sin embargo,
au´n en el peor de los casos la cota en la desviacio´n esta´ndar de la estimacio´n de
la posicio´n de la fuente no es mayor a 1mm, por lo que puede ser despreciado en
caso de considerar otras fuentes de error, tal como la actividad de fondo (de Munck
et al., 2002; Huizenga et al., 2002; Beltrachini et al., 2010) o variaciones respecto
del modelo de cabeza de tres capas homoge´neas (Ollikainen et al., 1999; Wendel y
Malmivuo, 2006; Wolters et al., 2006; Vatta et al., 2010). Los resultados tambie´n
muestran que el uso de una gorra con electrodos, la cual puede introducir errores
correlacionados en la determinacio´n de su posicio´n, no implica mayores efectos en
la precisio´n de la estimacio´n de la ubicacio´n de la fuente que de considerar errores
descorrelacionados de electrodos colocados individualmente.
Finalmente debe destacarse que los resultados encontrados son consistentes con
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reportes previos en donde se utilizan resolvedores del PI particulares (Khosla et al.,
1999; Wang y Gotman, 2001), lo cual implica que los errores inevitables en la re-
gistracio´n de los electrodos y la superficie del cuero cabelludo y de la posicio´n de
e´stos mismos per se son tolerables en la solucio´n del PI en EEG. Ma´s au´n, el efecto
de los errores en el posicionamiento de los electrodos es lo suficientemente pequen˜o
para sugerir que una te´cnica tan precisa en la medicio´n de dichas posiciones no es
necesaria. Sin embargo, en el caso de considerar todas las fuentes de error en for-
ma conjunta puede resultar de intere´s el conocimiento preciso de la posicio´n con la
finalidad de reducir al mı´nimo una de estas causas.
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Cap´ıtulo 6
Estimacio´n por constriccio´n de la
matriz de covarianza
6.1. Introduccio´n
La actividad cerebral de fondo de EEG esta´ correlacionada espacial y tempo-
ralmente. La caracterizacio´n de dicha actividad de fondo es de sumo intere´s, pues
permite estudiar mapas de coherencia y de correlacio´n (ten Caat et al., 2008; Liu
et al., 2010) entre diferentes bandas de frecuencias (Freeman, 2005), as´ı como re-
des estructurales y funcionales del cerebro (Bullmore y Sporns, 2009). Otros usos
de importancia radican en la localizacio´n de fuentes de actividad cerebral, ya que
la adecuada caracterizacio´n espacio-temporal de la actividad de fondo es necesa-
ria para la obtencio´n de resultados fidedignos (Lu¨tkenho¨ner, 1998). Al respecto se
ha mostrado que la incorporacio´n de esta informacio´n mejora los resultados de la
localizacio´n, reduciendo la varianza de los para´metros a estimar (de Munck et al.,
2002).
Una posible y adecuada caracterizacio´n de la actividad cerebral de fondo con-
siste en suponer que es un proceso aleatorio y especificar su momento de segundo
orden, i.e. la matriz de covarianza. En caso de suponer que la amplitud del ruido de
fondo viene dada por un proceso Gaussiano de media nula, la matriz de covarianza
caracteriza completamente a dicho proceso. Sin embargo, la matriz de covarianza
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general del proceso espacio-temporal de actividad de fondo es muy grande. Con la
finalidad de reducir su dimensionalidad es generalmente descompuesta como el pro-
ducto de Kronecker de dos matrices de covarianza de menor dimensio´n, llamadas
matrices de covarianza espacial y temporal (de Munck et al., 2002; Huizenga et al.,
2002; Bijma et al., 2005). Para estimar estas matrices en forma adecuada se nece-
sitan mu´ltiples realizaciones del proceso bajo ana´lisis. En estudios relacionados con
mediciones de EEG, tales como en potenciales evocados y epilepsia, el valor medio
de la sen˜al medida es usualmente la sen˜al de intere´s. Las matrices de covarianza
generalmente se estiman utilizando te´cnicas muestrales (emp´ıricas) o de ma´xima
verosimilitud (de Munck et al., 2002). Sin embargo, si el nu´mero de realizaciones
disponibles es pequen˜o en comparacio´n al nu´mero de entradas espacio-temporales
de las mediciones estos estimadores presentara´n un pobre desempen˜o, conllevando
a problemas del tipo nume´rico y estad´ıstico (Stein, 1956; Khatri y Rao, 1987). Esta
situacio´n sucede, por ejemplo, en algunos estudios ligados a epilepsia, en donde el
nu´mero de realizaciones se reduce al de espigas interictales observadas y medidas
que muestran una misma morfolog´ıa y distribucio´n espacial, las cuales generalmente
no son ma´s de diez. Para mejorar este desempen˜o es que en el presente cap´ıtulo se
plantea el uso de los estimadores de constriccio´n.
La metodolog´ıa de constriccio´n para la estimacio´n de las matrices de covarianza
ha sido objeto de estudio en diferentes a´reas del conocimiento, tales como el ana´lisis
multivariable (Sancetta, 2008), economı´a (Ledoit y Wolf, 2001), biolog´ıa (Scha¨fer
y Strimmer, 2005), y procesamiento de sen˜ales (Stoica et al., 2008; Chen et al.,
2010). La propuesta de constriccio´n consiste en realizar un balance entre el sesgo y
la (co)varianza del estimador (James y Stein, 1961), con el fin de reducir la distancia
entre el estimador propuesto (que es sesgado) y la matriz de covarianza verdadera.
Este estimador se construye mediante una combinacio´n lineal (generalmente con-
vexa) de dos estimadores diferentes: uno con menor (co)varianza que sesgo y otra
con menor sesgo que (co)varianza. Luego, la estimacio´n se completa mediante la
bu´squeda del coeficiente de la combinacio´n que minimiza la distancia entre el esti-
mador y la covarianza verdadera. Asimismo, se busca que el estimador buscado sea
tanto nume´ricamente estable as´ı como estad´ısticamente consistente. En el presen-
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te cap´ıtulo se presentan condiciones suficientes para su consistencia y un resultado
sobre la estabilidad nume´rica de los estimadores propuestos. Asimismo, se utilizan
modelos existentes de las matrices de covarianza temporal (Bijma et al., 2003) y
espacial (de Munck et al., 1992) de la actividad cerebral de fondo y se muestra
como la utilizacio´n de esta informacio´n permite obtener estimadores au´n mejores,
considerando datos sinte´ticos y reales.
Con el objeto de evaluar el desempen˜o de los estimadores de constriccio´n se
compararon tanto con otros estimadores comu´nmente utilizados, as´ı como con el
mejor estimador insesgado que podr´ıa obtenerse, cuyo desempen˜o esta´ dado por la
cota de Crame´r-Rao (CRB). Se muestra que el estimador presentado siempre es
preferible frente al estimador muestral y, bajo algunas hipo´tesis es incluso mejor que
cualquier estimador insesgado de las matrices de covarianza de EEG.
El presente cap´ıtulo se organiza del siguiente modo: en la Seccio´n 6.2 se formula
el problema de la estimacio´n de la matriz de covarianza espacio-temporal y se mues-
tra como los estimadores comu´nmente utilizados pueden fallar cuando el nu´mero
de realizaciones disponibles es pequen˜o. Para paliar este hecho, en la Seccio´n 6.3
se presenta el me´todo de estimacio´n por constriccio´n de la matriz de covarianza,
del cual se muestran resultados teo´ricos que promueven su utilizacio´n. Asimismo, se
presentan cotas de desempen˜o que permiten su comparacio´n con estimadores inses-
gados. En la Seccio´n 6.4 se muestran resultados utilizando datos sinte´ticos y reales,
los cuales permiten validar el entorno de estimacio´n aqu´ı propuesto. Finalmente, en
la Seccio´n 6.5 se presentan conclusiones del cap´ıtulo y l´ıneas de trabajo futuro.
Notacio´n: En el presente cap´ıtulo se utiliza Diag{·} para referir al operador que,
dada una matriz cuadrada, devuelve una matriz de las mismas dimensiones, con los
mismos elementos sobre la diagonal y ceros fuera de la misma; y diag{·} al operador
que, dada una matriz cuadrada, devuelve un vector columna cuyos elementos son
los de la diagonal de la matriz de entrada.
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6.2. Estimadores usuales
En esta seccio´n se presenta el modelo de sen˜al usualmente adoptado en EEG,
junto a varios de los estimadores de la matriz de covarianza ma´s frecuentemente
utilizados. Se muestran algunos problemas asociados a estos estimadores cuando el
nu´mero de realizaciones es pequen˜o. Luego, se presentan cotas de desempen˜o para
estimadores insesgados de la matriz de covarianza, los cuales sirven como referencia
en la comparacio´n presentada en la Seccio´n 6.3.
6.2.1. Modelo de sen˜al
Con la finalidad de establecer el modelo de sen˜al es preciso realizar algunas
suposiciones iniciales. Se considera que las diferentes realizaciones medidas resultan
de la misma fuente neuronal, contaminadas e´stas con ruido correlacionado espacio-
temporalmente, tal como en de Munck et al. (2002). Las mediciones de EEG se
encuentran tambie´n contaminadas con ruido electro´nico de los sensores. Sin embargo,
dado que esta fuente de ruido se encuentra bien caracterizada y es considerablemente
de menor amplitud que la actividad de fondo (Mosher et al., 1993; Radich y Buckley,
1995; Muravchik y Nehorai, 2001) su estimacio´n puede ser desestimada o absorbida
en la estimacio´n de la actividad de fondo.
Sea P el nu´mero de sensores ubicados en la gorra de adquisicio´n, N el nu´mero
de muestras temporales de cada realizacio´n y K la cantidad de realizaciones dispo-
nibles. Asimismo, sea Y la matriz aleatoria de P ×N correspondiente al feno´meno
bajo ana´lisis, e Y k la k-e´sima realizacio´n medida. Se considera una distribucio´n
Gaussiana matricial para las mediciones (de Munck et al., 2002; Kollo y von Ro-
sen, 2005), independiente en las realizaciones, con media M asociada al te´rmino de
sen˜al, covarianza temporal Σ y covarianza espacial Ω, i.e. Y ∼ NP×N(M ,Σ,Ω), en
donde se escoge Ω = E{(Y −M)(Y −M)T} yΣ = E{(Y −M)T (Y −M)}/c, en
donde c es una constante que permite asegurar la adecuada normalizacio´n de poten-
cia (Kollo y von Rosen, 2005). Bajo estas hipo´tesis, el problema consiste en encontrar
estimadores adecuados de Σ y Ω.
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6.2.2. Covarianza muestral y de ma´xima verosimilitud
Los estimadores ma´s utilizados en la bibliograf´ıa son los estimadores muestrales.
Dadas K realizaciones, los estimadores (sesgados) de las matrices de covarianza
temporal y espacial vendra´n dados por
Σ̂K =
1
PK
K∑
k=1
(Y k − Y )T (Y k − Y ), (6.1)
Ω̂K =
1
NK
K∑
k=1
(Y k − Y )(Y k − Y )T , (6.2)
en donde Y = 1/K
∑K
k=1Y
k es el estimador muestral de la media. Puede probarse
fa´cilmente que el rango de Ω̂K es menor o igual a Kmı´n(P,N). Luego, resulta
evidente verificar que Ω̂K presenta problemas nume´ricos si Kmı´n(P,N) ≤ P . Si se
asume una situacio´n t´ıpica de P = 120 y N = 20, resulta que Ω̂K tendra´ problemas
si K ≤ 6, lo cual es una situacio´n usual en algunos estudios relacionados a EEG,
tal como epilepsia. Luego, en estos casos el estimador muestral de la covarianza
espacial no resulta ser adecuado. Asimismo, puede mostrarse (ver Seccio´n 6.3) que
si se considera un nu´mero pequen˜o de realizaciones ambos estimadores muestrales
de las matrices de covarianza presentan un pobre desempen˜o.
Otra opcio´n consiste en encontrar el estimador de ma´xima verosimilitud (MLE),
como se propone en de Munck et al. (2002). Los MLE de las covarianzas temporal
y espacial vendra´n dadas por
Σ̂ML =
1
PK
K∑
k=1
(Y k − Y )T Ω̂−1ML(Y k − Y ), (6.3)
Ω̂ML =
1
NK
K∑
k=1
(Y k − Y )Σ̂−1ML(Y k − Y )T . (6.4)
Si bien estos estimadores resultan ser ma´s adecuados que los muestrales, se muestra
fa´cilmente que (6.4) presenta problemas en las mismas situaciones que Ω̂K , y luego
Ω̂ML no sera´ nume´ricamente estable para algunos estudios de epilepsia. Ma´s au´n, la
estimacio´n de los MLE se encuentra definida por un sistema de ecuaciones matriciales
acoplado. Como se detalla en Bijma et al. (2003), los estimadores derivados de (6.3)
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y (6.4) requieren de un gran costo computacional, lo cual conforma una razo´n va´lida
para evitar su utilizacio´n.
Luego, el problema abordado en el presente cap´ıtulo es el siguiente: consideran-
do un nu´mero pequen˜o de realizaciones, encontrar estimadores de las matrices de
covarianza temporal y espacial nume´ricamente estables, que requieran de un bajo
costo computacional y que se encuentren lo ma´s “cerca” posible a las verdaderas
(y desconocidas) matrices de covarianza. Para ello se proponen los estimadores de
constriccio´n.
6.3. Estimadores de constriccio´n
El me´todo de estimacio´n de matrices de covarianza por constriccio´n consiste
en buscar un estimador sesgado que minimice la distancia (bajo alguna me´trica)
entre el estimador propuesto y la verdadera matriz de covarianza. En este cap´ıtulo
se considera a la norma Frobenius de la diferencia entre matrices como funcio´n de
distancia. Si bien no es la u´nica me´trica posible (Smith, 2005; Peeters et al., 2009),
es razonable para los objetivos presentes, permitiendo derivar expresiones de sencilla
implementacio´n.
Sea Ω la matriz de covarianza espacial a estimar. El me´todo de estimacio´n por
constriccio´n permite buscar un estimador estructurado Ω̂S de la matriz de covarianza
verdadera (y desconocida) Ω de modo que el error cuadra´tico medio (ECM), definido
por ECM(Ω̂S) = E{‖Ω̂S −Ω‖2F}, sea mı´nimo. Con el objeto de minimizar el ECM,
Ledoit yWolf (2001) proponen un estimador basado en la combinacio´n lineal convexa
de dos estimadores; el primero, T Ω, con relativamente baja varianza y alto sesgo, y
el segundo, SΩ, con menor sesgo y mayor varianza que T Ω. Luego, el estimador de
constriccio´n queda definido por
Ω̂S = αΩT Ω + (1− αΩ)SΩ, (6.5)
en donde el coeficiente αΩ ∈ [0, 1] se llama coeficiente de constriccio´n espacial. Si bien
no es la u´nica combinacio´n posible (Li et al., 2008; Zhu et al., 2008), esta eleccio´n
permite obtener el para´metro de forma sencilla y con bajo costo computacional.
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Utilizando resultados existentes (Scha¨fer y Strimmer, 2005), se encuentra que el
para´metro de constriccio´n con el que se obtiene el mı´nimo ECM viene dado por
αoΩ =
V{SΩ} − C{SΩ,T Ω}+ tr{E{SΩ − T Ω}B(SΩ)}
E{‖SΩ − T Ω‖2F}
, (6.6)
en donde V{SΩ} = E{‖SΩ−E{Ω}‖2F} es la varianza de SΩ considerando la norma
Frobenius, C(SΩ,T Ω) = tr{E{(T Ω − E{T Ω})(SΩ − E{SΩ})T}} es la covarianza
entre SΩ y T Ω considerando la misma norma, y B(SΩ) = E{SΩ} −Ω es la matriz
de sesgo de SΩ. Una expresio´n simplificada se obtiene en caso de escoger SΩ como
un estimador insesgado de Ω (i.e. B(SΩ) = 0P , la matriz nula de P ×P ), llevando a
αoΩ =
V{SΩ} − C{SΩ,T Ω}
E{‖SΩ − T Ω‖2F}
. (6.7)
A partir de aqu´ı, y por simplicidad, se considera que SΩ es el estimador muestral
insesgado de la matriz de covarianza Ω, i.e. SΩ = K/(K − 1)Ω̂K .
El mismo procedimiento se lleva a cabo para encontrar al estimador de cons-
triccio´n de Σ. Considerando T Σ y SΣ como los estimadores sesgado y muestral,
respectivamente, el para´metro de constriccio´n o´ptimo αoΣ se encuentra mediante el
simple reemplazo de Ω por Σ en (6.6) o´ (6.7).
A continuacio´n se presentan resultados teo´ricos acerca de algunas propiedades
de los estimadores propuestos, que permiten la adecuada eleccio´n de la matriz de
sesgo. Las demostraciones se encuentran en el Ape´ndice D.
Teorema 6.3.1 Sean Σ̂S y Ω̂S los estimadores de constriccio´n definidos por (6.5)
y (6.7). Luego, las relaciones
ECM(Σ̂S) ≤ ECM (SΣ) , (6.8)
ECM(Ω̂S) ≤ ECM (SΩ) , (6.9)
se verifican siempre. Ma´s au´n, si existe una constante K1 independiente de K tal
que E{(Y kpn −Mpn)2} ≤ K1 para todo p = 1, . . . , P y n = 1, . . . , N , luego Σ̂S y Ω̂S
son consistentes bajo la norma Frobenius.
El Teorema 6.3.1 establece dos importantes resultados concernientes a los estima-
dores de constriccio´n. En principio, determina que el ECM del estimador propuesto
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es siempre menor o igual que el ECM de la matriz de covarianza muestral. En segun-
do lugar, establece como condicio´n suficiente del estimador de constriccio´n para ser
consistente que el segundo momento central de las mediciones sea finito. Dado que
en el presente trabajo se asume una distribucio´n Gaussiana para las mediciones, la
condicio´n se cumple siempre, por lo que los estimadores propuestos son consistentes
bajo la norma Frobenius.
Sin embargo, el Teorema 6.3.1 no aclara nada sobre la estabilidad nume´rica de
los estimadores. Por ello se muestra que un estimador sesgado T con nu´mero de
condicio´n adecuado puede ayudar en este sentido.
Teorema 6.3.2 Sea λi(C) el i-e´simo autovalor de la matriz C de modo que λ1(C) =
λm(C) es el menor, λM(C) es el mayor y se encuentran ordenados en orden ascen-
dente. Luego, los autovalores de Σ̂S y Ω̂S se encuentran acotados por
αΣλn(TΣ) + (1− αΣ)λm(SΣ) ≤ λn(Σ̂S) ≤ αΣλn(TΣ) + (1− αΣ)λM (SΣ), (6.10)
αΩλp(TΩ) + (1− αΩ)λm(SΩ) ≤ λp(Ω̂S) ≤ αΩλp(TΩ) + (1− αΩ)λM (SΩ), (6.11)
para n = 1, . . . , N y p = 1, . . . , P .
Luego, con el objeto de obtener estimadores de constriccio´n nume´ricamente ap-
tos, la matriz de sesgo T debe ser bien condicionada, de acuerdo al Teorema 6.3.2.
Asimismo, y de ser posible, e´sta debe presentar una estructura similar a la de la
verdadera matriz de covarianza, pues del Teorema 6.3.1 se ve que a medida que el
para´metro de constriccio´n se acerca a la unidad, el estimador homo´nimo es mejor
que el muestral. Dado que V{S} es dependiente de los datos (y no puede cambiar-
se), se deben escoger C(S,T ) y E{‖T −S‖2F} lo ma´s pequen˜os posibles. Esto puede
obtenerse reduciendo la aleatoriedad de T y, como resulta evidente, escogerlo de
modo que sea lo ma´s parecido posible a la matriz de covarianza verdadera.
6.3.1. Seleccio´n de la estructura subyacente
Con el objeto de obtener estimadores de constriccio´n de buen desempen˜o, y
haciendo uso de los Teoremas 6.3.1 y 6.3.2, se proponen diferentes alternativas para
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las matrices de sesgo T Ω y T Σ, basados en modelos existentes de las covarianzas de
la actividad de fondo.
Mu´ltiples modelos han sido propuestos como estructura subyacente de la matriz
de covarianza espacial de la actividad de fondo (de Munck et al., 1992, 1997; Huizen-
ga et al., 2002). En el presente se considerara´ el modelo propuesto en de Munck et al.
(1992), debido a su fundamento fisiolo´gico y su simplicidad. El modelo descripto en
dicho trabajo consiste en una capa de fuentes dipolares aleatorias que describen a
la actividad cerebral de fondo, considerando un modelo de cabeza esfe´rica de tres
capas. En el caso de asumir fuentes dipolares orientadas radialmente y uniforme-
mente distribuidas en una superficie esfe´rica de radio r0, la covarianza espacial entre
el i-e´simo y el j-e´simo electrodo resulta ser proporcional a
∞∑
n=1
(2n+ 1)r2n0 Pn(cos(βij)) = (1− r40)(1− 2cos(βij)r20 + r40)−3/2 − 1, (6.12)
en donde βij es el a´ngulo entre el i-e´simo y el j-e´simo electrodo con respecto al centro
de la esfera, y Pn(x) en el polinomio de Legendre de grado n. De ma´s esta´ decir que
la matriz de covarianza verdadera no respondera´ en forma exacta a este modelo,
pero bien puede capturar una gran porcio´n de la estructura subyacente de dicha
matriz. Luego, esta matriz es utilizada para construir al estimador sesgado T Ω.
Sea DΩ la matriz cuyos elementos se encuentran dados por la expresio´n (6.12)
normalizada, i.e. con coeficiente de correlacio´n entre el i-e´simo y el j-e´simo electrodo
definido por
DΩij =
(1− r40)(1− 2cos(βij)r20 + r40)−3/2 − 1
r20(3− r0)(1− r20)−1
. (6.13)
Para posiciones de electrodos conocidas, DΩ dependera´ so´lo de la eleccio´n de r0.
Basado en (6.13) se proponen dos estructuras para T Ω. La primera se encuentra
basada en la suposicio´n de igual potencia en los sensores debida a la actividad
cerebral correlacionada espacialmente. Esto lleva a la eleccio´n
T Ω = (tr{SΩ}/P )DΩ,
en donde tr{SΩ}/P es la potencia media en los electrodos. Esta estructura puede
resultar no del todo realista, pues existe evidencia de que la actividad de fondo no se
118 Estimacio´n por constriccio´n de la matriz de covarianza
encuentra igualmente distribuida en la superficie del cuero cabelludo, por lo que la
potencia entre los electrodos debida a actividad espacialmente correlacionada puede
variar de un sensor a otro (de Jongh et al., 2001; Liu et al., 2010). Si se considera
esto se llega a la segunda estructura aqu´ı propuesta,
T Ω = Diag{SΩ}1/2DΩDiag{SΩ}1/2,
en donde la pre y post multiplicacio´n por Diag{SΩ}1/2 asegura la normalizacio´n de
potencia adecuada.
Un ana´lisis similar se puede llevar adelante con la matriz de covarianza temporal.
Si bien existen algunos modelos que permiten su descripcio´n con detalle (Bijma et al.,
2003), no se encontraron modelos tan simples como en el caso espacial. Por esta razo´n
se propuso una estructura sencilla cuyos elementos normalizados se encuentran dados
por
e−κ∆tijcos(ωf∆tij), (6.14)
en donde ∆tij es la diferencia temporal entre la i-e´sima y la j-e´sima muestras tem-
porales, y κ y ωf son variables a determinar. Como se explica en Bijma et al. (2003),
ωf se relaciona con la frecuencia dominante de la actividad cerebral de fondo, la cual
es generalmente una combinacio´n entre los ritmos Alfa (∼10 Hz), Zeta (∼6 Hz) y
Delta (∼4 Hz).
Nuevamente, esta estructura es utilizada a fin de construir el estimador sesga-
do T Σ. Sea DΣ la matriz con elementos D
Σ
ij dados por (6.14). En el caso de suponer
estacionareidad, el estimador propuesto sera´
T Σ = (tr{SΣ}/N)DΣ,
en donde tr{SΣ}/N es la potencia media a lo largo de las muestras temporales. Al
igual que en el caso espacial, esta hipo´tesis no es del todo realista, por lo que se
propone el esquema
T Σ = Diag{SΣ}1/2DΣDiag{SΣ}1/2,
en donde la variacio´n de potencia en el tiempo se encuentra contemplada. Los es-
quemas propuestos en esta seccio´n se resumen en el Cuadro 6.1 con el nombre de
esquemas 5 y 6.
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Cuadro 6.1: Esquemas considerados en el trabajo.
No Estructura espacial (TΩ) Estructura temporal (TΣ)
1 IP IN
2 (tr{SΩ}/P ) IP (tr{SΣ}/N) IN
3 Diag(SΩ) Diag(SΣ)
4
(
diag(SΩ)diag(SΩ)
T
)1/2 (
diag(SΣ)diag(SΣ)
T
)1/2
5 (tr{SΩ}/P )DΩ (tr{SΣ}/N)DΣ
6 Diag(SΩ)
1/2DΩDiag(SΩ)
1/2 Diag{SΣ}1/2DΣDiag{SΣ}1/2
6.3.2. Esquemas propuestos e implementacio´n nume´rica
Se pretende comparar el desempen˜o de los estimadores de constriccio´n utilizando
los esquemas propuestos con otros esquemas gene´ricos utilizados en la bibliograf´ıa.
Se contemplan estimadores muestrales para calcular αo (Scha¨fer y Strimmer, 2005),
para lo cual se necesita estimar V{S} y C{S,T } de las mediciones. Sean las matrices
W k con elementos wkij = (Y
k
i − Yi)(Y kj − Yj)T y W = 1/K
∑K
k=1W
k, en donde Y ki
refiere a la i-e´sima fila de Y k. Luego, puede mostrarse (Scha¨fer y Strimmer, 2005)
que la varianza en el caso espacial viene dada por
V̂{S} = K
N2(K − 1)3
K∑
k=1
‖W k −W ‖2F .
Del mismo modo se obtiene una expresio´n para el caso temporal. Con el fin de
estimar C{S,T } debe escogerse una matriz T . En el Cuadro 6.1 se enumeran los
cinco modelos considerados en el trabajo.
El primero consiste en tomar T = I, en donde I es la matriz identidad. E´sta es
la estructura ma´s trivial, dado que no utiliza informacio´n del proceso bajo estudio.
Es generalmente utilizada en regresio´n regularizada y me´todos de regularizacio´n de
Tikhonov (Hastie et al., 2001). El segundo es el esquema propuesto por Ledoit y
Wolf (2001), en donde T = (tr{S}/r)I, con r = N o´ r = P segu´n se trate de la
estimacio´n de la matriz de covarianza temporal o espacial, respectivamente. E´ste
corresponde a una extensio´n del modelo diagonal en donde se considera un vec-
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tor de pesos uniforme. La caracter´ıstica en comu´n de ambos es la consideracio´n de
igual varianza para cada para´metro, reduciendo a todos los coeficientes desconoci-
dos en so´lo uno. Para salvar esta limitacio´n, Scha¨fer y Strimmer (2005) proponen
un esquema diagonal con elementos no necesariamente iguales, listado en el cuadro
como modelo 3. Sin embargo, el modelo diagonal puede resultar poco adecuado pa-
ra mu´ltiples problemas. Por esta razo´n los mismos autores proponen un modelo de
matriz llena, en donde T =
(
diag(S)diag(S)T
)1/2
. Si bien esta estructura (estructu-
ra 4) admite elementos distintos de cero fuera de la diagonal, presenta un problema
cr´ıtico (as´ı como la estructura 3), que es su directa dependencia con la matriz de
covarianza muestral. Como se mostro´ anteriormente, este estimador presenta pro-
blemas nume´ricos cuando el nu´mero de realizaciones es lo suficientemente pequen˜o,
lo que puede llevar a las estructuras 3 y 4 a ser mal condicionadas (de acuerdo al
Teorema 6.3.2). Los modelos de estructura presentados en la sub-seccio´n anterior se
muestran tambie´n en el cuadro, llamados estructuras 5 y 6. Para cada una de ellas
se evalu´a C{S,T }. Su ca´lculo resulta evidente de las definiciones previas, as´ı como
el co´mputo de V̂{S}.
Cabe destacar que las estructuras subyacentes 5 y 6 dependen de los valores r0
(para el caso espacial) y ωf y κ (para el caso temporal). En este trabajo se estiman
estas variables de las realizaciones utilizando un algoritmo (de muy baja compleji-
dad computacional) de regio´n de confianza reflectivo (trust-region-reflective), basado
en Coleman y Li (1994, 1996).
6.3.3. Cotas de desempen˜o
Tal como se explico´ en la Seccio´n 6.1, el objetivo principal de los estimadores
de constriccio´n es minimizar el ECM del estimador de la matriz de covarianza. Co-
mo consecuencia de ello se espera mejorar el desempen˜o del estimador respecto a
los insesgados. Con la finalidad de calcular el desempen˜o o´ptimo de un estimador
insesgado se considera el ca´lculo de la CRB, la que devuelve una cota inferior en la
varianza del estimador, sin importar el algoritmo utilizado. Para estimacio´n multi-
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parame´trica, la CRB establece
E{(γ − γ̂)(γ − γ̂)T} ≥ CRB(γ) = [J(γ)]−1, (6.15)
en donde γ̂ es un estimador insesgado de γ, CRB es la cota de Crame´r-Rao, J(γ) es
la matriz de informacio´n de Fisher, y la desigualdad implica que la diferencia entre
las matrices es positiva definida. Para el caso particular de considerar mediciones
distribuidas en forma Gaussiana con media nula y matriz de covarianza Υ, la matriz
de informacio´n de Fisher estara´ dada por (Kay, 1993)
Jij =
1
2
tr
{
Υ−1
∂Υ
∂γi
Υ−1
∂Υ
∂γj
}
, (6.16)
en donde γi, i = 1, . . . , p son los para´metros a estimar, i.e. los elementos de γ.
En el presente caso los para´metros de intere´s sera´n los elementos de las matrices
de covarianza Σ y Ω. Sea vech(·) el operador que apila las columnas de una matriz
cuadrada una debajo de la otra en una u´nica columna, pero empezando desde el
elemento de la diagonal. Dado que toda matriz de covarianza es hermı´tica, se nota
claramente que vech(·) contiene el ma´ximo nu´mero de para´metros diferentes que la
matriz de covarianza puede tener. Sea γ = [γTσ ,γ
T
ω ]
T , en donde γσ = vech(Σ) y
γω = vech(Ω). Luego, los elementos de γ sera´n todos los para´metros desconocidos
de intere´s. Se muestra en el Ape´ndice D.3 que la CRB en el ECM de cualquier
estimador insesgado de Σ y Ω esta´n dadas por
ECM(Σ̂) ≥ ρTσdiag{(C −BA−1BT )−1}, (6.17)
ECM(Ω̂) ≥ ρTωdiag{(A−BTC−1B)−1}, (6.18)
en donde las matricesA,B yC y los vectores ρσ y ρω so´lo dependen de los elementos
de Σ y Ω, y sus definiciones son dadas en el mismo ape´ndice. Debe notarse que el
caso aqu´ı presentado es una extensio´n de los resultados mostrados en Dogandzˇic´ y
Nehorai (2000), en donde se asume independencia temporal.
6.4. Resultados
En esta seccio´n se presentan resultados en dos modos diferentes. En primer lugar
se simulan sen˜ales contaminadas con ruido correlacionado espacial y temporalmente
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utilizando un modelo de cabeza real y se muestra como los estimadores de constric-
cio´n mejoran el desempen˜o en la estimacio´n de las matrices de covarianza. Luego,
se evalu´a la te´cnica propuesta considerando los diferentes esquemas utilizando datos
de EEG tomados de un paciente epile´ptico.
6.4.1. Resultados utilizando datos sinte´ticos
En este estudio de simulacio´n se evalu´an los estimadores de constriccio´n uti-
lizando datos sinte´ticos. En principio se generaron sen˜ales de EEG contaminadas
con ruido electro´nico y actividad de fondo resultante de fuentes dispuestas aleato-
riamente. Luego, considerando diferentes cantidades de realizaciones disponibles se
estimaron las matrices de covarianza utilizando el me´todo propuesto y se compa-
raron los resultados tanto con los estimadores muestrales como con la CRB para
estimadores insesgados desarrollada en la Seccio´n 6.2.
Con el fin de simular el potencial ele´ctrico sobre el cuero cabelludo se utilizo´ un
modelo de cabeza realista constituido por tres capas, con superficies intermedias
segmentadas en 2562 ve´rtices cada una (5120 elementos triangulares), disponible en
el programa SPM8 1 (Friston et al., 2007). Dichas capas corresponden al cerebro,
cra´neo y cuero cabelludo, cuyas conductividades ele´ctricas se supusieron 0,3 S/m,
0,02 S/m y 0,3 S/m respectivamente (Oostendorp et al., 2000; Wendel y Malmi-
vuo, 2006; Zhang et al., 2006b). Se simularon fuentes dipolares con orientacio´n fija
y amplitud variante en el tiempo de acuerdo a la funcio´n ν(t) = 5 exp(−(t −
21/2)2/32)− exp(−(t− 18)2/42). Se asumieron 73 electrodos dispuestos de acuerdo
a una extensio´n del esta´ndar 10-10 (Deuschl y Eisen, 2000). El problema directo se
resolvio´ utilizando el BEM (Geselowitz, 1967; Sarvas, 1987), considerando el enfoque
de cra´neo aislado (Meijs et al., 1989). Se consideraron N = 20 muestras temporales
por realizacio´n, una relacio´n de sen˜al a ruido electro´nico de 10dB y una relacio´n de
actividad de fondo a ruido electro´nico de 4dB.
La actividad cerebral de fondo se considero´ como el potencial ele´ctrico generado
por 500 fuentes dipolares ubicadas aleatoriamente y distribuidos uniformemente en
1Disponible en http://www.fil.ion.ucl.ac.uk/spm/
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el cerebro. La covarianza temporal se baso´ en el modelo OAM propuesto por Bijma
et al. (2003) y adaptado a EEG. Los para´metros de dicho modelo se eligieron con
el fin de ajustar los datos de EEG verdaderos. Debe notarse que es un modelo de
ruido correlacionado temporalmente ma´s complejo que el utilizado como esquema
subyacente en el estimador de constriccio´n. Dos conjuntos de actividad de fondo
fueron creados. En el primer caso (A), se supuso estacionareidad temporal e igual
potencia en cada sensor. En el segundo caso (B) no se considero´ estacionareidad
temporal y se contemplo´ potencia aleatoria en cada sensor. Asimismo, se modelo´ una
fuerte correlacio´n entre electrodos ubicados cerca de la regio´n occipital (en donde
el ritmo Alfa es dominante) y cerca del lo´bulo frontal (en donde el ritmo Delta es
dominante).
En las Figuras 6.1(a) y 6.1(b) se muestran los para´metros de constriccio´n co-
rrespondientes a la estimacio´n de la covarianza espacial considerando los casos A
y B, respectivamente. En ambas figuras, as´ı como en todas las correspondientes a
esta sub-seccio´n, se muestra el promedio de 50 realizaciones del ruido anteriormente
descripto. Se vislumbra que la diferencia entre los para´metros de constriccio´n con-
siderando los esquemas 5 y 6 son mayores en el caso B que en el A, como era de
esperarse por la distribucio´n desigual de la potencia de ruido en los sensores. Asi-
mismo, se ve que el esquema 4 presenta los peores resultados, lo cual se debe a que
es el u´nico esquema con matriz de estructura subyacente de rango unitario.
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Figura 6.1: Para´metro de constriccio´n espacial considerando los casos A (a) y B (b) (ver texto).
Las diferentes curvas corresponden a las diferentes estructuras presentados en el Cuadro 6.1.
Si bien altos valores del para´metro de constriccio´n indican una buena eleccio´n
de la estructura subyacente, la relacio´n entre este para´metro y la distancia entre
las matrices de covarianza estimada y verdadera no es tan directa. Puede suceder
que un estimador con estructura tal que su para´metro de constriccio´n sea mayor a
otro se encuentre ma´s distante a la matriz de covarianza verdadera que e´ste. Es-
to puede verse en la ecuacio´n (D.1) en el Ape´ndice D.1, en donde se muestra que
para´metros de constriccio´n altos pueden ser contrarrestados por pequen˜os valores de
E{‖T −S‖2F}. De todos modos, si la diferencia entre los para´metros de constriccio´n
aumenta, el factor E{‖T −S‖2F} tiende a aumentar. En las Figuras 6.2(a) y 6.2(b) se
muestran las distancias normalizadas entre cada estimador y la matriz de covarianza
verdadera, considerando los casos A y B, respectivamente. La distancia normalizada
se calculo´ como ‖Ω− Ω̂‖F/‖Ω‖F , en donde Ω es la covarianza muestral consideran-
do 3000 realizaciones. En la figura tambie´n se muestra la ra´ız cuadrada de la CRB
del ECM normalizada, as´ı como la distancia del estimador muestral (tambie´n nor-
malizada). Puede verse que todos los estimadores propuestos superan en desempen˜o
al estimador muestral, de acuerdo al Teorema 6.3.1. Ma´s au´n, cuando el nu´mero de
realizaciones es pequen˜o (≤ 6) y la potencia entre electrodos y muestras es constante
(caso A), el estimador de constriccio´n con la estructura 5 presenta un desempen˜o
inclusive mejor al de la CRB, i.e. es mejor que cualquier estimador insesgado. Esto
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no sucede en el caso B, y la razo´n es que en este caso el estimador muestral converge
ma´s ra´pidamente que en el caso A, lo cual puede observarse mediante la compara-
cio´n de la distancia normalizada para ambos casos. En la Figura 6.2, as´ı como en
muchas otras de la seccio´n, se omiten las curvas correspondientes a los esquemas 1
y 3 debido a que pra´cticamente se superponen a la correspondiente al esquema 2.
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Figura 6.2: Distancia normalizada de los estimadores de constriccio´n para la estimacio´n de la matriz
de covarianza espacial, considerando los casos A (a) y B (b) (ver texto). Las diferentes curvas
corresponden a las diferentes estructuras presentados en el Cuadro 6.1. Se muestran tambie´n la
ra´ız cuadrada normalizada de la CRB en el ECM y la distancia normalizada del estimador muestral
para su comparacio´n.
Otro para´metro de intere´s es el nu´mero de condicio´n de los estimadores pro-
puestos, y su comparacio´n con el del estimador muestral. Como se menciono´ en la
Seccio´n 6.1 la estabilidad nume´rica es un punto de importancia en los estimadores
cuando el nu´mero de realizaciones es pequen˜o. En la Figura 6.3 se muestra el nu´mero
de condicio´n cn (en escala logar´ıtmica) en funcio´n del nu´mero de realizaciones. El
l´ımite superior es de 1015 dado que es el l´ımite de la precisio´n del programa utiliza-
do. Los estimadores de constriccio´n (salvo el basado en el esquema 4) presentan un
mejor desempen˜o que el estimador muestral. Adema´s, solo las estructuras basadas
en modelos de actividad de fondo producen estimadores de la matriz de covarianza
espacial no singulares en el caso de contar con 2 o´ 3 realizaciones.
Se procedio´ de igual forma para el caso de la matriz de covarianza temporal. Dado
126 Estimacio´n por constriccio´n de la matriz de covarianza
3 4 5 6 7 8 9 10
0
5
10
15
Cantidad de realizaciones
lo
g 1
0(c
n
)
 
 
Estruc. 1
Estruc. 2
Estruc. 3
Estruc. 4
Estruc. 5
Estruc. 6
Muestral
Figura 6.3: Nu´mero de condicio´n de los estimadores de constriccio´n en funcio´n del nu´mero de
realizaciones considerado (en escala logar´ıtmica). Las diferentes curvas corresponden a las diferentes
estructuras presentados en el Cuadro 6.1.
que en este caso la estabilidad nume´rica del estimador muestral no es un problema
(ver Seccio´n 6.2), se espera que el estimador muestral se encuentre ma´s cercano a la
verdadera matriz de covarianza que en el caso espacial. En la Figura 6.4 se muestran
las distancias normalizadas de las estructuras sesgadas utilizadas (Figura 6.4(a)) y
de los estimadores de constriccio´n (Figura 6.4(b)) a la matriz de covarianza tempo-
ral verdadera. Esta distancia se muestra como funcio´n del nu´mero de realizaciones
considerado. Todas las curvas corresponden al caso de simulacio´n B (los resultados
son similares para el caso A). Asimismo, se dibujan las curvas correspondientes al
estimador muestral y la CRB normalizada.
Puede verse de las figuras que, si bien los estimadores de constriccio´n son mejores
que los muestrales, dicha mejora no es de tanta importancia como en el caso de la
covarianza espacial. All´ı se ve que en el caso de considerar hasta 7 realizaciones
de sen˜al, los estimadores por constriccio´n presentan un mejor desempen˜o que el
estimador muestral, por lo que resulta recomendable. Este desempen˜o se presenta
a partir de mayores valores del para´metro de constriccio´n, como puede verse en la
Figura 6.5, en donde se muestra el para´metro de constriccio´n temporal en funcio´n
del nu´mero de realizaciones consideradas.
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Figura 6.4: Distancia normalizada de los esquemas propuestos (a) y los estimadores de constriccio´n
(b) respecto a la verdadera matriz de covarianza, para la estimacio´n de la matriz de covarianza
temporal, considerando el caso B (ver texto). Las diferentes curvas corresponden a las diferentes
estructuras presentados en el Cuadro 6.1. Se muestran tambie´n la ra´ız cuadrada normalizada de
la CRB en el ECM y la distancia normalizada del estimador muestral para su comparacio´n.
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Figura 6.5: Para´metro de constriccio´n temporal considerando datos sinte´ticos (caso B, ver texto).
Las diferentes curvas corresponden a las diferentes estructuras presentados en el Cuadro 6.1.
6.4.2. Resultados utilizando datos reales
Luego, se evaluaron los estimadores de constriccio´n de las matrices de covarianza
utilizando datos reales de EEG. Como en este caso la matriz de covarianza verdadera
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es desconocida, se compararon los diferentes esquemas mediante la contrastacio´n de
los para´metros de constriccio´n para cada uno de ellos en funcio´n del nu´mero de
realizaciones consideradas. Como se mostro´ en la Seccio´n 6.2, cuanto mayores sean
los para´metros de constriccio´n mejores sera´n los resultados (en funcio´n del ECM).
Las sen˜ales de EEG fueron adquiridas a 200Hz utilizando el equipo BioSciencer
Vector EEG64 USB, adquiriendo sen˜ales en 62 electrodos dispuestos sobre una gorra
de acuerdo a una extensio´n del esta´ndar 10-20 (Deuschl y Eisen, 2000), considerando
la referencia promedio. El paciente resulto´ ser una mujer de 25 an˜os de edad con
displasia focal cortical en el lo´bulo frontal. Los datos adquiridos fueron filtrados
entre 0.1 Hz y 40 Hz utilizando un filtro FIR de orden 512 (Porat, 1996). Las
espigas interictales fueron detectadas y extra´ıdas de los datos filtrados y clasificadas
segu´n su forma de onda y distribucio´n espacial. Uno de estos juegos de sen˜ales fue
escogido y utilizado en este ejemplo, cuyo valor medio se muestra en la Figura 6.6.
Dicho juego consist´ıa en 14 realizaciones de 39 muestras temporales cada una.
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Figura 6.6: Valor medio del juego de 14 espigas consideradas para el ejemplo.
En primer lugar se evaluaron los modelos subyacentes de actividad de fondo
desarrollados en la Seccio´n 6.3.1. Para ello se calcularon los estimadores muestrales
de las sen˜ales utilizando las 14 realizaciones y se las compararon con los modelos
anteriores. Los resultados se muestran en las Figuras 6.7 y 6.8. Puede verse que
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los modelos desarrollados se adaptan adecuadamente a los datos, quedando adema´s
plenamente justificado el uso de los estimadores de constriccio´n.
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Figura 6.7: Elementos normalizados del estimador muestral de la matriz de covarianza espacial
en funcio´n del a´ngulo entre electrodos. Los puntos grises corresponden a los datos del estimador
muestral, mientras que las l´ıneas continuas al modelo teo´rico representado por la ecuacio´n (6.13)
considerando r0 = 0.2, 0.4, 0.6 y 0.8.
Luego se calcularon los estimadores y para´metros de constriccio´n para cada mo-
delo presentado en el Cuadro 6.1. En las Figuras 6.9(a) y 6.9(b) se muestran los
para´metros de constriccio´n para los casos espacial y temporal, respectivamente,
considerando hasta 14 realizaciones. Los resultados mostrados corresponden al va-
lor medio de 500 diferentes estimaciones computadas mediante la consideracio´n de
distintos subconjuntos de las 14 realizaciones. La desviacio´n esta´ndar se omitio´ por
claridad, pero resulto´ ser del orden de 2 × 10−2 en el caso espacial y 1 × 10−10 en
el caso temporal. Puede verse en las figuras que todos los estimadores resultan ser
mejores que el estimador muestral, pues los para´metros de constriccio´n son mayores
a cero. Asimismo, puede notarse que el conocimiento de la estructura subyacente
permite obtener mayores para´metros de constriccio´n. Los modelos de estructura 5
y 6, basados en dicho conocimiento, presentan valores del para´metro de constriccio´n
mucho mayores a los obtenidos con los dema´s esquemas gene´ricos. Tal como se dijo
anteriormente, una diferencia pequen˜a en el valor del para´metro de constriccio´n no
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Figura 6.8: Elementos normalizados del estimador muestral de la matriz de covarianza temporal
en funcio´n del tiempo entre muestras. Los puntos grises corresponden a los datos del estimador
muestral, mientras que las l´ıneas continuas al modelo teo´rico representado por la ecuacio´n (6.14)
considerando ω =33 rad/s y κ =7, 12 y 17 s−1.
necesariamente indica un mejor desempen˜o del estimador, pero a medida que esta
diferencia aumenta se vuelve un indicador de menor distancia entre las matrices de
covarianza estimadas y las verdaderas.
6.5. Discusio´n y conclusiones
En este cap´ıtulo se presento´ el me´todo de constriccio´n para la estimacio´n de
la matriz de covarianza en EEG. Estos estimadores se plantean para mitigar los
problemas que presentan los estimadores comu´nmente utilizados cuando el nu´me-
ro de realizaciones es pequen˜o, tales como la inestabilidad nume´rica o el tiempo
de co´mputo. Se probaron algunos resultados de intere´s que permitieron establecer
la importancia de una adecuada seleccio´n del modelo subyacente para mejorar el
desempen˜o del me´todo. Esto parece ser una novedad, dado que otros trabajos del
a´rea no tienen en cuenta dicho conocimiento previo. Se mostro´ que, en el caso de
conocer informacio´n sobre la estructura de fondo de las matrices de covarianza, los
estimadores propuestos presentan un mejor desempen˜o que los estimadores general-
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Figura 6.9: Variacio´n del para´metro de constriccio´n en funcio´n del nu´mero de realizaciones conside-
radas, para los estimadores de las matrices de covarianza espacial (a) y temporal (b). Se muestran
los valores medios de 500 diferentes estimaciones seleccionando distintos subconjuntos de espigas.
Las diferentes curvas corresponden a los modelos presentados en el Cuadro 6.1.
mente utilizados, especialmente si el nu´mero de realizaciones disponibles es bajo.
Se obtuvieron cotas de desempen˜o en la estimacio´n de la matriz de covarianza
para la me´trica de ECM considerando estructura subyacente de producto de Kro-
necker, va´lido para el planteo de EEG. E´sta resulta ser una herramienta de sumo
intere´s debido a que permite comparar el desempen˜o de los estimadores propuestos
con el mejor estimador insesgado posible. Se aplicaron los resultados al problema de
la estimacio´n de las matrices de covarianza en EEG, concluyendo que en el supues-
to de contar con potencia entre electrodos pra´cticamente constante y un nu´mero
de realizaciones bajo (menor a 6), los estimadores de constriccio´n aqu´ı propuestos
presentan un desempen˜o au´n mejor al de la cota.
En el presente cap´ıtulo se presento´ el me´todo de constriccio´n con el sentido de
minimizar el ECM del estimador. Te´cnicamente, esto refiere a la utilizacio´n de la
norma Frobenius como me´trica de medida de distancia entre matrices. Como se sabe,
esta me´trica (tambie´n llamada plana) no es la u´nica posible (Smith, 2005). Trabajos
futuros estara´n dedicados a generalizar los estimadores de constriccio´n considerando
otras me´tricas, tal como la natural (Smith, 2005).
Debe notarse que el presente ana´lisis puede ser aplicado a mu´ltiples problemas
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asociados al procesamiento estad´ıstico de sen˜ales, pues la estimacio´n de las ma-
trices de covarianza de sen˜al y ruido son partes cruciales de muchos algoritmos del
a´rea. Estos problemas pueden encontrarse relacionados a radar, beamforming, o mo-
delado de canales para comunicaciones MIMO, en donde la estructura subyacente
de producto de Kronecker se encuentra tambie´n presente. Trabajos recientes han
comenzado a proponer la utilizacio´n de las te´cnicas aqu´ı planteadas en dichos pro-
blemas (Stoica et al., 2008; Zhu et al., 2008; Du et al., 2009; Chen et al., 2010).
Si bien estos trabajos estudian me´todos eficientes de implementacio´n de te´cnicas
de procesamiento de sen˜ales, no toman en consideracio´n la ventaja provista por el
conocimiento de la estructura a priori.
Las estructuras aqu´ı propuestas pueden ser utilizadas en forma adaptativa, pues
los para´metros de las mismas se estiman de las realizaciones. Este hecho es de mucha
importancia dado que permite lidiar con las no-estacionareidades del ruido de fondo.
Esto es de sumo intere´s, por ejemplo, en estudios de epilepsia, pues se recomienda
realizar los mismos durante el suen˜o (Fountain et al., 1998; Malow et al., 1999),
durante el cual la actividad de fondo cambia de un modo significativo (Poepel et al.,
2007). Luego, la adaptabilidad de los estimadores de constriccio´n es de importancia
en estudios de E/MEG basados en beamforming, pues en estos me´todos se suele
considerar mediciones de estados activo y pasivo en los que se asume que la carac-
terizacio´n estad´ıstica del ruido no var´ıa en el tiempo (Sekihara y Nagarajan, 2007).
Errores en la estimacio´n de las matrices de covarianza pueden inducir un aumento
de la varianza (y en algunos casos de sesgo) en la estimacio´n de los para´metros de
intere´s, por lo cual deben ser tenidos en cuenta.
Los estimadores de constriccio´n tambie´n pueden ser utilizados para estudiar la
dina´mica entre diferentes bandas de frecuencia debido a la no-estacionareidad del
ruido de fondo. E´stos pueden ser utilizados para elaborar modelos dina´micos que
permitan explicar la fluctuacio´n de potencia en el tiempo. En esta direccio´n se esta´n
adaptando los esquemas propuestos, como primer paso para derivar nuevos modelos
con base fisiolo´gica de la actividad de fondo.
Cap´ıtulo 7
Desempen˜o de los estimadores de
constriccio´n en beamforming
7.1. Introduccio´n
La resolucio´n del PI en EEG se ve afectada por mu´ltiples factores que limitan su
desempen˜o, entre los que se encuentran los errores en el modelado de la cabeza (ver
Cap´ıtulo 3), la incertidumbre en la posicio´n de los electrodos (ver Cap´ıtulo 5) y las
incertezas inherentes a las mediciones (Muravchik y Nehorai, 2001). Sin embargo,
los efectos debidos al adecuado tratamiento de la actividad cerebral de fondo resul-
tan ser dominantes frente a los anteriormente mencionados, por lo que el me´todo
de resolucio´n del PI utilizado debe contemplarlo adecuadamente. Esto se logra a
partir de la utilizacio´n de los momentos estad´ısticos que la definen, resultando ser
los momentos de primer y segundo orden (i.e. la media y la covarianza) suficientes
en caso de considerar una distribucio´n Gaussiana para las sen˜ales (ver Cap´ıtulo 6,
Seccio´n 6.2.1). Estos momentos deben estimarse de las realizaciones de sen˜al dispo-
nibles, las cuales pueden ser escasas en algunas situaciones ligadas a epilepsia, como
se describe en el cap´ıtulo anterior. Para paliar estos problemas se desarrollo´ en el
Cap´ıtulo 6 el me´todo de estimacio´n por constriccio´n, el cual permite la adecuada
estimacio´n de la matriz de covarianza au´n disponiendo de un escaso nu´mero de rea-
lizaciones de sen˜al. En el presente cap´ıtulo se aplica la te´cnica de estimacio´n por
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constriccio´n en la resolucio´n del PI en EEG, mostrando sus ventajas frente a los
estimadores convencionales.
Una de las te´cnicas de resolucio´n del PI en EEG que permite la consideracio´n
adecuada de la actividad de fondo es la de filtrado espacial o beamforming (van
Veen et al., 1997; Robinson y Vrba, 1999; Sekihara y Nagarajan, 2007). Ba´sicamen-
te, el me´todo de beamforming consiste en concentrar el arreglo de medicio´n para el
estudio de la actividad neuronal originada en una posicio´n y en un instante deter-
minado. En cada uno de los puntos de intere´s se plantea la bu´squeda de la fuente
que mejor representa al te´rmino de sen˜al correspondiente a la medicio´n, evaluando
su desempen˜o a partir de la potencia de sen˜al que e´sta permita representar. De este
modo se repite el procedimiento para todos los puntos de intere´s, concluyendo en
un mapa de distribucio´n de actividad cortical.
Existen dos grandes clases de beamforming disponibles en la literatura de E/MEG,
los vectoriales y los escalares. Los primeros se basan en la descomposicio´n vectorial
de las componentes del momento dipolar, necesitando para ello el ca´lculo de tres
filtros ortogonales (van Veen et al., 1997; Sekihara et al., 2001). Su principal ventaja
radica en la eficiencia de co´mputo para cada posicio´n requerida, debido a que se
basa en procedimientos determin´ısticos. En cambio, los me´todos de beamforming
escalar (Robinson y Vrba, 1999; Sekihara et al., 2004; Chen et al., 2006) consisten
en calcular un solo filtro espacial que permite estimar la actividad en cada posicio´n.
Comparadas con el me´todo vectorial, el me´todo de beamforming escalar presenta
mayor relacio´n sen˜al a ruido y mejor desempen˜o en la estimacio´n de actividad neu-
ronal (Vrba y Robinson, 2000; Sekihara et al., 2004), por lo que es el adoptado en
el presente estudio.
En este cap´ıtulo se focaliza en el ana´lisis del desempen˜o de una variacio´n del
me´todo de beamforming de ma´ximo contraste (MCB), propuesto por Chen et al.
(2006). Este me´todo, al igual que muchos de los disponibles en la literatura (Se-
kihara y Nagarajan, 2007), requiere de dos clases de mediciones a realizarse. Una de
ellas denominada de control, en la que se miden realizaciones del ruido de fondo so-
lamente. La otra, denominada de actividad, consiste en la medicio´n de realizaciones
de la sen˜al de intere´s, como ser espigas interictales en el caso de epilepsia. Luego,
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suponiendo que la actividad de fondo no cambia en el tiempo y es la misma en ambas
modalidades de medicio´n, se calculan los filtros escalares que permiten determinar
la fuente de actividad cerebral. Como se dijo en el cap´ıtulo anterior, esto presenta
serias limitaciones. En principio, se necesita de mediciones de control que permitan
la adecuada representacio´n del ruido, las cuales no siempre se encuentran disponi-
bles. Ma´s au´n, existe evidencia sobre la variabilidad de la actividad de fondo en el
tiempo (Poepel et al., 2007), especialmente sobre algunas bandas de frecuencia en
momentos de actividad patolo´gica (Telenczuk et al., 2011), variando e´sta de acuer-
do a la medicacio´n suministrada al paciente (Tan, 1989). Luego, resulta necesario
basar el ana´lisis en los datos disponibles, a partir de los cuales se debe caracterizar
adecuadamente el ruido de fondo.
Por esta razo´n se propone el uso del me´todo de constriccio´n desarrollado en
el cap´ıtulo anterior. Tal como se mostro´ anteriormente, este me´todo permite la
caracterizacio´n del ruido de fondo de forma adecuada au´n en circunstancias en las
que se poseen pocas realizaciones de sen˜al. Se muestran las ventajas del me´todo en la
formulacio´n teo´rica del problema, reduciendo a so´lo uno el nu´mero de restricciones
impuesto originalmente.
El presente cap´ıtulo se organiza del siguiente modo: en la Seccio´n 7.2 presenta el
me´todo de MCB y sus limitaciones, tras lo cual se propone el uso de los estimadores
por constriccio´n de la matriz de covarianza, resultando en el me´todo de beamfor-
ming por constriccio´n. Luego, en la Seccio´n 7.3 se presentan resultados utilizando
datos sinte´ticos generados a partir de un modelo realista, los cuales permiten vislum-
brar las ventajas del me´todo propuesto. Finalmente, en la Seccio´n 6.4 se presentan
conclusiones del cap´ıtulo y l´ıneas de trabajo futuro.
7.2. Me´todos
En la siguiente seccio´n se presenta el MCB adaptado al conocimiento de sen˜ales
de actividad solamente. Luego, se plantea el uso de los estimadores de constriccio´n
y sus ventajas en relacio´n al nu´mero de realizaciones disponible.
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7.2.1. Beamforming de ma´ximo contraste
En el presente ana´lisis se considera el modelo de sen˜al presentado en la Sec-
cio´n 6.2.1 del cap´ıtulo anterior. Es decir, se considera que el feno´meno bajo estu-
dio es Y ∼ NP×N(M ,Σ,Ω), en donde Y es la matriz aleatoria de P × N , M es
la media (asociada al te´rmino de sen˜al), y Σ y Ω son las matrices de covarianza
temporal y espacial, respectivamente. Esto resulta equivalente a asumir un modelo
de la forma Y = M + R, en donde M es el te´rmino de sen˜al, determin´ıstico, y
R ∼ NP×N(0,Σ,Ω) es el te´rmino de ruido de fondo. Asimismo, se considera que
se miden K realizaciones de Y , siendo Y k la k-e´sima. Dado que se supone que
la sen˜al es la misma en cada iteracio´n, M sera´ independiente de k, conllevando a
Y k = M +Rk, en donde Rk es la k-e´sima realizacio´n del ruido. Si se supone que
la actividad cerebral de intere´s se debe a una fuente dipolar, el te´rmino de sen˜al
puede representarse mediante M = lsT , en donde l = Lqq es el vector de sen˜al en
los P sensores considerando una fuente de intensidad unitaria, Lq es la matriz de
lead-field correspondiente a dicha fuente, de momento q, y s es el vector de N × 1
con elementos que representan la amplitud del momento dipolar en los N instantes
de tiempo considerados en cada realizacio´n.
El me´todo de MCB consiste ba´sicamente en buscar un vector de pesos w de
dimensio´n P × 1 de modo que la salida del filtro, zT = wTY , represente del mejor
modo a la amplitud de la fuente en los N instantes de tiempo. Utilizando el modelo
de sen˜al se tiene que
zT = wTY = wTM +wTR = wT lsT +wTR, (7.1)
por lo que el vector de pesos buscados resulta de minimizar la varianza del ruido
de la salida del filtro imponiendo wT l = 1. Matema´ticamente el problema queda
expresado por
ŵ = argmı´n
w
[
E
{
(wTR)(wTR)T
}]
sujeto a wT l = 1, (7.2)
cuya solucio´n resulta ser (Chen et al., 2006)
ŵ = ρ Ω−1l, (7.3)
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en donde ρ es un factor de proporcionalidad constante. Debe notarse que el vector
de pesos buscado depende del momento dipolar de la fuente, por lo que se lo debe
estimar previo a la determinacio´n del vector de pesos. Para ello se propone evaluar
un funcional en cada punto de intere´s que permita determinar el aporte de una fuente
dipolar en dicha ubicacio´n a la sen˜al resultante, desconsiderando adecuadamente el
ruido de fondo. En forma similar (pero no igual) a Chen et al. (2006) se plantea
minimizar la relacio´n entre la potencia de sen˜al adquirida respecto de la de ruido
solamente, i.e.
F =
E
{‖wTY ‖2}
E {‖wTQ‖2} =
wTCYw
wTΩw
, (7.4)
en donde CY = E{Y Y T}. Luego, se busca el momento dipolar q que maximice F .
Reemplazando (7.3) en (7.4) se tiene
F =
lTΩ−1CYΩ
−1l
lTΩ−1l
=
qTLTqΩ
−1CYΩ
−1Lqq
qTLTqΩ
−1Lqq
=
qTPq
qTQq
,
en donde P = LTqΩ
−1CYΩ
−1Lq y Q = L
T
qΩ
−1Lq. Finalmente, el estimador del
momento dipolar vendra´ dado por (Chen et al., 2006)
q̂ = argma´x
q
qTPq
qTQq
,
cuya solucio´n resulta ser el autovector correspondiente al ma´ximo autovalor de la
matriz Q−1P (Horn y Johnson, 1985).
Ciertas diferencias deben destacarse entre el planteo realizado en Chen et al.
(2006) y el presente. En principio, y tal como se detallara en la Seccio´n 7.1, el planteo
original del MCB presupone la medicio´n de sen˜ales de modo activo y control, las
cuales no se suponen en el presente. Por otro lado, la estimacio´n dew aqu´ı planteada
no necesito´ de la imposicio´n de restricciones sobre su norma, como ocurre en Chen
et al. (2006). Esta restriccio´n conlleva a la variabilidad de resultados de acuerdo al
valor impuesto sobre la misma, sin encontrar argumentos so´lidos en la determinacio´n
de un valor fijo (Chen et al., 2006).
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7.2.2. Beamforming por constriccio´n
Una vez planteado el me´todo resulta necesario estimar las matrices de covarianza
para resolver el problema planteado. Para ello se propone el uso de los estimadores
por constriccio´n de las matrices de covarianza, los cuales mostraron ser estimadores
acertados con mejor desempen˜o que los utilizados comu´nmente en condiciones de
disponibilidad de un escaso nu´mero de realizaciones, sin la necesidad de realizar
mediciones de control ni suposicio´n alguna.
En el presente ana´lisis se consideraron dos entornos de estimacio´n posibles. En
el primero, denominado de aca´ en mas Caso 1, se considero´ la estimacio´n por cons-
triccio´n de Ω tal cual fue planteada en el cap´ıtulo anterior. En el segundo, denotado
Caso 2, se considero´ la utilizacio´n del estimador de la matriz de covarianza temporal,
no tenida en cuenta en el primer caso. Ma´s expl´ıcitamente, se planteo´ realizar un
pre-blanqueado temporal de los datos para luego obtener el estimador de la cova-
rianza espacial. Esto se realiza con el fin de evaluar la forma en que la reduccio´n de la
presencia de informacio´n sistema´tica no relevante impacta en la estimacio´n de F y q.
Este pre-blanqueado consiste en la multiplicacio´n de Y a derecha por Σ−1/2, en don-
de Σ−1 = Σ−1/2Σ−T/2 es la descomposicio´n de Cholesky. Luego, Y n = ls
T
n +Qn, en
donde Y n = Y Σ
−1/2, Qn = QΣ
−1/2 y sn = Σ
−T/2s. Dado que E{QΣ−1QT} = NΩ
(ver Kollo y von Rosen (2005), Teorema 2.2.9, p.207), el problema es similar al an-
terior, en donde se considera otra amplitud de sen˜al, pero la ubicacio´n de la fuente y
el momento dipolar no cambian. Sin embargo, pueden esperarse cambios en la esti-
macio´n muestral del para´metro de constriccio´n espacial, debido a que la estimacio´n
de Σ se obtiene con menor error nume´rico que Ω, pudiendo afectar en situaciones
de bajo nu´mero de realizaciones.
7.3. Resultados
En esta seccio´n se presentan resultados correspondientes a la resolucio´n del PI
en EEG mediante el me´todo de beamforming por constriccio´n. Para ello se utilizo´ el
modelo de cabeza realista utilizado en el cap´ıtulo anterior (Seccio´n 6.4.2). Para la
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resolucio´n del PI se considero´ una fuente dipolar fija en una regio´n del cerebro con
90% de probabilidad de corresponder a una zona de materia gris, de acuerdo al
atlas ICBM-152. Para contar con mayor resolucio´n en la localizacio´n de la fuente
se considero´ una regio´n de intere´s de 15mm alrededor de la fuente, en donde se
calculo´ el lead-field en puntos equidistantes separados en 1mm.
La sen˜al simulada presento´ variacio´n temporal dada por ν(t) = 5 exp(−(t −
21/2)2/32) − exp(−(t − 18)2/42), contaminada con ruido correlacionado espacio-
temporalmente. La covarianza espacial se obtuvo de la actividad generada por 400
fuentes dipolares dispuestas en forma aleatoria, mientras que la covarianza temporal
se considero´ igual a la correspondiente a las sen˜ales reales, mostrada en la Figura 6.14
del Cap´ıtulo 6, limitado a 20 muestras por realizacio´n. En cada uno de las figuras
mostradas en la presente seccio´n se muestra el valor medio y la desviacio´n esta´ndar
(cuando corresponda) considerando 100 realizaciones diferentes del ruido.
En el presente ana´lisis se considero´ la comparacio´n de dos de los esquemas pro-
puestos en el Cap´ıtulo 6, los modelos 2 (aqu´ı llamado LW) y 6 (aqu´ı llamado MF).
Asimismo, se considero´ adecuado, tambie´n con fines de comparacio´n, explicitar re-
sultados correspondientes a la utilizacio´n del estimador muestral y la matriz iden-
tidad. Este u´ltimo es propuesto por Chen et al. (2006) en situaciones en las que la
estimacio´n del ruido se vuelve dificultosa. En la Figura 7.1 se muestra el error en
la localizacio´n y en la estimacio´n del momento dipolar en funcio´n del nu´mero de
realizaciones, considerando los esquemas y casos de simulacio´n mencionados.
Puede verse la notable ventaja de los estimadores de constriccio´n frente a los
generalmente utilizados o propuestos, resultando au´n mejor cuando el caso de si-
mulacio´n 2 se considero´, i.e. cuando se realiza un pre-blanqueado temporal. Estos
resultados se mantienen en la estimacio´n de la localizacio´n y del momento dipolar,
logrando resultados por dema´s aceptables. Debe notarse que el ma´ximo error co-
metido corresponde a 15mm debido a la precisio´n espacial considerada. Resulta de
intere´s comparar las ventajas de la consideracio´n del pre-blanqueado mediante una
comparacio´n directa entre los casos de simulacio´n 1 y 2 y los esquemas LW y MF.
En la Figura 7.2 se muestra esta comparacio´n, marcando la media y la desviacio´n
esta´ndar en funcio´n del nu´mero de realizaciones.
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Figura 7.1: Error en la localizacio´n [mm] y angular [o] en funcio´n del nu´mero de realizaciones
considerado. Se muestran resultados para los casos de simulacio´n 1 (izquierda) y 2 (derecha),
utilizando los esquemas propuestos (ver texto).
Se ve claramente que el caso de simulacio´n 2 no solo permite obtener mejo-
res estimadores de la posicio´n y momento de la fuente, sino que permite obte-
ner menor dispersio´n de los valores estimados. Para comprender las razones de
ello se calculo´ la distancia normalizada entre las matrices de covarianza espacial
estimadas y la matriz verdadera, calculada esta u´ltima como el estimador mues-
tral considerando 3000 realizaciones. Esta distancia normalizada se calculo´ como
di = ‖Ci/‖Ci‖F − C/‖C‖F‖F , en donde Ci es el estimador de la matriz C. Esta
medida de error, similar al NRDM, resulta de intere´s en el presente problema, pues
los resultados son independientes del factor de magnitud ρ.
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Figura 7.2: Error en la localizacio´n [mm] y angular [o] en funcio´n del nu´mero de realizaciones
considerado. Se muestran resultados para los casos de simulacio´n 1 y 2 (con distintos marcado-
res), utilizando los esquemas LW (izquierda) y MF (derecha). Asimismo, se presenta la desviacio´n
esta´ndar en las realizaciones de simulacio´n (100).
Se ve claramente que la distancia entre los estimadores y la matriz de covarianza
verdadera ratifican los resultados anteriores, resultando de mejores estimadores en
el caso de simulacio´n 2 (al menos para su aplicacio´n en beamforming).
7.4. Discusio´n y conclusiones
En el presente cap´ıtulo se evaluaron las te´cnicas de estimacio´n de matrices de
covarianza por constriccio´n en la resolucio´n del PI de EEG mediante beamforming
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Figura 7.3: Distancia normalizada entre los esquemas LW y MF respecto de la matriz de covarianza
verdadera, considerando los casos de simulacio´n 1 y 2.
escalar. El uso de estos estimadores permitio´ reformular el me´todo de MCB con
la finalidad de resolver el PI sin la necesidad de mediciones en estado de control.
Esto resulta un hecho de notoria importancia en los me´todos de filtrado espacial
aplicados en E/MEG, pues reduce las limitaciones presentadas por dichos algorit-
mos. Asimismo, el uso de estimadores de constriccio´n permitio´ la utilizacio´n de este
me´todo de resolucio´n del PI au´n contando con un nu´mero acotado de realizaciones,
siendo habitual en estudios relacionados a epilepsia.
Se plantearon dos situaciones para la estimacio´n de la matriz de covarianza del
ruido. En la primera se propuso la estimacio´n de la matriz de covarianza espacial
de acuerdo a lo explicado en el cap´ıtulo anterior. En la segunda se propuso pre-
blanquear temporalmente la sen˜al de entrada utilizando los estimadores de cons-
triccio´n de la matriz de covarianza temporal. Si bien se probo´ que los resultados
no var´ıan en condiciones de infinita cantidad de realizaciones, su consideracio´n per-
mitio´ obtener mejores estimadores muestrales de los para´metros de constriccio´n,
resultando en mejores estimadores y, por ende, resultados ma´s exactos. Esto se debe
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a que su estimacio´n resulta nume´ricamente estable, permitiendo descartar factores
variables que no aportan a la estimacio´n de la covarianza espacial. Asimismo, y tal
como se recalco´ en el cap´ıtulo precedente, el costo computacional propio de los es-
timadores propuestos es sumamente bajo (fracciones de segundo), por lo que su uso
resulta altamente recomendable.
La aplicacio´n del me´todo de constriccio´n en beamforming esta´ siendo actualmen-
te objeto de mu´ltiples estudios relacionados al procesamiento de sen˜ales por arreglos
de sensores (Stoica et al., 2008; Yang et al., 2009; Chen et al., 2010; Gu y Leshem,
2011; Huang y Lee, 2012) en algunas aplicaciones directas (Zhang et al., 2009). Sin
embargo, como se aclaro´ en el cap´ıtulo anterior, el estudio de la influencia de la
adecuada seleccio´n de la matriz de sesgo en la estimacio´n de la matriz de covarianza
y, por ende, en sus aplicaciones, no ha sido abordado en detalle. En este cap´ıtulo se
mostraron las virtudes de ello en un problema de aplicacio´n directa en neurociencias,
destacando la importancia de su estudio.
El planteo de resolucio´n aqu´ı propuesto presenta las ventajas esperables en la re-
solucio´n del PI mediante beamforming. Sin embargo, resultan no del todo expl´ıcitas
las razones que ligan al pre-blanqueo temporal con un mejor estimador de constric-
cio´n. Si bien las razones parecen ser las explicadas anteriormente, estudios futuros
estara´n destinados a la cuantificacio´n expl´ıcita de las mismas. Asimismo, trabajos
posteriores estara´n destinados a la comparacio´n respecto de distintos me´todos de
resolucio´n del PI, as´ı como su aplicacio´n utilizando datos reales.
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Cap´ıtulo 8
Influencia del ruido en ima´genes
de tensor de difusio´n
8.1. Introduccio´n
La resonancia magne´tica por tensor de difusio´n (RM-TD) es una te´cnica que
permite caracterizar a los tejidos biolo´gicos in vivo y de forma no invasiva (Basser
et al., 1994; Pierpaoli et al., 1996). Ba´sicamente consiste en la medicio´n de la difu-
sividad de las mole´culas de agua a lo largo de mu´ltiples direcciones con la finalidad
de estudiar la movilidad de los protones de hidro´geno en funcio´n de la orientacio´n.
Dado que la difusio´n en los tejidos no es libre, el agua se difundira´ ma´s ra´pidamente
en la direccio´n alineada con la estructura interna y ma´s lentamente en la direccio´n
perpendicular a membrana que lo contiene, permitiendo la obtencio´n de informacio´n
acerca de su estructura anato´mica. Entre muchas otras aplicaciones, RM-TD per-
mite caracterizar la estructura fibrilar de la materia blanca y proveer de mapas de
conectividad cerebral que ayudan en el entendimiento de su funcionamiento (Hag-
mann et al., 2003).
Si se supone una densidad de probabilidad Gaussiana para el feno´meno de difu-
sio´n, esta movilidad estara´ matema´ticamente dada por el tensor de difusio´n (TD) (Mo-
seley et al., 1990). Ma´s expl´ıcitamente, el TD es una herramienta que permite ca-
racterizar a la movilidad del agua en cada punto del volumen bajo ana´lisis a partir
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de un elipsoide que represente del mejor modo la difusividad del agua en funcio´n
de la direccio´n. Dicho elipsoide permite caracterizar el nivel de difusio´n en cada
una de las direcciones de los semiejes a partir de su longitud. Luego, un elipsoide
esfe´rico indica igual difusio´n en todas las direcciones, uno oblato (i.e. tipo disco)
indicara´ difusio´n prioritaria en so´lo dos de ellas y uno prolato (i.e. tipo fibra) en so´lo
una. Matema´ticamente dicho elipsoide quedara´ determinado por el TD, el cual no
es ma´s que una matriz de 3×3 cuyos autovectores y autovalores definen la direccio´n
y longitud de sus semiejes. A partir de un nu´mero de mediciones se busca estimar
al tensor de difusio´n en los voxels del volumen considerando algu´n criterio (Basser
et al., 1994; Niethammer et al., 2006; Landman et al., 2007).
Una vez estimados los TD del volumen de intere´s surgen mu´ltiples aplicaciones.
Una de ellas es la cuantificacio´n de la anisotrop´ıa de la materia blanca mediante
el ca´lculo de factores escalares muy utilizados en la pra´ctica cl´ınica, tales como la
anisotrop´ıa fraccional (FA) o la anisotrop´ıa relativa (RA). Su ca´lculo permite, por
ejemplo, realizar diferentes diagno´sticos me´dicos, como ocurre con varios deso´rdenes
del sistema nervioso central (Sorensen et al., 1999; Bammer et al., 2000; Filippi et al.,
2001). Asimismo, la estimacio´n del TD es utilizada en la reconstruccio´n fibrilar del
cerebro in vivo (Mori et al., 1999; Basser et al., 2000; Lazar et al., 2003), la cual sirve
para probar el grado de invasividad de los neoplasmas en tractos funcionales (Mori
et al., 1999) y dilucidar la conectividad funcional y anato´mica (Koch et al., 2002),
entre tantos otros usos. Existen tambie´n otras aplicaciones del estimador del TD, tal
como el ca´lculo del mapa de tensores de conductividad ele´ctrica (Tuch et al., 2001)
que permite la consideracio´n de modelos de cabeza realistas para la resolucio´n ade-
cuada de los problemas directo e inverso en E/MEG (Wolters et al., 2006; Gu¨llmar
et al., 2010).
Puesto que las mediciones de RM-TD se encuentran inevitablemente contami-
nadas con ruido, toda funcio´n del tensor de difusio´n tendra´ una varianza asociada.
Si bien e´sta puede ser reducida mediante la manipulacio´n del sistema adquisidor,
existen l´ımites de desempen˜o teo´ricos a partir de los cuales no podra´ mejorarse la
estimacio´n propuesta. Luego, la caracterizacio´n de dichos l´ımites resulta de sumo
intere´s en la comunidad cient´ıfica, pues permiten determinar los alcances del estu-
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dio y establecer la configuracio´n del sistema a fin de lograrlos. Con tal finalidad en
algunos trabajos (Alexander, 1997; Caan et al., 2010) se ha propuesto la utilizacio´n
de la cota de Crame´r-Rao (CRB) con el objeto de establecer la mı´nima varianza
conseguible con un estimador insesgado del tensor de difusio´n y funciones de e´ste.
Sin embargo, los planteos existentes no toman en consideracio´n a los esquemas de
adquisicio´n de mu´ltiples bobinas, so´lo estudiados en el marco de RM-TD en con-
tadas publicaciones (Gilbert et al., 2007; Trisa´n-Vega et al., 2009; Aja-Ferna´ndez
et al., 2010a; Giannelli et al., 2011). En este cap´ıtulo se plantea un modelo de ad-
quisicio´n de sen˜ales de RM-TD considerando mu´ltiples bobinas receptoras. Para ello
se adapta el modelo de RM paralela (RMp) ampliamente utilizado en la pra´ctica
de RM (Roemer et al., 1990; Larkman y Nunes, 2007), tras lo cual se generaliza el
ca´lculo de la CRB considerando dicha te´cnica de adquisicio´n. Esto permite estudiar
los l´ımites teo´ricos en la estimacio´n tanto del tensor de difusio´n como de funcio-
nes de e´ste, como ser para´metros escalares que denoten el grado de anisotrop´ıa del
mismo y el autovector principal, con consecuencias inmediatas en la reconstruccio´n
fibrilar del cerebro. Asimismo, posibilita evaluar la necesidad de la consideracio´n de
mu´ltiples bobinas adquisidoras en RM-TD y la variacio´n de los l´ımites teo´ricos en
funcio´n del nu´mero de receptores de sen˜al.
El presente cap´ıtulo se organiza del siguiente modo: en la Seccio´n 8.2 se pre-
senta el modelo de sen˜al adoptado en RM-TD bajo la consideracio´n de mu´ltiples
bobinas adquisidoras. Luego se obtienen expresiones del l´ımite en el desempen˜o en
la estimacio´n del TD y funciones de e´ste. En la Seccio´n 8.3 se muestran resultados
correspondientes a la CRB considerando datos sinte´ticos y reales. Los primeros per-
miten analizar la influencia de ciertos para´metros en la estimacio´n del TD, como
su forma, el nu´mero y direccio´n de los gradientes de campo aplicados y el nu´mero
de bobinas adquisidoras. En cambio, la consideracio´n de datos reales permite esta-
blecer el grado de influencia certero de algunos de los para´metros bajo estudio y
su distribucio´n espacial. Finalmente, en la Seccio´n 8.4 se presentan los alcances e
implicancias de los resultados, conclusiones del cap´ıtulo y l´ıneas de trabajo futuro.
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8.2. Me´todos
En esta seccio´n se presentan los fundamentos del estudio. En principio se formula
el modelo de adquisicio´n de sen˜ales de RM-TD en paralelo, basado en el modelo de
RMp. Luego se presenta la CRB como metodolog´ıa para cuantificar la influencia del
ruido en dichas mediciones, para finalmente considerar la calidad de la estimacio´n
de algunos para´metros de intere´s dependientes del TD frente al ruido.
8.2.1. Modelo de sen˜al
Algunas de las mayores limitaciones en aplicaciones de RM-TD recaen en la
limitada resolucio´n espacial y relacio´n sen˜al a ruido (SNR) conseguibles con un
sistema de adquisicio´n constituido por una u´nica bobina receptora. Por esta razo´n
sistemas con mu´ltiples bobinas planteados originalmente en RM (Roemer et al.,
1990) fueron adaptados a RM-TD con el fin de obtener mejoras en la resolucio´n
espacial e incrementar la SNR (Bammer et al., 2002; Jaermann et al., 2004, 2008).
Modelo de sen˜al de RM paralela
Las sen˜ales de RM son generalmente modeladas como un proceso complejo Gaus-
siano, en donde la parte real e imaginaria de la sen˜al original se encuentran contami-
nadas con ruido Gaussiano no correlacionado de media nula e igual varianza σ2. En
muchos trabajos (e.g. Constantinides et al. (1997)) se estudian las caracter´ısticas de
dicho ruido considerando sistemas de una sola bobina, concluyendo que es razonable
considerar que la sen˜al recibida es una variable aleatoria con distribucio´n Rice en
caso de comprender sen˜al y ruido, y Rayleigh en caso de comprender solo ruido.
Estos modelos son importantes en mu´ltiples aplicaciones, como en la estimacio´n de
la SNR o la relacio´n contraste a ruido (CNR), entre otras (Gudbjartsson y Patz,
1995; Constantinides et al., 1997; Landman et al., 2009).
Sin embargo, los sistemas de adquisicio´n de una u´nica bobina cuentan con algunas
limitaciones, como ser la velocidad en la adquisicio´n de datos y la SNR consegui-
ble. Para paliar estos problemas se propusieron sistemas de adquisicio´n de mu´ltiples
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bobinas (Roemer et al., 1990; Larkman y Nunes, 2007), tras lo cual surgieron di-
ferentes me´todos de fusio´n de la informacio´n medida por cada una de ellas. Si se
busca mejorar la SNR y el montaje de bobinas es completamente conocido, el fil-
tro espacialmente adaptado es la opcio´n recomendada (Dietrich et al., 2008). Por
otro lado, si el montaje ya se encuentra caracterizado y la intencio´n es aumentar la
velocidad de adquisicio´n algunos me´todos sugeridos son el algoritmo generalizado
auto-calibrado de adquisicio´n paralela (GRAPPA) (Griswold et al., 2002) en el do-
minio de la frecuencia, y el me´todo de sensibilidad codificada (SENSE) (Pruessmann
et al., 1999) en el dominio de la imagen.
No obstante, a pesar de que estos me´todos son los recomendables, no es comu´n
en la pra´ctica me´dica el conocimiento de la caracterizacio´n completa del sistema
de adquisicio´n utilizado, as´ı como tampoco es comu´n el acceso a la configuracio´n
del resonador. Luego, en estos casos el me´todo de suma-de-cuadrados (SoS) es el
recomendado (Roemer et al., 1990; Larsson et al., 2003; Larkman y Nunes, 2007),
y el considerado en el presente cap´ıtulo.
Sea Sl la sen˜al compleja medida por la l-e´sima bobina, y Al la sen˜al compleja
ideal sin ruido ni atenuacio´n en la misma bobina. Luego, si no se asume acoplamiento
alguno entre bobinas adquisidoras, el modelo
Sl = ρl(p)Al + ξ,
resulta va´lido, en donde ρl(p) es la sensibilidad de la l-e´sima bobina en el punto p
del volumen bajo estudio, y ξ es una variable aleatoria compleja Gaussiana de media
nula y varianza σ2. Luego, la magnitud de salida del SoS de un sistema compuesto
por L bobinas sera´
ST =
√√√√ L∑
l=1
|Sl|2. (8.1)
Se muestra fa´cilmente que, en presencia de sen˜al, ST es una variable aleatoria con
distribucio´n chi no-central (Aja-Ferna´ndez et al., 2010b), con funcio´n densidad de
probabilidad
f(ST ;AT , σ, L) =
A1−LT
σ2
SLT exp
(
−S
2
T + A
2
T
2σ2
)
IL−1
(
ATST
σ2
)
, (8.2)
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en donde AT =
(∑L
l=1 |ρl(p)Al|2
)1/2
e Iα(·) es la funcio´n de Bessel modificada de
primera especie y orden α. Es preciso notar que (8.2) se reduce a una distribucio´n
Rice en el caso de que un sistema de una sola bobina sea utilizado.
Debe aclararse que un planteo general de SoS deber´ıa contemplar diferencias
entre las varianzas de cada bobina, como se marca en Aja-Ferna´ndez et al. (2010b),
conllevando a una distribucio´n chi no-central generalizada (Mallik, 2003). Sin em-
bargo, en situaciones pra´cticas la varianza del ruido es lo suficientemente homoge´nea
respecto a los p´ıxeles y las bobinas, por lo que la consideracio´n de la distribucio´n chi
no-central es adecuada cuando la sen˜al se reconstruye con SoS y GRAPPA (Dietrich
et al., 2008), avalando la seleccio´n del modelo propuesto.
Modelo de sen˜al de RM-TD paralelo
Tal como se menciono´ anteriormente, RM-TD es una te´cnica que permite medir
la anisotrop´ıa del medio y caracterizar la estructura interna del cerebro in vivo. Esto
se realiza mediante la aplicacio´n de un gradiente de campo magne´tico en un nu´mero
de direcciones, tras lo cual la atenuacio´n de sen˜al en cada voxel es medida. Luego,
las mediciones dependera´n de la secuencia de gradientes aplicada, su direccio´n e
intensidad. Muchos de estos para´metros se encuentran comprendidos en el factor b,
el cual determina la escala de las mediciones y depende de la intensidad y direccio´n
del gradiente de campo (LeBihan, 1991). Si se utiliza la secuencia convencional
PGSE (Stejskal y Tanner, 1965) el tiempo de difusio´n vendra´ dado por ∆ − δ/3,
en donde ∆ es el tiempo entre gradientes y δ es la duracio´n de cada uno de ellos.
Luego, el factor b viene dado por (Skare, 2002)
b = γ2δ2
(
∆− δ
3
)
g2a,
en donde γ es la constante giromagne´tica y ga la amplitud del gradiente de campo
aplicado. Valores usuales de b oscilan entre 1000s/mm2 y 3000s/mm2.
En el caso de considerar que el feno´meno de difusio´n se encuentra distribuido de
forma Gaussiana, la intensidad de la sen˜al medida por la l-e´sima bobina cuando se
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aplica el n-e´simo gradiente de campo se encuentra dada por (Larsson et al., 2003)
Sln = ρl(p)An + ξ,
en donde An = S0 exp(−gTnθ), S0 es la sen˜al medida sin gradiente de campo aplicado,
gn es un vector de 6 elementos dependiente de la direccio´n del gradiente aplicado
y del factor b, y θ = [θ1, · · · , θ6]T es el vector de las 6 componentes que definen
al tensor de difusio´n (ve´ase el Ape´ndice E.1 por las definiciones de gn y θ y Skare
(2002) por la fundamentacio´n del modelo). Debe notarse que en el presente caso so´lo
es de intere´s la intensidad de la sen˜al y no su fase, por lo que la intensidad de la
sen˜al sin ruido variara´ entre bobinas dependiendo so´lo de su patro´n de sensibilidad.
Si se considera independencia entre bobinas (i.e. bobinas totalmente desacopla-
das) y la misma desviacio´n esta´ndar para cada medicio´n, el me´todo de SoS puede ser
utilizado, tras lo cual las mediciones se encontrara´n distribuidas de acuerdo a (8.2).
Debe notarse que, por depender la sen˜al sin ruido medida por cada bobina del perfil
de sensibilidad del sistema de adquisicio´n, e´sta dependera´ tambie´n del esquema de
gradiente aplicado y del tensor de difusio´n medido en cada voxel. Utilizando de-
finiciones previas se muestra fa´cilmente que la salida de sen˜al del SoS cuando el
n-e´simo gradiente de campo es aplicado tiene una funcio´n distribucio´n de probabi-
lidad f(STn;ATn, σ, L), con STn =
(∑L
l=1 |Sln|2
)1/2
, ATn = CL(p)S0 exp(−gTnθ) y
CL(p) =
(∑L
l=1 ρ
2
l (p)
)1/2
.
8.2.2. Cota de Crame´r-Rao
El principal objetivo del presente cap´ıtulo es caracterizar la influencia del error de
las mediciones en la estimacio´n del tensor de difusio´n y funciones de e´ste. Dado que
se busca un ana´lisis independiente del algoritmo de estimacio´n utilizado se propone
el uso de la CRB. Sea g(θ) una funcio´n del para´metro θ a estimar. Luego, la CRB
establece que (Kay, 1993)
E
{
(g(θ)− ĝ(θ)) (g(θ)− ĝ(θ))T
}
≥ CRBg = ∂g(θ)
∂θ
T
J−1
∂g(θ)
∂θ
, (8.3)
en donde CRBg es la matriz que representa a la cota, J es la matriz de informacio´n
de Fisher y la desigualdad implica que la diferencia entre ambas matrices es positiva
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semi-definida. Si se considera un sistema de adquisicio´n compuesto por L bobinas
receptoras, en el Ape´ndice E.1 se muestra que
J = C2L(p) GηΥG
T
η , (8.4)
en donde Gη es una matriz dependiente del esquema de gradientes de campo, del
factor b y de la SNR, y Υ es una matriz diagonal dependiente en el factor de
sensibilidad CL(p) y de la SNR. En funcio´n de estos resultados es fa´cil ver como J
se reduce al caso Rice (Alexander, 1997) cuando se utiliza un sistema con una u´nica
bobina adquisidora.
Una vez calculada J , su uso para el ca´lculo de CRBg es directo. Cambiando la
funcio´n g(θ) pueden evaluarse distintas cotas en el desempen˜o teo´rico de funciones
del tensor de difusio´n, tales como la FA, RA o bien sus autovalores y autovectores.
A continuacio´n se presentan algunos de ellos.
Mı´nimo error cuadra´tico medio
Sea D el tensor de difusio´n bajo ana´lisis. Dado que D es una matriz de 3 × 3,
se vuelve necesaria la definicio´n de una me´trica que permita cuantificar la distancia
entre cualquier estimador D̂ del tensor de difusio´n y su verdadero valor. Luego,
el error cuadra´tico medio (ECM) bajo la norma Frobenius parece ser una eleccio´n
adecuada (Smith, 2005). Este error se define como
ECM(D̂) = E{‖D̂ −D‖2F},
tras lo cual es fa´cilmente visible que esta me´trica tiende a cero a medida que la
distancia entre los tensores es menor.
Con el objeto de comparar el mı´nimo ECM conseguible por cualquier estimador
debe notarse que
ECM(D̂) = E{‖D̂ −D‖2F} =
3∑
i,j=1
E{(Dij − D̂ij)2} =
3∑
i,j=1
V ar{D̂ij}
≥
3∑
i,j=1
CRB(Dij) =
6∑
k=1
ξkCRBkk = ECMmı´n(D̂), (8.5)
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en donde ECMmı´n(D̂) es el mı´nimo ECM que puede lograrse con un estimador
insesgado de D, y ξk es un vector que vale 1 si k = 1, 2, 3 y 2 si k = 4, 5, 6. Luego,
a partir de (8.5) es posible caracterizar el mı´nimo error en la estimacio´n del tensor
de difusio´n y su variacio´n con los para´metros del sistema.
Mı´nima desviacio´n esta´ndar en la estimacio´n de para´metros escalares
Tal como se menciono´ anteriormente, la caracterizacio´n de los tensores de di-
fusio´n mediante factores escalares resulta de gran intere´s. Estos factores pueden
ser los comu´nmente utilizados RA y FA, ampliamente adoptados por la comunidad
cient´ıfica, u otros factores alternativos, como puede ser la relacio´n de a´rea elipsoi-
dal (EAR) (Xu et al., 2009), el cual viene ganando adeptos (Afzali y Soltanian-Zadeh,
2010; Kang et al., 2010; Hayes et al., 2011). E´stos se definen por (Xu et al., 2009)
RA =
√
(λ1 − λ2)2 + (λ1 − λ3)2 + (λ2 − λ3)2
(λ1 + λ2 + λ3)2
,
FA =
√
(λ1 − λ2)2 + (λ1 − λ3)2 + (λ2 − λ3)2
2(λ21 + λ
2
2 + λ
2
3)
,
EAR = 1− p
√
λp1λ
p
2 + λ
p
1λ
p
3 + λ
p
2λ
p
3
3λ2pM
,
en donde λ1 ≥ λ2 ≥ λ3 son los autovalores de D ordenados en forma decreciente, y
p = 1,6075.
Con el objeto de comparar el error en la estimacio´n de e´stos para su posterior
recomendacio´n de uso se plantea calcular la CRB, que permitira´ evaluar la menor
desviacio´n esta´ndar en la estimacio´n de cada uno de ellos. Para calcularla, de acuerdo
a (8.3), es necesario evaluar las derivadas de dichas funciones con respecto a θ, para lo
que se necesitan calcular las derivadas de los autovalores en funcio´n de los elementos
del tensor. Esto se muestra en el Ape´ndice E.2.
Mı´nimo error en la estimacio´n del autovector principal
Tal como se menciono´ en la Seccio´n 8.1 la caracterizacio´n del autovector asociado
al mayor autovalor del tensor de difusio´n, aqu´ı denominado autovector principal, re-
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sulta de sumo intere´s en me´todos de tractograf´ıa basados en dicho autovector (Mori
et al., 1999; Basser et al., 2000), muy utilizadas en cl´ınica neurolo´gica por su dis-
ponibilidad en numerosas aplicaciones informa´ticas. El intere´s del siguiente ana´lisis
recae en la caracterizacio´n del a´ngulo de error cometido en la determinacio´n del
autovector principal y en la influencia de la cantidad de gradientes de campo y de
bobinas adquisidoras en dicho a´ngulo.
Sea q el autovector principal del tensor de difusio´n D. En Hasan et al. (2001) se
muestra que e´ste viene dado por q = a/‖a‖, en donde
a = [(θ4θ6 −Bθ5)(θ5θ6 − Cθ4), (θ5θ6 − Cθ4)(θ5θ4 −Aθ6), (θ4θ6 −Bθ5)(θ5θ4 −Aθ6)]T ,
A = θ1 − λ1, B = θ2 − λ1 y C = θ3 − λ1. A partir de esta expresio´n resulta factible
el ca´lculo de la CRB en la estimacio´n del autovector principal, CRBq, mediante la
consideracio´n de g(θ) = q en la ecuacio´n (8.3).
Sea q̂ un estimador insesgado de q. Es posible mostrar que la matriz de covarianza
de dicho estimador sera´ (Koay et al., 2008; Jeong y Anderson, 2008)
Σq = ω1c1c
T
1 + ω2c2c
T
2 + 0qq
T ,
en donde c1 y c2 son los autovectores de Σq correspondientes a los autovalores ω1
y ω2, respectivamente. La expresio´n anterior implica que Σq es de rango 2 por no
presentar variacio´n en la direccio´n del autovector mismo, por lo que presentara´ va-
riaciones solo en el plano normal a e´ste.
En el caso de suponer q̂ ∼ N (q,Σq), es posible determinar el elipsoide que
contiene al estimador con una cierta probabilidad P . Se sabe que la probabilidad de
que el estimador de q se encuentre encerrado en el elipsoide xTΣq
−1x = c2 es (van
Trees, 2001)
P = 1− K
Γ
(
K
2
+ 1
)
2K/2
∫ ∞
c
xKexp
(−x2/2) dx,
en donde K es la dimensio´n del elipsoide (3 en el presente caso) y Γ(·) es la funcio´n
Gamma. Asimismo, se sabe que dicho elipsoide de concentracio´n encierra (o a lo
sumo es igual) al elipsoide xTCRBq
−1x = c2, constituyendo el mismo un l´ımite
teo´rico en la estimacio´n, sin importar el algoritmo utilizado (van Trees, 2001). Este
elipsoide, definido por la matriz c2CRBq, tendra´ semiejes en las direcciones de sus
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autovectores, cada uno de longitud igual a la ra´ız cuadrada de sus autovalores. Luego,
dado que el autovalor de CRBq correspondiente a la direccio´n q es cero, el lugar
geome´trico que denota el l´ımite teo´rico de concentracio´n con probabilidad P sera´ la
elipse de semiejes c
√
ωCR1 y c
√
ωCR2 , en donde ω
CR
1 y ω
CR
2 son los autovalores no
nulos de CRBq. Este lugar geome´trico suele figurarse como un cono de variacio´n
del autovector principal (Koay et al., 2008), como se observa en la Figura 8.1. En
el presente ana´lisis, dicho cono representara´ la mı´nima regio´n en donde encontrar al
estimador del autovector principal con probabilidad P .
Figura 8.1: Esquema representativo del cono de concentracio´n de 95%. Se detalla tanto el cono y
el autovector correspondiente como as´ı tambie´n la elipse de error sobre el plano tangente a dicho
vector (ver texto).
Dado que es de intere´s el ca´lculo del mı´nimo a´ngulo de concentracio´n de proba-
bilidad P , es fa´cil calcularlo mediante
αP = atan
(
cma´x
j
√
ωCRj
)
.
Luego, si se considera P = 0,95, α95 representara´ al (mı´nimo) a´ngulo de concentra-
cio´n de 95% (de probabilidad).
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8.3. Resultados
En esta seccio´n se hace uso de la formulacio´n anteriormente desarrollada con el fin
de evaluar la influencia del ruido de medicio´n en la estimacio´n del tensor de difusio´n
y funciones de e´ste. En principio se muestran resultados utilizando datos sinte´ticos
con el fin de evaluar la influencia del ruido en la estimacio´n y su dependencia con
el esquema de gradientes utilizado, el nu´mero de bobinas adquisidoras, la forma y
orientacio´n del tensor, la relacio´n sen˜al a ruido y el factor b. Luego, se muestra esta
influencia sobre ima´genes de RM-TD reales y determinan condiciones de medicio´n
necesarias para una adecuada estimacio´n. Salvo excepciones expl´ıcitas en el texto,
se consideraron los valores t´ıpicos b = 1200 s/mm2 y SNR = 30. Asimismo, la
sensibilidad de cada bobina adquisidora se considero´ homoge´nea en el volumen de
intere´s (Dietrich et al., 2008).
En la presente seccio´n se tomaron los coeficientes de variacio´n porcentuales como
medidas de error, e.g. si A es una magnitud dependiente del tensor y σmı´nA es la
mı´nima desviacio´n esta´ndar en la estimacio´n de A (dada por la CRB), el coeficiente
de variacio´n porcentual vendra´ dado por
eA =
σmı´nA
A
× 100.
Debe aclararse que se definio´ eECM = ECM
1/2
min(D̂)/‖D‖F×100 solo por comodidad
(y abuso) en la notacio´n.
8.3.1. Resultados utilizando datos sinte´ticos
Con la finalidad de determinar el desempen˜o en la estimacio´n del TD y funciones
de e´ste se procedio´ a considerar datos sinte´ticos que permitiesen la variacio´n contro-
lada de su forma y orientacio´n. Estas variaciones permiten estudiar la influencia de
la naturaleza del tensor en su posterior estimacio´n. Para ello se simularon TD con
diferentes formas y aproximadamente 1000 orientaciones uniformemente distribuidas
sobre un hemisferio de una esfera.
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Comparacio´n de esquemas de gradiente de campo
En principio se resolvio´ utilizar el ECM con el fin de evaluar diferentes esque-
mas de gradiente de campo. Existen numerosos planteos en la bibliograf´ıa, de los
cuales algunos son o´ptimos en algu´n sentido. En Skare et al. (2000) se propone un
esquema cuya finalidad es la minimizacio´n del nu´mero de condicio´n de la matriz de
transformacio´n que relaciona al tensor de difusio´n con los coeficientes de difusio´n
aparente; en Poonawalla y Zhou (2004) se plantea el uso de un esquema que contem-
pla igual a´ngulo so´lido entre direcciones; en Jones et al. (1999) se aplica la teor´ıa de
fuerzas de repulsio´n electrosta´tica para calcular configuraciones de gradientes o´pti-
mas; y en Koay et al. (2011) se propone la utilizacio´n de gradientes uniformemente
distribuidos sobre la superficie de una esfera unitaria.
En la Figura 8.2 se presenta un diagrama de cajas (boxplot) que permite efectuar
la comparacio´n del eECM considerando distintos nu´meros de gradientes y esquemas
propuestos. En dicha figura se muestran los resultados correspondientes a los esque-
mas propuestos en 1: Poonawalla y Zhou (2004), 2: Skare et al. (2000), 3: Jones et al.
(1999) y 4: Koay et al. (2011), considerando N = 6 en a., N = 10 en b., N = 30
en c. y N = 40 en d. Se consideraron tensores del tipo fibra (λ1 = 1× 10−3 mm2/s
y λ2 = λ3 = 0,1× 10−3 mm2/s) y una sola bobina adquisidora.
De la comparacio´n entre los esquemas seleccionados se ve claramente que el 3 y
4 ofrecen un mejor desempen˜o teo´rico en la reconstruccio´n del TD considerando la
me´trica del ECM, obteniendo tanto menor valor de mediana (l´ınea roja dentro de las
cajas) como mayor uniformidad espacial (extremos por fuera de las cajas). Esto es
deseable pues a priori puede no suponerse conocida la distribucio´n de direcciones de
los TD, logrando de esta manera uniformidad en el error de estimacio´n sin importar
la orientacio´n del mismo.
Del igual modo resulta factible la comparacio´n del mı´nimo a´ngulo de concentra-
cio´n de 95% utilizando cada esquema. E´ste permite evaluar a cada disposicio´n de
direcciones de gradiente de campo en la estimacio´n del autovector principal, por lo
que resulta de sumo intere´s en estudios de RM-TD cuya finalidad u´ltima sea esti-
mar la estructura fibrilar del cerebro. Los resultados se muestran en la Figura 8.3,
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Figura 8.2: ECM normalizado porcentual (eECM ) considerando distinta cantidad de gradientes y
esquemas. Se muestran los resultados correspondientes a los esquemas propuestos en 1: Poonawalla
y Zhou (2004), 2: Skare et al. (2000), 3: Jones et al. (1999) y 4: Koay et al. (2011), considerando
N = 6 en a., N = 10 en b., N = 30 en c. y N = 40 en d.
en donde puede observarse que las conclusiones efectuadas considerando el ECM son
tambie´n va´lidas para el presente caso.
A pesar de que los esquemas 3 y 4 presentan similares cotas de desempen˜o, surge
la recomendacio´n de la utilizacio´n del esquema 4 tanto por su simplicidad como por
su fa´cil adaptacio´n al nu´mero de gradientes deseado, siendo el mismo el esquema
elegido para el ana´lisis posterior del cap´ıtulo.
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Figura 8.3: A´ngulo de concentracio´n de 95% considerando distinta cantidad de gradientes y es-
quemas. Se muestran los resultados correspondientes a los esquemas propuestos en 1: Poonawalla
y Zhou (2004), 2: Skare et al. (2000), 3: Jones et al. (1999) y 4: Koay et al. (2011), considerando
N = 6 en a., N = 10 en b., N = 30 en c. y N = 40 en d.
Influencia de la forma del tensor
Una vez caracterizados los esquemas de gradiente se evaluo´ la influencia de la
forma del tensor en el error de la estimacio´n. En la Figura 8.4 se muestra eECM (a.)
y α95 (b.) en funcio´n de la magnitud de los dos autovalores ma´s pequen˜os del tensor.
Para ello se supuso λ1 = 1 × 10−3mm2/s y λ2 y λ3 tomando valores en el intervalo
[0,1; 1]×10−3mm2/s. Se consideraron 6 direcciones de gradiente y una bobina adqui-
sidora. Dada la pequen˜a varianza espacial del esquema seleccionado, en esta figura
(al igual que en las restantes de la presente subseccio´n) so´lo se muestra el prome-
dio de los resultados respecto de las direcciones del tensor sin indicar la desviacio´n
esta´ndar.
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Figura 8.4: eECM (a.) y a´ngulo de concentracio´n de 95% (b.) en funcio´n de la forma del tensor,
considerando L = 1 y N = 6.
Puede verse que el ECM normalizado es mayor para tensores del tipo fibra (λ3
y λ2 pequen˜os) mientras que decrece a medida que los tensores presentan forma
ma´s esfe´rica. Sin embargo, la influencia de la forma del tensor repercute en mayor
proporcio´n en la estimacio´n del autovector principal. En la Figura 8.4b. se observa
que el a´ngulo de concentracio´n de 95% resulta pequen˜o (aproximadamente 5o) para
tensores del tipo fibra, pero este crece notablemente para tensores con uno o ambos
autovalores secundarios cercanos al autovalor principal. Esta situacio´n corresponde
a tensores del tipo disco y esfera, en donde el error en la determinacio´n del autovalor
principal radica en la igualdad de 2 o´ 3 de ellos. Cabe destacar que estas relaciones se
mantienen al aumentar el nu´mero de gradientes del esquema, reduciendo su amplitud
en proporcio´n similar a las mostradas por las Figuras 8.2 y 8.3.
El estudio de del coeficiente de variacio´n en funcio´n de la forma del tensor permite
evaluar y comparar de un modo expl´ıcito la conveniencia de los factores escalares
cuya finalidad sea representar la anisotrop´ıa de dicho tensor. En la Figura 8.5 se
muestran eRA (a.), eFA (b.) y eEAR (c.) en funcio´n de los dos menores autovalores
del tensor. Las condiciones de simulacio´n fueron las mismas a las de la Figura 8.4.
Es posible destacar diferencias entre ellos, como ser la reduccio´n del coeficiente
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Figura 8.5: Error en la estimacio´n de para´metros escalares en funcio´n de la forma del tensor. Se
muestran eRA (a.), eFA (b.) y eEAR (c.) en funcio´n de los dos menores autovalores del tensor de
difusio´n, considerando L = 1 y N = 6.
de variacio´n del FA respecto del RA en magnitud, manteniendo ambas similares
variaciones respecto a la forma. Sin embargo, es au´n ma´s notable la diferencia del
coeficiente de variacio´n del EAR respecto al de los dos anteriores, principalmente
por ser menor a e´stos en zonas de tensores de tipo fibra. Sin embargo, para regiones
en donde los tensores son del tipo disco, el EAR presenta coeficientes de variacio´n
mayores al correspondiente al FA e, incluso, al RA. Luego, la comparacio´n anterior
actu´a como factor de me´rito que permite decidir el para´metro a utilizar de acuerdo
a la aplicacio´n necesaria. Al igual que en el caso de la Figura 8.5, la distribucio´n
de los coeficientes de variacio´n en funcio´n de la forma del tensor se mantienen en el
caso de considerar mayor cantidad de gradientes de campo, reduciendo su amplitud
del mismo modo que se aclaro´ previamente.
En las figuras anteriores se considero´ una sola bobina adquisidora, lo cual genera
el interrogante de la influencia de mu´ltiples bobinas en la estimacio´n de los para´me-
tros y su variacio´n con la forma del tensor. En el caso de suponer al ruido medido por
las bobinas independiente e ide´nticamente distribuido (con distribucio´n Rice bajo
este supuesto) la mı´nima desviacio´n esta´ndar en la estimacio´n (y consecuentemente
el coeficiente de variacio´n) considerando L bobinas se reducira´
√
L veces respecto de
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la utilizacio´n de una sola. Sin embargo, el modelo de ruido aqu´ı utilizado contempla
la correlacio´n no nula entre sen˜ales medidas por diferentes bobinas. Luego, resulta
de intere´s evaluar la validez de la aproximacio´n de independencia y analizar la im-
portancia del modelo propuesto. Para ello se plantea el ca´lculo de un coeficiente ρ
que permita evaluar esto de un modo sencillo. Sea eA(l) el coeficiente de variacio´n
porcentual del para´metro A considerando l bobinas adquisidoras. Luego, se define
ρA =

∑L
l=1
(
eA(1)/
√
l − eA(l)
)2
∑L
l=1 e
2
A(l)

1/2
× 100,
en donde L es el total de bobinas utilizadas. Este para´metro permite evaluar la
aproximacio´n de independencia respecto de la forma del tensor. En la Figura 8.6 se
muestra la variacio´n de ρECM (a.), ρFA (b.) y ρα (c.) en funcio´n de los dos autovalores
ma´s pequen˜os del tensor.
Figura 8.6: Variacio´n de ρECM (a.), ρFA (b.) y ρα (c.) en funcio´n de los dos autovalores ma´s
pequen˜os del tensor.
Se aprecia claramente que la aproximacio´n resulta sumamente aceptable en el
caso de considerar eECM y eFA, resultando ser ρ aproximadamente 0.03% (lo mismo
ocurre con eRA y eEAR). No es igual en el caso de α95, resultando va´lida la aproxima-
cio´n para la gran mayor´ıa de las formas, pero no todas. Luego, en caso de considerar
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λ3 ≤ λ2 ≤ 0,85λ1 la aproximacio´n podra´ suponerse va´lida (ρα < 5%), no resultando
igual para tensores de forma de disco o esfera. En conclusio´n, y salvo el caso re-
cie´n mencionado, considerar independencia en la adquisicio´n de las bobinas resulta
ser una aproximacio´n mayormente va´lida, por lo que en lo siguiente se simulara´n
(a menos que se indique lo contrario) so´lo disposiciones con una bobina receptora,
debiendo dividir los resultados por
√
L en el caso de considerar L de e´stas.
Influencia de la SNR y el factor b
Por u´ltimo (en lo que respecta a datos sinte´ticos) se procedio´ a evaluar la influen-
cia de la SNR y el factor b. En las Figuras 8.7 y 8.8 se muestran, respectivamente,
resultados correspondientes a las variaciones de eECM y α95 respecto del nu´mero de
gradientes de campo considerado y los factores L (a.) (solo por intere´s comparati-
vo), b (b.) y SNR (c.). Cuando no se supusieron variables se consideraron L = 1,
b = 1200 s/mm2 y SNR = 30. Dado que la difusio´n Gaussiana puede ser asumida
solo si b < 3 × 103s/mm2 (Assaf y Basser, 2005), se consideraron valores de b en el
intervalo [400, 2500] s/mm2.
Figura 8.7: Variacio´n del eECM respecto al nu´mero de gradientes de campo aplicado y el nu´mero
de bobinas adquisidoras (a.), el factor b (b.) y la SNR (c.).
Se desprende de estas figuras la caracterizacio´n del ruido en funcio´n de los
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Figura 8.8: Variacio´n del α95 respecto al nu´mero de gradientes de campo aplicado y el nu´mero de
bobinas adquisidoras (a.), el factor b (b.) y la SNR (c.).
para´metros del modelo. Puede observarse que si bien la SNR no es definida por
el usuario, sus efectos pueden paliarse mediante la incorporacio´n de bobinas adqui-
sidoras y/o el aumento del nu´mero de gradientes y del factor b. Es preciso aclarar
que la influencia de la SNR y el factor b resulta ser pra´cticamente constante frente
a cambios de N , variando estas constantes de acuerdo a las Figuras 8.2 y 8.3.
8.3.2. Resultados utilizando datos reales
Ya caracterizado el l´ımite teo´rico del error en la estimacio´n utilizando datos
sinte´ticos se procedio´ a calcular dichos l´ımites considerando datos reales. Esto permi-
te realizar un ana´lisis en donde las verdaderas orientaciones y formas de los tensores
son tenidas en cuenta en el momento de establecer las cotas de desempen˜o. Para ello
se utilizo´ el atlas IIT21 (Zhang et al., 2011), el cual corresponde al promedio de 67
sujetos normalizados al atlas ICBM-152 y cuyos detalles se remiten a la mencionada
publicacio´n. Primero se muestran resultados globales considerando la totalidad de
los datos del volumen, de los cuales es posible extraer informacio´n probabil´ıstica
de sumo intere´s. Luego, se ensen˜an resultados sobre un corte axial que, a modo de
1Datos disponibles en http://www.iit.edu/~mri
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ejemplo, permite evaluar la distribucio´n espacial de los errores en la estimacio´n del
tensor de difusio´n y funciones de e´ste.
Resultados sobre el total del volumen
Se consideraron la totalidad de los datos del atlas para comparar la influencia
del error en los para´metros escalares derivados del tensor. Esto permite evaluar
tanto el desempen˜o de los factores generalmente utilizados as´ı como su compara-
cio´n con para´metros escalares alternativos de uso menos difundido. En la Figu-
ra 8.9 se muestra eRA, eFA y eEAR en funcio´n del FA y considerando N = 6 (a.)
y N = 30 (b.). Puede observarse que para tensores con FA mayor a 0,3 la mı´nima
Figura 8.9: eRA, eFA y eEAR sobre la totalidad de voxels del volumen de la RM en funcio´n del FA
y considerando N = 6 (a.) y N = 30 (b.).
desviacio´n esta´ndar en la estimacio´n del EAR es menor que en el caso del FA y esta
a su vez es menor que la correspondiente al RA. Sin embargo, esta relacio´n no se
mantiene para tensores con FA menor a 0,3, en donde la mı´nima desviacio´n esta´ndar
en la estimacio´n del EAR es mayor que la correspondiente a los otros dos factores
escalares bajo estudio. Esto denota la relacio´n no lineal entre el FA y el EAR tal
como se mostro´ previamente en la Figura 8.5.
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En segundo lugar se evaluo´ la reconstruccio´n del autovector principal sobre los
datos reales del atlas. Tal como se menciono´ anteriormente, el a´ngulo de confianza
de 95% depende de la forma y orientacio´n del tensor de difusio´n, pudiendo ser este
u´ltimo aspecto despreciable si se utilizan esquemas de gradiente de varianza espacial
pequen˜a (ver Seccio´n 8.3.1). De este modo, los errores en la adquisicio´n de TD sobre
un volumen completo dependera´n de la distribucio´n de tensores y sus respectivas
formas. Luego, resulta factible el ca´lculo de la densidad de probabilidad (emp´ırica)
de α95 en el volumen, fα95(α95), la cual permite cuantificar la incidencia del ruido
en la mı´nima desviacio´n esta´ndar del estimador del a´ngulo del autovector principal
en funcio´n del nu´mero de gradientes de campo y bobinas adquisidoras utilizadas.
En la Figura 8.10 se muestra fα95(α95) considerando L = 1 y N variable (a.),
y N = 30 y L variable (b.). Para ello so´lo se tuvieron en cuenta los tensores con
FA mayor a 0,2, dado que son los u´nicos de intere´s en estudios de reconstruccio´n de
tractos fibrilares (Taoka et al., 2009). Se vislumbran claramente las mejoras en la
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Figura 8.10: fα95(α95) considerando L = 1 y N variable (a.) y N = 30 y L variable (b.).
estimacio´n del autovector principal a medida que aumenta el nu´mero de gradientes
y, especialmente, el de bobinas adquisidoras.
En base al ca´lculo de fα95(α95) es posible determinar el l´ımite de 95% de proba-
bilidad de α95 sobre el total de voxels de intere´s en el volumen. Este l´ımite, definido
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como
β95 :
∫ β95
0
fα95(α95)dα95 = 0,95 ,
permite afirmar que el 95% de los autovectores del volumen bajo estudio pueden
estimarse con un valor de α95 menor a β95. Dado que fα95(α95) es funcio´n de L
y N , el ca´lculo de β95 permite evaluar la necesidad de la incorporacio´n de bobinas
adquisidoras y/o gradientes de campo de acuerdo al error que se pretenda del estudio.
En la Figura 8.11 se muestra β95 en funcio´n del nu´mero de gradientes de cam-
po considerando 1, 4, 8, 12 y 16 bobinas adquisidoras, diferenciadas con distintos
marcadores. Resulta evidente que las cotas teo´ricas en este caso se ven sumamente
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Figura 8.11: β95 en funcio´n del nu´mero de gradientes de campo considerando 1, 4, 8, 12 y 16
bobinas adquisidoras, diferenciadas con distintos marcadores.
disminuidas tanto con la incorporacio´n de bobinas como con el aumento de gradien-
tes del esquema. Esto puede evidenciarse, por ejemplo, en el hecho de que β95 es
menor en el caso de considerar N = 10 y L = 8 que utilizando un esquema de 80
gradientes pero una sola bobina adquisidora. Estos resultados avalan la posibilidad
de considerar mayor nu´mero de bobinas adquisidoras con la finalidad de reducir el
nu´mero de gradientes y, de este modo, el tiempo de adquisicio´n, sin sacrificar en
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ninguna proporcio´n los resultados de la estimacio´n del autovector principal.
Resultados sobre un corte axial
Finalmente, se muestran resultados sobre un corte axial (Z = 90 en las coor-
denadas esta´ndar de MNI). Esto permite evaluar espacialmente las ventajas en la
consideracio´n de sistemas de mu´ltiples bobinas adquisidoras y mayor nu´mero de
gradientes de campo. Para ello se consideraron so´lo tensores con FA ≥ 0,1. El fondo
de las ima´genes corresponde al mismo corte de la resonancia T2 provista por el atlas.
En la Figura 8.12 se ensen˜an los coeficientes eRA (izquierda), eFA (centro) y
eEAR (derecha) considerando N = 6 (arriba) y N = 40 (abajo). Puede verse que los
Figura 8.12: Corte axial Z = 90 mostrando eRA (izquierda), eFA (centro) y eEAR (derecha) con-
siderando N = 6 (arriba) y N = 40 (abajo).
coeficientes de variacio´n son sensibles a la regio´n del cerebro bajo ana´lisis pues, como
se mostro´ en anteriormente, dichos coeficientes dependen de la forma del tensor. Para
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realizar un ana´lisis ma´s completo de la situacio´n en la Figura 8.13 se muestran los
coeficientes Cl, Ce y Cd definidos por (Westin et al., 1997)
Cl =
λ1 − λ2
λ1 + λ2 + λ3
, Ce =
3λ3
λ1 + λ2 + λ3
, Cd =
2(λ2 − λ3)
λ1 + λ2 + λ3
,
los cuales permiten diferenciar tensores tipo fibra (alto Cl), esfera (alto Ce) y dis-
co (alto Cd) entre s´ı.
Figura 8.13: Corte axial Z = 90 mostrando Cl (izquierda), Ce (centro) y Cd (derecha).
A partir de ello resulta sencillo observar, mediante una comparacio´n directa entre
ambas figuras, que los coeficientes de variacio´n correspondientes a los tres para´me-
tros son mayores en zonas de Ce relativamente alto, sobre todo en las inmediaciones
de los ventr´ıculos y en la interfaz entre materia blanca y gris. Lo mismo ocurre en
zonas de tensores de tipo disco, aunque en menor proporcio´n. Asimismo, de la Figu-
ra 8.12 se desprende que la estimacio´n del EAR resulta recomendable en regiones de
alto Cl, pero no as´ı en regiones de predominancia de tensores del tipo disco y, sobre
todo, esfe´ricos. Esto permite reafirmar la idea desarrollada anteriormente, mediante
la que el EAR resulta un para´metro recomendable para utilizar como umbral en
estudios de tractograf´ıa, obteniendo menor coeficiente de variacio´n en zonas fibrosas
en comparacio´n al RA y el FA. Cabe destacar que, tal como se encontro´ en la sub-
seccio´n anterior, la utilizacio´n de L bobinas receptoras permitira´ obtener coeficientes
de variacio´n
√
L veces ma´s pequen˜os.
Del mismo modo se calculo´ eECM considerando N=6, 20 y 50, y sus resultados se
muestran en la Figura 8.14. En este caso puede verse que el coeficiente de variacio´n
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Figura 8.14: Corte axial Z = 90 mostrando eECM y considerando N = 6 (izquierda), N = 20 (cen-
tro) y N = 50 (derecha).
es ma´s homoge´neo que en el caso de los coeficientes escalares, tal como se mostro´ en
la Figura 8.4a.
Finalmente se calculo´ α95 considerando N = 6, 20 y 50 y una bobina adquisidora,
mostrando los resultados en la Figura 8.15. Se observa que el a´ngulo de confianza
Figura 8.15: Corte axial Z = 90 mostrando α95 y considerando N = 6 (izquierda), N = 20 (centro)
y N = 50 (derecha).
de 95% del ma´ximo autovector disminuye notablemente al aumentar el nu´mero de
gradientes de campo utilizados, sobre todo en regiones en donde Cl es alto (las
cuales, en definitiva, sera´n las de intere´s para estudios de tractograf´ıa). En este caso
tambie´n se cumple la reduccio´n del a´ngulo en
√
L veces al considerar L bobinas
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receptoras, aunque dicha relacio´n es va´lida so´lo para tensores que no sean ni discos
ni esferas (ver Figura 8.4b.). La relacio´n entre el nu´mero de bobinas y α95 es menor
a medida que aumentan Ce y, sobre todo, Cd, por lo que se debe tener especial
cuidado en estos casos.
8.4. Discusio´n y Conclusiones
En el presente cap´ıtulo se estudio´ la influencia del ruido en la estimacio´n del TD y
factores derivados de e´ste. Con la finalidad de contemplar la totalidad de las variables
de intere´s se presento´ un modelo de sen˜al de RM-TD que permitio´ considerar la
incorporacio´n del nu´mero de bobinas receptoras y su repercusio´n en la posterior
estimacio´n. Una vez caracterizada la sen˜al se propuso la utilizacio´n de la CRB como
entorno de ana´lisis para cuantificar los desempen˜os o´ptimos en la estimacio´n del
tensor en funcio´n de para´metros de intere´s, como lo son el nu´mero de gradientes de
campo, la cantidad de bobinas adquisidoras utilizadas, la forma de los tensores y la
SNR.
El entorno aqu´ı planteado difiere de los comu´nmente propuestos en la literatu-
ra con el fin de caracterizar el error en la estimacio´n; del me´todo de propagacio´n
de errores (considerado en Poonawalla y Zhou (2004); Chang et al. (2007); Hasan
(2007); Koay et al. (2007)) en la incorporacio´n de informacio´n sobre la distribucio´n
del ruido de fondo, y del me´todo no parame´trico de bootstrap (estudiado en Jones
(2003); Pajevic y Basser (2003); Hasan et al. (2004); O’Gorman y Jones (2006)) en
la simplicidad de su realizacio´n (sin ser para ello necesarias mu´ltiples mediciones)
y obtencio´n de fo´rmulas parame´tricas que permiten un adecuado ana´lisis teo´rico.
Sin embargo, su mayor fortaleza reside en el estudio de la influencia de los errores
independientemente del algoritmo de estimacio´n utilizado, resultando en cotas de
desempen˜o o´ptimo va´lidas para cualquier me´todo de estimacio´n insesgado.
En primer lugar se aplicaron los resultados en el ana´lisis comparativo entre di-
versos esquemas de gradientes propuestos en la bibliograf´ıa. Basados en el mı´nimo
ECM y el mı´nimo a´ngulo de concentracio´n de 95% se concluyo´ que los esquemas
propuestos por Jones et al. (1999) y Koay et al. (2011) ofrecen tanto menor error en
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la reconstruccio´n como tambie´n menor varianza espacial, resultando ser los aqu´ı re-
comendados. Estas conclusiones concuerdan con trabajos existentes (Jones, 2004;
Stirnberg et al., 2009; Mang et al., 2009), en donde el esquema planteado por Jones
et al. (1999) resulta ser sugerido. Asimismo, el notable desempen˜o encontrado al
utilizar el esquema de Koay et al. (2011) permite validar las hipo´tesis existentes
sobre la conveniencia del uso de esquemas lo ma´s uniformemente distribuidos sobre
la superficie esfe´rica (Mukherjee et al., 2008).
Luego se presentaron resultados de la estimacio´n en funcio´n de la forma del ten-
sor. Se encontro´ que el ECM normalizado en la estimacio´n de D aumenta a medida
que el tensor toma forma de fibra. Sin embargo, el error en el mı´nimo a´ngulo de con-
fianza de 95% resulto´ ser pequen˜o para tensores de este tipo, aumentando a medida
que toma forma de disco o esfera. Esta caracterizacio´n resulta de suma utilidad,
pues permite evidenciar que el error en la estimacio´n del autovector principal no es
lineal respecto del FA, el cual es generalmente utilizado como umbral en estudios de
tractograf´ıa.
La misma metodolog´ıa se utilizo´ a fin de comparar los para´metros escalares RA,
FA y EAR utilizados con el objeto de cuantificar la anisotrop´ıa de los tensores.
Se encontro´ que el FA se puede estimar mejor que el RA considerando cualquier
forma del tensor, resultando ser el coeficiente de variacio´n de dichos para´metros
escalares inversamente proporcional a su valor. Estos resultados coinciden con los
de Papadakis et al. (1999), en donde se evalu´an so´lo tres formas de tensores. Sin
embargo, se mostro´ que el EAR obtiene au´n mejor desempen˜o que el FA en zonas
de tensores del tipo fibra, no ocurriendo lo mismo con la totalidad de los tensores
del tipo disco. Esto concuerda con trabajos previos en donde se muestra que el
EAR logra mejores desempen˜os que los ı´ndices escalares tradicionales en te´rminos
de sensibilidad (Afzali y Soltanian-Zadeh, 2010; Hayes et al., 2011), especialmente
en anormalidades profundas de la materia blanca y en la caracterizacio´n pericortical
de las estructuras de dicho tejido (Kang et al., 2010). Este hecho conlleva al estudio
del EAR como posible factor de umbral para la realizacio´n de tractograf´ıa.
Con el fin de analizar la influencia de la incorporacio´n de bobinas al sistema
receptor se estudio´ la validez de la consideracio´n de independencia de las bobinas
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respecto del ruido de fondo. Tras el ana´lisis se logro´ validar dicha aproximacio´n
para la estimacio´n de la totalidad de los para´metros escalares derivados del tensor
de difusio´n, con la excepcio´n del a´ngulo de confianza de 95%. Sin embargo, la
aproximacio´n para este u´ltimo resulto´ ser va´lida para tensores de Cl medio y alto,
por lo que pocos tensores se ver´ıan exentos a la aproximacio´n de independencia. El
resultado de mayor intere´s al respecto es la disminucio´n del coeficiente de variacio´n
de los para´metros estudiados y del a´ngulo de concentracio´n de 95% en
√
L veces en
el caso de utilizar L bobinas receptoras.
El entorno probabil´ıstico planteado en el presente trabajo permitira´ estudiar con
notable rigor cotas de desempen˜o en la reconstruccio´n fibrilar, lo cual constituye un
punto de inflexio´n en el grado de credibilidad de los me´todos existentes. A diferencia
de algunos trabajos (Anderson, 1990; Lazar y Alexander, 2003) el me´todo aqu´ı desa-
rrollado permite considerar adecuadamente la distribucio´n del ruido de adquisicio´n,
el cual puede ser muy influyente. Se plantea como trabajo futuro la consideracio´n
del a´ngulo de concentracio´n de 95% aqu´ı expuesto con el fin de analizar errores
ineludibles en la tractograf´ıa y optimizar los para´metros de adquisicio´n con el fin de
reducir los errores a su mı´nima expresio´n.
Debe notarse que en el estudio realizado se considero´ un modelo de tensor simple,
el cual es por lejos el ma´s utilizado, pero no el que mejor puede representar la
situacio´n. Extensiones al uso de modelos de tensores duales (Maier et al., 2001,
2004) o ma´s complejos au´n (como ser el modelo CHARMED propuesto en Assaf y
Basser (2005)) resultan evidentes. E´stos, junto con el ana´lisis de la influencia de la
incorporacio´n de la sensibilidad de las bobinas receptoras, sera´n objeto de futuros
estudios. Cabe destacar que el presente ana´lisis puede aplicarse a nuevas te´cnicas
basadas en mediciones de RM, como las ima´genes de difusio´n de curtosis (DKI), que
permite describir el comportamiento no Gaussiano de la difusio´n en tejidos (Poot
et al., 2010).
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Cap´ıtulo 9
Conclusiones
En esta tesis se presentaron distintos aportes relacionados con la electro y mag-
netoencefalograf´ıa, referidos tanto al problema directo como al problema inverso.
Asimismo, se presentaron contribuciones en el campo de la resonancia magne´tica
por tensor de difusio´n y la caracterizacio´n de los errores en su estimacio´n.
Se desarrollo´ el me´todo de los elementos finitos utilizando funciones de base linea-
les para la resolucio´n del problema directo en E/MEG. Se mostraron sus ventajas
tanto frente a otros me´todos de resolucio´n, como frente a formulaciones diferen-
tes del mismo me´todo. La simplicidad en su implementacio´n y la versatilidad que
provee respecto a la adaptabilidad del modelo permitio´ su aplicacio´n en diferentes
problemas ligados a E/MEG.
Se analizo´ la influencia del modelo utilizado en estudios en donde no se posee
informacio´n suficiente para realizar modelos individuales. Para ello se desarrollo´ un
modelo realista basado en atlas disponibles, comparando los resultados con el muy
utilizado modelo esfe´rico de tres capas. Utilizando sen˜ales reales de potenciales evo-
cados se mostro´ que la adecuada seleccio´n del modelo puede resultar determinante
en la localizacio´n de la fuente de actividad cerebral.
Se estudio´ el efecto de la adecuada consideracio´n del modelo en estudios si-
multa´neos de ECoG y E/MEG. Los resultados permitieron concluir en la influencia
determinante de la grilla no conductora en dichos estudios, principalmente en EEG.
Asimismo, se mostraron las ventajas de MEG frente a EEG en dichas circunstancias.
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Se analizo´ el efecto de las variaciones de pequen˜a amplitud en el posicionamiento
de los electrodos de EEG, mediante un estudio de perturbaciones de primer orden a la
solucio´n del problema directo. Dichas variaciones de pequen˜a amplitud representan
errores en la adquisicio´n de la posicio´n propios de los sistemas utilizados a tal fin.
Los resultados mostraron que el error que causan las perturbaciones a la posicio´n de
los sensores en el problema inverso es, para los para´metros de posicio´n de la fuente,
del mismo orden que el ruido electro´nico, resultando ser de segundo orden frente a
fuentes de ruido tales como la actividad cerebral de fondo.
Se desarrollo´ un me´todo de estimacio´n sesgada por constriccio´n de la matriz
de covarianza espacio-temporal del ruido de fondo en EEG para situaciones en las
que el nu´mero de realizaciones disponibles es escaso. Se mostraron las ventajas
teo´rico-pra´cticas en el conocimiento a priori de los modelos existentes de dichas
matrices, permitiendo lograr mejor desempen˜o que los estimadores generalmente
utilizados. Dichas ventajas se mostraron sobre datos sinte´ticos y reales, manifestando
la factibilidad y conveniencia del me´todo.
Se estudio´ el desempen˜o de los estimadores por constriccio´n de la matriz de
covarianza de la actividad cerebral de fondo en la resolucio´n del problema inverso
en EEG utilizando beamforming. Se adapto´ un me´todo existente a mediciones de
modo activo solamente, reduciendo las limitaciones que presenta su implementacio´n.
Se mostraron ventajas de los modelos de actividad cerebral disponibles, permitiendo
la adecuada estimacio´n a partir del conocimiento de contadas realizaciones de sen˜al,
propio de estudios relacionados a epilepsia.
Por u´ltimo se analizo´ el error cometido en la adquisicio´n de sen˜ales de RM-TD.
Utilizando un marco teo´rico adecuado se obtuvieron expresiones que permitieron
establecer los l´ımites en el desempen˜o esperado considerando sistemas de una y
mu´ltiples bobinas adquisidoras. Estos u´ltimos mostraron grandes ventajas en la
estimacio´n del mapa tensorial de difusio´n, pudiendo resultar determinante en la
adecuada reconstruccio´n fibrilar del cerebro.
Existen muchas l´ıneas de investigacio´n que pueden continuarse ma´s alla´ de los
resultados mostrados en esta tesis, as´ı como resultados parciales que requieren mayor
confirmacio´n teo´rica y experimental.
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En relacio´n a los modelos de cabeza y la influencia de los dispositivos de me-
dicio´n intracraneales en E/MEG surgen varias l´ıneas de trabajo. En principio, el
me´todo propuesto y las conclusiones a las cuales se arribaron impulsan hacia la
planificacio´n adecuada de un ana´lisis teo´rico-experimental que permita establecer
el grado de lesio´n visible con E/MEG tradicional, estableciendo los l´ımites de las
te´cnicas no invasivas. Asimismo, el me´todo desarrollado puede aplicarse en el disen˜o
de instrumentos de medicio´n invasivos igual de efectivos que permitan una adecuada
complementariedad con estudios simulta´neos de E/MEG, tal como podr´ıa ser una
grilla de ECoG con huecos entre los electrodos.
Dado que el modelo dipolar presenta mu´ltiples limitaciones, se plantea la adapta-
cio´n del me´todo de resolucio´n propuesto utilizando modelos de fuentes de actividad
cerebral volume´tricamente distribuidas. Se espera que e´stas permitan una mejor
representacio´n de la fuente de actividad, conllevando a resultados ma´s realistas.
Respecto de los estimadores por constriccio´n de la matriz de covarianza, y tal co-
mo se expresara oportunamente, resulta deseable la adaptacio´n de los mismos frente
a variaciones de la actividad cerebral de fondo en sus distintas bandas de frecuencia.
Esto implicar´ıa un ana´lisis de la validez de los modelos existentes y su adaptabili-
dad a dichas fluctuaciones temporales. Asimismo, resta la utilizacio´n y aplicacio´n
del me´todo de beamforming por constriccio´n utilizando sen˜ales de E/MEG reales.
Finalmente, y en relacio´n al estudio de la estimacio´n del mapa tensorial de di-
fusio´n cerebral, existen muchas l´ıneas de trabajo futuro. En principio, se propone
el uso de la te´cnica desarrollada con el fin de obtener cotas en el desempen˜o de la
reconstruccio´n de tractos fibrilares. Esto permitira´ establecer l´ımites teo´ricos sobre
los me´todos existentes y evaluar las ventajas propias de los sistemas de adquisicio´n
de mu´ltiples bobinas. Asimismo, los resultados presentados en dicha materia permi-
ten calcular cotas en la estimacio´n del tensor de conductividad ele´ctrica, los cuales
pueden ser utilizados en pos de evaluar su consecuente aplicacio´n en la resolucio´n
del problema directo en E/MEG y los errores que involucra.
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Ape´ndice A
Deduccio´n de algunas fo´rmulas del
Cap´ıtulo 2
A.1. Demostracio´n del Teorema 2.3.1
Sea Jp cuadrado integrable. Aplicando el valor absoluto a la forma lineal en
cuestio´n se tiene
|L(v)| =
∣∣∣∣∫
Ω
v(r)∇ · Jp(r)dΩ
∣∣∣∣ ≤ ∫
Ω
|v(r)∇ · Jp(r)| dΩ = ‖v(r)∇ · Jp(r)‖L1(Ω) .
Utilizando la desigualdad de Ho¨lder
‖v(r)∇ · Jp‖L1(Ω) ≤ ‖v(r)‖L2(Ω) ‖∇ · Jp(r)‖L2(Ω) ≤ ‖∇ · Jp(r)‖L2(Ω) ‖v(r)‖H1(Ω) ,
por lo que se demuestra que la forma lineal dada es continua con Λ = ‖∇ · Jp(r)‖L2(Ω).
A.2. Demostracio´n de la expresio´n (2.30)
Considerando la expresio´n (2.24) que denota la proyeccio´n del campo magne´tico
secundario en un punto rj y en la direccio´n nˇl, y reemplazando u(r) por su versio´n
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discretizada uh(r) definido en la Seccio´n 2.3.3 se tiene
Bs(rj) · nˇl = µ0
4pi
∫
Ω
σ(r′)∇uh(r
′) · γl(rj, r′)dr′
=
µ0
4pi
∑
Ωe⊂Ω
(∫
Ωe
σ(r′)∇uh(r
′) · γl(rj, r′)dr′
)
=
µ0
4pi
∑
Ωe⊂Ω
(
σe
∫
Ωe
(
N∑
i=1
ηi∇ϕi(r
′)
)
· γl(rj, r′)dr′
)
=
µ0
4pi
∑
Ωe⊂Ω
(
σe
∫
Ωe
(
1
3!Ve
Deηe
)
· γ l(rj , r′)dr′
)
=
µ0
4pi
∑
Ωe⊂Ω
(
1
3!Ve
σeDeηe · ιj
)
,
en donde ιj =
∫
Ωe
γl(rj, r
′)dr′ es un vector columna de 3 elementos y ηe es un
vector de 4 elementos correspondiente al potencial ele´ctrico en los cuatro nodos del
elemento e. Sean rj , j = 1, . . . , Ns los puntos en donde se pretende calcular el campo
magne´tico, i.e. sensores de campo del equipo adquisidor de MEG. Luego, es posible
definir las matrices Ie = [ι1, · · · , ιNs ]T de Ns × 3 y Se = µ04pi3!VeIeσeDe, resultando
ϑs =
Ne∑
e=1
Seηe,
demostrando lo propuesto.
Ape´ndice B
Deduccio´n de algunas fo´rmulas del
Cap´ıtulo 3
B.1. Breve resen˜a sobre sLORETA
Como se vio en el Cap´ıtulo 2, la solucio´n del problema directo en EEG conside-
rando Ne electrodos y Nv fuentes dipolares distribuidas en la corteza vendra´ dada
por
φ =Kj,
en donde φ es el vector de los potenciales ele´ctricos medidos, j es el vector de
3Nv elementos correspondientes a la densidad de corriente primaria definido por
j = (jT1 , j
T
2 , . . . , j
T
Nv)
T , con jl vector de 3 elementos correspondientes a la l-e´sima
fuente de corriente, y K es la matriz de lead-field, de dimensio´n Ne × 3Nv.
La solucio´n buscada por el me´todo de sLORETA resultara´ de resolver
ĵ = mı´n
j
{‖φ−Kj‖2 + α ‖j‖2} , (B.1)
en donde α > 0 es el para´metro de regularizacio´n de Tikhonov (Tikhonov y Arsenin,
1977) que permite restringir la norma de ĵ. Se muestra (Pascual-Marqui, 2002) que
la solucio´n de (B.1) es
ĵ = Tφ, (B.2)
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en donde T =KT
[
KKT + αH
]+
, H = I − 11T/1T1 es el operador de referencia
promedio, I es la matriz identidad de dimensio´n Ne, 1 es el vector de Ne elementos
lleno de unos, y el super´ındice + denota a la pseudo-inversa de Moore-Penrose.
Si se asumen fuentes independientes entre s´ı (Sj = I3Nv) y respecto al ruido de
las mediciones (de covarianza Snoiseφ = αH), la matriz de covarianza del potencial
ele´ctrico medido vendra´ dada por (Michel et al., 2009)
Sφ =KSjK
T + Snoiseφ =KK
T + αH.
Luego, utilizando (B.2), la varianza de la densidad de corriente estimada sera´
S
ĵ
= TSφT =K
T
[
KKT + αH
]+
K.
Finalmente, para inferir la ubicacio´n de las fuentes corticales, el SCDP en el l-e´simo
nodo de intere´s (sobre la corteza) se obtiene mediante el ca´lculo de
ĵ
T
l
{[
S
ĵ
]
l
}−1
ĵl,
en donde
[
S
ĵ
]
l
es la matriz de de covarianza de 3×3 correspondiente a la densidad
de corriente estimada en la l-e´sima ubicacio´n. No´tese que, bajo las suposiciones
realizadas,
[
S
ĵ
]
l
depende de K y H , o lo que es igual, del modelo de cabeza y
disposicio´n de los electrodos.
Ape´ndice C
Deduccio´n de algunas fo´rmulas del
Cap´ıtulo 5
C.1. Gradiente de potencial
En este ape´ndice se muestran las expresiones de las derivadas ∂ΦF/∂θ y ∂f/∂θ
mencionadas en la Seccio´n 5.4. Si se considera una u´nica fuente dipolar ubicada
en p con momento dipolar q, el vector de para´metros sera´ el vector de seis ele-
mentos θ = [pT , qT ]T . Sea xai , i = 1 . . . , N el conjunto de puntos del espacio en
donde las derivadas son evaluadas, i.e. cada uno de los N puntos del mallado corres-
pondiente a la superficie interior. Luego, la i-e´sima fila de ∂ΦF/∂θ vendra´ dada por
∂ΦF (x
a
i )/∂θ = [∇
T
pΦF (x
a
i ),∇
T
qΦF (x
a
i )]. Dado que ΦF (x
a
i ) = (q ·ri)/4pir2i (Sarvas,
1987) es simple obtener
∇pΦF (x
a
i ) =
1
4pir3i
(3(q · ri)ri − q) ,
∇qΦF (x
a
i ) =
1
4pir2i
ri,
en donde ri = |xai − p| y ri = (xai − p)/|xai − p|.
Por otro lado, conside´rese la matriz ∂f/∂θ de dimensio´n 2N × 6, cuya i-e´sima
fila viene dada por [∇Tpfi,∇
T
qfi], con f = {fi}i definido en (C.4). Como se muestra
en el Ape´ndice C.2, existe una relacio´n lineal entre fi y JFi. En von Ellenrieder et al.
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(2005a) se muestra que
JFi =
1
4pir3i
[q − 3(q · ri)ri] .
Luego,
∇pfi =
3
4pir4i
[ri(t
γ
i · q)− ri(q · ri)(tγi · ri) + q(tγi · ri)
+ q(tγi · ri) + (q · ri)tγi ] ,
∇qfi =
1
4pir3i
[tγi − 3(tγi · ri)ri] ,
en donde γ = a si i = 1, · · · , N y γ = b si i = N + 1, · · · , 2N , y ri = ri−N si
i = N + 1, · · · , 2N .
C.2. Problema directo del gradiente
En este ape´ndice se muestra la formulacio´n del problema directo del gradiente
definida en (5.11). En principio es necesario encontrar una expresio´n para ∇Φ(S).
De von Ellenrieder et al. (2005a) se sabe que el gradiente del potencial ele´ctrico en
un punto si del mallado S de Ω esta´ dado por
∇ϕ(si) =
1
σM
(n(si)×K(si)) , (C.1)
en donde σM es la conductividad ele´ctrica de la capa exterior (cuero cabelludo),
n(si) es el vector unitario normal a Ω en si, y K(si) = [k
a
i , k
b
i ] es la densidad
de corriente equivalente en el sistema de coordenadas locales {tai , tbi}. Se muestra
fa´cilmente que, siendo (wi, zi, 0) las coordenadas de si en el sistema de coordenadas
locales, y basados en (C.1), el gradiente del potencial en dicho punto viene dado por
∇ϕ(si) =
 ∂ϕ(χ)∂wi
∣∣∣
si
∂ϕ(χ)
∂zi
∣∣∣
si
 = 1
σM
[
−kbi
kai
]
, (C.2)
en donde la componente normal no se presenta por ser siempre cero. Reemplazan-
do (C.2) en ∇Φ(S) lleva a
∇Φ(S) =
1
σM
[
−kb1 . . . −kbN
ka1 . . . k
a
N
]T
. (C.3)
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Basado en las definiciones originales descriptas en von Ellenrieder et al. (2005a) se
definen la matriz G∆ y el vector f como
G∆ =
[
GD −GC
−GB GA
]
,
f = [ta1 · JF1, . . . , taN · JFN , tb1 · JF1, . . . , tbN · JFN ]T , (C.4)
en donde JFi es el efecto de la fuente dipolar en coordenadas locales sobre el i-e´simo
elemento y, a su vez, es el u´nico te´rmino dependiente de los para´metros de la fuente.
La matriz G∆ so´lo depende de la geometr´ıa del modelo, y se encuentra definida por
GAij = t
b
i · (~Ωij ·taj nj − Ωij tbj),
GBij = t
b
i · (~Ωij ·tbj nj + Ωij taj ),
GCij = −tai · (~Ωij ·taj nj − Ωij tbj),
GDij = −tai · (~Ωij·tbj nj + Ωij taj ),
en donde
Ωij =
1
4pi
∫
4j
∇
(
1
ri
)
·nj dsj,
~Ωij =
1
4pi
∫
4j
∇
(
1
ri
)
×nj dsj,
siendo 4j el j-e´simo tria´ngulo del mallado. Luego, se llega a un sistema lineal cuya
solucio´n se encuentra dada por[
−kb
ka
]
= −(ΛK −G∆)−1f , (C.5)
con ka = [ka1 , . . . , k
a
N ]
T y kb = [kb1, . . . , k
b
N ]
T . Reemplazando (C.5) en (C.3), se en-
cuentra una expresio´n para vec(∇Φ(S)),
vec(∇Φ(S)) =Mf , (C.6)
en donde M = − 1
σM
(ΛK −G∆)−1.
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C.3. Deduccio´n de (5.12)
En este ape´ndice se muestra (5.12). Tal como se menciono´ en la Seccio´n 5.4, la
matriz de interpolacio´nHF (x) permite escribir a la matriz de gradiente de potencial
como
∇Φ(x) =HF (x)∇Φ(S). (C.7)
Utilizando la definicio´n de D dada en la Seccio´n 5.2 y reemplaza´ndola en (C.7) se
llega a
D = diag {vec(∇Φ(x0))} = diag {vec (HF (x0)∇Φ(S))} . (C.8)
Considerando el hecho de que vec(AB) = (Ip ⊗A) vec(B) para Am×n y Bn×p, y
reemplazando (C.6) en (C.8) se obtiene
D = diag {(I2 ⊗HF (x0))vec (∇Φ(S))}
= diag {(I2 ⊗HF (x0))Mf} . (C.9)
Puede observarse que el u´nico factor de D dependiente del vector de para´metros de
la fuente θ es f . Luego, su derivada es
∂D
∂θj
= diag
{
(I2 ⊗HF (x0))M ∂f
∂θj
}
. (C.10)
Luego, se busca una expresio´n para J1. Empleando la regla de la cadena y sabiendo
que el u´nico te´rmino de CΦ que depende de la fuente es D, se obtiene
∂CΦ
∂θj
= E
∂ (DCxD)
∂θj
ET = E
(
∂D
∂θj
CxD +DCx
∂D
∂θj
)
ET , (C.11)
en donde se utilizo´ el hecho de que D es diagonal. Si se asume independencia entre
las posiciones de los sensores, de la Seccio´n 5.2 se tiene Cx = σ
2I2NS . Reemplazando
las ecuaciones (C.9) y (C.10) en (C.11) se llega a
∂CΦ
∂θj
= 2σ2E diag {vec(∇Φ(x0))} diag
{
vec
(
∂∇Φ(x0)
∂θj
)}
ET
= 2σ2E diag
{
vec(∇Φ(x0)) ◦ vec
(
∂∇Φ(x0)
∂θj
)}
ET
= 2σ2E diag
{[
(I2 ⊗H0F )Mf
] ◦ [(I2 ⊗H0F )M ∂f∂θj
]}
ET ,
en donde H0F =HF (x0).
Ape´ndice D
Deduccio´n de algunas fo´rmulas del
Cap´ıtulo 6
D.1. Demostracio´n del teorema 6.3.1
En principio se debe mostrar que E{‖Ω̂S −Ω‖2F} ≤ E{‖SΩ −Ω‖2F}. Aplicando
sucesivamente la propiedad de la norma Frobenius ‖A +B‖2F = ‖A‖2F + ‖B‖2F +
2tr{ABT} para A y B matrices cuadradas (Horn y Johnson, 1985), y utilizando
definiciones previas, se llega a
E{‖Ω̂S −Ω‖2F} = E{‖SΩ −Ω‖2F} − (αoΩ)2 E{‖T Ω − SΩ‖2F}, (D.1)
la cual es menor o igual a E{‖SΩ − Ω‖2F}. Debe notarse que la igualdad se da en
caso de que αoΩ = 0 se cumpla, y que valores de α
o
Ω mayores implicara´n mejoras del
estimador de constriccio´n respecto de los estimadores muestrales insesgados.
Luego, debe mostrarse que E{‖Ω̂S−Ω‖2F} → 0 si K →∞. Dada la primer parte
del teorema, es suficiente probar que SΩ es consistente bajo la norma Frobenius. Se
define Xkpn = Y
k
pn −Mpn por comodidad en la notacio´n. Asimismo, sean ωij y sij,
i, j = 1, . . . , P , los elementos de las matrices Ω y SΩ, respectivamente. Resulta
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sij = 1/N(K − 1)
∑K
k=1
∑N
n=1X
k
inX
k
jn. Luego,
E{‖SΩ −Ω‖2F} =
P∑
i,j=1
E{(sij − ωij)2} =
1
K2
P∑
i,j=1
E

[
K∑
k=1
(
K
N(K − 1)
N∑
n=1
XkinX
k
jn − ωij
)]2 =
K
N2(K − 1)2
P∑
i,j=1
E

(
N∑
n=1
XkinX
k
jn
)2− 1K ‖Ω‖2F ,
en donde se utilizo´ el hecho de que las diferentes realizaciones se supusieron indepen-
dientes. Haciendo uso de la desigualdad entre las medias aritme´tica y geome´trica, y
la desigualdad de Cauchy, es fa´cil probar que
P∑
i,j=1
E

(
N∑
n=1
XkinX
k
jn
)2 ≤
P∑
i,j=1
E
{(
N∑
n=1
(Xkin)
2
)(
N∑
n=1
(Xkjn)
2
)}
≤ P
2
[
E
{
P∑
i=1
N∑
n=1
(Xkin)
2
}
+ E
{
P∑
j=1
N∑
n=1
(Xkjn)
2
}]
≤ PK21
en donde K1 es una constante independiente de K. Luego,
E{‖SΩ −Ω‖2F} ≤
PK21
N2
K
(K − 1)2 −
1
K
‖Ω‖2F ,
y el te´rmino derecho de la desigualdad tiende a cero a medida que K tiene a infinito.
Igual camino debe tomarse para la demostracio´n considerando el caso temporal.
D.2. Demostracio´n del teorema 6.3.2
Por la desigualdad de Weyl (Horn y Johnson, 1985) se sabe que si A y B son dos
matrices hermı´ticas de R×R, luego λr(A)+λm(B) ≤ λr(A+B) ≤ λr(A)+λM(B) se
cumple para r = 1, . . . , R. Reemplazando A = αΣT Σ y B = (1−αΣ)SΣ, y notando
que A +B = Σ̂S, se muestra la desigualdad (6.10). El mismo procedimiento debe
seguirse para probar (6.11).
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D.3. Obtencio´n de la cota de Crame´r-Rao
En este ape´ndice se derivan las expresiones (6.17) y (6.18). Tal como se men-
ciono´ en la Seccio´n 6.1, se considera una distribucio´n matricial Gaussiana para el
ruido de fondo. Luego, la matriz de informacio´n de Fisher se obtiene reemplazando
Υ por Σ⊗Ω en (6.16),
Jij =
1
2
tr
{
(Σ−1 ⊗Ω−1)∂(Σ⊗Ω)
∂γi
(Σ−1 ⊗Ω−1)∂(Σ⊗Ω)
∂γj
}
.
Luego, utilizando algunas propiedades ba´sicas de la traza y el producto de Kronec-
ker (Horn y Johnson, 1985), la matriz de informacio´n de Fisher toma la forma
J =
(
JA JB
JTB JC
)
,
en donde
JAij =
KP
2
tr
{
Σ−1
∂Σ
∂γσi
Σ−1
∂Σ
∂γσj
}
, (D.2)
JBij =
K
2
tr
{
Σ−1
∂Σ
∂γσi
}
tr
{
Ω−1
∂Ω
∂γωj
}
, (D.3)
JCij =
KN
2
tr
{
Ω−1
∂Ω
∂γωi
Ω−1
∂Ω
∂γωj
}
. (D.4)
Usando (6.15), y aplicando la fo´rmula de inversio´n de matrices definidas por blo-
ques (Horn y Johnson, 1985), se puede descomponer CRB(γ) en
CRB(γ) =
(
CRBσσ CRBσω
CRBωσ CRBωω
)
,
en donde CRBσσ = (JA − JBJ−1C JTB)−1 y CRBωω = (JC − JTBJ−1A JB)−1. Debe
notarse que en el caso de que so´lo JC sea invertible, el ABCD-lema (Horn y John-
son, 1985) permite escribir CRBωω = J
−1
C + J
−1
C J
T
BCRBσσJBJ
−1
C . Luego, resulta
fa´cil la descomposicio´n de (6.15) en dos desigualdades, i.e. Cov(γσ) ≥ CRBσσ y
Cov(γω) ≥ CRBωω. Dado que los elementos de la diagonal de una matriz definida
positiva son positivos, se puede mostrar que
E{‖Σ̂S −Σ‖2F} =
N∑
i,j=1
V ar
{
Σ̂ij
}
= ρTσdiag {Cov(γσ)} ≥
≥ ρTσ diag {CRBσσ} = ρTσdiag{(JA − JBJ−1C JTB)−1},
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en donde ρσ es el vector de N(N + 1)/2 × 1 cuyos elementos valen 2 a menos que
γσi = Σii, en cuyo caso valen 1. La ecuacio´n (6.18) puede probarse del mismo modo,
utilizando al vector ρω de P (P + 1)/2 × 1 cuyos elementos valen 2 a menos que
γωi = Ωii, en cuyo caso valen 1.
Finalmente, es preciso notar que el ca´lculo de (D.2), (D.3) y (D.4) puede reali-
zarse de un modo sencillo. Sean aij los elementos de la matriz invertible A y a
ij los
elementos de A−1. Luego,
tr
{
A−1
∂A
∂apq
}
=
{
2apq si p 6= q
app si p = q
y
tr
{
A−1
∂A
∂apq
A−1
∂A
∂ars
}
=

2(aqraps + apraqs) si p 6= q, r 6= s
2apraqr si p 6= q, r = s
(apr)2 si p = q, r = s
,
por lo que el ca´lculo de JA, JB y JC resulta evidente.
Ape´ndice E
Deduccio´n de algunas fo´rmulas del
Cap´ıtulo 8
E.1. Ca´lculo de J
En este ape´ndice se demuestra la expresio´n (8.4). Por definicio´n, la matriz de
informacio´n de Fisher esta´ dada por
Jij = E
{
∂2 log(L)
∂θi∂θj
}
, (E.1)
en donde L es la funcio´n de verosimilitud de las mediciones y θ = [θ1, . . . , θp] es el
vector que contiene los p para´metros a estimar. En el presente caso dichos para´metros
son los elementos deD por lo que, dada la simetr´ıa del tensor, p = 6 y los elementos
de θ son elegidos como
D =

θ1 θ4 θ5
θ4 θ2 θ6
θ5 θ6 θ3
 .
Con la finalidad de calcular log(L) se asumen N mediciones independientes e
ide´nticamente distribuidas, cada una correspondiente a un gradiente de campo apli-
cado. Luego, basados en (8.2), es posible mostrar que la funcio´n de verosimilitud
192 Deduccio´n de algunas fo´rmulas del Cap´ıtulo 8
logar´ıtmica es
log(L) =
N∑
n=1
(
log
(
A1−LTn S
L
Tn
σ2
)
+ log
(
IL−1
(
ATnkSTn
σ2
))
− S
2
Tn + A
2
Tn
2σ2
)
. (E.2)
Como se sabe, el teorema de Crame´r-Rao establece como condicio´n necesaria
la llamada condicio´n de regularidad, la cual establece que E
{
∂ log(L)
∂θi
}
= 0. Tras
algunos ca´lculos puede mostrarse que la condicio´n de regularidad es
E
{
STn
IL(β)
IL−1(β)
}
= ATn,
en donde se considero´ β = ATnSTn/σ
2 por conveniencia en la notacio´n. Basados
en (8.2), se ve claramente que esta condicio´n se cumple siempre.
El siguiente paso consiste en tomar las derivadas de (E.2) y calcular su esperanza.
Nuevamente, tras algunos ca´lculos se puede llegar a
Jij =
N∑
n=1
1
σ4
∂ATn
∂θi
∂ATn
∂θj
(
E
{
S2Tn
I2L(β)
I2L−1(β)
}
− A2Tn
)
. (E.3)
Sea ηn = An/σ la SNR de la n-e´sima medicio´n y Gη la matriz de 6×N definida
por Gη = [η1g1, · · · , ηNgN ], en donde cada gn es un vector columna de 6 elementos
dado por
gn = b [γ
2
xn, γ
2
yn, γ
2
zn, 2γxnγyn, 2γxnγzn, 2γynγzn]
T ,
y [γxn, γyn, γzn]
T es la direccio´n del n-e´simo gradiente de campo aplicado. Luego,
utilizando (E.3) y definiciones de la seccio´n 8.2.1, la matriz de informacio´n de Fisher
resulta ser
J = C2L(p) GηΥG
T
η ,
en donde Υ es una matriz diagonal con {Υ}ii = (CL(p)ηi)1−L Z(ηi, L,p)−C2L(p)η2i
y
Z(ηi, L,p) =
∫ ∞
0
x2+L exp
(
−x
2 + C2L(p)η
2
i
2
)
I2L (xCL(p)ηi)
IL−1 (xCL(p)ηi)
dx.
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E.2. Ca´lculo de las derivadas de los autovalores
respecto a θ
En este ape´ndice se muestran expresiones para los autovalores de D y sus
derivadas con respecto a θ. Esto se hace mediante la resolucio´n trigonome´trica
del polinomio cu´bico propuesta por Cardano (Smith, 1961). Sea m = 1
3
tr{D},
q = 1
2
det(D − mI3), p = 16‖D − mI3‖2F y ϕ = 13 arc cos
(
q/p3/2
)
. Luego, como
D es sime´trico, su autovalores son reales y vienen dados por (Smith, 1961)
λ1 = m+ 2
√
p cos(ϕ),
λ2 = m−√p
(
cos(ϕ) +
√
3 sin(ϕ)
)
,
λ3 = m−√p
(
cos(ϕ)−
√
3 sin(ϕ)
)
,
y sus derivadas
∂λ1
∂θi
=
∂m
∂θi
+ p−1/2
∂p
∂θi
cos(ϕ)− 2p1/2 sin(ϕ)∂ϕ
∂θi
,
∂λ2
∂θi
=
∂m
∂θi
− 1
2
p−1/2
∂p
∂θi
(
cos(ϕ) +
√
3 sin(ϕ)
)
− p1/2
(
− sin(ϕ) +
√
3 cos(ϕ)
) ∂ϕ
∂θi
,
∂λ3
∂θi
=
∂m
∂θi
− 1
2
p−1/2
∂p
∂θi
(
cos(ϕ)−
√
3 sin(ϕ)
)
+ p1/2
(
sin(ϕ) +
√
3 cos(ϕ)
) ∂ϕ
∂θi
.
Dado que
∂ϕ
∂θi
=
−1
3p (p3 − q2)1/2
(
∂q
∂θi
p− 3q
2
∂p
∂θi
)
,
las derivadas de los autovalores quedan definidas tras el ca´lculo de ∂m
∂θi
, ∂p
∂θi
y ∂q
∂θi
. Es
fa´cil mostrar
∂m
∂θi
=
13 , si i = 1, 2, 30, en caso contrario .
Tras tediosas cuentas se muestra tambie´n
∂p
∂θi
=
19(2θi − θj − θk), si i = 1, 2, 32
3
θi, si i = 4, 5, 6
,
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en donde, en el primer caso se impone i 6= j 6= k y i, j, k ∈ {1, 2, 3}. Finalmente
∂q
∂θi
=
16 [13(4θjθk − 2θjθi − 2θiθk + 2θ2i − θ2j − θ2k)− 2θ2l + θ2m + θ2n], si i = 1, 2, 3θjθk − 13θi(2θl − θm − θn), si i = 4, 5, 6 ,
en donde, en ambos casos, l = 7 − i y los ı´ndices son todos distintos entre s´ı.
Asimismo, en el primer caso se pide i, j, k ∈ {1, 2, 3} y l, m, n ∈ {4, 5, 6}, mientras
que en el segundo se pide l, m, n ∈ {1, 2, 3} y i, j, k ∈ {4, 5, 6}.
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