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En este trabajo se analiza el comportamiento de los tests de ra·ces unita-
rias cuando se utilizan los componentes ciclo-tendencia obtenidos a partir
de procedimientos de extracci·on de senales en lugar de utilizar las se-
ries originales. Adicionalmente se intenta detectar las causas nales de
los efectos perniciosos observados. Los procedimientos de extracci ·on de
se

nales analizados son el basado en modelos ARIMA y el ltro de l·neas
a·ereas modicado. Un ejercicio de simulaci ·on nos permite concluir que se
puede llegar a detectar un orden de integrabilidad superior en la frecuen-
cia cero para las series ltradas que para las series originales. La causa
principal de los resultados obtenidos se encuentra en el cumplimiento del
requisito can·onico por los ltros de los procedimientos analizados.
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1. INTRODUCCIO´N
El objetivo del presente trabajo consiste en determinar los efectos que sobre el compor-
tamiento de los tests de raı´ces unitarias tiene la utilizacio´n de los componentes ciclo-
tendencia, en vez de la serie original, obtenidos a partir de procedimientos de extraccio´n
de sen˜ales, ası´ como determinar las causas u´ltimas de los efectos perniciosos detectados
sobre los contrastes.
En concreto, en este trabajo analizaremos el funcionamiento de los contrastes Dickey-
Fuller Ampliado (ADF), Phillips-Perron (PP) y Kiatkowski, Phillips, Schmidt y Shin
(KPSS) cuando utilizamos los componentes ciclo-tendencia obtenidos a partir de los
procedimientos basados en modelos ARIMA (AMB) y el filtro de lı´neas ae´reas modifi-
cado (LAM).
La estructura del trabajo es la siguiente: en el primer apartado se describen las prin-
cipales caracterı´sticas de los filtros utilizados en los procedimientos AMB y LAM; en
el segundo apartado se realizara´ una breve revisio´n de la literatura sobre los efectos en
la inferencia econome´trica al trabajar con series filtradas; a continuacio´n se analizan
los resultados de los ejercicios de simulacio´n que se han disen˜ado para medir los efec-
tos sobre el taman˜o y potencia de los tests ADF, PP y KPSS al utilizar series filtradas
por los procedimientos LAM y AMB y, por u´ltimo, se expondra´n las conclusiones del
trabajo.
2. PROCEDIMIENTOS DE EXTRACCIO´N DE SEN˜ALES: AMB Y LAM
En este apartado describiremos de forma breve los filtros utilizados en los procedimien-
tos de extraccio´n de sen˜ales basados en modelos ARIMA (AMB) y el Filtro de Lı´neas
Ae´reas Modificado (LAM).
El primer procedimiento es el que en la actualidad tiene mayor aceptacio´n entre los
analistas de series temporales y pertenece al grupo de me´todos de extraccio´n de sen˜ales
basados en modelos. El segundo es utilizado por el Instituto Nacional de Estadı´stica
(INE) para la obtencio´n de los componentes ciclo-tendencia de los indicadores parcia-
les, a partir de los cuales se distribuyen temporalmente las principales macromagnitudes
de las o´pticas de Demanda y Oferta en la Contabilidad Nacional Trimestral (CNTR).
En el enfoque AMB, o de la forma reducida, la descomposicio´n de la serie en sus
componentes no observables se realiza a partir de la informacio´n muestral, del modelo
ARIMA estimado para la serie y de los procesos generadores de datos teo´ricos corres-
pondientes a los componentes no observables. Algunas de las principales referencias
del enfoque AMB son Box, Hillmer y Tiao (1978), Burman (1980), Hillmer y Tiao
(1982) Bell y Hillmer (1984) y Maravall y Pierce (1987).
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Se parte de que la serie a analizar sigue un modelo ARIMA Φ

L  yt  Θ

L  εt εt 
Niid  0 	 σ2ε 
 , donde L es el operador de retardos y Φ

L  y Θ

L  son los polinomios
en el operador de retardos autorregresivo y de medias mo´viles respectivamente. Se
asume que yt pueda ser representada o expresada como la agregacio´n de un conjunto
de componentes no observables yt  Tt  St  It , donde Tt , St y It se identifican con
los componentes tendencia-ciclo, estacional e irregular respectivamente. Entonces los
componentes tambie´n seguira´n modelos ARIMA, φT

L  Tt  θT







L  St  θS

L  bt bt  Niid  0 	 σ2b 
 y φI

L  It  θI

L  ct ct  Niid  0 	 σ2c 





L  y φI






L  y θI

L  son los polinomios en el operador de retardos de medias mo´viles de los
componentes tendencia-ciclo, estacional e irregular. Bell y Hillmer (1984) clasificaron
las hipo´tesis que se formulan en el enfoque AMB para poder descomponer una serie en
sus componentes no observables en ba´sicas, inofensivas y arbitrarias.
Cleveland y Tiao (1976) demostraron que cuando todos los ceros de los polinomios
φT

L  , φS

L  y φI

L  esta´n en o fuera del cı´rculo unidad, el estimador del componente
tendencial Tt que minimizan el error cuadra´tico medio se obtiene al aplicar el siguiente
filtro1 WT

L 	 F  sobre la serie original yt :
Tˆt  WT



































































donde F es el operador adelanto y S

L  y S

F  es el operador suma estacional. Este
procedimiento se dice que es o´ptimo en el sentido de que minimiza el error cuadra´tico
medio, esto es, minimiza E  Tt  Tˆt 
2 donde Tt es el componente ciclo-tendencia.
El requisito cano´nico es una de las hipo´tesis clasificadas como arbitraria por Bell y
Hillmer, que resulta necesario imponer para obtener una descomposicio´n u´nica de la
serie en sus componentes no observables. Consiste en que el pseudo-espectro del com-
ponente no observable tenga densidad espectral cero en la frecuencia pi y por tanto la
funcio´n de potencia del filtro de Wiener-Kolmogorov valga cero para la frecuencia pi
1Este ltro recibe el nombre de ltro de Wiener-Kolgomorov, porque estos autores fueron los primeros en
resolver el problema que supon·a estimar una senal en una serie estacionaria que se encuentra distorsionada
por un ruido.
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(tal y como se puede apreciar en el gra´fico 1.a y 1.b, en el que se recoge la funcio´n de
potencia del anterior filtro para dos procesos generador es de datos de lı´neas ae´reas en
trazo discontinuo).
FT  ω 
Figura 1.a. Potencia de los Filtros V  L  y Wt  L  F  θ1  0  2 y θ121  0  6.
FT  ω 
Figura 1.b. Potencia de los Filtros V  L  y Wt  L  F  θ1  0  8 y θ121  0  85.
La funcio´n de potencia o funcio´n de transferencia de un filtro FT

ω  se define para
cada frecuencia

ω  como el cociente de las funciones de densidad espectral de la serie
filtrada y la original. Recoge el efecto que tiene la aplicacio´n del filtro en las distintas
frecuencias, esto es, muestra para cada frecuencia si las oscilaciones asociadas a la
misma permanecen en la serie filtrada o sera´n eliminadas total o parcialmente.
Si el componente ciclo-tendencia tiene funcio´n de densidad espectral igual a cero en la
frecuencia pi, entonces en la estructura estoca´stica estacionaria del proceso generador de
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datos aparecera´ una raı´z unitaria en L
 
1, lo que provoca que aparezcan procesos de
medias mo´viles no invertibles. Tal y como veremos con posterioridad esto tiene efectos
sobre el funcionamiento de los tests de raı´ces unitarias.
El LAM fue propuesto inicialmente por Melis (1989 y 1990), aunque en la actuali-
dad ha sufrido algunas modificaciones. Este filtro ha sido disen˜ado para la obtencio´n
del componente ciclo-tendencia de una serie suponiendo que el proceso generador de
datos de dicha serie es el conocido como de lı´neas ae´reas es decir ARIMA(0,1,1) 






θ1L  εt , donde ∆S y ∆ son los operadores











θ1L  son los polinomios en el
operador de retardos de medias mo´viles de orden uno estacional y regular.
Este procedimiento es el resultado de aplicar dos filtros en cascada a la serie. El primero











































































es el polinomio en el operador de retardos de medias mo´viles
de orden dos del componente ciclo-tendencia.
Como se puede apreciar V

L  es muy similar al filtro WT

L 	 F  utilizado para obte-
ner el componente ciclo-tendencia a partir del procedimiento AMB. Al igual que este
u´ltimo, cumple el requisito cano´nico

α2  α2  1), por lo tanto aparece la raı´z L   1
en la parte de medias mo´viles del proceso generador de datos del componente ciclo-
tendencia.
En los gra´ficos 1.a y 1.b se recogen las representaciones gra´ficas de la potencia espectral
del filtro V

L  con para´metros θ1   0 ! 2, Θ1  0 ! 6 y θ1   0 ! 8, Θ1  0 ! 85, en lı´nea
continua respectivamente. En ambos gra´ficos se aprecia como la potencia del filtro V

L 
es sistema´ticamente mayor en todas las frecuencias excepto en la cero y las estacionales,
a la del filtro de Wiener-Kolmogorov WT

L 	 F  . Esto es, la sen˜al estimada a partir del
filtro V

L  tendra´ una mayor aportacio´n de las altas frecuencias asociadas a oscilaciones
de corto plazo. Por tanto, la sen˜al estimada incorpora informacio´n no deseada asociada
al componente irregular. Todo esto no hace ma´s que poner de manifiesto que resulta
necesaria la utilizacio´n de un segundo filtro.
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FT  ω 
Figura 2.a. Potencia del filtro AR  2  20.
FT  ω 
Figura 2.b. Potencia del filtro AR  4  16.
Esta segunda parte del filtro es la que garantiza que la sen˜al obtenida este´ completa-
mente limpia de oscilaciones estacionales. Inicialmente fue definida en la nota meto-
dolo´gica de la CNTR como un filtro autorregresivo de orden dos y potencia 1/2 en 20
meses AR










Ω1L  Ω2L2 
donde: Ω0  0 ! 07839; Ω1   1 ! 56291; Ω2  0 ! 6413006; d  3 o 4
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FT  ω 
Figura 3.a. Potencia del Filtro V  L #" AR  2  20 θ1  0  2 y θ121  0  6.
FT  ω 
Figura 3.b. Potencia del Filtro V  L $" AR  4  16 θ1  0  8 y θ121  0  85.
En la actualidad, se ha sustituido el filtro AR

2  20, por un filtro autorregresivo de orden
4 y potencia 1/2 en 16 meses AR

















donde: Ω0  0 ! 0139;Ω1 

2 ! 9885;Ω2  3 ! 4456;Ω3 





Los valores de los para´metros de ambos filtros se determinan de forma tal que la poten-
cia del filtro en la frecuencia cero sea uno y cero en la frecuencia pi en ambos filtros.
Mientras que la potencia sera´ 1/2 para la frecuencia asociada a oscilaciones de periodo
igual a 20 meses en el caso del filtro AR

2  20 (gra´fico 2.a), y en la frecuencia asociada
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a 16 meses en el caso del filtro AR

4  16 (gra´fico 2.b). En los gra´ficos 3.a y 3.b se pre-






2  20 con






4  16 con θ1   0 ! 8 y Θ1  0 ! 85 respectivamente.
En ellos se aprecia como la diferencia final de la aplicacio´n de las dos variantes del filtro
LAM se encuentra fundamentalmente en la segunda parte del filtro, dado que detentan
el efecto preponderante en el resultado final de aplicar el LAM.




L  y Ω

L ﬂ , cumple el requisito cano´nico
al igual que el filtro de Wiener-Kolmogorov WT

L 	 F  , por lo tanto aparecera´n procesos
de medias mo´viles no invertibles, lo cual repercute en la potencia y taman˜o de los tests
de raı´ces unitarias basados en autorregresiones, tal y como veremos a continuacio´n.
3. EFECTOS DEL FILTRADO SOBRE LA INFERENCIA ECONOME´TRICA
Si bien es cierto que existe una amplia literatura en torno a los diferentes procedimientos
de extraccio´n de sen˜ales para obtener los componentes no observables o las sen˜ales
relevantes (normalmente la tendencia, ciclo-tendencia o componente cı´clico) de una
serie, es mucho ma´s reducida la literatura en torno a los efectos que sobre la inferencia
econome´trica tiene la utilizacio´n de series filtradas. Entre esta u´ltima cabe destacar los
trabajos de Sims (1974), Wallis (1974), Ghysels y Perron (1993), Ericson, Hendry y
Tran (1994), Ghysels (1994) y Maravall (1996).
En los trabajos de Sims y Wallis se analizan los efectos del ajuste estacional, sobre las
relaciones de dependencia entre variables a trave´s de un modelo de retardos distribui-
dos, llegando a la conclusio´n de que los estimadores de los para´metros de intere´s no
ven alteradas sus propiedades deseables de forma sustancial siempre que las series ana-
lizadas sean filtradas mediante el mismo filtro o procedimiento, que ha de ser finito e
invariante en cuanto a su aplicacio´n sobre la variable analizada.
Por otro lado Ghysels y Perron analizaron los efectos del procedimiento X

11 y de
su aproximacio´n lineal sobre la autorregresio´n xt  ρxt % 1  εt , en la que se basan los
tests de raı´ces unitarias de Dickey-Fuller (DF), Dickey-Fuller Ampliado (ADF) (1981)
y Phillips-Perron (PP) (1988). El principal resultado de este trabajo consistı´a en que
la aproximacio´n lineal del filtro X

11 no tiene ninguna incidencia a nivel asinto´tico
sobre la estimacio´n M.C.O. de ρ bajo la hipo´tesis nula  Ho : xt  I

1 ﬂ , esto es, ante
la existencia de una raı´z unitaria en la frecuencia cero, pero bajo la hipo´tesis alternativa

Ha : xt  I

0 ﬂ , el estimador de ρ en la regresio´n auxiliar anterior es asinto´ticamente
sesgado. Por otro lado, mediante un estudio de Monte-Carlo mostraron que los tests
ADF y PP tienen una potencia muy baja, lo que provoca que bajo la Ha : xt  I

0  se
llegue a no rechazar la Ho de que la serie es I

1  . Esto es, se estarı´a determinando un
orden de integrabilidad en la frecuencia cero en la serie filtrada superior al de la serie
original.
26
En el trabajo de Ericsson, Hendry y Tran, los autores mostraron los requisitos que ha
de cumplir un filtro f  L  2 (sime´trico y finito):





fiLi  f % nL % n ﬁﬀﬂﬀﬃﬀﬃ f % 1L % 1  f0  f1L1 (ﬀﬃﬀﬂﬀ) fnLn
para que la serie filtrada y la original este´n cointegradas en la frecuencia cero con vector
de cointegracio´n igual a la unidad y por tanto tengan el mismo orden de integrabilidad.
Estas condiciones o requisitos pueden ser sintetizados en la siguiente descomposicio´n
del filtro:
f  L 

f  1 

f *  1  ∇

f * *  L  ∇2
donde:
(6) f  1 







L  y f
* *

L  son las derivadas parciales primera y segunda con respecto a L.





1  la valoracio´n de la de-
rivada parcial primera para L

1. Si todos los filtros fi  L  , que aplicados sobre las
series de un vector Xt ,+ x1t 	 x2t 	 x3t 	ﬂ!ﬃ!ﬂ!ﬂ	 xkt - para obtener el vector de series filtradas








kt - cumplen las anteriores condiciones, entonces el vector de
cointegracio´n de ambos vectores coincidira´.
A pesar de que estas condiciones son para filtros finitos y sime´tricos se puede compro-
bar que WT

L 	 F  cumple ambas condiciones, mientras que V

L  y Ω

L  u´nicamente
cumplen f  1 

1 !
En el trabajo de Ghysels (1994) se realiza una revisio´n muy completa sobre el sentido
econo´mico de la estacionalidad y los efectos de trabajar con datos estacionales origina-
les y ajustados de estacionalidad desde un punto de vista econo´mico, estadı´stico y eco-
nome´trico. Adema´s se muestra que el procedimiento o´ptimo de extraccio´n de sen˜ales
basado en modelos ARIMA (AMB) es adecuado u´nicamente desde un punto de vista
univariante, pero tiene serios inconvenientes desde un punto de vista multivariante. Para
mostrarlo plantea un modelo de decisio´n de produccio´n de expectativas racionales con
demanda exo´gena (no estacional y estacional), mediante el cual muestra como shocks
estacionales en la demanda no afectan u´nicamente a las frecuencias estacionales de la
produccio´n, sino que se propagan hacia otras frecuencias (asociadas a comportamientos
a medio y largo plazo), reproducie´ndose una situacio´n similar o equivalente cuando el
shock de demanda no es estacional. Un ejemplo de la situacio´n descrita se encuentra en
un producto de demanda con claro patro´n estacional como son los productos naviden˜os.
2Donde f / i 0 fi, para que sea sim·etrico, pudiendo ser algunos fi iguales a cero.
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En este caso los empresarios tienen dos posibilidades a la hora de producir, o bien ajus-
tan su produccio´n por completo a la demanda, lo que supondrı´a un elevado coste de
adecuacio´n de la capacidad productiva a la demanda (un supuesto poco realista), o bien
desplazar la produccio´n destinada a la demanda asociada a los picos estacionales a otras
estaciones o perı´odos. Esta u´ltima situacio´n se dara´ con menor o mayor intensidad en
funcio´n del coste asociado a la adecuacio´n de la capacidad productiva.
La conclusio´n ma´s relevante que se puede obtener de lo anteriormente comentado, es-
triba en el hecho de que la aproximacio´n AMB, al ser un enfoque univariante (como
la mayorı´a de me´todos de ajuste estacional y/o extraccio´n de sen˜ales y a pesar de ser
o´ptimo en el a´mbito univariante) supone una simplificacio´n de la realidad en la que no
se tiene en cuenta ni las interrelaciones entre las variables ni la dina´mica del sistema
econo´mico. U´nicamente el procedimiento AMB es adecuado para el modelo propuesto
por Ghysels, cuando el coste de adecuacio´n de la capacidad productiva es cero, siendo
en este caso el modelo esta´tico.
Por u´ltimo, en el trabajo de Maravall (1996) se recogen los siguientes aspectos intere-
santes desde el punto de vista de nuestro trabajo. Primero se enumeran las limitaciones
o carencias de los procedimientos ad-hoc, empiricistas o basados en filtros fijos, que se
derivan de no incorporar la informacio´n sobre el proceso generador de datos de la serie
al proceso de filtrado. Estos pueden quedar resumidos en:
a) Existe la posibilidad de obtener estimaciones espu´reas de los componentes no ob-
servables.
b) Se desconocen las propiedades de los estimadores y/o estimaciones. Por lo tanto no
se puede realizar inferencia, ni obtener medidas de la precisio´n y/o fiabilidad de las
estimaciones de los componentes no observables.
En segundo lugar, y tal y como se ha comentado en la seccio´n anterior, cualquier pro-
cedimiento que cumpla el requisito cano´nico provocara´ que las estimaciones de los
componentes no observables tengan la raı´z unitaria L


1, de forma tal que presentara´
un proceso de medias mo´viles no invertible en la representacio´n ARIMA del proceso
generador de datos. Por lo tanto las series filtradas no tendra´n una representacio´n auto-
rregresiva convergente y la estimacio´n de autorregresiones o de modelos vectoriales
autorregresivos (VAR), no es adecuada en este tipo de series. Adicionalmente Schwert
(1989) mostro´ mediante un experimento de Monte-Carlo como en presencia de procesos
de medias no invertibles o cercanos a la no invertibilidad, los tests ADF y PP presenta-
ban serias e importantes limitaciones, dado que presentan importantes distorsiones en
cuanto a la potencia y taman˜o de los mismos.
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4. EVIDENCIA MEDIANTE EJERCICIOS DE SIMULACIO´N
En el presente apartado mostraremos los resultados obtenidos en el ejercicio de simu-
lacio´n disen˜ado para cuantificar los efectos que sobre los tests de raı´ces unitarias tiene
el trabajar con los componentes ciclo-tendencia estimados (a partir de las series origi-
nales) mediante procedimientos de extraccio´n de sen˜ales. En concreto, analizaremos
los efectos cuando se utilizan procedimientos basados en modelos ARIMA y el pro-
cedimiento de extraccio´n de sen˜ales utilizado por el I.N.E. para la elaboracio´n de la
Contabilidad Nacional Trimestral, es decir, el filtro L.A.M.
A continuacio´n describiremos las caracterı´sticas del ejercicio de simulacio´n y poste-
riormente sera´n presentados y analizados los resultados alcanzados. El disen˜o del ex-
perimento es similar a los realizados por Ghysels y Perron (1993), Ghysels (1990) y
Schwert (1989).
El ejercicio de simulacio´n ha sido desarrollado para medir la potencia y taman˜o de
los tests de integrabilidad de Dickey-Fuller Ampliado (ADF), Phillips y Perron (PP) y
Kwiatkowski, Phillips, Schmidt y Shin (KPSS3). La potencia y taman˜o de los anteriores
tests ha sido medida tanto para el caso del filtro LAM, como para el caso del me´todo
basado en modelos ARIMA.
El ejercicio de simulacio´n se ha realizado en el procedimiento IML del paquete es-
tadı´stico SAS y es el resultado de haber aplicado el filtro L.A.M. o el filtro WT

L 	 F 
sobre un conjunto de series cuyos procesos generadores se han obtenido a partir del
siguiente modelo:



















0 y 2 β

0 y 0 ! 5
Teniendo en cuenta que valores por encima de 0.5 del para´metro asociado al proceso de
medias mo´viles de orden 1, como se muestra en Schwert (1989), afectan a la potencia
y taman˜o de los tests ADF y PP, hemos optado por no introducir valores superiores en
valor absoluto a 0.5 en este tipo de procesos. En concreto hemos utilizado las combi-
naciones recogidas en la tabla 14
3Este contraste ha sido introducido en el estudio debido a que la H0 es la de estacionariedad en varianza
de la serie analizada, lo que permitir·a corroborar los resultados obtenidos bajo la perspectiva contraria. Otros
contrastes de estacionariedad han sido propuestos por Nabeya y Tanaka (1988), Leybourne y McCabe (1994),
Saikkonen y Luukkonen (1993), Choi (1994) entre otros, pero el contraste KPSS adem·as de estar entre los
m·as sencillos es el que m·as se ha aplicado en los trabajos emp·ricos.
4Los procesos generadores de datos especicados en las tablas tienen la caracter·stica com·un de admitir la
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Tabla 1


























u´nicamente con parte estoca´stica, con deriva y con tendencia y deriva determinista. Para
los modelos anteriores hemos trabajado con los taman˜os muestrales 100, 125, 150, 175,
200, 250, 275 y 300, aunque por motivos de espacio so´lo presentamos los resultados
para los taman˜os muestrales de 100, 200 y 300 observaciones. El nu´mero de re´plicas
utilizadas para cada modelo ha sido de 10.000.
Para el caso del filtro L.A.M., y a pesar de que consta de dos partes, hemos optado
por evaluar los efectos que tiene el filtro completo, dado que en un trabajo previo de
Barrio et al (1996), se observo´ como los efectos derivados de la aplicacio´n de la pri-
mera parte del filtro de funcio´n de transferencia V

L  sobre los tests ADF y PP, aunque
relativamente importantes, representaban una parte poco relevante del efecto del filtro
completo.
Para suplir el coste informativo de los filtros utilizados en los procedimientos analizados
(que de otra forma habrı´a que cubrirse con predicciones), hemos optado por generar las
series con 200 observaciones adicionales al principio de la muestra para el caso del
filtro LAM5 y otras 200 observaciones al principio y al final de la muestra para el caso
del procedimiento basado en modelos ARIMA, esto es, el caso en el que utiliza el filtro
de Wiener-Kolmogorov WT

L 	 F  6. Por otro lado, el hecho de generar observaciones
adicionales al principio de la muestra permite evitar posibles influencias de la «semilla»
utilizada para generar los nu´meros aleatorios y evitar la posibilidad de que los tests se
vean afectados por los efectos del filtro en los extremos de la muestra.
descomposici·on en componentes no observables en el procedimiento AMB. El n·umero de modelos se reduce
en esta versi·on del trabajo a 5 por motivos de espacio. Si bien en Barrio, Sur y Surinach (1997) el n·umero de
modelos presentado llega a 17, los presentados aqu· sintetizan las principales conclusiones obtenidas a partir
de los 17 modelos.
5Dado que el coste de este ltro se da fundamentalmente al inicio de la muestra.
6Es decir, para realizar las simulaciones para los tamanos muestrales de 100, 125, 150,175, 200, 225,
250, 275 y 300 hemos generado 300, 325, 350, 375, 400, 425, 450, 475 y 500 observaciones respectivamente
para el caso del ltro LAM y 500, 525, 550, 575, 600, 625, 650, 675 y 700 observaciones para el caso del
procedimiento AMB.
30
Como puede apreciarse los modelos del 1 al 3 presentados en la tabla 1 son series o
procesos estacionarios, por lo que nos encontraremos bajo la hipo´tesis alternativa de
los contrastes ADF y PP, es decir, estaremos midiendo la potencia; en cambio, para el
contraste KPSS estaremos bajo la hipo´tesis nula, por lo que en estos casos estaremos
midiendo el taman˜o del test.
En cambio, los modelos del 4 y 5 de la tabla 1 son procesos integrados, por lo que nos
encontraremos bajo la hipo´tesis nula de los contrastes ADF y PP, es decir, estaremos
midiendo el taman˜o de los tests; y bajo la hipo´tesis alternativa del contraste KPSS
estaremos midiendo la potencia del test.
El test ADF se realiza a trave´s de la siguiente regresio´n auxiliar:
(8)




φi∇yt % i  εt

Ho  ρu  1  0 yt es I

1 
Ha  ρu  1 1 0 yt es I

0 
donde k es el nu´mero de retardos de la primera diferencia de yt utilizados para corregir
la autocorrelacio´n en la regresio´n auxiliar. Para las simulaciones, k se determina en
funcio´n del taman˜o muestral a partir de las siguientes ventanas:
















Hemos optado por utilizar este criterio que u´nicamente se basa en la longitud de la serie
para determinar k, en lugar de utilizar procedimientos de seleccio´n basados en los crite-
rios de informacio´n de Akaike (AIC) y de Schwartz (SIC) porque tal y como muestran
Ng y Perron (1995) estos criterios tienden a seleccionar valores de k demasiado pe-
quen˜os. Respecto a los procedimientos secuenciales basados en la significacio´n de los
coeficientes asociados a los retardos propuestos en Ng y Perron (1995), tambie´n han
sido descartados, porque al no tener las series filtradas una representacio´n autorregre-
siva convergente no es posible determinar un valor adecuado de k tal y como muestra
Maravall (1996). Partiendo de que no existe una solucio´n totalmente satisfactoria a la
seleccio´n del valor de k hemos optado por utilizar un criterio sencillo que nos permita
ver que´ pasa con los resultados obtenidos a medida que se incrementa k.
El test PP es una correccio´n no parame´trica del test de DF que consiste en la siguiente
expresio´n:
(10)




tρu % 1  0 ! 5T




2 4 σ2tl σˆ
2
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donde σ2u es la varianza muestral de ut , σˆ
2 es la suma residual de la regresio´n de yt % 1
con una constante y una tendencia determinista y σ2tl es una estimacio´n consistente de la
varianza cuando el te´rmino de perturbacio´n de la regresio´n auxiliar presente estructura:













t & j 5 1
ut ut % j





l se determina a partir de l4 y l12.
La hipo´tesis nula del test KPSS consiste en la estacionariedad en varianza de la serie,
mientras que bajo la hipo´tesis alternativa la serie es integrada. El test funciona de la
siguiente forma: se toman los residuos et 	 t  1 	 2 	ﬂ!ﬃ!ﬃ!9	 T del resultado de regresar la
serie yt , de la que se desea conocer su orden de integrabilidad, contra una constante y
una tendencia lineal, esto es:
(12) yt  α  βt  ut
Siendo σˆ2 la estimacio´n de la varianza de la regresio´n (la suma residual entre el nu´mero
total de observaciones T ). Definimos el proceso de suma parcial de los residuos (que





ei t  1 	 2 	ﬂ!ﬃ!ﬂ!ﬂ	 T
Quedando el estadı´stico de los multiplicadores de lagrange, que a su vez es el estadı´stico








En el caso de que quisie´ramos contrastar la hipo´tesis nula de un proceso estacionario
con deriva en vez de contrastar la tendencia estacionaria (Trend Stationary TS), se uti-
lizarı´an los residuos et obtenidos a partir de regresar la serie yt frente a una constante (o
lo que es lo mismo definimos et a partir de et  yt  yt ), construye´ndose el estadı´stico
de la misma forma.






; sin embargo, cuando se contrasta la estacionariedad de series
econo´micas, estas u´ltimas esta´n fuertemente correlacionadas, por lo que el supuesto de
que los ut se distribuyen ide´nticamente e independiente segu´n una normal con valor
esperado cero y varianza constante bajo la hipo´tesis nula es poco realista. Por ello se
utiliza un estimador consistente de la varianza de largo plazo σ2tl tal y como se hace en
el test PP.
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Los valores crı´ticos asinto´ticos del test fueron suministrados por los autores Kwiatkoski
et al. (1992), y las superficies de respuesta fueron tabuladas por Septhon (1995).
Los resultados de las simulaciones se muestran en las tablas de la 2 a la 4. Para los
modelos del 1,2 y 3 se muestran las potencias estimadas de los tests ADF y PP (al estar
bajo Ha) y los taman˜os estimados del test KPSS (al estar bajo Ho), mientras que para los
modelos del 4 y 5 estamos en la situacio´n contraria. En los tres tests se utilizan las ven-
tanas l4 y l12, en el ADF para determinar el nu´mero de retardos a incluir de la endo´gena
y en el PP y el KPSS para determinar la amplitud de la ventana espectral utilizada. Los
resultados recogidos en las tablas son al 5% de nivel de significacio´n. No presentamos
los correspondientes al 10% por motivos de espacio. Adema´s de los motivos de espacio,
la similitud de los resultados obtenidos con las dos versiones del filtro LAM nos han
conducido a incluir en la presente versio´n del trabajo u´nicamente resultados obtenidos








4  16  .
En la tabla 2 se presentan los resultados obtenidos con las series originales, en la par-
te superior con procesos generadores de datos puramente estoca´sticos, en la central
an˜adiendo una deriva y en la inferior con una deriva y tendencia determinista. Estos
resultados los presentamos para poderlos comparar con los obtenidos una vez que han
sido filtradas las series.






4  16 en
series con procesos generadores de datos puramente estoca´sticos, an˜adiendo una deriva
y una tendencia y deriva determinista respectivamente. Por u´ltimo, en la tabla 4 se
muestran los resultados correspondientes al procedimiento AMB, en el que se utiliza el
filtro WT

L 	 F  , siguiendo el mismo orden anteriormente descrito.
En cuanto a los resultados obtenidos al filtrar las series, se puede apreciar que de forma
ana´loga a lo descrito por Ghysels y Perron para el caso del X

11, las distorsiones
introducidas por el filtrado de la serie sobre los tests de raı´ces unitarias se dan funda-
mentalmente bajo la Hipo´tesis alternativa de los tests ADF y PP y bajo la nula del test
KPSS, esto es I

0  , es decir afecta a la potencia de los tests ADF y PP y al taman˜o del
KPSS fundamentalmente.
En cambio, cuando estamos ante el caso en que la serie original es I

1  en la frecuencia
cero, no se aprecian distorsiones tan importantes en el taman˜o de los tests ADF y PP y
en la potencia del KPSS.
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Tabla 2. Potencia y Taman˜o de los tests ADF, PP y KPSS series originales (5%).
:
1 ; φ121 L12 <  1 ; φ1L  yt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.9994 0.8082 1.0000 1.0000 0.0896 0.0438
1 200 1.0000 0.9930 1.0000 1.0000 0.0912 0.0505
1 300 1.0000 0.9998 1.0000 1.0000 0.0883 0.0578
2 100 0.9731 0.4163 1.0000 0.9997 0.2797 0.2155
2 200 1.0000 0.7225 1.0000 1.0000 0.3773 0.2486
2 300 1.0000 0.9025 1.0000 1.0000 0.4079 0.2571
3 200 0.9999 0.3534 1.0000 1.0000 0.4836 0.3281
3 300 1.0000 0.5248 1.0000 1.0000 0.5092 0.3210
4 100 0.0867 0.1993 0.0876 0.1267 0.9426 0.7576
4 200 0.0655 0.0987 0.0651 0.0726 0.9876 0.8116
4 300 0.0430 0.0997 0.0437 0.0444 0.9918 0.8779
5 100 0.0735 0.1967 0.0811 0.0725 0.9295 0.7566
5 200 0.0537 0.0927 0.0653 0.0434 0.9864 0.8138
5 300 0.0416 0.0914 0.0524 0.0256 0.9897 0.8735
yt 0 α = xt
:
1 ; φ121 L12 <  1 ; φ1L  xt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.9449 0.1283 1.0000 0.9999 0.2596 0.2013
1 200 0.9996 0.2905 1.0000 1.0000 0.3591 0.2416
1 300 1.0000 0.5200 1.0000 1.0000 0.3918 0.2471
2 100 0.8950 0.1870 0.9976 0.9926 0.2825 0.2177
2 200 0.9982 0.3206 1.0000 1.0000 0.3838 0.2496
2 300 0.9999 0.4941 1.0000 1.0000 0.4033 0.2459
3 100 0.9041 0.3824 0.9988 0.9982 0.1099 0.0526
3 200 0.9999 0.8239 1.0000 1.0000 0.1137 0.0581
3 300 1.0000 0.9836 1.0000 1.0000 0.0919 0.0552
4 100 0.0589 0.0748 0.0610 0.0747 0.8238 0.5842
4 200 0.0532 0.0593 0.0547 0.0697 0.9462 0.7204
4 300 0.0561 0.0532 0.0565 0.0692 0.9680 0.8098
5 100 0.0660 0.0689 0.4729 0.5118 0.8100 0.5774
5 200 0.0629 0.0549 0.4069 0.4021 0.9423 0.7284
5 300 0.0556 0.0505 0.3701 0.3276 0.9664 0.8110
yt 0 α = βt = xt
:
1 ; φ121 L12 <  1 ; φ1L  xt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.9114 0.0909 1.0000 0.9993 0.0000 0.0000
1 200 0.9983 0.1699 1.0000 1.0000 0.0099 0.0000
1 300 0.9999 0.3227 1.0000 1.0000 0.0188 0.0000
2 100 0.8541 0.1478 0.9950 0.8273 0.0000 0.0000
2 200 0.9937 0.1888 1.0000 1.0000 0.0121 0.0000
2 300 0.9997 0.2950 1.0000 1.0000 0.0205 0.0000
3 100 0.7290 0.2399 0.9832 0.8673 0.0000 0.0000
3 200 0.9993 0.6261 1.0000 1.0000 0.0005 0.0000
3 300 1.0000 0.9040 1.0000 1.0000 0.0002 0.0000
4 100 0.0652 0.0763 0.0692 0.0627 0.0379 0.0000
4 200 0.0515 0.0600 0.0582 0.0737 0.4862 0.0000
4 300 0.0559 0.0567 0.0652 0.0836 0.6228 0.0094
5 100 0.0809 0.0724 0.7477 0.7997 0.0254 0.0000
5 200 0.0747 0.0586 0.6791 0.7122 0.4501 0.0000
5 300 0.0602 0.0543 0.6275 0.6141 0.6082 0.0092
34
Tabla 3. Potencia y Taman˜o de los tests ADF, PP y KPSS series filtradas por LAM (5%).
y ft 0 V  L ?> AR  4  16yt
:
1 ; φ121 L12 <  1 ; φ1L  yt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.5719 0.2505 0.5410 0.7852 0.4915 0.0622
1 200 0.9310 0.7035 0.9511 0.9935 0.5981 0.1398
1 300 0.9085 0.9053 0.9988 1.0000 0.5736 0.1468
2 100 0.7060 0.2351 0.5223 0.7717 0.4841 0.0632
2 200 0.9738 0.7819 0.9412 0.9919 0.5986 0.1382
2 300 0.7950 0.8048 0.9975 1.0000 0.5723 0.1492
3 100 0.2039 0.2533 0.5245 0.6246 0.6038 0.1281
3 200 0.4244 0.4146 0.9053 0.9612 0.7142 0.2203
3 300 0.4041 0.9432 0.9933 0.9990 0.6926 0.2146
4 100 0.1421 0.1172 0.1740 0.1088 0.9533 0.6150
4 200 0.1535 0.1488 0.1327 0.0733 0.9891 0.7421
4 300 0.0804 0.0810 0.0963 0.0523 0.9914 0.7933
5 100 0.0872 0.1090 0.1658 0.1056 0.9525 0.6262
5 200 0.0650 0.1137 0.1218 0.0696 0.9863 0.7420
5 300 0.0576 0.1341 0.0865 0.0486 0.9910 0.7917
y ft 0 V  L  > AR  4  16yt yt 0 α = xt
:
1 ; φ121 L12 <  1 ; φ1L  xt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.3312 0.0963 0.0001 0.0001 0.4925 0.0687
1 200 0.6583 0.3656 0.0003 0.0003 0.5975 0.1429
1 300 0.4607 0.5832 0.0004 0.0006 0.5820 0.1454
2 100 0.5077 0.0883 0.0008 0.0011 0.5041 0.0694
2 200 0.8406 0.4867 0.0023 0.0060 0.6002 0.1455
2 300 0.2657 0.3789 0.0180 0.0498 0.5699 0.1433
3 100 0.0822 0.1183 0.0000 0.0000 0.6057 0.1404
3 200 0.1150 0.1179 0.0000 0.0000 0.7193 0.2190
3 300 0.0504 0.7471 0.0000 0.0000 0.6966 0.2125
4 100 0.2592 0.1538 0.0979 0.0355 0.9519 0.6267
4 200 0.2970 0.3079 0.0860 0.0218 0.9865 0.7457
4 300 0.1092 0.1168 0.0706 0.0170 0.9901 0.7945
5 100 0.0745 0.1504 0.0868 0.0337 0.9523 0.6266
5 200 0.0567 0.2190 0.0767 0.0190 0.9870 0.7515
5 300 0.0549 0.2604 0.0673 0.0140 0.9896 0.7951
y ft 0 V  L  > AR  4  16yt yt 0 α = βt = xt
:
1 ; φ121 L12 <  1 ; φ1L  xt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.0417 0.0790 0.0021 0.0008 0.0003 0.0000
1 200 0.1766 0.2538 0.0008 0.0003 0.0694 0.0000
1 300 0.1355 0.4133 0.0002 0.0001 0.0717 0.0000
2 100 0.1750 0.0713 0.0009 0.0002 0.0011 0.0000
2 200 0.5279 0.3790 0.0001 0.0000 0.0807 0.0000
2 300 0.0888 0.2268 0.0000 0.0000 0.0848 0.0000
3 100 0.0045 0.0962 0.0008 0.0002 0.0000 0.0000
3 200 0.0101 0.0642 0.0002 0.0001 0.0719 0.0000
3 300 0.0107 0.6346 0.0001 0.0000 0.0891 0.0000
4 100 0.2760 0.1692 0.0270 0.0082 0.2741 0.0000
4 200 0.3932 0.4406 0.0264 0.0034 0.7562 0.0000
4 300 0.1221 0.160 0.0161 0.0014 0.8210 0.0000
5 100 0.0447 0.1536 0.0186 0.0044 0.2067 0.0000
5 200 0.0378 0.3081 0.0195 0.0026 0.7263 0.0000
5 300 0.0402 0.4050 0.0130 0.0015 0.8217 0.0000
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Tabla 4. Potencia y Taman˜o de los tests ADF, PP y KPSS series filtradas por AMB (5%).
y ft 0 WT  L @ F  yt
:
1 ; φ121 L12 <  1 ; φ1L  yt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.8857 0.2492 1.0000 1.0000 0.5378 0.1459
1 200 0.9985 0.5989 1.0000 1.0000 0.6520 0.2139
1 300 0.9993 0.8501 1.0000 1.0000 0.6326 0.1982
2 100 0.7988 0.2617 0.9836 0.9704 0.5358 0.1088
2 200 0.9938 0.6080 1.0000 0.9998 0.6490 0.1800
2 300 0.9982 0.8579 1.0000 1.0000 0.6242 0.1882
3 100 0.0946 0.1307 0.3649 0.3399 0.9089 0.4751
3 200 0.0914 0.2415 0.4816 0.3677 0.9585 0.5077
3 300 0.0740 0.6582 0.6573 0.4257 0.9495 0.4830
4 100 0.2216 0.3263 0.2214 0.1558 0.9888 0.7676
4 200 0.2199 0.2132 0.1707 0.0988 0.9965 0.8086
4 300 0.2327 0.1132 0.1101 0.0572 0.9974 0.8405
5 100 0.1311 0.2240 0.2203 0.1646 0.9879 0.7604
5 200 0.0783 0.3668 0.1557 0.0912 0.9963 0.8115
5 300 0.0825 0.3024 0.1105 0.0605 0.9966 0.8426
y ft 0 WT  L @ F  yt yt 0 α = xt
:
1 ; φ121 L12 <  1 ; φ1L  xt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.7096 0.1018 1.0000 1.0000 0.5471 0.1562
1 200 0.9687 0.2025 1.0000 1.0000 0.6496 0.2040
1 300 0.9523 0.3969 1.0000 1.0000 0.6362 0.1975
2 100 0.5357 0.0963 0.9696 0.9707 0.5458 0.1039
2 200 0.8973 0.2062 0.9998 0.9997 0.6472 0.1856
2 300 0.9136 0.4040 1.0000 1.0000 0.6375 0.1854
3 100 0.0711 0.1064 0.7743 0.8942 0.9097 0.4901
3 200 0.0358 0.0683 0.8716 0.9484 0.9608 0.5137
3 300 0.0204 0.4092 0.9252 0.9738 0.9489 0.4873
4 100 0.1980 0.4255 0.2486 0.1422 0.9872 0.7568
4 200 0.2719 0.3518 0.2115 0.0892 0.9972 0.8131
4 300 0.3462 0.1841 0.1654 0.0598 0.9975 0.8408
5 100 0.1472 0.2075 0.2527 0.1744 0.9874 0.7560
5 200 0.0898 0.5718 0.206 0.0973 0.9977 0.8125
5 300 0.0762 0.4892 0.1651 0.0650 0.9979 0.8485
y ft 0 WT  L @ F  yt yt 0 α = βt = xt
:
1 ; φ121 L12 <  1 ; φ1L  xt 0
:
1 ; θ121 L12 <  1 ; θ1L  εt
MOD T ADF(L4) ADF(L12) PP(L4) PP(L12) KPSS(L4) KPSS(L12)
1 100 0.1225 0.0609 0.9926 0.9982 0.0001 0.0000
1 200 0.7314 0.1295 1.0000 1.0000 0.0872 0.0000
1 300 0.7365 0.2423 1.0000 1.0000 0.0874 0.0000
2 100 0.1809 0.0786 0.7403 0.929 0.0010 0.0000
2 200 0.6389 0.1364 0.9996 1.0000 0.0981 0.0000
2 300 0.7284 0.2520 1.0000 1.0000 0.1048 0.0000
3 100 0.0008 0.0607 0.0092 0.0013 0.0000 0.0000
3 200 0.0020 0.0371 0.0853 0.0081 0.0846 0.0000
3 300 0.0226 0.2897 0.0432 0.0227 0.0885 0.0000
4 100 0.1110 0.4794 0.1562 0.0629 0.4603 0.0000
4 200 0.2603 0.5149 0.1166 0.0265 0.9099 0.0000
4 300 0.2541 0.5328 0.1847 0.0837 0.4726 0.0000
5 100 0.0795 0.1625 0.1264 0.0916 0.2429 0.0000
5 200 0.0494 0.7483 0.1076 0.0314 0.8823 0.0000
5 300 0.0045 0.0750 0.0102 0.0957 0.9000 0.0000
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4  16 del filtro LAM cuando las series no tienen te´rminos deterministas (parte supe-
rior de la tabla 3), podemos apreciar como las distorsiones se centran fundamentalmente
en la potencia de los contrastes ADF y PP y taman˜o de test KPSS. En los modelos 4
y 5 se observa algu´n taman˜o de los tests ADF y PP relativamente alto, pero a medida
que los taman˜os muestrales se incrementan los taman˜os disminuyen situa´ndose en el
peor de los casos en 0.17. Los peores taman˜os se obtienen con l4 para el PP mientras
que para el ADF se obtienen con l4 en el modelo 4 y l12 en el modelo 5. En cuanto
a las potencias del KPSS con l4 esta´n muy cercanas a la unidad, obtenie´ndose peores
resultados con l12.
Respecto a las potencias de los tests ADF y PP(modelos 1 a 3), el test ADF presenta el
peor comportamiento. En el caso del PP se obtienen potencias relativamente reducidas
para los taman˜os muestrales ma´s pequen˜os, pero a medida que aumentan el nu´mero de
observaciones, las potencias acaban estando muy cercanas a la unidad. Mientras que
para el ADF las potencias obtenidas se situ´an bastante por debajo de 1 para los taman˜os
muestrales ma´s reducidos, y aunque aumentan al hacerlo el nu´mero de observaciones,
e´stas no se situ´an en valores tan cercanos a la unidad como en el caso del test PP. El
test ADF presenta un mejor comportamiento en los modelos 1 y 2 con l4, mientras que
en el modelo 3 el mejor funcionamiento se da con l12. Las diferencias absolutas con
respecto a los resultados obtenidos con las series originales esta´n entre 0.02 y 0.7 en el
caso del ADF y 0 y 0.47 en el caso del PP.
Por lo que respecta al taman˜o del test KPSS con l4 los taman˜os obtenidos son muy ele-
vados, si bien con l12 la situacio´n mejora obtenie´ndose en el peor de los casos taman˜os
cercanos a 0.22 en el modelo 3, mientras queen los otros dos modelos los taman˜os
oscilan entre 0.06 y 0.15.







4  16, pero incluyendo una deriva en el proceso generador de
datos original de las series. Los resultados obtenidos para los modelos 4 y 5 son muy
similares a los recogidos en la parte superior de la tabla, mientras que en los modelos 1,
2 y 3 se aprecian cambios significativos en los resultados respecto a la potencia de los
tests ADF y PP, aunque los resultados relativos al taman˜o del contraste KPSS son muy
similares a los obtenidos en la parte superior de la tabla 3.
Las potencias recogidas en la parte central de la tabla 3 son significativamente menores
a las presentadas en la parte superior, en especial en el caso del test PP para el que las
potencias empı´ricas son pra´cticamente cero en los tres modelos. En cuanto al ADF las
potencias estimadas son casi la mitad de las obtenidas en la parte superior de la tabla
3; en un nu´mero muy reducido de casos la potencia estimada alcanza valores alrededor
de 0.8. Las diferencias absolutas con respecto a los resultados obtenidos para las series
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originales no son menores al 0.98 en el caso del PP y varı´an entre el 0.11 y el 0.96 para
el caso del ADF7.
En la parte inferior de la tabla 3 se recogen los resultados obtenidos al filtrar las series
que incorporan como te´rminos deterministas la deriva y la tendencia. Los resultados
siguen manteniendo las pautas generales observadas para el resto de la tabla, aunque
se aprecian los siguientes cambios con respecto a los casos anteriores. Con la ventana
l12 todos los taman˜os y potencias estimadas del test KPSS son iguales a cero. Mientras
que con l4, los taman˜os estimados para los modelos 1,2 y 3 esta´n pro´ximos al taman˜o
nominal y las potencias estimadas para los modelos 4 y 5 se encuentran en el peor de
los casos alrededor de 0.20 y el mejor alrededor de 0.8. Respecto al contraste ADF,
en las potencias estimadas para los modelos 1, 2 y 3 se observa una reduccio´n de los
valores, que esta´n ma´s pro´ximos en algunos casos a taman˜os que los correspondientes
a potencias. Mientras que en los modelos 4 y 5 algunos taman˜os estimados son ma´s
elevados que los recogidos en el resto de la tabla.
Las principales distorsiones observadas pueden ser resumidas en los siguientes puntos:
a) De forma general se puede afirmar que el hecho de filtrar produce importantes dis-
torsiones de forma generalizada en los tres tests, existiendo una probabilidad muy
elevada de llegar a concluir que la serie es I

1  , esto es, no estacionaria en varian-
za, cuando en realidad es I

0  . Por lo tanto, al trabajar con el componente ciclo-
tendencia, se tiende a determinar que la serie filtrada es integrada de un orden supe-
rior en la frecuencia cero al que realmente tiene la serie original.
b) La situacio´n anteriormente descrita se pone de manifiesto de forma mucho ma´s cla-
ra en los taman˜os muestrales ma´s reducidos, y tiende a mejorar a medida que estos
u´ltimos aumentan (sobre todo cuando el proceso generador de datos de la serie es
puramente estoca´stico), aunque no se puede decir que la situacio´n quede solventada
a medida que aumenta la muestra. Por otro lado, desde un punto de vista pra´ctico,
es difı´cil encontrar series econo´micas con taman˜os muestrales pro´ximos a 300 ob-
servaciones.
c) Todo lo anteriormente descrito se agrava de forma preocupante a medida que se
incorporan comportamientos deterministas (deriva y/o deriva y tendencia) en el pro-
ceso generador de datos de los modelos analizados.
A la hora de buscar las causas de los resultados anteriores, es preciso tener presente que
los dos filtros integrantes del LAM cumplen el requisito cano´nico. Este u´ltimo induce
7No comparamos los resultados del ADF con la ventana l12 con los de la tabla 2, porque esta ventana
conduce a que el n·umero de retardos sea demasiado grande, provocando problemas de potencias en el test
ADF con las series sin ltrar que se maniestan de forma clara en los modelos con deriva y con deriva y
tendencia determinista.
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la aparicio´n de procesos de medias mo´viles no invertibles en el proceso generador de
datos de las series filtradas, ante los cuales los tests de raı´ces unitarias presentan un mal
funcionamiento. Tambie´n se puede tener presente que ninguno de los filtros integrantes





0, aunque los requisitos propuestos por Ericsson,
Hendry y Tran (1994) son para filtros finitos y sime´tricos y e´ste no es el caso.




L 	 F ﬂ , se en-
cuentran recogidos en la tabla 4. En los mismos se vuelven a apreciar, en te´rminos
generales, efectos similares sobre los tests de raı´ces unitarias ADF, PP y KPSS a los
apreciados al utilizar el procedimiento LAM. De todos modos, existen algunas circuns-
tancias que diferencian los resultados obtenidos para este procedimiento de los obteni-
dos con el LAM.
En la parte superior de la tabla 4 recogemos los resultados obtenidos al filtrar las series
cuando no tiene parte determinista. Como en los casos anteriores las principales distor-
siones se dan para los modelos 1, 2 y 3. Cuando las series son integradas (modelos 4 y
5) el funcionamiento de los contrastes PP y KPSS es bastante bueno, sobre todo con la
ventana l12 en el caso del PP y l4 en el caso del KPSS. Mientras que el contraste ADF
presenta un comportamiento peor, dado que en un nu´mero no despreciable de casos los
valores de los taman˜os empı´ricos son bastante altos, alrededor de 0.38 en el peor de los
casos.
Centra´ndonos en los modelos del 1 al 3, se aprecia que en te´rminos generales la inten-
sidad de las distorsiones incrementa al complicarse el proceso generador de datos de
la serie original. Es decir, el mal comportamiento de los contrastes aumenta a medida
que pasamos del modelo 1 al 2 y al 3. La causa de que se de´ esta situacio´n la podemos
encontrar en que el filtro de Wiener-Kolgomorov WT

L 	 F  se va complicando a medida
que el proceso generador de datos de la serie filtrada se complica. El test ADF pre-
senta unas potencias relativamente aceptables para los modelos 1 y 2 con la ventana l4,
mientras que en el modelo 3 las potencias empı´ricas caen de forma espectacular. En el
caso del PP, para los modelos 1 y 2 su funcionamiento no se ve pra´cticamente afectado,
mientras que en el modelo 3, las potencias en muchos casos se reducen a la mitad. Con
el KPSS los mejores resultados se obtienen con la ventana l12, aunque en el modelo 3
se obtiene taman˜os estimados alrededor del 0.50.
En la parte central de la tabla 4 se recogen los resultados obtenidos cuando se an˜ade
una deriva como te´rmino determinista. Cuando las series son integradas (modelos 4 y
5) los taman˜os del ADF y PP y las potencias del KPSS casi no varı´an con respecto a la
parte superior de la tabla. En los modelos 1,2 y 3 la situacio´n anterior se repite para el
KPSS, mientras que para los contrastes ADF y PP a pesar de mostrar una lı´nea similar
a los de la parte superior de la tabla se aprecian los siguientes cambios: los taman˜os
obtenidos con el ADF son sistema´ticamente menores, mientras que el caso del PP, las
potencias se reducen en el modelo 2, pero incrementan en el 3.
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Para finalizar con los resultados obtenidos al utilizar como procedimiento de filtrado el
AMB, en la parte inferior de la tabla 4 se recogen los resultados obtenidos cuando se
incluyen en el proceso generador de datos la deriva y la tendencia determinista. Los
aspectos ma´s relevantes de los resultados pueden quedar resumidos en los siguientes
aspectos. Los valores de las potencias y taman˜os estimados del contraste KPSS con
la ventana l12 son todos iguales a 0 (tal y como sucedı´a en la tabla anterior). En los
modelos 4 y 5 no se aprecian cambios importantes en los resultados si exceptuamos el
caso del KPSS con l12. Pasando a los modelos del 1 al 3, con relacio´n a las potencias
empı´ricas de los contrastes ADF y PP se aprecia una caı´da generalizada de los valores
obtenidos. En el caso del ADF se manifiesta de forma ma´s clara para los tres modelos,
mientras que en el caso del PP se aprecia un ligero empeoramiento en los modelos 1
y 2 y muy claro para el caso del 3, siendo en este modelo donde ambos test obtienen
unos peores resultados con potencias estimadas muy similares. En cuanto al KPSS con
la ventana l4, se aprecia como los valores de los taman˜os estimados se encuentran ma´s
cercanos a los valores nominales que en el resto de la tabla.
La diferencia fundamental entre los resultados al filtrar por el procedimiento AMB con
respecto al caso del LAM, tal y como hemos comentado con anterioridad, estriba en
que al usar el procedimiento AMB la intensidad de las distorsiones aumenta a medida
que se complica la complejidad del proceso generador de datos de la serie original.
En cuanto a la causa final del mal funcionamiento de los tests cuando se utiliza el
procedimiento AMB, se encuentra, tal y como ya hemos argumentado, en el requisito
cano´nico.
4. CONCLUSIONES
En este trabajo hemos mostrado que cuando se utilizan los componentes ciclo-tendencia
obtenidos a trave´s de los procedimientos AMB y LAM, en vez de las series originales,
existe una probabilidad muy elevada de determinar que el orden de integrabilidad en la
frecuencia cero de la serie es superior al que realmente detenta la serie analizada. Este
resultado invalida este tipo de series para realizar inferencia sobre el orden de integrabi-
lidad en la frecuencia cero o para poder determinar el tipo de tendencia que tiene la serie
analizada. Esto es, tendencia determinista Trend Stationary y por tanto estacionaria en
varianza o tendencia estoca´stica Difference Stationary no estacionaria en varianza. Lo
cual es importante en te´rminos de implicaciones sobre polı´tica econo´mica, dado que la
repercusio´n de shocks aleatorios es diametralmente opuesta en ambos casos.
El motivo de que se den estas circunstancias se encuentra en que ambos procedimientos
analizados cumplen el requisito cano´nico. Las conclusiones obtenidas en este trabajo,
explican los resultados de los trabajos de Borondo y Gonza´lez (1995) y Abad y Martı´n
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(1995), en los que al trabajar con las series de la CNTR, se obtenı´a fuerte evidencia a
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This paper deals with the performance of unit roots tests when using trend-
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The main objectives of this paper are to analyse the effects as well find the final causes
of the observed pernicious effects on the performance of unit root tests of using trend-
cycle components obtained instead of the original series.
In particular, we analyse the performance of the Augmented Dickey-Fuller (ADF),
Phillips-Perron (PP) and Kiatkowski, Phillips, Schmidt and Shin (KPSS) tests when
we use the trend-cycle component obtained bythe ARIMA model based (AMB) and the
Modified Airline Filter (MAF) procedures.
The paper is organised as follows. In the first section we describe the main characte-
ristics of the filters used in the AMB and MAF methods. The second section contains
a brief revision of the literature about the effects of working with filtered data on the
econometric inference. In the next section we analyse the results of the simulation exer-
cises, aimed to measure the power and size of the ADF, PP and KPSS tests, when the
filtered series obtained by AMB and MAF procedures are used. Finally concluding
remarks are exposed.
The AMB is a method-based procedure and it is the most widely accepted and used by
time series annalists. The MAF is the procedure used by the Spanish Statistics Office
to obtain the trend-cycle components of the partial indicators for the elaboration of the
quarterly national accounts.
The results obtained from the simulation exercises show that as in Ghysels and Perron
(1993), the distortions induced by the filtering are fundamentally observed under the
alternative hypothesis of the ADF and PP tests, and under the null of the KPSS test.
That is, when the original series is I

0  , it affects the power of the ADF and PP and the
size of KPSS.
The main distortions intdoduced by the MAF procedure can be summarised as follows:
a) In general terms, it can be said that filtering induces important distortions in the
performance of all tests. Therefore, there is a high probability of concluding that a
filtered series is I

1  when the original one is I

0  .
b) This behaviour is more evident for low samples sizes and tends to improve as the
sample size increases although it is never solved completely.
c) The situation gets worse as deterministic terms (trend) are included in the data ge-
nerating process of the original series.
The explanation for this behaviour can be found in the canonic condition that is guaran-
teed by the filters used in the MAF method. When the canonic condition is imposed the
filtered series do not have a convergent autorregresive representation and the estimate
of autorregresions and vector autorregrevise models is not adequate.
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When we compare the results obtained with the AMB method are very similar to those
obtained with the MAF. But when the AMB procedure is used, the intensity of the
distortions grows as the complexity of the data generating process of the original series
does. This is because the filter used in this procedure depends on the data generating
process of the original series.
As in the case of the MAF the final cause of the bad performance of the tests when the
AMB procedure is used can be found in the canonic condition.
In this work we show that when using the trend-cycle components obtained by the AMB
and MAF procedures are used instead of the original series, there is a high probability
of concluding that the filtered series is difference stationary when the original series is
Stationary in variance.
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