We consider an elliptic equation with purely imaginary, highly heterogeneous, and large random potential with a sufficiently rapidly decaying correlation function. We show that its solution is well approximated by the solution to a homogeneous equation with a real-valued homogenized potential as the correlation length of the random medium ε → 0 and estimate the size of the random fluctuations in the setting d ≥ 3.
Introduction
We study the asymptotic behavior of the solution to the equations parameterized by ε − ∆ + 1 − iV ε u ε (x) = f (x) (1.1) for x ∈ R d as ε → 0 in dimension d ≥ 3 with V ε = ε −1 V ( x ε ). Here, i = √ −1. As a possible application for (1.1), we may rewrite it as the system −∆ + 1 0 0 −∆ + 1
where we have defined f = f r +if i and where V ε may model the (linear) interaction between two populations represented by the densities u 1,ε and u 2,ε . In the absence of interactions, the two populations follow independent diffusions. Assuming that the interaction is modeled by a large, highly oscillatory, random, and mean zero field V ε , we wish to understand the limit as the correlation length ε → 0 of such interactions.
It turns out that the limiting behavior of u ε depends on the correlation properties of V . When the latter decay slowly (of the form |x| −γ as |x| → ∞ with γ < 2), we expect u ε to converge to the solution of a stochastic partial differential equation; see [2, 18] for such results in a time-dependent setting. In dimension d = 1, we also expect the solution u ε to remain stochastic in the limit ε → 0 [16] . We consider here the setting where the correlation function decays sufficiently rapidly so that u ε is expected to converge to a deterministic, homogenized, solution. The main objective of this paper is to present such a convergence result in the setting d ≥ 3 and to provide an optimal rate of convergence when the potential V is assumed to be sufficiently mixing. A similar result, not considered here, is expected to hold in the critical dimension d = 2 with the strength of the random potential ε −1 in (1.1) replaced by ε −1 | ln ε| − 1 2 [3] . The above problems are written on R d to simplify the presentation. Our convergence result would also hold for a problem posed on a bounded open domain X with, say, Dirichlet conditions on ∂X. The operator −∆ + 1 could also be replaced by any operator of the form −∇ · a∇ + b with a (as a symmetric tensor) and b sufficiently smooth and bounded above and below by positive constants.
The homogenization of partial differential equations in periodic or random media has a long history; see for instance [1, 6, 13] . The homogenization of elliptic equations with random diffusion coefficients was treated in [14, 15] . Rates of convergence to homogenization in similar settings are proposed in [7, 8, 9, 17] . The homogenization of elliptic and parabolic equations with large random potential has also been studied recently in different contexts. Convergence to stochastic limits is considered in [2, 16, 18] . Convergence to homogenized solutions is treated in [3, 19] by diagrammatic techniques, in [10, 11] using probabilistic representations, and in [12] using a multi-scale method ; see also the review [4] .
We now present our main hypotheses on the potential V and our main results.
The potential V (x, ω) is defined, following [15] , on an abstract probability space (Ω, F, P) with V(ω) a bounded measurable function on Ω. We assume the existence of a translation group τ x : Ω → Ω for all x ∈ R d leaving P invariant and being ergodic in the sense that for all A ∈ F such that τ x A ⊂ A for all x ∈ R d , then either P(A) = 0 or P(A) = 1. Let H = L 2 (Ω, F, P). For f ∈ H and x ∈ R d , we define the unitary operator T x on H as T x f(ω) = f(τ −x ω). The stationary, bounded, potential V is then defined as V (x, ω) = T x V(ω) = V(τ −x ω). The group (in x) of unitary operators T x admits a spectral resolution
for U (dλ) the associated projection valued measure and the s powers of the (positive) Laplacian L are given by
The correlation function of V (and V ) is defined as
The power spectrumR(ξ) is the (rescaled) Fourier transform of R defined by
The main assumption we make on the correlation function is that
( The bound (1.5) is the main hypothesis we impose on V, beyond stationarity and ergodocity. When the latter fails, for instance when γ < 2 in the above example, then we do not expect u ε to converge to a homogenized solution [2, 16, 18] . For technical reasons, we also need in the convergence result to make some regularity assumptions on V and assume that V s := L 4 . By construction, the power spectrum of V s is given by |ξ| 2sR (ξ) so we also impose that |ξ| 2s−2R (ξ) is integrable. With these hypotheses, we can state the following result Theorem 1.1. Let us assume that V is a stationary, bounded, random field such that
Then u ε the unique solution to (1.1)
to the unique solution of the deterministic equation
with ρ defined in (1.5).
When the decay rate of the correlation function R is sufficiently large and V satisfies additional technical assumptions, then we obtain an optimal rate of convergence of u ε to u in H 1 (R d ; H). More precisely, we now assume that V is bounded P−a.s. (although this specific bound does not appear in subsequent estimates), that R(x) ∈ L 1 (R d ) and that for all (
A large class of mixing potentials with sufficiently rapidly decaying maximal correlation function was shown to satisfy (1.8) in [12] ; see also [5] for similar bounds for specific distributions. Our main convergence result is then the following theorem.
and that there is an integrable function η such that (1.8) holds. In dimension d ≥ 3, the solution u ε (x) to (1.1) with f ∈ L 2 (R d ) converges to the solution u of (1.7). Moreover, we have the estimate
(1.9)
In fact, for a vector field Ξ(x) in L 2 (R d ) formally defined as −∇∆ −1 V (see Lemma 2.1 for a more precise statement), then we obtain that ∇u ε − ∇u − uΞ(
The rest of the paper is organized as follows. The proof of theorem 1.1 is presented in section 2. The proof of theorem 1.2 is given in section 3 with technical calculations involving fourth moments postponed to section 4.
Energy and perturbed test function methods
Let us consider the problem (1.1) with
. We assume that V is bounded on R d P−a.s. to simplify the presentation. Multiplying the equation by u * ε with u ε ∈ H 1 (R d ) := H 1 (R d ; C) solution of the above equation and integrating by parts gives us the a priori estimate
Upon taking the real part, we obtain by Cauchy-Schwarz that
By the Lax-Milgram theory, we thus obtain that (1.1) admits a unique solution in
by the preceding estimate.
From the previous estimate, we deduce that u ε converges weakly in H 1 (R d ) P−a.s. to a limit u ∈ H 1 (R d ) (after possible extraction of a subsequence, though the limit u will be proved to be unique and hence the whole sequence converges). Moreover, for θ a smooth function with compact support, we have by the Rellich-Kondrachov embedding that θu ε converges strongly in L p (R d ) to its limit θu for all 1 ≤ p < 2d d−2 . Our aim is now to pass to the limit in a variant of (2.1) and obtain the limiting equation for u.
In order to pass to the limit in the above expression, we need to replace the highly oscillatory V ε by a better-behaving function, and as it turns out, we need to choose θ ε as an ε−dependent function to help cancel out large contributions.
Our first task is to replace V ε by an object of the form ∆ψ ε so that after integrations by parts, the resulting ∇ψ ε is bounded in an appropriate manner as ε → 0. We introduce the corrector (following standard terminology in homogenization theory) ψ ε solution of
By an application of the Lax-Milgram lemma, the real-valued function ψ ε is uniquely defined in H 1 (R d ; H). Moreover, in the variables y = x ε , let us define
Therefore, ψ ε is morally an approximation of ∆ −1 V , which is not defined and thus regularized with the small absorption coefficient ε 2 .
We verify that ψ ε (x) = εψ ε ( x ε ) so that ∇ψ ε (x) = ∇ψ ε ( x ε ), which as we now see is a well defined object in L 2 loc (R d ; H) uniformly in ε.
Lemma 2.1. Let ψ ε be the unique solution of (2.5). We assume that V is such that (1.5)
More precisely, we have the estimates for any open domain
Proof. The equation (2.5) may be equivalently cast as
With D the vector valued infinitesimal generators of T x so that D · D = −L and with H 1 the Hilbert space of functions f in H such that Df ∈ (H) d , we obtain from the Lax-Milgram theory that the above equation admits a unique solution p ε ∈ H 1 [15] . Moreover, it is given by
This shows that
the latter bound coming from separating the contributions |ξ| < ε and |ξ| > ε. The integrand, which converges to 0 point-wise, is dominated byR(ξ)|ξ| −2 . This implies by the dominated Lebesgue convergence theorem that E|εp ε | 2 → 0 as ε → 0. Similarly,
By dominated convergence, we thus again observe that Dp ε converges to X = R d −iξ |ξ| 2 U (dξ)V in H with E|X| 2 = ρ. It now remains to define ψ ε (y, ω) = T y p ε (ω) and Ξ(y, ω) = T y X(ω) to deduce (2.6).
The above regularity properties of ψ ε are not quite sufficient for our convergence proof. We assume more regularity on V and obtain a stronger result on ψ ε as follows. 
By Sobolev embedding, then ∇ψ
2 ) and converges strongly to its
for any bounded domain D.
By an application of the Birkhoff ergodic theorem, we deduce that
Proof. We observe that
As a consequence, we obtain that ψ ε ∈ L 2 (Ω; H s (Ω)). The regularity results follow by Sobolev embedding. Then (2.8) follows from the result in L 1 and the dominated Lebesgue convergence theorem.
At this stage, (2.3) may be replaced by
It remains to exhibit the limit of ∇ψ ε · ∇u ε , which is non-trivial. In order to do so, we introduce the following perturbed test function
The motivation for the above choice may be explained by formal multi-scale expansions as done in [6] . Formally assuming that u ε (x) = u 0 (x) + εu 1 (x, y), we find that εu 1 (x, y) = −u 0 (x)εiψ ε (y) = −u 0 (x)iψ ε (x). Moreover, 1 − iψ ε is the Taylor expansion of e −iψε(x,ω) . Now, the latter quantity is uniformly bounded whereas the former may not be. A similar choice of correctors was considered for a time dependent problem in [12] .
We then obtain that
We observe that
We may now recast (2.10) as
It remains to pass to the limit in each of the terms above. Since |e −iψε − 1| ≤ |Cψ ε |, we deduce from lemma 2.1 that θψ ε converges to 0 in L 2 (R d ; H) and hence that θ * ε = e −iψε θ * and e −iψε ∇θ * converge to θ * and ∇θ * , respectively, in the same sense. Similarly, ψ ε θ * ε converges to 0 in the same sense. This shows that
Let us consider the term T 1 = ie −iψε u ε ∇ψ ε · ∇θ * . On the support D of θ, e −iψε ∇ψ ε is bounded in the L 2 (D; H) sense. Since (u ε − u)∇θ * converges to 0 in that sense, the limit of the integral of T 1 is the same as that of T 2 = ie −iψε u∇ψ ε · ∇θ * . For the same reason, we may now replace e −iψε by its limit 1 so the limit of the integral of T 1 is the same as that of T 3 = iu∇ψ ε · ∇θ * , and by integrations by parts the same as that of T 4 = −iψ ε ∇ · (u∇θ * ). Since ψ ε goes to 0 in L 2 loc and θ is smooth and compactly supported, we obtain that
Finally, we consider the convergence of the integral of θ * ε u ε |∇ψ ε | 2 . We have that θ * ε u ε converges strongly to θu in L p for 1 < p < 2d d−2 . We thus need some regularity on
, we obtain from (2.8) that the integral of θ * ε u ε |∇ψ ε | 2 has the same limit as the integral of θu|Ξ| 2 (
, we obtain from the Birkhoff ergodic theorem in (2.9) that
This shows that for all θ ∈ L 2 (Ω; C ∞ c (R d )), we have that
This is the weak formulation in
and by density for all θ ∈ H 1 (R d ; H)) of the (unique and deterministic) solution to the equation (1.7). This proves theorem 1.1.
Decorrelation properties and rate of convergence
We now prove theorem 1.2. Our main assumption on the coefficients is a control of the fourth-order moments of the potential V (x) as well as some regularity on the unique solution u 0 of the limiting equation. More precisely, we assume that f ∈ L 2 (R d ) and denote by u 0 the solution in H 2 (R d ) of (1.7).
Let G be the Green's function defined as the fundamental solution of (−∆ + 1)G(x) = δ(x). It is given by the explicit expression G(x) = c n e −|x| |x| 2−n for a normalizing constant c n > 0. Then we find that for ν > 0 and C > 0 that
. Some algebra shows that
In other words, u 0 + εu 1 = u 0 (1 − εχ ε ) is the leading expansion of u ε . In the preceding section, we proved that εχ ε converged to 0 in the L 2 (D; H) sense for D a bounded domain. We also observe that ∇(u 0 εu 1 ) is well approximated by ∇u 0 − u 0 Ξ( · ε ). When the potential V decorrelates sufficiently rapidly, then we can obtain optimal rates of convergence of u ε to u 0 in L 2 (R d ) and error estimates between u ε and u 0 +εu 1 in
Let us assume that the correlation function R(x) is integrable. Then the size of εu 1 may be estimated as
3) The latter estimates easily follow from the integrability of the correlation function in dimension d = 3 and d = 4. For d > 4, we decompose the integral into two parts as
We recast this as (i) + (ii) and (i) and (ii) are estimated respectively as
By replacing the Green's function with its gradient in (3.3) we find that
This shows that εu 1 is negligible in the L 2 sense but not in the H 1 sense. We now estimate the error v ε := u 0 + εu 1 − u ε using (3.2). Multiplying (3.2) by −v * ε and integrating by parts, we know from the analysis in the preceding section that
Let us consider the second-term on the above right-hand side. The term χ ε ∆u 0 can be estimated in the same way as u 1 and by using the Cauchy-Schwarz inequality, we have
The integral εE ∇χ ε · ∇u 0 v * ε dx is estimated using integrations by parts as
(3.10)
The first term on the right-hand side in (3.8) is bounded by
Recalling that G is the fundamental solution of −∆ + 1, we obtain that
since −∆ + 1 is an isomorphism from
Collecting the previous bounds, we obtain that
This concludes the proof of theorem 1.2.
Estimation of fourth order moments
In this section we discuss the estimation of E |∇f ε | 2 dx and E |f ε | 2 dx when the potential V satisfies (1.8). Following [12] , we first recall that the latter estimate holds for a large class of sufficiently mixing coefficients.
Definition 4.1. For any r > 0, γ(r) is the smallest value such that the bound
holds for any two compact sets
for any two random variables
It is shown in [12] that (1.8) holds for a function η : R + → R + defined by
Note that when V (·) is a Gaussian random field, inequality (1.8) becomes an equality with η replaced by R. We assume that η ∈ L 1 (R d ), and hence that √ γ ∈ L 1 (R d ) for the following estimation to hold.
We have the following decomposition for ∇f ε
Estimation of (I). Changing variables y i and z i to x − y i and x − y i − z i for i = 1, 2 gives
(4.5)
Using u 0 to integrate in x, we then have
(4.6) Changing variables y 2 and z 2 to y 1 − y 2 and z 1 − z 2 , and using (3.1) yields
Now we may apply Lemma A.1 to integrate in y 1 and z 1 : Estimation of (II). After changing variables y i and z i to x − y i and x − y i − z i for i = 1, 2, and integrating in x using u 0 , we have 
(4.14)
The estimate is then recast as Collecting (4.11) and (4.17), we find that
(4.18)
The estimate of E |f ε | 2 dx can be obtained by replacing ∇G by G in (4.4) and estimating every term in the same way. The result is This concludes the proof of theorem 1.2.
