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Abstract
We show that positivity of energy for stationary, or strongly uni-
formly Schwarzschildian, asymptotically flat, non-singular domains of
outer communications can be proved using Galloway’s null rigidity the-
orem.
1 Introduction
In a recent note [4] we have shown that positivity of energy for uniformly
Schwarzschildian, asymptotically flat, non-singular domains of outer com-
munications can be proved using timelike lines together with the Lorentzian
splitting theorem. The object of this paper is to show that a variation of the
argument of [4], using null lines, can successfully be completed in a similar,
“strongly uniformly Schwarzschildian”, setting. The extension of the result
to more general metrics, as suggested in [13], still awaits a more complete
justification.
For m ∈ R, let gm denote the n + 1 dimensional, n ≥ 3, Schwarzschild
metric with mass parameter m; in isotropic coordinates [11],
gm =
(
1 +
m
2|x|n−2
) 4
n−2
(
n∑
1=1
dx2i
)
−
(
1−m/2|x|n−2
1 +m/2|x|n−2
)2
dt2 . (1.1)
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We shall say that a metric g on R× (Rn \B(0, R)), Rn−2 > m/2, is strongly
uniformly Schwarzchildian if, in the coordinates of (1.1),
g − gm = O(|m|r−(n−1)) , ∂µ (g − gm) = O(|m|r−n) , (1.2)
∂µ∂ν (g − gm) = O(|m|r−n−1) . (1.3)
(Here O is meant at fixed g and m, uniformly in t and in angular variables,
with r going to infinity.) What is meant in the case m = 0 is that g = g0,
i.e., g is flat1, for r > R. We note that this condition is more restrictive
than the “uniformly Schwarzschildian” one in [4].
We will use the symbol r to denote some fixed smooth function on M
which coincides with |x| in Mext.
The domain of outer communications ⋖Mext⋗ associated to Mext is
defined as the intersection of the causal past J−(Mext) of the asymptotic
region
Mext = R× (Rn \B(0, R)) (1.4)
with its causal future J+(Mext).
We need a version of weak asymptotic simplicity [6] for uniformly
Schwarzschildian spacetimes. Following [4], we shall say that such a space-
time (M , g) is weakly asymptotically regular if every null line starting in the
domain of outer communications ⋖Mext⋗ either crosses an event horizon
(if any), or reaches arbitrarily large values of r in the asymptotically flat
regions. Recall that a null line in (M , g) is an inextendible null geodesic
that is globally achronal.
The first main result of this paper is a simple proof of the following:
Theorem 1.1 Let (M n+1 = M , g) be a (n+1)-dimensional weakly asymp-
totically regular space-time containing a strongly uniformly Schwarzschildian
region Mext with
m ≤ 0 .
If the domain of outer communications associated to Mext has a Cauchy
surface S , the closure of which is the union of one asymptotic end and
of a compact interior region (with a differentiable boundary lying at the
intersection of the future and past event horizons, if any), then M contains
a null line.
1The asymptotic conditions for the case m = 0 of our theorem are way too strong for a
rigidity statement of real interest, even for stationary metrics, so our results only exclude
m < 0 in practice. Nevertheless, in this context one should keep in mind an argument
of Lohkamp [9] for initial data sets with trace of K = 0, which shows that the proof of
positivity of mass is obtained in its full generality once it has been established for data
which are flat outside of a compact set.
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Theorem 1.1 implies non-existence of appropriately regular, uniformly
Schwarzschildian space-times with negative mass in various situations
of interest. For example, consider a uniformly Schwarzschildian four-
dimensional, asymptotically simple, vacuum space-time (M , g) with m ≤ 0.
It then follows from Theorem 1.1 and from Galloway’s null rigidity theo-
rem [5] that (M , g) is the Minkowski space-time. This result is somewhat
stronger than the one in [4], because no hypotheses on timelike geodesics
are made (we will show below that, similarly to [4], in our context the hy-
pothesis of asymptotic simplicity needed in [5] can be replaced by the weak
version thereof). On the other hand, there is a restriction on space-time
dimension, not made in [4].
The original idea in [12] was that space-times containing null lines cannot
satisfy the so-called “genericity condition”. However, it is not clear how
generic is “generic” when, e.g., vacuum equations are imposed, and therefore,
it is not clear how much information is carried by theorems basing upon
“genericity”. For this reason it appears useful to develop an argument which
does not invoke this condition. As a first step towards this, assuming the
null energy condition,
RµνX
µXν ≥ 0 for all null vectors Xµ, (1.5)
we prove the following:
Theorem 1.2 Under the hypotheses of Theorem 1.1, suppose moreover that
the null energy condition (1.5) holds. Then
M = ⋖Mext⋗ ,
and every maximally extended null geodesic is a line. Further, for each ~k ∈
Sn−2 there exists a one-parameter family N~k ≡ {N~k,T }T∈R, with N~k′ 6= N~k
if ~k 6= ~k′, of smooth, closed, null, totally geodesic, achronal hypersurfaces
covering M .
With a little more effort one can show that each family N~k forms a foli-
ation; we give no details as we will not pursue this line of approach. Now,
each foliation of M by null hypersurfaces as described in Theorem 1.2 defines
a shear-free, rotation-free, and expansion-free congruence of null geodesics
covering M . Space-times admitting one such congruence are expected to
be very special2, while we actually have a family of congruences parameter-
2See, e.g., [8, Section 7.6 and Chapter 31]. The results there are based upon a sup-
plementary assumption on the vanishing of some components of the Ricci tensor. Note,
however, that it follows from the Raychaudhuri equation that this condition will be satis-
fied in our case if the dominant energy condition is assumed.
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ized by Sn−1. We therefore expect that the only space-time satisfying the
hypotheses of Theorem 1.2 is the Minkowski one, but we are not aware any
results to this effect without further hypotheses (compare [10]). Assuming n
equal to four, as well as existence of a smooth conformal completion, we will
be able to reach this conclusion by an argument that does not proceed via
the algebraically special structure of the Riemann tensor; this is the main
result of this paper:
Theorem 1.3 Let (M 3+1 = M , g) be a four dimensional space-time satisfy-
ing the null energy condition (1.5), and suppose that M contains a strongly
uniformly Schwarzschildian region Mext = R ×
(
R
3 \B(0, R)) which ad-
mits a smooth conformal completion at null infinity. Assume that (M , g)
is weakly asymptotically regular, and that the domain of outer communica-
tions of M has a Cauchy surface S , the closure of which is the union of
one asymptotic end and of a compact interior region (with a differentiable
boundary lying at the intersection of the future and past event horizons, if
any). Then
m > 0 ,
unless (M , g) is the Minkowski space-time.
It is of interest to compare the results and proofs here to those in [4].
Recall that we are trying to implement the original idea of Penrose [12], that
negative mass should imply existence of a null line in space-time, which then
should be incompatible with energy conditions. In [4] we have shown, under
the hypotheses there, that negative mass implies existence of a timelike line,
and that this is compatible with the timelike convergence condition,
RµνX
µXν ≥ 0 for all timelike vectors Xµ, (1.6)
only if the space-time is the Minkowski one. Both in [4] and here we make
the unsatisfactory hypothesis that the metric is uniformly Schwarzschildian.
This is, however, a quite reasonable hypothesis for stationary space-times
with m 6= 0 (see, e.g., [14]). In the stationary case the only global hypoth-
esis needed for both constructions is that of existence of an asymptotically
flat Cauchy surface for the domain of outer communications, with condi-
tionally compact interior. For stationary metrics the proof of existence of
lines is completely elementary for timelike lines in [4], and marginally more
complicated for null lines here.
It is not clear at all whether there exist non-stationary solutions of phys-
ically reasonable field equations that are uniformly Schwarzschildian, and
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therefore assuming that last condition without assuming stationarity is pre-
sumably an academic exercise. We have nevertheless carried this out, in
order to test the limits of the techniques employed, and in the hope that the
arguments will eventually generalise to a proof under less stringent asymp-
totic conditions. As already pointed out, in the non-stationary case the
construction of a null line is only slightly more involved than that of a time-
like one. On the other hand, the conclusion that the space-time must be
flat requires considerably more work. However, the proof of existence of a
timelike line needs a supplementary global hypothesis concerning timelike
geodesics, which is avoided in the current setting. This last fact provides
yet another motivation for the work here.
The next step in the positivity argument is to show that space-times
containing lines and satisfying energy conditions are very special. In con-
siderations involving timelike lines the natural energy condition is the un-
physical inequality (1.6). From this point of view null lines are much more
satisfactory, as their global causality properties are tied to the physically
motivated null energy condition (1.5). This is the final motivation for our
work.
This paper is organised as follows: In Section 2 we give the proofs of
our results. Appendix A contains some technical results on geodesics in
uniformly Schwarzschildian metrics, as needed in the proofs of Theorems 1.2
and 1.3.
2 Proofs
We start with a proof of Theorem 1.1. We will be sketchy in places, assuming
that the reader is familiar with the argument in [4].
Let xµ be the coordinates of (1.1) (x0 = t), and let the indices a, b, .. run
from 1 to n − 1, where n is the space-dimension. Using (A.6)-(A.7) in the
appendix below, one finds that the function
ρ :=
√√√√n−1∑
a=1
(xa)2
has convexity properties somewhat similar to those of r, as exploited in [4]:
Hess ρ = −mρ
rn
{
(n− 2)dt2 +
n∑
i=1
(dxi)2
}
+
2m
rn−1
dρdr
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+
1
ρ
{
n−1∑
a=1
(dxa)2 − dρ2
}
+
n∑
µ,ν=0
n−1∑
a=1
xa
ρ
O(r−n)dxµdxν .(2.1)
On level sets of ρ all terms involving dρ drop out, then both expressions
in braces are manifestly positive for negative m. In order to show that they
dominate all the remaining terms when ρ ≥ R˚ for some R˚, one needs to
check that
|m|ρ
rn
≥ c(n)x
a
ρ
O
(
1
rn
)
⇐⇒ |m|ρ2 ≥ c(n)xaO(1) , (2.2)
where c(n) is a (large) dimension-dependent constant. Equation (2.2) will
clearly hold for ρ large enough if m 6= 0. It follows that Hess ρ, when
restricted to {ρ = R}, with R ≥ R˚, is positive definite when m < 0. This
shows, as in [4], for negative or vanishing m, that any geodesic segment Γ
with initial point p and final point q such that ρ(p), ρ(q) < R˚ will satisfy
ρ ◦ Γ < R˚ . (2.3)
We start with a lemma3:
Lemma 2.1 For every p ∈ J−(Mext) there exists an achronal, future inex-
tendible, null geodesic ray
Γ+p : [0,∞)→ J−(Mext)
such that
Γ+p (0) = p , ρ ◦ (Γ+p ) ≤M ,
for some constant M =M(p).
Proof: Since p ∈ J−(Mext) for any N ∈ N there exists a causal curve from
p to a point
p+N = (t
+
N , 0, · · · , 0, N) ∈ Mext , (2.4)
for some t+N . Minimising the time of arrival t
+
N over all such causal curves
one obtains, by global hyperbolicity, a null achronal geodesic segment Γ+N
from p to perhaps a different point p+N , still of the form (2.4). By the
convexity properties of the function ρ, discussed above, we have the bound
ρ◦Γ+N ≤M . Global hyperbolicity implies that there exists a subsequence of
the sequence ΓN accumulating at the desired inextendible null geodesic ray
Γ+p . Achronality of Γ
+
p follows from the fact that an accumulation curve of
achronal curves is achronal. ✷
It immediately follows that:
3I am grateful to G.Galloway for providing this simple proof.
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Corollary 2.2 For every p ∈ ⋖Mext⋗ there exist achronal, future inex-
tendible, null geodesic rays
Γ+p : [0,∞)→ ⋖Mext ⋗ and Γ−p : (−∞, 0]→ ⋖Mext⋗
such that
Γ±p (0) = p , ρ ◦ (Γ±p ) ≤M ,
for some constant M =M(p).
Choose R˚ large enough so that the hypersurfaces {xn = ±R˚} are closed
boundaryless in Mext. Increasing R˚ we can also assume that ∂t is timelike
for r ≥ R˚, that the slopes of the light cones in the region r ≥ R˚ are between
1/2 and 2, and that Hess ρ is positive definite on the level sets {ρ = R} for
all R ≥ R˚.
Choose τ ∈ R, let p = (τ, 0, . . . , 0,−R˚), set
Γ+ := Γ+p , Γ
− := Γ−p ,
and define
N
+ := J˙−(Γ+) , N − := J˙+(Γ−) .
Since the Γ±’s are achronal we have Γ± ⊂ N ±, thus the N ±’s are
nonempty, closed, achronal, locally Lipschitz submanifolds of M . Denote
by
P
± := N ± ∩ {xn = −R˚} .
The manifolds {x0 = ±R˚} with the induced metric are globally hyperbolic
submanifolds of (M , g), with the P± non-empty (as Γ± ∩ {r = ±R˚} =
p ∈ P±), which shows that the P±’s are closed, achronal, locally Lipschitz
submanifolds of {xn = −R˚}, and can thus be written as graphs
P
± = {t = s±(xa)} ,
for some locally Lipschitz functions s±.
In the coordinates of (1.1) the null geodesics Γ± can be written as
Γ±(s) = (t±(s), γ±(s)) .
For k ∈ N let pk = Γ+(k), set
qk = J˙
−(pk) ∩
(
R× {γ−(−k)}) .
By global hyperbolicity there exists a null achronal geodesic Γk from qk to
pk. By Corollary 2.2 there exists a constant M such that ρ(qk), ρ(pk) ≤M ,
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and by the argument presented in [4] we then have ρ◦Γk ≤M for all k large
enough. Let
rk = Γk ∩ {xn = −R˚} .
We claim that rk satisfies
rk ∈ {(x0, xa) : s−(xa) ≤ x0 ≤ s+(xa) , ρ(xa) ≤M}︸ ︷︷ ︸
=:K
⊂ {xn = −R˚} . (2.5)
The upper bound on x0 follows immediately from rk ∈ J−(Γ+). To ob-
tain the lower one we show that rk ∈ J+(Γ−): Indeed, since achronal null
geodesics maximise the time of arrival (see, e.g., [1, Proposition A.2]) we
have
t(qk) = sup
p∈J−(pk)∩{~x=γ−(−k)}
t(p) ≥ t−(−k) = t(Γ−(−k)) .
This shows that a future directed causal curve from Γ−(−k) to rk is obtained
by first following the coordinate line
[t−(−k), t(rk)] ∋ t→ (t, γ−(−k)) ,
and then following Γk until it meets {xn = −R˚}.
We have thus shown that all the achronal geodesic segments Γk pass
through the compact set K defined in (2.5), and the existence of a null line
Γ at which the Γk’s accumulate follows from standard results in Lorentzian
geometry. ✷
Proof of Theorem 1.2: Let Γ be the line constructed in the proof of
Theorem 1.1. Writing Γ ∩Mext in coordinates on Mext as xµ(s), by Corol-
lary A.4 there exists k, T and β such that (A.3)-(A.4) hold. Since ρ is
bounded along Γ we must have k = (1, 0, . . . , 0, 1).
The construction of Γ applies for every choice of asymptotic direction
k = (1, ~k), we shall denote by Γ˚~k,T the resulting line. By Corollary A.4 we
have
Γ˚~k,T = Γ(1,~k),T,β(~k,T ) (2.6)
for some β(~k, T ) ∈ Rn−1. Note that Γ depends upon a parameter τ ∈ R, so
this equation defines a function T (τ). The construction of Γ, together with
Corollary A.4, similarly shows that
Γ˚~k,T = Γ(−1,−~k),T ′,β′(~k,T ) , (2.7)
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for some T ′ ∈ R and β′ ∈ Rn−1. Here Rn−1 is understood as the plane
orthogonal to ~k with respect to the Euclidean metric on Rn.
Let N˜ ~k,T denote the collection of points in J˙
−(˚Γ~k,T ) ∩ J˙+(˚Γ~k,T ) which
lie on a generator of J˙−(˚Γ~k,T ) which is past complete, future complete, and
entirely contained in ⋖Mext⋗. Then N˜ ~k,T is non-empty, as it contains Γ˚~k,T .
We define
N~k,T = {the connected component of N˜ ~k,T containing Γ˚~k,T}.
Assuming the null energy condition, we claim that N~k,T is a smooth null hy-
persurface. This results from the discussion in [5], and can be seen as follows:
Let p ∈ Γ˚~k,T , as Mext is open there exists a neighborhood O of p entirely
contained in Mext. Consider the generators of J˙
−(˚Γ~k,T ) passing through O.
As p is an interior point of such a generator, all the null tangents in TO
can be made as close to the null tangent at p as desired if O is made small
enough (see, e.g., [3]). It follows from continuous dependence of geodesics
upon initial data that all those generators have asymptotic behavior as de-
scribed in Proposition A.1 when O is chosen small enough (with perhaps an
asymptotic direction vector ~k′ 6= ~k), in particular they will be future com-
plete. By Lemma 4.2 in [5] the divergence of J˙−(˚Γ~k,T ) (as measured towards
the future, defined in the sense of support hypersurfaces) is non-negative at
those points of J˙−(˚Γ~k,T ) which lie on generators meeting O. Similarly, re-
ducing O if necessary, the divergence of generators of J˙+(˚Γ~k,T ) (as measured
again towards the future) is non-positive at those points of J˙−(˚Γ~k,T ) which
lie on generators meeting O. By Theorem 3.4 of [5] J˙−(˚Γ~k,T )∩O is a smooth
null hypersurface which coincides with J˙+(˚Γ~k,T ) ∩ O. It is then easily seen
that the collection of points of J˙−(˚Γ~k,T ) which lie on generators meeting O
is a smooth null hypersurface contained in J˙+(˚Γ~k,T ), with all the generators
there being both future and past complete, contained in Mext, extending
arbitrary far in the asymptotic region both to the future and to the past.
We have thus shown that N~k,T has all the properties listed in the state-
ment of the theorem except perhaps for being closed. In order to establish
that last property, consider a sequence of points pn ∈ N~k,T converging to
p ∈ M , and let Γn denote the generator of J˙−(˚Γ~k,T ) passing through pn.
Set
qn = Γn ∩S ,
where S is the Cauchy surface for ⋖Mext⋗, then a subsequence, still de-
noted by qn, converges to a point q ∈ S . Let Γ denote an accumulation
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curve of the Γn’s passing through q, then Γ is an achronal, maximally ex-
tended in ⋖Mext⋗, geodesic passing through q. Suppose that q ∈ ∂S , then
the portion of Γn which lies to the future of S accumulates to a generator
of ∂D+(S ), while the portion of Γn which lies to the past of S accumu-
lates to a generator of ∂D−(S ), resulting in an accumulation curve Γ which
is not differentiable at q. This, however, contradicts the fact that Γ is a
geodesic. Hence q ∈ S , and Γ is both future and past complete. It follows
that q ∈ N~k,T , with p lying on Γ. This shows that p ∈ N~k,T , and closedness
of N~k,T follows.
Note that so far T was an arbitrarily chosen fixed number. If the domain
of outer communications is stationary one can move N~k,T by isometries to
obtain a one-parameter family N~k,t := φt−T (N~k,T ), t ∈ R, of such hypersur-
faces. A similar construction can be done in the stationary-rotating case.
In general, we start by noting that:
Lemma 2.3 Let s0 ∈ R, ~k ∈ Sn−1, a = 1, 2. For Ta ∈ R and βa ∈ Rn−1 set
Γa = Γ(1,~k),Ta,βa|[s0,∞). Then
T1 < T2 =⇒ Γ1 ⊂ I−(Γ2;Mext) .
Proof: We write xµa for Γa in the asymptotically Minkowskian coordinates
on Mext, and use an affine parameter as in (A.4). By Proposition A.3 for
any λ > 0 we have
xµ2 (s+ λ)− xµ1 (s)→s→∞ (T2 − T1 + λ, β2 − β1, λ) . (2.8)
Consider the coordinate-line segment
[0, 1] ∈ t→ γµs (t) = txµ2 (s+ λ) + (1− t)xµ1 (s) .
Calculating with respect to the Minkowski metric η, the quantity ηµν γ˙
µ
s γ˙νs
(a dot denotes a t-derivative) approaches, as s tends to infinity, the
Minkowskian length of the vector appearing at the right-hand-side of (2.8),
which is
−(T2 − T1 + λ)2 + |β2 − β1|2δ + λ2 = −2(T2 − T1)λ+ |β2 − β1|2δ .
When T2 > T1 this is negative for all λ sufficiently large. It follows that
γs is a timelike curve with respect to the Minkowski metric for all λ and s
large. Since the metric g uniformly tends to the Minkowski one along γs as
s tends to infinity, γs will be a timelike curve with respect to g for all λ and
s large enough. ✷
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In what follows R˚ is chosen at least as large as in the proof of Theo-
rem 1.1, and in (A.22):
Corollary 2.4 Let T ′, β′ be such that the geodesic Γ+p , p =
(τ, 0, . . . , 0,−R˚), of Lemma 2.1 is a subset of Γ
(1,~k),T ′,β′
(when both are un-
derstood as point sets in M ), and let T = T (τ) be as defined by (2.6).
Then
T ′ = T .
Proof: Clearly T ≤ T ′ by construction. Suppose T < T ′, then Γ˚~k,T would
lie to the timelike past of Γ+p by Lemma 2.3. But, by construction, Γ˚~k,T ⊂
J˙−(Γ+p ), whence the result. ✷
Corollary 2.5 The map which to the parameter τ assigns T , as defined
by (2.6), is a diffeomorphism from R to R.
Proof: The map τ → T ′(τ) is the inverse of the map Φ defined after
Equation (A.21), Appendix A, which is shown to be a diffeomorphism of R
there, and the result follows from Corollary 2.4. ✷
We continue with
Proposition 2.6 N~k,T = ∪β∈RnΓ(1,~k),T,β.
Proof: Let p ∈ N~k,T , then there exists a causal line Γp passing through p
contained in ⋖Mext⋗. By weak asymptotic regularity Γp satisfies (A.18),
and thus Γp = Γ(1,~k′),T ′,β′ for some Γ(1,~k′),T ′,β′ by Corollary A.4.
We want, first, to show that
~k′ = ~k . (2.9)
Since N~k,T is a smooth hypersurface its field of null tangents is also smooth.
This, together with connectedness of N~k,T , allows one to reduce the proof
of (2.9) to a situation where ~k′ is close to ~k. We shall therefore assume that
~k = (0, . . . , 0, 1) and that k′n >
√
15/4. It follows from (A.4) that choosing
R˚ and s0 large enough one can also assume that Γ(1,~k′),T ′,β′(s) ∈ {xn ≥ R˚}
for s ≥ s0.
Let s be an affine parameter as in (A.3)–(A.5), and for i ∈ N let pi =
pi(s) ∈ Mext denote a point with coordinates (x0(s)− 1/i, ~x(s)). Since pi ∈
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I−(Γ
(1,~k′),T ′,β′
) we have pi ∈ I−(˚Γ~k,T ), thus there exists a future directed
causal curve γi from pi to a point qi ∈ Γ˚~k,T .
Consider, now, the optical function S+ defined in Appendix A.2, see
(A.22). As ∇S+ is lightlike, the function S+ is strictly increasing on every
timelike curve contained within the domain of definition of S+. Suppose,
first, that γi is entirely contained in {xn ≥ R˚}. Then S+(pi) < S+(qi). By
construction of S+ we have S+(qi) = T . On the other hand, the asymptotic
behavior (A.23) of S+ and of Γ
(1,~k′),T ′,β′
gives, to leading order,
S+(pi) = x
0(s)− xn(s) + o(s) = s− k′ns+ o(s)→s→∞ ∞
except if (2.9) is satisfied. Thus, if (2.9) does not hold, then γi crosses the
boundary of the set {xn ≥ R˚}; let ri denote the first crossing point, and let
ti denote the last one. Note that J˙
−(˚Γ~k,T ; {xn ≥ R˚}) ∩ {xn = R˚} can be
represented as a graph:
J˙−(˚Γ~k,T ; {xn ≥ R˚}) ∩ {xn = R˚} = {x0 = s−(xa) , xa ∈ Rn−1} .
Since S+ ≤ T on J˙−(˚Γ~k,T ; {xn ≥ R˚}) ∩ {xn = R˚} we have, by (A.23),
s− = O(ln(2 + ρ)) . (2.10)
Somewhat similarly, J˙+(p1; {r ≥ R˚})∩{xn = R˚} is a graph of a function
s+. With our choice of R˚ the slopes of the light cones in Mext are bounded
from below by one half, which implies
s+(xa) ≥ x0(s)− 1 + x
n(s)− R˚
2︸ ︷︷ ︸
I
+
1
2
√∑
a
(xa − xa(s))2
︸ ︷︷ ︸
II
≥ 5
4
s+
1
2
√∑
a
(xa − xa(s))2 − C , (2.11)
for some s–independent constant C. Here the contribution denoted as I is
obtained by following a coordinate line, of slope one half lying in a x0 − xn
plane, from p1 to a point r ∈ {xn = R˚}, while the contribution denoted as
II is obtained from a cone of slope one half issued from r.
Now
ρ =
√∑
a
(xa)2 ≤
√∑
a
(xa − xa(s))2 +
√∑
a
(xa(s))2
≤
√∑
a
(xa − xa(s))2 + 1
2
s+ C ′ ,
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so that
ρ− 1
2
s− C ′ ≤
√∑
a
(xa − xa(s))2 ,
and (2.11) gives
s+(xa) ≥ s+ 1
2
ρ− 1
2
C ′ − C . (2.12)
It follows that for any future directed causal curve starting from one of the
points pi and entirely contained in {r ≥ R˚}, at each crossing point (2.12)
holds.
Suppose that γi never exits {r ≥ R˚}. Then at the last point ti = (x0i , xai )
at which γi crosses {xn = R˚} we must have
s+(xai ) ≤ s−(xai ) ,
which is not possible by (2.10) and (2.12) if s is chosen sufficiently large.
Thus, either (2.9) holds, or γi enters and exits {r ≥ R˚} (perhaps more than
once). Let rˆi denote the first exit point. Let sˆ
− be the graphing function of
J˙−(˚Γ~k,T ;M )∩ {r = R˚} (exceptionally, for emphasis, we write J˙−(˚Γ~k,T ;M )
for J˙−(˚Γ~k,T )):
J˙−(˚Γ~k,T ;M ) ∩ {r = R˚} = {x0 = sˆ−(v) , v ∈ Sn−1(R˚) ⊂ Rn} .
Since rˆi = (xˆ
0
i , vˆi) ∈ J−(˚Γ~k,T ;M ) we have xˆ0i ≤ sˆ−(vi) ≤ sup sˆ− < ∞, the
last inequality following from compactness and from the fact that
J−(˚Γ~k,T ;M )∩{r = R˚} ⊃ Γ˚~k,T∩{r = R˚} =⇒ J−(˚Γ~k,T ;M )∩{r = R˚} 6= ∅ ,
so that sˆ− 6≡ ∞. However, x0 is increasing along γi, so that x0i ≥ x0(s) −
1 →s→∞ ∞. It follows that an appropriate choice of s guarantees that all
the γi’s are entirely contained within {r ≥ R˚}. Consequently, (2.9) must be
true.
From (2.9) and the definition of the pi’s we have S
+(pi)→i→∞ T ′, which
implies T ′ ≤ T . Lemma 2.3 shows that no point of the form Γ
(1,~k),T ′,β′
(s),
with T ′ < T and s large, can be in J˙−(˚Γ~k,T ), hence
T ′ = T .
We have thus shown
N~k,T ⊂ ∪β∈RnΓ(1,~k),T,β . (2.13)
Equality ensues now from the fact that the intersections of both sets with
the region {xn > R˚} are smooth closed hypersurfaces. ✷
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Corollary 2.7 Each maximally extended geodesic Γ in ⋖Mext⋗ such that
r(Γ(s))→s→∞ ∞ is a line.
Proof: By Corollary A.4 every such future directed Γ coincides with some
Γ
(1,~k),T,β
. But Corollary 2.5 and Proposition 2.6 show that each Γ
(1,~k),T,β
is a line. The result for past-directed geodesics follows by changing time
orientation. ✷
Returning to the proof of Theorem 1.2, we claim that each point p
in ⋖Mext⋗ lies on some Γ(1,~k),T,β. Indeed, Lemma 2.1 with the direction
(0, . . . , 0, 1) rotated into ~k provides a geodesic ray through p with asymptotic
direction ~k, and the result follows from Proposition A.3.
We have thus proved that each of the distinct families of null hypersur-
faces
N~k := {N~k,T }T∈R
covers ⋖Mext⋗. Suppose that ⋖Mext⋗ 6= M , then there exists a point
p ∈ I−(∂S ) ∩ I−(Mext) \⋖Mext⋗ ⊂ J−(Mext)
and, by Lemma 2.1, a future directed null half-line from p extending to
infinity in Mext. This is, however, impossible by Corollary 2.7, and the
proof is complete. ✷
Proof of Theorem 1.3: By Theorem 1.2 every maximally extended
geodesic is a line. In view of the Raychaudhuri equation this is only possible
if for all null vectors k we have
Ric(k, k) = 0 . (2.14)
Elementary algebra implies then that the Ricci tensor is proportional to the
metric. For future reference we note a somewhat stronger result, which does
not assume that (2.14) holds for all k:
Lemma 2.8 Suppose that there exists an open set Ω of null vectors k at
p ∈ M for which we have
Rµνk
µkν = 0 .
Then Rµν(p) is proportional to gµν .
Proof: Let eµ be an ON-frame at p, (changing e0 to −e0 if necessary) in
this frame we write k = (|~k|δ, ~k), and there exists an open cone U ⊂ Rn−1
of ~k’s such that
αijk
ikj + 2βik
i|~k|δ = 0 , (2.15)
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where βi = R0i(p), αij = Rij(p) + R00(p)δij . Let ~k0 ∈ U , after rescaling
we can assume that |~k0|δ = 1. Let ~m be any vector such that ~m · ~k0 = 0,
|~m|δ = 1. Setting ~k = ~k0+x~m in (2.15) one obtains an equation of the form
f(x) = a+ bx+ cx2 + (d+ ex)
√
1 + x2 = 0 ,
for all x in a neighborhood of zero. As f is analytic in a neighborhood of
zero, all the coefficients of its power series there vanish, leading to a = b =
c = d = e = 0, which is equivalent to
αijk
i
0k
j
0 = αijk
i
0m
j = αijm
imj = βik
i
0 = βim
i = 0 .
Since m is arbitrary we obtain βi = 0, and αij = 0 follows by polarisation.✷
Returning to the proof of Theorem 1.3, Lemma 2.8 shows that the Ricci
tensor is proportional to the metric. By a Bianchi identity the propor-
tionality factor must be a constant, and asymptotic flatness shows that the
constant is zero. Therefore (M , g) is null geodesically complete and vacuum,
and we conclude by [5]. ✷
A Null geodesics extending to infinity in uni-
formly Schwarzschildian space-times
In this appendix we study null geodesics in Mext, as needed in the argument
above. We start by showing existence of null geodesics Γ(s) with freely
prescribable asymptotic direction, which can without loss of generality be
assumed to be e0 + en, as well as freely prescribable values
βa := lim
s→∞
Γa(s) , a = 1, . . . , n− 1 .
We will assume that there exist constants C0 > 0 and ǫ > 0 such that, in
the coordinates of (1.1) on Mext,
|g − gm| ≤ C0r−1−ǫ , |∂µ (g − gm) | ≤ C0r−2−ǫ , (A.1)
|∂µ∂ν (g − gm) | ≤ C0r−3−ǫ . (A.2)
When m = 0 and g is flat in the asymptotic region all the results established
in this appendix hold trivially, and therefore from now on we assume that
m 6= 0. On the other hand, for the purposes of the analysis of the behavior of
the null geodesics in this appendix, the separation of g into a Schwarzschild
part and a remainder is only relevant in dimension n = 3, so to avoid
unnecessary discussions we assume here that
0 < ǫ ≤ max(1, n − 3) .
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A.1 Asymptotic behavior of null geodesics
Let
α = (αµ) = (T, β = (βa), R) ∈ R× Rn−1 × R , (A.3)
b = |β|δ ,
we want to construct geodesics
[0,∞) ∋ s→ xµ(s) ∈ Mext
of the form
xµ(s) = αµ+skµ+ψµ0 (s) + δψ
µ(s)︸ ︷︷ ︸
ψµ(s)
, k = (kµ) = (1, ~k) , |~k|δ = 1 . (A.4)
The function ψµ0 is chosen so as to eliminate one of the leading order terms
in the geodesic equation for n = 3 and µ = 0. So we set ψµ0 ≡ 0 unless n = 3
and µ = 0, in which case we set
ψ00(s) = 2m ln
(
R+ s+
√
(R+ s)2 + b2
2
)
,
so that
ψ˙00(s) =
2m√
(R+ s)2 + b2
.
Proposition A.1 Let n ≥ 3 and let g satisfy (A.1)-(A.2) on Mext with
some 0 < ǫ ≤ max(1, n − 3). There exist constants R˚ and C˚ such that for
every ~k ∈ Sn−1 ⊂ Rn, (T, β) ∈ R×Rn−1 and R ≥ R˚ there exists an affinely
parameterized null geodesic of the form (A.3)-(A.4) satisfying
|δψ| +
√
(R + s)2 + |β|2δ |δψ˙| ≤
C˚
((R+ s)2 + |β|2δ)ǫ/2
. (A.5)
Remark A.2 If the metric has a smooth, or polyhomogeneous, conformal
completion, one immediately obtains a polyhomogeneous expansion for δψ
in terms of s.
Proof: xµ(s) will be an affinely parameterized geodesic if and only if
d2δψµ
ds2
= Fµ(δψ, δψ˙, s) ,
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where a dot denotes an s–derivative, and
Fµ(χ, λ, s) = − (Γµνρ ◦ (α+ sk + ψ0 + χ)) (kν+ψ˙ν0+λν)(kρ+ψ˙ρ0+λρ)−d2ψµ0ds2 .
From (1.1) and (A.1)-(A.2) we have Γµνρ = O(r−2−ǫ) except for
Γk00 = Γ
0
k0 = Γ
0
0k =
(n−2)m
rn−1
xk
r +O(r
−2−ǫ) , (A.6)
Γkij =
m
rn−1
(
δij
xk
r − δjk x
i
r − δik x
j
r
)
+O(r−2−ǫ) . (A.7)
We will write δΓµνρ for all the remainder terms not explicitly listed above.
In dimension three one has
F 0 = −2m
r2
((∑
i
xi
r
(1 + ψ˙00 + λ
0)(ki + λi)
)
− r
2(R + s)
((R + s)2 + b2)3/2
)
−δΓ0µν(kµ + ψ˙µ0 + λµ)(kν + ψ˙ν0 + λν) , (A.8)
F i = −m
r2
(
xi
r
(
|~k + λ|2δ + (1 + ψ˙00 + λ0)2
)
− 2(ki + λi)
(∑
j
xj
r
(kj + λj)
))
−δΓiµν(kµ + ψ˙µ0 + λµ)(kν + ψ˙ν0 + λν) . (A.9)
Here, and in all the calculations that follow, xµ has to be replaced by αµ +
skµ + ψµ0 + χ
µ.
On the other hand, in higher dimension it will suffice to estimate directly
from
Fα = −Γαµν(kµ + λµ)(kν + λν) .
We choose
0 < σ < ǫ ,
and we let X ⊂ C([0,∞)) × C([0,∞)) denote the set of pairs of maps into
R
n+1 such that the following norm is finite:
‖(χ, λ)‖R,b = ‖(R + s+ b)σχ‖L∞([0,∞)) +
2‖(R + s+ b)1+σλ‖L∞([0,∞))
1 + σ
.
(A.10)
Let B(1) ⊂ X be the unit closed ball in X and define the map
B(1) ∋ (χ, λ)→ T (χ, λ) =
(
−
∫ ∞
s
λ(u)du , −
∫ ∞
s
Fµ(χ, λ, u)du
)
.
(A.11)
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Clearly a fixed point (χ0, λ0) of T provides an affinely parameterized
geodesic of the form (A.4), with |δψ(s)| = |χ0| ≤ (R+ s+ b)−σ , and with
x˙µ →s→∞ kµ . (A.12)
In order to check that T does indeed have a fixed point, note first the
elementary inequality: for R+ s ≥ 0, b ≥ 0,√
(R+ s)2 + b2 ≤ R+ s+ b ≤
√
2
√
(R + s)2 + b2 . (A.13)
It follows that for (χ, λ) ∈ B(1) and for R sufficiently large we have
1
2
(R+ s+ b) ≤ r ≤ 2(R + s+ b) , (A.14)
|ρ− b| ≤ C
(R+ s+ b)σ
, (A.15)
|xn −R− s| = |χn(s)| ≤ 1
(R+ s+ b)σ
. (A.16)
This implies
|r −
√
(R + s)2 + b2| =
∣∣∣∣∣ r
2 − (R+ s)2 − b2
r +
√
(R + s)2 + b2
∣∣∣∣∣
=
∣∣∣∣∣(x
n − (R + s))(xn + (R+ s)) + (ρ− b)(ρ+ b)
r +
√
(R + s)2 + b2
∣∣∣∣∣
≤ 1 + C
(R+ s+ b)σ
. (A.17)
Equation (A.14) immediately gives an estimate
|δΓσµν(kµ + ψ˙µ0 + λµ)(kν + ψ˙ν0 + λν)| ≤
C2
(R+ s+ b)2+ǫ
.
Writing
Fµ(χ, λ) = χ
∫ 1
0
∂Fµ
∂χ
(sχ, λ)ds + λ
∫ 1
0
∂Fµ
∂λ
(0, sλ)ds + Fµ(0, 0) ,
with a little more work a similar estimate is obtained for the whole of Fµ
using (A.15)-(A.17). This leads to∣∣∣∣
∫ ∞
s
Fµ(χ, λ, u)du
∣∣∣∣ ≤ C3(R+ s+ b)−1−ǫ ≤ C3Rσ−ǫ(R+ s+ b)−(1+σ) ,
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for some C3 = C3(C1, |m|, ǫ), with C3 also depending on the constant dom-
inating the error terms in (A.1). Increasing R1 if necessary one finds that
T maps B(1) into B(1) for all R ≥ R1.
One similarly checks that the map T defined in (A.11) is a contraction
for R sufficiently large, uniformly in b, and the existence of a geodesic of
the form (A.4), with δψ(s) →s→∞ 0, ensues. Once we know that the solu-
tion just described exists, it is straightforward to show, using the geodesic
equation and the estimates already available, that δψ satisfies (A.5). ✷
We will need to know that all geodesics extending to infinity are as above:
Proposition A.3 Let g satisfy (A.1)-(A.2) on Mext. Then every null
geodesic Γ(s) such that
r(Γ(s))→s→∞ ∞ (A.18)
satisfies (A.3)-(A.5).
Proof: The existence of kµ is provided by Proposition B.1 in [2]. From
that last proposition one also has a uniform bound on dxµ/ds, as well as the
estimate (A.14), and the remaining claims easily follow by inspection of the
geodesic equation. ✷
Corollary A.4 The map which to every maximally extended, null geodesic
satisfying (A.18) assigns k, β and T is bijective.
Proof: It remains to prove injectivity. But Proposition A.3 implies that
geodesics satisfying (A.18) are solutions of the fixed point problem consid-
ered in the proof of Proposition A.1, and are therefore unique. ✷
Let Γk,T,β(s) denote the unique affinely parameterized maximally ex-
tended geodesic provided by Corollary A.4. The differentiability properties
of Γk,T,β with respect to k, T and β are best studied by considering Jacobi
fields along Γ. The method of proof of Proposition A.1 applies to give:
Proposition A.5 Let Γ : [0,∞) be a null affinely parameterized geodesic
satisfying (A.18). Then for every A,B ∈ Rn+1 there exists a solution Z of
the Jacobi equation,
D2Z
ds2
(s) = Riem(γ˙, Z)γ˙ , (A.19)
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where Riem denotes the Riemann tensor, such that
Zµ =


(R+ s)Aµ +O(ln(R+ s+
√
(R+ s)2 + b2)), Aµ 6= 0, n = 3;
(R+ s)Aµ +O((R+ s+ b)−ǫ), Aµ 6= 0, n > 3;
Bµ +O((R + s+ b)−(1+ǫ)), Aµ = 0,
(A.20)
with the error terms being uniform in b.
Similarly to Proposition A.3, every Jacobi field along Γ as in Proposi-
tion A.5 is a linear combination of solutions of the form (A.20); this is proved
by usual techniques.
It is standard to show now
Proposition A.6 The map
Sn−1 × R× Rn−1 × R ⊃ U ∋ (~k, T, β, s)→ Γ(1,~k),T,β(s)
is differentiable on the open set U on which it is defined.
Fix β,R, with R ≥ R1, and let
Φ : R→ R (A.21)
be the map which to T ∈ R assigns x0(0), the coordinate time at which the
null geodesic, as constructed in the proof of Proposition A.1, intersects {xn =
R}. Proposition A.5 (with A = 0) and standard ODE considerations show
that Φ is differentiable, with strictly positive derivative (perhaps increasing
R1 if necessary) and hence strictly increasing, in particular τ is continuous.
As the constant C˚ in (A.5) is uniform in T , one clearly has
τ(T )→T→±∞ ±∞ .
It follows that Φ is a smooth bijection from R to itself.
A.2 The optical functions S±
There exists R˚1 such that, using the implicit function theorem, one can
define a function
S+ : {xn ≥ R˚1} → R (A.22)
by assigning T to each point lying on Γk,T,β. Then S
+ is differentiable, with
null gradient, and satisfies
S+ = x0 − xn + R˚−

 2m ln
(
xn+
√
(xn)2+ρ2
2
)
+ o(1), n = 3;
o(1), n ≥ 4,
(A.23)
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with the error term tending to zero as r(x) goes to infinity, uniformly with
respect to (x1, . . . , xn−1) ∈ Rn−1. We give some details of the construction,
because the function S+ plays an important role in Section 2; furthermore,
the proof of existence of S+ (and its time-reverse counterpart S−), with the
required properties, is the missing step in the argument in [13]. Let
(yµ) = (T, β, s) ,
then (A.4) with kµ = (1, 0, . . . , 0, 1) andR = R˚ (as given by Proposition A.1)
defines a map xµ(yα). We have
1. ∂xµ/∂y0 at the point xµ(yα) is given by the value of the Jacobi field
Zµ which asymptotes to δµ0 as s = y
n tends to infinity; from the proof
of Proposition A.5 we thus have
∂xµ
∂y0
= δµ0 +O
((
R˚+ yn +
√∑
a
(ya)2
)−1)
.
2. Similarly ∂xµ/∂ya at xµ(yα) is given by the value of the Jacobi field
Zµ which asymptotes to δµa as s = yn tends to infinity; from the proof
of Proposition A.5 one finds
∂xµ
∂ya
= δµa +O
((
R˚+ yn +
√∑
a
(ya)2
)−1)
.
3. Directly from its definition, ∂xµ/∂yn = ∂xµ/∂s equals kµ + dψµ/ds,
so that
∂xµ
∂yn
= (1, 0, . . . , 0, 1) +O
((
R˚+ yn +
√∑
a
(ya)2
)−1)
.
Increasing R˚ if necessary, it follows that yµ → xµ is a smooth local diffeo-
morphism for r(y) ≥ R˚.
To prove bijectivity with the image we need the following, certainly well
known, result:
Proposition A.7 Let O ⊂ Rn be an open convex set and let Φ : O → Rn
be continuously differentiable. Then there exists ǫ = ǫ(n) > 0 such that if
|∂Φ
µ
∂yν
− δµν | < ǫ , (A.24)
then Φ is injective. If O = Rn then Φ(O) = Rn.
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Proof: The calculation follows those in [7, Theorem 3.1]. We have
|Φ(x)− Φ(y)− (x− y)| =
∣∣∣ ∫ 1
0
(
Φ′(tx+ (1− t)y)− Id
)
(x− y)dt
∣∣∣
≤ C(n)ǫ|x− y| .
This implies
|x− y| ≤ |Φ(x)−Φ(y)|+ |Φ(x)− Φ(y)− (x− y)|
≤ |Φ(x)−Φ(y)|+ C(n)ǫ|x− y| .
If C(n)ǫ < 1 we obtain
|x− y| ≤ 1
1− C(n)ǫ |Φ(x)−Φ(y)| , (A.25)
and injectivity follows. By the implicit function theorem Φ is open. It
further follows from (A.25) that if the sequence (Φ(xi))i∈N is Cauchy, then
so is the sequence (xi)i∈N. This shows that if O = R
n then Φ(O) is closed,
proving surjectivity. ✷
For R large enough consider the map ΦR which to (T, β) ∈ Rn−1 assigns
xµ(s), where s = s(T, β) is chosen so that xn(s) = R. By arguments sim-
ilar to the ones already given one finds that ΦR satisfies the hypotheses of
Proposition A.7 for R ≥ R˚1, increasing R˚1 if necessary. Hence the ΦR’s are
bijective for R ≥ R˚1, which implies that every point in the region {xn ≥ R˚1}
lies on precisely one null geodesic with asymptotic velocity (1, 0, . . . , 0, 1). It
follows that the map yµ → xµ(yα) is injective onto {xn ≥ R˚1}, and therefore
is a global diffeomorphism from some set U ⊂ [0,∞) × Rn to {xn ≥ R˚1}.
Inverting this map one obtains smooth functions yµ(xα) on {xn ≥ R˚1}. The
function S+ is then set to be equal to y0(xµ). Equation (A.23) is obtained
by eliminating s and β from the definition
S+(xµ) = T (xµ) = x0(s)− s− ψ0(s)
using equations (A.4).
As already pointed out, the function S− is obtained by a time-reverse of
the construction just carried out.
Because the estimates above are uniform in r(y) for r(y) large, it should
be clear that the domain of definition of S+ can be extended to a region of
the form {r ≥ R˚1 , xn ≥ 0}, increasing R˚1 if necessary. Similarly S− can be
22
defined on a region of the form {r(x) ≥ R˚1 , xn ≤ 0}. Those extensions are
relevant to the original Penrose-Sorkin-Woolgar argument.
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