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ON EXTREMIZING SEQUENCES FOR THE ADJOINT
RESTRICTION INEQUALITY ON THE CONE
RENE´ QUILODRA´N
Abstract. It is known that extremizers for the L2 to L6 adjoint Fourier restriction
inequality on the cone in R3 exist. Here, we show that nonnegative extremizing
sequences are precompact, after the application of symmetries of the cone. If we
use the knowledge of the exact form of the extremizers, as found by Carneiro, then
we can show that nonnegative extremizing sequences converge, after the application
of symmetries.
1. Introduction
We study the properties of extremizing sequences for the Fourier restriction in-
equality on the cone in dimension 3 for which the adjoint restriction inequality can
be rewritten equivalently as a convolution inequality. Carneiro [1], using the method
developed by Foschi [6], found the exact form of the extremizers for the adjoint Fourier
restriction inequalities in dimensions 3 and 4, but there seems to be no mention in
the literature as to whether extremizing sequences are precompact after appropriate
rescaling1. That is the question we try to answer in this paper using the methods
developed by Christ and Shao [2] to analyze the corresponding inequality for the
sphere in three dimensions.
We denote Γ2 = {(y, y′) ∈ R2 × R : y′ = |y|}, the cone in R3. A function f on
Γ2 can be identified, and we will do so, with a function from R2 to R. On Γ2 we
consider the measure σ(y, y′) = δ(y′ − |y|)|y|−1dydy′, that is, for a function f on the
cone ∫
Γ2
fdσ =
∫
R
2
f(y)
dy
|y|.
We will denote the Lp(Γ2, σ) norm of a function f as ‖f‖Lp(Γ2), ‖f‖Lp(σ) or ‖f‖p.
The extension or adjoint Fourier restriction operator for the cone is given by
Tf(x, t) =
∫
R
2
eix·yeit|y|f(y)|y|−1dy, (1.1)
where (x, t) ∈ R2 × R and f ∈ S(R2). With the Fourier transform gˆ(ξ) =∫
R
3 e
−ix·ξg(x)dx, we see that Tf(x, t) = f̂σ(−x,−t).
A well known bound [13] for Tf is given in the following theorem:
Research supported in part by NSF grant DMS-0901569.
1Fanelli, Vega and Visciglia [5] answer this question in the nonendpoint case and appeared while
this manuscript was being prepared. We comment on that later in the Introduction.
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Theorem 1.1. There exists C < ∞ such that for all f ∈ L2(Γ2) the following
inequality holds:
‖Tf‖L6(R3) 6 C‖f‖L2(Γ2). (1.2)
Denote by C the best constant in (1.2), that is,
C = sup
06=f∈L2(Γ2)
‖Tf‖L6(R3)
‖f‖L2(Γ2) . (1.3)
The use of the Fourier transform allows us to write (1.2) in “convolution form”,
namely
‖Tf‖3L6(R3) = ‖(Tf)3‖L2(R3) = ‖(f̂σ)3‖L2(R3) = ‖(fσ ∗ fσ ∗ fσ)ˆ ‖L2(R3)
= (2π)3/2‖fσ ∗ fσ ∗ fσ‖L2(R3), (1.4)
thus ‖T (f)‖L6 6 ‖T (|f |)‖L6. This implies that if {fn}n∈N is an extremizing sequence
then so is {|fn|}n∈N.
In what follows we will restrict attention to nonnegative functions f ∈ L2(Γ2).
Definition 1.2. An extremizing sequence for inequality (1.2) is a sequence {fn}n∈N
of functions in L2(Γ2) satisfying ‖fn‖L2(Γ2) 6 1, such that ‖Tfn‖L6(R3) → C as
n→∞.
An extremizer for (1.2) is a function f 6= 0 which satisfies ‖Tf‖L6(R3) = C‖f‖L2.
The main theorem of this paper is as follows:
Theorem 1.3. Any extremizing sequence of nonnegative functions in L2(Γ2) for in-
equality (1.2) is precompact up to symmetries, that is, every subsequence of an extrem-
izing sequence has a sub-subsequence that converges in L2(Γ2) after the application of
symmetries of the cone.
The symmetries of the cone we refer to are dilations and Lorentz transformations
that will be studied in Section 7, and Theorem 1.3 will be stated in a more precise
form as Theorem 8.2.
With the knowledge of the exact form of the extremizers to (1.2) given by Carneiro
in [1], one can improve Theorem 1.3 to obtain the following:
Theorem 1.4. Any extremizing sequence of nonnegative functions in L2(Γ2) for
inequality (1.2) converges in L2(Γ2), after the application of symmetries of the cone.
Define the function g by its Fourier transform as gˆ(y) = f(y)|y|−1. Then
eit
√−∆g(x) :=
1
(2π)2
∫
R
2
eix·yeit|y|gˆ(y)dy =
1
(2π)2
Tf(x, t), (1.5)
and
‖g‖
H˙
1
2 (R2)
= ‖f‖L2(Γ2),
where we used the H˙
1
2 (R2) norm
‖g‖2
H˙
1
2 (R2)
=
∫
R
2
|gˆ(y)|2|y|dy.
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We see that
(2π)−2‖Tf‖L6(R2)‖f‖−1L2(Γ2) = ‖eit
√−∆g‖L6(R3)‖g‖−1
H˙
1
2 (R2)
(1.6)
and (1.2) is equivalent to
‖eit
√−∆g‖L6x,t(R3) 6
C
(2π)2
‖g‖
H˙
1
2 (R2)
. (1.7)
From (1.6), {fn}n∈N is an extremizing sequence for (1.2) if and only if {gn}n∈N,
with gˆn(y) = fn(y)|y|−1, is an extremizing sequence for (1.7).
The problem of computing the best constant in (1.2) and the exact form of the
extremizers was solved by Carneiro in [1]. With the normalization of the Fourier
transform discussed earlier, Carneiro proves the following:
Theorem 1.5. [1]. For all f ∈ L2(Γ2),
‖f̂σ‖L6(R3) 6 (2π)5/6‖f‖L2(Γ2). (1.8)
and equality occurs in (1.8) if and only if f(y, |y|) = e−a|y|+b·y+c, where a, c ∈ C,
b ∈ C2, and |Re b| < Re a.
We will use this result to prove Theorem 1.4.
Fanelli, Vega and Visciglia proved in [5] a general existence theorem for extremizers
of Strichartz inequalities. We state here the case of the cone, in its equivalent form
via (1.5). For d > 2 and 0 6 σ < (d − 1)/2 the following Strichartz estimates hold
(see [5, Example 1.1])
‖eit
√−∆g‖
L
2(d+1)
d−1−2σ
t,x (R
d+1)
6 C‖g‖
H˙
1
2+σ(Rd)
. (1.9)
In [5], using “remodulation” (equation after [5, equation 2.12]) “rescaling” and
“translation” ([5, equation 2.15]) the following theorem is proved:
Theorem 1.6. [5]. Let d > 2 and 0 < σ < (d−1)/2. Then there exists an extremizer
for (1.9). Moreover, extremizing sequences are precompact, after the application of
symmetries: “remodulation”, “rescaling” and “translation”.
We point out here that their method does not apply to the endpoint case studied in
this paper, σ = 0 and d = 2, because of the existence of further symmetries, Lorentz
invariance, as discussed in Section 7. The symmetries referred to in Theorem 1.6,
when expressed in the dual formulation for f ∈ L2(Γ2) are, in respective order:
• f(y) eis|y|f(y), s ∈ R,
• f(y) λ1/2f(λy), λ > 0, and
• f(y) eiy·y0f(y), y0 ∈ R2.
From the Lorentz invariance of inequality (1.2), and the fact that the Lorentz group
is not generated modulo a compact subgroup by the elements listed above, it follows
that the final conclusion of Theorem 1.6 cannot be true in the endpoint case d =
2, σ = 0. This indicates that the proof in [5] likewise cannot apply to this endpoint
case.
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On the one hand, for d > 2, under admissibility conditions in (p, q) one has the
Strichartz estimates
‖eit
√−∆g‖LptLqx(Rd+1) 6 C‖g‖H˙ 1p− 1q+12 (Rd),
so that for the case of the H˙1/2(Rd) one needs p = q which then makes [5, Theorem
1.1] not applicable.
On the other hand, at the level of the proof of [5, Theorem 1.1], one sees that [5,
equation 2.12] does not hold for σ = 0 (or s = 1
2
as appears there) and d = 2. For this
we show that there are extremizing sequences {gn}n∈N such that ‖eit
√−∆gn‖L∞t L4x → 0
as n→∞.
This is the same as having extremizing sequence {fn}n∈N such that ‖Tfn‖L∞t L4x → 0
as n → ∞. For this we use the Lorentz invariance and the characterization of
extremizers for the cone given in Theorem 1.5.
From Section 7, ‖T (f ◦ L)‖L6(R3) = ‖Tf‖L6(R3), for every Lorentz transformation
L preserving Γ2. Let f be an L2-normalized extremizer, say f(x1, x2, x3) = c0e
−x3 .
We take a sequence of Lorentz transformations Ls and f ◦Ls is also an L2-normalized
extremizer. We now compute ‖T (f ◦ Ls)‖L∞t L4x . We have
Tf(x, t) =
2πc0√
(1− it)2 + |x|2
and
|Tf(x, t)|4 = (2π)
4c40
(1− t2 + |x|2)2 + 4t2 .
Now we use Ls(x, t) = ((x1 + st)/(1− s2)1/2, x2, (t + sx1)/(1− s2)1/2) and note that
by making the change of variables u = (x1 + st)(1− s2)−1/2, v = x2 we obtain∫
R
2
|(Tf) ◦ Ls(x, t)|4dx = (1− s2)1/2
∫
R
2
|Tf(x1, x2, sx1 + t(1− s2)1/2)|4dx.
Then, if s 6= 0
sup
t∈R
∫
R
2
|T (f ◦ Ls(x, t))|4dx = (1− s2)1/2 sup
t∈R
∫
R
2
|Tf(x1, x2, s(x1 + t))|4dx
= (2π)4c40(1− s2)1/2 sup
t∈R
∫
R
2
dx1dx2
(1− s2(x1 + t)2 + x21 + x22)2 + 4s2(x1 + t)2
= (2π)4c40(1− s2)1/2 sup
t∈R
∫
R
2
dx1dx2
(1− s2x21 + (x1 + t)2 + x22)2 + 4s2x21
.
It is not hard to show that for (s, t) ∈ [1
2
, 1]×R∫
R
2
dx1dx2
(1− s2x21 + (x1 + t)2 + x22)2 + 4s2x21
6 C,
with C independent of s and t. Therefore
sup
t∈R
∫
R
2
|T (f ◦ Ls(x, t))|4dx 6 C(1− s2)1/2.
Hence lims→1− ‖T (f ◦ Ls)‖L∞t L4x = 0.
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Notation: We will write X . Y or Y & X to denote an estimate of the form
X 6 CY , and X ≍ Y to denote an estimate of the form cY 6 X 6 CY , where
0 < c, C < ∞ are constants depending on fixed parameters of the problem, but
independent of X and Y . We will denote by χA the characteristic function of a set
A.
When writing integrals, we will sometimes drop the domain of integration or the
measure when it is clear from context.
2. The structure of the paper and the idea of the proof
The proof of Theorem 1.3 follows the lines of the proof of precompactness of ex-
tremizing sequences for the adjoint Fourier restriction operator on the sphere S2 ⊂ R3
given in [2].
In Section 3, we give a known [13], [11, Chapter 2] proof of Theorem 1.1, with a
view towards a refinement in terms of a cap space, as used in [2] and proved in [4] for
compact surfaces in R3 of nonvanishing Gaussian curvature. In Section 4, we obtain
bounds that we will use in Section 5 to obtain the following cap estimate:
‖Tf‖L6(R3) . ‖f‖1−γ/2L2(Γ2)
(
sup
C
|C|−1/4
∫
C
|f |3/2dσ
)γ/3
, (2.1)
where the supremum ranges over all “caps” C ⊂ Γ2 and γ > 0 is a small universal
constant. This is the analog of [2, Lemma 6.1].
For a function satisfying ‖Tf‖L6(R3) > δC‖f‖L2(Γ2), the estimate in (2.1) allows
the extraction of a cap C with good properties: f can be decomposed as the sum of
two functions with disjoint supports f = g + h and g, which is comparable to fχC,
satisfies
|g(x)| 6 Cδ‖f‖2|C|−1/2χC(x) and ‖g‖2 > ηδ‖f‖2.
This is the content of Section 6. In Section 7, we discuss symmetries of the cone.
This includes dilations and Lorentz transformations and they allow us to take a cap
C and transform it into a cap C′ with better properties: C′ is contained in a bounded
region, independent of the extremizing sequence, and has big measure.
The existence of symmetries of (Γ2, σ) simplifies the argument, compared to [2].
Two ways are possible, use the arguments of Fanelli, Vega and Visciglia contained
in [4,5] carried out in Section 8; or use a decomposition algorithm as done by Christ
and Shao and carried out at the end of Section 8.
For the argument based on [4, 5], a single extraction of a cap and the use of sym-
metries is enough to prove precompactness. In the case of the argument based on [2],
a cap decomposition is needed. For an extremizing sequence, the cap decomposition
is used to show that after dilations and Lorentz transformations, the extremizing
sequence has a uniform L2-decay at infinity. The uniform decay plus a result inspired
from [4] allow us to complete the proof of precompactness.
In the last section, we prove that extremizing sequences converge, after the appli-
cation of symmetries of the cone. This is an easy task, that follows from the fact that
the extremizers for (1.2) are known and that the group of symmetries of the cone
acts transitively in the set of extremizers.
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The author became recently aware that Ramos [9] proved a similar result to the
cap estimate (2.1), for all d > 2, using a different method that relies on bilinear
estimates for the cone as proved by Wolff and Tao. He also proved the existence of
extremals for the Strichartz inequalities for the wave equation in the endpoint case.
3. The adjoint Fourier restriction inequality
Abusing notation, we will write f(r, θ) = f(x), where x = (r cos θ, r sin θ), which
is the polar representation of x. Note that in polar coordinates the measure |y|−1dy
becomes dr dθ.
In the proof of Theorem 1.1, we will need the following standard lemma.
Lemma 3.1 (Fractional integration). Let p, q ∈ (1,∞). Then for any g ∈ Lp(R), h ∈
Lq(R) the following holds:∫
R
∫
R
|g(s)h(t)||t− s|−αdsdt 6 Cp,q‖g‖Lp‖h‖Lq ,
where α = 2− 1/p− 1/q and 1/p+ 1/q > 1.
From Lemma 3.1 we have the following:
Lemma 3.2. Let p, q ∈ (1,∞) with 1/p+ 1/q > 1 and let α = 2 − 1/p− 1/q. Then
for any g ∈ Lp([0, 2π]), h ∈ Lq([0, 2π]) the following holds:∫ 2π
0
∫ 2π
0
|g(s)h(t)|| sin(t− s)|−αdsdt 6 Cp,q‖g‖Lp‖h‖Lq . (3.1)
Proof. We split the integral in sixteen pieces according to [0, 2π] = [0, π/2]∪[π/2, π]∪
[π, 3π/2] ∪ [3π/2, 2π], and then it will be enough to show that∫ (m+1)π/2
mπ/2
∫ (n+1)π/2
nπ/2
|g(s)h(t)|| sin(t− s)|−αdsdt 6 Cp,q‖g‖Lp‖h‖Lq ,
for all m,n ∈ {0, 1, 2, 3}. For this we use a simple change of variable that allows us
to use Lemma 3.1.
If t, s ∈ [jπ/2, (j + 1)π/2], for some j ∈ {0, 1, 2, 3}, then |t− s| 6 π/2 and we use
that (2/π)|t− s| 6 | sin(t− s)| 6 |t− s|.
If s ∈ [0, π/2] and t ∈ [π, 3π/2] we can use the change of variables t′ = t − π so
that t′ ∈ [0, π/2]. We note that | sin(t− s)| = | sin(t′ − s)|.
If s ∈ [0, π/2] and t ∈ [π/2, π] we further split the intervals as [0, π/2] = [0, π/4] ∪
[π/4, π/2] and [π/2, π] = [π/2, 3π/4] ∪ [3π/4, π]. If s ∈ [0, π/4] and t ∈ [π/2, 3π/4]
or if s ∈ [π/4, π/2] and t ∈ [3π/4, π], then | sin(t − s)| > 1/√2 and the desired
inequality follows from an application of Ho¨lder’s inequality. If s ∈ [π/4, π/2] and
t ∈ [π/2, 3π/4], then |t − s| 6 π/2 and we can use the inequality (2/π)|t − s| 6
| sin(t − s)| 6 |t − s| as in the first case discussed. Finally, if s ∈ [0, π/4] and
t ∈ [3π/4, π], we use the substitution t′ = t − π so that t′ ∈ [−π/4, 0]. Since
| sin(t− s)| = | sin(t′ − s)| and |t′ − s| 6 π/2 we can conclude as before.
The other cases follow in the same way. 
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Proof of Theorem 1.1. We split f(y) =
∑
k∈Z fk(y) where fk(y) = f(y)χ{2k−16|y|<2k}.
Then
(Tf)2(x, t) =
∑
k,k′∈Z
Tfk · Tfk′.
Taking L3 norm in both sides, using the triangle inequality and Lemma 3.3, we obtain
‖Tf‖2L6 6 C
∑
k,k′
2−|k−k
′|/6‖fk‖L2(σ)‖fk′‖L2(σ).
To conclude, we use the Cauchy-Schwarz inequality
‖Tf‖2L6 6 C
(∑
k,k′
2−|k−k
′|/6‖fk‖2L2(σ)
)1/2(∑
k,k′
2−|k−k
′|/6‖fk′‖2L2(σ)
)1/2
6 C‖f‖2L2(σ).
Lemma 3.3. There exists a constant C <∞ with the following property. Let k, k′ ∈
Z and f, g ∈ L2(Γ2) with f and g supported in the regions 2k−1 6 |y| < 2k and
2k
′−1 6 |y| < 2k′ respectively, then
‖Tf · Tg‖L3(R3) 6 C2−|k−k′|/6‖f‖L2(Γ2)‖g‖L2(Γ2). (3.2)
Proof. We can split
f(r, θ)g(r′, θ′) = f(r, θ)g(r′, θ′)(χr>r′ + χr<r′)(χθ>θ′ + χθ<θ′) for a.e (r, r′, θ, θ′).
Thus, by the triangle inequality we can assume, without loss of generality, that θ > θ′
and r < r′ in the support of f(r, θ)g(r′, θ′).
Using polar coordinates and Fubini’s Theorem, we have
Tf · Tg(x, t) =
∫
R
2
∫
R
2
eix·(y+y
′)eit(|y|+|y
′|)f(y)g(y′)|y|−1|y′|−1 dydy′
=
∫
eix·(r cos θ+r
′ cos θ′,r sin θ+r′ sin θ′)eit(r+r
′)f(r, θ)g(r′, θ′) dθdθ′drdr′.
We make the following change of variables:
(r, r′, θ, θ′) 7→ (u, s, ̺) = (r cos θ + r′ cos θ′, r sin θ + r′ sin θ′, r + r′, r),
which is injective in the region where θ > θ′, r < r′. The Jacobian of the transfor-
mation is
J−1 =
∂(u, s, ̺)
∂(r, r′, θ, θ′)
= rr′ sin(θ − θ′).
Using the change of variables
Tf · Tg(x, t) =
∫ ∞
0
(∫
eix·ueitsf(y)g(y′)Jduds
)
d̺,
8 RENE´ QUILODRA´N
and by Minkowski’s inequality and Hausdorff-Young inequality,
‖Tf · Tg‖L3 6
∫ ∞
0
∥∥∥∫ eix·ueitsf(y)g(y′)Jduds∥∥∥
L3
d̺
6 C
∫ ∞
0
(∫
|f(y)g(y′)J |3/2duds
)2/3
d̺
= C
∫ ∞
0
(∫
|f(y)g(y′)|3/2(rr′)− 12 | sin(θ − θ′)|− 12Jduds
)2/3
d̺.
We now use that r ≍ 2k, r′ ≍ 2k′ and Ho¨lder’s inequality to obtain
‖Tf · Tg‖L3 6 C(2k2k′)−1/3(2k)1/3
(∫
|f(y)g(y′)|3/2| sin(θ − θ′)|− 12Jdudsd̺
)2/3
= C(2k2k
′
)−1/3(2k)1/3
(∫
|f(y)g(y′)|3/2| sin(θ − θ′)|− 12dθdθ′drdr′
)2/3
.
(3.3)
On the other hand, by Lemma 3.2,∫
|f(y)g(y′)|3/2| sin(θ − θ′)|− 12dθdθ′drdr′
6 C
∫ (∫
|f(r, θ)|2dθ
)3/4
dr ·
∫ (∫
|g(r, θ′)|2dθ′
)3/4
dr′
6 C(2k2k
′
)1/4
(∫
|f(r, θ)|2drdθ
)3/4(∫
|g(r′, θ′)|2dr′dθ′
)3/4
.
Then, as 2k 6 2k
′
‖Tf · Tg‖L3 6 C(2k2k′)−1/3min((2k)1/3, (2k′)1/3)(2k2k′)1/6‖f‖L2r,θ‖g‖L2r,θ
= C2−(k+k
′)/6min((2k)1/3, (2k
′
)1/3)‖f‖L2(σ)‖g‖L2(σ).
We note that 2−(k+k
′)/6min((2k)1/3, (2k
′
)1/3) = 2−|k−k
′|/6, so
‖Tf · Tg‖L3 6 C2−|k−k′|/6‖f‖L2(σ)‖g‖L2(σ). 
Proposition 3.4. There exists a constant C < ∞ with the following property. Let
f ∈ L2(Γ2) and for k ∈ Z let fk(y) = f(y)χ{2k−16|y|<2k}. Then
‖Tf‖L6(R3) 6 C
(∑
k∈Z
‖fk‖3L2(Γ2)
)1/3
.
Proof. By rewriting ‖Tf‖3L6(R3) as the L2 norm of a trilinear form and using the
triangle inequality, we have
‖Tf‖3L6 = ‖Tf · Tf · Tf‖L2 =
∥∥∥∥∑
i,j,k
Tfi · Tfj · Tfk
∥∥∥∥
L2
6
∑
i,j,k
‖Tfi · Tfj · Tfk‖L2.
Now for each i, j and k, without loss of generality, we can assume that |j − k| =
max(|i′ − j′| : i′, j′ ∈ {i, j, k}). Using Ho¨lder’s inequality, Theorem 1.1 and Lemma
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3.3, we obtain
‖Tfi · Tfj · Tfk‖L2 6 ‖Tfi‖L6‖Tfj · Tfk‖L3 6 C2−|j−k|/6‖fi‖L2‖fj‖L2‖fk‖L2. (3.4)
Now, using the maximality of |j−k| we see that |j−k| > 1
3
|i− j|+ 1
3
|j−k|+ 1
3
|k− i|,
and hence from (3.4),
‖Tfi · Tfj · Tfk‖L2 6 2−|i−j|/182−|j−k|/182−|k−i|/18‖fi‖L2‖fj‖L2‖fk‖L2 .
Then
‖Tf‖3L6 6 C
∑
i,j,k
2−|i−j|/182−|j−k|/182−|k−i|/18‖fi‖L2‖fj‖L2‖fk‖L2,
and a final application of Ho¨lder’s inequality gives the desired conclusion
‖Tf‖3L6 6 C
∑
i,j,k
2−|i−j|/182−|j−k|/182−|k−i|/18‖fk‖3L2 6 C
∑
k∈Z
‖fk‖3L2 . 
4. Preliminaries for the cap bound for the adjoint Fourier operator
Recall that in the computation of ‖(Tf)2‖L3, in equation (3.3) with g = f , we
came across the expression∫
|f(r, θ)f(r′, θ′)|3/2| sin(θ − θ′)|−1/2dθdθ′drdr′.
By assuming the angular support of f is contained in the region 0 6 θ 6 π/2, that
is, f(r, θ) = 0 if θ /∈ [0, π/2], we can study instead the comparable expression∫
|f(r, θ)f(r′, θ′)|3/2|θ − θ′|−1/2dθdθ′drdr′.
Instead of using fractional integration in θ and θ′ and Ho¨lder’s inequality in r and
r′ we want to obtain a “cap type” inequality for T of the form in [7, Theorem 4.2].
Definition 4.1. By a cap C, we mean a set C ⊂ Γ whose projection to the plane
R
2×{0} is of the form [2k−1, 2k]×J , when written in polar coordinates (r, θ), where
k ∈ Z and J ⊂ [0, 2π] is an interval. We will identify the cap C with its projection
to the plane R2 × {0} and write C = [2k−1, 2k]× J .
For a cap C = [2k−1, 2k] × J , |C| := σ(C) = 2k−1|J |, and for any λ > 0, λC =
[λ2k−1, λ2k]× J , so σ(λC) = λσ(C).
Definition 4.2. Let 0 < α < 1 and p = 2/(2 − α). Define, for f, g ∈ Lp(R), the
bilinear operator
B(f, g) =
∫
R
2
f(x)g(x′)|x− x′|−αdxdx′. (4.1)
Note that the kernel x ∈ R 7→ |x|−α has a strictly positive Fourier transform, and
thus B is nondegenerate and satisfies the Cauchy-Schwarz inequality |B(f, g)|2 6
B(f, f)B(g, g).
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Lemma 3.1 implies that |B(f, f)| 6 Cp‖f‖2Lp(R). We can say more if we work with
the Lorentz spaces Lp,q(R) (see [12] for an introduction to Lorentz spaces). We have
the following bound for B [8]:
|B(f, f)| . ‖f‖2Lp,2(R).
This bound will allow us to prove the following:
Proposition 4.3. Let 0 < α < 1 and p = 2/(2− α). There exist constants C < ∞
and δ ∈ (0, 2) such that for all f ∈ Lp(R) the following inequality holds:
B(f, f) 6 C‖f‖2−δLp(R) sup
k,I
‖fk‖δLp(R)
( |Ek ∩ I|
|Ek|+ |I|
)δ
,
where I ranges over all compact intervals of R, Ek = {x ∈ R : 2k 6 |f(x)| < 2k+1}
and fk = fχEk , k ∈ Z.
Proof. We will use the following characterization of the Lp,2 norm. If we decompose f
as in the statement of the proposition, f =
∑
k∈Z fk where fk have disjoint supports,
Ek, and 2
kχEk 6 |fk| < 2k+1χEk , then
‖f‖2Lp,2(R) ≍
∑
k∈Z
‖fk‖2Lp(R). (4.2)
It follows from (4.2) that ‖f‖2Lp,2 . ‖f‖pLp supk ‖fk‖2−pLp , from where the following
bound is obtained:
|B(f, f)| . ‖f‖pLp(R) sup
k∈Z
‖fk‖2−pLp(R).
We can improve the previous estimate. For this, let η > 0, S = {k : ‖fk‖p >
η‖f‖p}, and g =
∑
k∈S fk. Then |B(f − g, f − g)| . η2−p‖f‖2Lp. Since ‖f‖pLp =∑
k ‖fk‖pLp we obtain that |S| 6 η−p. Therefore, by Cauchy-Schwarz
|B(g, g)|1/2 6
∑
k∈S
|B(fk, fk)|1/2 6 |S|max
k∈S
|B(fk, fk)|1/2 6 η−pmax
k∈S
|B(fk, fk)|1/2.
We deduce that
|B(f, f)|1/2 6 |B(f−g, f−g)|1/2+|B(g, g)|1/2 6 η(2−p)/2‖f‖Lp+η−pmax
k∈S
|B(fk, fk)|1/2,
and squaring we obtain that for all η > 0
|B(f, f)| . η2−p‖f‖2Lp + η−2p sup
k∈Z
|B(fk, fk)|.
Optimizing in η gives
|B(f, f)| . sup
k∈Z
|B(fk, fk)|δ/2‖f‖2−δLp , (4.3)
for some δ ∈ (0, 1) (the optimization gives δ = 2(2 − p)/(2 + p)). Thus, it is then
enough to obtain a bound on B(f, f) where f = χE.
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Lemma 4.4. There exist C < ∞ and γ ∈ (0, 1) with the following property. For
every E subset of R of finite measure
B(χE , χE) 6 C‖χE‖2Lp(R)
(
sup
I
|E ∩ I|
|E|+ |I|
)γ
, (4.4)
where the supremum ranges over all compact intervals I of R.
Proof. Let {Ikj }j∈Z be a partition of the real line into intervals of equal length 2k.
Then
B(χE, χE) =
∫∫
χE(x)χE(y)
|x− y|α dxdy =
∑
k
∫∫
{2k−16|x−y|<2k}
χE(x)χE(y)
|x− y|α dxdy
≍
∑
k
∑
j
2−kα|E ∩ Ikj ||E ∩ I˜kj |
.
∑
k
∑
j
2−kα|E ∩ I˜kj |2
where I˜kj has the same center as I
k
j and double length. From now on we will rename
I˜kj by I
k
j .
Now, we fix k and estimate
∑
j 2
−kα|E ∩ Ikj |2. Let n be such that 2n 6 |E| < 2n+1.
We will divide the analysis into the cases where k 6 n and k > n. Recall that
p = 2/(2 − α), and let γ ∈ (0, 1) be a number to be determined later. We first
consider the case k 6 n. We have
∑
j
2−kα|E ∩ Ikj |2 6
∑
j
|E ∩ Ikj |2−kα sup
i
|E ∩ Iki |
. |E|2−kα
(
sup
i
|E ∩ Iki |
|E|+ |Iki |
)γ
2k(1−γ)|E|γ
≍ |E|1+γ2k(1−α−γ)
(
sup
i
|E ∩ Iki |
|E|+ |Iki |
)γ
= |E|2−α|E|−1+α+γ2k(1−α−γ)
(
sup
i
|E ∩ Iki |
|E|+ |Iki |
)γ
. ‖χE‖2Lp2−(n−k)(1−α−γ)
(
sup
i
|E ∩ Iki |
|E|+ |Iki |
)γ
.
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Now, if k > n we have∑
j
2−kα|E ∩ Ikj |2 6
∑
j
|E ∩ Ikj |2−kα sup
i
|E ∩ Iki |
. |E|2−kα
(
sup
i
|E ∩ Iki |
|E|+ |Iki |
)γ
2kγ|E|1−γ
≍ |E|2−γ2−k(α−γ)
(
sup
i
|E ∩ Iki |
|E|+ |Iki |
)γ
= |E|2−α|E|α−γ2−k(α−γ)
(
sup
i
|E ∩ Iki |
|E|+ |Iki |
)γ
. ‖χE‖2Lp2−(k−n)(α−γ)
(
sup
i
|E ∩ Iki |
|E|+ |Iki |
)γ
.
Thus, if we choose γ > 0 smaller than min(1−α, α), we obtain the desired conclusion
after adding over k
B(χE , χE) . ‖χE‖2Lp
(
sup
I
|E ∩ I|
|E|+ |I|
)γ
. 
By combining Lemma 4.4 and (4.3) we obtain that for f ∈ Lp
B(f, f) . ‖f‖2−δLp sup
k,I
‖fk‖δLp
( |Ek ∩ I|
|Ek|+ |I|
)δγ/2
,
that implies (after we rename δγ/2 by δ)
B(f, f) . ‖f‖2−δLp sup
k,I
‖fk‖δLp
( |Ek ∩ I|
|Ek|+ |I|
)δ
,
since ‖fk‖p/‖f‖p 6 1 and so (‖fk‖p/‖f‖p)δ 6 (‖fk‖p/‖f‖p)δγ/2. 
We note that supk,I ‖fk‖δLp(|Ek∩I|/(|Ek|+|I|))δ is bounded by
(
supI |I|−1+1/p
∫
I
|f |)δ.
Indeed, we have
sup
k,I
‖fk‖δLp
( |Ek ∩ I|
|Ek|+ |I|
)δ
.
(
sup
k,I
|I|−1+1/p
∫
I
|fk|
)δ
.
To see this, we rewrite ‖fk‖δLp ≍ 2kδ|Ek|δ/p and
∫
I
|fk| ≍ 2k|Ek ∩ I|. It suffices to
show that for all k and I
|Ek|δ/p
( |Ek ∩ I|
|Ek|+ |I|
)δ
6 |I|(−1+1/p)δ|Ek ∩ I|δ,
which is equivalent to |Ek|δ/p|I|δ 6 |I|δ/p(|Ek|+ |I|)δ. This holds trivially in the case
|Ek| 6 |I|, while in the case |Ek| > |I|, we rewrite the inequality as
1 6
(
1 +
|I|
|Ek|
)δ( |I|
|Ek|
)δ(−1+1/p)
,
which holds because −1 + 1/p < 0.
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We have proved the following proposition.
Proposition 4.5. Let 0 < α < 1 and p = 2/(2 − α). There exist C < ∞ and
δ ∈ (0, 2) such that for all f ∈ Lp(R)
B(f, f) 6 C‖f‖2−δLp(R)
(
sup
I
|I|−1+1/p
∫
I
|f |dx
)δ
. (4.5)
where I ranges over all compact intervals of R.
Using the Cauchy-Schwarz inequality for B and a decomposition as in Lemma 3.2,
we obtain the corollary as follows:
Corollary 4.6. Let 0 < α < 1 and p = 2/(2−α). There exist C <∞ and δ ∈ (0, 2)
such that for all f ∈ Lp([0, 2π]),∫
[0,2π]2
f(x)f(y)| sin(x− y)|−αdxdy 6 C‖f‖2−δLp([0,2π])
(
sup
I
|I|−1+1/p
∫
I
|f |dx
)δ
,
where I ranges over all subintervals of [0, 2π].
We now consider the operator we will use to control the adjoint Fourier operator
T .
Definition 4.7. Let 0 < α < 1 and p = 2/(2 − α). We define the bilinear operator
Q : Lp(R2)× Lp(R2)→ R by
Q(f, g) =
∫
(R2)2
f(r, x)g(r′, x′)|x− x′|−αdxdx′drdr′, (4.6)
Note that we can write Q(f, f) = B(
∫
f(r, x)dr,
∫
f(r′, x′)dr′).
For f ∈ Lpr,x with ‖
∫
f(r, x)dr‖Lpx <∞, we use (4.5) to obtain
Q(f, f) .
∥∥∥∥∫ |f(r, x)|dr∥∥∥∥2−δ
Lpx
(
sup
I
|I|−1+1/p
∫
I
∫
|f(r, x)|drdx
)δ
. (4.7)
Suppose that f(r, x) is supported where 2k−1 6 r < 2k, then
∫
I
∫
f(r, x)drdx =∫
C f(r, x), where C = [2k−1, 2k]× I, and ‖
∫
f(r, x)dr‖Lpx 6 2(k−1)(1−1/p)‖f‖Lpr,x. Thus,
it follows from (4.7) that
Q(f, f) . 22k(1−1/p)‖f‖2−δ
Lpr,x
(
sup
C
|C|−1+1/p
∫
C
|f(r, x)|drdx
)δ
, (4.8)
where we used 2k−1|I| = |C|.
In the case we are interested in, we will need to estimate Q(|fk|3/2, |fk|3/2) with the
support of fk as before and fk ∈ L2r,x, with α = 12 and p = 43 .
Corollary 4.8. There exist C < ∞ and δ ∈ (0, 2) with the following property. Let
k, k′ ∈ Z and f, g ∈ L4/3(R2) and suppose that f(r, x), g(r, x) are supported in the
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regions [2k−1, 2k]×R and [2k′−1, 2k′]×R respectively. Then
|Q(f, g)|2 6 C2(k+k′)/2‖f‖2−δ
L
4/3
r,x
‖g‖2−δ
L
4/3
r,x
(
sup
C
|C|−1/4
∫
C
|f |drdx
)δ
·
(
sup
C
|C|−1/4
∫
C
|g|drdx
)δ
. (4.9)
Proof. This follows from (4.8) and the Cauchy-Schwarz inequality for Q,
Q(f, g)2 6 Q(f, f)Q(g, g). 
For fk, fk′ ∈ L2(R2(r,x)) supported where 2k−1 6 r < 2k and 2k
′−1 6 r < 2k
′
,
respectively, we obtain
Q(|fk|3/2, |fk′|3/2)2 . 2(k+k′)/2‖fk‖3(2−δ)/2L2r,x ‖fk′‖
3(2−δ)/2
L2r,x
·
(
sup
C
|C|−1/4
∫
C
|fk|3/2drdx
)δ(
sup
C
|C|−1/4
∫
C
|fk′|3/2drdx
)δ
. (4.10)
The use of the Cauchy-Schwarz inequality for Q, and a decomposition as in Lemma
3.2 implies that for fk, fk′ ∈ L2(Rr × [0, 2π]x) supported where 2k−1 6 r < 2k and
2k
′−1 6 r < 2k
′
the following estimate holds:(∫
|fk(r, x)fk′(r′, x′)|3/2| sin(x− x′)|−1/2dxdx′drdr′
)2
. 2(k+k
′)/2‖fk‖3(2−δ)/2L2r,x
· ‖fk′‖3(2−δ)/2L2r,x
(
sup
C
|C|−1/4
∫
C
|fk|3/2drdx
)δ(
sup
C
|C|−1/4
∫
C
|fk′|3/2drdx
)δ
. (4.11)
5. The cap bound for the adjoint Fourier restriction operator
Proposition 5.1. There exist C <∞ and δ ∈ (0, 2) with the following property. Let
k, k′ ∈ Z and f, g ∈ L2(Γ2), with f and g supported in the regions 2k−1 6 |y| < 2k
and 2k
′−1 6 |y| < 2k′, respectively, then
‖Tf · Tg‖L3(R3) 6 C2−|k−k′|/6‖f‖(2−δ)/2L2(Γ2) ‖g‖(2−δ)/2L2(Γ2)
·
(
sup
C
|C|−1/4
∫
C
|f |3/2dσ
)δ/3(
sup
C
|C|−1/4
∫
C
|g|3/2dσ
)δ/3
. (5.1)
Proof. Recall from Section 3, equation (3.3), that we have the inequality
‖Tf · Tg‖L3 6 C(2k2k′)−1/3min(2k, 2k′)1/3
·
(∫
|f(y)g(y′)|3/2| sin(θ − θ′)|−1/2dθdθ′drdr′
)2/3
.
From (4.11), we obtain
‖Tf · Tg‖L3 . (2k2k′)−1/3min(2k, 2k′)1/32(k+k′)/6‖f‖(2−δ)/2L2(Γ2) ‖g‖(2−δ)/2L2(Γ2)
·
(
sup
C
|C|−1/4
∫
C
|f |3/2dσ
)δ/3(
sup
C
|C|−1/4
∫
C
|g|3/2dσ
)δ/3
,
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which as in the proof of Lemma 3.3 can be rewritten as
‖Tf · Tg‖L3 . 2−|k−k′|/6‖f‖(2−δ)/2L2(Γ2) ‖g‖(2−δ)/2L2(Γ2)
·
(
sup
C
|C|−1/4
∫
C
|f |3/2dσ
)δ/3(
sup
C
|C|−1/4
∫
C
|g|3/2dσ
)δ/3
. 
Corollary 5.2. There exist C < ∞ and δ ∈ (0, 2) with the following property. If
f ∈ L2(Γ2) and fk = fχ{2k−16|y|<2k}, k ∈ Z, then
‖Tf‖2L6(R3) 6 C
∑
k∈Z
‖fk‖2−δL2(Γ2)
(
sup
C
|C|−1/4
∫
C
|fk|3/2dσ
)2δ/3
. (5.2)
Proof. We start by writing ‖Tf‖2L6 = ‖Tf · Tf‖L3 and Tf =
∑
k∈Z Tfk, so the
triangle inequality gives
‖Tf · Tf‖L3 6
∑
k,k′
‖Tfk · Tfk′‖L3
that together with Proposition 5.1 gives
‖Tf‖2L6 .
∑
k,k′
2−|k−k
′|/6‖fk‖(2−δ)/2L2(Γ2) ‖fk′‖(2−δ)/2L2(Γ2)
·
(
sup
C
|C|−1/4
∫
C
|fk|3/2dσ
)δ/3(
sup
C
|C|−1/4
∫
C
|fk′|3/2dσ
)δ/3
.
The desired conclusion follows by the Cauchy-Schwarz inequality. 
By using Proposition 5.1 instead of Lemma 3.3 we can obtain an analog of Propo-
sition 3.4, which is as follows:
Proposition 5.3. There exist C <∞ and δ ∈ (0, 2) with the following property. Let
f ∈ L2(Γ2) and for k ∈ Z let fk(y) = f(y)χ{2k−16|y|<2k}. Then
‖Tf‖L6(R3) 6 C
(∑
k∈Z
‖fk‖3−3δ/2L2(Γ2)
(
sup
C
|C|−1/4
∫
C
|fk|3/2dσ
)δ)1/3
. (5.3)
Proposition 5.4 (Cap estimate). There exist C < ∞ and δ ∈ (0, 2) such that for
all f ∈ L2(Γ2) the following estimate holds:
‖Tf‖L6(R3) 6 C‖f‖1−δ/2L2(Γ2)
(
sup
C
|C|−1/4
∫
C
|f |3/2dσ
)δ/3
, (5.4)
Proof. From Proposition 5.3, we have
‖Tf‖L6 .
(∑
k
‖fk‖3−3δ/2L2
(
sup
C
|C|−1/4
∫
C
|fk|3/2dσ
)δ)1/3
.
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For each k, using that δ 6 2/3 (δ can be taken as small as desired by changing the
corresponding implicit constants C in the inequalities), we have
‖fk‖3−3δ/2L2
(
sup
C
|C|−1/4
∫
C
|fk|3/2dσ
)δ
= ‖fk‖2L2‖fk‖1−3δ/2L2
(
sup
C
|C|−1/4
∫
C
|fk|3/2dσ
)δ
6 ‖fk‖2L2‖f‖1−3δ/2L2
(
sup
C
|C|−1/4
∫
C
|f |3/2dσ
)δ
.
Then, adding over k,
‖Tf‖L6 . ‖f‖1−δ/2L2
(
sup
C
|C|−1/4
∫
C
|f |3/2dσ
)δ/3
. 
6. Using the cap bound
We will prove the analog of [2, Lemma 2.6].
Lemma 6.1. For any δ > 0 there exist Cδ < ∞ and ηδ > 0 with the following
property. If f ∈ L2(Γ2) satisfies ‖Tf‖6 > δC‖f‖2, then there exist a decomposition
f = g + h and a cap C satisfying
0 6 |g|, |h| 6 |f |, (6.1)
g, h have disjoint supports, (6.2)
|g(x)| 6 Cδ‖f‖2|C|−1/2χC(x) for all x, (6.3)
‖g‖2 > ηδ‖f‖2. (6.4)
Proof. For convenience, normalize so that ‖f‖L2(Γ2) = 1. By Proposition 5.4 there
exists a cap C such that ∫
C
|f |3/2drdθ > 1
2
c(δ)|C|1/4.
Let R > 1 and define E = {x ∈ C : |f(x)| 6 R}. Set g = fχE and h = f − fχE .
Then g and h have disjoint supports, g+ h = f , g is supported on C, and ‖g‖∞ 6 R.
Since |h(x)| > R for almost every x ∈ C for which h(x) 6= 0 we have∫
C
|h|3/2 6 R−1/2
∫
C
h2 6 R−1/2‖f‖22 = R−1/2.
If we choose R by setting R−1/2 = 1
4
c(δ)|C|1/4, then∫
C
|g|3/2 =
∫
C
|f |3/2 −
∫
C
|h|3/2 > 1
4
c(δ)|C|1/4.
By Ho¨lder’s inequality, since g is supported on C,
‖g‖2 > |C|−1/6
(∫
|g|3/2
)2/3
> c′(δ) = c′(δ)‖f‖2 > 0. 
We note that the conditions |g(x)| 6 Cδ‖f‖2|C|−1/2χC(x) and ‖g‖2 > ηδ‖f‖2 easily
imply a lower bound on the L1 norm of g.
ON EXTREMIZING SEQUENCES FOR THE CONE 17
Lemma 6.2. Let g ∈ L2(Γ2) satisfying |g(x)| 6 a|C|−1/2χC(x) and ‖g‖2 > b, for
some a, b > 0 and C ⊂ Γ2. Then there is a constant C = C(a, b) > 0 such that
‖g‖L1(Γ2) > C|C|1/2.
Proof. The hypotheses on g imply that |a−1|C|1/2g(x)| 6 χC(x) 6 1 and thus
‖a−1|C|1/2g‖22 6 ‖a−1|C|1/2g‖1. Therefore
‖g‖1 > a−1|C|1/2‖g‖22 > a−1b2|C|1/2. 
7. Using the group of symmetries
A Lorentz transformation, L, in R3 is an invertible linear map that preserves the
bilinear form
A(x, y) = x1y1 + x2y2 − x3y3,
x = (x1, x2, x3), y = (y1, y2, y3) ∈ R3, that is,
A(x, y) = A(Lx, Ly) for all x, y ∈ R3.
Examples of Lorentz transformations are Lt, M t and Rθ given next. For t ∈ (−1, 1),
we define the linear map Lt : R3 → R3 by
Lt(x1, x2, x3) =
(
x1 + tx3√
1− t2 , x2,
x3 + tx1√
1− t2
)
.
{Lt}t∈(−1,1) is a one parameter subgroup of Lorentz transformations. Similarly,
M t(x1, x2, x3) =
(
x1,
x2 + tx3√
1− t2 ,
x3 + tx2√
1− t2
)
is a Lorentz transformation.
One computes that Lt andM t preserve the cone for all t ∈ (−1, 1), that is, Lt(Γ2) =
M t(Γ2) = Γ2. For λ > 0, we define the dilation Dλ : R
3 → R3 by Dλ(x) = λx that
clearly satisfies Dλ(Γ
2) = Γ2 for every λ > 0. For θ ∈ [0, 2π], we denote by Rθ the
rotation in R3 by angle θ about the x3-axis
Rθ(x1, x2, x3) = (x1 cos θ − x2 sin θ, x1 sin θ + x2 cos θ, x3).
Rθ preserves the cone for all 0 6 θ 6 2π.
Associated to Lt, M t, Dλ, Rθ are the operators L
t∗, M t∗, D∗λ and R
∗
θ acting on a
function f ∈ L2(Γ2) by
Lt∗f = f ◦ Lt, M t∗f = f ◦M t, D∗λf = λ1/2f ◦Dλ, R∗θf = f ◦Rθ, (7.1)
where “◦” denotes composition. We also define Lt =
√
1− t2Lt = D√1−t2Lt and L∗t
by
L∗tf(x1, x2, x3) = (1− t2)1/4f ◦ Lt(x1, x2, x3)
= (1− t2)1/4f(x1 + tx3,
√
1− t2 x2, x3 + txx).
The measure σ is invariant under the action of Lorentz transformations that pre-
serve the cone, and in fact is the only one with that property, up to multiplication by
constant; for this we refer to [10] where the case of the cone in R4 is considered. In
this paper we only need to know that for every t ∈ (−1, 1), Lt and M t preserve the
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measure σ, and this can be done directly using the change of variables formula and
seeing that the Jacobians work out. We write it in the next proposition and include
the proof for completeness.
Proposition 7.1. For any t ∈ (−1, 1) the linear maps Lt, M t are invertible, preserve
Γ2, that is, Lt(Γ2) = M t(Γ2) = Γ2, and preserve σ, that is, for any f ∈ L1(Γ2)∫
Γ2
f ◦ Ltdσ =
∫
Γ2
f ◦M tdσ =
∫
Γ2
fdσ.
Proof. Letting P (x1, x2, x3) = (x2, x1, x3) we see that M
t = P ◦ Lt ◦ P and so it is
enough to prove the statements for Lt. The inverse of Lt is L−t. That Lt(Γ2) ⊆ Γ2
follows from the equality(
x3 + tx1√
1− t2
)2
=
(
x1 + tx3√
1− t2
)2
+ x22
and the inequality
x3 + tx1√
1− t2 > 0
whenever x23 = x
2
1 + x
2
2 and x3 > 0. Since the same is true for L
−t, it follows that
Lt(Γ2) = Γ2. For the invariance of the measure, let f ∈ L1(Γ2). We have∫
f ◦ Lt(x1, x2, x3)dσ(x1, x2, x3) =
∫
R
2
f
(y1 + ty3√
1− t2 , y2,
y3 + ty1√
1− t2
) dy1dy2√
y21 + y
2
2
where y3 =
√
y21 + y
2
2. We use the change of variables u = (y1 + ty3)/
√
1− t2 =
(y1 + t
√
y21 + y
2
2)/
√
1− t2, v = y2. We note that the Jacobian is
∂(u, v)
∂(y1, y2)
=
1√
1− t2
(
1 +
ty1√
y21 + y
2
2
)
,
or equivalently
∂(y1, y2)
∂(u, v)
=
√
y21 + y
2
2
√
1− t2√
y21 + y
2
2 + ty1
.
Now, since Lt(y1, y2, y3) lies in Γ
2, we also have
√
u2 + v2 =
y3 + ty1√
1− t2 .
It follows that the Jacobian factor can be rewritten as
∂(y1, y2)
∂(u, v)
=
√
y21 + y
2
2√
u2 + v2
.
Therefore, letting w =
√
u2 + v2,∫
R
2
f
(
y1 + ty3√
1− t2 , y2,
y3 + ty1√
1− t2
)
dy1dy2√
y21 + y
2
2
=
∫
R
2
f(u, v, w)
dudv√
u2 + v2
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or equivalently, ∫
f ◦ Ltdσ =
∫
fdσ. 
The Lorentz invariance of the measure implies invariance of the L2 norm, for f ∈
L2(Γ2)
‖Lt∗f‖L2(σ) = ‖M t∗f‖L2(σ) = ‖D∗λf‖L2(σ) = ‖R∗θf‖L2(σ) = ‖L∗tf‖L2(σ) = ‖f‖L2(σ).
(7.2)
Using the Lorentz invariance of σ, it is direct to check that for all p ∈ [1,∞] the
Lp norm of Tf does not change under Lorentz transformations in the sense that
‖T (f ◦ L)‖Lp(R3) = ‖Tf‖Lp(R3). (7.3)
Indeed, writing
Tf(x, t) =
∫
eix·yeity
′
f(y, y′)dσ(y, y′) =
∫
eiA((x,−t),(y,y
′))f(y, y′)dσ(y, y′),
we obtain
T (f ◦ L)(x, t) =
∫
eiA((x,−t),(y,y
′))f ◦ L(y, y′)dσ(y, y′)
=
∫
eiA(L(x,−t),L(y,y
′))f ◦ L(y, y′)dσ(y, y′)
=
∫
eiA(L(x,−t),(y,y
′))f(y, y′)dσ(y, y′).
Since for a Lorentz transformation L, | detL| = 1, (7.3) follows by change of variables
in the case p ∈ [1,∞). When p =∞, (7.3) follows since L is invertible.
We can use the group of symmetries to transform a cap into a set comparable to
a cap of large measure, that is, we have the following lemma:
Lemma 7.2. Let C ⊂ [1
2
, 1] × [0, 2π] be a cap in Γ2. Then there exist t ∈ [0, 1) and
θ ∈ [0, 2π] such that L−1t R−1θ (C) satisfies
σ(L−1t R
−1
θ (C)) > 12 and L−1t R−1θ (C) ⊆ [14 , 1]× [0, 2π]. (7.4)
Proof. Let θ ∈ [0, 2π] be such that R−1θ C = [12 , 1] × [−ε, ε], for some ε ∈ [0, π]. The
measure of C is σ(C) = |C| = ε, and so we can assume ε < 1
2
, otherwise we are done
by taking t = 0.
The inverse of Lt is L
−1
t = (1− t2)−1/2L−t and the measure of L−1t R−1θ (C) is
σ(L−1t R
−1
θ (C)) = σ((1− t2)−1/2L−tR−1θ (C))
= σ((Lt)−1R−1θ ((1− t2)−1/2C))
= σ((1− t2)−1/2C) = (1− t2)−1/2σ(C),
where we used the invariance of σ under Lorentz transformations and that σ(λC) =
λσ(C) for any λ > 0.
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Let t be such that σ(L−1t R
−1
θ (C)) = 1, that is, t = (1− |C|2)1/2 = (1− ε2)1/2. Now
we write R−1θ C = {(r cosϕ, r sinϕ, r) : 12 6 r 6 1,−ε 6 ϕ 6 ε} , so that
L−1t R
−1
θ (C) =
{
r(1−t2)− 12
(
cosϕ− t
(1− t2)1/2 , sinϕ,
1− t cosϕ
(1 − t2)1/2
)
:
1
2
6 r 6 1,−ε 6 ϕ 6 ε
}
.
Note that for 1
2
6 r 6 1 and −ε 6 ϕ 6 ε we have
r(1− t2)−1/2 | cosϕ− t|
(1− t2)1/2 6
1− t
1− t2 =
1
1 + t
6 1
because cosϕ > cos ε > t. Similarly
r(1− t2)−1/2| sinϕ| 6 sin ε
ε
6 1
and
1
4
6
1
2(1 + t)
=
1− t
2(1− t2) 6 r
1− t cosϕ
1− t2 6 1.
Then t = (1− ε2)1/2 gives the desired conclusion. 
Corollary 7.3. Let {fn}n∈N be a sequence of nonnegative functions in L2(Γ2) with
‖fn‖L2(Γ2) = 1 and such that there exists a cap Cn ⊂ [1/2, 1]× [0, 2π] with the property∫
Cn
fndσ > c|Cn|1/2, (7.5)
where c > 0 is independent of n. Then there exist sequences {tn}n∈N ⊂ [0, 1) and
{θn}n∈N ⊂ [0, 2π] such that {L∗tnR∗θnfn}n∈N satisfies that every weak limit in L2(Γ2)
is nonzero.
Proof. L∗t and R
∗
θ preserve the L
2(Γ2) norm thus ‖L∗tR∗θfn‖L2(Γ2) = 1 for any t ∈ [0, 1)
and θ ∈ [0, 2π]. It follows that for any sequences {tn}n∈N ⊂ [0, 1) and {θn}n∈N ⊂
[0, 2π], the set of L2-weak limits of {L∗tnR∗θnfn}n∈N is nonempty.
Under the action of L∗tR
∗
θ, the integral of a function f changes according to∫
L∗tR
∗
θfdσ = (1− t2)−1/4
∫
R∗θfdσ = (1− t2)−1/4
∫
fdσ. (7.6)
By Lemma 7.2, for each n, there exist tn ∈ [0, 1) and θn ∈ [0, 2π] such that
σ(L−1tn R
−1
θn
(Cn)) > 12 and L−1tn R−1θn (Cn) ⊆ [14 , 1]× [0, 2π].
Suppose that for a subsequence of {fn}n∈N (that we also call {fn}n∈N) L∗tnR∗θnfn ⇀
f , as n→∞, for some f ∈ L2(Γ2). Using (7.5) and (7.6), we have∫
[1/4,1]×[0,2π]
L∗tnR
∗
θnfndσ > (1− t2n)−1/4
∫
Cn
fndσ
> c(1− t2n)−1/4|Cn|1/2 = c(σ(L−1tn R−1θn (Cn)))1/2 >
c√
2
. (7.7)
From (7.7) and the weak convergence, it follows that∫
[1/4,2]×[0,2π]
fdσ >
c√
2
> 0
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and so f 6= 0. 
8. The proof of the precompactness
In this section, we prove that up to symmetries of the cone, an extremizing sequence
is precompact.
We will give two proofs. We will start with a proof based on [4,5]; the other proof
is based on [2] with a modification coming from [4] and is sketched in a remark at
the end of this section.
Recall that C, given in (1.3), denotes the best constant in inequality (1.2), in other
words, C = ‖T‖, the norm of the operator T as a map from L2(Γ2) to L6(R3).
We start by stating [4, Proposition 1.1] for the cone.
Proposition 8.1. [4]. Let T : L2(Γ2, σ)→ L6(R3) be the Fourier extension operator
defined in (1.1). Let {fn}n∈N ⊂ L2(Γ2) such that:
(i) lim
n→∞
‖fn‖2 = 1;
(ii) lim
n→∞
‖Tfn‖L6(R3) = C;
(iii) fn ⇀ f 6= 0;
(iv) Tfn → Tf a.e. in R3.
Then fn → f in L2(Γ2), in particular ‖f‖2 = 1 and ‖Tf‖L6(R3) = C.
We have changed slightly condition (i) in [4, Proposition 1.1] from ‖fn‖2 = 1 to
limn→∞ ‖fn‖2 = 1, but the proposition as stated here is easily shown to be equivalent
to the one in [4] by considering fn/‖fn‖2. Note that an extremizing sequence {fn}n∈N
as in Definition 1.2 satisfies (i) and (ii) in the previous proposition.
We now restate the precompactness theorem, Theorem 1.3, in a more precise way,
Theorem 8.2. Let {fn}n∈N be an extremizing sequence for (1.2) of nonnegative func-
tions in L2(Γ2). Then there exist sequences {tn}n∈N ⊂ (−1, 1), {θn}n∈N ⊂ [0, 2π] and
{λn}n∈N ⊂ (0,∞) such that {L∗tnR∗θnD∗λnfn}n∈N is precompact, that is, any subse-
quence has a convergent sub-subsequence in L2(Γ2).
Proof. Since {fn}n∈N is an extremizing sequence, for all n large enough ‖Tfn‖6 >
C‖fn‖2/2. By Lemma 6.1 with δ = 12 there exists C <∞ and η > 0, a decomposition
fn = gn + hn and a cap Cn satisfying (6.1)-(6.4). Using that ‖fn‖L2 → 1, as n→∞,
and Lemma 6.2 for gn gives
‖gn‖L1(Γ2) > C|Cn|1/2,
where C is independent of n.
Now there exists {λn}n∈N ⊂ (0,∞) such that λ−1n Cn ⊂ [12 , 1]× [0, 2π] and λ−1n Cn is
a cap as in Definition 4.1. By dilation invariance {D∗λnfn}n∈N is also an extremizing
sequence, with ‖D∗λnfn‖2 = ‖fn‖2. The decomposition for fn gives a decomposition
for D∗λnfn, D
∗
λn
fn = D
∗
λn
gn +D
∗
λn
hn, and∫
λ−1n Cn
D∗λnfndσ > ‖D∗λngn‖L1(Γ2) > C|λ−1n Cn|1/2.
22 RENE´ QUILODRA´N
We now apply Corollary 7.3 to {D∗λnfn}n∈N to obtain sequences {tn}n∈N ⊂ [0, 1)
and {θn}n∈N ⊂ [0, 2π] such that every weak limit of {L∗tnR∗θnD∗λnfn}n∈N in L2(Γ2) is
nonzero.
In view of Proposition 8.1, the theorem is proved if we show that, after passing to
a subsequence, if L∗tnR
∗
θn
D∗λnfn ⇀ f , as n → ∞, then TL∗tnR∗θnD∗λnfn → Tf a.e. in
R
3. We will do this by using the following proposition: 
Proposition 8.3. Let {un}n∈N be a uniformly bounded sequence in L2(Γ2), that is,
supn ‖un‖2 =: c <∞. Suppose there exists u ∈ L2(Γ2) such that un ⇀ u as n→∞.
Then, there exists a subsequence {unk}k∈N such that Tunk → Tu almost everywhere
in R3.
Proof. The proof follows [5, Proof of Theorem 1.1]. We record it here for the com-
pleteness. We start by defining vn(y) by its Fourier transform
vˆn(y) = un(y)|y|−1,
and vˆ(y) = u(y)|y|−1.
Since ‖un‖2L2(Γ2) =
∫
R
2 |un(y)|2|y|−1dy 6 c2, we see that ‖vn‖2H˙1/2(R2) =∫
R
2 |vˆn(y)|2|y|dy 6 c2. The operator T applied to un equals (2π)2eit
√−∆vn. Fix
t ∈ R, by the continuity of eit
√−∆ in H˙1/2(R2), we have
eit
√−∆vn ⇀ eit
√−∆v
weakly in H˙1/2(R2), as n→∞. Then, by the Rellich Theorem [3, Theorem 1.5], for
any R > 0
eit
√−∆vn → eit
√−∆v
strongly in L2(B(0, R)), as n→∞. Denote by
Fn(t) :=
∫
|x|<R
∣∣∣eit√−∆(vn − v)∣∣∣2 dx = ‖eit√−∆(vn − v)‖2L2(B(0,R)).
By Ho¨lder’s inequality and Sobolev embedding, H˙1/2(R2) ⊂ L4(R2), we obtain
Fn(t) 6 CR‖eit
√−∆(vn − v)‖2H˙1/2(R2) 6 2CR,
consequently, by the Fubini and dominated convergence Theorems we have that∫ R
−R
Fn(t)dt =
∫ R
−R
∫
|x|<R
∣∣∣eit√−∆(vn − v)∣∣∣2 dxdt→ 0
as n→∞. This implies that, up to a subsequence,
eit
√−∆(vn − v)→ 0 a.e. in B(0, R)× (−R,R).
Repeating the argument on a discrete sequence of radii Rn such that Rn → ∞, as
n→∞ we conclude, by a diagonal argument, that there exists a subsequence vnk of
vn such that
eit
√−∆(vnk − v)(x)→ 0 a.e. for (x, t) ∈ R2 ×R,
or equivalently, in terms of the sequence {un}n∈N,
Tunk − Tu→ 0 a.e. in R3. 
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This concludes the proof of Theorem 8.2.
Remark 8.4. To end this section we want to give an alternative proof of Theorem
1.3 that uses the Christ-Shao concentration-compactness argument [2] to gain control
over extremizing sequences. We will give a brief sketch of the argument, indicating
the results from [2] that we need but we will not go into the details of their proofs
as they can be adapted to the case of the cone without much effort (for the details,
we refer the interested reader to the version of this work available on the arXiv,
http://arxiv.org).
We have already obtained the analogs of the results of [2, Section 6], namely
Proposition 5.4 and Lemma 6.1
From [2, Section 7], we need analogs of Lemmas 7.1 and 7.5. To obtain a result as
[2, Lemma 7.5] we define a metric space associated to the set of caps.
Let M be the set of all caps of Γ2 as in Definition 4.1, modulo the equiva-
lence relation C ∼ C′ if there exists k ∈ Z such that C, C′ ⊆ [2k−1, 2k] × [0, 2π].
The equivalent class of a cap C = [2k−1, 2k] × J is [C] = {[2k−1, 2k] × I : I ⊆
[0, 2π] and I is an interval}.
We make M into a metric space by defining the distance between the equivalent
classes of C, C′ by
̺([C], [C′]) = |k − k′|,
where C = [2k−1, 2k]× J and C′ = [2k′−1, 2k′]× J ′.
The equivalent of [2, Lemma 7.5] is the bilinear estimate in Lemma 3.3, as it implies
that for caps C, C′ ⊆ Γ2 the following estimate holds with a universal constant C <∞:
‖TχC · TχC′‖L3(R3) 6 C2−̺([C],[C′])/6|C|1/2|C′|1/2.
We now move to [2, Section 8], the decomposition algorithm. Note that the decom-
position algorithm does not depend on the specific manifold we are dealing with, it
just requires Lemma 6.1. Useful properties can be obtained from the decomposition
algorithm for functions which are close to be an extremizer for (1.2) and they appear
in [2, Sections 8 and 9].
The main proposition we obtain from the Christ-Shao argument is the equivalent
of [2, Proposition 2.7] whose proof is contained in [2, Section 10].
Proposition 8.5. There exists a function Θ : [1,∞)→ (0,∞) satisfying Θ(R)→ 0
as R → ∞ with the following property. For any ε > 0, there exists δ > 0 such that
any nonnegative function f ∈ L2(Γ2) satisfying
‖f‖L2(Γ2) = 1 and ‖Tf‖L6(R3) > (1− δ)C‖f‖L2(Γ2)
may be decomposed as f = F +G where F,G are nonnegative with disjoint supports,
‖G‖L2(Γ2) < ε, and there exists k ∈ Z such that∫
|y|<2kR−1
|F (y)|2dσ(y) +
∫
|y|>2kR
|F (y)|2dσ(y) 6 Θ(R) for all R > 1. (8.1)
The last ingredient we need is the proposition below whose proof can be obtained
by a slight modification of [4, Proof of Proposition 1.1].
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Proposition 8.6. Let T : L2(Γ2, σ) → L6(R3) be the Fourier extension operator
defined in (1.1). Let {fn}n∈N ⊂ L2(Γ2) such that:
(i) lim
n→∞
‖fn‖2 = 1;
(ii) lim
n→∞
‖Tfn‖L6(R3) = C;
(iii) fn ⇀ f 6= 0;
(iv) sup
n∈N
‖fn‖L2({|y|>R}) 6 Θ(R), where Θ(R)→ 0 as R→∞.
Then fn → f in L2(Γ2), in particular ‖f‖2 = 1 and ‖Tf‖L6(R3) = C.
Proposition 8.6 is just as Proposition 8.1 except for condition (iv).
Proof (Sketch of the alternative proof of Theorem 8.2). Let {fn}n∈N be an extremiz-
ing sequence of nonnegative functions. We start as in the proof of Theorem 8.2 by
using Lemma 6.1, Lemma 7.2 and Corollary 7.3 to obtain sequences {λn}n∈N, {tn}n∈N
and {θn}n∈N such that f˜n := L∗tnR∗θnD∗λnfn satisfies
‖f˜nχ{ 1
4
6|y|61}‖2 > c and
∫
f˜nχ{ 1
4
6|y|61}dσ(y) > c, (8.2)
for all n with a constant c > 0 independent of n.
We now apply Proposition 8.5 to {f˜n/‖f˜n‖2}n∈N with εn = 1/n, n > 1, to obtain
a subsequence of {f˜n}n∈N (that we also call {f˜n}n∈N ), that satisfies the following.
Each f˜n can be decomposed as f˜n = Fn +Gn, with Fn, Gn nonnegative with disjoint
supports, ‖Gn‖2 < 1n and Fn satisfies (8.1) for certain k = kn ∈ Z.
We see that as {f˜n}n∈N is an extremizing sequence of nonnegative functions for
(1.2), so is {Fn}n∈N, and we claim it satisfies the hypotheses of Proposition 8.6, after
passing to a subsequence if necessary.
From (8.2), it follows that for all n large enough Fn satisfies
‖Fnχ{ 1
4
6|y|61}‖2 >
c
2
and
∫
Fnχ{ 1
4
6|y|61}dσ(y) >
c
2
. (8.3)
The first inequality in (8.3) together with the L2-decay estimate (8.1) imply that
{kn}n∈N is a bounded sequence. After passing to a subsequence, Fn ⇀ F for some
F ∈ L2(Γ2) and F 6= 0 since the Fn’s satisfy the second inequality in (8.3). There-
fore {Fn}n∈N satisfies all the hypotheses of Proposition 8.6 and thus Fn → F in
L2(Γ2). Therefore f˜n → F in L2(Γ2) which shows that {fn}n∈N is precompact up to
symmetries of the cone as needed. 
9. On convergence of extremizing sequences
In this section, we prove Theorem 1.4. We start with a general discussion.
Let (X,B, µ) be a measure space and let G be a group acting on L2(X), with
an action that preserves the L2 norm, that is ‖g∗f‖L2(X) = ‖f‖L2(X) for all g ∈
G and f ∈ L2(X). For an element f ∈ L2(X), we consider its orbit under G,
G(f) := {g∗f : g ∈ G}.
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Proposition 9.1. Let f ∈ L2(X) and {fn}n∈N a sequence in L2(X) with the property
that every subsequence has an L2-convergent subsequence whose limit lies on G(f).
Then there exists a sequence {gn}n∈N ⊂ G such that g∗nfn → f in L2(X), as n→∞.
Proof. For each n, let gn ∈ G be such that
‖g∗nfn − f‖L2(X) 6 inf
g∈G
‖g∗fn − f‖L2(X) + 1
n
.
We show that {g∗nfn}n∈N converges to f by showing that every subsequence has a
further subsequence that converges to f . Take a subsequence of {g∗nfn}n∈N (that we
also call {g∗nfn}n∈N). By hypothesis, {fn}n∈N has a convergent subsequence (that we
also call {fn}n∈N) to an element in G(f). That is fn → g∗f , as n → ∞, for some
g ∈ G. By the definition of gn and the invariance of the norm under the action of G,
we obtain
‖g∗nfn − f‖L2(X) 6 ‖(g−1)∗fn − f‖L2(X) +
1
n
= ‖fn − g∗f‖L2(X) + 1
n
→ 0
as n→∞. 
From Theorem 1.5 the extremizers for (1.2) are all of the form
g(x1, x2, x3) = e
−ax3−bx2−cx1+d, (9.1)
where a, b, c, d ∈ C and |(Re b,Re c)| < Re a, and here x3 =
√
x21 + x
2
2. As indicated
in [6], any extremizer can be obtained from g0(x1, x2, x3) = e
−x3 by applying Lorentz
transformations and dilations.
We define G as the group generated by Lt,Ms and Dr, s, t ∈ (−1, 1), r > 0 under
composition. The action of G is given by the action of the generators as in (7.1) :
Lt∗f = f ◦ Lt, Ms∗f = f ◦Ms and D∗rf = r1/2f ◦Dr. That G preserves the L2(Γ2)
norm follows from the Lorentz invariance of σ.
Lemma 9.2. The set of real, L2-normalized extremizers for inequality (1.2) equals
the orbit of g0(y) = π
−1/2e−|y|, y ∈ R2, under the group G.
Proof. A computation shows
Lt ◦Ms(x1, x2, x3) =(
x1 + t(x3 + sx2)/(1− s2)1/2
(1− t2)1/2 ,
x2 + sx3
(1− s2)1/2 ,
((x3 + sx2)/(1− s2)1/2) + tx1
(1− t2)1/2
)
.
Then
g0 ◦ Lt ◦Ms ◦Dr =
r1/2π−1/2 exp
(
− rx3
(1− s2)1/2(1− t2)1/2 −
srx2
(1− s2)1/2(1− t2)1/2 −
trx1
(1− t2)1/2
)
.
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Given a > 0 and b, c ∈ R with |(b, c)| < a, we want to solve the equations
r
(1− s2)1/2(1− t2)1/2 = a,
sr
(1− s2)1/2(1− t2)1/2 = b,
tr
(1− t2)1/2 = c.
Since a 6= 0 and |b| < a, we have b/a = s ∈ (−1, 1). Also c/a = t(1 − s2)1/2,
so t = c/(a(1 − s2)1/2) = c/(a2 − b2)1/2 and we see that |t| < 1. Finally r =
a(1− s2)1/2(1− t2)1/2 = (a2 − b2 − c2)1/2. The L2-norm is preserved by the action of
G, thus a normalized, real extremizer g(y) = e−a|y|−by2−cy1+d can be obtained from g0
by composing with Lt ◦Ms ◦Dr for the computed values of t, s and r. 
Proof of Theorem 1.4. From the previous discussion we have that the group G gives
all real extremizers as the orbit of g0. Proposition 9.1, Theorems 1.3 and 1.5 give a
proof of Theorem 1.4. 
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