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Abstract
In Flanders, a monthly, quasi-steady-state calculation tool is used for energy rating and certification
of building designs. To guarantee the EPB Directive’s effectiveness, the obtained quasi-steady-state
calculation results must be accurate and reliable. Possible inaccuracies may however occur due to
inaccuracies of the implemented input data or by inaccurate model simplifications. This research
focuses specifically on the evaluation of the accuracy of the calculation method for school buildings
in Flanders. In doing so, the accuracy of the use of (i) standardised boundary conditions and default
input data, (ii) correlation-based correction factors to account for the thermal transient behaviour
and system intermittency and (iii) default fixed subsystem efficiencies to calculate the energy use is
studied.
First, an uncertainty and sensitivity analysis are performed to reveal the impact of the choice of
the standardised input data on the energy performance assessment. Second, the accuracy of the
monthly method for energy demand calculations itself is analysed and modified to the use of school
buildings. Dynamic and quasi-steady-state calculation results are compared to assess the accuracy
of the implementation of the dynamic behaviour in the monthly method. The correlation-based cor-
rection factors are adapted accordingly using regression analysis techniques. Finally, a series of
integrated, dynamic building and HVAC system simulations is performed to assess the reliability of
the simplified, sequential subsystem calculation approach used for the energy use calculations.
The following modifications are suggested to fit the EPR results better to the output of dynamic
building simulations, ordered based on their priority. (i) The implementation of a more diverse room
type profile, including representative boundary conditions for amongst others occupancy rates and
schedules, internal heat gains, etc. based on the specific use and characteristics of Flemish schools,
should be considered. (ii) The integrated, dynamic building and HVAC system simulations confirm
the reliability of the simplified calculation approach. A revision of the tabulated efficiencies is how-
ever suggested, based either on the results of dynamic simulations or on the alternative calculation
approach as described in EN 15316. Finally, (iii) it is suggested to implement newly derived values
for the utilisation and intermittency factor, specifically adapted to the typically school use.
v

Korte inhoud
Om de energieprestatie van gebouwontwerpen te beoordelen, wordt in Vlaanderen gebruik gemaakt
van een maandelijkse, quasi-statische berekeningsmethode. De nauwkeurigheid van deze resul-
taten is cruciaal voor de doeltreffendheid van het energiebeleid (EPBD). Hierbij spelen zowel de juis-
theid van de gebruikte randvoorwaarden en gebruikerskarakteristieken als de betrouwbaarheid van
berekeningsmethode zelf een belangrijke rol. Deze studie bestudeert specifiek de nauwkeurigheid
van de berekeningsmethode voor schoolgebouwen in Vlaanderen. Hiertoe is de impact bestudeerd
van het gebruik van (i) gestandaardiseerde, maandgemiddelde randvoorwaarden, (ii) geïmplemen-
teerde correlatie-factoren om dynamische effecten en de thermische traagheid van schoolgebouwen
in te rekenen en (iii) jaargemiddelde systeemrendementen op het resultaat van de energie-prestatie-
berekening.
Eerst is de impact van de randvoorwaarden op de energievraag bepaald aan de hand van een
onzekerheids- en sensitiviteitsanalysis. Vervolgens is de nauwkeurigheid van de berekeningsmeth-
ode voor energievraag bestudeerd. Op basis van een vergelijking van dynamische en quasi-statische
resultaten en gebruik van regressieanalyse zijn nieuwe waarden voor de correlatie-factoren afgeleid.
Tenslotte is met behulp van geïntegreerde, dynamische simulaties de vereenvoudigde methode voor
de berekening van het eindenergiegebruik voor verwarming geëvalueerd.
Gebaseerd op deze resultaten worden volgende aanpassingen voorgesteld aan de quasi-statische
berekeningsmethode om maximale compatibiliteit met dynamische simulatieresultaten te bekomen,
opgesomd in volgorde van belangrijkheid. (i) Er wordt voorgesteld om de mogelijkheid te creëren
om een breder spectrum van schoollokalen in de methode in te voeren, alsook bijhorende realis-
tische gebruikstypologieën (oa. interne warmtewinsten, gebruiksduur kunstverlichting) te gebruiken
die zijn afgetoetst aan het reële gebruik van Vlaamse scholen. (ii) Dynamisch simulaties tonen aan
dat voor de onderzochte selectie van verwarmingssystemen, de vereenvoudigde berekeningsmeth-
ode die gebruik maakt van jaargemiddelde systeemrendementen betrouwbare resultaten oplevert.
Een aanpassing van de huidige, getabelleerde systeemrendementen wordt echter aangeraden. Uit
de studie blijkt dat zowel dynamische simulatieresultaten als de alternatieve berekeningsmethode uit
EN 15316 hiervoor als referentie kunnen dienen. (iii) Tenslotte wordt voorgesteld om de correlatie-
factoren die dynamische effecten en thermische traagheid inrekenen specifiek aan te passen aan
de typologie en het gebruik van schoolgebouwen.
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EPR Energy performance regulation
GSHP Ground source heat pump
GSHX Ground source heat exchanger
HRV Heat recovery device
HT High temperature regime
HVAC Heating, ventilation and air conditioning
IAQ Indoor air quality
IDA Indoor air
IHG Internal heat gains
KSO Art secondary education
LHC Latin Hypercube
LT Low temperature regime
MCA Monte Carlo analysis
MW Mineral wool
xiii
xiv
NPC Net present cost
NPD Normalised lighting power density
NTU Number of transfer units
OSB Oriented strand board
PE primary energy use
PHPP Passive House Planning Package
PLR Part load ratio
POF Partial operation time factor
PUR Polyurethane
RA Relative absence factor
RMSE Root mean square error
SA Sensitivity analysis
SFP Specific fan power
TRNSYS Transient system simulation
TRV Thermostatic radiator valve
TSO Technical secondary education
UA Uncertainty analysis
VAT Value added tax
VAV Variable air volume
VSD Frequent speed drive
WWR Window-to-wall ratio
Roman symbols
a Correlation based numerical parameter -
Correction factor -
A Surface area m2
b Correlation based correction factor -
c Specific heat capacity J/(kg.K)
Correlation based correction factor -
C Heat capacitance J/K
d (Effective) thickness m
Discount rate -
dT Relative overheating -
E Energy (except quantity of heat) kWh
Energy cost AC; AC/m2
f Fraction -
Conversion factor -
Correction factor -
Nomenclature xv
F Temperature fraction for radiation -
Probability distribution -
g Solar factor of glazing -
G Air flow rate m3/h, ACH
h Heat transfer coefficient W/(m2.K)
Height m
Heat transfer coefficient W/K
I Investment cost AC, AC/m2
L Length m
m Mass kg
m˙ Mass flow rate m3/h
M Maintenance costs AC, AC/m2
n Air tightness level ACH, h−1
Number -
Radiator exponent -
P Power (except thermal power) W
q Heat flux density W/m2
Specific heat design heat load W/m2
Q Quantity of heat J, kWh, kWh/(m2.a)
r Price increase -, %
Temperature adjustement factor -
R Thermal resistance (m2.K)/W
Replacement costs AC, AC/m2
t Time s, h, a
T Temperature ○C, Kelvin
U Overall heat transmission coefficient W/(m2.K)
V Volume m3
Residual value AC
V˙ Air flow rate m3/h
W Auxiliary (electrical) energy use J, kWh
xvi
Greek symbols
α absorption coefficient -
β part load ratio of the heating (distribution) system -
γ heat balance/gain loss ratio -
δ relative error -
ε emissivity -
effectiveness -
η efficiency -
λ thermal conductivity W/(m.K)
air to fuel ratio -
ξ window-to-floor ratio -
µ average N.A.
ρ reflectance -
density kg/mcub
σ standard deviation N.A.
τ Thermal transmittance -
Time constant of the building h
Correlation based numerical parameter -
θ Temperature ○C
χ Control signal -
φ Thermal power W
Heat flow W
ψ Linear thermal transmittance W/(m.K)
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Introduction
1.1 Background and problem statement
Energy efficiency and good indoor environmental quality are important issues in schools. While
the Flemish educational system ranks highly [1, 2], the quality of the school buildings is gener-
ally poor [3, 4]. Research results of the organisation for economic co-operation and development
(OECD) on the state of education world wide [5] show that investments in educational infrastructure
in Flanders are below the averages. The chronic shortage of funds results in an aging and outdated
building stock with often inadequately maintained and degraded lighting, heating and (if present)
ventilation systems [6] which, in turn, cause high energy use [7, 8, 9], high related energy costs and
poor indoor climate conditions [10, 11, 12].
Recent large scale monitoring of the quality of Flemish school buildings revealed that 59% of the
schools buildings are built before 1970 and thus prior to the introduction of building energy effi-
ciency policy [6]. Only 6% is recently built (> 2008) [6]. The school building stock is thus largely
outdated which results consequently in a high energy use: Flemish schools use on average 240
kWhpr im/(m2.a) [9]. In parallel, various studies [10, 11, 12] confirm the generally poor conditions of
the indoor environment in (Flemish) schools. According to large scale questioning, 20% of the users
of school buildings are dissatisfied with the indoor environmental conditions [12]. Indoor tempera-
tures are often uncontrollable resulting in bad thermal comfort in winter in 40% of the questioned
schools while 70% of the schools suffer from bad thermal comfort and overheating in summer. At
the same time, the indoor air quality in class rooms is often insufficient [11, 10]. Hens et al. [11]
measured the indoor air quality in 19 class rooms, in 18 different schools. In 17 of the observed
rooms, CO
2
levels of more than 1500 ppm (i.e. the threshold limit value for IDA-class 3 as set in [13])
were found, while in nine class rooms, even the average CO
2
levels exceeded that limit [11]. A more
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2recent large scale study, in which the indoor air quality of 90 class rooms was measured [10], re-
vealed CO
2
concentrations higher than 900 ppm in 89% of the cases. The peak CO
2
concentration
was 2701 ppm [10].
Based here upon, one may conclude that the overall quality of the current school building stock is
rather poor, both in terms of comfort as energy efficiency. Over the last years however, a strong
trend towards increased indoor environmental quality and reduced energy use in schools is noticed
in Flanders. Large-scale indoor air monitoring and sensibility campaigns in schools are set up [14].
Moreover, improved ventilation strategies for class rooms are introduced resulting generally in an
improvement of the indoor air quality [15, 16]. Simultaneously, the building energy policy has be-
come increasingly stringent. The key part is the introduction of the ’Energy Performance of Buildings
Directive’ (EPBD) [17], first published in 2002 and followed by a more stringent recast 2010/31/EU
in 2010 [18]. Since the implementation of the EPBD in 2006 in Flanders, the number of energy
efficient non-residential buildings has increased constantly [19, 20]. The evolution towards more
energy efficient schools in particular is strengthened by the approval of the ’Directive for Energy
Performance in School Buildings’ dd.07/12/2007 [21]. In this Directive, amongst others the criteria
for Flemish passive schools are set forward:
1. annual net energy need for heating ≤ 15 kW/(m2.a)
2. annual net energy need for cooling ≤ 15 kW/(m2.a)
3. maximum air tightness level n50≤ 0.6 ACH
4. maximum E-level = 55 (primary energy performance level as calculated by EPR [22])
At the same time, financial initiatives are introduced by the Flemish government - aside from the reg-
ular financing procedures - to reduce the backlog in modernised school infrastructure and to assist
schools by implementing the energy policy in the school building practice. The first initiative is the
DBFM-project which is responsible for designing, building, financing and maintaining approximately
200 new energy efficient school building projects spread over Flanders [6]. It involves an investment
of AC1.5 billion and aims at reducing the energy use in schools and to sensitise pupils for the need to
save energy. The second initiative offers additional funding (235 AC/m2) to finance (part of the) extra
investments in 24 passive ’pilot’ school projects (> 65000 m2, spread over the Flemish region and
covering all educational forms) which will be used as a reference for contemporary (and future) high
performance school building practice.
To assess the energy performance compliance (EPBD) of the newly built schools in Flanders, an
obligatory software tool [23, 22]) is used which calculates the energy performance of a building de-
sign in three consecutive steps: (i) the calculation of the net energy demand, (ii) the calculation of
the delivered energy to the heating and cooling systems as the division of the energy demand by the
annually averaged, tabulated subsystem efficiencies for generation, storage, distribution, control and
emission and (iii) the calculation of the primary energy use by adding the auxiliary energy needed
for all system components and converting it to primary energy, taking into account renewable energy
sources and national conversion factors which represent the conversion step from energy source to
energy carrier. The energy balances are hereby calculated in steady-state conditions on a monthly
time-base so dynamic effects such as climatic conditions, operational schedules or (system) in-
termittency are taken into consideration in a simplified way by time weighted averaged values and
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empirically determined correction factors. Furthermore, a simplified approach is used for the interac-
tion between (i) the various building zones (i.e. a multi-zonal approach is applied without taking into
account thermal coupling between the considered building zones) and (ii) the building and HVAC
systems. Finally, as the EPR calculation method is used in the context of building regulation, stan-
dardised boundary conditions and default input data are used to allow for objective evaluation and
mutual comparison of the various (school) building designs.
To ensure the objectives of the building energy policy and guarantee the EPB Directive’s effective-
ness, the obtained quasi-steady-state calculation results must be accurate and reliable. Moreover,
as the EPR tool is used for the execution of cost-optimal studies [24, 25] in the context of EPBD [18]
and hence is used as a supporting tool for energy policy decision making, the calculation results
should be realistic to avoid inaccurate cost-optimal design solutions and inefficient energy saving
measures which could affect in turn the evolutions and trends on the building market [26]. Within
that context, various studies can be found which investigate the accuracy of the use of monthly,
quasi-steady-state calculation methods for energy rating purposes [27, 28, 29, 30, 31, 32, 33, 34,
31, 35]. No clear consensus however has been reached. Some studies state that the monthly,
quasi-steady-state calculation method is well suitable to assess accurately the energy performance
of a building (design) [28, 27, 29, 30, 31] while other studies are found which reveal significant dis-
crepancies between static and dynamic energy calculation results, especially for intermittently used
buildings such as schools [28, 29, 30, 32, 33, 34, 31, 35]. These discrepancies are explained by in-
accuracies of the implemented standardised boundary conditions and input data, inaccuracies of the
heat transfer/gain calculations or by inherent model assumptions and simplifications of the monthly,
quasi-steady-state calculation method [28, 29, 30, 32, 33, 34, 31, 35].
Among the list of likely causes of inaccuracies, three are specifically influenced by the use and
typology of school buildings:
• The deterministic values for amongst others operational schedules, ventilation characteristics
and internal heat gains as used in the EPR calculation tool are not always representative
for the current Flemish school’s use. Some of the semi-empirical data that are used are
outdated due to current changes and trends (i.e. occupant density rates vary in time, user’s
schedules may changes due to the shift towards ’Open schools’1 [36]) while other data are
inaccurate (i.e. default values as set in the European CEN/EPB standard [37] are applied
whereas real boundary conditions often depend strongly on national or regional customs
(i.e. school opening hours differ strongly between various countries or regions) or too general
(i.e. no diversification is made in the calculation tool between offices and school buildings).
• The implementation of the transient thermal behaviour of the building in the quasi-
steady-state calculation method - and in particular the use of numerical correlation-based cor-
rection factors as currently applied in the EPR calculation tool - are inaccurate and should be
adapted to the typical use and the typology of the considered (school) building [32, 33, 34, 38].
1’Open schools’ are defined as a local collaboration between different sectors, whereby one or more schools work
together to create a broad learning and living environment in an effort to maximise development opportunities for all
children and youngsters. This ambition inherently means a more intensive use of space outside the regular school
opening hours, on Wednesday afternoons, in weekends etc.
4• The tabulated subsystem efficiencies used to assess the final energy use in EPR might
(over)simplify the dynamic and nonlinear interaction of the building and systems, and might
neglect the mutual interplay between the various subsystems [39, 40, 41, 42].
Other likely causes of inaccuracies such as the (simplified) calculation of the heat transfer to the soil,
the calculation of solar heat gains, the long-wave radiation to the sky, the choice of the calculation
time step (i.e. hourly, monthly or seasonal), ignoring the thermal coupling between various building
zones, etc. are as important for the accuracy of the outcome of the calculations though are indepen-
dent of the specific use and typology of the building.
In this context, the overall aim of this research is to evaluate the accuracy of the monthly, quasi-
steady-state calculation method as currently applied in Flanders for energy rating and certification
of building (designs) in a regulatory context and revise the method wherever necessary to fit it
better to the typical use and characteristics of school buildings.
1.2 Research objectives
Within the framework of the above elaborated problem statement, the overall objective of this dis-
sertation is to obtain more accurate energy use assessment results by fitting the results of the
monthly, quasi-steady-state calculation method to the results of dynamic simulations in TRNSYS. The
research is hereby focusing specifically on (contemporary) school buildings and the impact of their
typical users’ characteristics on the results of the energy use calculations.
To obtain the general research aim, following consecutive research objectives are set:
• To develop of a representative set of reference school buildings which are used as a basis
for analysing the (contemporary) Flemish school building stock.
• To define a set of representative, standardised boundary conditions, typical for Flemish
schools, and assess the impact on the quasi-steady-state energy calculation results.
• To study the energy demand and the thermal behaviour of school buildings by dynamic
simulations and refine the quasi-steady-state calculation method - and in particular the
applied numerical correlation-based correction factors - in line with these simulation results.
• To estimate the interaction of the building and the coupled HVAC systems by integrated
dynamic simulations and define the effects of this interaction on the HVAC system perfor-
mance and overall system efficiency.
• To assess the impact of the suggested changes to the method on a cost-optimal school
design in order to emphasise the need to revise the quasi-steady-state calculation method.
1.3 Dissertation outline
In Chapter 2, the contemporary Flemish school building stock is described. An analysis is made of
the typical architectural characteristics of the current school building practice: representative build-
ing sizes, geometries, shapes and room type profiles are defined based on literature review and
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an exhaustive statistical survey of recently built or renovated school projects. Furthermore, typical
characteristics related to (i) the use and operational profile, (ii) the construction and building en-
velopes and (iii) the HVAC systems and lighting concepts in schools are studied. Subsequently, this
information is combined into a number of reference school buildings which are used along the rest
of the research study.
Overall, two main methods exist for energy performance compliance checking: quasi-steady-state
methods, which calculates the heat balance in steady-state conditions over a sufficiently long time
(often a month) and dynamic methods, which calculate the heat balance with shorter time steps
(typically 1 h or less). The basic principles of both methods are discussed in Chapter 3. First, the
monthly, quasi-steady-state method as described in EN ISO 13790 [37] is analysed. Subsequently,
a comparison with equivalent (inter)national standards on the quasi-steady-state calculation is made
(EPR [22], DIN V 18599 [43], NEN 7120 [44]). Next, a short summary of the calculation procedures
for energy use for heating as described in EPR [22] and EN 15316 [45] is given. The specific cal-
culation algorithms and tabulated input values used for the calculations of each part of the heating
system are discussed. Third, the algorithm for dynamic simulations as applied in the simulation tool
TRNSYS is discussed. Fourth and final, an overview is given of measures taken to guarantee com-
patibility and consistency between the application and results of the static and dynamic methods.
In the next two chapters, the likely causes of the differences between dynamic and static calculation
methods to predict energy demand are studied, focusing in particular on the influence of typical char-
acteristics of school buildings. The first part (Chapter 4) analyses the use of standardised input data
and boundary conditions and their impact on the energy assessment results. A provisional list of
input data is developed based on the existing European (EN 12464 [46], EN 13779 [13], EN 15251
[47], EN ISO 7730 [48], EN ISO 13790 [37]), Belgian (EPR [22]), German (DIN V 18599 [43]) and
Dutch (NEN 7120 [44]) standards concerning energy performance, ventilation and comfort. The
impact on the energy demand calculations due to the variations of the input data as found in litera-
ture is demonstrated in an uncertainty analysis (UA) using the Monte Carlo analysis method (MCA)
combined with the Latin Hypercube Sampling technique (LHS). Afterwards, a sensitivity analysis
(SA) is performed, using the method of Morris, to determine the relative importance of each inves-
tigated boundary condition. Once the predominant boundary conditions are depicted, surveys are
performed to gather exact information on these specific parameters and subsequently new, more
realistic boundary conditions can be determined, wherever necessary, to be used in the context of
the building energy regulation.
In the second phase (Chapter 5), the accuracy of the quasi-steady-state method itself - and more in
particular the implementation of dynamic effects - is analysed and modified to the use of school build-
ings. The influence of typical school buildings’ characteristics on the energy demand are studied by
dynamic simulations. New values for the utilisation factors used for the heating and cooling balance
are derived using regression analysis techniques. Furthermore, the impact of system intermittency
on the energy demand is simulated and the calculation approaches used to implement these effects
in the quasi-steady-state method are evaluated. Based on the results of dynamic simulations and
additional regression analyses, new values for the numerical, correlation-based parameters as used
6in EN ISO 13790 [37] and in NEN 7120 [44] to account for system intermittency are set.
In Chapter 6, the influence of both the buildings’ characteristics and the selection of the HVAC sys-
tem components on the HVAC system performance in schools is analysed. To that end, integrated
building and HVAC system simulations of a typical school building model are conducted in TRNSYS.
18 school model design variants, defined by varying building characteristics, are coupled with a se-
lection of four traditional but commonly found HVAC systems in contemporary schools. A radiator, a
floor and an all-air heating system, all supplied by a condensing gas boiler, are simulated. Subse-
quently, it is evaluated if these affects are accounted for accurately by the EPR calculation standard
[22]. Next, it is investigated if an alternative calculation approach either based on the CEN/EPBD
standard EN 15316 [49] or on the results of dynamic simulations could offer more accurate calcula-
tion results for the final energy use for heating compared to the EPR calculation standard [22].
Finally, in Chapter 7, a cost-optimal study is performed to assess the impact of the changes to the
monthly, quasi-steady-state calculation method as set in Chapter 4 to Chapter 6 on a cost-optimal
school design. The impact of the suggested changes of the calculation method is studied on both
the determination of the Pareto-optimal school designs and on the hierarchy of a restricted list of
energy saving measures of the building envelope. The cost-optimal study presented along this
research study is performed only to reveal the impact of the suggested changes to the energy cal-
culation method. Consequently, no general conclusion on the economically optimal school building
configuration or on the hierarchy of energy saving measures are formulated.
1.4 Research scope
With a research domain being as wide as "the evaluation of the accuracy of the quasi-steady-state
calculation approach used for schools", some boundaries have to be set:
• The aim of this research study is to evaluate and suggest some refinement the quasi-steady-
state method used to objectively rate building design variants in the context of the EPBD [18].
The changes proposed along this dissertation intent to assess the energy use more realistically
and to fit the energy calculations better to the specific use and typology of school buildings.
Other causes of uncertainty of the calculation model such as the calculation of the heat trans-
fer to the soil, the calculation of solar heat gains, the long-wave radiation to the sky, the choice
of the calculation time step, ignoring the thermal coupling between various building zones, etc.
which are also important for the accuracy of the outcome of the calculations though are not
specifically linked to the use of schools, are not addressed throughout this research.
• This dissertation focuses on the energy performance evaluation. The improvement of the over-
all environmental quality in schools is not considered as a specific research topic. Minimum
indoor air quality, and thermal and visual comfort conditions are maintained and considered
as important boundary conditions. Thermal comfort conditions are evaluated in all building de-
sign variants used along this work. Due to the restrictions of the use of the dynamic simulation
tool TRNSYS and the application of a zonal calculation approach, thermal comfort is however
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assessed on a zonal level only. Local discomfort might occur but is not studied in particular.
• The inaccuracy of the calculation model is only one of the causes for unrealistic energy as-
sessment results. While using the EPR tool as a predictive tool for energy savings, Deurinck
[50] denotes the rebound effect2, and occurring technical issues and shortcomings as ad-
ditional causes for unrealistic energy use assessments. As this research focuses however
specifically on the evaluation of the accuracy of tools that are used for energy rating, these
causes are not further addressed in this research study.
• The focus of this research study is put mainly on the calculation of the energy use for heating
and ventilation. Regarding cooling, the suggested changes are restricted to the method used
for energy demand calculation. The use of equipment and lighting is only considered as a
boundary condition (i.e. part of the considered internal heat gains). Calculation approaches
that are used to calculate the energy use associated with equipment and lighting is not ad-
dressed. Likewise, the calculation of the energy use linked to the production of hot tap water
is not considered.
• A large variety of schools is found depending on the age of the students and the type of the
educational activities taught. As it is unfeasible to cover the whole range of schools, the scope
of this research is limited to general elementary and secondary schools. Schools providing
(atypical) technical education, and tertiary and special education facilities are not included in
the study.
• Due to the work load related to the performance of integrated building and HVAC simulations,
the study of the interaction of building and systems is restricted to the currently, most commonly
used HVAC systems in schools. More innovative systems are hence not included.
2When energy saving measures are implemented in a building, space heating gets more affordable. Influenced by the
energy cost savings, habitants tend to increase their comfort level, hereby neutralising part of the theoretically savings.
This phenomenon is denoted as the rebound effect.
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Representing the contemporary Flemish
school building stock
School buildings have typical architectural and operational characteristics which differ significantly
from other building typologies. Occupancy rates, ventilation rates and internal heat gains are gener-
ally high. Daily school opening hours are limited and frequent holiday periods occur. Furthermore,
a large variety of school buildings is found based on the educational activities and target age of the
students. This chapter gives an elaborate overview of these typical school characteristics. First,
a description is given of the contemporary Flemish school building stock: representative building
sizes, geometries, shapes and room type profiles are defined based on a literature review and an
exhaustive statistical survey of recently built or renovated school projects. Furthermore, an overview
is given of the typical characteristics related to (i) the use and operational profile, (ii) construction
and building envelope and (iii) HVAC systems and lighting concepts.
The information gathered in this chapter will then be combined into reference school building models
which are used along the rest of this dissertation or can be used outside the scope of this specific
study for amongst others policy makers to evaluate the impact of energy-efficiency measures or
different building energy policies for the contemporary Flemish school building stock.
2.1 Introduction
School buildings have typical, resembling characteristics which distinguish educational buildings
from residential or other non-residential buildings. For example, schools have a strongly discontin-
uous users’ profile and high occupant density rates causing high internal heat gains and ventilation
rates in turn. These characteristics significantly affect the design, use and energy performance of
the building. Furthermore, a large variety of school building (types) can be found [4] (see Figure 2.1).
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Figure 2.1: Two examples of contemporary, elementary passive school buildings in Flanders. On
the left, an example is given of a school with a simple building shape and traditional room type
profile (B-Architecten, Kalmthout). On the right, a more complex building is shown with a more
contemporary zone partition (i.e. lots of open spaces for group activities are foreseen) (Lava
Architecten, Bocholt).
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Depending on the educational form (from general to vocational education - see Appendix A) and
the age of the students (from nursery to secondary education) specific space requirements for class
rooms, corridors, sanitary and technical rooms are valid. This diversity on a small scale complicates
energy performance evaluation of school buildings on a larger scale. Therefore, in the first part
of this chapter (§ 2.2), a limited number of reference school buildings are defined, which are rep-
resentative for the contemporary school building stock. Typical school building sizes, geometries,
shapes and room type profiles are analysed based on literature review. Furthermore, a statistical
survey of recently built or renovated school projects in Flanders is performed. Subsequently, this
information is combined into four reference school building models. In the second part of this chap-
ter, an overview is given of (i) the use and operational profile (§ 2.3.1), (ii) construction and building
envelope (§ 2.3.2) and (iii) HVAC systems and lighting concepts (§ 2.4) in schools to get insight into
typical school buildings’ characteristics and design.
The reference school buildings as defined in § 2.2 will be used along the rest of this dissertation. In
doing so, the models will be combined with the range of building and operational characteristics as
set in § 2.3 and will be - if applicable - coupled with an HVAC system selected from the results as
described in § 2.4.
2.2 Development of reference school buildings
According to Annex III of the EPBD recast [18], reference buildings must be characterised by and be
representative of their functionality and location, including indoor and outdoor climatical conditions.
Various projects can be found, either focusing on the methodology used to develop reference build-
ings [51, 52, 53] or presenting the results of the development of reference buildings for dwellings
[54, 55, 56, 57, 58], multi-family buildings [59], offices [60, 39, 52, 61] or commercial buildings
[62, 63]. Some studies use reference buildings for the evaluation of energy saving measures [63].
Others create them in order to develop benchmark energy consumption [64, 55]. Among all re-
searches found, only few reference buildings for schools [65, 25, 62, 66] are defined. Moreover, the
available information is often not applicable for the outline of this dissertation as it is either only ade-
quate for the specific project scope [65] for which the models were developed, or not representative
for the Flemish school building stock [67, 68, 69, 70, 62, 66]. Therefore, throughout this section, a
limited number of representative reference buildings for schools are developed, based on a compre-
hensive analysis of the typical architectural characteristics.
In § 2.2.1, the modelling approach used to define the school reference buildings is discussed. In
§ 2.2.2, the plan type and building geometry, and the room type profile for the reference school
building models for elementary and secondary education are set.
2.2.1 Method and assumptions
The TABULA project [51] uses two different modelling approaches to develop reference buildings:
the representative and the typical type model approach. The first approach models the entire
building stock using a set of fictional but realistic, reference buildings based on average values.
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The latter composes a set of typical buildings closely related to existing buildings and building com-
ponents which are chosen for their reference value compared to the examined stock. Branda˜o de
Vasconcelos et al. [53] describe the strength and weaknesses of both the modelling approaches.
Based hereupon, they propose the representative modelling approach to be applied, using both ex-
pertise knowledge and elaborate statistical data to develop the final reference buildings. Considering
the scope of this research, a similar approach is adopted. Furthermore, the modelling procedures as
used for the definition of reference dwellings [59], multi-family buildings [59] and offices [60, 71, 52]
are used as a reference (see Figure 2.2).
Design guidelines, 
standards, manuals 
School building stock 
sample 
Design guidelines, 
standards, manuals 
fictional, prototypical school 
buildings Experts’ 
advice 
Statistical 
manipulation 
INPUT PROCESSING PROTOTYPES 
Figure 2.2: General method used to develop the reference school buildings [52, 53].
First, the required level of detailing is determined. Even though an increased number of differenti-
ated reference models does not necessarily lead to a more accurate representation of the building
stock [72], the combination of all school building types into one single model would be inadequate
and would result in a large spread of requested additional input data (e.g. operational schedules,
internal heat gains, ventilation rates) afterwards [73]. Hence, four different reference models are
defined, two for elementary and two for secondary education. In a second step, the necessary ar-
chitectural input data are gathered. Many literature on school architecture and infrastructure can
be found. Van Bogaert [74] and more recently, Chatel et al. [75], studied school architecture and
design. Leemans [3] published the results of a large-scale survey on the quality of the current
Flemish school building stock. In addition, multiple guidelines and manuals on sustainable school
architecture [76, 77, 78, 79, 67, 80] and various case study surveys on exemplary educational build-
ings [81, 82, 75] can be found. Extensive databases on specific architectural characteristics of the
Flemish school building stock are however - at the moment of writing - nonexistent and exemplary
energy efficient educational buildings are rare [66, 25]. Therefore, the specific geometrical build-
ing information such as averaged floor surface areas, typical heights, dimensions and rooms type
profiles needed to construct the reference buildings is gathered by both literature review and a large-
scale survey. For the statistical survey, the As-Built plans of 70 newly built or renovated schools in
different regions in Flanders are investigated. The selection of schools is chosen from the extensive
database of Flemish school characteristics of the Agency for School infrastructure (AGIOn). The se-
lected buildings are spread over the Flemish region and all educational forms are equally covered.
To incorporate current trends and changes such as the evolution towards ’Open school’ concept [36]
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or the more stringent energy performance requirements (EPBD), the selection is however restricted
to current building practice (constructed after 2005) only. First, the building shapes are set. Next,
the related building size and dimensions are determined in line with the procedure used by Van den
Dobbelsteen [60] to determine reference office buildings in the Netherlands. Finally, representative
room type profiles are developed for both elementary and secondary schools. Combining all this
gathered information, the reference buildings are composed.
2.2.2 Results
Overall, mandatory education in Flanders comprises three main levels: nursery, primary and sec-
ondary education. A detailed overview of the Flemish educational system is given in Appendix A. As
there are not many physical and operational differences between the nursery and primary schools,
one reference school building is set for both school types, which will be from now on referred to
as elementary schools. In contrast, the organisation of secondary education is more complex and
thus creates the need for more differentiation. Consequently, secondary schools are divided into
two categories: general or semi-technical (ASO, TSO/STK1, KSO), and technical (TSO/TTK, BSO)
schools. This division is based on the type of classes taught and, more in particular based on the
presence of one or more workshops (i.e. atypical spaces for specific training activities (e.g. wood
work, food preparation) often with extraordinary heat generation or electricity use). Due to the atyp-
ical characteristics of the technical schools, they are too complex to generalise and are therefore
not further studied throughout this dissertation. For the same reason, tertiary and special education
facilities are omitted.
Plan type and building geometry
The building shape is an important element to be considered in the development of a reference
building due to its significant impact on the energy performance of the building [71]. To ensure all-
round usability of the reference buildings, the geometries must be kept simple (i.e. attached features
and balconies are to be ignored and the general shape is kept simple [83] and easy to be repro-
duced [72]. Based on the architectural plans of the investigated schools however, a large variety of
(complex) building shapes is found (see Figure 2.1). According to Steijns et al. [84], the typological
evolution of school building architecture can be outlined by three basic shapes: the corridor type -
the most basic school building shape designed to improve the efficiency of school buildings-, the hall
type and the pavilion type. To enable the possibility to assess the impact of the building shape, two
buildings shapes are retained for the final reference buildings: a rectangular building with a middle
corridor and a U-shaped building.
The building size of the reference buildings can be based either on the average gross surface area
or on the average occupancy (p = number of students). As school infrastructure in Flanders is
subsidised and the subsidising procedure links the available gross surface area to the number of
students [85], both assumptions approximately result in the same building size. Due to the strict
budgetary limitations of schools, the real built gross surface area of school buildings is in most
1Technical secondary education (TSO) is divided into two groups of education: the TTK fraction which focuses more
on technical aspects, and the STK fraction that focuses more on practical matters.
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cases equal to the maximum subsidised area as set in the ’Physical and Financial Standard of the
Flemish Government’ [85]. Therefore, this standard is used as a reference (see Eq. 2.1).
A = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1495m2 + 6, 9(p − 165) for elementary schools
6000m2 + 7(p − 500) for secondary schools (2.1)
This equation calculates the subsidised, basic gross surface area for general educational activities
in elementary and secondary schools. For the final school surface, some additional (subsidised)
spaces may be added depending on the organised educational activities (e.g. gymnastics, lab work,
etc.) and the related room type profile (see § 2.2.2).
To determine the average occupancy, statistics on the number of students in Flemish schools are
collected. The results for the various educational forms are shown in Table 2.1.
Table 2.1: Average number of students in Flemish schools.
Average number of students nursery primary elementary secondary
Ministry of Education and Training (2009−2010) 263 179 280 525
Flemish Agency for Educational Service (2011) 180 265 283 −
Flemish government (2010−2011) 115 174 265 415
Based on Table 2.1, an average occupancy of 250 and 450 students is assumed for the reference
elementary and secondary school buildings, respectively. According to Eq. 2.1, this results in a
total maximum gross surface area of 2081.5 m2 for the elementary school and 5625 m2 for the
secondary school. To verify, the calculated results are compared to comparable survey results as
found in literature [3, 86, 87] using the subsidised (gross) surface area per student as a reference
(Table 2.2).
Table 2.2: Comparative literature study: gross surface area per student for elementary/secondary
schools. The data used for the reference buildings are marked in grey.
Average gross surface area survey NWF (1986) DIGO (1998) Leemans (2009)
per student, m2/pers [86] [87] [3]
Elementary schools 8.3 7-9 7 7-8
Secondary schools 12.5 10-14 16 18-29
Regarding the average gross surface areas per person for the elementary schools, the literature
review shows slightly lower results (± 7 to 8 m2/pers compared to 8.3 m2/pers) though the difference
is limited to 1.3 m2/pers maximum, or less than 15%. Although no large changes are found between
the oldest [86, 87] and the more recent survey results, a change is to be expected. The results of
a large-scale questioning of school building’s users by AGIOn in 2009 [3] and 2014 [88] revealed
an over-all demand for more space in schools. As most rooms in schools are either fully occupied
or even overcrowded [88], a future increase of the gross surface area per student is reasonable to
be expected. The calculated gross surface area of 8.3 m2/pers for the reference model is therefore
concluded to be a good assumption. For the secondary models, a larger spread of the survey results
is found. While comparing the assumed value to the results of the literature studies, more signifi-
cant differences are found, especially compared to the results of the study of Leemans [3]. This
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difference is mostly related to the exclusion of technical secondary schools in our research. These
schools - which are included in the other survey studies - have larger surface areas compared to
the surface areas as calculated by Eq. 2.1 due to the need for extra space for atypical educational
activities such as food preparation or lab work. Moreover, as the investment budgets of schools are
tight and the amount of subsidised areas is restricted [85], the gross surface area is remained as
calculated (= 12.5 m2/pers).
According to Smet et al. [89], class rooms are sized at least 6 m by 6 m. The guidelines for sustain-
able school design suggests to restrict the width to 7.2 m [77] to profit maximally from the natural
daylight (a). To assure good circulation, corridors must be at least 1.5 m [77] with an additional
30 cm for each hat rack provided [77, 74]. Assuming a single-sided hat rack, the corridor width
used for the reference school buildings is 1.8 m. This results for example for the rectangular ref-
erence elementary school building in a total building depth of 14.6 m (see Figure 2.6). Due to the
Flemish building fire safety legislation, the façade length is restricted to maximum 90 m. Hence, the
maximum gross floor area per building layer is 1314 m2, resulting in a two storey building model for
elementary schools and a three to four storey building for the secondary school reference buildings.
The net free floor height is set to 2.8 m, equal to the average survey results.
According to the ’Physical and Financial Standard of the Flemish Government’ [85], additional space
may be added to the school building for sports activities and physical education. For the elementary
school prototypes which include a gym (§ 2.2.2), an extra 485m2 is added, resulting in a total maxi-
mum gross surface area of 2567 m2.
To finalise the design of the reference buildings, the (theoretically obtained) dimensions are mea-
sured against the ’Statement of Requirements’ as set for sustainable school building designs [77]
and adjusted wherever necessary. The resulting general building and architectural data information
for the ’theoretical’ and ’adjusted’ building models are depicted in Table 2.3 and Table 2.4.
As the final energy use is influenced by the net usable more than the gross floor area, all models are
given equal net floor area (i.e. 2057 m2 for the elementary and 4464 m2 for the secondary model).
Resulting differences in gross floor area are then due to a slightly different amount of internal walls
and circulation area (see Table 2.4).
Room type profile
The architectural design of a school building can be very complex. Often the building consists of
zones with different comfort requirements or system configurations: class rooms, offices, laborato-
ries, workshops, libraries, music rooms, cafeteria, etc. These differences must be dealt with when
modelling the building. Lumping the room types with different functions together into more gen-
eral categories would lead to averaging and blurring of the input data of the model. Introducing
more elaborate room types profiles on contrary, results in greater flexibility in terms of distribution
of equipment and related internal heat loads and thus in a more accurate representation of actual
school buildings [66, 29]. To determine a representative room type profile, 70 As-Built plans of el-
ementary and secondary schools are investigated. The type of the rooms, the occurring number
of each type of room and the surface area of more than 2000 rooms are measured and listed. To
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Table 2.3: Sizing procedure for the reference school buildings: from theoretical assumptions to final
form of the references buildings for elementary and secondary school buildings.
Elementary reference school building
Rectangular U-shaped
Theoretical size
Number of people (p) 250 250
Max available gross surface area (A) 2567 m2 2567 m2
Total façade length (L) 176 m
Lmax =90 m
Number of floors 2 2
Needed area building layer 1283 m2
Building length 88 m
Adjusted size based on SoR [77]
Max available gross surface area (Aadj ) 2477 m
2 2494 m2
Total façade length (Ladj ) 170 m
Lmax =90 m
Number of floors 2 2
Needed area building layer 1238.5 m2 1247 m2
Building length 85 m
Secondary reference school building
Rectangular U-shaped
Theoretical size
Number of people 450 450
Max available gross surface area 5625 m2 5625 m2
Total façade length 339 m
Lmax =90 m
Number of floors 4
Needed area building layer 1406 m2
Building length 84.7 m
Adjusted size based on SoR [77]
Max available gross surface area 4741.5 m2 4778 m2
Total façade length 285.6 m
Lmax =90 m
Number of floors 4 3
Needed area building layer 1185.4 m2 1595.6 m2
Building length 71.4 m 78.3 m
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Table 2.4: Architectural data information of the reference school buildings.
Elementary reference school building
General building data Rectangular U-shape
Gross floor area 2477 m2 2495 m2
Useable floor area 2057 m2 2057 m2
Building volume 6570 m3 6569 m3
Number of floors 2 2
Envelope surface area
Roof 1212 m2 1216 m2
Floor 1212 m2 1216 m2
External wall 1271 m2 1522 m2
Sum envelope surface area 3694 m2 3954 m2
Level of compactness 1.78 m 1.66 m
Secondary reference school building
General building data Rectangular U-shape
Gross floor area 4741 m2 4778 m2
Useable floor area 4464 m2 4464 m2
Building volume 12500.6 m3 12500.6 m3
Number of floors 4 3
Envelope surface area
Roof 1185 m2 1596 m2
Floor 1185 m2 1596 m2
External wall 2344 m2 2746 m2
Sum envelope surface area 4715 m2 5938 m2
Level of compactness 2.65 2.11
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limit the complexity of the reference buildings however, only those rooms are included which occur
in more than 50% of the investigated schools [66] (i.e. circulation areas, class rooms, canteen and
kitchen, gym, lab, offices, sanitary, storages and teachers’ room). While designing the reference
school buildings, following assumptions are made:
• the kitchen is always next to the canteen,
• the canteen and gym (which is two stories high) are situated on the ground floor level,
• sanitary and storage are available on each floor and
• storage is available next to the canteen/kitchen and gym.
• as gyms are often used as polyvalent rooms and vice versa, these rooms are grouped into the
same category.
The results for the prototypes defined for the elementary and secondary schools are summarised
hereafter.
Elementary schools
The results of the statistical survey of the elementary schools can be found in the Appendix (see
Table B.1 to Table B.4). A summary of these results is depicted in Figure 2.3.
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Figure 2.3: Representative room type profile of elementary schools: the mean, and the 25 - 75
percentile of the surface area per room type, normalised to the whole building floor area (%).
First, the selection of room types that is included in the reference buildings is defined. Based on the
results of the statistical survey (see Table B.5) the following selection is made: a canteen (which oc-
curs in 80% of the investigated cases), circulation area (97.1%), class rooms (100%), a gymnasium
(65.7%), offices (80%), sanitary room (100%), a teachers’ room (62.9%) and technical and storage
rooms (100%). Changing rooms/showers (42.9%), laboratories (0%), libraries (11.4%), polyvalent
rooms (20%), sports halls (2.9%) and workshops (2.9%) are excluded. Due to the atypical character-
istics, an exception is made for kitchens. Although kitchens appear in only 48.6% of the investigated
projects, this specific room type will be included in the reference building for elementary schools.
Next, representative surface areas are coupled to each of the selected rooms (see Table B.5): class
rooms (cover 41.1% of the total net surface area of the reference building or 845.9 m2), a teachers’
room (i.e. meeting/seminar room) (3.1% or 63.3 m2), offices (5.2% or 106.4 m2), a gym (13% or
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264.8 m2), a canteen and kitchen (11.5% or 235.5 m2), and a combined area for circulation, sanitary
and storage rooms (26.4% or 542.5 m2). To verify the final result, the (relative) surface areas (%) are
compared to the outcome of similar research studies [7, 65, 3] (see Table 2.5 and Figure 2.4 (a)).
Table 2.5: Comparison of the reference room type profile for elementary school buildings to survey
results found in literature.
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De Deene et al. (1998) [7] 7% 16% 56% 7% − − 14%
Coolen et al. (2007) [65] 20% 20% 33% 20% 5% − 3%
Leemans (2008) [3] − actual 7% 20% 53% 11% 5% 3% 1%
Leemans (2008) [3] − ideal 8% 22% 45% 10% 5% 5% 5%
Survey − elementary schools 11.4% 26.4% 41.1% 12.9% 5.2% 3.1% −
De Deene et al. [7] studied typical school building characteristics such as the surface area per stu-
dent or the room type profile for each of the educational school types in 1998 based on survey
results (360 elementary and 240 secondary schools were contacted, 16% responded). Coolen et
al. [65] defined a representative room type profile for schools in the context of setting energy perfor-
mance requirements, based on the analysis of a municipal database and experts advice. The exact
data set used to define these specific room type profiles is however not specified. Finally, Leemans
[3] collected building characteristics from 60% of all schools (3618 schools) built in Flanders and
categorised the rooms into an ’actual’ (= room type profiles as current found in schools based on
averaged available data) and an ’ideal’ (= room type profile as desirable by the users and thus giving
an indication of the expected school building trends in the future) room type profile.
Comparing the average research results as found in literature to the reference room type profile
(see Figure 2.4 (a)), overall a good agreement is found: the deviations vary between 2% (canteen,
kitchen) minimum and 30% (teachers’ room) maximum. Some small differences between the pres-
ence of the rooms occur. As only the most commonly occurring space types (i.e. occur in more
than 50% of the investigated cases) are included, some of the rooms which are included in other
researches are excluded from the reference building and vice versa. Furthermore, the survey results
show slightly higher values for circulation, sanitary and storage/technical rooms. This is in line with
the increasing need for technical rooms in more recent school buildings as they include often more
advanced HVAC systems. Finally, when comparing the research results mutually (see Table 2.5), a
tendency towards more differentiation of the room type profiles is noticed over the years: as shown in
the more recently built schools (i.e. presented by the results of Coolen et al. [65]) or based on the ex-
pected trends for the future (i.e. expressed ideal situation of Leemans et al. [3]), it may be assumed
that the number of traditional class rooms is decreasing compared to the older school building stock
(i.e. presented by the actual situation by [3] and the results of De Deene et al. [7]). This is due to the
fact that more support areas such as libraries or multi-media centres, relaxation spaces, staff rooms
and multi-functional halls are needed [3] which is in line with the current educational trends [3] and
the evolution towards the ’Open School’ concept [36]. This trend explains the rather low assumed
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relative surface area for class room (41.1%) in the reference building.
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(b) Secondary
Figure 2.4: Verification of the reference room type profiles for school buildings: the results of the
reference building (marked in red) are compared to the average (grey column), minimum and
maximum (error bars) of the results found in literature [7, 65, 3].
Secondary schools
The results of the statistical survey of the secondary schools can be found in the Appendix (see
Table B.6 to Table B.7). A summary of these results is depicted in Figure 2.5.
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Figure 2.5: Representative room type profile of secondary schools: the mean, and the 25 - 75
percentile of the area per room type, normalised to the whole building floor area (%).
The following room types are selected to be included in the reference secondary school building:
a canteen (which occurs in 91% of the investigated cases) and kitchen (54.6%), circulation area
(100%), class rooms (90.9%), offices (81.8%), sanitary room (100%), a teachers’ room (54.6%) and
technical and storage rooms (100%). Changing rooms/showers (36.4%), a gym (36.4%), a library
(9.1%) and kitchens for teaching purposes (9.1%) are excluded. Due to the atypical characteristics,
laboratories are included in the reference buildings although they appear in only 36.4% of the inves-
tigated projects. The resulting room type profile consists of a canteen and kitchen (19% or 846.9
m2), classrooms (43.3% or 1934.8 m2), laboratories (6% or 268.5 m2), offices (4.4% or 194.6 m2), a
teachers’ room (3.6% or 162.1 m2), and a combined area for circulation, sanitary and storage rooms
Representing the contemporary Flemish school building stock 21
(23.8% or 1061.9 m2). In general, the results show strong resemblances with the reference room
type profile of elementary schools. The fraction of class rooms, administrative rooms (i.e. offices and
teachers’ rooms) and circulation, sanitary and story are more or less equal (< ±3%). The canteen
and kitchen area are however slightly larger and no gym or sports hall are included as, due to the
requested size, the gyms in secondary schools are generally built as separate building units.
To verify, the (relative) survey results are compared to the outcome of similar researches [7, 65, 3]
(see Table 2.6 and Figure 2.4 (b)).
Table 2.6: Comparison of the reference room type profile for secondary school buildings to survey
results found in literature.
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De Deene et al. (1998) [7] 6% 15% 47% 8% − − − 14% 10%
Coolen et al. (2007) [65] 20% 20% 33% 5% − 5% − − 3%
Leemans (2008) [3] −actual 4% 17% 37% 20% − 8% 4% − 4%
Survey - secondary schools 19% 24% 43% − 6% 5% 4% − −
The results of the survey (see Figure 2.4 (b) - marked in grey) show much higher surface areas for
canteens compared to the results of the survey of De Deene et al. [7] and Leemans [3] though are
comparable to the results of Coolen et al. [65]. This can be explained by the fact that in some of the
surveyed schools the polyvalent rooms are equally identified as canteens whereas in the other sur-
veys these rooms are categorised separately (i.e. other rooms). For the other rooms, a reasonably
good agreement is found.
The resulting floor plans of the elementary and secondary schools are given in Figure 2.6, and
Figure 2.7 and Figure 2.8, respectively.
Note that the generic geometry of the reference school buildings is not absolute and does not cover
all school building variants. Yet, as the sample of reference school building models cover various
room type profiles, building shapes, sizes and numbers of floors, a broad variety of school building
characteristics is covered. Hence, the amount of detailing and differentiation may be assumed
sufficient for this specific research objective.
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(a) Rectangular shaped building, with middle corridor.
(b) U-shaped building.
Figure 2.6: Floor plan of elementary school model.
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Figure 2.7: Rectangular shaped secondary school building, with middle corridor.
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Figure 2.8: U-shaped secondary school building.
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2.3 Typical characteristics of (contemporary) school buildings
Along this section, an elaborate overview of the typical school building’s characteristics related to (i)
the use and activities (§ 2.3.1) and (ii) the construction and the building envelope (§ 2.3.2) is given.
This information will serve as a reference to define the ranges in which investigated parameters
and boundary conditions for the investigated school buildings will be varied along the rest of this
dissertation.
2.3.1 Operation and activity related characteristics
School buildings have some (a)typical characteristics which affect the design, use and energy per-
formance of the building to a great extent. Therefore, representative values and ranges are set for
amongst others operational characteristics such as heating set-points, ventilation rates, occupant
density and internal heat gains are set based on guidelines, manual and (design) standards.
Room temperature,○C: specific requirements for thermal comfort and (desired) room temperatures
are set in (inter)national standards and technical reports. Some standards focus on the design cri-
teria and sizing of the heating and, if present, the cooling systems (e.g. EN 15251 [47], EN 12831
[90]). Others are used for energy calculation purposes (e.g. EN ISO 13790 [37], DIN V 18599 [43],
NEN 7120 [44]). Different standards (ISO 7730 [48], ASHRAE standard 55-2013 [91]), regulations
(e.g. Royal Decree dd.04/06/2012, Art.5§1 [92], BS 19.X.04 [93]) and guidelines formulate general
requirements for thermal comfort and temperature settings. Other focus on schools in particular
[94, 95, 96]. A summary of the values found in the aforementioned literature for the various type of
rooms in schools is depicted in Table 2.7.
Occupant density, m2/pers: various standards can be found specifying occupant density rates
for specific room types. Some are used in the framework of energy calculations (NEN 7120 [44],
DIN V 18599 [43], EPR [22]), others to calculate the ventilation rates necessary to assure the re-
quired indoor air quality (EN 13779 [13], EPR [22]). A summary of the aforementioned literature
review is depicted in Table 2.8 for the different types of rooms.
Ventilation rates, m3/(h.pers): many literature on the importance of good indoor air quality in
schools can be found [100, 101, 102, 103, 104, 105]. Standards, technical reports and guidelines
are published setting minimum required air exchange rates. Some provide guidance on the design
and the performance of ventilation systems (EN 13779 [13]). Others are used for energy calculation
purposes (EN ISO 13790 [37], DIN V 18599 [43], NEN 7120 [44]). In addition, standards (EN 15251
[47]) and regulations (EPR [22], ARAB art.53§1/3 [106], BS 19.X.04 [93]) set minimum legal require-
ments and criteria for indoor air quality. Finally, guidelines can be found setting target values for good
building practice in schools buildings [94, 95, 96, 107] or in specific (atypical) rooms such as kitchens
or lab’s [107, 108] in particular. A summary of the aforementioned literature review for the various
rooms is given in Table 2.9.
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Table 2.7: Room temperature set-point as prescribed by (inter)national standards, regulations and
guidelines for various room types in schools.
Type of space category min. temperature, ○C max. temperature, ○C
Royal Decree, 04/06/2012, Art.5 §1 [92]
class rooms, offices, teachers’ rooms 16 29
gymnasium 14 26
Binnenmilieudecreet (BS 19.X.04) [93]
general 20 26
ISO 7730 [48]
class rooms, offices, cafeteria
A 22±1 24.5±1.0
B 22±2 24.5±1.5
C 22±3 24.5±2.5
EN 15251 [47]
class rooms, offices, cafeteria
I 21-23 23.5-25.5
II 20-24 23-26
III 19-25 22-27
kitchen
I 18-25
II 16-25
III 14-25
DBFM [95]
class rooms, offices, teachers’ rooms, cafeteria,
science lab’s
21 26
gymnasium 16
storage 10 -
circulation area, sanitary 18 -
Senternovem Eisen Frisse scholen [96]
class rooms
A 21-23 22○C at θe <20○C
max. θe + 2○C at θe >20○C
B 20-24 23○C at θe <20○C
max. θe + 3○C at θe >20○C
C 19-25 24○Cat θe <20○C
max. θe + 4○Cat θe >20○C
Building Bulletin 87 - Guidelines for Environmental Design in Schools [97]
class rooms, offices 18
gymnasium, sanitary, circulation area 15
Bloso [98]
gymnasium 16-20
changing rooms 20-24
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Table 2.8: Occupant density rates as defined in (inter)national standards, regulations and
guidelines for various room types in schools.
Type of space category range, m2/pers default, m2/pers
EPR [22]
class room 4.0
office 15.0
meeting rooms (≈ teachers’ room) 3.5
cafeteria 1.5
gymnasium 3.5
EN 13779 [13]
class room 2.0 - 5.0 2.5
office 8.0 - 12.0 10.0
meeting rooms (≈ teachers’ room) 2.0 - 5.0 3.0
cafeteria 1.2 - 7.0 3.5
DIN V 18599 [43]
class rooms
low 3.5
dense 2.5
office
low 18.0
dense 10.0
meeting room
low 4.0
dense 2.0
cafeteria
low 1.4
dense 0.8
gymnasium
low 30.0
dense 10.0
kitchen 10.0
NEN 2916 [99]
class rooms B2 1.3 - 3.3 2.0
office B1 - B4 0.5 - 20.0 0.8 - 12.0
meeting rooms (≈ teachers’ room) B2 1.3 - 3.3 2.0
sports hall B5 > 20.0 30.0
ASHRAE [91]
class rooms 2.8 - 4.0
laboratories 4.0
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Table 2.9: Ventilation rates as defined in (Inter)national standards, regulations and guidelines for
various room types in schools.
Type of space category range,
m3/(h.pers)
default,
m3/(h.pers)
range,
m3/(m2.h)
default,
m3/(m2.h)
default,
ACH
Royal Decree, 04/06/2012, Art.5 §1 [92]
general 30.0
EN 15251 [47]
class room
I 20.0
II 15.0
lll 8.0
offices
I 4.3 - 5.4
ll 2.9 - 3.6
lll 0.7 - 2.2
cafeteria
I 27.0
II 18.7
lll 8.0
EN 13779 [13]
rooms designed for human occupancy
IDA1 >54 72
IDA2 36 - 54 45
IDA3 22 - 36 29
rooms not designed for human occupancy
IDA1 - - -
IDA2 > 2.5 3 3
IDA3 1.3 - 2.5 2 2
DIN V 18599 [43]
class rooms 30
offices 40 - 60 4 - 6 2 - 3
sports hall 60 6
cafeteria 30 18
sanitary 15
kitchen (non-residential) 90
DBFM [95]
class rooms, offices, teachers’ room 50 3.6
science lab’s 10
sports hall 3
cafeteria 6
circulation area 1
Senternovem ’Frisse Scholen’ [96]
class room
A 22
B 17.5
C 12.5
offices
A 60
B 45
C 30
Tashenhandbuch Recknagel [108]
kitchen (industrial) 80
science lab’s 8 - 12
Building Bulletin 101 - Ventilation in School Buildings [107]
class rooms 2.5
changing rooms, showers 10
gym 29 2.5
science lab’s 5
NPR 1090 [109]
class rooms 19.8
lab, workshops 361
offices 36 - 54
sports hall 3.6
kitchen (non-residential) 7.5
1 In case a fume hood is present, at least 720 m3/h of air should be extracted per m2 hood surface area.
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Internal heat gains, W/m2or W/pers: the main sources of internal heat gains are occupants, the
use of electronic equipment and artificial lighting. As schools are assumed to be non-dehumidified,
latent heat gains are less important so only the sensible heat gains are considered throughout this
dissertation.
(i) Occupants, W/pers: the heat production and thus internal heat gains due to occupants depend
on the metabolic heat production which is in turn affected by the level of activity and the age of
the person. Class room activities can be categorised as light to moderate work, mostly executed
while seated. The activity level in science lab’s and gymnasia is considered slightly higher. Specific
values can be found in national and international standards and regulations (EPR [22], PHPP [110],
DIN V 18599 [43], NEN 7120 [44]) and guidelines for good school building practice [95].
(ii) Equipment, W/m2: the heat gains due to equipment are due to receptacles or electrical plug
loads or due to heat producing activities such as cooking or lab tests. In literature, either av-
eraged values of the internal heat load due the equipment for the whole school building (EPR
[22], NEN 2916 [99]) or specific values depending on the type of the various rooms (DIN V 18599
[43], [108]) are found. In addition, several sources can be found defining the heat load of various
electronic devices which occur in schools [111]. Values for different room types are summarised in
Table 2.10. Detailed information on the availability and the use of the specific electronic equipment
is however rare.
Table 2.10: Internal heat gains qI HG due to occupants and equipment as defined in (inter)national
standards, regulations and guidelines for various room types in schools.
qI HG ,occ qI HG ,eq
Type of space W/pers W/m2 W/m2
EPR [22]
class room 100 3
office 100 3
PHPP [110]
class room, cafeteria 60 - 1001
office 80
gym 70 - 2801
DIN V 18599 [43]
class room 60 17 - 24 2 - 6
office 70 4 - 7 3 - 15
meeting room (≈ teachers’ room) 70 18 - 35 1 - 3
canteen 70 50 - 88 1 - 3
gym 125 4 - 13 0
NEN 2916 [99]
class rooms 10 1
office 3 - 15 3
meeting rooms (≈ teachers’ room) 10 1
gym 1 - 3 1
DBFM [95]
class rooms, offices 75
laboratories 85
1 Values vary depending on the age of the person and the type of activity.
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(iii) Lighting, W/m2: all electrical energy supplied to light fixtures is assumed to be converted into
heat. Internal heat gains due to lighting are generally calculated as the product of the normalised
power density, W/(m2.lux), and the illuminance, lux. The values of the illuminance depend on the
requested visual comfort level as defined in standards (EN 12464-1 [46]) or set in building guidelines
[95, 96, 112] (see Table 2.11).
Table 2.11: Visual comfort in schools: required level of illuminance for various room types, lux.
Room type illuminance, lux
class rooms, canteen, gymnasium 300
lab, kitchen 500
sanitary 200
circulation area 100
2.3.2 Building envelope characteristics
This section specifies the commonly used building envelopes and interior constructions and their
related building physical characteristics in passive schools to define the state-of-the-art of the high
performance school building practice. A database of exemplary school buildings with their typical
characteristics is currently non-existing. Therefore, representative values and ranges for thermal
mass, insulation level, air tightness level and glazing surface are set based on an elaborate analysis
of a sample of (passive) school projects in Flanders and abroad. All schools that are included in
the survey are either in use, in construction or in the final phase of design. School building projects
at the preliminary draft stage are not included as not enough specific information on the building
or HVAC systems is available. For the survey, 13 Flemish passive schools projects2 are selected.
To enlarge the data sample, data of 29 passive school buildings built in surrounding countries are
added.
A similar approach for the data collection is applied as used by Flodberg [113] for setting the state-
at-the-art of low energy office buildings. Considering the sample of Flemish school buildings in
particular, general (i.e. educational type, designer/architect) as well as more specific building infor-
mation (building size, building envelope, materials, U-values, air tightness, and glazing) is collected
mostly during on-site visits. The information for the remaining international passive projects is found
in the database of the ’Passiv Haus Institut’ [114].
The final results are described along this section, parameter by parameter. Wherever relevant, the
collected data are measured against recommendations as found in design guidelines and standards.
Thermal capacity : the cooling load and summer comfort depend on the accessibility and usability
of the thermal mass [115, 116]. As schools are unoccupied during the night, they are appropri-
ate for cooling by night ventilation and therefore an exposed thermal capacity is generally recom-
mended [117, 77]. According to the overall survey results, masonry (heavy) structures are most
commonly used (i.e. found in 56.8% of the investigated cases). Mixed (medium - 21%) and timber
2In 2008, the Flemish government selected 24 school designs which will be used as a reference for contemporary
(and future) high performance school building practice. These ’pilot’ schools receive additional subsidising and guidance
throughout the design phase. For the survey included in this research study, 13 of these ’pilot’ projects are selected.
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(light - 24%) structures are slightly less popular. Focusing on the school in Flanders in particular, the
trend to use heavy structures is even more pronounced. Except for some exceptional cases, (very)
light structures are rarely used. Masonry structures and mixed structures are the most common (±
60% and ± 40%, respectively).
The variations of the thermal capacity of the reference school building is obtained by varying the
materials used for wall and roof constructions as shown in Table 2.12.
Table 2.12: Variations of the thermal mass of the structure. The average heat capacity, normalised
to the building floor area, for the reference elementary school building is plotted as an example,
calculated according to EN 13786 [118].
Heat capacity Cm,
Wh/(m2K)
construction
heavy 95.2 heavy external and internal walls, heavy roof and floors
medium 56.3 heavy (intermediate) floors & external walls, light roof
and internal walls
light 43.3 heavy (intermediate) floor, light roof, external & internal
wall,
very light 28.7 light roof, intermediate floors, external & internal walls,
heavy ground level floor
Insulation level, W/(m2.K): the survey results for the insulation level of the building envelope parts
are depicted in Figure 2.9. The minimum, mean and maximum U-values for (a) opaque and (b)
transparent building parts are plotted. For comparison, the legal required limits applicable on the
date of the start of this research (dd. 2010) [119] are added to the figure (light grey).
All results fit well the range as set by the ’Passive standard’ design guidelines [117] (i.e. Uopaque ≤
0.10 to 0.15 W/(m2K), Uglazing ≤ 0.6 W/(m2K) - see Figure 2.9 marked by dashed lines). The survey
results represent the current best practice and thus set a reference for the lower limit of the insulation
level (= minimum values for thermal transmittance).
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Figure 2.9: Survey of passive schools in Flanders and abroad: the minimum, mean (grey column)
and maximum insulation level of various building parts.
Air tightness level, n50: various requirements on the air tightness level of the building envelope
(i.e. expressed by the n50- value) can be found in literature. NBN−D50−001−1 [120] requires n50
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≤ 3 ACH for buildings that use a balanced mechanical ventilation system. When combining the
balanced ventilation system with a heat recovery device, n50-values ≤ 1 ACH are required. For
passive buildings, criteria are even more strict: n50 ≤ 0.6 ACH [117]. As information on the air
tightness of Flemish (passive) schools based on the results of a pressurisation test is rare, only the
results of the international survey are shown (see Figure 2.10). These results are clearly in line with
the design guidelines and certification criteria for passive buildings [21]. All n50 - values found in the
survey remain (substantially) below the required 0.6 ACH. Nine schools in 29 have a n50-value of
0.3 ACH or less showing that low values for air tightness are technically well feasible.
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Figure 2.10: Variations of the air tightness of the building envelope in international passive schools.
The required n50-value = 0.6 ACH by the ’Passive House standard’ is marked in red. The average
survey result (n50 = 0.37 ACH) is shown in light grey.
Window-to-wall ratio (WWR) and shading devices: along this dissertation, the total window sur-
face is defined by the total window to gross wall area ratio (WWR) which is the percentage resulting
from dividing the total vertical fenestration area, including the frame and other non-glazed window
components, by the gross exterior wall area. The results of the Flemish survey are depicted in
Figure 2.11 (a) (average WWR = 28%), and are in line with the requirements as set for the use of
day-lighting and visual comfort: to fully optimise daylight penetration and to assure a proper view-out
but to avoid glare, the WWR must be at least 20% [97] but should not exceed 40% [66, 121, 97]. For
the reference buildings, all windows are assumed to be equally spread over all external walls and
have all equal configuration (see Figure 2.11 (b)). The window surface area is varied by changing
the length of the fixed middle window. The height and the dimensions of the other two window parts
are kept constant. This is done for all rooms expect for the circulation, sanitary and storage areas
where the WWR is fixed at 30%.
In all the investigated passive schools, external solar shading is provided: 7% uses fixed external
solar shading (e.g. trees, overhang), 43% has movable shading devices. The rest of the analysed
schools combines both techniques. In only 5 schools, an internal shading device is foreseen which
is moreover mostly used for visual comfort reasons (i.e. possibility to darken the rooms in dorms or
while projecting).
The average g-value for the glazing found in the survey is 0.5 which is in line with the recommenda-
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Figure 2.11: Information on windows for the reference school buildings.
tions as found for passive buildings (g > 50% and g * 1.6≥ Uglazing ) [117].
2.4 Trends in HVAC system design and lighting concepts in contem-
porary Flemish schools
The last section aims to identify the current trends and evolutions in HVAC system design in schools.
To that end, the most frequently-used HVAC system types and lighting concepts in high performance,
contemporary school buildings in Flanders are studied, based on survey results. The same sample
of passive school buildings (13 schools) is used as described in § 2.3. In addition, 9 randomly
selected, high performance (but not passive) Flemish school buildings are analysed. All extra case
studies - from now on referred to as EESBs (i.e. energy efficient school buildings) - have an energy
performance level < E70 (i.e. primary energy performance calculated according to EPR [22]), have
a mechanical ventilation system and are all recently built or highly renovated (in use since 2010 or
later). Additionally, the survey data are measured against the recommendations as found in design
guidelines and standards. Multiple guidelines and manuals on sustainable system design [108,
122, 123] are published. As school building and HVAC operation differ in many ways from (other
non)residential buildings, specific guidelines and standards that focus on (passive) school design
are developed and used as a reference [79, 94, 117, 77, 70, 112].
This section starts by defining the used HVAC terminology in § 2.4.1 followed by an overview of the
results of the survey on the heating, cooling and ventilation systems in schools (§ 2.4.2). Although
the dissertation focuses on HVAC systems mainly, lighting systems are shortly discussed in § 2.4.3
as these influence significantly the internal heat load of the building.
2.4.1 Terminology
An HVAC system comprises all components and subsystems to fulfill both the need for good indoor
air quality (i.e. ventilation, humidification) and thermal comfort (heating, cooling). HVAC systems
can be classified in many different ways such as centralised or local systems, primary or secondary
systems, active or passive systems or based on the medium used for heat transfer such as all-air,
air-and-water or hydronic systems.
In centralised systems, heating and/or cooling is generated centrally and then distributed to the
conditioned zones through the secondary system (see Figure 2.12). The local systems on the other
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hand generate heating and/or cooling zonally [94].
The primary system - also referred to as plant - consist of boilers, chillers, storages tanks, etc.
Secondary HVAC system components can be further classified as air handling equipment and
heat distribution components between the systems and the building. Examples of the secondary
HVAC system components are pumps, fans, values, ducts, pipes, etc. [124].
HVAC systems are called passive when heat in a building is controlled and dissipated with low or
nil energy use while for the active systems a significant amount of energy is used.
Qgross,buil 
Qgross,AHU 
Efin 
Generation 
subsystem - ηgen 
Storage 
subsystem -  ηstor 
Primary HVAC system Secondary HVAC system 
Distribution 
subsystem - ηdis 
Emission 
subsystem - ηem 
AHU 
Figure 2.12: Conceptual scheme of subsystems and energy flows in a commonly used HVAC
system [125].
2.4.2 HVAC systems in schools
HVAC system design in schools differs in many ways from (other non-)residential buildings. The
following typical users’ characteristics of schools affect significantly the HVAC system design options:
• Typically a large variability in time and space of the use and overall occupancy rates occurs.
The usage of a room is frequently interrupted by play or lunch breaks and frequent holiday
periods occur. Furthermore, a large variety of room types such as canteens, class rooms,
gym, etc. occurs which are not commonly found in other building types. All these phenomena
favour a flexible and intermittent use of the HVAC systems which complicates accurate and
efficient control of the systems.
• The class rooms are characterised by a high occupancy rate. This results on the one hand
in locally dense internal heat gains which in turn affect significantly the performance of the
HVAC system (see § 6.4). On the other hand, high ventilation rates are needed which create
opportunities as the use of an all-air heating systems is benefitted and extra cooling potential
for passive night or free cooling is offered.
• Budgetary limitations considering both the investment and the operational and maintenance
costs are often an important issue [126] in schools and limit the HVAC design options.
• Finally, recent educational trends towards ’Open schools’ [36] and the related flexibility de-
mand affect significantly the system design and operation.
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A global summary of the HVAC systems found in the surveyed school buildings is depicted in
Table 2.13.
Table 2.13: Results of the survey: overview of the HVAC systems found in recently built schools.
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PS_1 p 1
PS_2 p 1
PS_3 p 1/2
PS_4 EAHX EAHX p 1 EAHX
PS_5 p 1
PS_6 EAHX GSHP EAHX GSHP n(+a) 1 EAHX
PS_7 p 2
PS_8 ASHP p 1/2
PS_9 GSHP GSHP p(+a) 2
PS_10 p 2
PS_11 p 1
PS_12 GSHP GSHX n 2
PS_13 p 1/2
EESB_1 ∗ 1
EESB_2 p ∗ 2
EESB_3 ∗ 2
EESB_4
EESB_5
EESB_6 p 1
EESB_7 p 1
EESB_8
EESB_9 p 2
1) energy wheel 2) plate heat exchanger
* mechanical extraction without heat recovery in sanitary
EAHX = earth-air heat exchanger, GSHP = (reversible) ground source heat pump, ASHP = air source heat pump, GSHX = ground source heat exchanger
p = passive cooling, n = natural cooling, a = active cooling
Heating
In general, central heating plants are most commonly used in schools, with one or more heat gen-
erators working on fossil fuels such as gas or oil [94]. This trend is confirmed by the survey results:
20 of the investigated case studies have a central heating plant while only two use decentralised
heat generators. Most often a modulating, condensing boiler is installed (i.e. in all nine investigated
EEBSs and 60% of the passive schools). For the passive school building sample however, slightly
more variation of the heat generation systems is found (see Figure 2.13). A small shift, mostly
towards the introduction of heat pumps, is noticed in conformity with the current trend and policy
towards the implementation of more energy efficient equipment and the use of renewable energy
[18]. A single case study is found which combines multiple heat generation systems (a pellet boiler,
a condensing boiler and a heat pump). However, overall, the number of installed heat pumps in
schools remains limited due to the high investment costs which is in great contrast with the limited
(investment) budgets of schools. In addition, the cooling loads in schools remain small, hence the
potential of reversible heat pumps can not be fully benefitted which makes it therefore a less attrac-
tive alternative for schools compared to for example office buildings [25].
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Figure 2.13: Survey results of the passive schools: occurrence heat production systems, %.
In most of the investigated school buildings, only one heat generator is foreseen. Only two (passive
schools) use multiple heat generator systems cascading either 2 condensing gas boilers or 2 ground
source heat pumps.
Hydronic or water-based heat distribution systems are most commonly used in school buildings al-
though a slight change towards (basic) air heating is noticed. The combination of both strongly
improved energy performance of the buildings and high required hygienic ventilation rates makes
all-air heating systems become feasible in schools: a combined air/water heating system occurs in
33% of the EESBs and 46% of the passive schools. In 40% or five of the passive schools an all-air
heating system is applied. Considering the all-air heating systems both the constant air volume sys-
tem (CAV - 60%) and the variable air volume system (VAV - 40%) occur. The first system provides a
constant air flow rate to the conditioned zone, modulating the heat supply by changing the temper-
ature of the supply air. Survey results show a variety of CAV system configurations: the supply air
is either heated centrally or locally, using either hot water or electrical (re-)heating coils. The latter
system varies the airflow to meet the thermal comfort requirements of the conditioned zone using
VAV-boxes. Due to the high installation, operating and maintenance costs and the difficulties related
to the control, it is recommendable to limit the size of the air handling units to the required hygienic
ventilation capacity. Survey results confirm as all-air heating systems are only found in the passive
school building sample.
The final choice of the heat emission system depends on the size and function of the room. Gener-
ally, radiators are the most common heat emitters used in schools [70, 97]. Survey results confirm
that in class rooms and offices, radiators (± 45 to 50%) and convectors (± 10%) are most frequently
used. However, as aforementioned, a shift towards all-air heating (40% or 5 passive schools) is
noticed or to low temperature floor heating (40% or 4 schools of the EESBs). As large (intermit-
tently/irregularly) used spaces such as canteens and gymnasia can benefit from a faster response
system, air heating (either by heating of the ventilation air or by the use of air heaters) is often im-
plemented.
The control of the centralised heating systems is generally located on three different levels: (i) control
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Figure 2.14: Overview of the most common heat emission systems in contemporary school
buildings in relation to the energy performance level of the building envelope and the type of the
room.
of the primary system (i.e. temperature of the heat generator), (ii) control of the secondary heating
circuits and (iii) local control (see Figure 2.15). Considering the first level, the strongly discontinuous
users’ pattern of schools favours an energetically and economically interesting intermittent, time-
controlled use of the heating system according to the operational schedule. All investigated schools
either turn down (i.e. implement a setback of the set-point temperature for heating) or switch off
the heating system during nights, weekends and holidays. To avoid discomfort at the start of a
school day, often a setback temperature is maintained (i.e. 15○C on average). Morning recovery
times prior to the school opening hours are used: 25% of the investigated schools use an optimal
start-stop control. Furthermore, all case studies use an outdoor temperature reset control to adapt
the hot water supply temperature to the outdoor weather conditions, and, in some cases, to the
heat load pattern. For the latter control level, the survey results show that in 90% of the cases, a
local temperature control is used: thermostatic radiator valves (TRVs) in case of radiators and wall
thermostats in case of air or floor heating. For the 10% remaining cases, only a central temperature
control is implemented using a temperature sensor in a suitable reference room (one per building or
one per heating circuit). When thermal comfort is controlled by variable supply flow rates (e.g. TRV
or throttling two-way valves), the distribution pumps are generally fitted with variable speed drives
(VSD). Finally, accounting for the occasional after hours use of schools, in 50% of the investigated
cases, time control override facilities are provided.
The use of domestic hot water in school is limited. Survey results found in literature [7] reveal that the
gas consumption in schools related to domestic water heating is less than 10% (see Table 6.1). The
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Figure 2.15: Conceptual scheme of a regular heating systems as found in the investigated school
buildings. Control of the heating system is located on three levels: on the level of (i) the primary
system, (ii) the secondary system and (iii) locally.
hot water is used for cleaning, in the kitchens or for occasional showers. The latter is mostly related
to sport activities. In some of the investigated nursery schools however, showers are foreseen
nearby the class rooms. These are however rare, and if present, they are rarely used. Hot water
supply is in most cases (> 90%) foreseen by local boiler units, using either gas (40%) or electricity
(56%) to heat the water. One school has installed a solar boiler.
Cooling
Schools in Flanders rarely have an (active) cooling system. In some exceptional cases, active cool-
ing is provided in restricted zones with extremely high internal heat loads such as server rooms or
computer labs. Due to better performing building envelopes and an increasing trend to use electronic
devices, the cooling demand is growing. Measurements in 15 schools done by AEE INTEC [127]
show that the need for cooling demand and the number of overheating discomfort situations rise in
relation to an increasing building envelope performance. Nevertheless, as daily operating hours are
limited (school closes around 15h30 - 16h) and schools are commonly closed during summer (July
and August), the annual need for cooling remains low, even in high performance schools. Dynamic
simulations of a sample of 100 fictive elementary school building design variants with a WWR of
20% and a heavy construction, and varying efficiency level of the building envelope (Umax = 0.37
W/(m2K), Umax = 0.13 W/(m2K)) and users’ characteristics show that the average annual cooling
demand remains ≤ 15 kWh/(m2.a) for all cases (see Figure 2.16).
Considering the survey results, only one of the investigated schools has installed an active cooling
system. A compression chiller in combination with a chilled ceiling is used to cool exclusively a
densely populated computer lab. In some other schools, either the ground coupled heat exchanger
which is coupled to a heat pump during the heating season or an earth tube are used to pre-cool
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Figure 2.16: Dynamic simulation of the annual energy demand for heating and cooling
(kWh/(m2.a)) of a sample of 100 fictive elementary school building design variants with varying
energy performance level of the building envelope and users’ characteristics, and a WWR of 20%
and a heavy structure.
the ventilation air before entering the building to enlarge the cooling capacity of the night (or free)
ventilation. In most of the investigated cases however, good thermal (summer) comfort is provided
by implementing cooling load reducing measures (e.g. external shading, thermal capacity) and free-
and/or night cooling. Due to the nocturnal unoccupancy of school buildings and the moderate, dry
outdoor climate with large diurnal temperature differences, Flemish schools are suitable for cooling of
the building’s thermal mass by night ventilation. 17 of the surveyed schools implement the possibility
to ventilate during night time as a passive cooling strategy. In most of the surveyed schools, night
ventilation is supplied fully mechanically (16 schools). Hybrid ventilation where fresh air is naturally
supplied and mechanically extracted is foreseen in one school. None of the investigated schools
applies a fully natural night ventilation strategy. Fully mechanical night ventilation is preferred in the
investigated schools instead of hybrid or fully natural night ventilation despite the additional auxiliary
energy use of the fans due to (i) the unreliability of the performance, (ii) the specific design and
operational requirements (e.g. large openings, preferable openings on both sides), and (iii) related
safety measures and installation costs of an automatic control system for the windows.
As the hygienic supply ventilation rates are generally high, thermal comfort can in most cases be
guaranteed using the hygienic ventilation rates. In four of the surveyed schools however, the ventila-
tion system is dimensioned slightly larger (4 to 5 ACH instead of 3 ACH on average in class rooms) to
enlarge the (night or free-) cooling capacities. In all other cases, the ventilation capacity is restricted
to the required hygienic ventilation rates.
Ventilation
EN 13779 [13] categorises ventilation systems into four main categories varying from fully natural
to balanced mechanical ventilation systems. A detailed overview of pros and cons of natural versus
mechanical ventilation can be found in the work of Emmerich et al. [128] and Versteeg et al. [129].
Generally, in schools built before the implementation of the EPBD, natural ventilation by occasional
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Figure 2.17: Measure taken to guarantee sufficient accessibility of the thermal mass in schools and
enlarge the cooling capacity of night ventilation.
window airing and uncontrolled infiltration is provided [70]. Due to recently imposed requirements
regarding indoor air quality, comfort related problems (e.g. draught, noise, dust) [129] and unreliable
quality of window airing [130], mechanical ventilation becomes preferable [94, 15]. Consequently, a
consistent increase of the implementation of mechanical ventilation systems is noticed [19]. More
than 50% of the residential buildings built between 2006 and 2010 implemented a mechanical ex-
haust ventilation system. The number of fully balanced mechanical ventilation systems raised from
25% to 44% [19]. The survey results show a similar trend for educational buildings. All passive
schools3 implement a mechanical, balanced ventilation system (in combination with a heat recov-
ery).
Ventilation systems can additionally be categorised into centralised and decentralised ventilation
systems. For the first category, only one or a limited number of air handling units serves the build-
ing whereas for the latter category each air handling unit serves one or a limited number of rooms.
The main advantages of using individual, decentralised units in schools are the reduced floor space
requirements, and the absence of ducts and recirculation air between rooms [130, 94]. In contrast,
the main advantages of central air handling units are the lower risk for noise disturbance, the lower
risk for air leakage as the amount of supply and exhaust openings through the building envelope
are limited and the easier maintenance due to fewer units and the accessability without interfering
with class activities [130, 94]. In general, central ventilation systems are most common in schools
and mostly used in newly built schools while decentralised systems are mainly applied in renovation
projects [130]. This trend is confirmed by the survey results. Only two of the investigated schools
implement a fully decentralised ventilation system where each air handling unit serves one or two
class rooms at most. In contrast, 20 schools use a centralised air handling unit. For the latter cat-
egory, the final number of installed air handling units is determined in relation to the users’ profile
and related need for flexibility. According to the REHVA design guidelines for schools [94], separate
air handling units for gymnasia or polyvalent rooms are recommended due to their atypical, after
school hours use. Accordingly, the survey results reveal that 7 of the 20 schools with a centralised
ventilation system have installed multiple air handling units varying from two to four units depending
3The results for the EESBs can - for this particular topic - not be used as a reference as the presence of a mechanical
ventilation system is used as one of the decisive selection criteria.
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on the need for flexibility.
Ventilation is mandatory. According to the EPBD, a minimum indoor air quality (EN 13779 - IDA3
[13]) must be guaranteed in schools. These minimum required ventilation rates go hand in hand
with a significant energy use of the fans and link the indoor air quality requirements directly to the
energy performance of the building. To limit the related energy use and the operational energy
costs, the ventilation demand and supply must be matched as accurately as possible (e.g. by im-
plementing a high performance control system) and the related (thermal) energy losses must be
minimised by e.g. implementing a heat recovery device (HRV) or by considering the minimum ven-
tilation requirements as a maximum design recommendation [131]. In line with these design rec-
ommendations, survey results show that in most of the investigated schools, the ventilation plants
and related duct works are sized to meet exactly the minimum fresh air requirements (IDA3 = 500 to
600 m3/(h.class)). Only some of the schools imply ventilation rates higher than restrictively needed
to enlarge the night and free cooling capacity, as aforementioned. These schools use however an
adequate control system that links the additional ventilation to the cooling demand.
Regarding the ventilation control systems, all the investigated schools apply at least a time control
system relating the ventilation schedule to the school opening hours. In 52.4% of the schools, time
control is extended with a demand control system that adapts the air change rates in relation to
the thermal comfort (DCV-temperature) or to the required indoor air quality (DCV - CO
2
). The first
system is used in schools that apply an all-air heating system or have additional ventilation capac-
ity installed to enlarge the ventilative cooling capacity. The latter system is mostly used in rooms
with highly varying occupant densities and operational schedules such as canteens or gymnasia. In
class rooms however, time schedules are most common as operational schedules and occupancy
are generally well predictable and rather stable throughout the school year. Occupancy detection
systems (DCV-IR) are commonly found in sanitary rooms or rooms which are often unoccupied such
as study rooms or attics.
To reduce energy use, air-to-air heat recovery devices (HRV) are frequently used. In all of the investi-
gated school buildings with a balanced mechanical ventilation system, a heat recovery is integrated.
Energy wheels (found in 13 schools) are slightly more popular compared to plate heat exchangers
(found in 11 schools, 50% is a counter flow HRV, 50% a cross flow). The efficiencies of the installed
heat recovery systems ηHR are shown in Figure 2.18 (a). All efficiencies - based on the information
of the manufacturer - vary between 75% and 90% (= error bars) with an average of approximately
85% . In all of the case studies, the chosen heat recovery efficiency is at least equal or higher than
the minimum required efficiency (75%) as found in the design guidelines [130, 117] (see Figure 2.18
(a) - marked in dashed line) or set by the EPR system efficiency requirements [132]. In order to limit
risks of overheating and related cooling demand, all the heat recovery devices found in the investi-
gated schools are bypassed for summer operation.
Finally, to limit the electrical energy use of the fans, limits are set to the specific fan power (SFP)
which indicates the demand on power efficiency of all supply air and extract air fans in a building.
AIVC technical note 65 [133] summarises some examples of SFP-values as used in building codes
in the UK (2010), Sweden (2008) and Norway (2007). Different values are found depending on the
type of ventilation and the presence of a heat recovery system: SFP-values vary between 1000 and
2000 Ws/m3 for balanced ventilation systems with heat recovery. For exhaust ventilation systems
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SFP-value are set equal to 600 Ws/m3. For comparison, the default values as defined in the EPR
calculation method are set equal to 1200 Ws/m3 for exhaust ventilation systems and 2000 Ws/m3 for
balanced mechanical ventilation systems. According to EN 13779 [13], at least a class 3 is required
(SFP3 = 750 - 1250 Ws/m3). Results of the survey (see Figure 2.18 (b)) show that the specific fan
power is mostly higher than the targeted value of EN 13779 [13].
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Figure 2.18: Energy saving measures of the ventilation systems commonly applied in contemporary
Flemish schools.
Humidification
Due to the implementation of mechanical ventilation systems, a slight decrease of the relative humid-
ity (±10%) in schools is to be expected [134, 135] during the heating season compared to naturally
ventilated schools. Measurements show however that, due to the dense class room occupancy rates
and related high internal moist production, indoor humidity levels are rarely critically low (< 30%),
even in winter [136, 134, 129]. According to measurements by Rosbach et al. [134], humidity levels
in mechanically ventilated class rooms vary between 30% and 40%. Versteeg [129] obtained similar
results with the lower limit varying between 28% and 42%. Moreover, as humidification systems are
very expensive and delicate to maintain, humidifiers are seldom seen in schools. In none of the
investigated buildings humidification is provided. Alternatively, to obtain a minimum control over the
humidity ratio, a hygroscopic energy wheel, recovering both sensible (heat) and latent (moisture)
energy is sometimes used. Energy wheels are mostly found in the air handling units that serve the
class rooms. As some cross-contamination due to mixing of the two air streams might occur by
carryover or leakage, thermal wheels are not appropriate in case exhaust air from sanitary, kitchens
or science lab’s is included [122] as confirmed by the survey results.
Overall, the on-site visits and interviews revealed that the users are satisfied. In most cases,
the indoor climate conditions are experienced better compared to the (often bad) original situation
(i.e. before renovation or in older school buildings). In some cases however, the complexity of the
installed HVAC system and (automatic) control, and lack of sufficient knowledge of the users and
operational staff have lead to improper use of the systems and likely loss of comfort and energy
savings. For example, in some of the visited schools trickle vents in the windows or supply open-
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ings for the ventilation air were closed to avoid draft problems. In another school, the ventilation
system was switched off completely during classes and only peak ventilation during play and lunch
break was provided due to acoustic problems. Furthermore, some problems were mentioned using
automatically controlled external solar shading devices. In conclusion, to assure appropriate use
of the systems and to maximise the related energy savings and comfort conditions in schools, it is
recommended to keep the HVAC systems and their control simple and easy to maintain. Moreover,
sufficient training of the operational staff and users is recommendable.
2.4.3 Lighting
The electrical power load of a lighting installation, expressed as the normalised power density
(NPD),W/(m2.100 lux), is a significant measure for the energy use. The normalised power den-
sity of the lighting installations of the surveyed buildings varies between 2 and 2.5 W/(m2.100 lux) in
class rooms, 4 to 5.5 W/(m2.100 lux) in sanitary and storages rooms, and up to 9 W/(m2.100 lux) in
some circulation areas due to the high ceilings. For comparison, the maximum NPD value to receive
grants for relighting in offices in Flanders is 2 W/(m2.100 lux) [137].
In addition to the installed lighting power, the energy consumption of a lighting installation is strongly
dependent on the lighting control system. Various control options for lightings are found in the sur-
veyed schools, mostly differing in relation to the type of the room in which the lighting is installed.
The results mentioned hereafter are mostly based on the survey results of the passive school as
most of the information of the EESB sample is incomplete and therefore not representative. Ab-
sence detection where the lighting systems are switched on manually and deactivated in case no
motion is detected, and presence detection where lighting systems are switched on and off in rela-
tion to real occupancy detection, are most commonly used lighting control systems in classes and
offices. In ± 50% of the class rooms, an absence detection system is used. In ± 33%, a presence
detection control system is installed. For the remaining cases, lighting is controlled manually. More
or less similar results are found for administrative rooms though manual control systems are slightly
more common in individual offices. For canteens, gym, etc. mostly presence detection is used while
in sanitary, storage and circulation rooms motion detectors are generally installed. In the majority of
the passive school buildings (> 90%), a (dimming) daylight control system is used.
In case daylight dimming is applied, specific requirements can found on the daylight factors, ex-
pressed as the ratio of internal light level to the external light level in [138, 77, 139]. As daylight
control systems are not further investigated along this study, no data on the daylight factor was
however collected in the survey.
2.5 Discussion and conclusion
School buildings have typical operational and architectural characteristics which distinguish edu-
cational buildings from other (non-residential) buildings. Occupancy density, ventilation rates and
internal heat gains are generally high. Daily school opening hours are limited and frequent holi-
day periods occur. Furthermore, educational activities imply certain requirements to the architecture
and facilities resulting in a large variety of school buildings with different building sizes, geometries,
shapes and room type profiles. This diversity on a small scale complicates energy performance eval-
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uation on a larger scale. To generalise the diversity, four different reference models are developed,
two for elementary and two for secondary schools, based on the results of a literature review and a
survey of recently built or highly renovated school buildings. Two building shapes are considered,
a rectangular and U-shape, for both the reference buildings for elementary and secondary schools.
The size of the reference models is based on the average number of students and dimensions are
set in line with the school building subsidising procedures. For each school type, a representative
room type profile is set including class rooms, offices, a teachers’ room, a canteen and kitchen,
sanitary, storage rooms and circulation areas. For the elementary schools, a gym is added to the
school building model while for the secondary schools laboratories are included instead.
To represent the actual variety of schools along the rest of the research study, the reference build-
ings developed in this chapter are subsequently combined with a representative range of building
(i.e. thermal mass, insulation level, air tightness, glazing surface, etc.), HVAC and users’ related
(i.e. heating set-points, ventilation rates, HVAC control and operation) characteristics. The state-of-
the-art of the school building practice defined in this chapter serves as a reference for the current
best school building practice. The specific details on the resulting school models used to elaborate
each of the research objectives are however described in each of the related chapters.
To conclude, some restrictions and limitations of this chapter are summarised.
• The review of the school building characteristics presented in this chapter focuses on contem-
porary school building design and current trends mainly. As older school buildings often do
not meet the energy performance and comfort requirements, only recently built or renovated
school buildings are included for the review.
• Despite the effort made to guarantee representability of the selected survey sample, this study
is not fully comprehensive as the number of analysed school buildings is limited as the number
of passive school buildings in use in Flanders is currently still low (10 ’pilot’ schools4). Second,
a large part of the passive school projects in Flanders are still in the design phase and are
therefore not included in the survey.
• A large part of the buildings used for the study are ’pilot projects’. This means that, generally,
they set a good example, however, some of the design decisions can still be optimised and
are therefore not completely representative for current best building practice. Moreover, some
of the exemplary passive schools were not originally designed according to the passive house
standard which results occasionally in some architectural flaws such as failing compactness or
large window surfaces irrespective of the orientation of the façade which are afterwards com-
pensated by amongst others excessive amounts of insulation or by implementing oversized
HVAC systems.
4This number is the situation on 27/04/2015, based on the information obtained by AGIOn.
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Building energy performance
assessment methods
Supporting the building energy policy (EPBD), extensive international research has been carried
out to elaborate and adopt standards containing common methodologies that are used for energy
labelling and certification of buildings. Overall, the CEN standards offer two main options for the
energy calculation: the quasi-steady-state (seasonal or monthly) or the dynamic calculation method.
Both methods attempt to simplify the complex, underlaying thermal processes by using a limited
set of equations while weighing accuracy, complexity and work load in relation to the application
and use of the calculation results. This chapter discusses the basic principles of both methods.
First, the monthly, quasi-steady-state method as described in the European calculation standard EN
ISO 13790 is analysed and compared to the national implementation of this standard as used in
Belgium (EPR), in the Netherlands (NEN 7120) and in Germany (DIN V 18599) for energy rating
of (non-residential) building designs. Focusing on school buildings in particular, the comparative
analysis of the calculation standards concentrates mainly on the general calculation procedures and
hypotheses to cope with the typical intermittent (system) use of schools. Second, a short summary
of the calculation procedure for energy use for heating as described in EN 15316 (European) and
EPR (Belgium) is given. The specific calculation algorithms and tabulated input values used for
the calculations of each part of the heating system are discussed. Third, the algorithm for dynamic
simulations as applied in the simulation tool TRNSYS is described. Fourth and last, an overview
is given of the measures taken to guarantee comparability and consistency of the results of both
methods.
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3.1 Introduction
The Energy performance of Buildings Directive (EPBD) came into force on 4 January 2003 and had
to be implemented by the EU Member States at the latest on 4 January 2006. To accelerate the
adoption of the EPBD regulation in practice and improve the effectiveness, a common European
framework was set out by the European Committee of Standardisation (CEN) containing a series
of calculation standards. An overview of the specific standards related to the energy performance
assessment methods is given in Figure 3.1. An overview of the whole set of developed CEN/EPB
standards can be found in CEN/TR 15615 [140].
j.hogeling@isso.nl  1 
System and building energy needs for heating, cooling, (de)humidification, hot 
water, lighting and ventilation systems 
EN ISO 13790 , EN 15316-X, EN 15243, EN 15265, EN 15193, EN 15241, EN 15232 
 Definitions and terminology, external climate data, indoor (boundary) conditions, 
ventilation and air infiltration, ... 
 e.g. EN ISO 13370, EN 13779, EN 15251, EN ISO 15927, EN ISO 7345, … 
Overall energy use, primary energy, CO2 emissions - Total delivered energy 
Procedures for calculated and measured energy rating 
EN 15603 
Ways of expressing energy performance 
EN 15217 
Energy Performance  
Requirement 
new buildings EPBD Art. 4, 5 
major renovations EPBD Art. 4, 6 
Figure 3.1: General overview of the CEN/EPB standards for energy performance assessment
[141].
Overall, two methods are set forward by CEN for the energy performance assessment of building
designs in the regulatory context (EPBD): (i) the quasi-steady-state calculation method which cal-
culates the heat balance in steady-state conditions over a sufficiently long time (i.e. generally one
month) and (ii) the dynamic method that calculates the heat balances with shorter time steps (typ-
ically 1 h) [37]. Particularly in the context of building energy regulations, the simplicity of the input,
the transparency of the calculation rules, the intuitive correlation between input and output, the ro-
bustness and reproducibility of the quasi-steady-state method are considered as a great advantage
compared to the more complex dynamic simulation tools [28, 142]. On the other hand, dynamic ef-
fects such as climatic conditions, user behaviour or time schedules are taken into consideration in a
simplified way by time weighted averaged values and dynamic factors whereas the dynamic method
considers accumulation, dynamic phenomena and variations of users’ data in a more realistic way.
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This chapter discusses the basic principles of both the quasi-steady-state and dynamic calculation
method.
First, a description is given of the quasi-steady-state calculation approach. To do so, the European
CEN/EPB standards for the calculation of the energy demand (EN ISO 13790 - see § 3.2.1) and
for the calculation of the final energy use for heating (EN 15316 - see § 3.2.2) are analysed. As
aforementioned, these CEN/EPB standards serve as a reference for the elaboration of (harmonised)
energy certification procedures. They are however not obligatory hence each Member States can
freely decide if and how the suggested calculation approaches are used for the (national or regional)
energy performance assessment of buildings. Moreover, these standards include a range of default
choices, boundary conditions and input data (e.g. primary energy factors, climatic data but also the
classification of space categories and related users’ conditions) for which representative values are
to be defined by each Member State. Consequently, a large variety of practical applications of the
CEN/EPB standards is found in Europe. As these national applications might offer interesting, al-
ternative calculation approaches, a comparative analysis is made with the calculation standards as
applied in Belgium (EPR [22]), Germany (DIN V 18599 [43]) and The Netherlands (NEN 7120 [44]).
The German and Dutch standard are incorporated as they are both referred to as good examples of
practical use of the CEN/EPB standards [143]. Moreover, the calculation tool used to evaluate and
certify passive buildings in Flanders (PHPP1 [110]) is mainly based on the DIN V 18599 standard
[43].
Next, in § 3.3, the algorithm for dynamic simulations as applied in the simulation tool TRNSYS is dis-
cussed, followed by an overview of measures taken to guarantee comparability and consistency of
the results of both the static and dynamic methods (§ 3.4).
3.2 Quasi-steady-state calculation method for energy performance
Despite the set-up of a general calculation framework within the context of the EPBD regulation, a
large variety of quasi-steady-state standards is found in Europe. Basically, all these standards apply
the same calculation principle: the heat balances are calculated in steady-state conditions, over a
sufficiently long time. The selected time-base (i.e. seasonal or monthly) differs however depending
on the standard that is applied. Furthermore, different calculation approaches are used to cope with
dynamic effects and the thermal transient behaviour of the building, the occurrence (and interaction)
of multiple building zones, the interaction between building and HVAC systems, the heat transfer to
the soil and/or the calculation of the solar radiation.
In Flanders, the obligatory quasi-steady-state EPR calculation tool [22] applies a monthly time-
based calculation approach. Buildings are modelled as multi-zonal buildings however the thermal
coupling between all building zones is neglected. Moreover, the interaction between the building
and HVAC systems is taken into account in a simplified way using tabulated subsystem efficien-
cies to calculate the HVAC system performance. As the overall aim of this dissertation is to evaluate
the currently applied calculation method used in Flanders (EPR [22]), the comparative analysis of
1The PHPP method [110] is used parallel to the EPR calculation for certification of passive buildings. It is a similar,
quasi-steady-state , monthly calculation method however some of the calculation assumptions and input data differ slightly
from the EPR calculation [144].
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quasi-steady-state calculation standards performed in this section is restricted to similar calculation
approaches only. Other calculation approaches such as the holistic approach (i.e. the effects of
recoverable heat losses of the HVAC systems are iteratively calculated in the energy demand), sea-
sonal or simple hourly calculations or methods accounting for the thermal coupling of the building
zones are not addressed here. Moreover, within the main objective of this research (i.e. the evalua-
tion of the energy calculation results for school buildings in particular), the comparative analysis is
restricted to the analysis of different calculation approaches and hypotheses used to take account
of the typical characteristics - and more in particular the intermittent (system) use - of schools. The
empirically determined correction factors for heat gains/losses, indoor temperatures or energy
demands used in the various standards to account for the transient thermal behaviour of the
building and (system) intermittency, are studied. Likely differences between the standards re-
garding the calculation of the heat transfer to the soil, the incoming solar radiation, the long-wave
radiation to the sky, etc. which are also important for the accuracy of the outcome of the calculation
though independent of the use and typology of the building are not addressed here.
3.2.1 Energy demand for heating and cooling
EN ISO 13790
All (national) standards analysed in this chapter are generally based on the European CEN/EPB
standard EN ISO 13790 [37]. Therefore, the monthly, quasi-steady-state calculation method as de-
scribed in this standard is used as a keynote along this section. Wherever necessary, the relevant
differences with the other standards are described.
Overall, the following basic calculation principles are valid:
• The energy demand for heating QH,nd is calculated as the difference between the heat losses
QH,ht and the (utilised) heat gains QH,gn. Likewise, the energy demand for cooling QC ,nd is
calculated by the difference between the heat gains QC ,gn and the (utilised) heat losses QC ,ht .
• The heat ’gains’ contain all heat flows (positive or negative) that are not or only restrictively
dependent on the indoor temperature, such as the internal and solar gains. The heat transfer
concerns all heat flows (positive or negative) that are (strongly) dependent on the internal
temperature, such as the transmission and ventilation heat losses.
• The heat losses and gains are all calculated in steady-state conditions, over a monthly time-
base. The ways to implement intermittent phenomena (i.e. occupancy schedules, system in-
termittency) are however different between the various standards.
• An ideal system operation (i.e. a perfect control and responsiveness, infinite system output
capacity and a uniform building zone temperature distribution) is assumed for the energy de-
mand calculations maintaining exactly the required temperatures during the time of usage.
Non-ideally controlled operation of the systems is taken into account afterwards by the emis-
sion and control efficiency.
The quasi-steady-state method as currently described in EN ISO 13790 [37], is originally developed
in the PASSYS project [145, 146] as a correlation-based calculation method for simplified assess-
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ment of energy performance of dwellings. The method calculates the heating demand by subtracting
the useful heat gains from the heat losses (see Eq. 3.1). Likewise, the cooling demand is calculated
as the subtraction of the heat gains and useful heat losses (see Eq. 3.2).
QH,nd = QH,ht − ηH,gnQH,gn (3.1)
QC ,nd = QC ,gn − ηC ,htQC ,ht (3.2)
where QH/C ,nd is the statically calculated building energy demand for heating/cooling (kWh), QH/C ,ht
are the statically calculated total heat losses (kWh), QH/C ,gn are the statically calculated total heat
gains (kWh) and ηH,gn/C ,ht is the dimensionless gain/loss utilisation factor.
The total heat transfer QH,ht is calculated according to Eq. 3.3.
QH/C ,ht = (Htr +Hve)(θi ,H/C − θe)t (3.3)
where Htr and Hve are the heat transfer coefficients by transmission and ventilation (W/K), θi ,H/C is
the set-point temperature for heating/cooling (○C), θe is the monthly averaged outdoor temperature
(○C) and t is the duration of the calculation step.
The total heat gains QH/C ,gn are calculated using Eq. 3.4:
QH/C ,gn = QI HG +Qsol (3.4)
where QI HG is the sum of internal heat gains over the given period (kWh) and Qsol is the sum of
solar heat gains over the given period (kWh).
The heat gains due to the internal heat sources are calculated as:
Qint = (φI HG ,occ +φI HG ,eq +φI HG ,l ight)t (3.5)
where φI HG ,occ is the internal heat flow from occupants (W), φI HG ,eq is the internal heat gain from
appliances (W) and φI HG ,l ight is the internal heat flow from lighting (W).
Regarding the solar heat gains, in reality, they are collected through both transparent and opaque
building parts. The quasi-steady-state calculation method discussed in this chapter however con-
siders the solar radiation through the transparent building parts only2. The net solar heat gains of
opaque elements - which are often only a small portion of the total solar heat gains - are omitted
from the heat balance. To compensate, at the same time radiation losses from the building to clear
skies are omitted from the energy balance.
In EN ISO 13790 [37], the physical process of heat accumulation, dynamic phenomena, (system)
2This assumption is in line with the calculation assumptions of the Flemish EPR standard where long-wave radiation
exchanges to the sky are not taken into account though counter-balanced by the fact that solar heat gains are only
considered through transparent building parts. Hence, the method assumes that both cancel each other out.
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intermittency and variations of input data in time or space are taking into account by:
• the empirically determined gain/loss utilisation factor ηH,gn/C ,ht ,
• an adjustment of the set-point temperature or the introduction of an intermittency factor aH/C ,red
to factor in the intermittent heating/cooling patterns or switch offs.
The utilisation factor is calculated using Eq. 3.6 (heating) or Eq. 3.7 (cooling).
ηH,gn =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(1 − γ(aH,0+τ/τH,0)H )(1 − γ(aH,0+τ/τH,0+1)H )−1 if γH ≠ 1(aH,0 + τ/τH,0)(aH,0 + τ/τH,0 + 1)−1 if γH = 1
1/γH if γH < 0
(3.6)
ηC ,ht =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(1 − γ(aC ,0+τ/τC ,0)C )(1 − γ(aC ,0+τ/τC ,0+1)C )−1 if γC ≠ 1(aC ,0 + τ/τC ,0)(aC ,0 + τ/τC ,0 + 1)−1 if γC = 1
1/γC if γC < 0
(3.7)
with
γH = QH,gn
QH,ht
(3.8)
and
γC = QC ,ht
QC ,gn
(3.9)
where γH is the dimensionless heat-balance ratio for the heating mode, γC is the dimensionless
loss-gain ratio for the cooling mode, a0 is a dimensionless reference numerical parameter, τ0 is a
reference time constant. Values for a0 and τ0 are empirically set to be 1 and 15, independent of the
type or the use of the considered building.
τ is the time constant of the building which is defined as
τ = Cm
Htr +Hve (3.10)
where Cm is the accessible internal heat capacity of the building or building zone (J/K).
The internal heat capacity of the building Cm is then calculated using the simplified method as de-
scribed in EN ISO 13786 annex A [118], suitable for the determination of dynamic thermal properties
required for the estimation of energy use.
Cm =∑Aj kj (3.11)
where kj is the internal heat capacity per surface area of the building element j (J/(m2K)) and Aj is
the surface area of element j (m2).
kj =∑ρi ci di (3.12)
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where ρi is the density of material i (kg/m3), ci is the specific heat capacity of material i (J/(kg K))
and di is the effective thickness of the material i (m).
For the heating mode, the gain utilisation factor for the combined internal and solar heat gains ηH,gn
is introduced to take into account that only part of the gains is effectively used to decrease QH,nd . In
other words, ηH,gn expresses the amount of overheating. In case ηH,gn = 1, no overheating occurs
while in case ηH,gn = 0 all heat gains are unused and therefore lead to an undesirable increase of
the internal temperature above the set-point. These unused heat gains are omitted from the quasi-
steady-state heat balance. To adjust however the heat balance equation, at the same time the extra
transmission and ventilation heat transfer resulting from the increase of the internal temperature
above the set-point are neglected.
For the cooling mode, the loss utilisation factor for the combined transmission and ventilation losses
ηC ,ls is introduced to take into account that only part of the heat transfer is utilised to decrease the
cooling demand. The other, ’non-utilised’ part of the transmission and ventilation heat transfers,
which are assumed to occur during periods (e.g. nights) when they have no effect on the cooling de-
mands, are omitted from the energy balance. This is counterbalanced by the fact that the calculation
method ignores the fact that the cooling set-point is not always reached.
The values for the gain utilisation factor ηH,gn depend on the heat-balance ratio γH and the time
constant τ of the building. Figure 3.2 shows the gain utilisation factor for the averaged values of the
time constant τ for the rectangular reference elementary school building with a heavy (τ = 140 h)
and a light structure (τ = 65 h) (see Table 2.12).
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Figure 3.2: Utilisation factor ηH,gn as a function of the heat-balance/loss-gain ratio γH for two time
constants τ (h) of the rectangular reference school building for elementary education using the
dynamic parameters a0 and τ0 in accordance with EN ISO 13790 [37].
In case of very low heat-balance ratios (part I in Figure 3.2), all heat gains can effectively be used to
compensate the heat losses and thus the gain utilisation factor equals one. If the energy demand for
heating is zero (γH very large, part III) then the gain utilisation factor equals the reciprocal number
of γH . In the intermediate zone (part II), in the case where τ = ∞, all gains are fully utilised until
the heat gains exceed the heat losses (γH > 1). In reality however, the utilisation factor decreases
gradually if the time constant of the building τ decreases [147].
52
Corrections for reduced set-point or switch off at night or weekends
The method as described above calculates the energy demand of buildings assuming a continuous
system use. Schools however typically have a strongly intermittent users’ profile. The daily operating
time of schools is limited to ± 8 hours and Wednesday afternoon and weekends are free. In addition,
schools are closed during the school holidays (99 days). Consequently, schools are commonly
intermittently heated and cooled. To account for this system intermittency, two operation modes and
related calculation approaches are defined in EN ISO 13790 [37]:
• night-time and weekend reduced set-point or switch off
• unoccupied periods (e.g. holidays)
In EN ISO 13790 [37], system intermittency is taken into account by either (i) the adjusted temper-
ature approach or (ii) the intermittency factor approach. The use of the adjusted temperature
approach is restricted to quasi-continuously heated/cooled buildings with a setback of the set-point
temperature < 3 K and/or τ < 0.2 times the duration of the shortest reduced heating/cooling period
or in other words, to buildings where the expected impact of system intermittency is limited. If τ >
3 times the duration of the longest reduced heating period, the setback temperature is set equal
to the normal set-point for heating. For other cases, EN ISO 13790 [37] prescribes the use of the
intermittency factor approach.
QH,nd ,interm =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Hht(θi ,H,adj − θe)t − ηH,gnQH,gn (i)
with θi ,H,adj = θi ,H,set,occ fH,occ + θi ,H,set,nocc fH,nocc
or
aH,red QH,nd ,cont (ii)
(3.13)
QC ,nd ,interm =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
QC ,gn − ηC ,lsHht(θi ,C ,adj − θe)t (i)
with θi ,C ,adj = θi ,C ,set,occ fC ,occ + θi ,C ,set,nocc fC ,nocc
or
aC ,red QC ,nd ,cont (ii)
(3.14)
where QH/C ,nd ,interm is the energy demand for intermittent heating/cooling (kWh), QH/C ,nd ,cont is
the energy demand for continuous heating/cooling (kWh), θi ,H/C ,adj is the adjusted temperature of
the building for the calculation of intermittent heating/cooling (○C), aH/C ,red is the dimensionless re-
duction factor for intermittent heating/cooling (-), θi ,H/C ,set,occ is the set-point temperature in normal
heating/cooling mode (○C), θi ,H/C ,set,nocc is the set-point temperature in reduced heating/cooling
mode (○C), fH/C ,occ is the fraction of the time step that the building is normally heated/cooled and
fH/C ,nocc is the fraction of the time step with a reduced/increased set-point.
The adjusted temperature approach considers the building to be continuously conditioned though
at a fictive equivalent indoor temperature which leads to the same heat losses than the one obtained
with an intermittent system operation. In this approach, the reduced usability of the heat gains due to
mismatch of the gains and heat demands in intermittently heated buildings is factored in implicitly. By
reducing the indoor temperature, lower heat losses occur which in turn leads to a shift towards higher
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values of γH and consequently to a lower value of ηH,gn (Figure 3.2) [146]. The main difficulty of
applying the adjusted temperature approach is the uncertainty of the definition of the appropriate fic-
tive monthly mean indoor temperature. The adjusted temperature can not be set equal to the actual
(measured or simulated) monthly averaged indoor temperature as these temperatures are strongly
affected by overheating, intermittency, inertia and/or imperfect control. These effects are however
already explicitly taken into account in the calculation method itself (e.g. overheating in the utilisation
factor, imperfect control in the emission efficiency of the system). So, by implementing the actual
temperatures, these effects would be accounted twice. As shown in Eq. 3.13 and Eq. 3.14, the
adjusted set-point temperature according to EN ISO 13790 [37] is calculated as the time-weighted
average of the set-point temperatures. Specific building, system and activity related characteristics
are hence not taken into account. When assuming a set-point temperature for heating of 20○C and
a setback temperature of 3○C, this results in an adjusted, monthly averaged indoor temperature of±17.6○C for a typical operational profile of Flemish schools (see § 2.3.1).
The intermittency factor approach considers the energy demand for intermittently conditioned
buildings as a fraction of the energy demand obtained at continuous heating/cooling operation. The
dimensionless reduction factor aH/C ,red is calculated as:
aH/C ,red = 1 − bH/C ,red(τH/C ,0
τ
)γH/C(1 − fH/C) with fH/C ≤ aH/C ,red ≤ 1 (3.15)
where fH is the fraction of the number of hours in a week with a normal heating set-point (= ± 0.2
(i.e. Monday - Friday: 8h30 - 16h, Wednesday: 8h30 - 11h45)), fC is the fraction of the number of
days in a week with - at least during daytime - a normal cooling set-point (i.e. 5 days per week =
0.71) and bH/C ,red is an empirical correlation factor equal to 3.
In the intermittency approach, all effects of intermittent heating or cooling are included in the applied
intermittency factor. Figure 3.3 shows the intermittency factors aH/C ,red for various time constants
of the rectangular reference elementary school building (τ = 140 h which is the averaged value of
the time constant of a range of design variants for the reference school building with a high thermal
capacity), τ = 85 h (medium), τ = 65 h (light), and τ = 45 h (very light)).
Corrections for (long) unoccupied periods
When a certain month contains holidays, the calculations are performed separately for the holiday
period and for a normal week:
QH/C ,nd = (1 − fH/C ,nocc,hol)QH/C ,nd ,occ + fH/C ,nocc,hol QH/C ,nd ,nocc,hol (3.16)
where QH/C ,nd ,occ is the statically calculated energy demand for heating/cooling assuming for all
days of the month the control and thermostat settings of the occupied period (kWh), QH/C ,nd ,nocc is
the statically calculated energy demand for heating/cooling assuming for all days of the month the
control and thermostat settings of the unoccupied period (kWh) and fH/C ,nocc,hol is the fraction of
the month which is a holiday period.
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Figure 3.3: Heat reduction factor for intermittent heating aH/C ,red for different time constants τ (h)
of the rectangular reference elementary school building.
EPR - Belgium
In Belgium, a monthly,quasi-steady-state calculation tool is used for energy performance compli-
ance checking (EPR). To support the calculation process, the methodology is implemented in the
form of a (compulsory) software tool. The applied calculation method consists of two main parts:
the calculation method to be used for (i) residential [23] and for (ii) non-residential buildings [22].
As this research study focuses on school buildings, only the latter calculation method is discussed
hereafter. Overall, a similar though slightly more simplified calculation procedure to account for
system intermittency is used as adopted in EN ISO 13790 [37]. No distinction is made between
quasi-continuously or intermittently conditioned buildings and a fixed value for the adjusted tem-
perature θi ,H,adj is used for all non-residential building types, irrespective of the heating plant oper-
ation patterns (i.e. setback/switch off, duration of the reduced heating period) or building typologies
and characteristics.
QH,nd and QC ,nd are calculated using the following equations:
QH,nd = Hht(θi ,H,adj − θe)t − ηH,gnQH,gn with θi ,H,adj = 19○C (3.17)
QC ,nd = 1.1 ⋅ pc(QC ,gn − ηC ,lsHht(θi ,C ,adj − θe)t) with θi ,C ,adj = 23○C (3.18)
where pC is the (conventionally determined) probability of occurrence of an active cooling system.
Holiday periods are not taking into account explicitly but are taken into consideration implicitly by
using reduction factors for the ventilation heat transfer coefficients and the calculation of the heat
gains.
DIN V 18599 - Germany
The standard DIN V 18599 [43] is a holistic performance assessment standard developed for the
German energy compliance checking of non-residential buildings. Overall, a similar approach as
described in EN ISO 13790 [37] is used to calculate QH,nd and QC ,nd . To account for reduced
heating operation, the DIN V 18599 [43] standard applies the adjusted temperature approach. In
contrast to EN ISO 13790 [37], a distinction is made between a set-back and switch-off heating
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mode. Consequently, two different calculation methods are used to calculate the related adjusted
temperatures. Moreover, these temperatures are not calculated as a time-weighted average of the
set-point temperatures as in EN ISO 13790 [37] but are set in relation to the outdoor temperature.
Finally, different adjusted temperatures are determined (i) for days with normal usage and (ii) for
those days on which the usage of the building and thus the activity and users’ behaviour related
parameters differ considerably from normal usage days (i.e. weekends and holidays):
θi ,H,adj ,occ = max(θi ,H,set,occ − fnocc(θi ,H,set,occ − θe),θi ,H,set,occ − △θi ,H,settnocc
24
) (3.19)
θi ,H,adj ,nocc,we = max(θi ,H,set,occ − fnocc,we(θi ,H,set,occ − θe),θi ,H,set,occ −△θi ,H,set) (3.20)
with
fnocc = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0.13 tnocc24 exp(− τ250) in case of setback mode
0.26 tnocc24 exp(− τ250) in case of switch off mode (3.21)
and
fnocc,we = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0.2(1 − 0.4 τ250) in case of setback mode
0.3(1 − 0.2 τ250) in case of switch off mode (3.22)
where fnocc is the correction factor for reduced night-time heating operation, fnocc,we is the correction
factor for reduced heating operation over a period of more than one day, △θi ,H,set is the permitted
reduction of the internal temperature (= 4 K) and tnocc is the daily reduced heating time, the boost
heating period being counted as part of the operating time.
The total heating demand is then calculated as the time-weighted average:
QH,nd = QH,nd ,occ docc +QH,nd ,nocc,wedwe (3.23)
where docc is the number of days in the month on which the building zone is in normal usage and
dnocc,we is the number of days in the month with no or with reduced usage.
When assuming θi ,H,set,occ = 20
○C and θi ,H,set,nocc = 17○C, the adjusted indoor temperatures for
regular school days used in DIN V 18599 [43] vary from 18.1○C to 19.2○C depending on the outdoor
climate, energy efficiency level of the building envelope and the thermal capacity of the rectangular
reference building for elementary schools as shown in Figure 3.4. Results are shown for five different
energy efficiency levels (Umean varying from 0.45 to 0.23 W/(m2K)) and two thermal capacities of
the structure (very light (square mark) to heavy (diamond mark)). As shown, these temperatures
are much higher than the one that is prescribed by EN ISO 13790 [37] and generally lower than the
monthly mean temperature used in EPR [22].
For the cooling mode on the other hand, a different calculation approach is adopted. The cooling
demand is considered as the energy needed to avoid overheating and thus to avoid an undesirable
increase of the indoor temperature caused by excessive heat gains. Heat gains are considered
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hereby as useful as long as the difference between the indoor temperature and the set-point tem-
perature for cooling remains < 2 K.
QC ,nd = (1 − ηC ,gn)QC ,gn (3.24)
A final difference found between EN ISO 13790 [37] and DIN V 18599 [43] is the calculation of the
utilisation factor. The adopted numerical parameters aH/C ,0 = 1 and τH/C ,0 = 16 differ slightly from
the ones that are used in EN ISO 13790 [37].
NEN 7120 - The Netherlands
The NEN 7120 [44] standard provides a calculation code for the energy performance assessment
of both residential and non-residential buildings in the Netherlands. For the heating demand cal-
culations, unlike EN ISO 13790 [37], the NEN 7210 [44] accounts for intermittent heating by an
adjustment approach instead of the adjustment temperature approach. Moreover, separate cor-
rection factors are set to account for (i) night time setback and (ii) absence during weekends. Both
are calculated as a function of the length of the period of reduced heating and of the thermal capacity
of the building τ.
QH,ht = (HH,tr +HH,ve)aH,red ,nightaH,red ,we(θi ,H,set − θe)t (3.25)
with
aH,red ,night =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(24−tH,h,low )+tH,h,low (cH,red ,1−( c2H,red ,24cH,red ,3 ))
24 i f
tH,h,low
τ
> cH,red ,22cH,red ,3(24−tH,h,low )+tH,h,low (cH,red ,1−cH,red ,2( tH,lowτ )+cH,red ,3( tH,h,lowτ )2)
24 i f
tH,h,low
τ
≤ cH,red ,22cH,red ,3 (3.26)
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aH,red ,we =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(7−tH,day ,low )+tH,day ,low (cH,red ,1−( c2H,red ,24cH,red ,3 ))
7 i f
24tH,day ,low
τ
> cH,red ,22cH,red ,3(7−tH,day ,low )+tH,day ,low (cH,red ,1−cH,red ,2( 24tH,h,lowτ )+cH,red ,3( 24tH,day ,lowτ )2)
7 i f
24tH,day ,low
τ
≤ cH,red ,22cH,red ,3
(3.27)
where cH,red ,i are dimensionless, empirically set correlation factors (cH,red ,1 = 1; cH,red ,2 = 0.5;
cH,red ,3 = 0.075), tH,h,low and tH,day ,low are the number of hours per (working) day (tH,h,low = 14 h
for school buildings) respectively number of weekend days per week (tH,day ,low = 2 days for school
buildings) with a reduced set-point temperature or switch off.
For the cooling mode, the intermittency factor approach is used, similar as described in EN ISO 13790
[37] (see Eq. 3.14), but the reduction factor aC ,red is calculated slightly differently:
aC ,red = (7 − tC ,red) + bC ,red tC ,red
7
(3.28)
where bC ,red is an empirical correlation factor equal to 0.3 and tC ,red is the number of days in a week
with a reduced set-point or switch off (= 2 days for school buildings).
To conclude the comparative analysis of the standards used for the energy demand calculations,
a short summary of all the quasi-steady-state calculation procedures is given in Table 3.1, focusing
on the applied corrections for dynamic effects and system intermittency in particular. The overall
adopted calculation approaches and the related calculation procedures for the monthly mean indoor
temperatures are depicted. Furthermore, the values for the numerical parameters aH/C ,0 and τH/C ,0
used for the calculation of γH/C are shown.
3.2.2 Energy use for space heating
The assessment of a building’s energy performance includes the energy use for heating, cooling,
ventilation, humidification, dehumidification, hot water and lighting. As in schools heating is the most
dominant energy flow [148, 149], and active cooling and (de)humidification are rare (see § 2.4), this
section focuses on quasi-steady-state calculation methods for the energy use for heating only.
In Flanders, the obligatory quasi-steady-state EPR calculation tool [22] applies a simplified, se-
quential HVAC subsystem calculation approach for the final energy use of heating. Hereby, the
building is decoupled from the HVAC system (see Figure 3.5 (a)). The additional losses related to
each of the subsystem processes (i.e. energy conversion, storage, distribution and emission) are
calculated separately using tabulated subsystem efficiencies. The recoverable part of these ther-
mal losses are hereby directly subtracted from the loss of each system and are thus accounted for
by an increase of the related subsystems’ efficiencies (see Figure 3.5 (b)) instead of (iteratively)
integrated in the energy demand calculations.
The European CEN/EPB EN 15316 [45] offers different methods for the calculation of heating sys-
tem energy requirements and related efficiencies. The included calculation approaches vary from
rather simple to more complex. As the overall aim of this dissertation is however to refine the
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Figure 3.5: Conceptual scheme of the simplified calculation procedure as currently applied in the EPR
calculation tool [22].
currently applied method for energy performance compliance checking in Flanders, the analysis fo-
cuses on those calculation approaches similar to EPR [22] only and thus on those methods that
apply a rather simplified approach. Other possible, more detailed calculation approaches are not
addressed here.
EPR
According to the EPR calculation approach [22], the final energy use for heating QH,final ,use is calcu-
lated in two steps. First, the gross energy demand QH,gross is calculated which is the energy needed
to be delivered by the generation system or plant to the secondary HVAC system (see Figure 3.5
(a)). Next, the total energy delivered to the heating system QH,final ,use is calculated by dividing the
gross energy demand QH,gross by the generation efficiency ηgen.
Calculation of the gross energy demand
The calculation of the gross energy demand QH,gross depends on the yearly averaged efficiency
of the secondary HVAC system ηsystem which covers both the waste of energy that occurs when a
building is simultaneously heated and cooled, and the overall occurring thermal energy losses of the
secondary HVAC system. General system efficiencies are calculated using Eq. 3.29:
ηsystem = 1
1 + aheat + fannih/fheat,net (3.29)
where aheat is a factor representing the heat losses due to distribution of heat and imperfect control
of the heating system, fannih is a factor accounting for the amount of wasted energy due to simulta-
neous heating and cooling, fheat,net is the ratio of QH,nd and the sum of QH,nd and QC ,nd .
An overview of all standard tabulated values for the aforementioned factors based on the type of the
heat distribution medium and the applied control system can be found in the EPR calculation manual
Table 8 [22].
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Calculation of the final energy demand
The total energy input to the heat generation system QH,final ,use needed for the requested heating
of the building is calculated using Eq. 3.30.
QH,final ,use = QH,gross
ηgen
(3.30)
As boilers are by far the most frequently used heat generation system in schools (see § 2.4.2),
only the calculation of ηgen for a condensing boiler is included in this section. ηgen for other heat
generation systems can be found in the EPR calculation manual [23].
The yearly averaged ηgen is calculated based on the 30% part load ratio of the heating system and
corrected for the design return water temperature using Eq. 3.31:
ηgen = fHi /Hs (η30% + 0.003 ⋅ (θ30% − θmean,boi ler)) (3.31)
with
θmean,boi ler = 6.4 + 0.63 ⋅ θreturn,design (3.32)
where fHi /Hs is the net-to-gross conversion factor (e.g. fHi /Hs = 0.9 for natural gas), η30%,boi ler is
the 30% part load boiler efficiency based on the manufacturer’s data, θ30% is the boiler supply
flow temperature at which η30%,boi ler is determined (
○C) and θreturn,design is the design return flow
temperature of the heating system (○C).
EN 15316
The calculation method as described in EN 15316 applies a similar sequential analysis assess-
ing the thermal losses related to the emission (EN 15316-2-1 [49]), the distribution (EN 15316-2-3
[151]), the storage and the generation (EN 15316-4 [152]) of heat.
QH,final ,use is calculated using Eq. 3.33:
QH,final ,use = QH,nd
ηoveral l
(3.33)
where ηoveral l is the overall system efficiency for the heating system, including all subsystems effi-
ciencies as described hereafter.
Heat emission efficiency (EN 15316-2-1)
According to EN 15316-2-1 [49], emission losses are the thermal losses of the heat emission system
due to (i) a non-uniform temperature distribution in the heated space, (ii) losses to the outside from
heating devices embedded in the structure, and (iii) losses due to imperfect control of the indoor
temperature. The standard includes two methods to calculate these emission losses: (i) a method
using the efficiencies of the emission system and (ii) a method using an equivalent increase in the
internal temperature. As in EPR [22], the first method is used, only this method is included in this
section. The energy delivered to the emission subsystem QH,em is then calculated based on the
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emission efficiency ηem using Eq. 3.35:
QH,em = ( fhydr fint frad
ηem
− 1)QH,nd (3.34)
with
ηem = 1
4 − (ηstr + ηctr + ηemb) (3.35)
where fhydr is the factor for the hydraulic equilibrium, fint is the factor for intermittent heating oper-
ation, frad is the factor for the radiation effect (i.e. only relevant for radiant heating systems), ηstr is
the partial efficiency level for the vertical air temperature profile, ηctr is the partial efficiency level for
room temperature control regulation and ηemb is the partial efficiency level for specific losses of the
external components (embedded systems).
An overview of all standardised tabulated values for the efficiencies for different types of heat emis-
sion systems (e.g. radiator, floor or air heating systems) can be found in the standard’s EN 15316-2-1
Annex A [49].
The calculation approach described in EN 15316-2-1 [49] is more detailed compared to the calcula-
tion method as used in EPR [22]. Partial subsystem efficiencies (ηstr , ηctr , ηemb) are included that
cover each a specific part of the emission system’s thermal losses. Moreover, the standardised, tab-
ulated values for these partial efficiencies depend on several parameters: the height of the served
room, the typology of the building (residential or non-residential), the heating operation mode (con-
tinuous or intermittent), and the type and the position of the heat emitters in the room. In contrast,
in EPR, the values for ηsystem are set for emission and distribution losses simultaneously and the
values for ηsystem depend only on the type of the heat distribution medium (water, air or combination
of air and water) and a limited set of control options.
Heat distribution efficiency (EN 15316-2-3)
According to EN 15316-2-3 [151], the heat losses of a distribution system depend on the average
temperature of the heating medium, the temperature of the surrounding ambient and the length and
insulation of the distribution pipes. The energy delivered to the distribution subsystem - also referred
to as the gross energy demand - QH,gross is calculated according to Eq. 3.37:
QH,gross = QH,em
ηdis
(3.36)
The distribution efficiency ηdis depends in turn on the thermal losses of the heat distribution system
QH,dis,ls .
QH,dis,ls =∑ψL(θm − θi ,H) ⋅ Lpipes ⋅ tH,op (3.37)
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with
θm = ∆θdes ⋅βdis 1n + θi ,H (3.38)
with
βdis = QH,em
φH,emtH,op
(3.39)
and
∆θdes = θs,des + θr ,des
2
− θi ,H (3.40)
whereψL is the linear heat transfer coefficient (W/(m.K)), θm is the average heat transferring medium
temperature (○C), Lpipes is the length of the pipes, ∆θdes is the temperature difference between the
mean emission system design temperature and θi ,H (
○C), βdis is the part load ratio of the heat dis-
tribution system, n is the exponent of the heat emission system, φH,em is the nominal power of the
installed heat emitters (kW) and tH,op is the number of heating hours in the considered calculation
time step (month).
The standard contains a detailed, a tabulated and a simplified method to calculate the distribution
thermal losses. As in the EPR standard for non-residential buildings [22] the additional thermal
losses of the heat distribution system are included in a global value for ηsystem, the analysis of
EN 15316-2-3 [151] is restricted to the simplified approach only.
For the simplified calculation method, approximations are made of Lpipes and of the ψ-values. The
Lpipes is based on the length Ll and width Lw of the considered building or building zone, the floor
height hfloor and the number of floors nfloor . A difference is made between pipes connecting the
generator and vertical shafts (part V), the pipes in (vertical) shafts (part L) and connection pipes
(part A) . The length of each of these pipes is then calculated according to the following equations:
LV = 2 ⋅ Ll + 0.0325 ⋅ Ll ⋅ Lw + 6 (3.41)
LS = 0.025 ⋅ Ll ⋅ Lw ⋅ hfloor ⋅ nfloor (3.42)
LA = 0.55Ll ⋅ Lw ⋅ nfloor (3.43)
The default values of ψ vary based on the age or class of the building and the type of the pipe. For
buildings built after 1995, ψV = 0.2 W/(m.K), and ψS and ψA = 0.3 W/(m.K).
Heat generation efficiency (EN 15316-4-1)
According to EN 15316, heat generation losses are caused by (i) heat losses to the chimney (or flue
gas exhaust) and (ii) heat losses through the generator(s) envelope. These thermal losses depend
in turn on the type of the installed heat generator(s), the location of heat generator(s), the part load
ratio of the generation system, the operation conditions and the control strategy. Due to the complex-
ity and variety of the calculation procedures, different substandard are developed based on the type
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of the heat generation system used: EN 15316-4-1 for combustion systems [152], EN 15316-4-2 for
heat pumps [153], EN 15316-4-3 for thermal solar systems [154].
EN 15316-4-1 [152] contains three different approaches varying in complexity from rather simple to
complex: (i) the seasonal boiler performance or typology method, (ii) the case specific boiler effi-
ciency method and (iii) the boiler cycling method.
The typology method calculates a seasonal averaged generation subsystem efficiency ηgen for
modulating boilers according to Eq. 3.44:
ηgen = ((η100%,boi ler + η30%,boi ler)fHi /Hs
2
− 2 − 4 ⋅ fplt) (3.44)
where η100%/30% is the temperature corrected full-load/part-load net efficiency of the boiler and fplt
is a factor depending on the presence of a permanent pilot light.
This method is most similar to the method used in the EPR method [22] though even more simple
as the additional generation system’s thermal losses and related calculated efficiencies depend on
the boiler’s characteristics only. The data are not additionally corrected according to the applied
heating curves while in EPR [22] such a correction is incorporated as ηgen - aside from the boiler’s
characteristics - is based on the design return flow temperature.
The alternative boiler efficiency method on the other hand, calculates the thermal losses of the
boiler for three different (part) load ratios: at 100%, at intermediate load 30% and at 0%. The final
boiler losses are then calculated by linear interpolation between these three calculated values.
The boiler thermal losses at full load φH,ls,gen,100%, intermediate load φH,ls,gen,30% and stand-by
losses φH,ls,gen,0% are calculated using Eq. 3.45, Eq. 3.46 and Eq. 3.47, respectively:
φH,ls,gen,100% = (1 − η100%,boi ler ,corr)
η100%,boi ler ,corr
⋅φH,boi ler (3.45)
φH,ls,gen,30% = (1 − η30%,boi ler ,corr)
η30%,boi ler ,corr
⋅ 0.3 ⋅φH,boi ler (3.46)
φH,ls,gen,0% = 1000 ⋅φH,boi ler ⋅ c5
100
⋅φc6H,boi ler ⋅ (θreturn,w − θi ,boi lerroom∆θboi ler ,test,0% ) (3.47)
where η100%/30%,boi ler is the boiler efficiency at full/intermediate load, φH,boi ler is the nominal power
output of the boiler (kW), θreturn,w is the return water temperature as a function of the specific op-
erating conditions, θi ,boi lerroom is the indoor temperature of the boiler room (= 13
○C) and default
values are set for ∆θgen,test,0% = 50
○C, c5 = 4 and c5 = -0.4.
with
η100%,boi ler ,corr = fHi /Hs (η100%,boi ler + fcorr(θboi ler ,w ,100%,test + θboi ler ,w)) (3.48)
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and
η30%,boi ler ,corr = fHi /Hs (η30%,boi ler + fcorr(θboi ler ,w ,30%,test + θreturn,w)) (3.49)
where fcorr is a correction factor taken into account variations of the efficiencies as a function of the
average boiler water temperature (default value is 0.2%/○C), θboi ler ,w ,100%,test is the average water
temperature at test conditions for full load (default value is 70○C) , θboi ler ,w ,30%,test is the return
water temperature at test conditions for intermediate load (default value is 30○C) and θboi ler ,w is the
average water temperature of the boiler as a function of the specific operating conditions.
The boiler efficiencies at full load η100%,boi ler and intermediate load η30%,boi ler are calculated as a
function of the boiler output capacity φH,boi ler according to Eq. 3.50 and Eq. 3.51:
η100%,boi ler = c1 + c2 ⋅ logφH,boi ler
100
(3.50)
and
η30%,boi ler = c3 + c4 ⋅ logφH,boi ler
100
(3.51)
where default values for condensing boilers are set for c1 = 94, c2 = 1, c3 = 103 and c4 = 1.
The boiler average water temperature as a function of the specific operating conditions θboi ler ,w is
then calculated as the average of the supply flow θsupply ,w and return flow θreturn,w temperature.
The latter is calculated - in case a bypass is installed and the boiler flow rate is larger than the
distribution flow rate - using Eq. 3.52:
θreturn,w = θsupply ,w + QH,gross
ρw cw V˙boi ler
(3.52)
3.3 Dynamic calculation of the energy performance
Dynamic simulations typically calculate the energy balances with a short time step (i.e. one hour
or less). Consequently, compared to the quasi-steady-state calculation methods, temperature vari-
ations and energy flows in the building are calculated in a more realistic way accounting for heat
accumulation, dynamic phenomena and variations in time of the use of the building. Along this dis-
sertation, dynamic simulations will be used for both the calculation of the energy demand QH/C ,nd
and for the calculation of the energy use for heating QH,final ,use . For the first series of calculations
only the building is included in the simulation model while for the latter both the building and HVAC
systems are simulated. The obtained dynamic calculation results will then serve as a reference to
evaluate the accuracy of the various quasi-steady-state calculation methods (EN ISO 13790 [37],
EPR [22], NEN 7120 [44], DIN V 18599 [43]) and to determine refinements and changes to the
quasi-steady-state calculation method. There are numerous methods to perform dynamic calcula-
tions, ranging in complexity from simple to very detailed: several studies can be found that calculate
the heat demand QH,nd or the final energy use QH,final ,use of a building using different simulation
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programs such as TRNSYS [155], ESP-r [156] or EnergyPlus [157, 156]. Based on the results of a
comprehensive comparison of existing dynamic simulation tools, Crawley et al. [158, 159] indicated
TRNSYS as one of the best options for HVAC system simulations as it provides a large data-base of
features for HVAC systems (components) which are validated against experimental data. Conse-
quently,TRNSYS is used often for studies on energy performance assessment [155] or for integrated
building and HVAC system simulation studies [160, 42]. Hence, TRNSYS is chosen as the simulation
tool for all dynamic simulations which are performed in the context of this research study.
TRNSYS
TRNSYS is a TRaNsient SYstem Simulation program with a modular structure that is originally de-
signed to solve the transient performance of thermal energy systems. TRNSYS is a differential equa-
tion solver in which individual components - also referred to as ’Types’ - are graphically assembled
in a visual interface known as the TRNSYS Simulation Studio [158]. Each ’Type’ contains a code
for a specific task, usually representing a component of the HVAC system (e.g. pumps, fans, etc.)
or a specific part of the simulation model (e.g. ventilation schedules, weather files, etc.). The in-
cluded ’Types’ can vary from simple (e.g. pipes, mixing values, etc.) to more complex (e.g. Type56
which represents the whole building). All Types are compiled similarly and communicate through a
set of inputs, outputs and parameters. Input data specifically related to the building (Type56) are
entered through a dedicated visual interface (TRNBuild). Along this dissertation, the most recent
software update TRNSYS 17 [161] is used. The general applied algorithm and calculation hypothe-
ses of TRNSYS are described in the next subsections.
Building model
TRNBuild models the building as a multi-zone nodal model. The building is divided by the modeler
into several building zones based on the different users’ characteristics and heat load patterns of
the included rooms. As an iterative approach is used in TRNSYS to solve the energy balances, the
number of zones included in the building model has a large influence on the calculation time. As a
result, the final number of zones included in the simulation model results from balancing the accu-
racy of the model and the related calculation time [125]. All included building zones are bounded by
several construction parts such as walls or roofs and coupled to either the outdoor environment or
another included building zone. Each zone is represented by a single node. At each simulation time
step, the nodal air temperature and the surface temperatures of the construction elements of each
of the included zones are calculated by solving the convective heat flow balance of each zone and
the heat balances of each of the internal surfaces. An artificial temperature node (Tstar ) as shown
in Figure 3.6 is introduced to solve the energy balances more efficiently.
Applying the star network approach, the convective heat flow balance of zone ’i’ is given by Eq. 3.53.
φgn,conv ,i +φve,i +φinf ,i +φcplg ,i + (Tstar ,i −Ta,i)
Rstar
= Cair dTa,i
dt
(3.53)
where φgn,conv ,i represents the convective (internal and solar) heat flux (W), φve,i are the ventilation
heat losses (W), φinf ,i are the infiltration heat losses (W), φcplg ,i represents convective heat/gains
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Φinf,i + Φ ve,i Φconv,gn,i + Φ cplg,i 
Figure 3.6: Internal heat transfer by convection and radiation are calculated in TRNSYS by an
artificial star network [27].
due through coupled air flows with other included building zones (J), Tstar ,i is the star temperature
of zone ’i’ (K), Rstar is the resistance of the star node (K/W) and Cair represents the internal heat
capacity (J/K) which is set equal to five times the heat capacity of the internal air volume, to account
for both the air capacity and the capacity of the furniture in the zone.
The heat balance of the internal surface ’j’ is then given by Eq. 3.54.
(Tstar ,i −Ta,i)
Rstar
=∑
j
(Ts,j −Tstar ,i)
Requ,j
(3.54)
where Ts,j is the surface temperature of surface ’j’ (K) and Requ,j is the equivalent resistance of
surface ’j’ (K/W).
Every time step, the equations Eq. 3.53 and Eq. 3.54 are solved for each zone ’i’. Additionally, the
heat balance for each surface temperature ’j’ is solved using Eq. 3.55.
(Ts,j −Tstar ,i)
Requ,j
= (qλ,j + qs,j + qr ,j)As,j (3.55)
where qλ,j is the conduction heat flow density at the inside of surface ’j’ (W/m2), qs,j is the solar
radiation to surface ’j’ (W/m2) and qr ,j represents the radiative heat gains to surface ’j’ (W/m2).
To account for the thermal mass of the building components, qλ,j is calculated using the transfer
function relations of Mitalas and Arsenault [162].
Each of the outer walls included in the simulation model is subject to (i) convective heat transfer with
the outside air (modelled by means of a (fixed) convective heat transfer coefficient), (ii) shortwave
solar radiation and (iii) long-wave radiation exchange with the sky and the ground (modelled by
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means of view factors). The transmission of solar radiation via external windows is calculated using
a detailed window model. The incoming diffuse solar radiation is distributed homogenously over
the various surfaces of the envelope (absorption coefficient α is set equal to 0.6 for all surfaces,
no differentiation is made based on the type of material) while the entering solar beam radiation is
controlled by explicit distribution factors. These factors can be determined using either a detailed
view factor algorithm or a simplified procedure using GEOSURF values. As the differences between
the surface temperatures and thermal balances using both methods are negligible [163], the latter
method is used. In doing so, the GEOSURF values for the floor are set equal to 1, assuming that all
entering direct solar radiation is captured by the floor surface, as suggested by Judkoff and Neymark
[164]. The incident solar beam radiation is then partially absorbed in accordance with its absorption
coefficient α and partially reflected as diffuse radiation (see Figure 3.10).
Long-wave radiation exchanges to the sky are calculated depending on the geometry - or view factor
to the sky - of the building elements, the temperature of the sky and the emissivity of the considered
surfaces (in TRNSYS εL = 0.9 for all surfaces).
Tair,i qs,conv 
ρ 
α 
τ 
qs,j 
qs,j 
qs,j qs,e 
qs,rad 
qs,rad 
qs,rad 
qs,dir+dif 
Figure 3.7: Simplified physical model for internal distribution of solar radiation in TRNSYS.
The internal radiative heat gains (i.e. due to people, equipment etc.) are distributed according to
simple area ratios.
A more elaborate explanation on the included energy balances, the implemented star network, the
transfer functions used and the internal and external radiation modes can be found in the according
TRNSYS manual [161].
Despite the overall higher level of detail of the dynamic simulation method compared to the quasi-
steady-state calculation method, some assumptions and simplifications are made3 or are inherent
to the use of the dynamic simulation tool TRNSYS leading to some restrictions and drawbacks of the
simulation results [165, 125]:
• Each of the building zones is represented by a single air node. A perfectly mixed air with a
uniform air temperature is assumed. Consequently, additional heat losses of the heat emitters
or comfort problems due to stratification of the room air (i.e. a temperature gradient between
3In conformity with EN ISO 13790 [37], some simplifications are introduced in the dynamic simulation method in order
to guarantee compatibility with the quasi-steady-state calculation methods and to allow mutual comparison of the obtained
dynamic and quasi-steady-state calculation results (see § 3.4).
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the air at floor level and the air at ceiling height caused by warm air rising) can not be assessed
by the simulation model.
• All surfaces are assumed to be isothermal and fixed surface-averaged convective heat trans-
fer coefficients are used. Furthermore, the heat conduction through the building elements is
assumed to be one-dimensional. Additional thermal losses due to higher local surface tem-
peratures (e.g. behind radiators) can hence not be calculated.
• The thermo-physical properties (e.g. thermal conductivity, solar absorptance, heat emissivity)
of the materials composing the building elements are time-independent and isotropic.
• Finally, transfer functions are used to model heat exchange in the building elements which
complicates the modelling in case of highly capacitive building elements.
HVAC system model
In Chapter 6, the results are discussed of a series of dynamic, integrated building and HVAC system
simulations. This section gives an overview of the general assumptions made for the development
of these HVAC system simulation models. Each simulation model consists of different connected
HVAC model components (called ’Types’ in TRNSYS), among which calculation data are exchanged
at every simulation time step (see e.g. Figure 6.6 and Figure 6.7). The entire simulation model is
sequentially solved at every time step, iterating until convergence is reached [125]. The specific
’Types’ used to model each of the HVAC components are not described here but can be found in
Chapter 6.
Overall, a similar simulation approach is used and equal modelling assumptions are made as de-
scribed in Parys et al. [125]. For the sake of clarity, a short summary is given hereafter.
• For the integrated building and HVAC system simulations performed throughout this disser-
tation, the hydraulic system is assumed to be perfectly balanced and well designed. For the
modelling of the HVAC systems, heat flows between components are simulated while hydraulic
calculations to assess the impact of hydraulic imbalances or improper design on the efficiency
of the HVAC system cannot be not performed. The effect of deviating fluid flows or the impact
of the time that is needed for the HVAC system to achieve a new equilibrium state after likely
changes in the pressure can thus not be included in the simulations.
• To control heating and cooling of a building zone, the operative temperature calculated as
the weighted average of the air temperature of the conditioned zone and the mean radiant
temperature of all building parts enclosing the zone is maintained at the required set-point
temperature. As in the TRNSYS calculation procedure, the air temperature is used to control
heating or cooling, a simple equation is implemented manipulating the air temperature so that
the operative temperature fits the set-point requirements.
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3.4 Compatibility and consistency of (quasi-steady-state and dynamic)
energy performance calculation methods
In the previous sections, a descriptive analysis is given of various (quasi-steady-state and dynamic)
calculation standards/tools to be used for energy rating and certification of building designs. In
the following chapters, simulation based comparisons - either comparing the various quasi-steady-
state calculation standards mutually or comparing the quasi-steady-state calculation results to the
results of dynamic simulations - are performed to determine to what extent the implementation of
different calculation approaches or input data might lead to more accurate calculation results. To
allow for a useful comparison, compatibility between the compared calculation approaches must be
guaranteed. The calculation methods must be aligned and discrepancies due to differing modelling
assumptions (e.g. implementation of (external) boundary conditions such as outdoor temperature
or incident solar radiation, the effect of thermal bridges or the ground-floor heat transfer) must
be limited. To do so, the procedure to harmonise different calculation methods as described in
EN ISO 13790 [37] is applied. Moreover, equal assumptions regarding building (e.g. composition of
the building envelope, insulation thicknesses), HVAC (e.g. ventilation rates, set-points) and user’s
characteristics (e.g. heating schedules, occupancy rates) are implemented in all calculation meth-
ods.
Along this section, an overview is given of those specific parameters which are synchronised. The in-
put data of the dynamic simulations are compared to and wherever necessary fit to the standardised
input data as used in the quasi-steady-state methods, and vice versa.
3.4.1 Weather data and related boundary conditions
A first step to fit the calculation methods is the harmonisation of the outdoor temperature. For all
energy calculations performed along this dissertation, a typical weather data set for Uccle, Belgium,
derived from measured meteorological data between 1961 and 1990 by Meteonorm v5 [166] is used.
In doing so, (hourly) outdoor air temperature data are exported from TRNSYS and used as monthly
averaged input values in the monthly, quasi-steady-state methods.
3.4.2 Heat transfer coefficients and internal boundary conditions
For the heat transfer by transmission, the same surface areas, materials and layers are used for
the included building parts. The thickness and the conductivity of every surface layer are set equal.
Although more detailed calculation approaches are possible, fixed convective heat transfer coef-
ficients are used in TRNSYS, equal to the fixed values as used for the quasi-steady-state calculations:
hc,e = 19 W/(m2K) for external surfaces (except for the slab-on-ground floors where hc,e = 0 W/(m2K)),
and hc,i = 3.5 W/(m2K) for upward and horizontal flow and hc,i = 1.2 W/(m2K) for downward flow
on the internal side [167]. As the real convective heat transfer depends however strongly on the
surface temperature and thus may vary drastically under different HVAC conditions, an exception
throughout this dissertation is made for the dynamic, integrated building HVAC system simulations
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of floor heating systems. For these simulations, the internal heat transfer coefficient hc,i of the floor
is calculated in function of the floor temperature using the internal calculation approach of TRNSYS.
As concerns the dynamic simulations in TRNSYS, the heat transfer coefficients used to calculate
the long-wave radiation at surfaces can not be adjusted and can therefore not be aligned with
the coefficients used in the quasi-steady-state calculations. Therefore, the internal long-wave radi-
ation heat transfer coefficients hr ,i used for the quasi-steady-state calculations are calculated using
Eq. 3.56.
hr ,i = 5.67εLFT (3.56)
where εL is the emissivity for long-wave radiation of internal surfaces and FT is the temperature
factor for radiation (≈ 0.95 at internal conditions) [168].
As in TRNSYS εL is assumed to be 0.9 for all surfaces, this results in hr ,i = 4.93 W/(m
2K) for internal
surfaces.
Regarding the heat transmission to the ground in particular, the dynamic heat transfer through the
ground floor in TRNSYS is calculated according to the method described in Annex D of ISO DIS 13370
[169] for slab-on-ground floors. This method assumes the inclusion of a ground layer (= 0.5 m) and
a virtual layer with specific thermo-physical properties (= 0.1 m) below the floor construction with a
varying ground temperature below as a boundary condition. For the quasi-steady-state calculation
on the other hand, in line with the calculation procedure as described in the EPR standard [22], a
simple reduction factor is applied to the floor slab U-value calculated according to the ’Transmission
reference document’ [170].
Considering the infiltration losses in the dynamic simulations, a simplified approach is used to
account for the infiltration through the envelope. A constant rule of thumb value, irrespective of the
weather conditions, equal to 4% of the air flow rate measured during an air tightness test with a pres-
sure difference between indoor and outdoor of 50 Pa is implemented [168]. Induced pressure varia-
tions due to wind and thermal stack are consequently not taken into account. Since only relatively air
tight buildings are included (n50 ≤ 3 ACH), the influence of this modelling simplification is expected to
be rather limited [125]. Equal infiltration rates are implemented in the quasi-steady-state calculation
methods.
3.4.3 Internal Heat gains
Both the simplified and the dynamic methods consider the same amount of internal heat gains due to
occupants, equipment and lighting, either implemented on a monthly time-base (quasi-steady-state )
or using realistic users’ profiles (dynamic). To guarantee equivalence between the dynamic and
quasi-steady-state calculation methods, EN ISO 13790 [37] prescribes a fifty-fifty partition for the
radiative and convective heat gains in the dynamic simulations.
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3.4.4 Discussion
Despite the efforts done to align the boundary conditions and input data of quasi-steady-state and
dynamic calculation methods, differences may be found between the input (i.e. heat losses QH/C ,ht
or the heat gains QH/C ,gn) or the output (energy demand QH/C ,nd and final energy use for heating
QH,final ,use ) of the calculation methods.
While comparing the monthly, quasi-static and dynamic4 thermal losses QH,ht and gains QH,gn,
some (small) discrepancies are found for both the heat losses and heat gains as shown in Figure 3.8
and Figure 3.9.
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Figure 3.8: Comparison of the monthly heat losses and internal heat gains, normalised to the
building floor area (kWh/m2), calculated using either dynamic simulations (QH,ht,dyn and QI HG ,dyn)
or the calculation method as described in EN ISO 13790 (QH,ht,dyn and QI HG ,dyn). Information on
the building sample used for these calculations can be found in Table 5.3 (elementary school
building, see floor plan - Figure 2.6 (a)).
The monthly dynamic and quasi-steady-state heat losses are compared for a selection of building
variants with varying thermal capacity, energy performance level of the building envelope and WWR
(i.e. the same building sample as described in § 5.3.1 is used). Overall, a good fit (R2 = 0.99) is
found: the relative monthly error, averaged over all building variants, is limited to 3.8%, with a max-
imum of < 15% found for the spring months (May). For winter months, the maximum error remains
below 6%. Furthermore, no significant impact of the WWR (i.e. average relative error is 4.1% and
3.8% for WWR = 30% and WWR = 20%, respectively) and the thermal capacity (i.e. average relative
error is 4.0% and 3.8% for heavy building and very light buildings, respectively) on the relative error
of the heat loss calculations is found. A slight impact of the energy performance level of the building
is however revealed, though the overall impact is limited as the differences between the average
relative errors found for the various building variants (variant 1 to 5 - see Table 5.3) remain < 2.5%.
4To obtain the ’static’ output data by the dynamic simulation tool TRNSYS, the black box approach of EN 13790 is used
as elaborately described in § 5.2.2.
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Similar results are found in a more comprehensive comparative analysis of the dynamic and quasi-
static heat losses performed by Pernigotto [26]: for well insulated buildings which apply an operative
set-point temperature for heating - as generally assumed throughout this dissertation - the differ-
ences between the heat loss calculations remain limited (△ QH,ht < 6%). Hence, one may conclude
that when the models are harmonised (see § 3.4), a good compatibility of the heat loss calculations
is found for the investigated building sample. Hence, the impact of the differences in e.g. the applied
method to account for ground heat losses remains limited for the investigated building sample.
The same building sample is used to evaluate the differences between the dynamically and stati-
cally calculated internal heat gains (QI HG ). Again, overall a good fit (R
2 = 0.97) is found: the relative
monthly error, averaged over all building variants, is limited to 1.4%, with a maximum of < 7% found.
The impact of the WWR, the thermal capacity and the energy performance level of the building is
negligible: the differences between the errors, averaged over the considered building variants, re-
main 1.5% or smaller. Hence, one may conclude that, a good compatibility of the internal heat gain
calculations is found for the investigated building sample. Similar results are found in the work of
Pernigotto [26].
An elaborate comparison between the quasi-static (EPR) and dynamic (TRNSYS) transmitted solar
heat gains Qsol through the transparent building parts is performed by Parys [171], for dwellings and
non-residential buildings. Overall, it is shown that a good fit between the transmitted solar heat gains
calculated according to EPR [22] and TRNSYS is found for unshaded windows, provided that similar
boundary conditions are applied in both methods (i.e. similar glazing-to-window ratio implemented
in both methods, no shading due to external obstacles assumed5 (see Figure 3.9)).
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Figure 3.9: Comparison of the monthly solar heat gains calculated by the EPR calculation tool and
in TRNSYS, for an office with a WWR = 30%, assuming no shading and applying the same
glazing-to-window ratios [171].
The small differences in solar heat gain calculations are due to the fact that aside from the equiv-
alence of the input data, the harmonisation of the solar heat gains depends on the consistency of
5Although in reality it is hardly the case, no shading due to external obstacles is included in this study to limit the
complexity of the model. This pragmatic approach can be applied when fictional buildings are calculated, as it is the case
along this research study. However, when a real school building project is rated, obviously shading due to external object
must be taken into account.
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the calculation approach used to calculate the incident solar radiation and the effective heat flow
through windows. In TRNSYS, the calculation of the heat gains through transparent building parts is
very detailed and depends on the angle of incidence, and the temperature and properties of each
glass layer and cavity whereas in the quasi-steady-state calculation method the complex underlaying
processes are simplified and summarised in the g-value of the glazing and some additional correc-
tion factors (e.g. correction for angle of incidence) [171, 26].
However, when taking into account (external) shading devices, especially in case of movable, auto-
matically controlled shading, more significant differences are found [171]. In the EPR calculation tool
[22], a simplified approach is used applying tabulated values for the movable shading reduction fac-
tor ac . The values for these reduction factors depend on the calculated energy balance (i.e. different
values are used for the heating and cooling balance) and the selected shading control system (i.e. a
reduction factor is set for manually and automatically controlled shading). As shown however by
dynamic simulation results performed by Parys [171] (see Figure 3.10), the use of automatically
controlled shading, and thus the related movable shading reduction factor ac , depends additionally
on the orientation and the considered calculation month [171]. Simultaneously, Parys [171] showed
that the reduction factor for movable shading as currently applied for the heat balance calculations
in EPR [22] (i.e. ac = 0.4 for non-residential buildings) is overall too high, except for South oriented
windows.
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Figure 3.10: Dynamically calculated movable shading reduction factors for automatically controlled
screens (see § 4.3.1 for the applied control strategy), expressed as a function of the orientation, for
an office with a WWR = 30% and normal internal heat gains [171]. The values for ac for
automatically controlled shading, used for the heating (dashed line) and cooling balance (dotted
line) in EPR [22] are marked in the figure.
To avoid any influences of these differences on the conclusions of this study and as a detailed cal-
culation of the static solar heat gains (i.e. not using the default values) requires extensive building
information and hence a substantial effort of the modeler, it is opt for a more pragmatic approach.
The static solar heat gains are calculated as an output of TRNSYS in accordance with the general
calculation assumptions of the quasi-steady-state method: monthly averaged solar heat gains are
calculated as the short and long wave solar radiation entering the zone through all transparent build-
ing parts. To do so, the total shortwave (direct + diffuse) solar radiation transmitted through all
external windows and the secondary heat flux of all external windows of each zone are summed and
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used as an input for the quasi-steady-state calculation method.
Once the input data are aligned, the results of the quasi-static and dynamic energy demand calcula-
tions can be compared. Figure 3.11 (a) shows the differences between the dynamically and statically
calculated annual heat demand QH,nd , normalised to the building floor area, according to the cal-
culation approaches described in EN ISO 13790 [37], EPR [22], DIN V 18599 [43] and NEN 7120
[44].
Figure 3.11 (b) focuses in particular on the calculation results of EPR [22] and shows the impact of
the thermal capacities.
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Figure 3.11: Differences between the dynamic and quasi-steady-state calculation results of the
annual heat demand, normalised to the building floor area (kWh/(m2.a)), for a range of
intermittently heated building variants of the elementary, rectangular reference school building. The
results are plotted for various energy efficiency levels (see Table 5.3), thermal capacities (heavy to
very light) and boundary conditions (see Table 4.3).
As shown in Figure 3.11 (a) and (b), significant differences are found: the output of the quasi-steady-
state standards generally tend to underestimate the heat demand. The differences between dynam-
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ically QH,nd ,dyn and statically calculated heat demands QH,nd ,stat vary from ± 5% up to more than
20% depending on the applied calculation standards and on the building’s characteristics (i.e. the
thermal capacity of the building and energy efficiency level of the building envelope). The higher the
thermal capacity, the larger differences are found.
3.5 Conclusion
This chapter discusses the basic principles of quasi-steady-state and dynamic calculation methods
which are commonly used for building certification and energy rating of buildings in the context of
EPBD. Regarding the quasi-steady-state calculation approach, a comparative analysis is performed
between the European CEN/EPB standards (EN ISO 13790, EN 15316) and the practical imple-
mentation of the energy calculation standards to comply with EPBD in Flanders (EPR - energy
demand/use), Germany (DIN V 18599 - energy demand) and The Netherlands (NEN 7120 - energy
demand). Within the overall objective of the dissertation, the comparative analysis is restricted to
monthly calculation methods that use a simplified approach to account for the interaction between
the building and HVAC systems and apply a multi-zonal approach while the thermal coupling be-
tween all building zones is neglected. Other calculation approaches such as the holistic calculation
approach for the interaction between building and system, simple hourly or seasonal calculations, or
methods accounting for the thermal coupling of the building zones are not discussed. Moreover, the
review is limited to the analysis of the empirically determined correction factors for heat gains/losses,
for indoor temperatures or for energy demands used in the various standards to account for the tran-
sient thermal behaviour of the building and (system) intermittency. Likely differences between the
standards regarding the calculation of the e.g. heat transfer to the soil, the incoming solar radiation,
the long-wave radiation to the sky, etc. are not addressed.
Regarding the dynamic calculation approach, the algorithm for dynamic simulations as applied in
the simulation tool TRNSYS is discussed. Finally, an overview of measures is given which are taken
to guarantee compatibility and consistency of the results of various calculation methods.
Despite the efforts done to align the input data and boundary conditions, significant differences re-
main between the output of the quasi-steady-state and dynamic calculation methods varying from ±
5% up to more than 25% depending on the applied calculation standard and on the building’s char-
acteristics. Therefore, in the next chapters, the results of an elaborate study on the simplifications
included in the quasi-steady-state calculation methods are discussed:
• In Chapter 4, an accurate set of representative input parameters and boundary conditions for
schools is defined, which can be used directly for dynamic simulations or can be converted
into monthly averaged input data for the simplified, quasi-steady-state calculation methods.
• In Chapter 5, the accuracy of the energy demand calculation itself is analysed. The values for
the utilisation factors (§ 5.4) and the calculation methods used to account for system intermit-
tency are analysed and refined (§ 5.5).
• In Chapter 6, the calculation method used to transform the heat demand to the (primary) en-
ergy use for heating is evaluated addressing in particular the impact of the dynamic interaction
between buildings and the coupled HVAC systems.

4
Model simplification for energy
assessment: setting deterministic
boundary conditions
[Wauman et al., 2015]
Striving towards a more energy efficient building stock, ambitious energy performance objectives
are set for all building types. The Belgian building energy calculation code (EPR) used to check
these pre-set energy performance levels imposes a standardised calculation procedure and uses
standardised boundary conditions and input data allowing for an objective evaluation and mutual
comparison of various building designs. To obtain realistic and representative assessment results
for the energy performance of the building designs, these standardised input data must accurately
represent the typical characteristics and use of the calculated buildings. Specific boundary con-
ditions for schools are however often unavailable or inaccurate which affects the outcome of the
calculations. Therefore, throughout this chapter, typical input data for schools and their ranges as
currently applied in different calculation standards are studied. The impact of the variations of the
input on the energy demand calculations is demonstrated in an uncertainty analysis (UA) using the
Monte Carlo analysis method (MCA) combined with the Latin Hypercube Sampling technique (LHS).
Afterwards, a sensitivity analysis (SA) is done, using the method of Morris, to determine the relative
importance of each investigated boundary condition and to depict the predominant input parame-
ters. Once the most dominant boundary conditions are determined, surveys are performed in a
large sample of Flemish schools to obtain exact information on typical Flemish school’s use which
is then used as a reference, wherever necessary, to set new, more realistic boundary conditions to
be used in the context of building energy regulation.
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4.1 Introduction
Building energy assessment methods used in a regulatory context impose a calculation procedure
under restricted and predefined conditions to check preset energy performance levels. To guarantee
objective, unambiguous and comparative performance evaluation results, a range of standardised
boundary conditions and input data are used for the calculation. Deterministic values for amongst
others operational schedules, ventilation characteristics and internal heat gains are found in the re-
lated calculation procedure’s manuals. These values are however not always accurate as some of
the semi-empirical data that are used are outdated due to current changes and trends (i.e. occupant
density rates vary in time, user’s schedules may changes due to the shift towards ’Open schools’
[36]). Furthermore, the values that are currently used might not be realistic as they are based on
information in international standards [37] while real boundary conditions often depend strongly on
national or regional customs (i.e. school opening hours differ strongly between various countries
or regions). Finally, the data might be too general as some values are set for a general category
of buildings (i.e. non-residential buildings) instead of for a specific building typology (i.e. offices,
schools, etc.).
The aforementioned inaccuracies of the input data and boundary conditions jeopardize the reliability
of the outcome of the calculation results as investigated in various research studies [172, 173, 174,
175]. Dewit [172] and Macdonald [173] designate default (semi-)empirical parameters and abstrac-
tions as a significant factor of uncertainty of the energy performance assessment results. Hereby,
they refer mostly to the inability of the (simplified) methods to represent accurately the occupancy
and activity related boundary conditions [173] and the exact implementation of the use of the building
and the underlying physical processes [172, 173]. Likewise, Kim et al. [174] indicated non-realistic
model simplifications and assumptions regarding HVAC systems and control strategies as a plausi-
ble reason for inaccuracy of the energy performance assessment. Clevenger and Haymaker [175]
estimated that due to the oversimplification of the modelling input data the uncertainty on the energy
performance of non-residential buildings ranges from 10 to 40%.
To achieve the goals of the EPB Directives however, accuracy and reliability of the energy per-
formance assessment results are crucial. In addition, since the calculation methods are used for
cost-optimal studies performed in the context of EPBD [24, 25], the results should be as accurately
as possible to avoid inaccurate cost-optimal solutions and inefficient hierarchies of energy efficiency
measures which affect in turn the evolutions and trends on the building market [26]. To that end,
well-considered deterministic default values and standardised input data, specifically adapted to the
typology and use of the building, are needed. Several researches on (the impact of) boundary con-
ditions in residential buildings [176, 177, 178, 179, 180], offices [181, 182, 183, 184] or commercial
buildings [176] can be found. Research on boundary conditions specifically for (Flemish) schools
[185, 175] is however rare. Therefore, a set of representative boundary conditions specifically for
schools is determined in this chapter. Values for (heating) schedules, control systems, use of arti-
ficial lighting and equipment, ventilation characteristics and internal heat gains are studied. Overall
uncertainties related to material properties, construction characteristics and weather data are how-
ever not addressed in this research study as they are not specifically linked to the use of schools
and are therefore beyond the scope of this study.
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First, the methodology used for the uncertainty and sensitivity analysis performed along this chapter
is described in § 4.2. Second, the building simulation models used for this study are presented in
§ 4.3. Third, the boundary conditions which are studied are summarised and scrutinized in § 4.3.3.
Likely variations are defined by setting the probability distribution functions and ranges based on
data found in different calculation standards and similar research studies. Subsequently, these
probability functions are assigned to the building models and the responses of the buildings to the
input data perturbations are studied. In doing so, an uncertainty analysis through a Monte Carlo
analysis is performed in § 4.4.1. Afterwards, a sensitivity analysis is done, using the method of Mor-
ris, to determine the relative importance of each investigated boundary condition and to reveal the
predominant parameters (§ 4.4.2). Once the most dominant boundary conditions are determined,
surveys are performed to gather representative on-site data on which the set of new, representative,
deterministic boundary conditions are based (§ 4.5).
The results presented in this chapter are the results of the participation in a research study ’Develop-
ment of the specific boundary conditions for schools built by the passive house standard ’ by Flemish
government order, i.e. Agency for School infrastructure (AGIOn) [186]. Note that the deterministic
boundary conditions as set throughout this chapter are determined to be (strictly) used in a regu-
latory context and are therefore chosen to be representative for the whole (school) building stock.
The use of these boundary conditions will not automatically lead to a better agreement between the
predicted and real energy use of a specific case study. Moreover, as this work focuses on schools in
Flanders in particular, the deterministic boundary conditions which are presented are only valid for
Flemish schools.
4.2 Uncertainty and sensitivity analysis techniques
Uncertainty analysis (UA) and sensitivity analysis (SA) are frequently used for building energy
analysis purposes. They are used for parameter uncertainty assessment in building simulations
[173, 187, 179, 188], are commonly used for decision support [189, 190] or are necessary tools for
building design optimisation [191, 125].
Various uncertainty and sensitivity analysis techniques can be found. Among all these techniques,
one must be chosen which is specifically appropriate for this research purpose (= parameter identifi-
cation and factor prioritisation). Saltelli [192] distinguishes two overall classes of sensitivity analysis:
the local and the global analysis methods. For the local analysis methods, the variables or pa-
rameters are varied one at a time by a small amount around some fixed point and the effect on
the output for each of the parameters is calculated separately. For the global sensitivity method
on the contrary, the global effect of all input parameters is studied. Previous (more or less) sim-
ilar research studies show that both the local [181, 179, 172, 178, 177] and the global method
[189, 180, 182, 172, 178, 177] are commonly used for uncertainty and factor prioritisation purposes.
For the UA performed along this chapter, the global method is selected as it is the purpose to assess
the global effect of all investigated boundary conditions. From the global methods, the Monte Carlo
Analysis method (MCA) is chosen as it estimates the overall uncertainty in the energy demand calcu-
lations due to all the uncertainties in the input parameters regardless of the interactions and quantity
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of the included parameters [173]. The MCA is performed by carrying out the following consecutive
steps: (i) selection of a range and distribution for each input parameter, (ii) sample generation from
these distributions, (iii) performance of an energy calculation for each element of this sample and
(iv) assessment of the uncertainty of the output. For the sample generation the Latin Hypercube
sampling (LHS) technique is used. This sampling technique is more effective compared to random
sampling as it ensures full coverage of the whole range of each variable [192]. To that end, the
range of each variable is divided in equally probable intervals and one value is randomly selected
from each of these intervals [192]. The sampling is done using the SimLab tool [193].
Although the MCA method can also be used for SA purposes, the local SA technique of Morris [194]
is preferred for the SA purposes as the indicators for sensitivity used in the MCA method assume
near-linearity of the model. Variable independency and linearity of our model can however not be
guaranteed, hence the screening method of Morris, also referred to as the one-variable-at-a-time
(OAT) method [194], is chosen as the alternative. The Morris method can be characterised as a
screening method with global characteristics [192]. The global sensitivity is considered as the influ-
ence of the whole range of variation of the input parameters X which is described by a probability
distribution Fi . By varying the input parameter set, the ’effect’ of each ’element’ is then calculated
using Eq. 4.1.
E Ei = Y (X1,X2, ...,Xi+△, ...,Xk) −Y (X1,X2, ...,Xk)△ (4.1)
Two sensitivity measures µ and σ which are respectively the estimates of the mean and the stan-
dard deviation of the distribution Fi of the elementary effects, are used to assess the sensitivity of
each investigated parameter [195]. Campolongo et al. [196] proposed adding the use of µ*, which
is defined as the estimate of the mean of the distribution of the absolute values of the elementary
effects. The regular mean µ has the drawback that if the distribution Fi contains negative elements,
some effects may cancel each other out.
When assessing the uncertainty and sensitivity of energy demand calculations, Furbringer and
Roulet [197] and Macdonald [173] state that the number of calculations that must be performed
to obtain reliable results of the uncertainty analysis is independent of the number of input parame-
ters. According to the same researchers [197, 173], 80 simulations suffice for each building model
to assess to impact of the investigated parameters.
4.3 Building Simulation Model
4.3.1 Building description
The reference school buildings as set in Chapter 2 are used for the UA and SA. Detailed information
on the size or shape of the buildings can be found in § 2.2.1. As the results of this study need to
be representative for all educational forms, both the reference school buildings for the elementary
and secondary education are used. Furthermore, both built forms (i.e. rectangular and U-shape) are
included. The four selected school buildings are subsequently combined with a range of construction
and building envelope related characteristics. As the building properties themselves however are not
Model simplification for energy assessment: setting deterministic boundary conditions 81
the subject of the study but are considered only to guarantee robustness of the results of the UA and
SA, a pragmatic approach is used: the thermal capacity, the energy performance level (i.e. insulation
and air tightness level) of the building envelope and the window-to-wall ratio (WWR) are discretely
varied between a lower and an upper limit.
Building characteristics
In Flanders, school buildings with heavy and light structures are found (see § 2.3.2) so both con-
struction types are considered along this study. For the heavy building variants all external and
internal building components are assumed heavy whereas for the light building variants light roofs
and (external and internal) walls are assumed (see Table 4.1).
Table 4.1: Composition of the opaque structural elements (from front/inside to back/outside), based
on the design of an exemplary, passive school building project at KU Leuven campus Ghent.
material λ, W/(m.K) c, J/(kg.K) ρ, kg/m3 thickness, m
roof (light)
gypsum board 0.24 1000 750 0.012
mineral wool (MW) 0.04 1030 50 according to energy performance level
OSB 0.13 1700 650 0.018
EPDM 0.25 1000 1150 0.002
roof (heavy)
plaster finish 0.52 1000 1300 0.01
heavy concrete 1.7 1000 2400 0.15
light concrete 0.32 1000 1050 0.1
PUR 0.03 1400 30 according to energy performance level
Bitumen 0.23 1000 1100 0.002
external wall (light)
gypsum board 0.24 1000 750 0.012
OSB 0.13 1700 650 0.015
MW 0.04 1030 50 according to energy performance level
wood fibreboard 0.5 2100 24 0.018
external wall (heavy)
plaster finish 0.52 1000 1300 0.01
brickwork 0.54 1000 1550 0.14
PUR 0.03 1400 30 according to energy performance level
floor
tiles 1.2 840 2300 0.01
light concrete 0.32 1000 1050 0.1
PUR 0.03 1400 30 according to energy performance level
heavy concrete 1.7 1000 2400 0.15
bitumen 0.23 1000 1100 0.002
internal wall (light)
gypsum board (2 x) 0.24 1000 750 2 x 0.012
MW 0.04 1030 50 0.14
gypsum board (2 x) 0.24 1000 750 2 x 0.012
internal wall (heavy)
plaster finish 0.52 1000 1300 0.01
brickwork 0.54 1000 1250 0.14
plaster finish 0.52 1000 1300 0.01
intermediate floor (light)
linoleum 0.623 1400 1200 0.003
OSB 0.13 1700 650 0.018
wood fibreboard 0.055 2100 24 0.03
MW 0.062 1030 50 0.2
gypsum board 0.24 1000 750 0.012
intermediate floor (heavy)
tiles 1.2 840 2300 0.02
chape 1.35 840 1000 0.1
PUR 0.03 1400 30 0.03
heavy concrete 1.73 1000 2400 0.04
hollow core concrete slab 0.92 840 1500 0.12
To study the impact of the energy performance level of the building envelope, the global insulation
level and the air tightness level are varied discretely between an upper limit (= the ’base case’
variant corresponding to the legal required limits applicable on the date of the start of this research
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(dd.2010) [18]) and a lower limit (= the ’best practice’ variant based on the design guidelines for
passive school buildings [117]). As glazing with a U-value higher than 1.1 W/(m2K) is rarely used
in Belgium nowadays, this U-value is considered as the upper limit. The g-value of the glazing is
0.6. The upper limit for the infiltration rate n50 is set equal to 3 ACH, in conformity with the minimum
air tightness level required by NBN−D50−001−1 [120] for buildings using a mechanical ventilation
system.
The range of the WWR is based on day-lighting and visual comfort requirements: the WWR is at
least 20% [97] but does not exceed 40% [66, 121, 97], and consequently covers more than 75%
of the surveyed school buildings (see Figure 2.11). To guarantee good summer comfort, external
shading is provided by automatically controlled screens. A simplified shading device control strategy
(qcontrol = threshold of total solar radiation on the surface when blinds are closed or opened) is
applied using an operational hysteresis (250 W/m2 closing - 150 W/m2 opening) to promote stability.
In case the blinds are closed, 70% of the total solar radiation on the shaded surface is blocked1.
North-facing windows are not provided with a shading device. Shading due to external obstacles
like window overhangs, trees or surrounding buildings is not modelled for simplicity reasons, except
for the U-shaped building where shading caused by the side wings is taking into account.
HVAC system characteristics
Heating and cooling is provided by an ideal, all-air system, controlled according to the regular school
opening hours. After school, during weekends and holidays a setback temperature of 12○C and
30○C is assumed for heating and cooling, respectively. Due to the high requested ventilation rates
in class rooms, all school building variants are applied with a mechanical ventilation system. As
the impact of changing boundary conditions might differ however in schools with or without a heat
recovery device, the UA and SA are performed for two different ventilation systems. The ’base case
variants’ are equipped with a simple extraction ventilation system. The ’best practice variants’ have a
balanced mechanical ventilation provided with an air-to-air heat exchanger with an efficiency of 75%.
The air supply is provided into the constantly occupied rooms (e.g. class rooms, gyms, offices). The
size of the ventilation systems and applied ventilation rates are determined in relation to the design
occupancy rate of the building(’s zones). The operation of the fans is however controlled by a time
schedule according to the school opening hours, hence likely deviations of the real occupancy rates
(i.e. due to absence of students or outdoor classes) do not affect the ventilation rates.
Combining all these building and system’s characteristics, a selection of 32 building design variants
is determined. Each school building design variant represents one non-specific, yet typical, Flemish
school building. 16 design variants are set for the elementary (E) and for the secondary reference
school building (S), respectively. An overview of all design variants is depicted in Table 4.2.
1Along this dissertation, it is opt to model the solar shading independent of the angle of incidence of the solar radiation
and hence as a reduction of the g-value of the glazing, in line with the quasi-steady-state calculation approach.
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geometry capacity WWR Uwall Ufloor Uroof Uglazing n50
% W/(m2.K) W/(m2.K) W/(m2.K) W/(m2.K) ACH
E/S_base_1 R heavy 20 0.37 0.37 0.29 1.1 3.0
E/S_base_2 R light 20 0.37 0.37 0.29 1.1 3.0
E/S_base_3 R heavy 40 0.37 0.37 0.29 1.1 3.0
E/S_base_4 R light 40 0.37 0.37 0.29 1.1 3.0
E/S_base_5 U heavy 20 0.37 0.37 0.29 1.1 3.0
E/S_base_6 U light 20 0.37 0.37 0.29 1.1 3.0
E/S_base_7 U heavy 40 0.37 0.37 0.29 1.1 3.0
E/S_base_8 U light 40 0.37 0.37 0.29 1.1 3.0
E/S_best_1 R heavy 20 0.15 0.15 0.15 0.8 0.6
E/S_best_2 R light 20 0.15 0.15 0.15 0.8 0.6
E/S_best_3 R heavy 40 0.15 0.15 0.15 0.8 0.6
E/S_best_4 R light 40 0.15 0.15 0.15 0.8 0.6
E/S_best_5 U heavy 20 0.15 0.15 0.15 0.8 0.6
E/S_best_6 U light 20 0.15 0.15 0.15 0.8 0.6
E/S_best_7 U heavy 40 0.15 0.15 0.15 0.8 0.6
E/S_best_8 U light 40 0.15 0.15 0.15 0.8 0.6
Table 4.2: Representation of the contemporary Flemish school building stock: an overview of
variations of the characteristics of a sample of 32 representative school building design variants.
The base and best case variants refer to the type of ventilation system coupled to the building.
4.3.2 Building energy assessment tool and building simulation model
To assess the uncertainty and sensitivity of the energy demand calculation results, monthly, quasi-
steady-state calculation methods have some decisive restrictions. Dynamic phenomena such as
users’ behaviour are simplified and values for amongst others occupant density or internal heat gains
are monthly averaged. Therefore, as these phenomena can be implemented in a more realistic way
in a dynamic calculation tool, the UA and SA are performed in TRNSYS.
For the building modelling, the floor plans of the reference school buildings as depicted in Figure 2.6
and Figure 2.8 are slightly simplified (see Figure 4.1).
Figure 4.1: Example of the simulation model as implemented in TRNSYS used for the rectangular,
reference school building for elementary education.
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The building is modelled as a multi-zone building. To avoid excessive complexity of the simulation
model and to limit the related calculation time, the number of included zones is limited to seven.
Rooms with similar internal heat load patterns and equal schedules for heating, cooling or ventilation
are united within a same zone: the class zone 1 (Front) and 2 (Back) (i.e. the zone that combines
all individual class rooms is split into two separate zones depending on the orientation of the class
rooms), the office zone that combines all individual offices, the teachers’ room, the canteen and
kitchen, the gym, and the combined zone for circulation, storage and sanitary. Although the class
zones and administrative zone consists in reality of various individual class rooms and offices, no
further subdivision of each of these zones is made to limit the number of zones and related simulation
time. After all, it can be supposed that in schools the typical thermal behaviour of the various rooms
is more or less similar. Occupancy rates and operational schedules are rather constant during the
whole school year and nearly identical for all class rooms.
All considered school building models are assumed to be oriented with the main axis along the East-
West direction. The thermal behaviour of the building models is simulated with a time step of 15 min.
The generation of the various simulation files is done in MATLAB automatically coupling the input data
to the TRNSYS tool. The output considered is the energy demand for heating (October - May) and
cooling (May - October), normalised to the building floor area.
4.3.3 Activity and users’ behaviour related boundary conditions
This section discusses the uncertainty interval of the input parameters specifically related to the
typology and the use of school buildings. Representative distribution functions and ranges for (heat-
ing) schedules, control systems, use of artificial lighting and equipment, ventilation characteristics
and internal heat gains for schools are set. Depending on the type and the source of uncertainty
of each investigated input parameter, a specific but representative probability distribution function is
selected.
According to Macdonald [173], normal distribution functions are mostly appropriate for expressing
measured physical data (e.g. temperatures). Log-normal functions should be used for defining vari-
ables that exists of a combination of two or more normally distributed parameters such as infiltration
rates or metabolic rates while triangular functions are more suitable to describe varying parameters
with a clear minimum, maximum and most likely value such as occupant density rates [173]. For
the investigated boundary conditions that cannot be classified into one of the aforementioned cate-
gories, uniform distribution functions are used as these are mostly suitable for assessing the impact
of modelling simplifications (= systematic errors) [198, 173]. Overall, the ranges of the parameters
included in the UA and SA are based on the values as currently applied in different (energy calcula-
tion) standards which are reviewed and described elaborately in § 2.3.1.
Operational schedule: in Flanders, the school year starts on 1 September and ends on 30 June. 1
July up to and including 31 August the school is closed due to summer holiday. Lessons are evenly
spread over five days from Monday to Friday. Wednesday afternoon is free. Generally, a school day
starts at 8h30 and ends at 16h in nursery and primary school. In secondary school, depending on
the type of education, school ends at 17h. In addition to summer holidays and weekends, schools
are closed during 37 vacation days: 5 days in January, 3 at the end of February and 2 at the be-
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ginning of March, 12 in April, 3 in May, 1 in June, 3 in October, 2 in November and 6 in December.
This results in ± 1200 annual operating hours which is considerably less than offices which are on
average about 2600 hours per year in use [199, 200].
Aside from the school opening hours, (frequently occurring) play breaks and (occasional) outdoor
classes or meetings must be accounted for as these result in a change of the internal heat load
pattern. To do so, correction factors are introduced expressing the part-time operation of a certain
room type during a usage day. The relative absence factors (RA) for class rooms (75%), for offices
(70% ) and for teachers’ rooms (50%) as defined in DIN V 18599 [43] are used as a reference. As
additional information on the range and distribution of the RA-factors is not available, the values are
assumed to be uniformly varying within a ± 10% range [173], as depicted in Table 4.3.
Set-point temperature, ○C: overall information on (set-point) temperatures for heating or cooling
in schools as found in design and calculation standards is summarised in Table 2.7. Due to the
significant differences in (heating) comfort requirements in gymnasia or sport halls compared to
other room types (see Table 2.7), two separate temperature categories are considered for the UA:
(i) heating set-point temperature variations for rooms with a sports function, for which the average
set-point for heating is set to be 17○C and (ii) heating set-point temperature variations for all other
rooms, for which the average set-point for heating is set to be 21○C. For cooling, the average set-
point is set equal for all rooms (= 25○C) [47].
For the UA, the ranges of the set-point temperatures are based on the lower and upper limit of
respectively the lowest and highest thermal comfort class as defined in standards ISO 7730 [48],
EN 15251 [47] and in [96]. Due to the physical nature of the parameter, a normal distribution function
is selected [173] as shown in Figure 4.2.
Although the set-point temperature ranges and the distribution functions are set equal for most of
the rooms - except for the gym in case of heating - the set-point temperature variation samples used
for the UA are defined for each included building zone (i.e. class room, office, teachers’ room, can-
teen and kitchen and combined area for circulation, storage and sanitary) separately. This allows
on the one hand the simulation of the effect of limited inter-zonal temperature control differences.
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Figure 4.2: Normal distribution (full line), cumulative normal distribution (dashed line) and mean
values (dotted line) of the set-point temperature for heating for different school room types as used
for the UA.
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On the other hand, as all other parameter variations are defined for each zone separately, potential
overestimation of the impact of the set-point temperature is avoided.
Occupant density, m2/pers: variations of the occupant density affect both the internal heat gains
and the design ventilation flow rates and must therefore be taken into account in the UA and SA.
According to Macdonald [173], the triangular distribution function is mostly appropriate to describe
occupancy variations. The minimum, maximum and most frequent values (mode) for the various
room types as used for the UA and SA are set based on the specific values as summarised in
Table 2.8. Values used for the UA and SA are depicted in Table 4.3.
Ventilation rate, m3/(pers.h): the Flemish EPBD [18] requires at least a moderate indoor air quality
(IDA3 - EN 13779 ) in schools. Survey results have revealed (see § 2.4.2) that these minimum IAQ
requirements are generally considered as maximum design recommendations for the installed ven-
tilation system. Consequently, the considered variations of the ventilation rates for the UA and SA
fall within the IDA3 class limits with the mean value set equal to the default value for IDA3. For the
determination of the ventilation rates in school buildings, it is assumed that no smoking is allowed
and that the buildings are very low polluting. The mean ventilation rates for the kitchen and lab
are set equal to 80 m3/m2 [108] and to 720 m3/m2 per m2 opening of fume hood [95], respectively.
For those rooms where a higher level of activity is found and consequently the CO
2
production of
the users is increased, the mean ventilation rates as set according to EN 13779 [13] are increased
in relation to the activity level (e.g. gym = 1.8 met, lab = 1.5 met). To assess the uncertainty and
sensitivity, hygienic air flow rates are uniformly varied between ± 10% of the mean values [188].
Furthermore, as intermittent ventilation is applied, each room must be pre-ventilated prior to the
school start to guarantee good indoor air quality at any time of occupancy. According to EN 15251
[47], a one-hour preliminary purge ventilation of two air volumes of the ventilated room or equivalent
is required to the room before occupancy.
Internal sensible heat gains, W/pers or W/m2: this study focuses in particular on the assessment
of the uncertainty and sensitivity of the internal heat gains related to the use of schools. The uncer-
tainty related to the sensible heat emission of people, equipment and lighting is hence beyond the
scope of this research.
(i) Occupant, W/pers: as the uncertainty of sensible heat emission is not studied in this chap-
ter, the variations of the heat gains due to occupants are only related to variations of the occupant
density as described previously. Values for the heat emission due to occupants as found in (in-
ter)national standards (see Table 2.10) are however slightly adapted to the Flemish school system.
In line with the calculation standard DIN V 18599 [43], two separate categories of internal heat gains
due to occupants are defined based on the age of the occupants: (i) < 12 years old = 60 W/pers
(i.e. representative for students for the Flemish elementary schools) and (ii) > 12 years = 80 W/pers
(i.e. representative for (young) adults such as students of secondary schools or teachers). Addition-
ally, a slight increase of the heat gains is foreseen for certain (teaching) activities due to increased
physical activity: qI HG ,occ = 100 W/pers in the kitchen and lab (1.5 met) and qI HG ,occ = 125 W/pers
in the gym (1.8 met).
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(ii) Equipment, W/m2: the source of uncertainty of load intensities is mostly related to the specifi-
cations and usage of the equipment. According to Saltelli [195], triangular probability distribution
functions are mostly suitable to express these variations. The minima, maxima and modes of the tri-
angular distribution functions used for the UA and SA are based on information found in DIN V 18599
[43] and NEN 2916 [99] (see Table 2.10). For those room types where no information is found on
the range of internal heat gains due to equipment, the ranges are set to be ± 10% [173].
(iii) Lighting, W/m2: lighting is modelled as a function of the installed lighting power and requested
illuminance. The upper limit of the variations considered for the UA and SA is set equal to the mini-
mum required normalised power density in class rooms which is 2.5 W/(100 lux.m2) [201]. The lower
limit (= 1.5 W/(100 lux.m2)) is based on the guidelines for low energy non-residential buildings [117]
(see Table 2.11). A triangular distribution function is used to express the variability [173].
As most internal heat gains occur during school activities, their occurrence is linked to the school
users’ profile. All internal heat gains are hereby assumed constant over the time they occur. As how-
ever equipment and lighting are often only part of the occupied time in use, a partial operational time
factor (POF) is introduced in line with DIN V 18599 [43]. This factor is calculated as the fraction of
the total operational time that equipment or lighting are effectively used. Reference values are found
in the related standard [43] and are summarised in Table 4.3 for the different considered school
zones. As no additional information on the partial operational time factors is found in literature, the
ranges are set to be ± 10% and a uniform distribution function is used to express the variability [173].
An overview of all the investigated boundary conditions including their ranges and the characteristics
of their probability functions is depicted in Table 4.3.
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Table 4.3: Overview of the uncertainty of the operational and activity related boundary conditions in
school buildings.
boundary condition unit pdf range
BC1 Θi ,H,set,class
○C N µ = 20, σ = 0.66
BC2 Θi ,H,set,office
○C N µ = 20, σ = 0.66
BC3 Θi ,H,set,canteen
○C N µ = 20, σ = 0.66
BC4 Θi ,H,set,lab
○C N µ = 20, σ = 0.66
BC4 Θi ,H,set,gym
○C N µ = 17, σ = 1.00
BC5 Θi ,C ,set,class
○C N µ = 25, σ = 0.66
BC6 Θi ,C ,set,office
○C N µ = 25, σ = 0.66
BC7 Θi ,C ,set,canteen
○C N µ = 25, σ = 0.66
BC8 Θi ,C ,set,lab
○C N µ = 25, σ = 0.66
BC9 Θi ,C ,set,gym
○C N µ = 25, σ = 0.66
BC10 occupant density, class m2/pers T min = 5.0, max = 2.0 , mode = 2.5
BC11 occupant density, office m2/pers T min = 20.0, max = 8.0 , mode = 14.0
BC12 occupant density, teachers’ room m2/pers T min = 5.0, max = 2.0 , mode = 3.0
BC13 occupant density, canteen m2/pers T min = 3.5, max = 0.8 , mode = 1.5
BC14 occupant density, kitchen m2/pers T min = 9.0, max = 11.0 , mode = 10.0
BC15 occupant density, lab m2/pers T min = 4.6, max = 5.4 , mode = 5.0
BC16 occupant density, gym m2/pers T min = 30.0, max = 10.0 , mode = 20.0
BC17 ventilation rate m3/(pers.h) U 29 ± 10%
BC18 ventilation rate, kitchen m3/(m2.h) U 801 ± 10%
BC19 ventilation rate, lab m3/(m2.h) U 7202 ± 10%
BC20 IHG due to equipment, class W/m2 T min = 2.0, max = 6.0 , mode = 4.0
BC21 IHG due to equipment, office W/m2 T min = 3.0, max = 15.0 , mode = 10.0
BC22 IHG due to equipment, teachers’ room W/m2 T min = 2.3, max = 2.8 , mode = 2.5
BC23 IHG due to equipment, canteen W/m2 T min = 1.0, max = 3.0 , mode = 2.0
BC24 IHG due to equipment, kitchen W/m2 T min = 72.0, max = 88.0 , mode = 80.0
BC25 IHG due to equipment, lab W/m2 T min = 9.0, max = 11.0 , mode = 10.0
BC26 installed lighting power density, W/(m2.lux) T min = 1.5, max = 2.5 , mode = 2.0
BC27 relative absence factor, class - U 0.25 ± 10%
BC28 relative absence factor, office - U 0.30 ± 10%
BC29 relative absence factor, teachers’ room - U 0.50 ± 10%
BC30 partial operational factor, equipment class - U 0.70 ± 10%
BC31 partial operational factor, equipment office - U 0.50 ± 10%
BC32 partial operational factor, equipment teachers’ room - U 0.35 ± 10%
BC33 partial operational factor, equipment kitchen - U 0.70 ± 10%
BC34 partial operational factor, equipment lab - U 0.80 ± 25%
BC35 partial operational factor, lighting class - U 0.90 ± 10%
BC36 partial operational factor, lighting office - U 0.70 ± 10%
BC37 partial operational factor, lighting teach - U 0.95 ± 10%
BC38 partial operational factor, lighting canteen - U 0.95 ± 10%
BC39 partial operational factor, lighting lab - U 0.95 ± 10%
BC40 partial operational factor, lighting gym - U 0.95 ± 10%
1 extra ventilation in the kitchen due to heat producing cooking activities is foreseen during 50% of the time .
2 extra ventilation per surface area of the fume hood .
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4.4 Results
4.4.1 Uncertainty analysis
In this section, the results of the UA are discussed. Figure 4.3 (a) to (f) demonstrate the impact of the
uncertainty of the input data on the heating QH,nd and cooling demand QC ,nd for the ’base case’ and
for the ’best practice’ variants, and for the elementary and secondary school design building variants,
respectively. As the cooling demand in the ’base case’ design variants is practically non-existing
(on average < 2 kWh/(m2.a)), only the heating demand is discussed for these building variants.
Cumulative normal distribution functions are used to show the variance of the energy demand due
to the perturbations of the investigated boundary conditions as set in Table 4.3. The values on the
y-axis indicate the likelihood that a value less than or equal to the value on the x-axis occurs. The
smaller the spread on the x-axis, the more certain the result.
According to Macdonald [202], given the number of simulations performed for this study, the un-
certainty of the output of the MCA can be expected to be normally distributed irrespective of the
probability distributions used for the input data. To confirm this expectation, the normality plots for
the heating QH,nd and cooling demand QC ,nd of the rectangular reference elementary school build-
ing design variants are depicted in Figure 4.4. The figure confirms - aside from a small deviation at
the low and high end of the curve of the ’base case’ variant which will be explained later - a Gaussian
distribution of the output results. As the plots for all other building variants show similar results, it can
be guaranteed that 95% of the variations of the output are found in the confidence interval defined
as the mean plus and minus two times the standard deviation as depicted in Table 4.4.
For the ’base case’ school building design variants, this results on average in a spread of the heat-
ing demand of more than 30%. For the ’best practice’ variants variations up to more than 34% and
41% are found for the heating and cooling demand, respectively. All results clearly demonstrate the
impact of the boundary conditions on the energy demand calculations and emphasise the need for
accurate values to be used as an input for the energy performance calculation methods.
To assess the robustness of the UA, the results for the ’base case’ and ’best practice’ variant of the
rectangular, reference building for elementary schools with varying thermal capacity (see Figure 4.5
Table 4.4: Impact of varying BC’s on the energy demand (95% confidence interval) for all
considered building variants.
Rectangular U-shape
WWR=20% WWR=40% WWR=20% WWR=40%
kWh/(m2.a) heavy light heavy light heavy light heavy light
QH,nd ,E ,base 48.4±6.9 45.4±6.6 47.4±6.9 44.6±6.5 47.7±6.9 45.3±6.6 47.4±6.9 45.0±6.6
QH,nd ,S ,base 42.4±6.7 40.1±6.3 41.4±6.7 39.3±6.3 48.6±7.9 46.0±7.5 48.2±7.9 45.7±7.4
QH,nd ,E ,best 11.1±1.8 10.3±1.6 11.4±1.7 10.7±1.6 11.1±1.7 10.2±1.6 12.0±1.8 11.1±1.6
QH,nd ,S ,best , 6.4±1.2 6.1±1.1 6.9±1.2 6.7±1.2 8.9±1.5 8.4±1.4 10.0±1.5 9.4±1.4
QC ,nd ,E ,best 5.3±1.5 5.3±1.4 11.0±1.8 11.1±1.8 7.1±1.6 6.2±1.5 12.5±1.9 11.7±1.8
QC ,nd ,S ,best 7.9±1.7 8.1±1.8 13.1±2.1 13.5±2.1 8.6±1.7 8.3±1.7 13.9±2.1 13.6±2.0
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Figure 4.3: Results of the UA of the annual heating QH,nd and cooling QC ,nd demands, all
normalised to the building floor area (kWh/(m2.a)) for 32 school building design variants expressed
by cumulative normal distribution functions. The results of the rectangular building variants are
marked in black, the results for the U-shaped school building are marked in grey.
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Figure 4.4: Normality plot
(a)), WWR (see Figure 4.5 (b)) and building geometry (see Figure 4.5 (c)) are shown by means
of histograms and cumulative distribution functions. In conformity with the results of the normality
check (see Figure 4.4), the plotted histograms in Figure 4.5 (a) to (f) fit rather well to the Gauss
curve. For the ’base case’ variant, small deviations are found at ± 40 kWh/(m2.a) and at ± 53
kWh/(m2.a). This is caused by the fact that the heat demand in the ’base case’ models is highly
related to the transmission and ventilation losses. As a consequence, when both low ventilation
rates and a low number of occupants are combined with low set-point temperatures for heating,
exceptionally low heat demands occur. In the simulation sample used for this study, by chance, one
such sample is generated combining a ventilation rate in class rooms of 26.8 m3/(h.pers) with an
occupant density rate of 3.8 m2/pers and set-point temperatures for heating in all zones < 19.5○C,
resulting in a (minimum) QH,nd < 40 kWh/(m
2.a). On the other hand, all variants with a heat demand
> 53 kWh/(m2.a) are cases where extremely low occupant densities (< 2.3 m2/pers) are combined
with high set-point temperatures in classes (≥ 20.5○C) and high ventilation rates (> 31 m3/(h.pers))
or high relative absence factors (> 0.8). This results in a peak at the high end of the curve, atypical
for a Gauss curve. This sensitivity of the results is later in this chapter confirmed by the results of the
sensitivity analysis (see § 4.4.2). The results of the ’best practice’ variant are less sensitive to these
extremes due to the implementation of a heat recovery device and high energy efficient building
envelopes, which explains the better fit to the Gauss curve.
Both the histograms in Figure 4.5 and the values depicted in Table 4.4 show that the spread on the
results of the UA is generally not affected by the building characteristics. While varying the thermal
capacity, the WWR’s (affecting mostly the amount of incoming solar heat gains) or the building
shape (affecting both the heat transfer due to a change of the heat loss surface and the amount of
incoming solar heat gains due to extra shading caused by the side-wings in the U-shaped building) of
the school models, the results of the UA remain more or less similar for all building variants (impact
< 2.6%) and hence confirm robust UA results2. Further diversification of the building model based
on construction and architectural characteristics is therefore not necessary for this specific research
2The orientation is not taken into account in the parameter analysis. The results of a restricted set of dynamic simula-
tions, performed for the base (heavy structure) and best case (light structure) variant for the elementary school building
model (R) with a WWR = 20 and 40%, show that the impact of the orientation on the results of the UA is restricted (impact
< 0.7%).
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Figure 4.5: Assessment of the robustness of the uncertainty analysis: analysis of the impact of
varying boundary conditions on the annual heat demand, normalised to the building floor area
(kWh/(m2.a)), of a rectangular elementary school building with varying building characteristics,
expressed by histograms and cumulative distribution functions (%).
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objective. Consequently, the results of the SA as presented in the next subsection, are discussed
for the rectangular, elementary school building model only.
4.4.2 Sensitivity analysis
In this section, the results of the SA are discussed. The sensitivity of the energy demand due to each
of the investigated boundary conditions is determined by the mean µ∗ and the standard deviation σ
of the elementary effects (see Eq. 4.1). A high mean µ∗ indicates a large sensitivity. A high value of
σ implies that the value of the elementary effect is strongly affected by the choice of the other factors’
values or that the factor is nonlinear [195]. If both µ∗ and σ are low, the impact of the investigated
parameter is negligible.
The results of the SA are shown for the ’base case’ (QH,nd only, see Figure 4.6 (a)) and the ’best
practice’ variants (QH,nd , see Figure 4.6 (b), and QC ,nd , see Figure 4.6 (c)). To maintain clarity of the
figure, only the five most influential parameters which cover 65 to 75% of the variations are named:
the operational schedule expressed by the relative absence factor (RAclass ), the set-point temper-
ature for heating and cooling (θi ,H/C ,set,class ) and the use of equipment and lighting expressed by
the internal heating gains (qI HG ) and the partial operational time factors (POF). These boundary
conditions have the highest impact on the energy demand calculations and have the highest σ. Al-
though small differences are found (see Figure 4.6) between the different building variants on the
one hand and between the results for the heating and cooling demand on the other hand, the main
trend is similar. In general, the operational schedule and related occupant attendance, and user’s
profiles can be considered as the most dominant parameters followed by the set-point temperature
for heating/cooling. Similar results were found by Demanuele et al. [185] and Clevenger et al. [175],
both stressing the substantial impact of the highly variable and unpredictable occupant behaviour
on the energy performance in schools. Moreover, all the dominant boundary conditions are related
to the use of class rooms. The boundary conditions related to the other school zones (e.g. canteen,
offices) are less important. As class rooms cover more than 40% of the total surface area (§ 2.2.2),
the use and occupancy of these specific rooms clearly dominate the energy demand of the building.
An overview of the 10 predominant boundary conditions is given in Figure 4.7. To compare the
impact of the different boundary conditions mutually, the relative mean elementary effects (%) are
used, which are defined as the ratio of the mean elementary effect for the considered boundary
conditions to the sum of all elementary effects of all investigated boundary conditions.
Overall, the relative absence factor for class rooms (µ∗ explains 36% of the variations for the ’base
case’ and 29% for the ’best practice’ variant) has the largest impact on the energy demand. Fur-
thermore, when mutually comparing the results of the ’base case’ and ’best practice’ variants, the
occupant density is much more significant for the ’base case’ variant. Due to the implementation of
a heat recovery device in the ’best practice’ variant much lower ventilation losses occur. As venti-
lation rates are set in relation to the occupant density, this boundary condition is significantly less
important in the ’best practice’ variant. Furthermore, the overall impact of the set-point temperature
for heating is slightly higher for the ’base case’ variant (µ∗ is 11% compared to 8.5%). Due to the
lower energy performance level of the building envelope, variations of the set-point temperature lead
to larger changes of the heat losses which in turn affect QH,nd . Conversely, for the ’best practice’
variant, the impact of the internal heat gains due to lighting and equipment expressed by the partial
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Figure 4.6: Morris sensitivity measures µ∗ and σ of the energy demand for varying boundary
conditions (logarithmic scale). Only the five most important factors are named.
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Figure 4.7: Morris sensitivity measure µ∗(%) of the heat demand for the 10 predominant boundary
conditions of the ’base case’ and ’best practice’ variant of the reference elementary school building
model.
operation is more important. As the heat losses are generally lower, a larger part is covered by the
internal heat gains. As a result, the highly insulated buildings are more sensitive to changes of the
internal heat gains.
Based on the outcome of the SA, field data on operational schedules, set-point temperatures, occu-
pant density rates and the use of equipment and lighting in class rooms are collected by surveys of
Flemish schools.
4.5 Setting the deterministic boundary conditions
The objective of this particular section is to capture possible inaccuracies of the implemented bound-
ary conditions by comparing the input data that is currently applied in the calculation standards (see
Table 4.3) to real field data and survey results of (Flemish) schools:
• Information on heating patterns and set-point temperatures is mainly based on a site-
visit and a detailed survey of 20 schools in Flanders. As heating patterns and set-points are
strongly related to the energy performance level of the building, a sample of recently built or
highly renovated schools is used to determine this information.
• Information on user’s schedules (i.e. school opening hours, after school use) is based on a
more general questioning of a much larger sample of schools (981 were contacted of which
8% responded) which is performed in the framework of a Master project [203].
• Data on the occupancy and absenteeism rates are collected by a separate questioning:
144 schools were contacted of which 12.5% responded [204]. Regarding the general user’s
schedules and occupancy patterns, information is based on a broader sample including both
contemporary as older schools.
The questioned schools are randomly picked, are spread over the Flemish region and include el-
ementary and secondary schools. To limit the workload and the size of the questionnaires, only
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the predominant boundary conditions as revealed by the SA are included. For the less influential
boundary conditions, the deterministic boundary conditions are set equal either to the average value
or to the mode of the distribution functions as used for the UA and SA (see Table 4.3).
Operational schedule: the obtained survey results show that although schools can freely decide on
the exact starting and closing time, most of the schools (i.e. 73 to 81%, depending on the typology
of the investigated school [203]) adopt the official operational schedule as defined in § 4.3.3. The
other 20 to 25% of the surveyed schools start and close either 0.5 hour earlier or 0.5 hour later. As
these differences are limited, no changes to the regular school opening hours as defined in § 4.3.3
are suggested.
Furthermore, representative values for the relative absence factor for the class rooms RAclass are de-
termined accounting for the occurring outdoor classes and excursions, and for the daily play breaks.
As the number of outdoor classes are limited (e.g. sports class - 2 hours per week) and extra excur-
sions occur only occasionally, the RAclass as used in the UA and SA (= 75%) largely underestimates
the real use of the class rooms. Therefore, the RAclass is changed to 87.5% accounting for two daily
play breaks of 15 minutes and 2 hours of outdoor (gym) classes per week. Values for the relative
absence factor of offices and teachers’ rooms are not changed and can be found in Table 4.3. Due
to their specific function, labs and gym are assumed to be constantly occupied. The resulting de-
terministic daily occupancy profiles for the various school zones are summarised in Figure 4.9, with
the exception of Wednesday afternoon, which is free.
Considering the significant impact of the operational schedule and related occupancy on the energy
demand calculations (see results of the SA in § 4.4.2), the possible occurrence of after school activi-
ties is additionally investigated. The survey results show that in 70 to 80% of the questioned schools,
extra classes and after school activities are organised [203]. The frequency of the after school ac-
tivities (i.e. varying from either daily, weekly or only occasionally) and the related amount of extra
school opening hours (i.e. varying from half an hour up to five hours) vary however substantially
between schools. Moreover, after school activities and related heating and ventilation schedules are
generally (in ± 65% of the questioned schools) restricted to a small part of the building (i.e. a single
class room or gym only). One may hence conclude that the after school operation is an important
aspect. However, taking in mind the highly diverse and uncertain character of the after school activ-
ities, they are hard to generalise and thus difficult to include in the set of deterministic values.
Set-point temperature, ○C: the results of the study for the set-point temperatures for heating are
depicted in Figure 4.8. The figure shows that secondary schools have a slightly more stable but
somewhat lower temperature regime compared to elementary schools. Especially nursery schools
which accommodate young children (< 6 years old) request slightly higher indoor temperatures (21
- 22○C). 95% of the questioned elementary schools has a set-point of 21±1○C while 85% of the
questioned secondary schools has a set-point temperature of 20.5±0.5○C. Based on these survey
results, the deterministic set-point temperature for heating is set equal to 21○C. As the differences
in set-point temperatures remain small, no difference is made between elementary and secondary
schools. For gymnasia, the survey results reveal set-point temperatures for heating varying between
12○C and 20○C, with a median of 17○C. This value is proposed as the standardised, deterministic
set-point temperature for heating in gyms.
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Figure 4.8: Survey results: heating set-point temperature in elementary and secondary schools.
Schools in Flanders generally do not have an (active) cooling system. Only in exceptional cases,
active cooling is provided in restricted zones with extremely high internal heat loads such as server
rooms or computer labs. Realistic data on set-point temperatures for cooling were therefore hard to
find. Hence, the deterministic value for the set-point temperature for cooling is set equal to the mean
value as used for the UA and SA, i.e. 25○C (see Table 4.3).
Occupant density, m2/pers: the occupant density rate is calculated as the mean available surface
area per student (m2/pers). Hence, data on both the number of students and the surface area of
regular class rooms are collected. The survey results reveal an average surface area of 57 m2 for
class rooms [205] and an average occupancy of 19 students per class which results in an average
value for the occupant density of 3.0 m2/pers. Similar results are found by Stranger et al. [10] based
on a more recent survey of elementary schools.
In addition, information on absenteeism is gathered to account for the possible nonattendance of
students due to e.g. illness or personal affairs. The survey results reveal an average absenteeism
percentage of 6% [205]. Although the absenteeism percentage (due to illness) relates to the time of
the year and differs between nursery, primary and secondary schools, a fixed absenteeism percent-
age is assumed as a deterministic input value for the energy calculation methods.
Internal heat gains due to equipment, W/m2: an increasing trend in electronic equipment avail-
ability in schools is noticed the last decade [206, 207]. In class rooms mostly computers or laptops
and data projectors are used although tablets, netbooks and interactive white-boards are becoming
pervasive. As the latter category is however still less frequently used and the related heat gains are
less significant, the survey results focus on the use of computers mainly. Information on the occur-
rence of computers in schools is based on the obtained survey results [203]. Additionally, available
surveys on energy use and load profiles in schools [206, 207] - including detailed information on
Flemish schools - are used as a reference. According to a recent study on the use and innovation of
ICT in European schools [206], the number of available computers per student has been increased
from one for every 20 students to one for every four students between 2000 and 2009. A similar,
yet slightly less increasing trend is noticed in Flanders [207]: about 18 computers are available per
100 students or approximately 6 students per computer. Assuming a sensible heat gain of 80 W
per computer [110], this leads to an average internal heat gain due to equipment qI HG ,eq of about 5
98
W/m2.
Concerning the actual use of the equipment, various exemplary schedules for equipment loads
in class rooms are found in different building energy calculation standards [121, 208, 209] (see
Figure 4.9 (b) - marked in grey lines). All of these standards define a relatively high use of equip-
ment as the computers are assumed to be used during 70 to 100% of the occupied time. In contrast,
survey results on the use of ICT in Flemish schools [207] show that ICT equipment is only occa-
sionally used: a mere 3.1% of the students uses the computer or tablets daily while 30% uses the
computer only a couple of times a year. Consequently, the partial operational time factor of equip-
ment in class room as found in the calculation standard NEN 2916 [99] (= 15%) is considered as
a more realistic estimation and hence chosen as the deterministic value (Figure 4.9 (b) - marked in
red line) to be used for the energy performance calculations.
Note that the use of ICT equipment (i.e. computers, smart boards, tablets) in school is developing
and changing. At the same time, technology is evolving leading to more efficient applications. Both
trends affect the internal heat gains due to equipment, hence the deterministic value as defined in
this section might need revision over time.
Internal heat gains due to lighting, W/m2: the internal heat gains due to lighting are calculated
as the product of the requested lighting comfort requirements and the installed normalised lighting
power density (NPD). In most class rooms however, board lighting is used which results in an ad-
ditional required vertical luminance. Consequently, in class rooms, the target power load PT ,l ight ,
a parameter which is generally used in Flanders as a criteria for granting (re-)lighting, is more suit-
able to be used as a deterministic input value compared to the NPD value. Ryckaert et al. [137]
developed a method to calculate this target power load in function of the number of annual usage
hours (± 1200 h), the lighting system efficiency (> 90 lm/W), the efficiency of the luminaires (= 90%),
the maintenance factor (= 0.85) and a surface area of the work zone of a class room equal to 42.7
m2 as prescribed in [210]. For class rooms, this results in an installed lighting load PT ,l ight,class of
10.6 W/m2.
Concerning the use of lighting in class rooms, monitoring data are rare. Schedules for manually
or automatically controlled lighting, found in similar calculation standards [121, 208] are therefore
used as a reference (see Figure 4.9 (c)). Based on these examples, a deterministic lighting profile
is defined for both manually (assumed base load) and time controlled lighting (no after hour usage
assumed). Both control systems assume constant use of lighting whenever the class is occupied.
Results are shown in Figure 4.9 (c). Due to the strong building case-specific characteristics, a sep-
arate calculation approach is applied in the calculation method to account for daylight controlled
lighting [22]. Deterministic profiles for daylight control are hence not defined.
Finally, after hour use of equipment and lighting that is not specifically related to the school activities
must be accounted for. While students’ attendance and thus internal heat gains due to occupants can
automatically be coupled to the occupancy schedule, the after hour use of lighting and equipment
can not. Consequently, a base load is assumed for equipment use and for manually controlled
lighting systems implying that part of the daily heat gains remain present during the nights and
weekends. Due to lack of realistic data on base loads for equipment and lighting in Flemish schools,
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the values are set equal to plausible values as found in literature: a 5% base load is assumed
for equipment (NCM [209]) and lighting. Results are depicted in Figure 4.9 (b) and Figure 4.9 (c),
respectively.
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Figure 4.9: Comparative literature study of typical operational schedules for class rooms.
4.6 Discussion
In the previous section a proposal is defined for a more realistic set of deterministic values for the
activity and operational characteristics for schools to be used for the energy performance assess-
ment calculations. The results are summarised in Table 4.5.
To assess the impact of the newly defined boundary conditions on the energy demand calculations,
a comparison is made between the results of the UA (box plots, see Figure 4.10), and the annual
energy demand calculation results (QH,nd ,new and QC ,nd ,new ) when using the newly defined deter-
ministic boundary conditions. The result are depicted in Figure 4.10 and summarised in Table 4.6.
Overall, Figure 4.10 shows an increase of the heat demand and a decrease of the cooling demand
compared to the average results of the UA. The largest impact is found for the ’best practice’ variants
where the annual heat demand rises by 2.8 kWh/(m2.a) or 26%, on average.
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Table 4.5: Overview of the newly defined deterministic boundary conditions typical for schools.
θ
i,
H
,s
e
t
,○ C
θ
i,
C
,s
e
t
,○ C
oc
cu
pa
nt
de
ns
ity
,m
2
/p
er
s
ve
nt
ila
tio
n
ra
te
,m
3
/(
h.
pe
rs
)
q
IH
G
,o
c
c
,W
/p
er
s
q
IH
G
,e
q
(W
/m
2
)(1)
ill
um
in
an
ce
,l
ux
(2)
re
la
tiv
e
ab
se
nc
e
fa
ct
or
,%
pa
rt
ia
lo
pe
ra
tio
n
eq
ui
pm
en
t,
%
pa
rt
ia
lo
pe
ra
tio
n
lig
ht
in
g,
%
class room 21 25 3.0 29 60/80 5.0 300 87.5 15 90
office 21 25 14.0 29 80 10.0 500 70 50 70
teachers’ room 21 25 3.0 29 80 2.5 500 50 35 95
canteen 21 25 1.5 29 60/80 2.0 300 - 100 95
kitchen 21 25 10.0 36 (+ 80(3)) 100 80.0 500 - 100 95
gym 17 25 20.0 44 160/210 - 300 - - 95
lab 21 25 5.0 36 100 - 500 - - 95
circulation area - - - - - - 100 - - 50
sanitary - - - - - - 200 - - 50
(1). Equipment and lights are assumed to be switched on whenever a zone is occupied.
(2). In class rooms, PT ,l ight = 10.6 W/m
2is used. In all other rooms, NPD = 2 W/(100 lux ⋅m2).
(3). Extra ventilation in the kitchen due to heat producing cooking activities is foreseen during 50% of the time.
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Figure 4.10: Impact of the boundary conditions on the annual heating QH,nd and cooling demand
QC ,nd , normalised to the building floor area (kWh/(m
2.a)), of the sample of rectangular, elementary
reference school building variants using box plots to graphically illustrate the minimum, the lower
quartile, median, upper quartile and maximum energy demand.
Table 4.6: Implementation of deterministic boundary conditions: impact on the annual heating
QH,nd and cooling demand QC ,nd , normalised to the building floor area (kWh/(m
2.a)), in the sample
of rectangular, elementary reference school building variants.
kWh/(m2.a) %△QH,nd ,base +3.0 +6△QH,nd ,best +2.8 +26△QC ,nd ,best -0.9 -15
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Furthermore, a comparison is made between the results of the EPR calculation method [22] using
both the original and the adapted boundary conditions as summarised in Table 4.7.
Table 4.7: Overview of the boundary conditions as used in the original EPR calculation method [22]
and as used in the method specifically adapted to the use of Flemish schools (see § 4.5).
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* Extra ventilation in the kitchen due to heat producing cooking activities is foreseen during 50% of the time
The introduction of the set of new boundary conditions and default input data results in a different
calculation output for the ventilation heat transfer coefficients Hve and for the calculation of the heat
gains QI HG as shown in Eq. 4.2 and in Eq. 4.3, respectively.
Hve = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0.34 ⋅ [V˙in/exf ,H + 0.3 ⋅ rpreh,H V˙supply ,H] (or ig inal)
0.34 ⋅ [V˙in/exf ,H + focc ⋅ (RA) ⋅ rpreh,H V˙supply ,H + 0.5 V˙basic] (refined) (4.2)
where V˙in/exf ,H represents the air flow due to infiltration/exfiltration (m3/h), rpreh,H is the temperature
adjustment factor in case the supply temperature differs from θe (i.e. due to e.g. heat recovery),
focc is the monthly time fraction3 that the school is used, RA is the relative absence factor of the
considered (school) zone as defined in § 4.5, V˙supply ,H is the hygienic ventilation airflow rate (m
3/h)
at outdoor temperature and V˙basic is a basic ventilation flow rate (m
3/h) to guarantee good indoor air
quality at any time of the day (m3/h).
QIHG = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
0.8 ⋅ (0.3 ⋅ RA ⋅ nocc ⋅ qI HG ,occ + qI HG ,eq ⋅Af + 0.3 ⋅ POFl ight ⋅ qI HG ,l ight ⋅Af ) ⋅ t (or ig inal)(RA ⋅ nocc ⋅ qIHG ,occ + POFeq ⋅ qIHG ,eq ⋅Af + POFlight ⋅ qIHG ,light ⋅Af ) focc ⋅ t (refined)
(4.3)
where nocc is the number of people present in the considered (school) zone, POFeq is partial op-
erational time fraction of the equipment as defined in § 4.5 and POFl ight is partial operational time
3In the original calculation method, this value equals 0.3 for schools. In the refined calculation approach this values is
on average equal to 0.2. The actual value differs however slightly, month by month, depending on the amount of occurring
weekends days and Wednesdays.
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fraction of lighting as defined in § 4.5.
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Figure 4.11: Impact on the monthly heating and cooling demand, both normalised to the building
floor area (kWh/m2), calculated according to the EPR standard for an elementary school building
design variant using the original and adapted boundary conditions.
To visualise the impact of the changes of the boundary conditions, the calculation results for the heat
balance (see Figure 4.11 (a) and (b)), and for the cooling balance (see Figure 4.11 (c) and (d)), of a
randomly selected rectangular elementary reference school building design variant (heavy building
structure, Uopaque = 0.24 W/(m2K), Uglazing = 1.1 W/(m
2K), Uf rame = 1.4 W/(m
2K), n50 = 3 ACH,
a WWR = 20% and a ηHR = 75%) are plotted. As shown in Figure 4.11 (a) and (b), a significant
decrease of the monthly internal heat gains Qint of on average 30%, is found. Furthermore, an av-
erage decrease of the monthly ventilation heat losses Qve of 14% is found (see Figure 4.11 (c) and
(d)). Both effects result in an increase of the annual heat demand QH,nd from 26.3 kWh/(m
2.a) to
30.2 kWh/(m2.a) or +15%, and a drop of the annual cooling demand QC ,nd from 9.3 kWh/(m2.a) to
7.7 kWh/(m2.a) or −17%. Especially when taking in mind the strict criteria for passive school build-
ings (i.e. QH/C ,nd ≤ 15 kWh/(m2.a)) [21], these changes can be considered as significant. A more
detailed analysis of the impact of the implementation of more realistic boundary conditions on the
results of the quasi-steady-state calculation methods (i.e. EPR [22] and PHPP [110]) for passive
school buildings in particular are described in previous research work [211, 144, 212].
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4.7 Conclusions
Building energy assessment methods used in a regulatory context impose a calculation procedure
under restricted and predefined conditions to check the compliance with the preset energy perfor-
mance levels. Standardised boundary conditions and input data are implemented allowing for an
objective evaluation of the building design. Tabulated values for amongst others (heating) sched-
ules, control systems, use of artificial lighting and equipment, ventilation characteristics and internal
heat gains are defined in the corresponding calculation manuals. To achieve the objectives of the
EU Directives, accuracy and reliability of the assessment results are crucial. An uncertainty analysis
reveals however a significant spread of about 30% of the annual heat demand QH,nd and about
40% for the annual cooling demand QC ,nd due to realistic variations of the users’ related boundary
conditions in schools. Hence, as some of the currently applied data are inaccurate, unrealistic or
inadequate for schools, they need to be revised, especially when these are used for the energy per-
formance assessment of passive or net zero energy buildings which need to comply with (very) strict
energy requirements. To guarantee more realistic energy assessment calculation results, boundary
conditions are adapted to the use and typology of Flemish school buildings based on collected field
survey data. To limit the related workload, a sensitivity analysis is performed priory through the local
method of Morris, revealing the users’ and load profiles, comfort settings and the occupant density
rate of the class rooms as the predominant input parameters. The impact of the input data for other
typical school zones is less significant. Survey results reveal amongst others a set-point temperature
for heating equal to 17○C for gyms and 21○C in all other rooms, an occupant density rate of class
rooms equal to 3 m2/pers, target lighting power loads in class rooms of 10.6 W/m2 and an after hour
use of equipment and lighting of 5%.
The final result of this chapter is a comprehensive set of representative, deterministic boundary con-
ditions to be used for energy assessment of elementary and secondary schools in particular. As the
reference school building models used and implemented boundary conditions are set based on a
comprehensive study of a broad range of school building characteristics, the results can be extrapo-
lated to other school forms (e.g. technical or vocational schools) on the condition that the organised
educational activities are more or less in line with the activities taught in the investigated school
building sample. As buildings’ and users’ characteristics depend on local customs and the specific
building typology, the results can however not simply be generalised to other building typologies or
other regions. Yet, the research approach used along this dissertation can be used as a reference
for similar research studies on other building types or for other regions and countries.

5
Implementation of transient thermal
behaviour of a building in
quasi-steady-state calculation methods
When comparing the results of quasi-steady-state and dynamic energy calculation methods often
significant discrepancies are found, especially for intermittently used buildings such as schools.
These differences are caused by non-realistic model simplifications inherent to the transformation
of a dynamic entity into a representative, steady-state (calculation) model. The previous chapter
mentions the boundary conditions and standardised input data as a cause of inaccuracy. Other re-
searches designate however the quasi-steady-state calculation approach itself and more in particular
the implementation of the transient thermal behaviour as an important source of errors. Therefore,
throughout this chapter, the monthly, quasi-steady-state calculation method is evaluated and modi-
fied to the typical school buildings’ characteristics. First, the correlation between the heat-balance
or loss-gain ratio and the utilisation factor is analysed and a regression analysis is performed to
determine adapted values for the numerical correlation-based parameters used for the calculation
of the utilisation factors. Second, the influence of system intermittency on the energy demand for
heating and cooling is studied. The influences of the school building and system characteristics on
the thermal behaviour and the related energy saving potential are analysed. Accordingly, the calcu-
lation approaches to account for system intermittency as applied by the different quasi-steady-state
methods are revised based on the results of additional regression analysis.
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5.1 Introduction
Various studies can be found investigating the accuracy of the quasi-steady-state calculation method
[27, 28, 29, 30, 31, 32, 33, 34] to be used for the energy performance assessment in a reg-
ulatory context. No clear consensus has however been reached. Some studies state that the
quasi-steady-state calculation method is well suitable to assess accurately the energy performance
of a building (design) [27, 28, 29, 30, 31] while other researches are found which reveal significant
discrepancies between quasi-steady-state and dynamic energy calculation methods, especially for
intermittently used buildings [28, 29, 30, 32, 33, 34, 31]. In line with the latter study results, simula-
tion results of a broad range of design variants of the rectangular reference building for elementary
schools (see floor plan - Figure 2.6 (a)) show that the quasi-steady-state methods generally tend to
underestimate the annual heating demand in intermittently heated school buildings (see Figure 3.11
(a)) compared to the results of dynamic simulations. The differences vary from about 5% up to more
than 25% depending on the applied calculation method and on the building’s characteristics (i.e. the
thermal capacity of the building and energy performance level of the building envelope). The higher
the thermal capacity, the larger differences are found (see Figure 3.11 (b)), concluding that the im-
pact of the thermal capacity currently might be overestimated in the quasi-steady-state calculation
method.
Several researches can be found which investigate the cause of the discrepancies between quasi-
steady-state and dynamic energy calculation methods [31, 32, 33, 34, 213, 214]. Most of the studies
analyse the impact of the building typology and users’ characteristics on the accuracy of the energy
calculations. Kalema et al. [31] studied the impact of the thermal mass on the quasi-steady-state
calculation results for dwellings and multi-family buildings in the Nordic climate. While observing
a high overestimation of the energy demand by the quasi-steady-state calculation method in very
light, well-insulated buildings, Kalema et al. [31] concluded that the accuracy of the quasi-steady-
state method is highly related to the building’s characteristics. Jokisalo and Kurnitski [32] studied
the applicability of the utilisation factor calculated according to EN ISO 13790 [37] (see Eq. 5.1) in
the Scandinavian climate for residential, multi-family and office buildings. They compared the re-
sults of dynamic simulations using the IDA-ICE software to the results of the steady-state calculation
and found following adapted correlation between ηH,gn and the heat-balance ratio γH for apartment
buildings and dwellings (see Eq. 5.2), and for offices (see Eq. 5.3), respectively:
ηH,gn = 1 − γaHH
1 − γ(aH+1)H (5.1)
with
aH = 6 + τ
7
(dwel l ing and apartments) (5.2)
or
aH = 2 + τ
15
(offices) (5.3)
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Other suggestions for improvement of the quasi-steady-state calculation method are found in the
work of Corrado and Fabrizio [33, 34]. This study focuses on the cooling demand in particular and
investigates the accuracy of the utilisation factor for the Italian climate and typical Italian building
typologies (i.e. single family, multi-family and office buildings) and users’ schedules. Based on the
results of a regression analysis, the window-to-floor area ξ is added to the correlation used for the
calculation of the utilisation factor ηC ,ht as shown in Eq. 5.4:
ηC ,ht = 1 − γaCC
1 − γ(aC+1)C (5.4)
with
aC = 8.1 − 13ξ + τ
17
(5.5)
Le Dréau et al. [213] studied the influence of different building and users’ characteristics on the
energy demand calculation results for residential and non-residential buildings in Denmark. The
following adapted equations for the utilisation factor for the calculation of the heat demand (see
Eq. 5.6) and the cooling demand (Eq. 5.7) are determined for non-residential buildings:
aH = 2.87 + τ
47
(5.6)
aC = 2.79 − 2.69ξ + τ
35
(5.7)
Panek et al. [215] determined new values for the numerical parameters aH,0 and τH,0 depending on
the thermal capacity of the building for Polish residential buildings.
aH = 2 + τ
50
(heavy) (5.8)
aH = 2 + τ
54
(l ight) (5.9)
While using Eq. 5.8 and Eq. 5.9, Panek et al. [215] showed that the average error between the quasi-
steady-state (calculated according to EN ISO 13790 [37]) and dynamic calculations in TRNSYS is
reduced to < 5% for the annual heat demand and to < 3% for the annual cooling demand.
Finally, in the framework of the development of NEN 29161 [99], van den Ham and Linssen [214]
studied the use of the utilisation factor in the quasi-steady-state energy demand calculations. Based
on the comparative analysis of dynamic and quasi-steady-state calculation results, the following
equations for the calculation of the ηH,gn and ηC ,ht were set for intermittently heated or cooled
non-residential buildings:
aH = 0.81 + τ
76.92
(5.10)
and
aC = 1.83 + τ
83
(5.11)
1NEN 2916 [99] is the predecessor of the currently applied Dutch calculation standard for the energy performance
assessment for non-residential buildings NEN 7120 [44].
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Figure 5.1: Utilisation factor ηH,gn as a function of the heat-loss ratio γH for two time constants τ
(h) of a building using the numerical parameters aH,0 and τH,0 according to the results of different
research studies. The utilisation factor curve as determined by Van den Ham and Linssen [214] is
marked in lighter grey as, in contrast to the other curves, an additional reduction of the utilisation
factor due to intermittency is included.
The results of the aforementioned research studies [31, 32, 33, 34, 213, 214] differ considerably. To
visualise, the various calculation options for ηH,gn are shown for a non-residential building with a time
constant τ = 140 h and a time constant τ = 65 h2. Taking in mind the general underestimation of the
heat demand calculated according to EN ISO 13790 [37] (see Figure 3.11), a decrease of ηH,gn is
expected for the optimised results. Most of the researches [213, 215, 214] show indeed a reduction
of ηH,gn compared to EN ISO 13790 [37]. The results of Jokisola and Kurnitski [32] however lead to
an overall though slight increase of ηH,gn. Furthermore, the utilisation factors determined by van den
Ham and Linssen (see Eq. 5.10 and Eq. 5.10)[214] are much lower compared to the other methods.
This is due to the fact that an additional reduction of the utilisation factor is included to cope with the
impact of system intermittency while in the other studies these effects are incorporated separately
(see Eq. 3.13 and Eq. 3.14).
Despite the different outcomes, all of the aforementioned studies state that in order to obtain more
accurate quasi-steady-state calculation results, the utilisation factors ηH,gn and ηC ,ht must be linked
to the typology of the building and the related boundary conditions. Therefore, in the first part of this
chapter, the currently applied equations for ηH,gn (see Eq. 3.6) and ηC ,ht (see Eq. 3.7) according to
EN ISO 13790 [37] are studied both as a value and as a trend (see § 5.4). The impact of the typical
characteristics of schools on the quasi-steady-state energy calculation results is determined and the
currently applied correlation between the heat-balance or loss-gain ratio and the utilisation factor is
reevaluated.
In the second part of this chapter, the impact of system intermittency (see Eq. 3.13 and Eq. 3.14)
in the quasi-steady-state calculation method is studied as Kokogiannakis [30] demonstrated that,
even after the adaptation of the utilisation factor, the monthly quasi-steady-state method accord-
ing to EN ISO 13790 [37] tends to underestimate the heat demand in intermittently heated build-
ings compared to the results obtained by the dynamic simulation tools EnergyPlus and ESP-r. In
2τ = 140 h and τ = 65 h are the average value of the time constant of a range of design variants of the rectangular,
reference building for elementary schools with a heavy and light structure, respectively
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schools where intermittent occupancy and related plant non-operation time and/or setback periods
are (much) longer compared to other building typologies, a correct implementation of intermittent
heating and cooling in the quasi-steady-state calculation method might be even more crucial. There-
fore, the impact of system intermittency on the energy demand is studied (§ 5.5). The actual indoor
temperature drop and related energy savings due to system intermittency are determined by dynamic
simulations. Subsequently, a comparative analysis of the different calculation approaches used by
the quasi-steady-state calculation method to integrate these effects of intermittency is performed
(§ 5.6.1). Finally, with respect to the dynamic thermal behaviour of the building, some proposals are
made to further refine different, currently applied quasi-steady-state calculation standards § 5.6.2.
The results of this chapter are partially based on previous research work as described in Wauman
et al. [216]. Overall, the same regression analysis techniques are used. One important difference
is however made. In Wauman et al. [216], the impact of system intermittency is included in the
utilisation factor in conformity with the study of van den Ham and Linssen [214]. In this research study
however, in line with EN ISO 13790 [37], the impact of system intermittency is assessed separately.
5.2 Method
In the first part of this chapter, the accuracy of the utilisation factor used in the quasi-steady-state
standards for the calculation of the heating/cooling demand is reevaluated. According to the pro-
cedure as described in EN ISO 13790 [37], the parameter values used to determine the utilisation
factors aH/C ,0 and τH/C ,0 are refined using regression analysis techniques. To do so, the energy
demand for heating/cooling calculated according to the quasi-steady-state calculation approach are
compared to the results of a detailed simulation method for a series of situations.
In the second part of this chapter, the influence of system intermittency on the energy demand
for heating and cooling is studied. To analyse the savings due to intermittency, the heating and
cooling demand of both intermittently and continuously heated or cooled schools are simulated in
TRNSYS and compared mutually. Subsequently, the energy saving potential (%) due to system inter-
mittency is calculated using Eq. 5.12:
△QH/C ,nd = QH/C ,nd ,cont −QH/C ,nd ,interm
QH/C ,nd ,cont (5.12)
In the next subsections, a description is given of the Monte Carlo analysis technique (§ 5.2.1) used
for the determination of a representative sample of school building design variants which will be used
for this study. Furthermore, the calculation approach used to calculate the utilisation factors and to
determine the related input data for the quasi-steady-state energy balances is described in § 5.2.2.
Last, a description of the regression analysis technique used for the revision of the correlation-based,
numerical parameters is given in § 5.2.3.
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5.2.1 Monte Carlo analysis technique
Many characteristics of school buildings (e.g. occupancy, heat gains, HVAC features and control,
etc.) differ significantly compared to residential buildings or offices. As all these characteristics con-
siderably affect the dynamic behaviour and the related energy demand of the building, their impact
should be acknowledged in the monthly, quasi-steady-state calculation method and in the determina-
tion of the numerical parameters (aH/C ,0, τH/C ,0, ηH,gn and ηC ,ht , aH,red , aC ,red , etc.) in particular.
As a broad range of parameters must be included, the Monte Carlo analysis method (MCA) is used
combined with the Latin Hypercube (LHC) sampling technique to generate the simulation samples.
Detailed information on the MCA and LHC sampling technique can be found in § 4.2. Representative
values and ranges for most of the typical school buildings’ characteristics can be found in § 2.3.2
and Table 4.3. Considering the impact of the heat accumulating capacities of a building structure
on the usability of the heat gains, the thermal capacity is not included as a parameter in the MCA
but is considered separately. For each of the included building structures (heavy to very light), 200
simulations, varying all other parameters, are run.
5.2.2 Calculation of the utilisation factor
To determine realistic values for the utilisation factors, the heating QH,nd and cooling demand QC ,nd ,
calculated by means of dynamic simulations, are compared to the results of the simplified, monthly
calculation method for a series of school building design variants. ηH,gn and ηC ,ht can then be
calculated using Eq. 5.13 and Eq. 5.14, respectively:
ηH,gn = (QH,ht,stat −QH,nd ,dyn)/QH,gn,stat (5.13)
ηC ,ht = (QC ,gn,stat −QC ,nd ,dyn)/QC ,ht,stat (5.14)
Among all researches on the development and improvement of the quasi-steady-state calculation
method, various methods can be found to calculate the input data of the aforementioned equations
Eq. 5.13 and Eq. 5.14 (i.e. QH/C ,nd , QH/C ,ht and QH/C ,gn). Basically, they can be categorised into
two groups:
• The dependent methods which use the output of dynamic simulations for the calculation of
the energy demand. Thermal losses and gains on the other hand, are calculated by means of
the quasi-steady-state calculation method. This approach is applied by Jokisalo and Kurnitski
[32], by Kalema et al. [31] and Van den Ham and Linssen [214].
• The independent methods which calculate all input data by means of dynamic simulations.
This approach is applied in the PASSYS project [146], by Corrado and Fabrizio [34] and is
described in EN ISO 13790 [37]. Although overall, the same basic principles are used for the
different independent methods, some small differences (e.g. different assumptions regarding
set-points) are found.
An overview of the aforementioned studies, together with the numerical parameters aH/C ,0 and
τH/C ,0 and the methods used to determine these correlation-based parameters (i.e. dependent or
independent) are depicted in Table 5.1. Additionally, information on the assumptions made regarding
the use of the building and the HVAC systems (i.e. continuous or intermittent) is included.
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As the choice of the used method (i.e. dependent or independent) affects the final input of the re-
gression analysis - and thus the adapted values for the utilisation factor - the selection of the method
must be well considered. Both methods have interesting advantages as well as some considerable
limitations, especially considering the effect of intermittency. An overview of the pro’s and con’s is
given in Table 5.2. To avoid errors based on inconsistencies between the quasi-steady-state and
dynamic calculation methods (e.g. the considered simplified methods do not take into account solar
absorbance of opaque construction parts and neglect long wave radiation to the sky, etc. - see
§ 3.4), the independent methods using the dynamic calculation method to gather all input data, are
preferable. Among the independent methods, the method as described in EN ISO 13790 [37] -
which is called the black box approach - is chosen.
The black box approach consists of four consecutive series of dynamic simulations:
Case 0: The first series of calculations comprises the determination of the monthly QH,nd and
QC ,nd . For these simulations, a dual set-point for heating and cooling is assumed (θi ,H,set =
20○C and θi ,C ,set = 25○C) allowing for realistic, free-floating indoor temperatures caused by internal
and solar heat gains between both set-point temperatures.
Case 1: The second series of calculations comprises the determination of the ’static’ monthly heat
losses QH,ht,′stat′ and QC ,ht,′stat′ . To do so, the same simulations as for ’Case 0’ are performed
however all internal and solar heat gains are neglected. Furthermore, in conformity with the
quasi-steady-state calculation method of the heat transfer losses, the extra heat transmission due
to thermal radiation to the sky is ignored by setting the sky temperature equal to the outdoor air
temperature. This series of simulations is repeated twice. Once the set-point for heating is set equal
to 20○C and once the set-point for heating is set equal to 25○C. The monthly QH,nd calculated by the
first series of simulations is equal to the ’static’, monthly QH,ht . The QH,nd calculated by the latter
series of simulations is equal to the ’static’, monthly QC ,ht .
Case 2: The thirds series of simulations are performed as part of the determination of the ’static’
heat gains. The same simulations as ’Case 0’ are performed though a high set-point for heating
is used to unsure that all heat gains are effectively used to lower the heat demand and thus no
overheating occurs. The output obtained by these simulations is QH,nd ,2.
Case 3: For the fourth and last series of simulations, the same simulations as ’Case 2’ (thus with
a high set-point temperature for heating) are performed however - like for ’Case 1’ - all internal
and solar heat gains, and the extra heat transmission due to thermal radiation to the sky are
neglected. These extra simulations are performed to determine the total, monthly heat losses of the
buildings applying a very high set-point for heating. As, by using an increased set-point temperature
for heating in ’Case 2’ and thus ensuring that all heat gains are used to lower the heat demand, the
’static’, monthly QH,gn,′stat′ and QC ,gn,′stat′ can then be calculated as the difference between the
monthly QH,nd ,3 and QH,nd ,2.
The black box approach calculates QH/C ,gn,′stat′ and QH/C ,ht,′stat′ in good accordance with the cal-
culation assumptions as described in EN ISO 13790 [37]. The heat transfer is calculated as the heat
flow that is (strongly) dependent on the internal temperature and that is compensated by the output
of the heating system or the ’usable’ part of the heat gains. The heat gains contain all (solar and
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internal) heat flows that are not or only restrictively dependent on the indoor temperature.
While comparing however the monthly, quasi-static thermal losses and gains to the ’static’ thermal
losses and gains obtained by the black box approach, some (small) discrepancies may be found.
For the heat losses and internal heat gains, the differences remain limited as described in § 3.4.4
and demonstrated in Figure 3.8 (a) and (b). For the solar gains however, the differences appear
to be more significant. To analyse the differences in detail, the monthly solar heat gains obtained
by the black box approach are compared to the quasi-static solar heat gains for a sample of school
buildings with varying thermal capacity, energy performance level of the building envelope and WWR
(for exact information on the building sample - see § 5.3.2). The results are shown in Figure 5.2.
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Figure 5.2: Comparison of the monthly entering solar heat gains, normalised to the building floor
area (kWh/m2), obtained by dynamic simulations (black box approach) Qsol ,′stat′ or as used for the
quasi-steady-state calculation method Qsol ,stat .
Overall, Figure 5.2 shows that the solar heat gains are overestimated in the quasi-steady-state cal-
culation method compared to the output of the black box approach: the relative error, averaged over
all investigated building variants is 9.1%, with a maximum of 24%. A restricted sensitivity analysis,
analysing the impact of the WWR, occurring solar radiation, energy performance of the building
envelope and thermal capacity, reveals that the calculation error for the solar heat gains depends
mostly on the considered calculation period: the relative error between the solar heat gains calcula-
tions, averaged over all building variants, varies from 11.7% in January to 5.2% in April. Furthermore,
a slight impact of the WWR is found as the average error between the solar heat gains is 9.8% and
8.2% for a WWR = 30% and WWR = 20%, respectively. The impact of the thermal capacity and
the energy performance level of the building envelope appear to be insignificant: the differences
between the relative errors, averaged over the various thermal capacities or building variants, are
0.1% or less.
For the quasi-steady-state calculation approach applied in Flanders, the monthly averaged solar
heat gains are calculated as the short and long wave solar radiation entering the zone through all
transparent building parts. Hereby, according to the hypothesis of the black box approach, the en-
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tering solar radiation through the glazed surfaces is assumed to be completely absorbed by the
cavity surfaces. However, in reality, a fraction of the solar irradiation is reflected outside through
the windows [218]. Furthermore, another part of the heat gains is lost by transmission through
the external surfaces and hence leaving the zone without affecting considerably the heat balance
[26]. Consequently, a certain fraction of the entered solar gains, which depends on the building’s
characteristics such as the WWR [218, 26], is thus always ’unusable’, irrespective of the heat-
balance/loss-gain ratio of the building. This fraction is accounted for by the dynamic simulations
and thus excluded for the calculation of the heat gains obtained by the black box approach. In the
quasi-steady-state calculation method however, this fraction is neglected, which explains the over-
estimation of the solar gains by the quasi-static methods as shown in Figure 5.2.
The quasi-steady-state calculation of the solar heat gains is hence slightly in conflict with the applied
black box cavity hypothesis and may thus jeopardise the accuracy of the obtained calculation results.
Research on this particular topic has been performed by Pernigotto [26], who suggested the use of
correction factors for the input data (i.e. both heat transfer and gains) to improve the accuracy of the
quasi-steady-state calculation method, and by Olivetti [218] who focused on the improvement of the
calculation of the quasi-static solar heat gains in particular. As however, this dissertation focuses
on school buildings specifically and the implementation of the related typical characteristics in the
quasi-steady-state calculation methods, the calculation of the solar heat gains is not addressed here.
Further research on this particular topic is however highly recommended.
5.2.3 Regression analysis
To determine new values for the correlation-based, numerical parameters, regression analyses are
performed. Adapted values can be searched for by minimising the difference x between the dynam-
ically QH/C ,nd ,dyn and the statically QH/C ,nd ,′stat′ calculated energy demand.
x =∑ (QH/C ,nd ,dyn −QH/C ,nd ,stat)2 (5.15)
with
QH,nd ,′stat′ = QH,ht,′stat′ − ηH,gn ⋅QH,gn,′stat′ (5.16)
and
QC ,nd ,′stat′ = QC ,gn,′stat′ − ηC ,ht ⋅QC ,ht,′stat′ (5.17)
As the weekly school opening hours are limited and thus the time fraction of the use of schools
is small (focc,monthly = 20% on average, without holidays), the monthly heat gains QH,gn,′stat′ are
generally small compared to the monthly heat losses QH,ht,′stat′ . This jeopardises the calculation of
the quasi-steady-state energy balances (Eq. 5.13 and Eq. 5.14) as the two numerators are almost
equal while the denominator is small. As a result, the outcome of the regression analysis becomes
unreliable. To overcome this mathematical problem, EN ISO 13790 [37] suggests to perform the
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regression analysis on the relative overheating dTR,H instead.
dTR,H = QH,nd ,dyn +QH,gn,′stat′
QH,ht,′stat′ = (1 − ηH,gn)γH + 1 (5.18)
This quantity is mathematically more robust, also for low values of the heat gains. To obtain a more
accurate value for ηH,gn the difference x between the original relative overheating dTR,H,org and the
adapted relative overheating dTR,H,adap must be minimised by varying the dynamic parameters aH,0
and τH,0.
x =∑ (dTR,H,org − dTR,H,adap)2 (5.19)
with
dTR,H,org = (1 − ηH,gn,org)γH + 1 (5.20)
and
dTR,H,adap = (1 − ηH,gn,adap)γH + 1 (5.21)
For the reevaluation of the numerical parameters for heat demand calculations, the monthly results
from October till May are considered. For the numerical parameters for cooling demand calculations,
data from April until October are used.
5.3 Building simulation model
This section starts with the description of the school building models used for this research study
(§ 5.3.1). Next, representative ranges are set for the building’s characteristics which possibly affect
the utilisation factors: the thermal capacity, the global insulation level, the glazing properties and
WWR ratios, the shading device, the air tightness level, the characteristics of the installed heating
and ventilation system, and operational characteristics (§ 5.3.2). Third and final, this information is
combined into a sample of school building design variants which is representative for the contempo-
rary school building stock, using the LHC sampling technique.
5.3.1 Building model
Similar building simulation models as described in § 4.3 are used. To limit the number of calculations
and the related calculation time, only one building shape is considered for the elementary schools
and one for the secondary schools. To incorporate however the impact of various built forms, a
rectangular shape is used for the elementary schools. For the secondary schools, the U-shaped
built form is selected. Detailed information on the size, shape and room type profile of the models,
and on the implementation of the building in TRNSYS can be found in § 2.2.1 and § 4.3.2, respectively.
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5.3.2 Building’s characteristics
Thermal capacity : to evaluate the effect of the thermal inertia, the construction type used for the
building simulation models is altered, in four discrete steps, between very light and heavy. The ma-
terials used for the wall and roof constructions are changed according to Table 4.1.
Energy performance level: to incorporate the impact of the energy performance level of the build-
ing envelope on the correlation results, the insulation and the air tightness level are varied, in 5
approximately equidistant discrete steps, between an upper limit (= the ’base case’ variant corre-
sponding to the legal required limits applicable on the date of the start of this research (dd.2010)
[18]) and a lower limit (= the ’best practice’ variant based on the average survey results as described
in § 2.3.2) in five discrete steps (variant 1 to 5 - see Table 5.3). g-values for the glazing are set
equal to 0.6. Except for building design variant 5, the g-value is reduced to 0.5 to ensure acceptable
summer comfort levels.
Window-to-wall ratio (WWR) and shading devices: The glazed surface area (WWR) is altered
in two discrete steps. The lower limit is based on day-lighting and visual comfort requirements
(20% [97]). The upper limit is set equal to the average WWR in schools as found in the survey of
the Flemish passive schools (30% - see Figure 2.11). Two different external shading devices are
considered for this study. The first is a system with fixed louvers3. When applied on a south-facing
façade, they are placed horizontally, on east- and west-facing façades they are titled 30○ downwards
towards outdoors [125]. The width of the slats is 20 cm and the distance in between the slats is 19.5
cm. The second system is an external, automatically controlled screen. A similar control system as
described in § 4.3.1 is used. North-facing windows are never provided with a shading device. The
selection of shading device is linked to the energy performance level of the building. The higher the
energy performance, the more risk for overheating, so the more attention is paid to the installation
of shading devices as shown in Table 5.3.
HVAC system properties: In line with the general calculation assumptions of the energy demand
calculations according to EN ISO 13790 [37], an ideal operation (i.e. a perfect control, infinite system
output capacity and uniformity of the zonal air temperature) of the heating and cooling system is used
for all simulations performed along this chapter. The heating/cooling patterns depend on the aim
and the requested output of the performed simulations: the building models are either continuously
climatised for the derivation of the utilisation factor (§ 5.4) or discontinuously heated or cooled to
assess the impact of system intermittency on the energy demand (see § 5.5)). To account for the
effect of the type of ventilation and the presence of a heat recovery device on the utilisation of the
heat gains, the different school building design variants are equipped either with a simple extraction
ventilation system or with a balanced ventilation system with heat recovery. Given the performance
level of the building envelope, building design variant one and two are combined with an extraction
ventilation system. Building variants three, four and five are provided with a balanced, mechanical
ventilation system. If present, an air-to-air heat exchanger with an air-to-air efficiency of 75% is used
3For the dynamic simulations in TRNSYS, simulation component Type200a for vertical shading device implemented by
De Meulenaere in TRNSYS and based on the work of Safer [219] is used.
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for the recovery of the ventilation heat losses. The operation of the fans is controlled by a time
schedule according to the school opening hours4, including pre-ventilation to reassure good indoor
air quality at any time of occupancy [47].
The efficiency of the HVAC system links the building’s energy demand to the building’s energy use.
As this chapter focuses on energy demand calculations in particular, the production and distribution
losses are not included. The influence of the type of emission system is however investigated as it
might effect the usability of the occurring (internal) heat gains. Hence, the convective fraction of the
heating system is varied from fully convectional (radiative part of the heating is 0%) to a combination
of both convective and radiative heating (estimated fraction of the radiative part of the heating by
radiators is 40%).
Table 5.3 gives an overview of the five school building design variants included in this study. These
building variants are subsequently combined with various operational characteristics (i.e. occupant
density, ventilation rates and internal heat gains) to obtain a final selection of school buildings,
representative for the Flemish school building(’s use).
Table 5.3: Selection of energy performance level design variants of the school building simulation
models.
Uwall Ufloor Uroof Uglazing g-value glazing n50 shading device
W/(m2K) W/(m2K) W/(m2K) W/(m2K) - ACH
variant 1 0.37 0.37 0.29 1.1 0.6 3.0 fixed (S)
variant 2 0.30 0.24 0.24 1.1 0.6 2.4 fixed (S)
variant 3 0.22 0.19 0.19 1.1 0.6 1.0 fixed (S), movable (E,W)
variant 4 0.15 0.15 0.15 0.8 0.6 0.6 fixed (S), movable (E,W)
variant 5 0.11 0.15 0.13 0.6 0.5 0.4 movable (E,S,W)
Operational characteristics: while assessing the overall robustness and accuracy of the quasi-
steady-state calculation method, Le Dréau et al. [213] assigned the schedules of ventilation and
internal heat loads as the most influential parameters. Hence, to derive more accurate values for the
utilisation factors and obtain more accurate calculation results, these parameters must be chosen
carefully, in line with the real occupancy of the building [213]. Consequently, realistically varying
occupancy (i.e. modelled by varying occupant density of the different school rooms and variations of
the relative absence factors RA), ventilation (i.e. modelled by varying design ventilation flow rates)
and internal heat gain schedules (i.e. related to the varying occupancy and variations of the partial
operational time factor POF) are implemented. While doing so, some extra dynamic parameters are
included in the simulations in addition to the variable outdoor temperatures and solar heat gains. The
variations of the operational characteristics are set based on their ranges and distribution functions
as depicted in Table 4.3. The final values used for the dynamic simulations are generated from the
related distribution functions using the Latin Hypercube sampling technique. For the use of equip-
ment, the deterministic schedules as depicted in Figure 4.9 are used. For the lighting, automatically
controlled lighting schedules are assumed. Long unoccupied periods (i.e. holidays) are not included
in the operational schedules as these are taken into account separately in the calculation method
(see Eq. 3.16) [216].
4As the ventilation system is time-controlled, a constant air supply during the school opening hours is provided. The im-
plemented ventilation rates are determined in line with the design occupancy density though are not affected by occurring
absenteeism expressed by the relative absence factors.
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The building is oriented with the main axis along the East-West direction5.
As different school building variants (i.e. different shapes, models for elementary and secondary
schools) are used for this study, the results for the energy demand calculations presented along the
next sections are expressed per m2 usable floor area to guarantee comparability of the results.
5.4 Utilisation Factor
In this section, the impact of the school buildings’ characteristics on the correlation between the
heat-balance/loss-gain ratio’s and the utilisation factors is demonstrated. Subsequently, a regression
analysis is performed to adapt the values of the numerical parameters used for the calculation of the
heating (aH,0 and τH,0 - see Eq. 5.1) and the cooling demand (aC ,0 and τC ,0 - see Eq. 5.4) to the
typical use and characteristics of schools. The regression analysis is performed in accordance with
the methodology and the overall calculation approach as described in EN ISO 13790 [37]. The ’black
box approach’ is used to determine the input data for the regression analysis and the utilisation factor
is determined for a continuously heated/cooled though intermittently used building (i.e. ventilation
rates and internal heat gains vary in time).
5.4.1 Calculation of the heat balance
Figure 5.3 shows the results of the calculated monthly ηH,gn as a function of γH for the four classifi-
cations of thermal capacity of the building (i.e. heavy, medium, light and very light).
In case of low heat-balance ratios (γH < 0.3), all the heat gains are used to compensate the heat
losses: the gain utilisation factors approximately equal one6, irrespective of the thermal capacity
of the building. In case of high heat-balance ratios (γH > 1.5), the utilisation factors equal the
reciprocal number of the heat-balance ratio γH . In the intermediate zone, as suggested by the
current expression (see Eq. 3.6), the utilisation factors decrease gradually in relation to the time
constant τ of the building however the impact of the thermal capacity differs slightly from the original
result, in relation to the U-value of the building envelope and/or the presence of a heat recovery
device. To visualise the impact of the typical school buildings’ characteristics on the utilisation factor,
the currently applied correlation as described in EN ISO 13790 [37] is compared to the average
correlation as found for a time constant τ = 140 h (i.e. average value found for the heavy school
building models) and a time constant τ = 40 h (i.e. average value found for the very light school
building models) in Figure 5.4.
When analysing both Figure 5.3 and Figure 5.4, three effects are noticed. (i) the new curves (see
Figure 5.4) are slightly lower due to an overall reduction of the gain utilisation factor. As expected
5To assess the impact of this simulation assumption, a restricted set of additional simulations is performed on the
elementary school building model with a heavy and light structure, orienting the building with the main axis along the North-
South direction. As by the parameter analysis included in this chapter, a broad range of gain-loss ratios is covered, the
additional simulation results confirm that a varying orientation of the building does not affect the results of the regression
analysis.
6Due to the use of the black box approach and rounding calculation errors used to determine the ’static’ input data,
some of calculated values of the utilisation factor are slightly higher than one, which is physically impossible. The excesses
remain however limited as all obtained values for ηH,gn are smaller than 1.04.
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Figure 5.3: Results of the monthly gain utilisation factor ηH,gn as function of heat-balance ratio γH
for buildings with varying efficiency level of the building envelope and various thermal capacities.
(see Figure 3.11), the changes are slightly more pronounced for the heavy buildings although, over-
all, the impact of the typical school use on the utilisation factor for heating remains limited. (ii) The
utilisation factors of the building variants one and two are significantly lower compared to the other
results (see Figure 5.3) and (iii) the largest scattering of the data points is found for the buildings
with a (very) low thermal capacity (see Figure 5.3). Hereafter, some explanations are given for the
aforementioned effects.
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Figure 5.5: Daily averaged amount of heat stored (kWh) in the opaque building parts of the
continuously heated though discontinuously occupied and ventilated school building zone ’Class N’
of the rectangular elementary school building in May for varying design ventilation rates Ga,vent
(ACH), varying thermal capacity of the building (heavy - darker grey, very light - light grey) and
different boundary conditions (min-max range).
In class rooms, typically, discontinuous but locally very dense occupancy occurs. This results on the
one hand in temporary, very high and locally dense internal heat gains (> 35 W/m2). On the other
hand, these densely populated rooms need intense ventilation to guarantee good indoor air quality
(i.e. in class rooms, during school opening hours, Ga,vent = 400 - 500 m3/h for ± 18 students or 3.14
ACH on average). These high ventilation rates have a negative impact on the heat accumulating
capacity of the building structure. Figure 5.5 shows the impact of increased ventilation rates on the
daily averaged amount of heat stored in the opaque building parts of zone ’Class N’ during a regular
school day in May (8h30 - 15h30) for a heavy (dark grey) and very light building (light grey). The
error bars mark the maximum variations due to occurring varying daily gains and loads. As shown,
overall, a larger amount of heat is stored in the building mass of a heavy structure. The ventilation
rate however affects this heat storage capacity and the effect is more significant in heavy buildings
compared to lighter buildings: when changing the ventilation rate from 0 to 58 m3/(m2.h), the daily
heat stored in the building mass is decreased by 27 kWh in very light and by 50 kWh in the heavy
buildings. As class rooms cover about 40% of the total surface area of schools, this explains the
general drop of the utilisation factor, mostly noticeable in heavy school buildings.
Furthermore, the effect of the presence of a heat recovery device on the usability of the heat gains
is assessed. To do so, a series of additional dynamic simulations is performed: the annual heat
demand is simulated with and without internal and solar heat gains for the rectangular, elementary
school building model with varying energy performance of the building envelope (see Table 5.3),
thermal capacity (heavy to very light) and heat recovery efficiency (no heat recovery, ηHR = 25%,
ηHR = 75%)). To guarantee an equal amount of (solar) heat gains for all cases, all building variants
apply the same shading device (fixed louvres for South-faced windows) and variant 5 is excluded
as the g-value of the glazing is lower. For the users’ characteristics, the deterministic boundary
conditions as set in Table 4.5 are used. Figure 5.6 shows the reduction of the annual heat demand
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Figure 5.6: Relative impact (%) of the internal and solar heat gains on the heat demand QH,nd
calculations, expressed in kWh per m2 building floor area, for various school building design
variants.
due to the implementation of the solar and internal heat gains ∆QH,nd ,HG as calculated by Eq. 5.22.
∆QH,nd ,HG = QH,nd ,excl .heatgains −QH,nd ,incl .heatgains
QH,nd ,excl .heatgains
(5.22)
The figure demonstrates that the impact of the heat gains on the heat demand depends, aside
from the energy performance and the thermal capacity of the building envelope, on the efficiency
of the heat recovery device. Whereas the implementation of the heat gains leads to a reduction
of the annual heat demand of 43% and 56%, on average, for the school building variants 1 and 4
without heat recovery, respectively, the heat demand is reduced by 51% to 74% for the same building
variants with heat recovery devices (ηHR = 75%). In addition, the figure shows the positive influence
of the presence of the heat recovery device on the heat accumulating capacity of the thermal mass.
Whereas the impact of the thermal capacity on the heat demand in buildings without a heat recovery
device is rather insignificant ((QH,nd ,heavy - QH,nd ,very l ight )/QH,nd = ±3%) and independent of the
insulation level of the building, the use of heavy structures is clearly beneficial in buildings that
implement a heat recovery device. This effect increases in relation to the energy performance level
of the building envelope as the annual heat demand of a heavy building is 7 (variant 1) to 15%
(variant 4) lower compared to the annual heat demand of buildings with a very light structure.
Curve fitting: determination of aH,0 and τH,0
In this section, the results of the regression analysis and the determination of the adapted values for
the numerical parameters aH,0 and τH,0 are described. As discussed in § 5.2.3, for the heat balance,
the regression analysis is performed on the relative overheating dTR,H instead of using QH,nd (see
Eq. 5.18 to Eq. 5.19). Prior to the start of the regression analysis, values for the upper and the lower
limits for aH,0 and τH,0 are set. In doing so, the physical meaning of the parameters is taking into
account. For the current settings, where aH,0 = 1, limγH→1
τ→0 ηH,gn = 0.5, so it is assumed that even
in the case of very light weighted structures and for heat-balance ratios equal to one, still half of the
Implementation of transient thermal behaviour of a building in quasi-steady-state calculation
methods 123
heat gains can be used to lower the heat demand. For the regression analysis, the limits for aH,0 are
set allowing for variations of utilisation of the heat gains between ± 10 (aH,0 = 0.1) and 90% (aH,0 =
10) for τ → 0 and γH → 1. Furthermore, the lower and upper limit for τH,0 are set equal to 5 and
500, respectively.
The minimum difference between dTR,H,org and dTR,H,adap is found for aH,0 = 1.7 and τH,0 = 25.7.
Although monthly output data are used for the regression analysis, the impact of the use of the
adapted numerical parameters on the heat demand is evaluated on an annual time basis. After all,
it is the objective of the quasi-steady-state method to obtain a good assessment of the annual heat
demand more than guaranteeing a good estimation of the monthly heat demand [37]. The differ-
ences between the annual dynamic QH,nd ,dyn and quasi-steady-state heat demand QH,nd ,′stat′ are
shown in Figure 5.77 using both the original and adapted values for the numerical parameters aH,0
and τH,0. As the largest relative errors are found for school building variants with the lowest heat
demands, only the results of building variants 3, 4 and 5 are shown. The figure confirms an overall
reduction of the calculation error. The difference between QH,nd ,dyn and QH,nd ,stat , averaged over
the whole simulated sample of building design variants, is reduced from 0.61 kWh/(m2.a) to 0.38
kWh/(m2.a), or from 4.2% to 2.0%. The maximum difference between QH,nd ,dyn and QH,nd ,stat is
reduced from 21% to 13%. As shown in Figure 5.7, a slight difference of the results in relation to
the thermal capacity however remains: the results for the heavy buildings fit slightly better to the dy-
namic calculation results compared to the very light structures. To quantify the differences between
the thermal capacities, the amount of investigated cases (%) that falls within the ±5%, ±10% and±15% confidence bounds - which represent an excellent, very good fit and acceptable fit, respec-
tively [39] - are calculated for a heavy and a very light structure. For the heavy structures, 94.2% of
the investigated cases fall within ∣△ QH,nd ∣ ≤ 5% and the differences remain smaller than 10% for
all investigated cases. For buildings with a very light structure, a slightly worse fit is found as only
75.2% of the investigated cases fall within ∣△ QH,nd ∣ ≤ 5%. In 6.8% of the cases, the differences
remain > 10%.
Up till now, the same - either original or adapted - values for the numerical parameters aH,0 and τH,0
are used for all building construction types. Panek et al. [215] stated however in a similar research
study on the revision of the utilisation factor for heating that different numerical parameters aH,0 and
τH,0 should be used for the calculation of the utilisation factor based on the thermal capacity of the
building (see Eq. 5.8 and Eq. 5.9). When, according to the work of Panek et al. [215], the values
for the numerical parameters are changed in relation to the thermal capacity, a slightly better fit for
the quasi-steady-state and dynamic calculation results is found for the very light buildings: 76% of
the investigated cases fall within ∣△ QH,nd ∣ ≤ 5% and in only 1.3% of the cases differences remain> 10%. For the heavy structures on the other hand, the amount of the investigated cases that falls
within ∣△ QH,nd ∣ ≤ 5% is decreased to 88.5%. Hence, as the impact remains limited and to maintain
uniformity among the quasi-steady-state calculation methods used for various building typologies,
7The results depicted in Figure 5.7 represent the comparison of the quasi-steady-state and dynamic heat demand of a
continuously heated building. Only the impact of intermittent use and hence discontinuous occupancy, ventilation and
heat gain schedules, is assessed. Furthermore, the input data used for the quasi-steady-state calculation (i.e. QH,ht and
QH,gn) are the data obtained by the black box approach instead of being calculated according to the quasi-steady-state
calculation standards. Results differ therefore from the results plotted in Figure 3.11 (a).
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Figure 5.7: The difference between the dynamic QH,nd ,dyn and ’static’ heat demand QH,nd ,′stat′ in
continuously heated reference school buildings using the output of the black box approach
(i.e. QH,ht and QH,gn) and both the original (aH,0 = 1 and τH,0 = 15) and the adapted numerical
parameters (aH,0 = 1.7 and τH,0 = 25.7) as input data for the calculation of QH,nd ,′stat′ .
no changes to the trend as prescribed in Eq. 3.6 are suggested.
5.4.2 Calculation of the cooling balance
Figure 5.8 demonstrates the results of the calculated monthly ηC ,ht as a function of the loss-gain
ratio γC for the four classifications of thermal capacity of the building (i.e. heavy, medium, light and
very light).
The figures show that the obtained results fit well to the general correlation as proposed by EN ISO
13790 [37] although, generally, higher values for the ηC ,ht are found. The thermal capacity posi-
tively affects the usability of the losses though the impact of the time constant of the building is less
significant compared to the original curves. As a result, a lower value of the numerical parameter
τC ,0 is to be expected. Similar results are found by Corrado et al. [33].
To visualise the impact of the typical school buildings’ characteristics on the utilisation factor, the
currently applied correlation as described in EN ISO 13790 [37] is compared to the average corre-
lation as found for a time constant τ = 140 h (i.e. average value found for the heavy school building
models) and a time constant τ = 40 h (i.e. average value found for the very light school building
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Figure 5.8: Results of the monthly loss utilisation factor ηC ,ht as function of loss-gain ratio γC for
buildings with varying efficiency level of the building envelope and various thermal capacities. For
comparison, the results for the utilisation factors ηC ,Ht calculated according to EN ISO 13790 [37]
are added (marked in grey).
models) in Figure 5.9.
The overall increase of the loss utilisation factor ηC ,ht can be explained as follows. The ηC ,ht takes
account for the unusable part of the heat transfer in lowering the cooling demand, mainly due to a
mismatch in time of the occurring losses and cooling demands [37]. In class rooms however, due
to the high occupancy and related ventilation rates, the occurring internal heat loads are generally
coupled with (potentially) high heat losses. Moreover, as the outdoor air temperatures in Belgium -
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Figure 5.9: Utilisation factor ηC ,ht as a function of the loss-gain ratio γC for two time constants (τ =
140 h and τ = 40 h) of a reference school building: impact of typical school buildings’
characteristics.
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based on the weather data file of Uccle used for the simulations in TRNSYS [166] - are often lower
than the set-point temperature for cooling (θe,dai ly ,air ,max = 24.5
○C), these ventilation losses offer
considerable cooling capacity. Hence, as heat gains and losses are matched in time, the usability
of the losses is positively affected, which explains the increase of the utilisation factor as shown in
Figure 5.8.
Curve fitting: determination of aC ,0 and τC ,0
For the regression analysis, a minimum difference between the dynamically calculated cooling de-
mand QC ,nd ,dyn and the statically calculated cooling demand QC ,nd ,stat is found for the numerical
parameters aC ,0 = 2.5 and τC ,0 = 10. The differences between the annual dynamic QC ,nd ,dyn and
quasi-steady-state cooling demand QC ,nd ,′stat′ calculated using both the original and adapted values
for the numerical parameters aC ,0 and τC ,0 are shown in Figure 5.10.
The figure confirms a general reduction of the error between the quasi-steady-state and dynamic
calculation results: while using the adapted values for the numerical parameters, the annual cooling
demand QC ,nd is calculated approximately within an accuracy of 0.5 to 1 kWh/(m
2.a). Due to the
small cooling demands QC ,nd however, the relative differences remain rather high. For the heavy
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Figure 5.10: The difference between the dynamic QC ,nd ,dyn and ’static’ cooling demand QC ,nd ,′stat′
in continuously cooled reference school buildings using the output of the black box approach
(i.e. QC ,ht and QC ,gn) and both the original (aC ,0 = 1 and τC ,0 = 15) and the adapted numerical
parameters (aC ,0 = 2.5 and τC ,0 = 10) as input data for the calculation of QC ,nd ,′stat′ .
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school building design variants, 62% falls within ∣△ QC ,nd ∣ ≤ 5% and for 70.5% of the simulated
building variants, the differences are < 10% . For the school buildings with a very light structure, a
slightly better fit is found as 72.5% of the investigated cases fall within ∣△ QC ,nd ∣ ≤ 5% and differ-
ences remain < 10% for all cases.
Corrado et al. [34] and Le Dréau et al. [213] added a an extra numerical parameter ξC ,0 to the equa-
tions for the utilisation factor in addition to the time constant of the building (see Eq. 5.5 and Eq. 5.7).
Similarly, an extra regression analysis is performed adding ξC ,0 to the correlation. A minimum dif-
ference between the dynamically calculated QC ,nd ,dyn and the statically calculated cooling demand
QC ,nd ,stat is found for the numerical parameters aC ,0 = 3.0, τC ,0 = 10 and ξC ,0 = 1.9. Results are
shown in Figure 5.11.
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Figure 5.11: The absolute difference between QC ,nd ,dyn and QC ,nd ,′stat′ , both normalised to the
building floor area (kWh/(m2.a)) using the adapted correlation-based numerical parameters
indepedent (aC ,0 = 2.5 and τC ,0 = 10) or dependent of the window-to-wall-ratio (aC ,0 = 3.0, τC ,0 =
10, ξC ,0 = 1.9)
As for the simulations results performed in the context of this research study no significant correlation
with the WWR is found, the impact of adding an extra parameter ξC ,0 in relation to the window
surface area on the accuracy of the quasi-steady-state calculation method is negligible, especially
for the heavy buildings (see Figure 5.11 (a)). For the very light buildings, a slightly better fit is found
for the lowest cooling demands though overall the effect is limited (see Figure 5.11 (b)). Therefore,
in line with § 5.4.1, no changes to the trend as prescribed in Eq. 3.7 are suggested.
5.5 The effects of system intermittency on the building’s energy de-
mand
In § 5.4, it is shown that more accurate results for the quasi-steady-state energy demand calculations
in continuously heated or cooled buildings can be obtained compared to the dynamic calculation re-
sults when the utilisation factor is linked to the typology of the building and the related boundary
conditions. For intermittently heated/cooled buildings however, as declared by Kokogiannakis [30]
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and Corrado et al. [220], the accuracy of the energy calculation results is simultaneously deter-
mined by the applied calculation approach to account for system intermittency. Further revision of
the quasi-steady-state method for strongly intermittently climatised buildings such as e.g. schools is
therefore necessary.
To do so, the thermal behaviour (§ 5.5.1) and the related energy savings (§ 5.5.2) of a series of
intermittently climatised school buildings are studied by dynamic simulations in TRNSYS. The same
sample of school building design variants as applied for the derivation of the utilisation factor (see
§ 5.3.1) is used. The sample is however restricted to the elementary school buildings. All building
design variants are combined with an ideal heating/cooling system using a set-point temperature
for heating θi ,H,set,occ = 20
○C and a set-point for cooling θi ,C ,set,occ = 25○C when the building is
occupied. When the building is unoccupied, either a setback (∆θi ,H/C ,set = 3 K8) or a switch off
pattern9 is applied.
Subsequently, the calculation approaches as currently applied to implement these effects in different
quasi-steady-state calculation standards are evaluated (§ 5.6.1). Finally, based on the results of
dynamic simulations and additional regression analyses, the quasi-steady-state calculation methods
are further revised and adapted to the typical school use.
5.5.1 Impact of heating system intermittency on indoor temperature variations
In intermittently climatised buildings the set-point temperature profiles coincidence with the occu-
pancy profiles. Instead of maintaining a constant temperature, heating/cooling is reduced or com-
pletely switched off during time of absence. The related energy savings depend on the effectiveness
of the temperature set-back: the real temperature decrease/increase is not necessarily (immedi-
ately) equal to the (theoretically) forced setback but fluctuates in relation to the intermittency pattern
(i.e. number of hours of plant operation, the applied heating pattern (i.e. switch off or set-back) and
the applied temperature reduction), the thermal capacity, outdoor climate and energy performance
level of the building envelope [145].
The results of the dynamic simulations are depicted in Figure 5.12 and Figure 5.13. The average
daily mean indoor temperature θi ,dai ly is plotted in function of the daily mean outdoor temperature
θe,dai ly according to the assessment method of Kalamees et al. [221]. θi ,dai ly is calculated by
sorting the daily indoor temperature for each building variant according to the outdoor temperature,
using intervals of 1○C. Averaging the values per interval leads to a mean value for a specific out-
door temperature. The average results are marked with the dashed lines. For comparison - and if
applicable - the averaged indoor temperature for the energy calculations according to the adjusted
temperature approach of EN ISO 13790 [37] (= 17.6○C, see § 3.2.1) is added in red.
Figure 5.12 shows the maximum variation of θi ,dai ly in function of the thermal capacity. Figure 5.13
shows the results for varying energy performance levels of the building envelope.
As shown in Figure 5.12, the thermal capacity has a positive influence on the indoor temperatures
8A setback of 3 K is selected in accordance with the requirements for quasi-continuously heated/cooled buildings and
hence the adjustment temperature approach as described in EN ISO 13790 [37] (see Eq. 3.13)
9In case of switched off heating, a minimum indoor temperature of 5○C is maintained to avoid frost damage.
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Figure 5.12: The average daily mean indoor temperatures θi ,dai ly (
○C) as a function of the daily
mean outdoor temperature θe,dai ly (
○C) for a selection of elementary school building design
variants with various thermal capacities implementing (a) a setback temperature or (b) a switch off
heating pattern - dashed line shows the mean results.
as (slightly) higher θi ,dai ly are found in buildings with a high thermal capacity. The impact of the
construction type (heavy - light) is however limited for those buildings that implement a setback
temperature. Considering the heating season (i.e. θe,dai ly < 15.5
○C), the average temperature dif-
ference between the heavy and light structures is smaller than 0.3○C. Moreover, approximately equal
minimum mean indoor temperatures (θi ,dai ly ,min = 17.5
○C) are found for the heavy and light build-
ings. The impact of the thermal capacity is however more pronounced in those cases that switch off
heating completely while absent. The average temperature difference between the heavy and light
structures is 1.6○C for the heating season. Furthermore, a larger difference between the minimum
mean indoor temperatures for the various construction types is found: θi ,dai ly ,min = 14.7
○C in the
heavy buildings while θi ,dai ly ,min = 9.5
○C for the very light buildings.
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Figure 5.13: The average daily mean indoor temperatures θi ,dai ly (
○C) as a function of the daily
mean outdoor temperature θe,dai ly (
○C) for a selection of elementary school building design
variants with varying energy performance levels of the building envelope implementing (a) a
setback temperature or (b) a switch off heating pattern - dashed line shows the mean results.
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The impact of the energy performance level of the building on the indoor temperatures is shown in
Figure 5.13. The θi ,dai ly increases significantly if the energetic quality of the building is enhanced.
Considering the heating season, the θi ,dai ly in building variant 5 is on average 2.4
○C (setback) and
4.1○C (switch off) higher than the temperatures in building variant 1. Similar results are found by
Deurinck et al. [222] and in previous work done by the authors [204, 223] studying the impact of
boundary conditions and building’s characteristics on the indoor temperatures in (terraced) dwellings
and school buildings, respectively.
5.5.2 Energy saving potential of system intermittency
Energy saving potential of intermittent heating
The impact of the thermal capacity on the energy saving potential (calculated according to Eq. 5.12)
due to intermittent heating is shown in Figure 5.14. An extra graph is added that shows the calculated
average intermittency factors aH,red used in the calculation method to express the energy demand of
intermittently heated buildings as a fraction of the energy demand of continuously heated buildings
(see Eq. 3.13). The energy saving potential due to intermittent heating is clearly influenced by the
thermal capacity of the building. Generally, the higher the thermal capacity, the lower the energy
saving potential and thus the higher values are found for the reduction factor aH,red . The impact of
the thermal capacity on the energy savings differs however depending on the applied heating pat-
tern: energy savings vary from 5.9 kWh/(m2.a) (heavy) to 10.8 kWh/(m2.a) (very light) on average
when applying a switch off whereas the energy saving potential is 4.8 kWh/(m2.a) (heavy) and 6.1
kWh/(m2.a) (very light) on average in buildings that apply a setback temperature for heating. Similar
results are found in the studies of Loga et al. [38] and Corrado et al. [220].
The influence of the thermal capacity is however only affecting the cool down/re-heat process. Once
the setback temperature is reached (steady-state conditions), heat losses are not further influenced
by the thermal capacity. This explains why the saving potential is almost equal for the medium, light
and very light structures. The impact of the thermal mass is limited as relatively short cool down
periods occur. Using a complete switch off, the cool down process is much larger. The indoor tem-
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Figure 5.14: The average energy saving potential in intermittently heated schools implementing a
reduced set-point temperature or a switch off heating pattern for a varying thermal capacity. The
related confidence bounds (25 − 75%) are marked by the error bars.
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perature can decrease much more so the effect of the re-heat process becomes dominant which
benefits clearly the use of lighter structures.
The reduction of the energy savings in highly capacitive buildings can be explained by the fact that
the effect of temporarily stored heat gains and the introduction of setback or switch off heating
patterns are contra productive. In continuously heated buildings, the energy demand is positively
affected by the implementation of thermal mass. Due to the extra capacity, more ’unused’ heat gains
can be temporarily stored and be used on a later time step when less instantaneous heat gains are
available. In discontinuously heated buildings however, due to these extra stored heat gains, the
indoor temperatures decrease less in buildings with a high thermal capacity (see Figure 5.15) which
leads to higher heat transfer losses and thus lower potential energy savings.
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Figure 5.15: Daily/weekly heating and temperature pattern (ideal heating assumed) on a regular
school day in winter for the rectangular, reference elementary school building, oriented with the
main axis along the East-West direction, a global insulation level of U = 0.17 W/(m2K), n50 = 0.6
ACH and with the building structure altered between heavy and light.
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To visualise, the temperature variations on a regular school day (see Figure 5.15 (a)) and a regular
school week (see Figure 5.15 (b)) in winter are plotted for one of the included school building design
variants. Figure 5.15 (a) shows the air, operative and mean surface temperature of the class zone
oriented to the South (class_B - see Figure 4.1) for a light and heavy elementary school building
on Tuesday 6th of February. Figure 5.15 (b) shows the operative indoor temperature and the corre-
sponding energy demand for heating of the same school zone for a regular school week in winter
(Monday 5th - Sunday 12th of February). Both figures demonstrate the damping effect of the ther-
mal mass on the temperature drop during absence: temperatures decrease less in highly capacitive
(school) buildings. The operative temperature in zone ’class S’ at the beginning of the school day
(see Figure 5.15 (a)) has dropped from 21.5○C to 18○C for the light building. The temperature of the
heavy building is at that moment still 18.5○C. For heavy structures, the lowered set-point tempera-
ture for heating is not reached during the whole week so no heating is required during nights (see
Figure 5.15 (a)) and weekends (see Figure 5.15 (b)). On the other hand, during the day, the energy
demand for heating of the heavy structures is mostly larger as more constructive mass needs to be
heated. Both points explain why the effect of highly capacitive buildings is less positive in intermit-
tently heated buildings compared to continuously heated buildings.
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Figure 5.16: Energy saving potential in intermittently heated schools implementing a setback or a
switch off heating pattern for various energy performance levels of the building envelope. The
related confidence bounds (25 − 75%) are marked by the error bars.
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The energy saving potential of a building due to intermittent heating is additionally influenced by
the energy performance level of the building (see Figure 5.16). The more energy efficient the
building, the more slowly the indoor temperatures decrease and consequently the less effective the
setback/switch off is and hence the lower the energy saving potentials are. For building variant
1 the averaged energy saved due to heating intermittency is 10.8 kWh/(m2.a) (setback) and 18.6
kWh/(m2.a) (switch off). For building variant 5, the averaged energy savings are limited to 1.9
kWh/(m2.a) (setback) and 2.2 kWh/(m2.a) (switch off). Additionally, as in more energy efficient
buildings the reduction of the indoor temperature is limited and the average temperatures are less
influenced by the heating pattern, the effect of introducing a larger setback temperature becomes
much less effective.
The difference of the relative energy saving potential for buildings with a heat recovery device is due
to a drop of the heat demand QH,nd in the continuously heated buildings more than due to a drop in
the savings due to intermittency.
Energy savings due to cooling intermittency
Similar dynamic simulations are performed to assess the energy saving potential due to intermittent
cooling. Results are shown in Figure 5.17 for varying thermal capacities. Similar to the results
as found for intermittent heating, Figure 5.17 shows that for higher thermal capacities, lower energy
savings are obtained. The influence of the thermal capacity on the energy savings is however less
influenced by the cooling settings (setback or switch off). Due to the diurnal outdoor temperature
and solar radiation patterns, smaller energy savings and smaller differences between the setback
and switch off cooling pattern are to be expected which is confirmed by the simulation results. In
buildings using a setback, energy savings vary from 0.4 (heavy) to 1.0 kWh/(m2.a) (very light), on
average. In buildings switching off the cooling, similar results are found for heavy buildings whereas
for the very light buildings slightly higher savings are found (= 1.1 kWh/(m2.a)). The large spread
(25 − 75% confidence interval) of the relative energy savings for cooling is due to an overall small
cooling demand.
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Figure 5.17: Energy saving potential (%) in intermittently cooled schools implementing a reduced
set-point temperature of 30○C or a switch off cooling pattern for varying thermal capacity. The
related confidence bounds (25 − 75%) are marked by the error bars.
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Figure 5.18: Averaged energy saving potential (%) in intermittently cooled schools implementing
a reduced set-point temperature or a switch off cooling pattern for various energy performance
levels of the building envelope. The related confidence bounds (25-75%) are marked by the error
bars.
To analyse the impact of the energy performance level of the building on the energy savings due
to intermittent cooling, results are shown in Figure 5.18. The more energy efficient the building,
the faster the indoor temperatures increase due to occurring internal and solar heat gains. Conse-
quently, the applied cooling patterns are less effective and lower energy saving potentials are found
compared to less energy efficient buildings. Similar results are found by Loga et al. [38]. For building
variant 1, the cooling demand QC ,nd decreases by ±25% (setback) on average due to intermittent
cooling. For building variant 5, the average reduction of the cooling demand QC ,nd is however limited
to 6.3% for a setback and 6.7% for a switch off cooling pattern.
The simulation results clearly emphasise the impact of the thermal capacity and energy performance
of the building - both combined in calculation of the time constant τ = Cm/(Htr +Hve ) - on the energy
saving potential due to system intermittency. The following general conclusions are drawn:
• The energy saving potential due to system intermittency is the highest in buildings with a low
time constant.
• The results show the importance of the setback temperature, especially in buildings with a
lower time constant. For these buildings, switching off the heating is much more beneficial
than the application of a setback heating pattern. In buildings with high time constants on the
contrary, the impact of the applied heating or cooling pattern is less significant.
• The effect of system intermittency on the energy demand is more significant for heating than
for the cooling season.
5.6 Implementation of heating intermittency’s energy savings in the
quasi-steady-state calculation method
In this section, a quantitative comparative analysis of the different quasi-steady-state methods used
for the calculation of the energy demand as described in § 3.2.1 (EN ISO 13790 [37], EPR [22],
DIN V 18599 [43], NEN 7120 [44]) is made. The analysis focuses on heat demand calculations in
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particular as the results of the previous section show that the effect of system intermittency is much
more significant for heating than for cooling. Furthermore, as the number of daily operating hours is
limited (school closes around 15h30 - 16h) and schools are commonly closed during summer (July
and August), the annual cooling demand in schools remains low, even in high performance schools
(see Figure 2.16).
5.6.1 Comparative analysis of the quasi-steady-state calculation methods for the
heat demand in intermittently heated buildings
The heat demand of a series of intermittently heated school buildings is calculated according to
EN ISO 13790 [37], EPR [22], DIN V 18599 [43] and NEN 7120 [44] and is compared to the re-
sults of dynamic simulations in TRNSYS. As this section focuses specifically on the evaluation of
the accuracy of the implementation of heating intermittency in the quasi-steady-state method, only
this aspect of the method is reviewed here. In concrete, this means that for all of the considered
quasi-steady-state methods, the same values for the numerical parameters are used for the cal-
culation of the utilisation factors ηH,gn (aH,0 = 1.7, τH,0 = 25.7 - see § 5.4.1) and that the same
deterministic boundary conditions are applied (see Table 4.5) in all methods. The results are shown
in Figure 5.1910 (a) and (b) for heavy and very light school building design variants, respectively.
The amount of investigated cases (%) that falls within the ±5%, ±10% and ±15% confidence bounds
are depicted in Table 5.4.
Table 5.4: Amount of quasi-steady-state calculation results that show an acceptable (±15%), very
good (±10%) or excellent (±5%) fit to the dynamic calculations.
QH,nd ,ENI SO13790 QH,nd ,EPR QH,nd ,DI N QH,nd ,NEN7120∣ ∆ QH,nd ∣ ≤ 5% 13.0% 44.3% 57.6% 23.9%∣ ∆ QH,nd ∣ ≤ 10% 20.5% 74.5% 86.6% 42.3%∣ ∆ QH,nd ∣ ≤ 15% 33.0% 93.8% 96.3% 55.5%
As shown in Figure 5.19 and Table 5.4, the worst fit is found for EN ISO 13790 [37], especially for
very light buildings where the differences between the dynamic and the quasi-steady-state heat de-
mand calculated according to EN ISO 13790 [37] run up to 40 kWh/(m2.a) or > 65%. This is mainly
due to the fact that the newly derived value for the correction factor τH,0 is also used to calculate the
impact of system intermittency (see Eq. 3.15), leading to a strong overestimation of the reduction
factor aH/C ,red , mostly noticeable for very light buildings. The calculation method for system inter-
mittency - and more in particular the use of the correlation based parameters bH,red - as applied in
EN ISO 13790 [37] must therefore be reevaluated. Regarding the results of the other calculation
standards, the differences between the dynamic and quasi-steady-state calculation results are less
significant. Nevertheless, as the application of the newly derived values for the numerical parame-
10The differences between the results depicted in Figure 5.19 and Figure 3.11 (a) are due to the fact that different
adapted numerical parameters are used. For Figure 5.19, the adapted values for the numerical parameters as set in
§ 5.4.1 (i.e. aH,0 = 1.7 and τH,0 = 25.7) are used while in Figure 3.11 (a), the original values as found in EN ISO 13790
[37] (i.e. aH,0 = 1 and τH,0 = 15) are used.
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Figure 5.19: Quantitative comparative analysis of the dynamically and statically average annual
QH,nd , both normalised to the building floor area (kWh/(m
2.a)), for intermittently heated school
buildings with varying thermal capacities and efficiency level of the envelope. For the
quasi-steady-state calculations, the adapted numerical parameters aH,0 = 1.7 and τH,0 = 25.7 are
used.
ters aH,0 and τH,0 seems insufficient to bring the inter-method match of the quasi-steady-state and
dynamic calculation results to an acceptable level (i.e. all buildings fall within ∣ ∆QH,nd ∣< 15%), it
is investigated if the quasi-steady-state results can be further improved by modifying the applied
calculation approach to account for system intermittency.
As described in Chapter 3, either the adjusted temperature approach or the adjustment or in-
termittency factor approach (§ 3.2) are used. It depends however more on the calculation stan-
dard than on the applied calculation approach which of the previously mentioned influencing build-
ing/system characteristics are effectively taken into account. A summary of the calculation proce-
dures including the numerical parameters used to calculate the effects of intermittency is given in
Table 5.5.
The following two proposals are defined to further improve the accuracy of the quasi-steady-state
calculation method:
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• The default values used to calculate either the adjusted temperatures or the adjustment factor
are matched to the typical use of Flemish school buildings. For DIN V 18599 [43], tnocc,weekday
is set equal to 15.5 h instead of 17 h and an extra term is added to include Wednesday
afternoon tnocc,wednesday = 20 h. For NEN 7120 [44], tH,h,low is set equal to 16.4 h instead of
14 h.
• Adapted values for the numerical, correlation based parameters bH,red as used in EN ISO 13790
[37] and cH,red ,1/2/3 as used in NEN 7120 [44] are set based on the results of additional re-
gression analyses.
5.6.2 Determination of adapted numerical parameters
The intermittency factor approaches as described in EN ISO 13790 [37] and NEN 7120 [44] use a
correction factor for either the heat demand or the heat transfer to include the overall effects of inter-
mittency. The equations used to calculate the intermittency factors (see Eq. 3.15, and Eq. 3.26 and
Eq. 3.27) include (one or more) correlation-based numerical parameters. Similar to the numerical
parameters as used for the calculation of the utilisation factor (i.e. aH,0 and τH,0), more accurate
results for the quasi-steady-state calculations are to be expected when the parameters used to cal-
culate the intermittency factors are linked to the specific typology of the building and the related
boundary conditions.
Determination of bH,red (EN ISO 13790)
For the regression analysis, a similar methodology is used as described in § 5.2: the same regres-
sion analysis technique is applied, the black box approach is used to obtain the ’static’ input data
using TRNSYS and the same sample of school building variants is used as described in § 5.3. The
monthly dynamic QH,nd ,dyn and quasi-steady-state heat demands QH,nd ,′stat′ are calculated and
the differences between both values are minimised by varying the value for the dynamic parameter
bH,red . Taking account for the impact of the thermal capacity on the thermal behaviour of a build-
ing (see Figure 5.14) and the poor quasi-steady-state calculation results for (very) light structures
(see Figure 5.19), different values for bH,red are defined in function of the thermal capacity of the
structure Cm instead of using a single value as currently applied in EN ISO 13790 [37] (bH,red = 3
- see Eq. 3.15). A minimum difference between QH,nd ,dyn and QH,nd ,′stat′ is found when bH,red is
calculated in function of Cm according to Eq. 5.23:
bH,red = −0.0002Cm2 + 0.0451Cm + 0.0813 (5.23)
The results of are shown in Figure 5.20. The differences between the dynamic QH,nd ,dyn and ’static’
heat demand QH,nd ,′stat′11 using both the original and adapted values for the numerical parameter
bH,red are depicted.
When applying the adapted values for bH,red , the average difference between the ’static’ and dy-
namic calculation results is lowered: ∆ QH,nd ,dyn−′stat′ is decreased from 6.2 kWh/(m2.a) to 1.4
11The ’static’ heat demands are here calculated using the heat losses QH,ht and heat gains QH,gn as obtained by the
black box approach, using the adapted value for the utilisation factor (aH,0 = 1.7, τH,0 = 25.7) and applying the intermittency
factor approach of EN ISO 13790 (see Eq. 3.15)
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Figure 5.20: The difference between the dynamic and ’static’ heat demand QH,nd ,′stat′ , normalised
to the building floor area, of intermittently heated reference school buildings using respectively the
original value (bH,red = 3) and the newly derived values for the numerical parameter bH,red
calculated as a function of the heat capacity of the structure Cm.
kWh/(m2.a), on average, or lowered by 17% to < 5%, on average.
Determination of cH,red ,1, cH,red ,2 and cH,red ,3 (NEN 7120)
The results in Figure 5.19 show that overall a good fit between the quasi-steady-state QH,nd ,stat
and dynamic heat demand QH,nd ,dyn is found when the adjustment factor approach as described
in NEN 7120 [44] is used. This section evaluates if this fit can be even further improved when the
default values for tH,h,low and the values for the correlation-based numerical parameters cH,red ,1,
cH,red ,2 and cH,red ,3 (see Eq. 3.26 and Eq. 3.27) are adapted to the typical use of Flemish schools.
The results of the regression analysis show that a slightly better fit is found for the comparison of
the heat demands as the following numerical parameters are used: cH,red ,1 = 1.12, cH,red ,2 = 0.87,
cH,red ,3 = 0.21. The results of the regression analysis are presented in Figure 5.21.
Applying the adapted numerical values, the average absolute difference between the annual dy-
namic QH,nd ,dyn and quasi-steady-state heat demand QH,nd ,′stat′ is decreased from 1.5 kWh/(m2.a) to
1.0 kWh/(m2.a), on average or from 8.8% to 3.1% on average.
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Figure 5.21: The difference between the dynamic and ’static’ heat demand QH,nd ,′stat′ of
intermittently heated reference school buildings, normalised to the building floor area, using
respectively the original value (cH,red ,1 = 1, cH,red ,2 = 0.5 and cH,red ,3 = 0.075) and the newly
derived values for the numerical parameter cH,red ,1 = 1.12, cH,red ,2 = 0.87, cH,red ,3 = 0.21.
5.6.3 Results
The following revisions are suggested to the original EPR calculation standard in order to fit the
calculation method better to the typical characteristics of school buildings.
First, for the calculation of QH/C ,nd , new values for the correlation factors are derived to calculate
the utilisation factors as shown in Eq. 5.24 and Eq. 5.25.
ηH,gn = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1 − γ(1+τ/15)H )(1 − γ(1+τ/15+1)H )−1 (or ig inal − see § 3.2.1,Eq. 3.6)(1 − γ(1.7+τ/25.7)H )(1 − γ(1.7+τ/25.7+1)H )−1 (refined − see § 5.4.1) (5.24)
ηC ,gn = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(1 − γ(1+τ/15)C )(1 − γ(1+τ/15+1)C )−1 (or ig inal − see § 3.2.1,Eq. 3.7)(1 − γ(2.5+τ/10.0)C )(1 − γ(2.5+τ/10.0+1)C )−1 (refined − see § 5.4.1) (5.25)
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Second, a different calculation approach is suggested to calculate the impact of heating system
intermittency and more in particular to calculate the heat transfer QH,ht . Whereas in the original
EPR method [22] the impact of intermittency is accounted for by an adjusted indoor temperature
(see Eq. 3.17), the refined calculation method based on NEN 7120 [44], calculates intermittency as
a correction of the heat transfer of a continuously heated building (see Eq. 3.25). Furthermore, the
numerical parameters and default input data used to calculate the correction factors aH,red ,night and
aH,red ,we are adapted to the characteristics of Flemish schools.
QH,ht = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(HH,tr +HH,ve)(19 − θe)t (or ig inal − see § 3.2.1,Eq. 3.17)
aH,red ,nightaH,red ,we(HH,tr +HH,ve)(21 − θe)t (refined − see § 5.6.2,Eq. 3.25) (5.26)
To assess if indeed a better fit is found between the results of the dynamic simulations and the
refined quasi-steady-state calculation results, the average annual heat demand QH,nd , the relative
error ∆, the standard deviation σ, the residual root mean square error (RMSE) and the coefficient of
determination (R2) of the calculation results for a heavy and very light building with varying efficiency
levels of the building envelope are depicted in Table 5.7. Furthermore, the amount of investigated
cases (%) that falls within the ±5%, ±10% and ±15% ∆QH,nd confidence bounds are depicted in
Table 5.6.
Table 5.6: Dynamically and statically calculated annual heating demand, QH,nd , normalised to the
building floor area (kWh/(m2.a)).
QH,nd ,ENI SO13790 QH,nd ,EPR QH,nd ,DI N QH,nd ,NEN7120∣ ∆ QH,nd ∣ ≤ 5% 21.3% 43.6% 28.3% 80.3%∣ ∆ QH,nd ∣ ≤ 10% 51.0% 76.0% 51.6% 97.4%∣ ∆ QH,nd ∣ ≤ 15% 74.3% 88.1% 72.0% 100.0%
The results in both tables show that the best fit between the ’static’ and the dynamic calculation
results is obtained when the (adapted) calculation approach of NEN 7120 [44] is applied. The latter
standard calculates the annual heat demand within an accuracy of 2.2 kWh/(m2.a) or < 5%, irre-
spective of the energy performance or thermal capacity of the building. The remaining uncertainties
related to the simplifications of the calculation method are thus significantly reduced and are lower
than the inaccuracies due to for example the uncertainty of input data and boundary conditions as
described in Chapter 4.
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For the comparative analysis as presented in Table 5.6 and Table 5.7, the input is obtained by the
black box approach. The ’static’ input is hence obtained by the dynamic simulation tool TRNSYS.
As some small discrepancies occur (see Figure 3.8 and Figure 5.2), the actual output of the quasi-
steady-state calculation methods might deviate from the results presented in the tables. Therefore,
a final comparison is made to assess the impact of the proposed changes on the actual output of
the quasi-steady-state calculation method, using the input data generated by the quasi-steady-state
calculation tool itself. The results are depicted in Figure 5.22 (a) and (b).
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Figure 5.22: Differences between the quasi-steady-state and dynamically calculated annual QH,nd ,
normalised to the building floor area, for a range of intermittently heated elementary school building
variants.
Both figures show that when the suggested changes to the quasi-steady-state calculation method
are applied, overall a good fit and less scattering of the data points are found. The average difference
between the quasi-steady-state and the dynamic calculation results is limited to 7.3%. Furthermore,
Figure 5.22 (b) reveals that the accuracy of the quasi-steady-state calculation results depends less
on the thermal capacity of the building compared to the original results (see Figure 3.11). The av-
erage difference between the quasi-steady-state and dynamic heat demand for the heavy, medium,
light and very light building vary between 6.8 and 7.7%.
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5.7 Conclusion
Simulation results and literature review show that to be able to obtain more accurate energy assess-
ment results in the context of EPBD, the quasi-steady-state calculation method as currently applied
needs to be adapted to the typology of the evaluated building. Consequently, throughout this chap-
ter, various proposal are elaborated to adapt the quasi-steady-state calculation method to the typical
use and characteristics of school buildings.
First, the impact on the dynamic behaviour of the building is studied. The accuracy of the utilisa-
tion factor used in the quasi-steady-state calculation method to account for the thermal transient
behaviour of the (school) building is studied and a proposal is made to adapt this correction factor
better to the use schools. To do so, the heating and cooling demand, calculated by means of dy-
namic simulations, are compared to the results of simplified, monthly calculation results for a series
of school building design variants. New, correlation-based numerical parameters are then set
using the black box approach and regression analysis techniques as described in EN ISO 13790:
aH,0 = 1.7 and τH,0 = 25.7 for the heat balance and aC ,0 = 2.5 and τC ,0 = 10 for the cooling balance.
Next, the calculation approach used in the quasi-steady-state methods to account for system inter-
mittency is analysed. The results of dynamic simulations performed along this chapter reveal that
the energy saving potential due to intermittency depends amongst others on the time constant of the
building and the applied heating or cooling pattern. Hence, these effects must be accounted for in
the calculation method. Therefore, a comparative analysis of the results of different quasi-steady-
state methods and dynamic simulations is performed. The results reveal that the best fit between
the quasi-steady-state and dynamic results is found when the calculation approach as described
in NEN 7120 is applied. This method accounts for intermittent heating by correcting the calculated
heat losses using an adjustment factor which depends on both the length of the period of reduced
heating and on the thermal capacity of the building. Two additional proposals are then defined to
further adapt this method to the typical school use:
• The default values used to calculate the adjustment factor (tH,h,low = 16.4 h instead of 14 h)
are matched to the typical characteristics and use of Flemish school buildings.
• New numerical, correlation-based values for the parameters cH,red ,1 = 1.12, cH,red ,2 = 0.87,
cH,red ,3 = 0.21 are set based on the results of a regression analysis.
Due to the suggested changes to the method, the average difference between dynamic and quasi-
steady-state heat demand is reduced to 7%, on average (i.e. calculated according to the adapted
NEN 7120 standard). The maximum difference found is reduced from 22% to 16%.
Note that, aside from the adjustment and correction factors, the accuracy of the quasi-steady-state
calculation method depends highly on the accuracy of the implemented input data. Especially for
the solar heat gains, significant discrepancies between the quasi-static and dynamic input data are
found. Further research on this particular topic is hence highly recommended.
6
Prediction of the energy use for heating
Energy demand calculations offer interesting information on the energy efficiency level of the building
(components). Nevertheless, they do not necessarily reflect well the final energy use of the building
as this is additionally determined by the design, the efficiency and the use of the HVAC systems.
In line with the calculation methods found in CEN/TR 15615 to support the EPBD regulations, the
EPR tool uses a simplified method to calculate the annual energy use of buildings applying a sub-
system approach that uses tabulated values for each of the (sub)system efficiencies to assess the
related subsystems’ thermal losses. The efficiencies are set based on the selection of the separate
HVAC system’s components but are generally irrespective of the building characteristics. Moreover,
it neglects the mutual interplay between the various subsystems. As a result, the currently applied
method might (over)simplify the dynamic and nonlinear interaction of the building and HVAC sys-
tems. Within this context, the overall objective of this chapter is to study the impact of the building
and HVAC system selection on the overall HVAC system performance. Once this impact is deter-
mined, it is evaluated if it is taken into account accurately in the simplified calculation approach
(EPR). To do so, integrated dynamic building and system simulations are conducted for a series of
typical heating and ventilation systems as found in contemporary school buildings. To assess the
interaction between the building and systems, building models with varying building characteristics
(i.e. insulation qualities, thermal capacities, WWR and orientation) are coupled to the selected HVAC
system variants. The overall method used along this chapter has already successfully been applied
in a similar study on office buildings by Parys [125].
6.1 Introduction
In Flanders, for the assessment of the energy use of buildings in a regulatory context, a simplified,
sequential HVAC subsystem calculation approach is used that decouples the building from the HVAC
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system as described in § 3.2.2. Thermal losses are calculated separately for each of the included
subsystems using tabulated subsystem efficiencies (see Figure 3.5). The recoverable part of the
thermal losses are hereby directly subtracted from the loss of each system and are thus accounted
for by an increase of the related subsystems’ efficiencies. This method is intuitive and simple as no
iterations are needed to simulate the performance of the building and its system. Hence, it is an
interesting option to be used in a regulatory context.
Korolija et al. [39] demonstrated however, based on the results of a series of dynamic integrated
building and system simulations of offices in the UK, that the energy efficiency of HVAC systems
depends on the thermal characteristics of the building. Similar research is performed by Peeters et
al. [41] and Van der Veken et al. [224] who demonstrated the relation between the insulation quality
of the building envelope and the emission and distribution efficiency of heating systems in residen-
tial buildings. Simultaneously, the accuracy of the currently used tabulated data for the (sub)system
efficiencies could be questioned as some of the data might be (over)simplified, are inaccurate or
are simply lacking due to the fast evolution towards high performance buildings and new technolo-
gies. In concrete terms, the EPR method for non-residential buildings [22] uses a single system
efficiency value to cover the performance of emission, distribution, storage and control systems. No
differentiation between the different subsystems is made (see § 3.2.2). Maivel et al. [225] showed
that the emission and distribution system efficiencies as tabulated in the alternative calculation stan-
dards EN 15316-2-1 [49] and EN 15316-2-3 [151] cause an overestimation of the energy used by
low temperature radiator heating systems compared to the results of integrated dynamic simulations.
Consequently, they defined a new set of tabulated values applicable for the Central and North Euro-
pean climate and for nearly zero and low energy buildings [225].
The aforementioned restrictions jeopardise the use of the simplified calculation method in his cur-
rent form. An integrated calculation approach that treats building and systems as a complete entity
instead of separately designed subsystems could be a better alternative [125, 226, 224, 42]. Com-
prehensive studies which examine the HVAC system as a holistic system, taking into consideration
the interaction between the building and system on the one hand and the mutual interactions of all
system and control components on the other hand, are however rare [42]. Moreover, the combined
building and HVAC simulations are computationally intensive and require a substantial effort of the
modeler and are thus less appropriate for design performance evaluation in a regulatory context.
For the sake of simplicity and reproducibility, it is better to opt for a more simple procedure.
In this context, Korolija et al. [157] studied the response of different types of (secondary) HVAC
systems for offices in the UK and fitted regression models to predict the HVAC energy use based on
the results of the energy demand calculations. The developed simple regression models proved to
be effective and accurate. Similar work has been done by Parys [125, 40] and by Van der Veken et
al. [227] who analysed the monthly efficiencies for the generation, distribution and emission subsys-
tems for various HVAC systems in offices and dwellings, respectively. Parys [40] deduced regression
models for the energy use calculations based on integrated building and HVAC system simulation
results and proposed these to be used as an alternative for the default fixed system efficiencies of
the EPR calculation standard.
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In line with the aforementioned research studies, it is evaluated if the alternative calculation approach
using regression models based on the results of dynamic simulations could offer more accurate cal-
culation results for the final energy use for heating compared to the EPR calculation standard [22].
Additionally, a comparison is made with the results of the simplified calculation method as described
in the CEN/EPB EN 15316 [49] (see § 3.2.2) to investigate if this standard offers a better alternative
for the EPR calculation method as currently applied in Flanders.
Four consecutive steps are performed. First, a selection of HVAC system variants are defined
which are representative for the current Flemish schools (§ 6.2). Due to the complexity of the nec-
essary dynamic simulations, it is unfeasible to cover the whole range of HVAC systems and related
control configurations found in schools. Therefore, a restricted selection of four commonly found
ventilation and heating systems in contemporary schools is made, based on the survey results as
described in § 2.4.2. Second, dynamic, integrated building and HVAC system simulations are
performed to analyse both the complex, dynamic and nonlinear interaction of the building and HVAC
systems, and the mutual interaction between the various subsystems (§ 6.3 and § 6.4). Third, sim-
ple energy estimation models are deduced as a function of the heating demand using regression
techniques (§ 6.5). In the fourth and final step, the robustness of the regression models is eval-
uated (§ 6.5.3).
The work done in this chapter can be seen as a continuation of the work done by Parys [125].
Overall, a similar methodology is used though it is applied on a different building typology and for a
different selection of HVAC systems.
For the study, a restricted sample of contemporary school building design variants and a limited
series of HVAC system (configurations) are selected. Inherent to (i) the building and HVAC system
selection, (ii) the sizing procedures applied and (iii) the modelling approach used, several design
decisions and simplifications had to be made which affect the outcome of this study. This lead to
some important restrictions and limitations, as summarised in § 6.6.
Moreover, the research scope is restricted to the analysis of the accuracy of the simplified calculation
approach used in the quasi-steady-state calculation methods (i.e. EPR [22] or EN 15316 [49]) to
determine the energy use for heating. The advantages and disadvantages of each of the chosen
HVAC systems and the implemented control systems will not be discussed here. Neither are the
results used to search for better design variants or optimised design solutions.
6.2 HVAC system selection
A large variety of HVAC systems can be found in schools. An overview of the currently most com-
monly applied systems in schools is given in § 2.4.2. As system sizing and dynamic simulations of
HVAC systems are very time-consuming, it is unfeasible to include all these systems in this study.
Therefore, a limited selection is made. To maximise the scope and usability of the research results,
the HVAC selection is focused on the most dominant energy flows. To determine these, results of
various studies on energy use in schools are compared to the survey results as described in § 2.4.
A typical energy usage profile for Belgian elementary and secondary schools was set by De Deene
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Table 6.1: Energy usage profile of Belgian (1998) [7] and Dutch (2009) [228] elementary and
secondary schools in relation to the energy source.
elementary
schools - BE
elementary
schools - NL
secondary
schools - BE
secondary
schools - NL
Fuel consumption
heating 100% 99.5% 90% 98.8%
domestic hot water - 0.5% 8% 1.2%
other - - 2% -
Electricity use
lighting 73% 49.7% 72% 47.4%
circulation pumps 10% 4.2% 12% 5.1%
domestic hot water - 4.2% - 0.4%
cooling systems 6% - 6% -
ventilation - - - 1.4%
ICT - 1.4% 25.4%
other 11% 10.5% 10% 20.3%
et al. [7] (see Table 6.1). As this study is based on data gathered in 1998, the results of a similar
though more recent study of Dutch schools are used for comparison.
As shown in Table 6.1, the fuel consumption in schools is almost entirely (> 90%) related to heating.
Similar, recent international studies on the total energy use in schools confirm that heating is by
far the most dominant energy flow in schools, accounting for 47% to about 80% of the total annual
primary energy use [229, 149, 148]. Due to the more stringent building’s energy policy, a decrease
of the heating energy use is however to be expected over the next years. Recent measurements of
the energy use of recently built schools in Luxembourg [230] confirm this expectation as the thermal
energy use in passive schools is decreased by more than 50% compared to standard school build-
ings. The electricity usage profile is more diverse. Lighting is the most dominant factor covering
about 50% of the electricity usage in schools, although a slight shift in time (1998→ 2009) is noticed
towards the use of ICT. According to Table 6.1, cooling, (de)humidification and ventilation electricity
usage are nearly non-existing. The survey results as described in § 2.4.2 confirm that active cool-
ing and (de)humidification devices are seldom seen, even in contemporary and newly built schools.
On contrary, as good indoor air quality is mandatory and the requested hygienic ventilation rates in
class rooms are high, the use of a mechanical ventilation is highly recommendable. Consequently,
at present, ventilation systems are more frequently installed in schools and a significant increase of
the fan electrical use is to be expected, as confirmed by recent survey results of a sample of recently
built schools in Luxembourg by Thewes et al. [230].
Therefore, this study focuses on both heating and ventilation systems. (Active) cooling is not in-
cluded although passive cooling strategies are integrated in the model to guarantee good thermal
comfort. Lighting and according control systems are only considered as a boundary condition (i.e. as
a fixed part of the internal heat gains). Finally, as the need for hot water in schools is generally limited
and mostly supplied by local electrical boilers (see § 2.4.2), (centralised) production of domestic hot
water is not included in this study.
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A large variety of heating and ventilation system configurations can be found. Moreover, as for this
study, each system is sized and assembled according to the school building to which it is coupled,
it is an intensive and time-consuming process. As it is therefore unfeasible to cover all systems and
related control configurations, a restricted selection of four commonly found ventilation and heating
systems in schools is made. The final choice of the included system (components) is based on the
survey results as described in § 2.4.2.
Selection of the ventilation system
Due to the high required ventilation rates in school, the use of a mechanical ventilation is preferable.
So, only this option is retained for this research study, including both exhaust and balanced mechan-
ical ventilation systems. Natural ventilation systems are not studied.
Selection of the heating system
Centralised heating systems with a gas boiler are by far the most frequently used in schools (67%,
see Figure 2.13). Given the significant predominance of (condensing) boilers in schools, they are
selected as the heat generation systems. Other more innovative alternatives such as heat pumps
are not included as they are rarely found in contemporary schools due to the high investment costs.
In addition, as active cooling is not included in the study, the potential of reversible heat pumps can
not be fully benefitted. Consequently, only the impact of variations of the secondary heating sys-
tem on the energy performance is studied. As shown in § 2.4.2, hydronic heat distribution systems
are most common though a slight change towards air heating systems is noticed. Therefore, both
hydronic and the combination of hydronic and air distribution systems are included. Regarding the
heat emission subsystems, radiator heating, floor heating as well as air heating are commonly found
in the investigated schools (see Figure 2.14) hence all these systems are included for this research
study.
The resulting final selection of HVAC systems is depicted in Table 6.2.
Table 6.2: Final selection of commonly found HVAC system configurations in schools included in
this study.
150
The first system (HVAC1) comprises radiator heating and an exhaust-only ventilation system without
heating recovery. As no heat recovery of the ventilation air is foreseen, the specific design heat
loads are rather high (± 110 to 130 W/m2) so high temperature radiator heating is applied. For
the second system (HVAC2), the exhaust ventilation system is replaced by a balanced mechanical
ventilation systems with heat recovery devices, combined with low temperature radiator heating. No
additional air heating is foreseen in HVAC1 or HVAC2. For the third system (HVAC3) radiator heating
is changed by a floor heating system in combination with basic centralised air heating. Finally, the
fourth and last considered HVAC system (HVAC4) comprises an all-air heating system using both
central and local air heating coils.
The energy performance of an HVAC system depends not only on the system typology but also
on the specific selected components and their characteristics, the sizing procedures applied, the
settings and the control strategy used, and the assumptions made regarding the quality of workman-
ship [125]. General design decisions and modelling assumptions that needed to be made for this
investigation are summarised hereafter:
• Each of the included systems are sized properly, according to the related design standard.
• The HVAC system is assumed to be well commissioned and is assumed to be perfectly hy-
draulically balanced.
• The system configuration and current good practice control systems are selected, based on
the survey results of the passive and EESBs as described in § 2.4.
An overview of the installed (thermal) components and their related characteristics, sizing proce-
dures, control strategies and settings, and modelling assumptions are described along the text.
Other components such as hydraulic components, filters, etc. which are equally essential for the
well functioning of the system but do not affect the thermal balance of the building are not specifi-
cally described hereafter nor incorporated in the dynamic simulation models.
6.2.1 Description of the selected HVAC system configurations
In this section the properties of the investigated heating and ventilation systems and related control
strategies are described. First, the common characteristics and design assumptions that are similar
for each of the incorporated systems are discussed. Second, in the following subsections, specific
details on the design and sizing procedure of each of the investigated HVAC systems (components)
are summarised.
One of the main characteristics of school buildings is the variability of the user’s schedules and
the occupancy which in turn requires flexible heating and ventilation systems. Accordingly, for the
investigated heating systems, multiple heating circuits are foreseen. A separate heating circuit is
provided for each of the building zones characterised by similar (time) trends of thermal loads and/or
occupancy: two separate heating circuits are foreseen for the class zone as this zone is additionally
split into two zones based on the orientation (see Figure 6.1 - marked in pink and red), one heating
circuit for the administration zone (see Figure 6.1 - green), one for the canteen/kitchen (Figure 6.1
- blue) and one for the gym (see Figure 6.1 - yellow). Furthermore, various AHU’s are foreseen for
the building zones characterised by similar use and occupancy: one air handling unit is foreseen for
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AHU_2 AHU_1 AHU_3 
Figure 6.1: Simulation model of the reference school building used for this research study,
partitioned in various heating (marked in colours) and ventilation zones (marked by dotted lines).
the class and administrative zone, one for the gym and one for the canteen.
A commonly used - though rather traditional - heat distribution system configuration is chosen using
one central heating circuit (= primary system) and all secondary circuits coupled to a distribution
header (see Figure 6.2). The primary and secondary system are decoupled using an open header
that acts as a hydraulic separation between the different pump flows.
Heating is generally scheduled according to the school operational profile. After school and during
weekends, the heating is switched off. To reassure good thermal comfort at the start of each school
day however, the heating starts prior to the school opening hours. The exact start time depends on
the type of the heating system that is installed1. A room set-point temperature for heating of 21○C is
used in the occupied zones/rooms except for the gym where a set-point of 17○C is implemented.
The unoccupied areas such as the circulation area, the storage rooms and sanitary are not heated.
The operation of the ventilation fans is controlled by a time schedule according to the zonal occu-
pancy profiles. No demand control ventilation is installed as the effect in (elementary) schools is
expected to be limited as, generally, classes are equally and more or less constantly occupied dur-
ing the whole school year. Pre-ventilation prior to the school opening hours is applied to reassure
good indoor air quality at any time of occupancy [47].
For the use of lighting, automatically controlled lighting schedules according to the zonal occupancy
profiles are assumed (see Figure 4.9 (c)).
6.2.2 Exhaust ventilation, high temperature radiator heating, passive (night) cooling
(HVAC1)
Heating system configuration and control
The first HVAC system comprises a traditional hydronic heating system with a modulating, condens-
ing gas boiler and radiators controlled by thermostatic radiator valves (TRV) in every occupied zone.
The schematic, conceptual diagram as shown in Figure 6.2, presents, in a simplified way, the main
1It is opt for a fixed start-up time control system, applying a time setting independent of the outdoor temperature or the
energy efficiency level of the other building variants. The exact start up time for each of the investigated HVAC systems is
however determined by ’trial and error’ simulations, checking comfort requirements for the least energy efficient building
variant (variant 1 - see Table 6.6) in the winter months. As the range of energy performance level of the building envelope
is limited, no significant differences in the start-up time are found over the various included building variants.
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Figure 6.2: Conceptual scheme of the system configuration of HVAC1 and HVAC2 as it is
implemented in TRNSYS [125]. System configurations of real HVAC system in schools might deviate.
A reset temperature control curve setting the supply hot water in relation to the outdoor air
temperature and the respective heat load of the zone, is calculated for each of the heating circuits
separately.
heating components that are included in the simulation model of HVAC1 .
Two-plate radiators with a single convection fin element are used with a height of 90 cm and a total
width depending on the required heat load. The radiators are sized according to the technical re-
ports of the Belgian Building Research Institute [231] and the European design heat load calculation
standard EN 12831 [90]. The characteristics of the radiators are summarised in Table 6.3.
A radial distribution system is used for the hot water distribution. The lengths of the pipes are
approximately measured on the floor plan (see Figure 6.1). The distribution pipes are all insulated
according to the energy efficiency requirements for technical systems [132]. Pipe diameters are
calculated allowing maximum friction losses of 100 Pa/m according to EN 15316-2-3 [151]. For the
secondary circuits where the supply flow rate to the radiators is controlled by thermostatic radiator
valves, variable speed pumps are installed. All the pumps are sized based on both the design flow
and the differential pressure for each of the served zones.
Table 6.3: Characteristic of the selected radiator type [108].
radiator exponent n 1.3
height, m 0.9
specific nominal thermal power, W/m 1961
specific water content, l/m 11.3
specific weight, kg/m 49.9
nominal radiative fraction, % 15
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The boiler heat output capacity is calculated as the sum of all nominal powers of the emission
systems of each zone. A design outdoor temperature of -8○C, representative for the Belgian climate,
is applied and a safety margin of 10% is foreseen to cover for the occurring distribution losses [232].
The calculated boiler output capacities vary from 261 kW to 304 kW related to the energy efficiency
level of the building. The final selection of the boiler depends however on the real availability of
boilers. Table 6.4 summarises the information of the boiler models which can be selected throughout
this chapter based on the technical data from a leading manufacturer.
Table 6.4: Characteristics of the condensing gas (natural gas H, net heat value (NHV) = 46.3
MJ/kg) boilers used along this chapter [125].
Φnom,max Φnom,min Cburner V UA Waux ,min Waux ,max Waux ,off
kW kW kJ/K m3 kJ/(K.h) W W W
142 47 94.5 0.221 46.52 45 185 30
186 47 114 0.306 55.22 45 229 30
246 82 121 0.292 66.28 50 330 30
311 104 128 0.279 77.22 55 385 30
The heating is scheduled to start at 4 AM on Mondays and at 5 AM on the other school days. An
outdoor temperature reset control, applied on each building zone separately, automatically adjusts
the heating circuit flow temperatures in accordance to the zonal heat load and the average outdoor
temperature of the 6 previous hours [125]. Depending on the heat load pattern, supply flow temper-
atures vary between 80○C and 50○C. The set-point temperature of the boiler is then set equal to the
maximum supply temperature of all the secondary heating circuits. An on/off burner control is ap-
plied based on the required supply flow set-point temperature: the boiler and boiler pump are turned
on as soon as there is heat load and the boiler outlet temperature drops below a minimum (= boiler
set-point - 3 K). The boiler is switched off when there is no heat load or when the maximum boiler
set-point temperature is reached (= boiler set-point + 3 K). In between, the burner power is mod-
ulated according to the heat load pattern between a maximum and minimum value (see Table 6.4)
to reach the required set-point supply flow temperature. To avoid excessive cycling of the boiler, a
minimum on/off time of 6 minutes is set [125].
Ventilation system configuration
A mechanical exhaust ventilation system is foreseen. Fresh outdoor air is supplied at a constant
flow rate in the occupied rooms through trickle vents in the windows. The used air is extracted by
four extraction fans which are sized according to EN 13779 [13] (IDA 3): the first serves the classes
and offices (8500 m3/h), the second serves the canteen (6300 m3/h) and the third serves the gym
(700 m3/h). The air is generally supplied and extracted in the same zone though part of the air from
the class rooms flows through the circulation zone to the sanitary rooms (15 m3/(m2.h)) where it is
extracted by a separate extractor (1800 m3/h). In the kitchen a small additional exhaust hood is fore-
seen to extract polluted air due to specific cooking activities. All fans and ducts are sized according
to the design flow rates but are 20% oversized to avoid lacking ventilation due to polluted filters or
grilles. The installed fan power is estimated based on the nominal air flow rates and the specific
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fan power. Although practice shows in some cases higher SFP-values of the fans (see § 2.4.2), the
values for the specific fan power used for this research are set in accordance to the requirements as
set by the EPR regulation and the design guidelines for energy efficient non-residential buildings of
the Passiv Haus Institut [117]: the SFP-value of the exhaust fans is set equal to the average value
of the required SFP class 3 (= 1000 Ws/m3) [13]. For the local exhaust fans (i.e. kitchen hood and
sanitary), a lower value of 600 Ws/m3 is used [133] as the coupled ducts are shorter and related
expected pressure losses are lower.
Passive cooling strategy
To maintain summer comfort in the investigated buildings, passive night cooling by mechanical ven-
tilation is used. Based on the results of the survey and the advice of an expert on HVAC system
design in schools, it is noticed that natural night ventilation is not preferable in Flemish schools.
Safety reasons, and the related high investment and maintenance costs of automatically operable
windows are often referred to as the most important draw backs. The application of (additional) stack
ventilation is hence restricted to those buildings where summer comfort can not be guaranteed by
night ventilation using the mechanical (hygienic) ventilation. Additional free cooling by manually
opening of the windows is possible but is not considered along this study.
The control of the night ventilation depends on multiple control parameters: the night ventilation
schedule (0h < time < 6h), the indoor (star) temperature (θstar > θi ,H,set ), the outdoor air tempera-
ture, and the difference between operative and outdoor air temperature (θi ,H,op - θe > 2
○C) [233].
For those building variants (i.e. the building variants with a light building structure or a WWR = 40%)
where additional cooling is necessary by natural ventilation, a simplified calculation is performed
to assess the feasible stack ventilation rates for night cooling and to determine the impact on the
school building design.
6.2.3 Balanced mechanical ventilation with heat recovery, low temperature radiator
heating and passive night cooling (HVAC2)
The second HVAC system is a variant of HVAC1 as only the ventilation system and hot water supply
flow temperatures are changed. The overall heating system configuration is similar to the one used
for HVAC1 (see Figure 6.2).
Heating system configuration
The heating and related control system are equal to the system used for HVAC1 though the com-
ponents are sized smaller due to the lower heat demands. Furthermore, the necessary boiler heat
output capacities vary from 175 kW to 130 kW and the maximum supply flow temperature is reduced
to 60○C.
Ventilation system configuration
Balanced mechanical ventilation including heat recovery is foreseen instead of the exhaust ventila-
tion system. Three AHU’s, sized according to EN 13779 [13], are installed: the first AHU serves the
classes and offices (supply fan = 10300 m3/h, extraction fan = 8500 m3/h), the second AHU serves
the canteen (supply fan = 6600 m3/h, extraction fan = 6300 m3/h) and the third serves the gym (sup-
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ply and extraction fan = 700 m3/h). The imbalance between some of the supplied and exhausted air
flows is due to the fact that part of the air is extracted separately for hygienic reasons (i.e. sanitary
and kitchen).
The SFP values of the fans are set in accordance with the required SFP-class in EN 13779 [13].
As the survey results show no significant differences between the SFP-values for the exhaust and
supply fans, both values are set equal to the average value of the required SFP-class 3 (= 1000
Ws/m3). For local exhaust fans (i.e. kitchen hood and sanitary), a value of 600 Ws/m3 is used [133].
The AHU’s are equipped with cross flow heat exchangers. The overall heat transfer coefficients
of the exchangers (UA) are sized according to the effectiveness - NTU (number of transfer units)
method assuming both fluids unmixed [234]. Typical air-to-air cross flow heat exchanger efficiencies
vary between 50 and 80% [122]. As the average efficiency found in the survey is 75%, this value
is used in this study. All the implemented heat recovery devices can be bypassed in case of night
ventilation or, during daytime, whenever the air supply temperature exceeds the maximum supply
air temperature (= 22○C) and the outdoor air temperature is lower than the indoor temperature but
higher than 14○C while occupied or higher than 10○C while unoccupied [233].
6.2.4 Floor heating in combination with central air heating coils, passive (night)
cooling (HVAC3)
For the third HVAC system, the same balanced mechanical ventilation system as described in
HVAC2 is used. Regarding the heating system, the radiators are exchanged for a floor heating
system. Moreover, basic additional air heating by central heating coils in the AHU’s for the class
rooms, offices and teachers’ room (AHU_1) and for the canteen (AHU_2) is foreseen as a feasibility
study based on the design heat load calculations showed that the maximum heat load capacity of
the floor heating system in the canteen (specific design heat load qH,canteen up to 122 W/m
2) and
the class zone (qH,class up to 100 W/m
2) of the least insulated building design variant is insufficient
to cover the occurring heat losses.
+ 
AHU_1 & AHU_2 
Boiler 
Collector 
Open 
header 
Header 
Floor heating 
Constant speed 
pump 
Mixing 
3-way 
valve 
θsupply,max  
Heat recovery 
θi 
θe 
 
θair,i 
θsupply, zone_1 
 
θsupply, zone_n 
 
θn 
Figure 6.3: Conceptual scheme of the system configuration of HVAC3 as it is implemented in
TRNSYS [125]. Real HVAC system configurations applied in schools might deviate.
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Heating system configuration
PE pipes (λ = 0.40 W/(m.K)) with an external diameter of 17 mm and a thickness of 2 mm are em-
bedded in the screed layer and spaced at a calculated distance which depends on the heat load of
the served zone as calculated according to the design heat load calculation method EN 12831 [90],
though neglecting the heat losses through the heated floor. As the maximum calculated average
heat load intensity is ± 80 W/m2, the floor heating is sized for a 50/30/202 according to the simplified
design procedure for floor heating as described in TV 181 [235].
Additional air heating is foreseen, maintaining the temperature of the supplied air at 18○C [122].
Central heating coils are installed in AHU_1 and AHU_2. The coils are designed according to the
Effectiveness - NTU method [234] assuming single pass cross flow plate heat exchangers with mixed
air. For the sizing of the heating coils, the same outdoor temperature as applied in the design heat
load calculations is used (= -8○C), the presence of a heat recovery device with an efficiency of 75%
is taken into account and the relative humidity of the outdoor air is assumed to be 89% [125].
Control strategies
For the floor heating, an on/off control system based on the zonal indoor temperature is applied to
control the constant speed pumps which are used for circulating the water to and from the radiant
floor. Supply flow temperatures to the air heating coils are automatically adjusted to the heat load
using a PID controller and motorised three-way valves. To account for the slower reaction of the floor
heating systems, the start-up time differs slightly from the one that is used for HVAC1 and HVAC2.
In case of heat demand, the floor heating system is switched on at 3.5 AM on Mondays to guarantee
good comfort after the weekend break.
6.2.5 All-air heating system (CAV/VAV), central and/or local post-heating coils (HVAC4)
The final HVAC system variant consists of an all-air heating system using both central and local
hydronic heating coils to heat the supply air flow. To limit the size of the installed air handling units,
the all-air heating system is only applied if the hygienic ventilation rates are capable of providing
the required heat. As the heat capacity of air is relatively low (cair = 1.008 kJ/(kg.K) versus cwater
= 4.186 kJ/(kg.K)), the heat capacity of an all-air heating system is limited. Consequently, only the
most energy efficient building design variants - building variants 3 till 5 as depicted in Table 6.6 -
with an average specific heat load lower than ±70 W/m2 are coupled to an all-air heating system.
To guarantee the same flexibility of the heating system as the previous HVAC system selections, five
separate AHU’s are installed, one for each of the heated zones (see Figure 6.4): 2 AHU’s for the
class zones, 1 for the canteen/kitchen, 1 for the administration rooms and 1 for the gym. For the
AHU’s serving multiple rooms (i.e. AHU_1 to AHU_3, serving various class rooms and offices - see
Figure 6.4), the supply air is preconditioned in the central AHU equal to the set-point temperature for
2Alternatively, one could opt for a 50/40/10 regime, reducing the difference between supply and return flow temper-
ature. When applying these alternative settings for a single case, an effect is found on the distribution and generation
efficiencies and on the pump energy use. As all distribution pipes are assumed to be well insulated, the impact is rather
insignificant (i.e. differences between the average ηdis < 2%). Furthermore, a slight decrease of the generation efficiency
(i.e. differences between ηgen < 2%) is found. Comparable results are shown in Figure 6.15 (a) and (b) for the distribution
and generation efficiencies, respectively. Finally, as the hot water flow rate is increased, the pump energy use is raised
accordingly.
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AHU_4 AHU_1 AHU_5 
AHU_3 
AHU_2 
Figure 6.4: All air heating system of a prototypical rectangular, elementary school building:
overview of the installed AHU’s.
heating (= 21○C). Whenever necessary, the supply air is post-heated by local heating coils placed at
the ventilation supplies of each of the served zones. For the AHU’s serving a single room such as the
canteen or the gym, the supply air is only conditioned locally. With the air flow rates set according to
the indoor air quality requirements, the maximum heat load capacities can be calculated as shown in
Table 6.5. Different maximum heat load intensities are found for occupied and unoccupied periods
as the maximum allowed supply air flow temperature varies in relation to the occupancy pattern.
When unoccupied, the maximum allowed supply temperature is 52○C. During occupancy however,
the supply air temperature can not exceed the indoor temperature by more than 11○C to avoid
excessive temperature stratification [236].
Table 6.5: Maximum heat load intensity of the hygienic ventilation air in various school zones.
canteen class room gym office
occupant density m2/pers 1.5 3 20 14
ventilation rate m3/(pers.h) 29 29 44 29
max. heat load intensity, occupied W/m2 71.7 35.8 8.2 7.7
max. heat load intensity, unoccupied W/m2 202.0 101.0 26.0 21.6
Extraction air 
Extraction fan 
Supply fan 
Supply air Mixing air section Exhaust air 
θsupply 
+ 
Fresh air 
HR bypass 
θe 
 
θi 
 
HR 
VAV box 
Coil 
Figure 6.5: Conceptual scheme of the air handling unit used for ventilation and heating of the gym.
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When the specific design heat load of the zone exceeds the maximum heat load intensity, recircu-
lation air is needed for peak power supply. As shown in Table 6.5, rather high heat capacities can
be reached in canteens and class rooms. In contrast, for offices and gyms, the hygienic ventilation
need is much lower so extra heat capacity is created by using a mixing section (see Figure 6.5).
To avoid problems while commissioning, controlling and maintaining the (complex) ventilation sys-
tems, a CAV system that maintains the ventilation rate equal to the required hygienic ventilation flow
is preferable in schools. Therefore, for the class rooms, a CAV system is chosen. The desired indoor
set-point temperature is obtained by varying the supply air flow temperature but keeping the air vol-
ume flow rate constant. In all other school zones however, a VAV system is foreseen, as either the
required air flow to heat the zone exceeds the required hygienic ventilation air flow (i.e. gym and ad-
ministrative zone) or highly variable occupancy rates and operational schedules are to be expected
(i.e. canteen).
The heating in the zones is managed according to the heat load pattern by - ordered based on the
priority - a varying supply air temperature and variable air flow rate (VAV boxes and variable speed
fans). To heat the supply air, counter flow heating coils are used which are sized according to the
Effectiveness - NTU method [234] (regime 70/50/20). The supply flow temperatures to the coils are
automatically adjusted using a PID controller in combination with motorised three-way valves, with
the maximum supply temperature limited by an outdoor temperature reset control.
In case heating by the hygienic ventilation air is insufficient, the supply air flow is raised. The VAV
boxes are controlled by P-controlers varying the ventilation rates between 20 and 100% of the maxi-
mum design air flow rates [237].
Similar to the other investigated HVAC systems, the heating system is overall on/off controlled based
on a time schedule. The heating schedule of the all-air heating system is slightly delayed compared
to the other systems as heating starts at 5 AM on Monday’s and at 6 AM on other school days.
The cross-sections of the ducts are calculated according to EN 13779 [13] assuming air velocities
of 2.5 m/s. For the insulation of the ducts, a typical R-8 insulation level is assumed which equals an
R-value of 1.41 (K⋅m2)/W.
The cooling capacity of mechanical night ventilation in class rooms and canteens is high due to
the required hygienic ventilation flow rates. On contrary, in the gym (nvent,hyg = 0.37 vol/h) and
offices (nvent,hyg = 1 vol/h) ventilation rates are much lower. Due to the installation of VAV boxes,
the ventilation and consequently the ventilative cooling capacity is increased. In case night cooling
is requested, ventilation rates are varied by the VAV boxes based on the zone temperature using a
P-controller between a minimum (= 20% of the maximum air flow [237]) and the maximum air flow
as sized according to the design heat load calculations.
6.3 Integrated building and HVAC system simulation approach
Along this section, the simulation approach used for the integrated, dynamic simulations in TRNSYS is
described (§ 6.3.1). Subsequently, a short description is given of the selected building design vari-
ants and the included boundary conditions (§ 6.3.2). Finally, an overview is given of the most impor-
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tant characteristics and input parameters used for the simulation of all HVAC system components
(i.e. fans, pumps, pipes, boilers) in TRNSYS in § 6.3.3.
6.3.1 Method
The integrated simulation approach is illustrated by two simplified examples. Figure 6.6 illustrates
the conceptual diagram of a school building heated by radiators controlled by thermostatic radiator
valves and supplied by a condensing gas boiler [125]. Figure 6.7 shows an air handling unit with a
heat recovery device including bypass and air heating coil controlled by a PID controller to (pre)heat
the supply air flow. The considered data flow between the included system components is indicated
by the arrows. The thermal behaviour of the building and system is studied with a time step of 3
minutes, which can be considered as a good balance between overall simulation time and precision
[41].
Boiler 
TRV 
Radiator 
Emitted power 
Radiative fraction 
Zone temperature 
Zone 
temperature 
Flow rate 
fraction 
Water flow rate 
Water temperature 
Water flow rate 
Water temperature 
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oiler 
Figure 6.6: Illustration of integrated building and HVAC simulation approach in TRNSYS for radiator
heating as applied in HVAC1 and HVAC2 [125].
air flow rate 
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air flow rate 
air temperature 
supply flow 
temperature 
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supply fan 
heating coil 
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Figure 6.7: Illustration of an air handling unit including air heating coil as simulated in TRNSYS and
used for HVAC3 and HVAC4.
For the simulation of radiator heating systems, the simplified simulation approach of Dolisy et al.
[238] is applied. As there is only one temperature available per zone in TRNSYS (see § 3.3) only one
heat emitter with a total output capacity equal to the calculated design load is modelled per zone. To
determine however relevant distribution losses by the simulation model, a distribution pipe is cou-
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pled to the heat emitter with the length equal to the average of all distribution pipes needed to supply
the real number of heat emitters. To determine the actual distribution losses, the thermal losses
calculated for this pipe are then multiplied by the exact number of heat emitters that are foreseen in
the considered building zone.
For each combination of building and HVAC systems, two series of dynamic simulations are per-
formed [131, 39]. Series 1 contains the dynamic simulations of the building envelope with ideal
assumptions regarding the HVAC operation to calculate the ’ideal’ energy demand. Series 2 com-
prises the detailed simulations of both the building and the system and is executed to determine the
’real’ energy demand incorporating the impact of the equipment (sizing), climatic conditions, and the
implementation of operational schedules and control systems. These simulation results are then
used to calculate the emission, control, distribution, generation and overall efficiencies using Eq. 6.1
to Eq. 6.4.
The ηoveral l is calculated as the ratio of the ’ideal’ heating demand determined by the Series 1
simulations and the ’real’ heating demand obtained by the Series 2 simulations according to Eq. 6.1:
ηoveral l = QH,nd
QH,final ,use
(6.1)
The ηem is defined as the ratio of the heat demand and the energy delivered by the emission systems
to each of the conditioned zones3.
ηem = QH,nd
QH,emitted
(6.2)
The ηdis is then calculated by dividing the energy delivered by the emission systems by the gross
heat demand.
ηdis = QH,emitted
QH,gross
(6.3)
Finally, the ηgen results from dividing the gross heating demand by the final energy use for heating
or the heat output of the boiler.
ηgen = QH,gross
QH,boi ler
(6.4)
In accordance with EPR [22], results for the subsystem efficiencies are discussed on a monthly
time base. To link the HVAC system performance to the operation of the system and the building
properties, the monthly averaged calculated subsystem efficiencies of each of the considered HVAC
systems are expressed as a function of the monthly averaged part load ratio of the heating system β.
3As TRNSYS applies a single (zonal) air temperature and only one-dimensional heat transfer can be calculated, emission
losses QH,em,str due to amongst others non-uniform temperature distributions cannot be simulated. Therefore, specific
emission losses are calculated manually according to EN 15316-2-1 [49]. Depending on the height of the conditioned
building zone, ηstr is set equal to 0.93 (h < 4m - class rooms, canteen, offices) or 0.91 (h > 4m - gym). The emitted
power calculated by TRNSYS is then adjusted accordingly before being coupled to the building model (TRNSYS Type56). As
a result, the occurring variations of the emission efficiencies are entirely related to the performance of the applied control
system.
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This particular value is chosen as a reference as it incorporates the effect of the thermal insulation
of the building, weather conditions and internal loads and as it is currently applied in EN 15316
[49, 151, 152] to determine the subsystem efficiencies (see § 3.2.2).
The monthly averaged part load ratio of the heating system β is calculated according to Eq. 6.5:
β = QH,nd
φboi ler ⋅ top (6.5)
where φboi ler is the nominal power the boiler (kW) and top is the number of operational heating
hours including the reheat period per month.
6.3.2 Building model and characteristics
As both the sizing procedure of the HVAC systems and the integrated simulations of building and
HVAC systems are complex and time-consuming, only one reference building is used for this study.
The rectangular, elementary school building is chosen for its simple though common and represen-
tative shape and room type profile. More information can be found in § 2.2.2.
To assess the impact of the building’s characteristics on the (sub)system efficiencies, a sample of
18 school building design variants is set ranging the thermal capacity and the energy efficiency of
the building envelope, the glazing properties, the window-to-wall ratio (WWR), the shading devices
and orientation of the building to represent the current school building practice.
The same sample of building design variants (variant 1 to variant 5 - see Table 5.3) as described in
§ 5.3.1 are used for this research study. The same U-values, glazing properties, air tightness levels
and shading devices are implemented. The construction of the building is however either heavy or
light. The WWR is varied between 20% [97] and 40% [66, 121, 97] and the impact of the orientation
is evaluated by turning the building in two directions. All building variants are once simulated with
the main axis along the North−South direction and once with the main axis along the East−West
direction. Deterministic boundary conditions for amongst others user’s schedule, internal heat gains
and ventilation rates are used as set in Table 4.5.
An overview of the incorporated building design variants is depicted in Table 6.6. The names added
in the first column refer to the considered building’s characteristics. The subsequent letters and num-
bers refer to the thermal capacity of the building (Heavy - Light), the considered WWR (20 or 40%),
the orientation (NS or EW) and the building energy efficiency level (variant 1 to 5) respectively. As,
by applying only passive cooling strategies, the summer comfort can not be guaranteed in highly en-
ergy efficient school buildings with a light building structure, only design variant 1 to 3 are considered
for the light school building models.
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Table 6.6: Sample of 18 design variants of the rectangular, elementary school building model:
building envelope efficiency, thermal capacity, shading, WWR and orientation are varied.
orientation Uwall Ufloor Uroof Uglazing g-value n50 WWR shading device thermal capacity
- W/(m2K)) W/(m2K) W/(m2K) W/(m2K) - ACH % - -
H20NS_1 N-S 0.37 0.37 0.29 1.12 0.57 3 20 fixed (S) heavy
H20NS_2 N-S 0.3 0.24 0.24 1.12 0.57 2.4 20 fixed (S) heavy
H20NS_3 N-S 0.22 0.19 0.19 1.12 0.57 1 20 fixed (S), mobile (E,W) heavy
H20NS_4 N-S 0.15 0.15 0.15 0.78 0.55 0.6 20 fixed (S), mobile (E,W) heavy
H20NS_5 N-S 0.11 0.15 0.13 0.6 0.47 0.4 20 mobile (E,S,W) heavy
H40NS_1 N-S 0.37 0.37 0.29 1.12 0.57 3 40 fixed (S), mobile (E,W) heavy
H40NS_2 N-S 0.3 0.24 0.24 1.12 0.57 2.4 40 fixed (S), mobile (E,W) heavy
H40NS_3 N-S 0.22 0.19 0.19 1.12 0.57 1 40 fixed (S), mobile (E,W) heavy
H40NS_4 N-S 0.15 0.15 0.15 0.78 0.55 0.6 40 fixed (S), mobile (E,W) heavy
H40NS_5 N-S 0.11 0.15 0.13 0.6 0.47 0.4 40 mobile (E,S,W) heavy
L20NS_1 N-S 0.37 0.37 0.29 1.12 0.57 3 20 fixed (S), mobile (E,W) light
L20NS_2 N-S 0.3 0.24 0.24 1.12 0.57 2.4 20 fixed (S), mobile (E,W) light
L20NS_3 N-S 0.22 0.19 0.19 1.12 0.57 1 20 fixed (S), mobile (E,W) light
H20EW_1 E-W 0.37 0.37 0.29 1.12 0.57 3 20 fixed (S) heavy
H20EW_2 E-W 0.3 0.24 0.24 1.12 0.57 2.4 20 fixed (S) heavy
H20EW_3 E-W 0.22 0.19 0.19 1.12 0.57 1 20 fixed (S), mobile (E,W) heavy
H20EW_4 E-W 0.15 0.15 0.15 0.78 0.55 0.6 20 fixed (S), mobile (E,W) heavy
H20EW_5 E-W 0.11 0.15 0.13 0.6 0.47 0.4 20 mobile (E,S,W) heavy
6.3.3 HVAC system components
The overall simulation approach and the selection of the simulation models used for all HVAC system
(components) in TRNSYS, including their underlaying thermal dynamics and physical processes, are
based on similar work done by Parys [125] and by Bertagnolio [239]. For the sake of clarity however,
the main simulation models and related input parameters are summarised and briefly explained
along this section. The detailed mathematical description and related input parameters of the models
can be found in the TRNSYS manual [161].
Heat emission system
The radiators are modelled by the dynamic, lumped capacitance radiator model TRNSYS Type362
[240] that calculates both the emitted radiator power and the radiative fraction of the emitted power
based on the water flow, the surrounding temperature and the incoming water temperature. The
most important parameters to describe the radiator are the nominal flow, the nominal heat emission
at 90/70/20-regime, the radiator exponent and the thermal capacity of the water content and the
metal. The mathematical description can be found in Holst [240].
The thermostatic radiator valves on the radiators are modelled based on the IEA annex 10 ’per-
fect thermostatic valve’ model as developed by Ast [241]. It is a lumped capacitance model of the
temperature sensor including the (relatively small) thermal resistance of the casing and the (larger)
resistance between the sensor and the water. The valve authority is set equal to 0.7. The hysteresis
is 0.5○C and the nominal and maximal temperature differences between the valve and ambient are
assumed to be 2○C. All valves are assumed to have an infinite rangeability: 100% of the maximum
flow rate when the valve is fully open and 0% of flow rate when fully closed.
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For the modelling of a radiant floor heating in TRNSYS, a thermally active layer available in TRN-
Build is used. A constant water flow rate at a variable supply temperature is used as the input to
the active layer. Pipe length, outside diameter, pipe wall thickness and pipe wall conductivity are the
most important input parameters. As the convective heat transfer coefficient between surface and
zone air depends on the temperature of the active layer - unlike all other modelled cases that use a
fixed preset value - convective heat transfer coefficient are calculated using the internal calculation
method of TRNSYS (see § 3.4.2).
Heating coils are modelled using the TRNSYS Type5 model for sensible heat exchangers (see
Figure 6.8). The most important input parameters are the configuration mode, the overall heat
transfer coefficient of the heat exchanger (UA) and the flow conditions. The calculated nominal
UA-value is hereby adjusted for non-rated conditions according to the HCSIMOL model [242]. A
constant hot water supply flow rate is supplied by a constant speed pump (TRNSYS Type110) which
is switched on or off by a temperature sensor in the supply air duct. The hot water supply temper-
ature is controlled by a PID controller (TRNSYS Type22) adjusting a three-way, mixing valve. The
latter is modelled as a simple equation.
heat exchanger 
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INPUTS 
𝑚  𝑎 
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Figure 6.8: ε - NTU simulation model of a heat exchanger [243] with m˙a the load side flow rate (air),
m˙w the source side flow rate (hot water), θa is the load side (air) temperature, θw ,supply is the hot
water supply temperature, φ emitted heat, θw ,return is the hot water return temperature and ε the
effectiveness of the heat exchanger.
The VAV boxes are modelled as simple equations that compute the percentage of VAV openings
controlling the entering air flow rate to the served zones based on the (zonal) indoor temperatures
using a PID controller (TRNSYS Type22). The maximum air flows in heating and cooling regime are
determined based on the respective required heating and cooling demands.
Heat distribution system model
For the simulation of the distribution pipes and ducts, the ’plug-flow’ pipe model (TRNSYS Type31) is
used. The surrounding temperatures of the pipes and ducts are simulated by the thermal simulation
model and used as an input for the pipe models. In line with the simplified calculation approach
as applied in EPR [22], the distribution thermal losses which occur in heated zones are considered
recoverable and are thus injected as heat gains in the zones which they serve. Possible air leakage
from the ducts is neglected in the simulation model [125].
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For the pumps, TRNSYS Type110 is used that calculates the mass flow rate of the distributed fluid,
the outlet temperature and the electrical power use of the pump. The pump model does not include
any transient behaviour upon start-up and shut-down processes. For the calculation of the outlet
fluid temperatures, it is assumed that none of the pump power is converted into fluid thermal energy.
The electric pump power Pel ,pump is calculated according to the model of Bernier and Lemire [244]
as a polynomial function of the control signal χ (0 ≥ χ ≥ 1):
Pel ,pump
Pel ,shaf t,nom
= a + bχ + cχ2 + dχ3 (6.6)
where Pel ,shaf t,nom is the shaft power of the pump at nominal conditions.
In accordance with the work of Parys [125] and the survey results of passive schools, an ’average’
pump efficiency (ηpump = 0.685 and a motor part load ratio of 80% (i.e. surveyed part load ratio’s of
the motor vary between 75 and 80%) are assumed for this study. The following polynomial curves
are then obtained (see Table 6.7):
Table 6.7: Pump coefficients of the polynomials curves according the model of Bernier and Lemire
[244]. An average pump efficiency (ηpump = 0.685) and a motor part load ratio of 80% are assumed.
Control a b c d
constant speed pump 0.1946 1.7268 -1.6080 0.7583
variable speed pump 0.1633 0.2637 -0.4485 1.1059
Heating plant model
For the dynamic simulations, the dynamic boiler model developed by Haller et al. [245, 246] (TRNSYS
Type869) is chosen. This model uses the incoming water flow rate and temperature as inputs and
calculates the hot water outlet temperature and the related energy use. Parameters are the nominal
range of thermal powers (φnom), the thermal capacitance of the burner (Cburner ), the water content
(Vw ), the UA-value of the boiler and the auxiliary electrical energy use (Waux - see Table 6.4). More
details on the calculation procedure and input parameters can be found in Haller [246] and in the
work of Parys [125].
Air handling units
For the modelling of the air-to-air heat exchangers in TRNSYS, a combination of a zero capacitance
sensible heat exchanger (TRNSYS Type5, see Figure 6.8) and a sensible air-to-air heat recovery de-
vice with controlled outlet conditions (TRNSYS Type760) is used. The first type is used to calculate the
sensible effectiveness ε based upon the specified flow configuration and on the UA of the heat ex-
changer. The modelled effectiveness is then supplied as an input for TRNSYS Type760 to determine
the maximum possible amount of energy that can be transferred between the two air streams given
their inlet conditions. The heat exchangers are bypassed based on an on/off signal of a differential
controller (TRNSYS Type2).
Prediction of the energy use for heating 165
The air mixing section which is used to maintain the fresh air fraction equal to the required hy-
gienic ventilation rate, is modelled as a simple equation in TRNSYS in combination with a mixing pipe
(TRNSYS Type11) to determine the resulting supply air temperatures.
A simplified pressure independent fan model is used [125] as only the thermal aspects are modelled.
The fan model (TRNSYS Type3) calculates the outlet mass flow rate, the outlet temperature and the
power consumed by the fan. For the calculation of the air flow outlet temperature, the fraction of
pump power that is converted to fluid thermal energy is assumed to be zero. To avoid detailed
calculations of the pressure drops in the air ducts, the electric fan power Pel ,f an is calculated by a
polynomial function of the control signal χ:
Pel ,f an
Pel ,f an,nom
= a + bχ + cχ2 + dχ3 + eχ4 (6.7)
The polynomials used along this study are based on the AIVC technical note 65 [133], assuming a
’normal’ control system [125] (see Table 6.8).
Table 6.8: Coefficients for the polynomials curves used to calculated the electric fan power,
assuming a ’normal’ control system [133].
Control a b c d e
CAV 0 1 0 0 0
VAV 0 1.0547 -2.5576 3.6314 1.1285
Although in reality a fraction of the fan power will be converted into fluid thermal energy4, this fraction
is neglected along this study in line with the work of Parys [125]. Simultaneously, no internal heat
gains or corrections of the supply air temperature due to the fans are included in the energy demand
calculations.
6.4 Results and discussion
This section covers the results of the integrated building and HVAC system simulations. First, the
impact of the system selection on the energy use for heating including the auxiliary energy use for
pumps, boiler and fans, both expressed in terms of primary energy, EH,p is studied (§ 6.4.1). Sec-
ond, the overall performance of each of the HVAC systems is discussed in § 6.4.2.
Before analysing the results of the integrated simulations, both the accuracy of the simulation results
and the thermal comfort are assessed for all simulated cases.
4In case this fraction is simulated, the final energy use of heating is reduced, though the impact is limited (e.g. for
H20NS_1 and H20NS_3 coupled to HVAC2, the final energy use for heating is reduced by 1.5 kWh/(m2.a) and 0.6
kWh/(m2.a), respectively, when a conversion factor of 0.6 is assumed for the fan energy use [247]). The impact on the
overall energy performance assessment of the HVAC system is also small (i.e. ∆ ηoveral l < 2%, mostly determined by the
differences of the emission efficiencies). When the energy demand calculations would be adapted accordingly by either
implementing additional internal heat gains due to the fans or introducing a correction of the supply air temperature as
described in EN 15241 [247], the difference of the efficiencies is expected to be reduced even more.
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Table 6.9: Overview of the average and maximum simulation errors found for each of the
investigated HVAC systems.
HVAC1 HVAC2 HVAC3 HVAC4
average max average max average max average max
0.9% 1.3% 2.2% 7.1% 2.3% 4.9% 4.1% 8.7%
The quality of the execution of the simulations is assessed by determining the monthly simulation
error ∆:
∆ = 1 − (QH,emitted +QH,losses,total)
QH,boi ler
(6.8)
The results for all HVAC system simulations are depicted in Table 6.9.
The lower ∆, the better the accuracy of the simulation results. Slight deviations from zero are pos-
sible, caused by the differences in the internal energy between the beginning and end state [40] or
due to the restrictions related to the implemented calculation time step and the control algorithms
in TRNSYS5. n The average simulation errors remain all 4% or lower. The maxima - found for the
spring and autumn months with the lowest heat demands - are all < 10%, so it is assumed that the
simulations are well executed.
Subsequently, a comfort analysis is performed. In order to be able to compare the performance of
the different HVAC systems mutually, the thermal comfort of each of the investigated cases must
be comparable. Therefore, the thermal comfort of each of the investigated case is assessed using
the Degree Hours criterion as described in method B of EN 15251, Annex F [47]. The temperature-
weighted time fractions that the required set-point temperature is not achieved in winter and summer
are depicted in Table 6.10 and Table 6.11, respectively. Only the results for those school building
design variants and school zones where the comfort conditions are most critical are added to the
table.
Table 6.10: Weighted percentage of the time that the heating set-point is not met during the
occupied period for all included system and building design variants.
critical zone HVAC1 HVAC2 HVAC3 HVAC4
H20NS_1 class (N) 4.6% 5.1% 3.7% 1.8%
H40NS_1 class (N) 5.4% 6.0% 5.8% 7.9%
L20NS_1 class (N/S) 6.2% 6.3% 7.9% -
H20EW_1 class (E) 5.2% 6.7% 3.9% 5.1%
Overall, Table 6.10 shows acceptable results for the winter comfort analysis. For some cases how-
ever - mostly the lighter buildings or buildings with a high WWR - the time fractions exceed the re-
5For the simulations in TRNSYS, a time delay between control decisions is implemented in addition to temperature dead
bands to promote controller stability. To do so, TRNSYS Type 93 (Input value recall) is used to feed into the controller the
outputs of other components at the previous time step instead of the current time step.
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Table 6.11: Weighted percentage of the time that the cooling set-point is not met during the
occupied period for all system and building design variants.
critical zone HVAC1 HVAC2 HVAC3 HVAC4
H20NS_5 gym (N/S) 0.0 % 4.7% 1.2% 0.1%
H40NS_5(1) class (N) 0.1% 0.3% 0.1% 5.7%(2)
L20NS_3(1) class (N) 8.2% 10.0% 10.6% -
H20EW_5 gym (E/W) 0.1% 3.7% 0.0% 0.7%
(1). Night cooling by natural stack ventilation is foreseen in addition to the mechanical
night ventilation for the offices and gym as the hygienic ventilation rates only
(nvent,office = 1 ACH, nvent,gym = 0.37 ACH) are insufficient to guarantee an acceptable
level of summer comfort.
(2). The lowest thermal comfort level is obtained in the gym instead of the class zone (N).
quired 5%, implying that the heating systems in these buildings are more difficult to control. As how-
ever the differences remain limited (< 8%) and the failure of comfort is mostly restricted to (slightly
too) low temperatures at the start of the school days, all results are retained for further analysis.
Regarding the summer comfort (see Table 6.11), the applied passive night ventilation is insuffi-
cient to guarantee an acceptable comfort level in lighter buildings. For building variants 1 to 3, the
weighted percentage is ±10%. As time fractions up to 25% are found when variants 4 and 5 are
coupled to a light structure, these building design variants are excluded for the study.
6.4.1 Assessing the impact of the HVAC system selection on the primary energy
use for heating and ventilation
Figure 6.9 demonstrates the results of the dynamic simulations in terms of total annual heat demand
QH,nd and annual primary energy use for heating and ventilation EH,p for the different HVAC sys-
tems, both normalised to the building floor area.
The primary energy use EH,p is calculated by adding the auxiliary energy needed for all heating
system components Waux to the delivered energy to the heating system and converting it to pri-
mary energy. In doing so, national conversion factors are taken into account which represent the
conversion step from energy source to energy carrier: 1 for fossil fuels and 2.5 for electricity [22],
specifically valid for Flanders6. The results are summarised in Table 6.12.
Four general trends can be noticed. (i) The primary energy use of the HVAC1 is generally higher
than that of the other HVAC systems. (ii) The results for each of the building variants coupled to
HVAC2 and HVAC3 are more or less comparable. Except for the lighter building structures, slightly
lower EH,p are found. (iii) Due to additional fan electrical use, the primary energy use in HVAC4 is
overall slightly higher than that of HVAC2 and HVAC3. Finally, (iv) a strong correlation between the
primary energy use and the heat demand is noticed (see Figure 6.9).
6Despite the requirement of the EPBD regulation for non-residential buildings in Flanders (i.e. at least 10 kWh per year
per m2gross surface area must be covered by renewable energy source), no renewable energy sources are taken into
account for this study.
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Figure 6.9: Annual primary energy use for heating and ventilation in function of the heat demands,
all normalised to the building floor area (kWh/(m2.a)), for the HVAC system variants HVAC1 to
HVAC4.
The first trend noticed is entirely related to the lack of a heat recovery device in HVAC1. The lower
heat demands in HVAC2 to HVAC4 consequently result in lower annual energy use for heating. The
differences in EH,p between HVAC1 and HVAC2 to HVAC4 remain however limited as the savings
due to the implementation of a heat recovery device are partially compensated by additional auxiliary
energy use of the supply ventilation fans in HVAC2 to HVAC4. This trend is confirmed by the results
of a recent survey of the energy use of school buildings in Luxembourg [230]. Measuring data
and monitoring results reveal that the mean electrical energy use has significantly increased in new
low-energy and passive schools due the amongst others the use of mechanical ventilation systems,
Table 6.12: Simulation results for QH,nd and EH,p for varying building energy efficiency levels.
kWh/(m2.a) QH,nd ,HVAC1 QH,nd ,HVAC2−4 Eh,p,HVAC1 Eh,p,HVAC2 Eh,p,HVAC3 Eh,p,HVAC4
H20NS_1 65.2 36.0 84.8 70.5 69.0 -
H40NS_1 66.6 35.6 84.4 71.6 72.6 -
L20NS_1 57.7 30.8 79.2 70.5 67.1 -
H20EW_1 64.1 35.2 83.7 70.7 68.9 -
H20NS_2 59.7 30.6 75.6 61.7 60.0 -
H40NS_2 59.3 30.9 76.9 62.3 62.7 -
L20NS_2 53.7 26.9 69.9 59.2 59.4 -
H20EW_2 58.6 29.8 75.2 62.3 59.4 -
H20NS_3 51.6 22.7 66.2 51.6 49.8 53.5
H40NS_3 52.0 23.9 68.1 53.2 51.3 66.2
L20NS_3 47.3 20.5 62.3 50.8 50.6 -
H20EW_3 51.4 22.7 66.5 52.6 50.0 54.1
H20NS_4 42.9 14.5 56.1 41.5 39.4 43.0
H40NS_4 42.3 15.0 56.5 40.6 38.9 46.5
L20NS_4 - - - - - -
H20EW_4 42.8 14.8 56.6 42.9 39.4 43.0
H20NS_5 39.8 11.7 52.7 38.3 35.4 39.7
H40NS_5 38.9 12.3 52.9 37.9 34.7 42.5
L20NS_5 - - - - - -
H20EW_5 40.2 12.6 52.7 38.9 36.3 40.8
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neutralising partially the thermal energy savings due to the higher energy efficiency of the building.
Furthermore, while comparing the results of HVAC2 to HVAC4 mutually, it is shown that - for the
investigated building sample - the deviations of EH,p due to the implementation of different types of
emission systems (radiators, floor heating or all-air heating) are small. Similar results are found by
Olesen [248] stating that in well insulated buildings the impact of the choice of the emission system
on the final energy performance of the HVAC system is limited.
Second, the effect of the building’s characteristics on the primary energy use remains limited. The
EH,p found for similar building variants (e.g. H20NS1, H40NS1, L20NS1, H20EW1) are all of the
same order of magnitude, except for the lighter buildings where slightly lower EH,p are found. The
latter phenomenon is entirely related to the lower heat demands found in lighter buildings as the
dynamically calculated subsystem efficiencies are generally lower (see § 6.4.2).
Third, the highest energy use is found for HVAC4. EH,p,HVAC4 is on average 10.5% higher compared
to HVAC2 and HVAC3, with a maximum difference found of 25%. When an all-air heating system
is applied, the ventilation systems are sized according to the design heat loads. In some cases this
leads to ’oversized’ ventilation systems (i.e. Ga,vent > Ga,vent,hyg ) which in turn causes additional
electrical energy use of the fans. The higher the heat demand, the more significant the differences
are. Moreover, as the extra ventilation capacity of the all-air system is used to enlarge the free-
cooling capacity, the fan energy use is also slightly higher in summer months.
Fourth and final, EH,p is strongly correlated with the annual heat demand QH,nd (see Figure 6.9).
The correlation differs however depending on the selected HVAC system. Similar results are found
by Korolija [71] and by Parys [125] while performing a system performance analysis of different
HVAC systems in offices.
6.4.2 Overall performance of the HVAC systems
In what follows, the overall performance of each of the HVAC systems is discussed. Variations
of the final energy use for heating and the auxiliary energy use for pumps, boiler and fans are
studied over all building design variants and for all included HVAC systems. Additionally, the dynam-
ically calculated subsystem efficiencies are studied and compared to the efficiencies as used in the
quasi-steady-state calculation standards EPR [22] and in EN 15316 [49, 151, 152] (see Table 6.13).
Regarding the evaluation of the emission efficiencies, only the impact of imperfect control can be
included in the study. As TRNSYS applies a single (zonal) air temperature and only one-dimensional
heat transfer is calculated, emission efficiency losses due to temperature stratification, shielding of
emission devices or increased heat losses through locally heated building envelopes, cannot be
simulated. Consequently, the variations of the emission efficiencies noticed along this chapter are
entirely related to changes of the control efficiencies.
The differences between the various values depicted in Table 6.13 are due to different assumptions
and calculation hypotheses of the considered calculation standards. Details can be found in § 3.2.2
and in the related calculation standard’s manuals.
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Table 6.13: Overview of the subsystem efficiencies calculated according to EPR [22] and
EN 15316 [49]. For the generation efficiencies according to EN 15316 [152], the boiler efficiency
method is used (see § 3.2.2). The yearly values for the generation efficiency as depicted in the
table are hence calculated based on monthly calculation results.
EPR EN 15316
ηsystem ηgen ηoveral l ηem ηdis ηgen ηoveral l
HVAC1 0.93 0.92 0.86 0.90 0.98 0.85 0.76
HVAC2 0.93 0.96 0.89 0.87 0.98 0.90 0.77
HVAC3 0.93 0.98 0.90 0.82 0.98 0.92 0.74
HVAC4 0.93 0.94 0.87 0.90 0.98 0.88 0.78
Final energy use for heating
HVAC1
Figure 6.10 shows the simulated annual final energy use for heating QH,final ,use,dyn in relation to the
annual heat demand QH,nd of the building, both normalised to the floor area of the building. For
comparison, the annual final energy uses for heating according to the EPR [22] calculation standard
QH,final ,use,EPR are added to the figure.
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Figure 6.10: QH,final ,use expressed as a function of QH,nd , both normalised to the building floor area
(kWh/(m2.a)), for HVAC1 coupled to 18 different school building design variants, calculated in
TRNSYS or using the EPR [22] calculation standard.
The results of the integrated dynamic simulations of HVAC1 show that the thermal losses of the heat-
ing systems add approximately 25 to 30% to the net heating demand. These additional losses are
clearly underestimated by EPR [22] as QH,final ,use,EPR is on average 16% or 11.8 kWh/(m
2.a) lower
than QH,final ,use,dyn. The maximum difference of 29% is found for the light design variant with a
WWR = 20% and the main axis oriented along the North−South direction (L20NS_1).
To analyse the subsystem performances in detail, the monthly averaged emission efficiency ηem
(see Figure 6.11 (a)), distribution efficiency ηdis (see Figure 6.11 (b)) and the generation efficiency
ηgen (see Figure 6.11 (c)) for the 18 investigated school building design variants equipped with
HVAC1 are shown in relation to the part load ratio of the heating system β. For comparison, the
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Figure 6.11: Monthly averaged ηem, ηdis and ηgen for all building design variants equipped with
HVAC1 in function of the part load ratio of the heating system β.
according subsystem efficiencies as used in EPR7 [22] and in EN 15316 [49, 151, 152] are added
to the figures.
Overall, three phenomena are noticed. (i) The dynamically calculated efficiencies decrease when
part load ratios of the heating system β are lowered, especially noticeable for ηem (see Figure 6.11
(a)). (ii) ηem depends on the building’s characteristics while the effect of the building on ηdis and
ηgen is rather negligible. (iii) A rather good fit is found between the calculated subsystem efficien-
cies calculated according to EN 15316 [49, 151, 152] and the efficiencies obtained by the integrated
dynamic simulations. The yearly averaged efficiency values as currently applied in the EPR method
[22] however, deviate more significantly. Especially the dynamically calculated generation efficien-
cies ηgen are significantly lower than the values as currently applied in the EPR standard [22] (see
Figure 6.11 (c)). In what follows, the aforementioned trends are explained.
First, Figure 6.11 (a) shows that when going towards lower part load ratios, significant decreases of
the emission (and more in particular the control) efficiencies ηem occur. Similar results are found by
Bauer [249] and Van der Veken et al. [227]. Both researchers indicate the decrease of the control
efficiency at part load ratios as the most important cause of the loss of ηem. When highly fluctuating
internal and solar heat gains occur, accurate control of the heating system becomes difficult: heat
outputs of the heating system results easily in overheating and hence affect negatively the control
7Only the generation efficiency according to EPR is added to the figures as no separate values for the emission and
distribution efficiencies are calculated in this standard (see § 3.2.2).
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efficiencies. This decreasing trend is clearly influenced by the buildings’ characteristics. The lowest
emission efficiencies are found for building variants with a large WWR (H40NS).
Second, Figure 6.11 (a) to (c) demonstrate that the distribution ηdis and generation efficiencies ηgen
are not influenced by the buildings’ characteristics while the emission/control efficiencies ηem de-
pend on the buildings’ characteristics. The impact of the insulation level, the occurring heat gains
(i.e. WWR and building orientation) and the thermal capacity of the building on the emission effi-
ciency ηem is demonstrated in Figure 6.12 (a) and (b).
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Figure 6.12: Impact of the buildings’ characteristics (i.e. U-value, thermal capacity, WWR,
orientation) on the monthly averaged ηem (light structure = dashed line).
Figure 6.12 (a) shows that overall slightly lower performances of the control systems are found in
lighter buildings. Figure 6.12 (b) demonstrates that the impact of the energy efficiency of the building
on the control efficiency differs in winter and in summer. In winter months, control efficiencies are
slightly higher in better insulated buildings. The deviations remain however limited as the heating
system and related control settings are designed in accordance to the buildings’ characteristics. An
opposite trend is noticed in summer and autumn months when higher solar heat gains occur and
accurate control of the heating system becomes harder. As shown by Figure 6.12 (b), this trend is
more pronounced in higher energy efficient buildings.
Third and final, the differences between the dynamic and static efficiency values are discussed.
Regarding the system efficiencies ηsystem, at part load ratios > 0.1, a rather good fit is found for
both calculation standards, however a slightly better fit is found for EN 15316 [49, 151]. The differ-
ences between the dynamic and static calculated system efficiencies increase however significantly
at lower part load ratios (β < 0.1) as in the static calculation approaches the occurring decrease of
the emission and distribution efficiencies at low part load ratios are not taken into account. Regard-
ing the generation efficiencies ηgen, overall rather low, dynamically calculated values are found. This
can mostly be explained by the frequently occurring part load ratios, excessive cycling, high related
thermal losses of the boiler and hence lower generation efficiencies. For the design heat load cal-
culations according to EN 12831 [90], the boiler is sized as the sum of the design heat loads of all
zones. Furthermore, the reheat capacity is included while, simultaneously, all solar and internal heat
gains are neglected. Consequently, the typically high occurring internal heat gains in class rooms
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result in frequent low part load ratios. Furthermore, the use of an open header in combination with
a constant speed pump in the primary heating circuit negatively affects the generation efficiency:
as the return water flow is mixed with the ’unused’ part of the supply hot water flow, an increased
return water flow temperature is found and hence lower efficiencies of the boiler are obtained. Both
effects appear not to be taken into account properly in the EPR calculation standard [22]. As shown
in Figure 6.11 (c), the alternative, boiler efficiency method as described in EN 15316-4-1 [152] leads
to a much better fit. This can be explained by the fact that in the boiler efficiency method, more
accurate thermal losses of the boiler related to the boiler operating conditions (i.e. expressed by the
part load ratio β) and a correction of the return flow temperature for bypass operation of the boiler
are calculated (see § 3.2.2, Eq. 3.52).
HVAC2
Figure 6.13 shows the results for the annual final energy use for heating QH,final ,use,dyn in relation
to the annual heating demand QH,nd of the building, both normalised to the building floor area. For
comparison, the annual final energy uses for heating calculated according to the EPR standard
QH,final ,use,EPR [22] are added to the figure.
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Figure 6.13: QH,final ,use for heating system HVAC2 coupled to 18 school different building design
variants, calculated using dynamic integrated building simulations (TRNSYS) or the EPR calculation
method [22].
Similar results as for HVAC1 are obtained. The EPR tool [22] significantly underestimates the heat-
ing energy use compared to the results of the dynamic simulations. The average deviation is 36.9%
or - 9.60 kWh/(m2.a), with a maximum found of 43.7% for the building variant L20NS_1. Moreover,
some limited variations of QH,final ,use are found due to different building characteristics.
The monthly averaged system ηsystem and generation efficiencies ηgen for all investigated school
building design variants equipped with HVAC2 are depicted in Figure 6.14 (a) and (b), respectively,
together with the subsystem efficiencies as used in the static calculation methods EPR [22] and
EN 15316 [152].
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Figure 6.14: Monthly averaged ηsystem and ηgen for all building design variants equipped with
HVAC2 in function of the part load ratio of the heating system β.
Similar though even more distinct phenomena as previously described for HVAC1 are noticed. (i)
A similar decrease of the subsystem efficiencies when going towards lower part load ratios β is
noticed. (ii) ηsystem depends on the buildings’ characteristics while the effect of the building on
the generation efficiency ηgen is negligible and (iii) overall, an overestimation of ηsystem and ηgen
is found for EPR [22]. For EN 15316 [152], overall, a better fit is found between the statically and
dynamically calculated generation efficiencies ηgen.
The curves of the monthly averaged generation efficiency ηgen are similar to that of HVAC1 although
the efficiencies at high part load ratios are slightly higher and the decrease of the efficiency in spring
months is larger (see Figure 6.11 (c) vs. Figure 6.14 (b)). The first effect indicates the impact of the
heating curve: while lowering the temperature regime of the heating system (i.e. maximum supply
temperature is 80○C for HVAC1 and 60○C for HVAC2), the efficiency of the boiler is increased as
more condensation occurs. A similar effect is demonstrated in Figure 6.15 where the differences in
ηgen are shown between a heating system that applies an outdoor reset temperature control and a
heating system that uses a constant supply temperature (see Figure 6.15 (b) - heating systems at
constant temperature are marked by *). The figure shows indeed a slight impact of the return water
flow temperature on the boiler efficiency.
The second effect is caused by the fact that for HVAC2 lower part load ratios occur. Although lower
(default) reheat capacities for HVAC2 are included compared to HVAC1, the importance of the re-
heat capacity in proportion to the total heat load is higher in HVAC2 (±32% compared to ±20% in
HVAC1), causing more frequent and lower part load ratios. The heat emission system is sized as
such that for occupied class rooms with high internal heat gains, small heat delivery results easily in
overheating which complicates the control of the system and explains the more significant decrease
of ηH,system compared to HVAC1.
Prediction of the energy use for heating 175
0.7
0.75
0.8
0.85
0.9
0.95
1
0 0.1 0.2 0.3 0.4 0.5
η
d
is
 
β 
H20NS_HVAC2 H20NS_HVAC1
H40NS_HVAC2 H40NS_HVAC1
L20NS_HVAC2 L20NS_HVAC1
H20EW_HVAC2 H20EW_HVAC1
(a) distribution efficiencies
0.4
0.5
0.6
0.7
0.8
0.9
1
jan feb ma apr may jun jul aug sep okt nov dec
η
g
e
n
 
H20NS_1 H20NS_1*
H20NS_3 H20NS_3*
H20NS_5 H20NS_5*
(b) generation efficiencies
Figure 6.15: Impact of the applied heating curve on the monthly averaged distribution and
generation efficiencies.
HVAC3
Figure 6.16 shows the results of the integrated HVAC and building simulations for HVAC3 and com-
pares the dynamically calculated annual final energy use for heating QH,final ,use (kWh/(m
2.a)) to the
results of the EPR calculation method [22].
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Figure 6.16: The annual QH,final ,use for heating systems HVAC3, normalised to the building floor
area (kWh/(m2.a)), of all investigated school building design variants, calculated by dynamic
integrated building simulations (TRNSYS) or by the EPR calculation standard [22].
Similar as for HVAC1 and HVAC2, the heating energy use of HVAC3 is largely underestimated by
EPR [22]: an average deviation of 35.9% or - 9.5 kWh/(m2.a) is found, with a maximum of 51.6%.
Furthermore, Figure 6.16 shows that the impact of the buildings’ characteristics on the overall per-
formance of the HVAC system is higher for HVAC3 compared to HVAC1 and HVAC2 as the data
points plotted in the figure are more scattered and a lower value for R2 is found.
The results for the dynamically calculated, monthly averaged system ηsystem and generation effi-
ciencies ηgen of the HVAC3 system variants are shown in Figure 6.17 (a) and (b), respectively. In
general, similar results are found as described for HVAC1 and HVAC2. The subsystem efficiencies
decrease at low part load ratios. The system efficiencies ηsystem depend on the building’s charac-
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Figure 6.17: Monthly averaged ηsystem and ηgen for all building design variants equipped with
HVAC3 in function of the part load ratio β of the heating system.
teristics while the effect of the building on the generation efficiencies ηgen is generally insignificant.
Finally, at high part load ratios, a rather good fit is found between the efficiencies calculated accord-
ing to EN 15316 [49, 151, 152] and the dynamically calculated efficiencies while the results of the
EPR method [22] show a worse fit.
Two additional trends are however noticed. (i) The plotted data in Figure 6.17 (a) are more scattered
compared to the results for the radiator heating systems revealing that the control efficiencies of the
highly capacitive and slower floor heating systems are more influenced by the buildings’ character-
istics compared to radiator heating and (ii) overall higher boiler efficiencies are obtained when lower
temperature regimes are applied (ηgen,HVAC3 > ηgen,HVAC2 > ηgen,HVAC1).
HVAC4
Finally, the results for HVAC4 are discussed. Figure 6.18 shows the results of the integrated building
and system simulations for HVAC4 and compares the dynamically calculated annual final energy
use for heating QH,final ,use , normalised to the building floor area, to the results of the EPR calcu-
lation method [22]. Overall, similar results are found as those obtained for the other investigated
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Figure 6.18: The annual QH,final ,use for heating systems (kWh/(m
2.a)) HVAC4 in all 9 investigated
school building design variants, calculated using dynamic integrated building simulations (TRNSYS)
or according to the EPR calculation standard.
Prediction of the energy use for heating 177
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6
η
s
y
s
te
m
 
β 
H20NS
H40NS
H20EW
EPR
EN15316
(a) System
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6
η
g
e
n
 
β 
H20NS
H40NS
H20EW
EPR
EN15316-4-1
(b) Generation
Figure 6.19: Monthly averaged ηsystem and ηgen for all building design variants equipped with
HVAC4 in function of the part load ratio β of the heating system
HVAC systems. The final energy use for heating of HVAC4 is largely underestimated by EPR [22]:
an average deviation of 27.0% or - 7.1 kWh/(m2.a) is found, with a maximum of 31.2%.
The dynamic, monthly averaged system ηsystem and generation efficiencies ηgen of the HVAC4 sys-
tem variants are shown in Figure 6.19 together with the efficiencies calculated according to EPR [22]
and to EN 15316 [49, 151, 152]. Overall, the results are similar to those found for HVAC1 to HVAC3.
However, compared to the other investigated HVAC system variants, slightly more differences oc-
cur between the dynamically calculated generation efficiencies ηgen and the ones calculated by
EN 15316-4-1 [152], especially noticeable at low part load ratios.
Discussion and conclusions
The annual subsystem efficiencies of each of the investigated HVAC system variants, averaged over
all building design variants are summarised in Table 6.14.
Table 6.14: Summary of the statically (according to EPR [22] and to EN 15316 [49, 151, 152]) and
dynamic calculated (TRNSYS) annual averaged subsystem efficiencies for all investigated HVAC
system design variants.
EPR EN 15316 TRNSYS
ηsystem ηgen ηoveral l ηem ηdis ηgen ηoveral l ηem ηdis ηgen ηoveral l
HVAC1 0.93 0.92 0.86 0.90 0.98 0.86 0.76 0.89 0.96 0.85 0.72
HVAC2 0.93 0.96 0.89 0.87 0.98 0.90 0.77 0.80 0.95 0.85 0.65
HVAC3 0.93 0.98 0.90 0.82 0.98 0.92 0.74 0.80 0.96 0.87 0.67
HVAC4 0.93 0.94 0.87 0.90 0.98 0.88 0.77 0.89 0.89 0.80 0.64
The following overall conclusions can be drawn:
• The results for HVAC2 to HVAC4 show large similarities which demonstrates that, for this
particular study of rather well insulated buildings, variations of the typology of the heat
emission system (i.e. radiator, floor or air heating) have only a slight impact on the
overall HVAC system performance.
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• The subsystem efficiencies decrease significantly when part load ratios β are low. As
the losses of the efficiency are only noticed in periods of low heat demands, it can be however
expected that the overall effect on the annual energy use will be limited.
• The control efficiency of the HVAC systems is affected by the characteristics of the
building to which the HVAC system is coupled. Especially for the lighter buildings, a lower
performance of the control efficiencies is noticed. Variations over the other three building
design variants (i.e. H20NS, H40NS and H20EW) remain however limited to < 10%.
• The final energy use for heating is significantly underestimated by the EPR standard [22]
mainly due to a high overestimation of the generation efficiencies. Dynamic simulation re-
sults show that the generation efficiencies depend highly on the hot water temperature regime
(i.e. heating curve, return temperature) and the part load ratios of the heating systems. Based
on the comparative analysis of the static and dynamic calculated efficiencies, these effects
appear however to be underestimated in the currently applied EPR calculation method [22].
The boiler efficiency method of EN 15316 [152] that adds supplementary data to take into
account the specific boiler operation conditions of the individual installation and includes the
option to calculate the impact of recirculation (i.e. bypass) on the return water temperature,
offers a better fit and could thus be a better alternative for the EPR calculation standard.
In section § 6.5, an attempt is made to include the aforementioned phenomena into the simplified
calculation model in order to obtain more accurate prediction of the energy use for heating.
6.4.3 Auxiliary energy use
The auxiliary energy use for heating and ventilation comprises the electrical use of the fans, pumps
and the boiler. Figure 6.20 shows the results of the dynamic simulations for the total annual pri-
mary auxiliary energy use Eaux in relation to the annual heat demand QH,nd of the building, both
normalised to the building floor area.
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Figure 6.20: Annual primary auxiliary energy use for boiler, pumps and fans Eaux of all building
design variants equipped with HVAC1 to HVAC4 in function of the buildings’ heat demand QH,nd ,
both normalised to the building floor area (kWh/(m2.a)).
Figure 6.20 shows a correlation for the annual primary auxiliary energy use for heating Eaux with
the annual heat demand QH,nd though the correlation is much less apparent (e.g. the data points
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of HVAC1 are plotted almost horizontally) compared to the correlation found for QH,final ,use (see
Figure 6.9). In general, a slight increase of the auxiliary energy use is noticed when QH,nd de-
creases. Whereas pump energy use drops when going towards lower heat demands, fan energy
use increases as night ventilation occurs more frequently. As the increase of the fan energy use is
more significant compared to the decrease of the pump energy, an overall increase of the Eaux for
decreasing heat demands is noticed. A single exception is found for H40NS_1 coupled to HVAC4.
For this case, extra fan energy use is necessary to heat the building. Similar results are found by
Koroloija [39] and by Parys [125] while performing an analysis of the auxiliary energy use of the
HVAC systems in office buildings, based on integrated building and systems simulations.
An overview of the total primary energy use of the ventilation and the heating system, including
the energy use for pumps and boiler EH,p of each of the investigated HVAC systems is given in
Figure 6.21 for 5 different building design variants (variant H20NS1 to H20NS5).
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Figure 6.21: Annual total primary energy use EH,p for all investigated HVAC system design variants
and for various building energy efficiency levels (H20NS1 - H20NS5) determined by dynamic
integrated simulations.
Overall, two phenomena are noticed: (i) the electricity use of both the boiler and pumps are very
small compared to the fan electrical use and the gas consumption for heating and (ii) a relatively
increased share of the auxiliary energy use for buildings with lower QH,nd is noticed. For HVAC1,
the gas consumption covers a large part of the EH,p, varying from 76.5 kWhpr im/(m
2.a) to 43.0
kWhpr im/(m2.a) depending on the QH,nd of the related building. The fan electrical use varies from
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7.5 kWhpr im/(m2.a) to 9.3 kWhpr im/(m2.a), of which 6.7 kWhpr im/(m2.a) is used for hygienic ventila-
tion. The occurring deviations of the fan energy use are caused by an increased need for cooling
by night ventilation in better insulated buildings. Pump and boiler energy use vary in relation to the
heat demand between 0.66 kWhpr im/(m2.a) and 0.53 kWhpr im/(m2.a), and 0.13 kWhpr im/(m2.a) and
0.11 kWhpr im/(m2.a), respectively.
For the other HVAC system variants HVAC2 to HVAC4, a much higher electrical fan energy use is no-
ticed due to the use of a balanced mechanical ventilation system and the implementation of an all-air
heating system. The primary energy use of the fans varies between 15.6 kWhpr im/(m2.a) and 27.7
kWhpr im/(m2.a)), of which 13.8 kWhpr im/(m2.a) is related to hygienic ventilation. Moreover, due to
the use of heat recovery devices, the gas consumption is lowered from 54.2 kWhpr im/(m2.a) to 19.1
kWhpr im/(m2.a). At the same time, the primary pump energy is lowered from 0.39 kWhpr im/(m2.a) to
0.17 kWhpr im/(m2.a) and the boiler energy use is decreased from 0.12 kWhpr im/(m2.a) to 0.10
kWhpr im/(m2.a) compared to HVAC1.
6.5 Deduction of regression models
In § 6.4.2, the impact of the HVAC system selection and the buildings’ characteristics on the overall
HVAC system performance has been studied. Results show that the subsystem efficiencies depend
highly on the part load ratios of the heating system: the lower the part load ratios, the lower the effi-
ciencies are. Furthermore, a slight impact of the buildings’ characteristics on the control efficiencies
is found. As both effects affect the overall HVAC system performance, they should be accounted for
properly in the quasi-steady-state energy assessment method. Therefore, simple prediction models
based on the results of the integrated, dynamic simulations are developed to evaluate if the assess-
ment of the final energy use for heating could be further improved by using these regression models
compared to the simplified calculation method of EPR [22] or EN 15316 [49].
6.5.1 Method
Several studies on the prediction of energy use in schools have been performed using different pre-
diction models [250, 230, 149]. All these developed regression models are based on a broad range
of dependent and independent variables (i.e. building characteristics, weather conditions, users’ pa-
rameters, etc.). Within the framework of this particular study (i.e. energy assessment in a regulatory
context) however, the energy prediction models are preferably kept simple, using a single indepen-
dent variable. In accordance with the work of Korolija [71] and Parys [125], the monthly averaged
heat demand, normalised to the building floor area, is suggested to be used for the regression anal-
ysis. This value can be easily calculated using the (refined) quasi-steady-state calculation method
as described in the previous chapters. Furthermore, influences of parameters such as weather con-
ditions, building and material properties, use, occupancy, etc. are incorporated and consequently
(indirectly) included in the energy use calculations.
Different regression models can be used. A general, detailed overview can be found in Zhao and
Magoulès [251]. Compared to other data driven modelling methods, the regression analysis tech-
nique is a simple though straightforward and accurate method and therefore highly appropriate to be
used for this specific research purpose [71]. Based on an elaborate analysis of different regression
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models, Korolija [39] selects the power law and second order polynomial functions to be the best
options for the prediction of QH,final ,use . The regression parameters are determined using the curve
fitting tool in MATLAB. To evaluate the accuracy of the developed regression models, a comparative,
statistical analysis is performed to determine the best model fit. Two statistical indexes are used: the
root mean square error RMSE and the regression coefficient R2.
RMSE = √∑(yi − yˆi)2 (6.9)
and
R2 = 1 − ∑ (yi − yˆi)2∑ (yi − y¯i)2 (6.10)
where∑ (yi − yˆi)2 is the sum of squares of the residuals and∑ (yi − y¯i)2 is the total sum of squares.
The R2-value of a fitted model gives the percentage of variance in the simulation result that can not
be accounted for by the corresponding regression model.
6.5.2 Results
Regression models for the final energy use for heating
In this section, the results of the regression analysis for the calculation of the final energy use for
heating QH,final ,use are discussed. Quadratic and power law regression models are composed for
each of the HVAC systems to predict the heating energy use as a function of the heat demand QH,nd
(see Figure 6.22 (a) to (d)). As Figure 6.22 shows an almost linear correlation between QH,final ,use
and QH,nd - except for the lowest heat demands where the decrease of the system efficiencies cause
a slight increase of the QH,final ,use - a linear function is added additionally to assess the feasibility
of the use of a single coefficient to express the energy use as a function of the heat demand (i.e. in
conformity with EPR [22] and EN 15316 [49]). All regression models are forced to go through the ori-
gin to be physically correct [125]. The related regression coefficients of the power law and quadratic
models are depicted in Table 6.15. The results for the linear models are added to this table although
the related coefficients ’a’ are not obtained by the regression analysis but are set equal to the an-
nual overall system efficiency ηoveral l of each of the HVAC systems, averaged over all considered
building design variants, as obtained by the integrated dynamic simulations.
Table 6.15: Overview of the regression coefficients for all investigated HVAC system variants.
Power law Quadratic Linear
y = axb y= ax2+ bx y = ax
a b a b a = ηoveral l
HVAC1 1.79 0.884 -0.016 1.541 0.72
HVAC2 1.814 0.864 -0.038 1.660 0.65
HVAC3 1.862 0.8351 -0.040 1.646 0.67
HVAC4 2.122 0.683 -0.0751 1.706 0.64
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Figure 6.22: Bivariate regression models for the prediction of the monthly final energy use for
heating, normalised to the building floor area (kWh/m2), of a selection of typical heating systems in
schools. A power law (1), quadratic (2) and linear (3) function are plotted, including the 95%
prediction band for the linear model. For comparison, the results calculated according to the EPR
[22] (4) and the EN 15316 [49, 151, 152] (5) calculation standard are added.
Next, a comparative, statistical analysis of the results of the various (regression) models is per-
formed. Although the regression models are fit on monthly calculated data points, the accuracy of
the fitted models is assessed based on annual calculation results. For each HVAC system design
variant the absolute and relative RMSE and the R2-value of the annual final energy use for heating
are calculated and the results are depicted in Table 6.16.
Overall, a good correlation between the regression model predictions and the simulation results is
found: all R2 values are ≥ 92%, with the lowest values found for HVAC4. Prediction errors RMSE
of the power law and quadratic regression models are comparable and demonstrate overall a much
better fit with the dynamic results compared to the results of the quasi-steady-state calculation meth-
ods according to EPR [22] and EN 15316 [49, 151, 152]. The averaged RMSE’s are all < 2.9
kWh/(m2.a) or < 12%. For HVAC1, HVAC2 and HVAC3 however, the best fit is found when the linear
models are used to predict the energy use: R2 values are all > 97% and the averaged RMSE’s
remain below 5%. The linear model predictions for HVAC4 are slightly less accurate though the
average RMSE is still limited to < 10%.
To visualise the differences between the model predictions and the results of the simulations, the
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Table 6.16: Results of the statistical analysis of the (regression) models used for the prediction of
the final energy use for heating using HVAC1, HVAC2, HVAC3 or HVAC4. Those statistical
parameters that lead to the best model fit are underlined.
EPR EN15316 power quadratic linear
HVAC1
RMSE, kWh/(m2.a) 12.6 5.0 2.8 2.4 2.0
RMSE, % 16.8% 6.4% 4.2% 3.4% 2.4%
R2 0.981 0.981 0.982 0.982 0.981
HVAC2
RMSE,kWh/(m2.a) 10.0 5.8 1.5 1.6 1.3
RMSE, % 26.7% 15.6% 3.4% 3.4% 3.1%
R2 0.992 0.992 0.993 0.992 0.992
HVAC3
RMSE,kWh/(m2.a) 10.2 4.5 2.7 2.6 2.1
RMSE, % 25.7% 10.4% 8.3% 6.3% 4.9%
R2 0.977 0.977 0.980 0.979 0.977
HVAC4
RMSE,kWh/(m2.a) 7.6 5.3 2.1 3.1 2.1
RMSE, % 29.7% 21.5% 7.7% 11.7% 9.3%
R2 0.952 0.952 0.922 0.933 0.952
prediction errors are plotted in Figure 6.23.
Overall, three effects are noticed. (i) While the EPR calculation method as currently applied [22]
significantly underestimates the final energy use for heating compared to the results of the dynamic
simulation, the developed regression models tend to generally overestimate the energy use. For the
quasi-steady-state calculation method, (slight) overestimation is however preferable to underestima-
tion. (ii) In general, compared to the dynamic simulation results, better results for the final energy
use for heating are found when the regression models are used instead of the simplified calculation
approach of EPR [22] or EN 15316 [49]. When comparing the results of the different regression
models mutually, the use of the linear models results in the best fit. Except for some exceptional
data points - mostly representing the results of the buildings with a lighter structure (see Figure 6.23
- marked in lighter red) - the data points of the linear models are plotted within the ± 5% accuracy
interval. This confirms the feasibility of the use of the currently applied simplified calculation method,
using yearly averaged (sub)system efficiencies, independent of the buildings’ characteristics, to cal-
culate the final energy use as a (linear) function of the heat demand. Nevertheless, based on the
results of the same comparative analysis, a revision of the yearly averaged efficiency values of
EPR is highly recommended, either based on dynamic simulation results or on alternative simplified
calculation methods. (iii) When comparing both the quasi-steady-state calculation approaches, in
line with the results described in § 6.4.2, significantly better results are found when the calculation
standard EN 15316 is used. Hence, considering the investigated building and HVAC sample, the
EN 15316 calculation method appear to be a better option than the EPR standard.
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Figure 6.23: Prediction errors of the annual final energy use for heating, normalised to the building
floor area (kWh/(m2.a)), assessed by 3 bivariate regression models (i.e. power law, quadratic and
linear). The results calculated according to the EPR calculation standard [22] are added for
comparison. The results for the light buildings are marked in lighter red.
Regression models for the auxiliary energy use
As shown in § 6.4.3 and Table 6.17, the total auxiliary energy use consists mainly of the fan energy
use.
Table 6.17: Annual averaged fraction of the auxiliary energy used (%) per HVAC system
component.
pump boiler fan
HVAC1 6.8% 1.4% 91.8%
HVAC2 1.8% 0.6% 97.6%
HVAC3 1.6% 0.7% 97.8%
HVAC4 1.6% 0.5% 97.9%
Due to the high ventilation rates in schools and related high fan energy use, the fraction of the
auxiliary energy use assigned to the pumps and boiler remains small (< 10% for HVAC1 and < 3%
for the other HVAC system variants). Furthermore, as the fan energy use is not - or only slightly in
case of HVAC4 - correlated with the heat demand, it is meaningless to fit the auxiliary energy use to
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the heat demand. Accordingly, the results of the regression analysis lead to very low R2-values (R2
= 0.2 or less) and the standard errors of the correlation coefficients found are unacceptably high.
Therefore, no regression models are deduced for the auxiliary energy use.
6.5.3 Evaluation of the robustness of the regression models
As demonstrated in the previous section, simplified (regression) models can be used to predict the
annual final energy use for heating QH,final ,use of schools. Linear models using (yearly) averaged
overall system efficiencies based on the results of integrated simulations to calculate the final en-
ergy use for heating as a function of the heat demand of the building lead to good calculation results
(∆ QH,final ,use < 10%) compared to the results of the simulations in TRNSYS. The accuracy of the
determined linear functions is however still uncertain. It is necessary to evaluate the robustness of
the calculated energy use for unpredictable variations of the use of the school buildings. Therefore,
the results of the calculated final energy use for heating using the linear models are tested against
simulation results in TRNSYS using different users’ related boundary conditions and input parame-
ters. Each of the integrated, dynamic simulations is repeated twice varying the use of the electrical
equipment (i.e. expressed by variations of the internal heat gains due to equipment qI HG ,eq and
the partial operational time factors of the use of the equipment POFeq - see Table 4.3) and light-
ing (i.e. expressed by variations of qI HG ,l ight and POFl ight - see Table 4.3), and occupancy profile’s
(i.e. expressed by variations of the relative absence factors - see Table 4.3) between a minimum and
maximum value as determined in § 4.3.3. The robustness of the regression models is then analysed
by checking if the additional data points fit well within the 95% prediction band8 of each regression
model. The results of the robustness analysis are plotted in Figure 6.24.
As shown, the prediction bands of the HVAC3 are slightly larger compared to the other HVAC system
variants due to the larger scattering of the original data (see Figure 6.16). Overall, the data points fit
well within the 95% prediction bands.
Furthermore, the relative RMSE’s are determined. A RMSE of 4.4% is calculated for HVAC1. The
RMSE for HVAC2 is 12.1%. For HVAC3, a RMSE of 16.4% is found and for HVAC4, the RMSE
is 10.2%. Both the scatter plots and the results for the RMSE calculations confirm a reasonable
robustness of the linear model for likely variations of school buildings’ use.
6.6 Uncertainties and restrictions of the study
To obtain the results presented in this chapter, many design decisions, modelling assumptions and
simplifications had to be made. The most important sources for uncertainty of the output are sum-
marised hereafter:
• The results are based on elaborate, integrated dynamic simulations including a building model
and most of the thermal components of the HVAC system. Hereby, an attempt is made to
include as good as possible the dynamic effects and the transient behaviour of the system
components. However, despite the level of detailing of the integrated model, some realistic
8This range designates the 95% confidence interval for new observations and includes the uncertainty in the determi-
nation of the model parameters and the original data point scattering [125].
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Figure 6.24: Linear model validation through fitting of the simulation data results using varying
user’s conditions for various building variants of the modelled school building.
effects that influence the building energy use are neglected either due to inherent restrictions of
the simulation model (e.g. realistic variations of the emission efficiencies cannot be calculated
- see § 3.3) or due to the modelling assumptions made (i.e. all components are assumed to
be correctly installed and are connected to well balanced hydraulic or air distribution circuits
which is however highly unlikely in real buildings [125]).
• Several building design variants are selected ranging the energy performance level, the ori-
entation, the WWR and the thermal capacity of the building. Moreover, the impact of the
boundary conditions on the derived regression models has been studied. Other building char-
acteristic such as the built form or the size of the building are however not included in the
study. As the goodness-of-fit of the determined regression models (i.e. R2 > 0.92) shows that
the variations of the school building design are covered well by using the net energy demand
as the input variable, on may assume that the impact of other building characteristics which
are also incorporated in the net energy demand calculation, will be accounted for in a similar,
good way [125].
• The building is modelled as a multi-zone building. For the sake of simplicity however, only
different seven zones are incorporated. The implementation of a building model of higher
resolution might affect the outcome. For elementary schools, where occupancy rates and
operation schedules are rather constant over the whole school year and nearly identical for all
class rooms, the impact is expected to be limited. Different results might however be obtained
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in secondary schools where occupant densities and operational schedules of the class rooms
can be more flexible and inconsistent.
Furthermore, some restrictions are specifically related to the limited scope of this study:
• As system sizing and dynamic simulations of HVAC systems are very time-consuming, the
HVAC system selection is limited to four of the most commonly found heating and ventila-
tion systems in contemporary schools. Although other alternative heat generation, distribution
and emission systems are likely to be found in schools, they are not studied here. One may
however assume that, as the impact of varying heating curves, part load ratios and building
characteristics on the emission, distribution and generation efficiencies is assessed, the im-
pact of the introduction of an alternative heat generation system on the overall efficiency will
be limited.
• The results are restricted to newly built schools.
Overall, an indication is given of the deficiencies of the currently applied quasi-steady-state calcu-
lation standard EPR and the need for revision to obtain better results for the overall energy perfor-
mance assessment is revealed. Nevertheless, before being able to present the regression models
as a refinement of the method, further research is necessary to assess the impact of the modelling
and design uncertainties on the regression models. Moreover, additional research is necessary
to check if the results (and the use of linear models) can be extrapolated to other HVAC system
(configurations), control systems, etc.
6.7 Conclusion
This chapter describes the results of integrated, dynamic building and HVAC system simulations of
a selection of four traditional HVAC systems in schools. The investigated HVAC systems, for which
mostly the type of heat emission system and ventilation are varied, are coupled to a representative
sample of contemporary elementary school building design variants.
In the first part of this chapter, the influence of both the buildings’ characteristics and the selection
of the HVAC system components on the HVAC system performance is analysed. The results reveal
that for the investigated, rather well insulated school building variants, the impact of the type of the
heat emission system on the overall HVAC system performance is limited. Furthermore, it is shown
that the control efficiency of the HVAC systems is affected by the characteristics of the building to
which the HVAC system is coupled. Especially for the lighter buildings, a lower performance of the
control efficiency is noticed. Variations over the other three building variants remain however limited
to < 10%. Finally, a decrease of the subsystem efficiencies is noticed when part load ratios de-
crease. Nevertheless, as the losses of efficiency are only noticed in periods of low heat demands,
the overall effect on the annual final energy use for heating is limited.
In the second part, it is evaluated if these affects are accounted for accurately in the EPR calculation
standard. Results show that the final energy use for heating is significantly underestimated by EPR
(on average, 16% or more) compared to the dynamic results, mainly due to highly overestimated gen-
eration efficiencies. The dynamic simulation results show that the generation efficiencies depend
highly on the hot water temperature regime and the part load ratios of the heating system. These
effects appear to be currently underestimated in the EPR calculation method. While searching for
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more accurate calculation results for the final energy use for heating, two alternative calculation ap-
proaches are studied: the simplified calculation method of EN 15316 and the calculation approach
using regression models based on the results of dynamic simulations. A comparative analysis of the
results of regressed power law, quadratic and linear models, using the heat demand as an indepen-
dent variable, reveals that the simplified calculation approach using a single coefficient to express
the final energy use as a function of the heat demand offers good calculation results. A revision of
the overall system efficiencies is however highly recommended, either based on dynamic simulation
results or based on the CEN/EPB calculation standard EN 15316. Especially the boiler efficiency
method of EN 15316, which provides more accurate calculation results by taking into account the
specific boiler operational conditions and which is much easier to be implemented compared to the
regression models, appears to be an interesting alternative.
For the auxiliary energy use for boilers, pumps and fans, the correlation with the heat demand is less
apparent as the auxiliary energy flows consist mostly of fan energy use which is - aside from the
all-air heating system - independent of the heating demand. As a result, no good regression models
for the auxiliary energy use are found.
7
Impact of the changes of the
quasi-steady-state calculation method
on the results of a cost-optimal design
Since the implementation of the recast of EPBD in 2010, Member States are requested to set min-
imum energy performance criteria for buildings and HVAC systems with the aim of achieving cost-
optimality. A comparative cost-benefit evaluation methodology has been set forward that enables
the determination of optimised buildings and results in both an economical optimal combination of
energy saving measures and in a hierarchy of energy saving investments. In 2013, a cost-optimal
study is performed in Flanders commissioned by the Flemish Energy Agency (VEA) which revealed
amongst others the cost-optimal levels of energy performance requirements for new and renovated
school buildings. In doing so, the total cost and the total primary energy use over the life span of
the building are weighed where the latter is calculated using the EPR calculation tool. In the previ-
ous chapters however it has been shown that the currently applied EPR calculation tool for schools
offers considerable room for improvement. It is therefore possible that while using the current calcu-
lation tool, inaccurate cost-effective assessment results are obtained and inefficient energy saving
measures are promoted on the building market. Therefore, in this chapter, an assessment of the in-
fluence of the changes of the calculation method on the results of some cost calculations is made for
a limited set of energy saving measures in a reference school building. The impact of the changes
of the quasi-steady-state calculation method on both the Pareto Front obtained by the cost optimal
study and on the hierarchy of building measures is studied.
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7.1 Introduction
Over the years, the European building regulation moved towards minimum energy performance lev-
els for buildings based on a cost-optimal study taking into account all lifetime costs of the building
[18]. Ever since, various cost-optimal studies have been conducted, differing in the choice of the
considered building typology (i.e. dwellings [252, 253, 24, 191, 254], offices [255, 256, 125, 25, 257],
schools [25, 257]), the choice of considered variables (i.e. optimisation of energy saving measures
for building envelope only [125] or the combination of both building envelope and technical sys-
tems [25, 24]) or the applied energy calculation method to assess the total energy use (i.e. using
quasi-steady-state calculation tools [125, 25, 24] or dynamic simulation tools [253]). Despite the
differences, all these cost-optimal studies are performed for a more or less similar purpose: to as-
sess costs and long-term benefits of further strengthening the energy performance regulation and
to promote the introduction of the most cost-effective energy saving measures on the national build-
ing market. To guarantee a certain level of comparability and consistency of the cost-optimal study
results and related building policy decisions over all European Member States, a common compar-
ative methodology framework is established by the European Commission [258]. Additional guide-
lines are published describing how to perform the cost-optimal study [259] and mentioning important
effects of cost calculation assumptions such as long-term energy price developments or discount
rates [260]. The definition of the implemented input data (e.g. climate conditions, costs, etc.) and
the calculation of the energy use is however done by and on the level of individual Member States
[259]. In Flanders, energy use calculations in the framework of EPBD are performed using the
quasi-steady-state calculation tool EPR. As discussed in previous chapters, the method as currently
applied for schools offers significant room for improvement. In Chapter 4, the deterministic standard-
ised input data are revised. In Chapter 5 and Chapter 6, the monthly, quasi-steady-state calculation
method itself is modified to the typical school buildings’ characteristics. Consequently, it is possible
that while using this revised calculation tool, different results for the cost-optimal study are obtained.
Therefore, along this chapter, a limited set of cost-benefit calculations of a combination of energy
saving measures are performed. Based on these cost calculations, the impact of the suggested
changes of the calculation method on the results of the cost-optimal study is assessed.
First, the methodology that is used for the cost-optimal study is described in § 7.2. The approach
used for the quasi-steady-state calculation of the primary energy use for heating and ventilation is
given in § 7.2.1, highlighting in particular the differences between the currently applied and refined
method. In § 7.2.2, the cost calculation method and related calculation hypotheses and assumptions
are summarised. Next, an overview is given of the included energy efficiency measures (§ 7.3). In-
formation on the energy costs and data for the investment, repair and maintenance costs for the
investigated energy measures are described in § 7.4. Finally, the results of the cost-optimal study
are discussed. The impact of the changes to the energy calculation method are studied on both the
Pareto Front (§ 7.5.1) and the energy saving potential assessed by the return on investment of the
different energy saving measures (§ 7.5.2). To do so, the Pareto fronts for both energy calculation
approaches are determined and it is investigated if different economic optima or differences in the
number or order of the Pareto solutions occur. Finally, as cost calculations are often highly uncertain,
a restricted sensitivity analysis is performed (§ 7.6).
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Note that the results of the cost-optimal study presented along this chapter do not reveal the absolute
cost-optimal solution for school buildings. It is only the purpose of this study to give an indication of
the impact of the changes to the calculation method on the results of a cost-optimal school design.
These results can then be used as a reference to emphasise the need for revision of the currently ap-
plied quasi-steady-state calculation method. The number of incorporated building energy efficiency
measures regarding the building envelope are limited and only three traditional HVAC systems are
coupled to the investigated building variants. Moreover, only a restricted sensitivity analysis of the
results is performed.
7.2 Methodology
Along this chapter, the impact of the refined EPR calculation method [22] is studied on the results
of a restricted, bi-dimensional cost-optimal study. In doing so, two objectives, an energetic and eco-
nomic one, are balanced over the whole life span of the building for a series of school building design
variants. The energetic objective includes the energy use for heating and the auxiliary energy use
for the ventilation fans, both expressed in terms of primary energy and normalised to the net floor
area of the building (§ 7.2.1). The economic objective is set equal to the net present cost (NPC)
(§ 7.2.2).
The overall approach used for this study is based on the comparative methodology framework as set
in the context of the EPBD regulation [261] and related (national) guidelines [258, 262]. This method-
ology consists of multiple, consecutive calculation steps. (i) A representative school building model
must be identified. As the reference school building models as defined in Chapter 2 suit the require-
ments set for these building models, one of the developed reference school buildings is selected for
this study. (ii) A set of energy efficiency measures must defined to improve the energy performance
of the investigated school building model. The investigated variables in this study are restricted to
the building envelope properties of which the impact is assessed for three different HVAC systems.
(iii) The primary energy use of all building variants must be determined. To assess the impact of the
suggested changes to the EPR calculation method [22], the primary energy use is calculated twice.
Once the EPR tool as currently applied in Flanders [22] is used and once the refined calculation tool
as obtained along this dissertation is applied. As the number of considered building design variants
are limited, all possible combinations are calculated separately without using a specific optimisation
algorithm. (iv) The costs of each of the investigated energy saving measures must be estimated
and combined with the results of the energetic calculations in order to search for cost-optimal so-
lutions. The Pareto optimality approach that considers both the economic and energetic objectives
equally, is used to determine the optimal solutions, which are also referred to as non-dominated or
Pareto solutions. A solution is called non-dominated if no other feasible measure can be found that
improves one objective without causing simultaneous deterioration of the other objective [191]. This
approach has been frequently applied in similar cost-optimal studies on residential [191, 254, 24]
and non-residential buildings [125, 25]. A more elaborate description of this method is given by
Verbeeck [191] and by Allacker [254]. The combination of all non-dominated solutions is called the
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Pareto Front. The cost-optimum is the specific data point on the Pareto front with the lowest cost.
To guarantee fair comparison of the calculation results, the thermal comfort of each of the inves-
tigated cases must be comparable. Therefore, the thermal comfort of each building variant is as-
sessed using the Degree Hour criterion as described in Method B of EN 15251, Annex F [47]. For
the building variants with a WWR = 30%, 15% of the cases are excluded for the cost-optimal study
as overheating occurs in more than 5% of the occupied time. For the building variants with a WWR
= 20%, no cases are excluded as an acceptable summer comfort is guaranteed for all investigated
cases.
7.2.1 Energy performance assessment
To assess the impact of the changes of the energy calculation methods, the energy use for heat-
ing and ventilation is calculated once by the original EPR calculation method [22] and once by the
refined method as obtained along the previous chapters of this dissertation. Both methods calcu-
late the energy use for heating QH,final ,use as the ratio of the heat demand QH,nd and the overall
HVAC system efficiency ηoveral l , though differences are found for both the calculation of QH,nd (see
Eq. 3.13) and ηoveral l as summarised hereafter.
First, for the calculation of QH,nd , different correlation factors are used to calculate the gain utilisa-
tion factor as shown in Eq. 5.24 and Eq. 5.25.
Second, different calculation approaches are found for the calculation of system intermittency and
more in particular the calculation of the heat transfer QH,ht . Whereas in the EPR method [22] the im-
pact of intermittency is accounted for by an adjusted indoor temperature (see Eq. 3.17), the refined
calculation method based on NEN 7120 [44], calculates intermittency as a correction of the heat
transfer of a continuously heated building (see Eq. 3.25). Furthermore, the numerical parameters
and default input data used to calculate the correction factors aH,red ,night and aH,red ,we are adapted
to the characteristics of Flemish schools (see Eq. 5.26)
Third, boundary conditions are refined and adapted to the typical school’s use (see § 4.5 and
Table 4.7) which results in different calculation outputs for the ventilation heat transfer coefficients
Hve and for the heat gains QI HG as shown in Eq. 4.2 and in Eq. 4.3, respectively.
Fourth, for the calculation of ηoveral l , two different approaches are used. For the original calculation,
the approach as described in EPR is applied (§ 3.2.2) calculating the overall system efficiency as
the combination of the system efficiency (see Eq. 3.29) and the generation efficiency (Eq. 3.31). For
the refined method however, the optimised, yearly averaged values for ηoveral l based on integrated
building and system simulations, as yielded in Chapter 6, are used.
Fifth and final, for the calculation of the auxiliary energy use of the ventilation fans Waux ,f an, the
calculation approach as described in the EPR standard [22] is used for both methods though the
boundary conditions differ depending on the method used as shown in Eq. 7.1 and Table 4.7.
Waux ,fan = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
csyst ⋅ V˙supply ,H ⋅ 0.3 ⋅ t (or ig inal)
csyst ⋅ (V˙supply ,H ⋅ focc + V˙basic ⋅ 0.5) ⋅ t (refined) (7.1)
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where csyst is a default value for the specific fan power (i.e. 0.33 Wh/m3 for exhaust ventilation sys-
tems, 0.55 Wh/m3 for balanced, mechanical ventilation systems),V˙basic is a basic ventilation flow
rate (m3/h) to guarantee good indoor air quality at any time of the day (see § 2.3.1) and t = 8750 h.
To convert the energy use to primary energy use, conversion factors are used. For fossil fuels,
the factor equals 1. For electricity, the factor equals 2.5 [22]. Despite the requirement of the EPBD
regulation for non-residential buildings in Flanders (i.e. at least 10 kWh per year per m2gross surface
area must be covered by renewable energy source), no renewable energy sources are taken into
account for this study.
7.2.2 Economic performance assessment
When assessing the economic performance of a chosen combination of energy saving measures,
either a macro or a microeconomic approach can be adopted [191]. In a macroeconomic analysis,
the focus is put on the costs and benefits of certain energy saving measures while taking into account
the changes for the society and the economy as a whole. In a microeconomic analysis, the impact
of the energy saving measures is evaluated from a strictly financial viewpoint as the total costs for
the building owner are assessed. As macroeconomic analyses are very complex and as decisions
regarding investing in certain energy saving measures are generally made by the building owners
[191], a microeconomic approach is selected within the context of this research study, in order to
evaluate the real financial costs for the building owner over the period that the building is used.
Calculation of the net present cost
The net present cost of a building energy saving measure is determined by
• the investment costs Ic related to the construction of the building,
• the costs for maintenance Mc and repair Rc of the building and systems,
• the residual values of the HVAC system components Vf ,
• and the energy costs Ec related to the specific energy use of the considered school building
variant.
To assess the net present cost of a building design variant, the global cost calculation method as
described in EN 15459 [263] is used. This method calculates all expected costs over the whole life
span tbui l of the building according to Eq. 7.2.
NPC(tbui l) = Ic + ∑
j
[ r∑
i=1[(Mc,i(j)(1 + rM)i + Rc,i(j)(1 + rR)i+ Ec,i(j)(1 + rE)i) ⋅ Rd(i)] −Vf ,tbui l(j) ⋅ Rd(tbui l)] (7.2)
with
Rd = 1(1 + d)i (7.3)
where rx is the expected change of the maintenance, replacement and operational cost x above
inflation, d is the discount rate and Vf ,tbui l(j) is the final value of component j at the end of the calcu-
lation period (AC).
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The initial investment cost consists of the construction costs of the building and the coupled HVAC
system. To limit the amount of necessary cost data, only those costs that relate to the energy per-
formance of the building are included [262]. Common costs are excluded as they are assumed to
be equal for all considered building variants. The annual maintenance costs for the heating and
the mechanical ventilation system are calculated as a fixed percentage of the initial investment costs
as defined in EN 15459, Annex A [263]. In line with the cost-optimal study performed by Verbeeck
[191], the maintenance costs for the building (envelope) are not included. Maintenance costs are
hence only considered for the HVAC system components and the implemented shading devices.
When the life expectancy of a certain energy efficiency measure is shorter than the considered life
span of the building, replacement costs are included in the cost-optimal study for this specific mea-
sure. When life expectancy is longer, a residual value is calculated for HVAC system components.
This way, large fluctuations of the net present costs can be avoided when the life span of HVAC
system components considered in different building variants is just slightly shorter or larger than the
considered life span of the building. The residual values are determined by a linear depreciation of
the initial investment as shown in Figure 7.1.
Costs 
 
 
CI 
 
 
 
Life span of the building  τ 
linear depreciation 
Life span of the considered energy saving measure 
residual value 
at t = 30 years 
discounted residual value 
Figure 7.1: Method to calculate the residual values of an energy saving measure with a longer life
expectancy than the considered life span of the building [25].
Replacement costs and residual values are considered only for technical components and solar
shading devices as the building construction elements are considered to have the same life ex-
pectancy as the building [264]. Moreover, disposal costs or CO
2
emission costs for natural gas are
not considered for this study.
For the operational energy costs, only the energy costs related to heating and ventilation are in-
cluded. Energy use for lighting is not considered as the same lighting and control system is used in
all building variants.
Hypotheses and assumptions for the cost calculations
Along the cost-optimal study, many assumptions had to be made. Hereafter, an overview is given
of the most important hypotheses and assumptions made regarding amongst others the (energy)
price scenarios, the discount rates, the life span of the building (components), etc. All are set in line
with both the national guideline [262], the recommendations for the cost-optimal studies as set in the
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framework of EPBD [260], and the methodology as applied for the cost-optimal studies performed
for non-residential building (including schools) ordered by the Flemish government [25, 20].
In accordance to the EPBD guidelines [262] and in line with the cost-optimal study performed for
Flemish school buildings by De Deygere et al. in 2013 [25], a life span of 30 years is considered for
school buildings. Longer calculation periods are not recommended as assumptions on interest rates
and forecasts for energy prices become difficult [259]. The life expectancy of the included HVAC
system components and shading devices are set according to EN 15459, Annex A [263].
According to the EPBD guidelines [262], the cost data are expressed in real term, so exclude in-
flation. Consequently, likely price changes are to be expressed above the inflation rate. For the
maintenance costs, it is assumed that the nominal price increases are in line with the general in-
flation rate (i.e. 2%, averaged over the last 10 years [265]) so no additional increases of the prices
over time are considered [20]. For the replacement costs, a price increase is considered based on
the average, annual growth rate of general construction costs. Based on the information found in
the ABEX-index [266], an average annual growth rate of 2.4%, or 0.4% above inflation, is found for
the past 25 years. As no innovative technologies are included, no large price variations are to be
expected over time, so the value for the annual growth rate (i.e. 0.4% for real term calculations) is
used for projections of the future costs for replacements [125].
The assumptions made regarding the life expectancy and the maintenance costs of the included
HVAC system (components), based on EN 15459, Annex A [263], are summarised in Table 7.1.
Table 7.1: Assumed average life expectancy and annual maintenance costs of the included system
components.
Component Life expectancy (years) Maintenance cost (% of Ic )
radiators 35 1.5
thermostatic radiator valves 17 3
air handling unit 15 4
external louver shading 30 2
external screen shading 30 2
shading - control system 10 2
floor heating 30 2
heating coil 20 2
boiler 20 1.5
As the cost-optimal solution is performed from a microeconomic point of view, all considered costs
include taxes [25, 20]. All costs calculated along this study include VAT (i.e. 21% as only newly built
school are considered). Fiscal cost depreciation of building investments is not considered within
the context of this specific study as schools cannot deduct the cost of the investment and enjoy
tax benefits, in contrast to e.g. offices. Furthermore, subsidies and fiscal reduction related to the
building process or the use of the building/systems may be taken into account. For schools, over-
all, two different types of subsidies are found: general subsidies for the regular financing of school
buildings or renovation projects, and subsidies and fiscal reductions specifically related to the imple-
mentation of certain construction or energy saving measures. Only the first category is included in
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the study. As an elementary school building is considered (§ 7.3.1), 70% of the initial investment and
replacement costs are subsidised. More detailed information on the applied subsidising procedures
for the purchase, the construction and the renovation of school buildings can be found on the web
site of the Agency for School Infrastructure (AGIOn) [267].
The discount rate determines the weight placed on investments in the present versus future costs
and benefits [125]. From microeconomic point of view, the discount rate has to reflect the opportu-
nity cost of capital or the expected rate of return for the building owner [260]. According to the EPBD
guidelines [262], the discount rate used along this study is expressed in real terms and is set equal
to 3%.
Most of the values set for the input parameters for the cost calculations (e.g. discount rate, life
expectancy of building and HVAC system components, maintenance costs, etc.) are subjected to
large variations due to many influencing factors. A restricted sensitivity analysis is performed for
restricted set of input parameters (see § 7.6). The uncertainty due to the likely variations of the other
input data is however not assessed in this research.
7.3 School building design variants
7.3.1 Reference school building
The reference school building model used for this study is based on the reference school buildings as
defined in Chapter 2. The rectangular, elementary school building is chosen because of its simple
though representative and common shape and room type profile. Information on the exact size,
shape and room type profile can be found in § 2.2. A heavy building structure is assumed.
7.3.2 Energy efficiency measures for the building envelope
To assess the energy saving potential and related variations of the primary energy use of the refer-
ence school building, different combinations of commonly used energy saving measures are studied.
The insulation and air tightness level of the building envelope, the window type and dimensions, and
the type of solar shading are varied. The range and steps of the variations are set in accordance with
current regulations and requirements, technical feasibility (i.e. survey results presented in § 2.3.2 are
considered as current best practice) and market availability.
• Regarding the energy saving measures related to the energy performance of the opaque
building parts, only the insulation thickness is considered as a variable [25]. As previous
cost-optimal studies have shown that the influence of the choice of the insulation material on
the results of the cost-optimal study are limited [260], the insulation material and composition
of the walls are assumed equal for all considered building variants. The insulation level of the
building envelope is altered between an upper limit corresponding to the legal requirements
(dd.2015) [18] and a lower limit equal to the current best practice (§ 2.3.2). Information on the
composition of the walls can be found in Table 4.1.
• Two window types are considered: a window that is regularly used in the current building prac-
tice (Uwindow ,glazing = 1.1 W/(m
2K), Uwindow ,f rame = 1.4 W/(m
2K)) and a high performance
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window combining high performance glazing (Uwindow ,glazing = 0.6 W/(m
2K)) with a thermally
improved window frame (Uwindow ,f rame = 0.8 W/(m
2K)). The g-value of the glazing is 0.6. No
variations of the g-value are assumed.
• The building’s air tightness level is varied in 3 discrete steps: n50 = 3 ACH, 1 ACH or 0.6 ACH.
The upper limit is determined in conformity with the minimum air tightness level required by
NBN−D50−001−1 [120] for buildings using a mechanical ventilation system. The lower limit is
set in accordance with the minimum required air tightness level for passive schools: n50 = 0.6
ACH [21].
• Three types of shading are considered: no shading, fixed external louvers or automated exter-
nal screens. The specifications and implemented control systems for the shading devices are
described in § 4.3.1 and § 5.3.2.
All building variants are assumed to be oriented with the main axis in the East-West orientation.
Deterministic boundary conditions for amongst others user’s schedule, internal heat gains and ven-
tilation rates are used as set in Table 4.5 for elementary school buildings.
A summary of the implemented energy saving measures is depicted in Table 7.2, resulting in 486
different combinations.
Table 7.2: Overview of the energy saving measures for the building envelope considered in this
restricted cost-optimal study of a reference elementary school building.
Energy saving measure Unit Values Simulation code
Uwall W/(m2K) 0.24/0.16/0.11 W1/W2/W3
Ufloor W/(m2K) 0.24/0.20/0.16 F1/F2/F3
Uroof W/(m2K) 0.24/0.15/0.11 R1/R2/R3
Uwindow ,glazing W/(m2K) 1.1/0.6 G1/G2
Uwindow ,f rame W/(m2K) 1.4/0.8
n50 ACH 3/1/0.6 A1/A2
shading - no - slats - automatic screens S1/S2/S3
All combinations of these building design variants are calculated for two WWR’s: WWR = 20% [97]
and WWR = 30%. The latter value is equal to the average window-to-wall ratio in schools as found
in the survey of the Flemish passive schools (see Figure 2.11). The WWR’s are not considered as
optimisation variables as the window surface area affect - in addition to the investment cost and
the energy use - significantly the visual comfort of the building users which is not considered in the
cost-optimal objectives.
Finally, to be able to assess the impact of the changes to the calculation method for different ven-
tilation systems (i.e. the presence of a heat recovery device) or different heat emission systems
(and related temperature regimes), all considered school building variants are coupled to different
HVAC systems. Nevertheless, as for this research study refined data on the overall system efficiency
ηoveral l based on the results of integrated building and HVAC simulations are necessary, only those
HVAC systems as studied in § 6.3.2 are considered. Furthermore, due to the restrictions related to
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the use of an all-air heating system (HVAC4 - see § 6.2.5), only HVAC1 to HVAC3 are included:
• HVAC1: high temperature radiator heating combined with an exhaust ventilation system
• HVAC2: low temperature radiator heating combined with a balanced, mechanical ventilation
system with heat recovery
• HVAC3: floor heating in combination with central air heating coils, mechanical ventilation sys-
tem with heat recovery
Detailed information on the system characteristics and operation can be found in § 6.2.1.
7.4 Cost data
7.4.1 Cost data for the building envelope and for the HVAC system components
For each of the investigated energy saving measures, a cost function is used comprising both the
material and labour costs. Secondary costs for amongst others necessary changes to the foun-
dations or windows caused by larger insulation thicknesses are additionally included in the cost
functions. Depending on the considered measure, the related costs are expressed as a function of
thickness (insulation), area (glazing), length (window frames) or size (boiler, ventilation system).
The data for the construction and HVAC system costs used for this study are founded primarily on an
extensive market-based analysis which is conducted by Royal HaskoningDHV and performed in the
framework of an ongoing cost-optimal study for non-residential buildings (including schools) ordered
by the Flemish government (VEA) [20]. The cost data are based on the evaluation of prices as found
in price offers and building contracts for comparable, recently built or renovated building projects.
These data are additionally verified by two major building engineering companies in Flanders. As
the cost analysis by Royal HaskoningDHV dates from the beginning of 2015 [20], the obtained cost
data are considered to be up to date and thus representative for this study. Lacking cost data are
found in the work of Parys [125]. Since these cost data date from 2012, all prices are indexed to
2015 prices based on the ABEX-index [266] which indicates the evolution of construction costs in
Belgium.
Detailed information on all the costs and cost data curves used for this study can be found in
Appendix C.1.
7.4.2 Energy costs
The energy costs are calculated according to the EPBD guidelines [262] and in line with the cost-
optimal studies for non-residential buildings (including schools) ordered by the Flemish government
(VEA) [25, 20]. The energy costs are determined as the current energy prices indexed according
to expected energy price changes. The current prices for electricity use and gas consumption are
hereby based on the data collected for the second semester of 2014 by Eurostat [268] and are
summarised in Table 7.3. As schools are liable to pay taxes, all prices include taxes and levies.
Due to the large variety of highly uncertain influencing factors, an accurate prediction of the evolution
of energy prices over the building’s life span is nearly impossible. Consequently, for cost-optimal
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Table 7.3: Energy prices for Belgium as paid by the end user, averaged over the second semester
of 2014 and all taxes and levies included, based on the data for non-residential building users
(industrial) found in the Eurostat data base [268].
Gas (Eurostat Table nrg_pc_203) Electricity (Eurostat Table nrg_pc_205)
annual use, GJ/a price, AC/kWh annual use, MWh/a price, AC/kWh
< 1000 0.0591 < 20 0.2149
< 10 000 0.0512 < 500 0.1742
< 100 000 0.0354 < 2000 0.1309
< 1 000 000 0.0317 < 20000 0.1166
< 4 000 000 0.0295 < 70000 0.0935
> 4 000 000 0.0239 < 150000 0.0935
studies, often different price evolutions are considered to incorporate the uncertainty of the energy
price evolution. Likewise, two different energy price scenarios are included within this chapter. A
simplified approach is however applied, expressing the price evolution as a constant increase above
inflation [25, 20]. For the general cost-optimal study, a ’low’ energy price scenario is used, assuming
no real price increases for natural gas and electricity meaning that the price increases are set equal
to the average price increase or the inflation rate [25, 20]. For the sensitivity analysis (see § 7.6), the
impact of a ’high’ price scenario, assuming a price increase of 3.5% in real terms for both the gas
and electricity prices, is assessed [25, 20].
7.5 Results and discussion
In this section, the results of the analysis of the impact of the changes of the calculation method
on the results of a cost-optimal study are discussed. In § 7.5.1, the impact of the applied energy
calculation methods on the obtained data clouds and the Pareto fronts is studied. To do so, the
results of the cost-optimal study are depicted in cost-optimal diagrams, expressing the net present
costs NPC as a function of the primary energy use for heating and ventilation EH,p. In § 7.5.2, the
impact of the changes of the quasi-steady-state calculation methods on the return on investment of
each of the implied energy saving measures is determined and it is investigated if the choice of the
quasi-steady-state calculation method used to assess these energy savings has any influence on
the trade-off between the measures.
In schools, 70% of the investment and replacement costs are subsidised [267]. Consequently, the
relative share of the energy costs gains importance in the calculation of the net present costs. Hence,
the influence of the changes to the quasi-steady-state calculation method is expected to be more
important in schools compared to other building typologies where no subsidising is foreseen. In
contrast, as for this cost-optimal study the start values for the energy efficiency measures are set in
accordance with the current energy performance requirements (dd.2015), energy efficient buildings
are used as a reference. Consequently, the energy savings and related decreases of the energy
costs by further improving the energy efficiency level of the building are limited, which limits the
impact of the choice of the energy calculation (i.e. original or refined) method on the cost-optimal
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calculation results. The impact might become more important for example when comparing alter-
native energy saving measures for retrofitting of an un-insulated school building, which is however
beyond the scope of this research study.
7.5.1 Impact of the changes of the quasi-steady-state calculation method on the
Pareto optimal solutions
The results of the cost-optimal study, assuming a life span of 30 years, including building subsi-
dies, considering a discount rate of 3% and assuming no real price changes of the energy costs
for natural gas and electricity, are depicted in Figure 7.2 (a) to (d), for varying WWR’s and different
HVAC systems. The net present cost, calculated according to Eq. 7.2, of each combination of en-
ergy saving measures is expressed in function of the primary energy use for heating and ventilation.
As the results differ depending on the method used for the energy calculations (i.e. original or re-
fined calculation method), two different data clouds are obtained and plotted. Moreover, to validate
the suggested changes to the calculation method, the results of the cost-optimal study while using
dynamic simulations as an input for the heat demand QH,nd calculations are plotted (black dots).
The results for the obtained Pareto fronts are summarised in Appendix C.2, Table C.4 to Table C.6.
Five phenomena are noticed regarding the use of the refined quasi-steady-state calculation method.
(i) In line with the results described in the previous chapters, overall, a better fit is found between
the dynamic and the quasi-steady-state calculation method, when the refined method is used. Some
discrepancies remain as shown in the figures, depending on the WWR or the HVAC system installed.
These remaining differences can be amongst others explained by the differences in the calculations
of the solar heat gains as denoted in § 5.2.2 and shown in Figure 5.2. (ii) The obtained data clouds
are shifted to the right and upwards compared to the original calculation results (see Figure 7.2). (iii)
The shape of the Pareto curve (see Figure 7.2), the number of Pareto solutions and the economic op-
tima obtained (see Table C.4 to Table C.6) are (quasi) similar for both quasi-steady-state calculation
methods for HVAC1. For HVAC2 and HVAC3 slightly more differences are found. (iv) The shape
of the data clouds are slightly different especially noticeable for HVAC2 and HVAC3: the data cloud
obtained by the original calculation method is rather compact while for the revised method a more
elongated shape is found. Finally, (v) the results found for HVAC2 and HVAC3 are similar while the
results for HVAC1 are different and slightly more pronounced.
To explain these phenomena, first the impact of the suggested changes of the calculation method
on the calculation results for EH,p is studied. As demonstrated in § 4.6, the implementation of
more realistic boundary conditions results in a decrease of the ventilation (losses), hence the cal-
culated energy used by the fans according to the refined calculation method is decreased by 2.9
kWhpr im/(m2.a) in case of exhaust ventilation (HVAC1) and by 5.4 kWhpr im/(m2.a) in case of a bal-
anced ventilation system (HVAC2 and HVAC3). In contrast, an increase of the calculation of the heat
demand (see § 4.6) and the final use for heating (see § 6.4) is found for the refined method, resulting
in an overall increase of EH,p. In Table 7.4, the average, minimum and maximum differences be-
tween the refined and original calculation of the primary energy use for heating and ventilation ∆EH,p
are shown for the various WWR’s and HVAC systems. Furthermore, the average relative differences
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Figure 7.2: Cost diagrams for building variants with different building envelope qualities, coupled to
either HVAC1, HVAC2 or HVAC3 and for WWR = 20% and WWR = 30%, expressing the net
present costs (AC2015/m2) as a function of the primary energy use (kWhpr im/m2). Both values are
normalised to the floor area of the building. The results of the original and the refined calculation
method are marked in green and red, respectively. For comparison, the results of the cost-optimal
study while using dynamic simulations as an input for the heat demand QH,nd calculations are
marked by black dots.
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Table 7.4: Overview of the average absolute and relative differences of the primary energy use
calculations, normalised to the building floor area, due to the suggested changes of the
quasi-steady-state method as described in § 7.2.1.
∆ EH,p ∆ EH,p,min ∆ EH,p,max ∆ EH,p
kWhpr im/(m2.a) kWhpr im/(m2.a) kWhpr im/(m2.a) %
WWR = 30%
HVAC1 +15.1 +11.5 +18.5 +19.9%
HVAC2 +13.8 +8.1 +19.8 +36.9%
HVAC3 +13.5 +7.8 +19.4 +31.1%
WWR = 20%
HVAC1 +12.2 +8.8 +15.5 +19.0%
HVAC2 +13.5 +7.2 +20.1 +35.9%
HVAC3 +13.2 +6.9 +19.7 +35.5%
∆EH,p,% are depicted, calculated as the ratio of ∆EH,p and EH,p,or ig inal . An average increase of the
primary energy use for heating and ventilation of ± 20% is found for HVAC1 whereas for HVAC2 and
HVAC3, the average differences run up to more than 31%.
The differences between the calculation results for EH,p explain clearly the second mentioned ef-
fect: the data cloud is shifted to the right (towards higher energy uses EH,p) and upwards (higher
energy uses lead to higher energy costs and consequently to higher net present costs of the con-
sidered energy saving measures). In practice, this means that an increase of the estimation of the
gap towards nearly zero energy buildings and a rise of the assessment of the yearly energy costs
(see Table C.4 and Table C.6) for the building user are found. While using the refined calculation
method, the yearly costs for natural gas and electricity consumption are about AC600 to AC900 higher
for buildings coupled to HVAC2 and HVAC3. For buildings coupled to HVAC1, the impact is even
more significant as the yearly energy cost is increased by AC1500 or more.
To explain the third and the fourth mentioned effect, the range of the differences between the en-
ergy calculation results ∆EH,p,max−min are studied. For HVAC1, ∆EH,p,max−min is approximately 7
kWhpr im/(m2.a) (see Table 7.4). Consequently, all energy uses are more or less equally increased,
so the data cloud is shifted while the shape and the relative position of the data points are more
or less maintained. For the building variants with a WWR = 30% and coupled to HVAC1, the same
Pareto optimal solutions and economic optima are found for both energy calculation methods (see
Table C.4). For the building variants with a WWR = 20%, a change of the number of Pareto so-
lutions is found though the same energy saving measures relate to the remaining Pareto front for
both energy calculation methods as shown in Table C.4. Moreover, the same economic optima are
obtained.
For HVAC2 and HVAC3, slightly more variations of the differences between the calculation results
are obtained (∆EH,p,max−min = ± 12 kWhpr im/(m2.a) - Table 7.4). Hence, the impact of the changes
of the EH,p and the related energy costs Ec is slightly more pronounced compared to HVAC1 which
results in a small change of the shape of the data cloud and more differences of the relative positions
of the data points. Consequently, for all building variants coupled to HVAC2 and HVAC3, a different
number of Pareto optimal solutions and different economic optima are found when the refined en-
ergy calculation method is used (see Table C.5 and Table C.6).
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The fifth and last effect can be explained by the fact that for HVAC2 and HVAC3 more or less equal
changes to the calculation method are suggested. In contrast, for HVAC1, the suggested correction
of the overall system efficiency (ηoveral l ,HVAC3,refined = 0.72 whereas ηoveral l ,HVAC2,refined = 0.65
and ηoveral l ,HVAC3,refined = 0.67) is smaller. Moreover, the impact of the changes of the boundary
conditions (on the ventilation losses) are assessed differently due to the absence of a heat recovery
device.
7.5.2 Impact of the changes to the quasi-steady-state calculation method on the
hierarchy of energy saving measures
To assess the impact of the changes of the quasi-steady-state method on the hierarchy of energy
saving measures for the building owner, the return on investment is calculated for all included mea-
sures using both the original and refined calculation method. The return on investment of a certain
building measure is hereby determined as the ratio of the discounted value of the reduced energy
costs and the additional initial investment cost, both related to the implementation of the considered
measure. In doing so, each of the included building measures is varied between their maximum and
minimum value as described in Table 7.2.
The results for an increased level of insulation of the floor, wall, roof and window and an improved
air tightness level of the building envelope are plotted in Figure 7.3, for both calculation methods, for
varying WWR’s and for the different HVAC systems. All measures are ranked from the highest to
the lowest return on investment as calculated by the refined calculation method.
Overall, Figure 7.3 shows that, overall, the return on investment is increased when the refined
method is used for the energy calculations compared to the original results. The impact on the
hierarchy of the measures is however insignificant. In what follows, the results for the calculation of
the return on investment are discussed for each of the considered building measures separately.
Regarding the improvement of the insulation level of the opaque building parts, an overall increase
of the return on investment is found when the refined quasi-steady-state calculation method is used.
The magnitude of the increase depends however on the type of the installed HVAC system, and
more in particular on the presence of a heat recovery device. Whereas the increase of the return on
investment remains limited (+10.7%, on average) for the buildings without a heat recovery device,
the increase of the calculation results is much more significant for those cases that have installed a
heat recovery device (+35.3%, on average).
Furthermore, the improvement of the air tightness level of the building envelope is assessed differ-
ently for buildings with (HVAC2 and HVAC3) and without a heat recovery device (HVAC1). While
using the refined method for buildings coupled to HVAC2 or HVAC3, the return on investment is+34.6% higher compared to the original results, while for HVAC1 the return on investment is de-
creased by approximately −25.0%.
Regarding the implementation of more energy efficient windows, an overall increase of the return on
investment is found for those building with a heat recovery device, while for the buildings without a
heat recovery device a slight decrease is found. As the results differ for the various WWR’s, the en-
ergy saving potential of the implementation of thermally improved windows is calculated additionally.
The energy saving potential is hereby calculated as the reduction of the annual primary energy use
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Figure 7.3: Return on investment for various energy saving measures applied in a reference
elementary school building coupled to either HVAC1, HVAC2 or HVAC3 and for WWR = 20% and
WWR = 30%. The total considered life span of the building is 30 years, the discount rate is 3% and
no real price increases for gas and electricity are considered.
due to the implementation of a certain building measure, normalised to the building floor area (see
Eq. 7.4).
∆EH,p = EH,p,max − EH,p,min (7.4)
The saving potential due to the implementation of triple glazing and thermally improved window
frames is depicted in Figure 7.4. As shown, the results for the energy saving potential of triple
glazing are independent of the coupled HVAC system when the original method is used. In contrast,
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Figure 7.4: Averaged annual primary energy saving potential (kWhmsqa) due to the
implementation of thermally improved windows, normalised to the building floor area. The error
bars depict the maximum and minimum savings.
while using the refined method, significant differences are found. The energy saving potentials are
assessed higher for buildings coupled to HVAC2 compared to buildings coupled to HVAC1.
7.6 Sensitivity analysis
The results of the cost-optimal study described in the previous section assume a life span of the
school building of 30 years, include regular subsidies, neglect prices changes of the energy costs
for natural gas and electricity and use a discount rate of 3%. As different assumptions might am-
plify the observed effects of the changes of the calculation methods on the cost-optimal study, a
restricted sensitivity analysis is performed, once excluding the granted subsidies (see § 7.6.1) and
once considering a ’high’ energy price scenario and a different discount rate (see § 7.6.2).
7.6.1 Influence of subsidies
The impact of the exclusion of the subsidies on the results of the cost-optimal study are plotted in
Figure 7.5 for the cost diagrams, expressing the NPC as a function of the primary energy use for
heating and ventilation EH,p and in Figure 7.6 for the calculation results of the return on investment.
When comparing the Pareto fronts plotted in Figure 7.2 and in Figure 7.5, as expected, a significant
change is found on the determination of the Pareto optimal solutions when the subsidies for school
building projects are excluded for the cost calculations: the number of Pareto solutions is increased
and different economic optima are found. Regarding the evaluation of the impact of the changes to
the quasi-steady-state calculation method on the cost-optimal calculations however, similar results
are obtained when the net present costs are calculated with or without subsidies. In both cases, the
obtained data clouds are shifted to the right and upwards compared to the original calculation re-
sults. Furthermore, for HVAC1, the shape of the Pareto curve and the economic optima obtained are
(quasi) similar for both quasi-steady-state calculation methods while for HVAC2 and HVAC3 slightly
more differences are found between the results for the original and the refined calculation method.
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Figure 7.5: Cost diagrams for building variants with different building envelope qualities, coupled to
HVAC1, HVAC2 and HVAC3 and for WWR = 20% and WWR = 30%, assuming no subsidies paid
by the government for school building projects. The net present cost NPC (AC2015/m2) is expressed
as a function of the primary energy use (kWhpr im/m2), both normalised to the floor area of the
building. The results of the original and the refined calculation method are marked in green and
blue, respectively.
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Figure 7.6: Return on investment for various energy saving measures applied in a reference
elementary school building coupled to HVAC1, HVAC2 and HVAC3 and for WWR = 20% and WWR
= 30%. The total considered life span of the building is 30 years, the discount rate is 3%, and no
real price increase for gas and electricity and no subsidies of the government for the investment
and repair of building components are considered.
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Likewise, when comparing Figure 7.3 and Figure 7.6, a similar impact of the changes to the calcu-
lation method on the results of the return on investment is found for the cost calculations with or
without subsidies.
7.6.2 Influence of the discount rate and energy price development
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Figure 7.7: Overview of the results of the sensitivity analysis of the calculation of the return on
investment assuming 3 difference scenarios: (1) discount rate = 3%, (2) discount rate = 1% and (3)
discount rate = 1% and a linear increase of 3.5% for the energy prices.
The values for the discount rate and the energy price development used for the cost-optimal study
described in § 7.5 are set in line with the specific (national) guidelines for the performance of cost-
optimal studies in the context of EPBD [262, 260]. For the sensitivity analysis, an additional ’high’
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Figure 7.8: Overview of the results of the sensitivity analysis of the calculation of the return on
investment assuming 3 difference scenarios and excluding the subsidies for school buildings:
(1) discount rate = 3%, (2) discount rate = 1% and (3) discount rate = 1% and a linear increase of
3.5% for the energy prices.
energy price scenario is introduced that assumes a linear increase of the energy prices equal to
3.5%, in line with the assumptions made in a similar cost-optimal study for schools, performed in
the context of EPBD [25, 20]. The considered energy price changes are expressed in real terms
and are only applied on the energy production component of the energy prices (i.e. 71% for gas and
45% for electricity [269]). The taxes, levies and the network fees on the other hand are assumed to
be fixed in time [25]. Furthermore, the discount rate is changed. Higher values for the discount rate
reduce the impact of long term costs and highlight the benefits on a short term while lower values
for the discount rates profit the evaluation of the benefits on a long term. As the choice of the cal-
culation method affects the energy use calculation, and thus the long term costs, a lower value for
the discount rate is considered for the sensitivity analysis equal to 1% [25]. Results are plotted in
Figure 7.7. As both assumptions have an increasing effect on the energy costs, the energy saving
potential of the measure is outweighed compared to the results for a discount rate equal to 3% and
assuming no energy price changes. Overall, higher estimations for the return on investment are
found, hence the effect of the changes of the energy calculation method is amplified. The impact on
the ranking of the various measures remains however unchanged.
Additionally, a similar SA is performed, though excluding the subsidies for the construction of school
buildings (see Figure 7.8). As similar trends are found as shown in Figure 7.7, the results of 2 cases
(HVAC1 and HVAC2 with a WWR = 30%) are plotted only.
When analysing the results depicted in Figure 7.6 and Figure 7.8, another important general trend
is noticed: when subsidies are excluded for the cost calculations, the results for the return on in-
vestment are drastically lowered. A further enhancement of the EPBD requirement for schools in
Flanders now appear to be mostly cost-ineffective and may therefore - from a strictly economical
point of view and provided the implemented cost scenarios and hypotheses on the energy prices
and discount rates - be questioned. This is mainly due to the fact that the current energy perfor-
mance requirements (dd.2015) - used as the reference case for this study - are already rather strict
and hence the energy saving potentials are limited. Furthermore, as more energy efficient buildings
often require more sophisticated HVAC system technologies, the electricity consumption in these
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buildings is increased which limits the overall improvement of the energy performance. Finally, as
school buildings are only used - and thus climatised - for a restricted amount of hours per year,
the potential of the implemented energy saving measures is not fully benefitted. Note that the EPB
Directive [18] requires policy makers to set the minimum energy performance requirements in line
with the results of the cost-optimal study. Final decisions on a further enhancement of the energy
performance requirements however do not only depend on the economical viability of the energy
measures. The reduction of the (embodied) energy use and related ecological impact, and the im-
provement of the indoor environmental quality are equally important aspects to consider.
Nevertheless, these results are an interesting aspect to consider while (re)organising the structural
building financial initiatives or by defining the focus of additional subsidising procedures for (energy
efficient) school building projects.
7.7 Conclusion
When the quasi-steady-state calculation method for energy assessment calculations is adapted to
the typical use and characteristics of schools, an overall increase of the primary energy calculation
results is found. As the net present costs of building design variants are increased accordingly, a
change of the results for the cost-optimal study is observed. (i) An increase of the estimation of the
gap towards nearly zero energy buildings is found and an increase of the assessment of the yearly
energy costs for the building owner is obtained. (ii) In contrast, as the energy use of all data points is
more or less equally increased, the relative position of the data points is approximately maintained.
Consequently, the shape of the Pareto curves, the number of Pareto solutions and the economic
optima obtained are (quasi) equal for both quasi-steady-state calculation methods.
To assess the impact on the hierarchy of the building measures, the return on investment is calcu-
lated using both the original and refined calculation method. In doing so, the considered building
measures are varied between a maximum and minimum value and the related energy savings and
additional investment costs are determined. A significant impact is found on the calculation results
when the refined calculation method is used, depending on the type of the considered building mea-
sure and on the presence of a heat recovery device. Regarding the improvement of the insulation
level of the opaque building parts, an overall increase of the return on investment is found when the
refined quasi-steady-state calculation method is used: an average increase of +35.3% and +10.7%
is found for buildings with and without a heat recovery device, respectively. Considering the impact
of an improved level of air tightness of the building envelope, the return on investment is 34.6%
higher for building with and 25.0% lower for buildings without a heat recovery device. Regarding the
implementation of more energy efficient windows, an overall increase of the return on investment is
found for those buildings with a heat recovery device, while for the buildings without a heat recovery
device a slight decrease is found.
Note that these results are valid for the investigated building and HVAC sample, and for the as-
sumptions and hypotheses made for both the energy calculations and for the cost data and price
scenarios. A restricted sensitivity analysis shows however that the results are robust for variations
in the discount rate, for a ’higher’ energy price scenario and for exclusion of subsidies.
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Although the impact on the determination of the cost-optimal school design appear to be rather lim-
ited (i.e. no significant changes of the Pareto Front are noticed), overall, one may conclude that the
observed impact of the changes to the quasi-steady-state calculation method (i.e. general increase
of the primary energy use assessment, related energy costs and return on investments) is signifi-
cant and emphasises the importance of including the suggested revisions in the energy calculation
method, especially when it is used for energy rating purposes in a regulatory context.
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Conclusions and future research work
This dissertation aims at the evaluation of the quasi-steady-state monthly calculation method as
currently applied in the context of EPBD for school buildings. Flaws, inaccuracies and restrictions
are determined and modifications are suggested to obtain a better fit between quasi-steady-state
and dynamic energy calculation results. To do so, this study consists of three main parts. First, a
large-scale analysis and description is made of the typical characteristics of the contemporary Flem-
ish school building stock. Second, the impact of these characteristics on the energy use is studied
and subsequently translated into some modifications of the quasi-steady-state calculation method.
Third, the impact of the suggested changes of the quasi-steady-state method on the determination
of a cost-optimal school design is analysed.
In this last chapter, the main results and conclusions of the study are presented together with the
limitations and perspectives for future research.
Main results and conclusions
Analysis of the contemporary school building stock
School buildings have typical operational and architectural characteristics which distinguish edu-
cational buildings from other (non-residential) buildings. Occupancy density, ventilation rates and
internal heat gains are generally high. Daily school opening hours are limited and frequent holiday
periods occur. Furthermore, educational activities imply certain requirements to the architecture and
facilities of educational buildings resulting in a large variety of school buildings with different building
sizes, geometries, shapes and room type profiles. This diversity on a small scale complicates energy
performance evaluation on a larger scale. To generalise the diversity, four different reference models
are developed, two for elementary and two for secondary schools, based on the results of a litera-
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ture review and an exhaustive statistical survey of recently built or highly renovated school buildings.
The size of the reference models is based on the average number of students and dimensions are
set in line with the school building subsidizing procedures. For both school types, a representative
room type profile is set including class rooms, offices, a teachers’ room, a canteen and a kitchen,
sanitary, storage rooms and circulation areas. For the elementary schools, a gym is added to the
school building model while for the secondary schools laboratories are included instead.
To represent the actual variety of schools, the reference buildings are subsequently combined with
a representative range of building (i.e. thermal mass, insulation level, air tightness, glazing surface,
etc.) and users’ related (i.e. heating set-points, ventilation rates, HVAC control and operation) char-
acteristics. These are based on an elaborate analysis of a selection of typical school projects and
on an exhaustive literature review. Finally, the most frequently used HVAC system types and lighting
concepts in high performance, contemporary school buildings in Flanders are determined.
Revision of the quasi-steady-state calculation method
To assess the energy performance of a (school) building design in a regulatory context, the quasi-
steady-state, monthly Energy Performance Regulations (EPR) calculation tool is used in Flanders.
When comparing the results of this tool to the results of dynamic simulations however, significant
discrepancies are found. Consequently, a series of modifications are suggested to make the calcu-
lation model more accurate and suitable to be used for school buildings.
Regarding the energy demand calculations, the impact of the use of standardised input data is stud-
ied and new, deterministic values, representative for Flemish schools, are defined. Furthermore, the
implementation of the transient thermal behaviour of the building in the quasi-steady-state calculation
method - and in particular the use of the numerical correlation-based correction factors - is studied
and adapted to the typical use of schools. Regarding the method used to transform the heat demand
to the final energy use for heating, the interaction between the building and the coupled HVAC sys-
tems is studied using integrated, dynamic simulations and it is evaluated if these effects are taken
into account properly in the currently applied simplified, subsequential calculation method.
Energy demand calculations
An uncertainty analysis reveals a spread of about 30% of the annual heating demand and 40% of
the annual cooling demand due to realistic variations of the users’ related boundary conditions for
schools, showing the significant (relative) uncertainty of the assessment results arising from the
implemented input data used for the quasi-steady-state calculation method. These results confirm
the need to refine the currently applied boundary conditions and default input data. Especially for
passive buildings or net zero energy buildings which need to comply with (very) strict energy perfor-
mance requirements, a revision is shown to be highly recommended. A sensitivity analysis, based
on the Morris method, is performed, to reveal the predominant input parameters (i.e. users’ and load
profiles, comfort settings and the occupant density rate of the class rooms) for which new, more
accurate values are determined based on collected field data and monitoring results. The survey
reveals a set-point temperature for heating of 17○C for gyms and 21○C in all other school rooms, an
occupant density rate of class rooms equal to 3 m2/pers, target lighting power load in class rooms of
10.6 W/m2 and an after hour school for equipment and lighting of 5%. As a final result, a set of newly
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defined, representative boundary conditions is obtained which is used, directly, for the dynamic sim-
ulations or is converted into monthly mean input data for the quasi-steady-state calculation method
Furthermore, the accuracy of the quasi-steady-state calculation method itself and more in particu-
lar the implementation of dynamic effects are analysed and modified to the specific use of school
buildings. First, the utilisation factors used for the calculation of the heating and cooling balance
are adapted. In doing so, the heating and cooling demand, calculated by means of dynamic simu-
lations are compared to the results of the monthly calculation method for a series of school building
design variants. New, correlation-based numerical parameters are then derived using the black box
approach and regression analysis techniques as described in EN ISO 13790: aH,0 = 1.7 and τH,0 =
25.7 for the heat balance and aC ,0 = 2.5 and τC ,0 = 10 for the cooling balance instead of aH/C ,0 =
1 and τC/H,0 = 15. When applying these new parameters, overall, a better fit is found between the
dynamic and quasi-static calculation results. The impact differs however for the heating and cooling
balance. For the cooling balance, the absolute difference in energy demand is reduced by 70% to
0.15 kWh/(m2.a), on average. For the heat balance, the impact of the refined utilisation factors is
less significant. The averaged absolute difference between the quasi-static and dynamic energy
demand of the investigated building sample is hereby reduced by 2.5%.
The accuracy of the quasi-steady-state calculations is simultaneously determined by the method
applied to account for system intermittency. In the EPR calculation method, the energy saving po-
tential due to intermittent heating or cooling is accounted for by the adjusted temperature approach.
A fixed, adjusted monthly mean indoor temperature, independent of the use and characteristics of
the building and systems, is used for the calculation of the heating or cooling balance. The results
of dynamic simulations performed along this research study reveal however that the saving poten-
tials depend amongst others on the time constant of the building and the applied heating or cooling
pattern. Therefore, a suggestion is made to revise the currently applied calculation approach, focus-
ing on the heat balance in particular. A comparative analysis of the results of different quasi-static
calculation methods and dynamic simulations is performed. The results reveal the best fit when the
calculation approach as described in NEN 7120 is applied. This method accounts for intermittent
heating by correcting the calculated heat losses instead of adjusting the indoor temperature. Further-
more, separate correction factors are used to account for night time setback and for weekends, both
calculated as a function of the length of the period of reduced heating and of the thermal capacity of
the building. This method can be further adapted to the typical Flemish school use by resetting the
applied default values and the numerical, correlation-based parameters used for the calculation of
the aforementioned correction factors.
Energy use calculations
In order to assess the accuracy of the energy use calculations, the impact of the interaction between
buildings and their HVAC systems is studied using integrated, dynamic building and system simu-
lations. Hereby, the same simulation approach and overall methodology is used that has already
been applied successfully in a similar research study on office buildings. Different building design
variants of the rectangular reference building for elementary schools are coupled to four traditional
but commonly found HVAC systems in schools. The considered systems differ only in type of venti-
lation system and secondary systems for heating, while all are coupled to the same primary system
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using a condensing gas boiler. The first system comprises radiator heating and an exhaust-only
ventilation system without heat recovery. For the second system, the exhaust ventilation system is
replaced by a balanced mechanical ventilation systems with heat recovery devices, combined with
low temperature radiator heating. For the third system, radiator heating is replaced by a floor heat-
ing system in combination with centralised air heating. Finally, the fourth and last considered HVAC
system comprises an all-air heating system using both central and local air heating coils.
The dynamic simulation results indicate, for this particular study of rather well insulated buildings,
that variations of the emission systems have only a slight impact on the overall HVAC system per-
formance. Furthermore, it is shown that efficiencies decrease significantly when part load ratios of
the heating system are low and that the overall performance of the HVAC systems is affected by the
building characteristics (i.e. energy efficiency of the building envelope, orientation of the building,
WWR) although the impact remains limited (< 10%). Subsequently, by comparing the results of the
dynamic simulations to the results of EPR, it is shown that the final energy use for heating is signifi-
cantly underestimated by EPR (16% or more) compared to the dynamic results, mainly due to highly
overestimated generation efficiencies. Whereas the dynamic simulation results demonstrate that the
generation efficiencies depend on the hot water (return) temperature and the part load ratios of the
heating system, these influences appear not to be taken into account properly in the EPR calculation
method.
While searching for an alternative, more accurate calculation approach, simple energy estimation
models are deduced based on the results of the integrated, dynamic simulations. The heating
demand is hereby selected as the independent variable so the influences of parameters such as
weather conditions, building and material properties, use, occupancy, etc. are (indirectly) included
in the energy use calculations. Based on the results of the analysis of different regression mod-
els, the linear models are revealed as the best fit: the average error between the quasi-static and
dynamic energy use calculation results is reduced by 14% to 23%, depending on the considered
HVAC system. These results confirm the use of the simplified calculation approach expressing the
final energy use as a linear function of the heat demand. However, as significant differences are
found compared to the dynamic efficiency values, a revision of the tabulated subsystem efficiencies
is recommended.
Impact of the quasi-steady-state calculation method on the results of a cost-optimal
school building design
Implementing the aforementioned suggested changes to the calculation method, an overall increase
of the simulated energy use for heating in schools is observed. As the energy cost and thus the
net present cost of a school building design are increased accordingly, a change of the results for
the cost optimal study is found, resulting mainly in an increase of the estimation of the gap towards
nearly zero energy buildings and an increase of the assessment of the yearly energy costs for the
building owner. In contrast, as the energy use of all data points is more or less equally increased,
the relative position of the data points is approximately maintained. Consequently, the shape of the
Pareto curves, the number of Pareto solutions and the economic optima obtained are (quasi) equal
for both quasi-steady-state calculation methods, although some small differences are noticed.
Furthermore, the impact of the revision of the calculation method on the return on investment of the
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considered building measures is studied. A significant impact is found, depending on the type of
the considered building measure and on the presence of a heat recovery device. Regarding the
improvement of the insulation level of the opaque building parts, an overall increase of the return
on investment is found when the refined quasi-steady-state calculation method is used: an average
increase of +35.3% and +10.7% is found for buildings with and without a heat recovery device,
respectively. Considering the impact of an improved level of air tightness of the building envelope,
the return on investment is assessed 34.6% higher in buildings with and 25.0% lower in buildings
without a heat recovery. Regarding the implementation of more energy efficient windows, an overall
increase of the assessment of the return on investment is found for those buildings with a heat
recovery device, while for the buildings without a heat recovery device a slight decrease is found.
A restricted SA shows however that results are robust for variations in the discount rate, for a ’higher’
energy price scenario and for exclusion of subsidies.
Considering the overall significant increase of the primary energy use assessment, and hence the
increase of the related energy costs and return on investments, the changes to the quasi-steady-
state calculation method are considered significant, emphasising the importance of including the
suggested revisions in the energy calculation method, especially when it is used for energy rating
purposes in a regulatory context.
Therefore, as a final conclusion, a restricted list of suggestions for revision are formulated, ordered
based on their priority, to obtain a more trustworthy quasi-steady-state energy assessment method
for school buildings:
• Whereas in the current EPR method buildings are categorised into (mainly) residential or
non-residential buildings, a more diverse classification of buildings should be considered.
A broader variety of room types should be included and the related boundary conditions
should be determined (more) accurately based on the specific use and characteristics of
the building.
• It is recommended to re-evaluate the currently applied fixed, subsystem efficiencies for the
energy use calculations. These refinements can be either based on the results of integrated
building system simulations or - as good results are obtained for the linear estimation models
expressing the final energy use as function of the heat demand - can be restricted to a mod-
ification of the subsystem efficiencies based on the detailed CEN/EPB standard EN 15316.
Especially, the boiler efficiency method of EN 15316 which adds supplementary data to take
into account the specific boiler operational conditions appear to be an interesting alternative.
Note that before being able to use the linear models, derived in this dissertation, as a refer-
ence for revision of the calculation method, further research is necessary to assess the impact
of occurring modelling and design uncertainties. Moreover, additional research is necessary
to check if the models can be extrapolated to other HVAC system (configurations), control
systems, etc. or to other (school) building typologies and (school) building design variants.
• A revision of the calculation approach used to account for system intermittency is recom-
mended. The adjustment factor approach as used in NEN 7210 offers an interesting alterna-
tive for the currently applied adjusted temperature approach as building characteristics and
applied heating patterns are better accounted for.
• Finally, new values for the correlation-based correction factors and default values used
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for the calculation of the utilisation and adjustment factors should be derived and adapted to
the typical school buildings’ characteristics.
Regarding the calculation for the energy use for cooling, only the impact of the utilisation factor is
studied. As however the average error between the quasi-static and dynamic calculation methods
for the investigated school building sample is reduced by 70%, a revision of the currently applied
correlation-based correction factor a0 and τ0 is highly recommended.
Research restrictions and limitations
In this section, the overall framework and restrictions of the dissertation are summarised.
• The overall aim of this dissertation is to revise the calculation method used for energy com-
pliance checking. Hereby, the research focuses specifically on the impact of the typical use
and characteristics of school buildings. General inaccuracies of the method itself, related
to e.g. the calculation of the quasi-static heat losses and heat gains are roughly mentioned
though not addressed in detail throughout this research.
• The research focuses on the Flemish, elementary and secondary school building stock in
particular. As the developed reference school building models and implemented boundary
conditions are set based on a comprehensive study of a broad range of school building char-
acteristics, the results can be extrapolated to other school forms (e.g. technical or vocational
schools) on the condition that the organised educational activities are more or less in line with
the activities taught in the investigated school building sample. As buildings’ and users’ char-
acteristics depend on local customs and the specific building typology, the results can however
not simply be generalised to other building typologies or other regions. Yet, the research ap-
proach used along this dissertation can be used as a reference for similar research studies on
other building types or for other regions and countries.
• The research focuses on newly built or highly renovated school buildings which are subjected
to the increasingly stringent energy policy and indoor environmental quality requirements. As
the older building stock generally does not meet current energy efficiency and comfort require-
ments, both architectural and building physical characteristics, and HVAC system and lighting
concepts of contemporary buildings only are studied. Focusing on the HVAC system selec-
tion in particular, only the currently, most commonly used HVAC systems are included due to
the work load related to the system sizing procedure and the integrated dynamic simulations.
More innovative though less common solutions in schools are not studied.
• Throughout this dissertation, an attempt is made to obtain more realistic energy rating results.
Boundary conditions are redefined to approach real schools users’ conditions more accurately
and are adapted to the typical use and typology of the building based on collected field data
and monitoring results. As the energy performance assessment must reflect the energetic
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quality of the building and its systems, independently of any occupant and his behaviour, the
deterministic approach is maintained. Consequently, the suggested modifications will not im-
prove the accuracy of the model when it is used as a predictive tool to assess real energy use
or energy saving potentials.
• In general, a number amount of (integrated) dynamic simulations of school buildings is done.
Moreover, a cost-optimal study is performed. These results are however used to judge the
accuracy of the currently applied quasi-steady-state energy assessment method and empha-
sise the need for revision of the method. It is not the objective of this research to formulate
optimised building concepts for school nor to judge the effectiveness of innovative trends and
evolutions. Neither it is the aim to formulate straightforward design guidelines and recommen-
dations on sustainable school building design.
Future research perspectives
Finally, in addition to the results of this study, several research perspectives are revealed which can
be further explored.
• The suggested modifications to the quasi-steady-state calculation method are entirely based
on the results of a comparison with dynamic simulations. The obtained results are not fitted to
monitoring data as no accurate monitoring data are available for the considered school build-
ing scope. Most of the surveyed buildings are only recently built and thus not yet monitored.
Other monitoring results are not representative as the monitored school buildings are only in
the initiating phase. Nevertheless, the reliability of the suggested changes to the calculation
method and the obtained calculation results would increase if the comparison to the dynamic
simulation results could be extended by a comparison with monitoring data.
• Reference buildings are set based on a comprehensive study of the school building charac-
teristics. In doing so, simplifications and abstractions are made. To incorporate the impact of
e.g. more complex building shapes, larger window-to-wall ratios, etc. further research might
include the simulations of some real school buildings.
• In Chapter 6, an overall indication is given of the deficiencies of the currently applied quasi-
steady-state calculation standard EPR for final energy use assessment. The detailed results
depend however strongly on the design decisions regarding the HVAC system (configurations)
and the accuracy of the applied dynamic simulation (model). Before extrapolating the use of
the regression models, it is hence important to investigate the impact of these assumptions.
The most important sources of uncertainty which should be kept in mind are: (i) the inher-
ent restrictions of the simulation model (e.g. use of single air node per zone at a uniform air
temperature) and the pragmatic modelling simplifications (e.g. the selected resolution of the
multi-zonal building model), (ii) the design decisions and simplifications (e.g. all components
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are assumed to be correctly installed and are connected to well balanced hydraulic or air dis-
tribution circuits, HVAC systems are assumed to be implemented and controlled according to
current good practice) and (iii) the restrictions of the investigated building and HVAC system
sample.
• The study focuses mainly on the calculation of the energy use for heating and ventilation as
these are determined as the most dominant energy flows in schools. Due to the more strin-
gent building’s energy policy, a decrease of the heating energy use is however to be expected
over the next years while active cooling might become necessary, especially in school build-
ings with lighter building structures or large window-to-wall ratios, or when the users’ profile
of the school building is changed towards ’Open schools’. Hence, further research might be
addressed to the cooling energy flow.
• Lighting and related visual comfort requirement are considered as an important boundary
condition along this research study. The suggested changes to the calculation method for the
energy use due to lighting are however restricted to a change of the amount of yearly lighting
operational hours. The impact of the installed lighting system and various implemented (day-
light) control systems on the energy use in schools is not assessed. As the relative share of
energy use due to lighting increases in relation to the improvement of the energy efficiency of
the building, it would be interesting to address the lighting systems and related energy use in
schools in further research.
• While adding extra adjustment and correction factors in relation to the typology and use of the
buildings, the quasi-steady-state calculation method becomes more complicated. (Part of the)
simplicity and transparency, typical for the monthly calculation method, is lost. Furthermore,
adapting the quasi-steady-state calculation method for a wide range of building typologies is
an exhaustive and time-consuming process. Further research can reveal if a change towards
the use of the simplified, hourly or fully dynamic calculation method might be a more interest-
ing alternative.
A
Overview of education in Flanders
In Flanders education is mandatory till the age of 18. For children from 2.5 to 6 years (not mandatory)
nursery education (ISCED 1 0) is provided. Primary education (ISCED 1) is aimed at children from
6 to 12 and comprises 6 consecutive years of study. On the one hand, there are autonomous
nursery and primary schools providing respectively nursery and primary education exclusively. On
the other hand, there are elementary schools offering a combination of both nursery and primary
education [270]. Secondary education (ISCED 2/3) is aimed at students aged 12 to 18. It comprises
different stages, types of education and study disciplines. From the second stage on, four different
education forms can be distinguished:
1. general education (ASO) focusing on broad general education
2. technical education (TSO) specifically focusing on technical subjects
3. art education (KSO) combining broad general education with active art
4. vocational education (BSO) providing practice-oriented education in which young people learn
a specific occupation in addition to receiving general education
After secondary school students have, though optional, access to tertiary education (ISCED 4/5).
In addition to the mainstream education, special elementary and secondary education is organized
for children who need special care due to a physical or mental disability, behavioural or emotional
problems, or learning difficulties. An overview of the education facilities is given in
1ISCED International Standard of Classification of Education developed by UNESCO to facilitate comparisons of edu-
cation statistics and indicators across countries on the basis of uniform and internationally agreed definitions
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ISCED 0 ISCED 1 ISCED 2 ISCED 3 ISCED 3 
2 6 12 14 16 18 
AGE 
Regular elementary education  
Regular nursery education  
Regular secondary education  
Regular primary education  General secondary education 
Technical/arts secondary education 
Vocational secondary education 
Part-time vocational secondary education  
ISCED 0 ISCED 1 ISCED 2 ISCED 3 ISCED 3 
Special elementary education  
Special nursery education  
Special secondary education  
Special primary education  
Figure A.1: The Flemish Community’s education system related to education facilities [6].
B
Survey results of architectural
characteristics of school buildings
A summary of the results of the survey on the architectural characteristics of the Flemish school
building stock is depicted in Table B.1 to Table B.4 for elementary schools and in Table B.6 to
Table B.7 for the secondary schools. Results for the space type profile for elementary schools
are summarised in Table B.5.
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Cost optimal study
C.1 Cost data
The data for the construction costs used for this study, is primarily founded on a market-based
analysis which is conducted by Royal HaskoningDHV and performed in the framework of an ongoing
cost-optimal study for newly to build non-residential buildings (including schools) ordered by the
Flemish government (VEA) [20]. Supplementary data are found in the work of Parys [125]. Since
the latter cost data date from 2012, all prices are indexed to 2015 prices based on the ABEX-index
[266], which indicates the evolution of construction costs in Belgium.
All costs include material and labor costs and are expressed in AC2015.
C.1.1 Costs related to the building envelope
The cost data curves for the insulation level of the opaque building parts are plotted in Figure C.1.
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Figure C.1: Investment costs related to the insulation of the opaque building parts, expressed as a
function of the insulation thickness (mm) [20].
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The cost data for the windows is depicted in Table C.1. An aluminium window frame is used and a
combination of fixed and tilt-and-turn windows is assumed.
Table C.1: Investment costs of the combination of tilt and turn, and fixed windows with an
aluminium window frame [20].
Code Uwindow ,glazing Uwindow ,f rame Ic,glazing Ic,f rame
- W/(m2K) W/(m2K) ACper m2 glazing surface ACper m2 window surface
W1 1.1 1.4 54.3 363.0
W2 0.6 0.8 102.3 418.0
The air tightness level of the building envelope is shown. This cost is determined by both the
costs related to all efforts done to ensure air tightness of the building envelope (Figure C.2 (a)) and
the costs for the execution of the pressurisation test to evaluate the actual air tightness level of the
building (Figure C.2 (b)).
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Figure C.2: Investment costs related to the air tightness of the building envelope [20].
The cost of the implemented solar shading device is summarised in Table C.2:
Table C.2: Investment costs of solar shading [125, 20].
Code type of solar shading control Ic,shading+control Ic,sensor
AC per m2 shaded window AC per sensor
S1 none none - -
S2 slats manual 161.7 -
S3 screens automatically 287.3 274.9
C.1.2 Costs related to the installed HVAC system
The cost data curve for a gas condensing boiler is plotted in Figure C.4. As the size of the heating
system depends strongly on the building’s characteristics, a detailed sizing procedure according
to EN 12831 should be performed for each of the investigated building design variants. Detailed
design and system sizing procedures are however too time consuming and therefore unfeasible
to perform within this cost-optimal study. Therefore, load curves are determined that express the
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design heat load capacity of the boiler as a function of the heat demand of the related building. The
load curves obtained for this study (see Figure C.3) are based on the results of the HVAC system
design calculations performed in the previous chapter § 6.2.1 .
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Figure C.3: Design heat load capacity of the gas condensing boiler based on the annual heat
demand of the building for the three considered HVAC system configurations (see § 6.2.1).
The investment costs are then expressed as a function of the design heat load capacity of the boiler
according to the load curves as set by Royal HaskoningDHV [20]:
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Figure C.4: Investment cost of a gas condensing boiler, expressed as a function of the boiler
capacity (kW) [20].
Although the insulation level of the building affects the needed power and the size of the heat distri-
bution and emission system, pragmatic, simplified cost data which express the costs as a function of
the net surface floor area of the reference building (m2), are used in line with the cost data as set by
Royal HaskoningDHV which is used for the ongoing cost-optimal study of non-residential buildings
(including schools) ordered by the Flemish government (VEA) [20] (see in Table C.3).
Table C.3: Investment costs of the heat distribution, control and emission system, expressed as a
function of the net surface floor area of the reference building [20].
Type Measure Price, AC/m2
control zonal control 8.9
emission radiator heating 26.1
floor heating 29.5
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For the ventilation system, cost data as set by Royal HaskoningDHV [20] is used as a reference:
a price curve is used, including amongst others the costs for ventilation ducts, vents, fans, and - if
present - heat recovery device as a function of the design ventilation flow rate Ga,vent (Figure C.5). A
different price curve is used for an exhaust or balanced mechanical ventilation system. Additionally,
the price curve of a cross heat exchanger with a bypass is added.
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Figure C.5: Investment costs of a ventilation system, heat recovery device and bypass (if present),
expressed as a function of the design capacity of the air handling unit [20].
Finally, the cost data curve for the heating coils are based on the information found in the work of
Parys [125], indexed to 2015 prices. The results are plotted in Figure C.6, expressing the investment
costs as a function of the heat capacity:
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Figure C.6: Investment cost of a heating coil, expressed as a function of the heat capacity (kW)
[125].
C.2 Pareto optimal design variants
As shown in Table C.4 to Table C.6, all economic optima and most of the Pareto optimal solutions
refer to cases without a shading device. This is caused by the high investment costs of louvers or
screens and by the fact that no active cooling is assumed so the positive effect of the implementation
of the shading devices on the cooling demand of the building is not validated in the cost-optimal
study. In contrast, 45% of the considered building design variants with a WWR = 30% without
shading are excluded from the study due to dissatisfying thermal comfort conditions, calculated
according to EN 15251 [47].
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