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Online reviews have been widely used for sentiment analysis tasks, for example, 
sentiment polarity prediction. In this paper, I address the rating prediction problem, using 
Yelp reviews. A star rating, in most cases, agrees with its review sentiment, which makes 
sentiment-words a reasonable solution for this task. Topics in reviews, on the other hand, 
are also likely to influence rating prediction. For example, for a restaurant, a customer 
may think it has a 5-stars service but the food is just 3-stars. So overall, that customer 
might give that restaurant a 4-stars rating. Using this idea, in this paper, I investigate 
whether topics, in addition to sentiment, are helpful in rating prediction task. I 
incorporated topic model with sentiment model and observed performance improvement. 
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1 Introduction  
Yelp1 is a business review website. A Yelp user or Yelper can share his or her experience 
with a business by posting a review of the business and also a rating from 1 to 5 stars. 
According to Yelp website2, by the end of Q4 2016, Yelpers have written more than 121 
million reviews and it has a monthly average of 24 million unique visitors who visited 
Yelp via the Yelp app and 65 million unique visitors who visited Yelp via mobile web 
(“Users” as measured by Google Analytics).  
 
Restaurant is one of the biggest business category in Yelp. When people search 
restaurants in Yelp, a star rating, at first glance, could potentially decide whether users 
will click to find out more about a particular restaurant or not. Moreover, economic 
research has shown that star ratings are so central to the Yelp experience that an extra 
half-star allows restaurants to sell out 19% more frequently (Anderson & Magruder, 
2011). 
 
The task in this paper is rating inference from review texts, that is, rather than just 
determine whether a review is positive or negative, inferring the author’s implied 
numerical rating, such as “five stars” or “four stars”. A simple approach of review rating 
prediction might only consider the sentiment-words in reviews. However, topics in 
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reviews are also likely to play an important role. For example, a negative sentiment 
associated with the topic of "hygiene" may be more influential than a negative sentiment 
associated with the topic of "price".  In other words, if I complain about hygiene, my 
review will be more negative than if I complain about price, which further results in 
lower rating.  
 
In this paper, I investigate whether topic model benefits rating prediction task. Knowing 
review sentiment, positive or negative, is helpful for rating inference, as people usually 
treat 4-5 rating as positive review, 3 as neutral and 1-2 as negative. So for baseline, 
numbers of sentiment-words are used to predict ratings. After that, a topic model is 
trained, using LDA, and the trained topic model is then used alone as well as combined 
with baseline sentiment model for rating prediction. The performance is evaluated on 
dataset that released by Yelp Dataset Challenge.   
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2 Literature Review  
In this section, I examine some previous related work about rating prediction, topic 
modeling as well as their interaction effect.  
 
With the explosive growth of user-generated texts on the Internet, extraction of useful 
information automatically from abundant documents receives interests from researchers 
in many fields, in particular the community of Natural Language Processing (NLP). 
Opinion mining (also known as sentiment analysis) (Pang & Lee, 2008) was firstly 
proposed in early this century and has become an active research area gradually. 
Moreover, various practical applications of opinion mining draw extensive attentions 
from industrial communities. On the other hand, the growth of social media, electronic 
commerce and online review sites, such as Twitter, Amazon, and Yelp, provides a large 
amount of corpora which are crucial resources for academic research. Interests from both 
academia and industry promote the development of opinion mining. 
2.1 Rating Prediction 
 
Rating prediction is a popular task in the field of recommendation system. It has been 
studied by many people, using different methods and different dataset, some of them used 
Yelp dataset.  
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To indicate that rating inference is indeed a meaningful task and establish a rough idea of 
what a reasonable classification granularity is, Pang and Lee (2005) ran a small pilot 
study on human subjects. The logic here is that if even people can not accurately infer 
labels from texts with respect to a five-star scheme with half stars, for example, then we 
cannot expect a learning algorithm to do so. The result showed that participants 
performed perfectly when the rating separation was at least 3 “notches” in the original 
scale (they defined a notch as a half star in a four- or five-star scheme and 10 points in a 
100-point scheme). Moreover, although human performance dropped as rating difference 
decreases, even at a one-notch separation, participants outperformed the random-choice 
baseline of 33%.  
 
(Pang & Lee, 2005) is a work on rating inference. They treated this problem as a multi-
class text categorization and the main idea is to assign texts that are more similar to each 
other closer labels. The intuition behind this is that, for example, “three stars” is 
intuitively closer to “four stars” than to “one star”. They tried multiple algorithms, like 
one-vs-all and regression, with a focus on metric labeling. They applied a meta-
algorithm, based on a metric labeling formulation of the problem, that alters a given n-ary 
classifier’s output in an explicit attempt to ensure that similar items receive similar labels. 
Results showed that the meta-algorithm provide significant improvements over both 
multi-class and regression versions of SVMs.  
 
(Qu, Ifrim & Weikum, 2010) is a work on rating prediction on Amazon product reviews. 
For text mining problems, unigram model (Pang and Lee, 2005; Snyder and Barzilay, 
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2007; Goldberg and Zhu, 2006; Ganu et al., 2009) cannot properly capture phrase 
patterns while N-gram is computationally expensive as well as sparse many features will 
then occur only very rarely in the training data. This paper overcomes the limitations of 
these two models by introducing a novel kind of bag-of-opinions representation, where 
an opinion, within a review, consists of three components: a root word, a set of modifier 
words from the same sentence, and one or more negation words. Each opinion is assigned 
a numeric score which is learned, by ridge regression, from a large, domain-independent 
corpus of reviews. For the actual test case of a domain-dependent review, the review’s 
rating is predicted by aggregating the scores of all opinions in the review and combining 
it with a domain-dependent unigram model. Experiments showed that their bag-of-
opinions method outperforms prior state-of-the-art techniques for review rating 
prediction.  
 
(Hu, Sun & Liu, 2014) is a Yelp rating prediction work based on geographical 
neighborhood. Through data analysis, they observed that there existed weak positive 
correlation between a business’s ratings and its neighbors’ ratings, regardless of the 
categories of businesses. Based on this observation, they proposed a solution.  Their 
proposed method is based on the latent factor model realized by matrix factorization and 
they used two kinds of latent factors to model a business: one for its intrinsic 
characteristics and the other for its extrinsic characteristics, the latter encoded the 
neighborhood influence of this business to its geographical neighbors. In their 
experiments, they incorporated different features, including neighborhood influence, 
category influence, review content and popularity and geo-distance influence. Results 
 7 
showed that by incorporating geographical neighborhood influences, much lower 
prediction error is achieved than the state-of-the-art models including Biased MF, 
SVD++, and Social MF.  
2.2 Topic Modeling 
 
Topic modeling is another hot topic in text mining field and there are several methods for 
learning abstract topics in a collection of documents. LDA is a common method of 
unsupervised learning to discover hidden topics. It assumes that there are latent variables 
that reflect the thematic structure of the documents (Blei, Ng & Jordan). It treats the 
probability distribution of each document over topics as a K-parameter hidden random 
variable rather than a large set of individual parameters (K is the number of hidden 
topics).  
 
Another common topic modeling method is probabilistic latent semantic analysis (PLSI), 
though it is criticized for not being a proper generative model (Blei & Hoffman, 2010). A 
relatively new topic model, the pachinko allocation model (PAM), which models 
correlation between topics and between words, also appears to be a promising method for 
studying Yelp review text as well (Li & McCallum, 2006).  
 
(Huang, Rogers & Joo, 2014) worked on discovering latent sub-topics in Yelp restaurant 
review. To find latent subtopics from reviews, they adopted Online LDA, a generative 
probabilistic model for collections of discrete data such as text corpora. Online Learning 
algorithm for LDA was presented by Hoffman and Blei in 2010. It is an online 
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Expectation Maximization approach where the parameter learning uses constant time and 
memory. After simple implementation, they presented the breakdown of hidden topics 
over all reviews, predicted stars per hidden topics discovered, and extended their findings 
to that of temporal information regarding restaurants peak hours. They found several 
interesting insights, for example, they found that overall, the average rating of each 
hidden topic rating is lower if the overall rating of the restaurant is lower. 
2.3 Interacted Effect 
 
Like mine, some papers are interested in seeing the interaction effect of sentiment and 
topics.  
 
(Yi, Nasukawa, Bunescu & Niblack, 2003) is a work on sentiment analysis while it 
covers topic sentiment. They present a Sentiment Analyzer (SA) that extracts sentiment 
about a subject from online text documents. SA detects all references to the given subject, 
and determines sentiment in each of the references using natural language processing 
techniques. Their sentiment analysis consists of: a topic specific feature term extraction; 
sentiment extraction; (subject, sentiment) association by relationship analysis. The 
performance of the algorithms was verified on online product review articles.  
(Mei, Ling, Wondra, Su & Zhai, 2007) studied the problem of modeling subtopics and 
sentiments simultaneously in Weblogs. They proposed a probabilistic mixture model 
called Topic-Sentiment Mixture (TSM), with a specifically designed HMM structure, to 
model and extract the multiple subtopics and sentiments in a collection of blog articles. 
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The results show that their method is effective for all the tasks of the topic-sentiment 
analysis. 
 
(Lin & He, 2009) proposed a probabilistic modeling framework based on Latent Dirichlet 
Allocation (LDA), called joint sentiment/topic model (JST), which detects sentiment and 
topic simultaneously from text. The model has been evaluated on the movie review 
dataset to classify the review sentiment polarity and minimum prior information have 
also been explored to further improve the sentiment classification accuracy. Preliminary 
experiments have shown promising results achieved by JST. 
 
(Titov & McDonald, 2008) is a work on aspect-based sentiment summarization. They 
created a model to discover corresponding topics in text and extract textual evidence 
from reviews supporting each of these aspect ratings. They called the model Multi-
Aspect Sentiment model (MAS), which consists of two parts. The first part is based on 
Multi-Grain Latent Dirichlet Allocation, which has been previously shown to build topics 
that are representative of ratable aspects. The second part is a set of sentiment predictors 
per aspect that are designed to force specific topics in the model to be directly correlated 
with a particular aspect. 
 
The most similar work of mine is (Linshi, 2014), which worked on personalizing Yelp 
star ratings. By personalization, each user could receive star ratings that account for his or 
her preferences, which further improve their experience in Yelp. The author used topic 
modeling approach to improve personalization. By doing an exploratory analysis, the 
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author found out reviewers used different sets of words in different ratings, which is not 
incorporated in traditional topic modeling. So he proposed an approximation of a 
modified latent Dirichlet allocation (LDA) in which term distributions of topics are not 
only conditional on the Dirichlet parameter, but also on star ratings. He assumed that 
ratings are an approximate function of positively and negatively connoted adjectives and 
implemented this by adding two different ‘codewords’, indicating either the presence of a 
positive or negative adjective, after each positive and negative adjective in the corpus. 
Results showed this modified LDA, which the author called the codeword LDA, provided 
better models of latent subtopics and textual semantics than those resulting from 
traditional LDA. This paper has some similarities with mine, like we both involved topic 
modeling. However, methods and tasks are different as this author incorporated ratings to 
develop better topic models and I employed topic models to predict ratings. 
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3 Data  
The analysis presented in this paper uses the dataset made available as part of Yelp 
Dataset Challenge3. Yelp dataset includes business, review, user, checkin and tip data in 
the form of separate JSON objects. Review and business objects are involved in this 
study. A review data object has multiple attributes and Figure 1 shows an example. There 
are in total 4153150 reviews in data file.  
 
Figure1: An Example of Yelp Review Data Object 
3.1 Restaurant Category  
 
There are a variety of businesses in Yelp. In fact, by examining business data, whose 
example is shown in Figure 2, I found out 1192 unique terms for business categories. 
Businesses that come from different categories, like restaurant and salon, are likely to 
share less similar words or topics. Therefore, narrowing down the dataset to one 
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particular category is believed to benefit model performance and in this paper, I only 
worked on ‘Restaurants (restaurants)’ category4.  
 
The review data file is a mix of reviews from all categories, so data processing is needed 
to filter out reviews in categories that are not ‘Restaurant’. To do this, I downloaded a list 
that covers all 116 category terms5 in Yelp ‘Restaurant’ category. Based on this category 
list, I got all ‘businesses_id’ of those businesses under ‘Restaurant’ category from 
business data file. Lastly, this list of ‘business_id’ is used to pick out reviews of 
(restaurant) business whose ‘busines_id’ is in the ‘busniess_id’ list. There are 2494898 
data entries left, about 60% of all reviews. Figure 3 shows review numbers for each star 
in this restaurant review dataset.  
 
Figure 2: An Example of Yelp Business Data Object 
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Figure 3: Restaurant Review Distribution on Stars 
 
3.2 English Reviews 
 
Besides various categories, reviews are also in various languages. Different languages 
have different vocabularies and same vocabularies could have different meanings among 
languages, which could potentially mess up the model. So in this paper, I just focus on 
English reviews. 
 
Same as category, data processing is needed to filter the data. To recognize languages in 
reviews, language detection is needed. I used Python langdetect package6. It is a package 
for language detection and can support 55 languages at present.  
Due to the huge amount of restaurant reviews and the limitation of my CPU power, I 
decided to run this study in a generated sample instead of the whole data set. Moreover, 
langdetect is slow when dataset is large, so I did the sampling from this step. I randomly 
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generated a sample of 30000 reviews from restaurant review dataset that generated in 
previous step (filtering out non-restaurant reviews) and run langdetect on this sample. 
Among 30000 restaurant reviews in the sample, 29611 of them are English reviews. I 
counted the review numbers for each star in this English restaurant review sample and 
plotted a bar chart (Figure 4). 
 
Figure 4: English Restaurant Review Distribution on Stars 
 
3.3 Data Generating 
 
To perform the study, I need to split the sample dataset I generated in previous step into 
training, validation and test dataset. As we can see from Figure 3 and Figure 4, the 
dataset is skewed with the majority of reviews have 4 or 5 stars. Therefore, splitting 
dataset cannot be done by random sampling as it would result in an imbalanced train-
valid-test dataset. Instead, I do random sampling in each star with an equal number of 
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reviews in each star. As “two stars” just has 2988 reviews in the sample, in the end, I 
have a training, validation and test set of 9500, 2500, 2500 reviews respectively.   
 
 16 
4 Algorithms and Models 
In this section, I describe the learning algorithms as well as models that employed for this 
rating prediction task.  
 
Different from sentiment analysis problem of predicting whether a review is positive or 
negative, in which the two polarities (positive and negative) are independent, ratings are 
real numbers and they are related to each other. For example, 5-stars is more positive 
than 4-stars as well as 5-stars is closer to 4-stars than 3-stars. Therefore, I treat this 
problem as a regression problem and use linear regression algorithm to predict ratings. 
The goal is to learn a function f(x) that maps the input features x into a numerical rating 
yˆ and minimize the difference between predicted rating yˆ and true rating y. The 
performance is evaluated in mean absolute error (MAE) and mean squared error (MSE).  
 
There are four models in this paper: a sentiment model, a topic model, a sentiment and 
topic combined model and last, a model that includes all features. As I illustrated before, 
review sentiments usually agree with ratings. Therefore, for baseline, a sentiment model 
based on opinion lexicon (Hu & Liu, 2004) is trained. The topic model is implemented in 
LDA. To choose a reasonable topic numbers, LDA models with different topic numbers 
are trained and tested on validation dataset for parameter tuning. The interaction between 
sentiment model and topic model in combined model is achieved by elementwise
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multiplication between sentiment scores and topic distributions. Last model is a full 
feature model that includes all features in previous three models.  
4.1 Baseline: Sentiment Model (Opinion Lexicon) 
 
 
(Linshi, 2014) assumed that ratings are an approximate function of adjectives of positive 
and negative connotations: a review with mostly positive words would likely be a 4- or 5-
stars rating, and a review with equal numbers of positive and negative adjectives would 
likely be a 3-stars rating. My baseline sentiment model follows the similar idea.  
 
(Hu & Liu, 2004) implemented a list of English positive and negative opinion words or 
sentiment words, which in total is around 6800 words. All words in opinion lexicon file is 
lowercase, therefore, all review words are converted into lowercase in pre-processing. 
After that, the number of both positive and negative lexicon words are counted for each 
review and these two numbers, which are treated as positive and negative scores for a text 
review, are used as features to predict review ratings.   
4.2 LDA Topic Model 
 
 
LDA is one of the most popular topic models based upon the assumption that documents 
are mixture of topics, where a topic is a probability distribution over words. LDA has a 
better statistical foundation by defining the topic-document distribution θ, which allows 
inferencing on new document based on previously estimated model and avoids the 
problem of overfitting (Lin & He, 2009). In this paper, LDA is chosen as topic modeling 
algorithm due to its popularity as well as promising performance.  
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LDA highly depends on texts, so reviews are pre-processed before fitting into LDA to get 
topic models. Stop words, punctuations and all other symbols except alphabets and 
numbers are removed. Also, all words are converted into lowercase and stemming is 
applied as well.  
 
After fitting the processed reviews in training data into LDA, a topic model is trained. 
This topic model is then applied back to reviews in training data and gets their topic 
distributions, as shown in Figure 5. These topic probabilities are used as features for 
rating prediction and fitted into linear regression algorithm. The trained linear regression 
model is then applied to unseen data for performance evaluation.  
 
To choose a promising topic number of this Yelp review dataset, 5 LDA models are 
trained with 5, 10, 20, 30 and 40 topics respectively. Their performances are tested on 
validation dataset and the best performance model is selected. The LDA model is 
implemented in Python genism7 package, which is a widely used topic modeling package.  
 
Figure 5: Predicted Topic Distributions for Three Reviews 
4.3 Combined Sentiment and LDA Topic Model 
 
In last two models, I observe how generally, sentiments and topics of a review being 
influential for rating prediction. However, there might be several topics that their 
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sentiments are more important than others when customers assign a rating. For example, 
in a review, customers might write lots of positive words describing the good service and 
the pretty decoration, which makes this review look like a 5-star review. However, it may 
be end up with a 3-star review because the ‘food’, which customers care more about, is 
negative. Therefore, in this model, I observe how topic sentiments influence rating 
prediction.  
 
I get topic sentiments by multiplying sentiment scores with topic distributions. 
Specifically, I do elementwise multiplication between sentiment scores and topic 
distributions and use these numbers as features. For example, if a review has (5, 3) as its 
positive and negative scores and has (0.2, 0.4, 0.4) as its topic distributions, features for 
this interacted model would be 5*0.2, 5*0.4, 5*0.4, 3*0.2, 3*0.4, 3*0.4, which in total 
are 6 numbers.  
4.4 All Features  
 
 
For this model, all features from last three models are employed, which includes 
sentiment scores (positive and negative), topic distribution, multiplication of sentiment 
scores and topic distributions.  
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5 Result 
In this section, I illustrate performance of the four models in previous section. 
Performance is evaluated in Mean Absolute Error, which is the average of the absolute 
errors, and Mean Squared Error, which is the average of the squares of the errors, the 
‘distance’ between the estimator and its true value. Also, I use R2, coefficient of 
determination, to measure how well the model fits the data. Lower MAE and MSE 
indicate smaller error and higher R2 indicates better fitness.  
5.1 Baseline: Sentiment Model (Opinion Lexicon) 
 
Table 1 shows the MAE and MSE of sentiment-words model, which is treated as baseline 
model. The MAE of baseline sentiment model equals 0.99, which means on overage, the 
absolute value of difference between predicted rating and real rating is 0.99. The MSE 
equals 1.38, which means on average, the squared difference between predicted rating 
and real rating equals 1.38. The R2 equals 0.31, which means 31% of points fall within 
the regression line. 
 
 Baseline 
Mean Absolute Error 0.99 
Mean Squared Error 1.38 
R Squared (R2) 0.31 
      Table 1: MAE, MSE and R2 of Baseline Sentiment Model 
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5.2 LDA 
 
For all five topic models, with different topic numbers, I retrieve top 10 topics (top 5 
topics for 5 topics model) and for each topic, I get top 5 topic terms and their 
probabilities. The terms are shown through Table 2 to Table 6. Many foods appear in 
trained topics, like ‘pizza’, ‘sushi’ and ‘chicken’. Also, some adjectives show up, like 
‘good’ and ‘happy’. Some topics make good sense, like the fifth topic in 10 topics model: 
"sandwich" + "breakfast" + "coffee" + "egg" + "french", which is probably a topic for 
breakfast.  
 
5 Topics 0.026*"place" + 0.024*"food" + 0.022*"great" + 0.019*"good" + 
0.012*"service" 
 0.008*"like" + 0.008*"good" + 0.008*"ordered" + 0.007*"really" + 
0.007*"chicken" 
 0.015*"food" + 0.013*"u" + 0.011*"time" + 0.011*"get" + 
0.011*"order" 
 0.010*"customer" + 0.009*"staff" + 0.007*"location" + 0.006*"food" + 
0.006*"experience" 
 '0.019*"food" + 0.014*"place" + 0.013*"good" + 0.012*"like" + 
0.009*"sushi" 
Table 2: All 5 Topics with Top 5 Topic Terms and Their Probability in 5-topics 
LDA model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 22 
10 Topics 0.014*"bar" + 0.011*"bartender" + 0.004*"staff" + 0.004*"birthday" + 
0.004*"bubble" 
 0.024*"food" + 0.021*"place" + 0.017*"good" + 0.014*"great" + 
0.012*"like" 
0.027*"sushi" + 0.021*"roll" + 0.013*"rice" + 0.013*"noodle" + 
0.012*"thai" 
0.045*"pizza" + 0.045*"burger" + 0.032*"fry" + 0.024*"cheese" + 
0.016*"good" 
0.035*"sandwich" + 0.024*"breakfast" + 0.020*"coffee" + 0.018*"egg" 
+ 0.010*"french" 
0.027*"chicken" + 0.018*"like" + 0.018*"ordered" + 0.015*"taco" + 
0.013*"salad" 
0.017*"u" + 0.013*"food" + 0.011*"time" + 0.011*"came" + 
0.011*"one" 
0.015*"place" + 0.015*"order" + 0.015*"get" + 0.014*"like" + 
0.013*"food" 
0.022*"indian" + 0.007*"naan" + 0.006*"south" + 0.006*"cleveland" + 
0.005*"subway" 
0.012*"dish" + 0.011*"chicken" + 0.010*"fried" + 0.009*"sauce" + 
0.008*"steak" 
Table 3: All 10 Topics with Top 5 Topic Terms and Their Probability in 10-topics 
LDA model 
 
20 Topics 0.018*"bloody" + 0.010*"mary" + 0.008*"chinese" + 0.008*"fly" + 
0.007*"lucky" 
 0.034*"u" + 0.023*"came" + 0.020*"table" + 0.019*"minute" + 
0.017*"food" 
0.045*"food" + 0.033*"great" + 0.028*"place" + 0.024*"good" + 
0.021*"service" 
0.031*"food" + 0.019*"place" + 0.018*"great" + 0.017*"good" + 
0.013*"restaurant" 
0.031*"chicken" + 0.028*"rice" + 0.027*"noodle" + 0.024*"dish" + 
0.024*"thai" 
0.011*"benedict" + 0.009*"red" + 0.008*"gross" + 0.008*"wonderful" 
+ 0.007*"strike" 
0.016*"tea" + 0.011*"boba" + 0.008*"san" + 0.008*"bay" + 
0.007*"bass" 
0.115*"pizza" + 0.030*"wing" + 0.020*"sauce" + 0.019*"hot" + 
0.017*"cheese" 
0.025*"crepe" + 0.019*"sugar" + 0.012*"brownie" + 0.011*"waffle" + 
0.011*"fondue" 
0.018*"good" + 0.017*"place" + 0.017*"like" + 0.013*"really" + 
0.010*"get" 
Table 4: Top 10 Topics with Top 5 Topic Terms and Their Probability in 20-
topics LDA model 
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30 Topics 0.016*"pan" + 0.014*"bottle" + 0.014*"roast" + 0.012*"tomato" + 
0.011*"truffle" 
 0.025*"bar" + 0.020*"drink" + 0.018*"great" + 0.017*"happy" + 
0.017*"beer" 
0.076*"bbq" + 0.055*"pork" + 0.035*"pulled" + 0.032*"n" + 
0.021*"mac" 
0.018*"menu" + 0.014*"restaurant" + 0.012*"find" + 0.009*"also" + 
0.009*"fresh" 
0.078*"tea" + 0.034*"iced" + 0.015*"play" + 0.011*"def" + 
0.010*"hey" 
0.108*"pizza" + 0.015*"like" + 0.015*"love" + 0.014*"sauce" + 
0.013*"cheese" 
0.030*"u" + 0.024*"came" + 0.023*"food" + 0.023*"minute" + 
0.019*"asked" 
0.022*"pancake" + 0.020*"cake" + 0.015*"waffle" + 0.015*"crepe" + 
0.012*"gift" 
0.031*"chicken" + 0.024*"fried" + 0.023*"dish" + 0.023*"rice" + 
0.020*"sauce" 
0.032*"place" + 0.031*"good" + 0.029*"really" + 0.025*"food" + 
0.020*"like" 
Table 5: Top 10 Topics with Top 5 Topic Terms and Their Probability in 30-
topics LDA model 
 
40 Topics 0.141*"beer" + 0.028*"selection" + 0.014*"pub" + 0.012*"tap" + 
0.011*"hot" 
 0.094*"thai" + 0.036*"pad" + 0.031*"drive" + 0.017*"thru" + 
0.013*"sell" 
0.099*"bar" + 0.048*"drink" + 0.037*"bartender" + 0.033*"night" + 
0.030*"music" 
0.016*"donut" + 0.013*"bug" + 0.013*"store" + 0.012*"movie" + 
0.011*"email" 
0.098*"wing" + 0.024*"n" + 0.019*"mess" + 0.018*"sauce" + 
0.014*"pickle" 
0.077*"breakfast" + 0.037*"egg" + 0.021*"steak" + 0.017*"toast" + 
0.013*"hash" 
0.044*"food" + 0.040*"good" + 0.035*"place" + 0.022*"really" + 
0.021*"service" 
0.037*"sandwich" + 0.024*"chicken" + 0.022*"like" + 
0.020*"ordered" + 0.018*"cheese" 
0.038*"dont" + 0.033*"didnt" + 0.022*"blue" + 0.020*"im" + 
0.018*"suppose" 
0.021*"food" + 0.015*"order" + 0.014*"time" + 0.014*"u" + 
0.013*"get" 
Table 6: Top 10 Topics with Top 5 Topic Terms and Their Probability in 40-
topics LDA model 
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5.3 LDA for Rating Prediction  
 
 
Three models that involve LDA (topic model, topic and sentiment combined model and 
all features model) are trained five times with different topic numbers. The performance 
of all models on validation dataset is shown in Table 7. All models achieve lowest MAE 
and MSE (best performance) by using 40 topics. For all topic numbers, ‘All Features’ 
model has best performance. Also, while mean absolute errors of LDA and 
Lexicon*LDA model in every topic number are close to each other, MAE difference 
between ‘All Features’ model and the other two models are more significant. LDA model 
has the largest performance improvement from 5-topics model to 40-topics model, 
measured in both MAE and MSE. Generally, from 5 topics to 40 topics, MAE and MSE 
decrease (except MAE of 20 topics LDA model) and R2 increases as topic number 
increases. Forty topics ‘All Features’ model has the best performance in the whole table, 
which is 0.80 MAE, 1.01 MSE and 0.50 R2.  
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  5 Topics 10 Topics 20 Topics 30 
Topics 
40 
Topics 
LDA Mean Absolute 
Error 
0.98 0.98 0.91 0.93 0.90 
Mean Squared 
Error 
1.40 1.40 
 
1.27 1.27 1.22 
R Squared (R2) 0.30 0.30 0.37 0.37 0.39 
Lexicon*
LDA 
Mean Absolute 
Error 
0.95 0.95 0.91 0.91 0.89 
Mean Squared 
Error 
1.28 1.28 
 
1.20 1.19 1.16 
R Squared (R2) 0.36 0.36 0.40 0.40 0.42 
All 
Features 
(Lexicon, 
LAD, 
Lexicon*
LDA) 
Mean Absolute 
Error 
0.86 0.85 0.82 0.82 0.80 
Mean Squared 
Error 
1.12 1.09 
 
1.03 1.03 1.01 
R Squared (R2) 0.44 0.45 0.48 0.48 0.50 
Table 7: MAE, MSE and R2 of LDA Models with Different Topic Numbers on 
Validation Dataset 
 
The best performed topic number for each model is chosen from Table 7 and for all 
models, it happens to be same number, 40. After choosing the value of topic number 
parameter, all models are tested on test dataset to evaluate their general performance and 
the result is shown in Table 8. All models that involved LDA have better performance 
than baseline sentiment lexicon model and ‘All Features’ model have the best 
performance with 0.80 MAE and 0.98 MSE, which is much better than the baseline. R 
squared value of 0.51 indicates more than half of all points fall within the trained 
regression line. 
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 Baseline 
(Lexicon) 
 LDA 
 (40 
Topics) 
Lexicon*LDA 
(40 Topics) 
All 
Features 
(40 Topics) 
Mean Absolute 
Error 
0.99 0.89 0.90 0.80 
Mean Squared 
Error 
1.38 1.19 1.16 0.98 
R Squared (R2) 0.31 0.41 0.42 0.51 
Table 8: MSE and R2 for All Models on Test Dataset 
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6 Discussion and Conclusion  
Even though Pang & Lee (2005)’s study showed that rating inference is a plausible task, 
potential obstacles exist in learning the relationship between ratings and reviews. First, 
there is inconsistency at assigning ratings among authors, the cross-author divergence. 
This could easily imagine as we all know opinions are such a subjective thing. For same 
rating, it is common to see one review appears very positive while the other is less 
positive or even a little negative. Second, ratings not entirely supported by the text. When 
people are asked to assign a rating for a product or service, it usually represent their 
general or overall impression while what they write in the review could just be the most 
impressive parts, either good or bad. In reality, adding personalization data might be 
helpful in performance improvement.  
 
The trained topic models, from Table 2 to Table 6, is different from what I expected. 
Originally, the expected topics are like ‘service’, ‘food quality’ and so on. However, 
topics trained are more like different kinds of food, like ‘bbq’, ‘thai’ and so on. One 
potential reason is the dataset. Even though I have narrowed down the dataset to 
‘Restaurant’ category, it is still too broad and coarse as there are still 116 categories 
under ‘Restaurant’ category. Different categories are likely to use different terms even 
though they are all restaurants. By further narrowing down the category, the LDA topic
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 models are expected to model different aspects of a restaurant review (for example, food 
quality, service and so on), rather than different types of cuisines. 
 
The research question in this paper is whether topic models, in addition to sentiments, 
benefit rating prediction and four models are run to answer this question. As we can see 
from Table 8, all models that involved LDA, even LDA itself, have better performance 
than using sentiment lexicon alone. We could tell that topic models indeed contribute to 
rating prediction. Lexicon*LDA model outperforms both Lexicon and LDA individual 
model, so topic sentiments, as I expected, is a better indicator for ratings. To further 
interpret the result, I randomly select five examples from test dataset and get their 
predicted ratings from four models. The result is shown in Table 9. 
Example 
Number 
Real 
Rating 
Baseline(Lexicon)  LDA (40 
Topics) 
Lexicon*LDA 
(40 Topics) 
All Features 
(40 Topics) 
1 1 1.53 2.30 1.06 0.85 
2 5 3.88 5.20 5.16 5.37 
3 5 2.94 3.13 2.89 3.09 
4 2 3.76 2.92 3.49 3.47 
5 4 3.06 2.52 2.89 2.73 
Table 9: Predicted Ratings of 5 Random Examples from All Models 
 
Example 1 and 2 have pretty good predictions and I will use them to analyze how these 
models achieve reasonable performance. Review texts as well as sentiment-word 
numbers of example 1 and 2 are shown in Table 10. These two reviews have clear and 
strong sentiments, one extremely positive and one extremely negative. Lots of sentiment-
words are used and the significant difference between positive and negative sentiment-
words numbers clearly indicates polarities. The baseline lexicon model is simple. Even 
though sentiment-word number is a strong predictor, there is no handling of problems 
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like negation, which may introduce noises and influence model performance. We can tell 
that even though example 2 has many positive sentiment-words and a pretty obvious 
difference between positive words number and negative words number, the prediction is 
still not accurate.  
 
To investigate the performance of LDA, I get topic predictions of of these two examples 
and the result is shown in Table 11 (only topics whose probabilities over 0.1 are shown). 
As these two examples are strong sentiment reviews, topic models capture some opinion 
and sentiment related topics, like the largest probability topic in both examples. However, 
for the largest probability topic in example 1, even though it is a related topic, the 
sentiment in topic is opposite, which results in predicted ratings of example 1 from LDA 
model is more positive than other models (see Table 9). On the country, predicted topics 
in example 2 have correct topics as well as sentiments, therefore, LDA prediction is very 
close to real rating.  
 
Lexicon*LDA model achieves best performance in both examples. Even though some 
topics captured by topic models have a little sentiment, the goal for topic models is topic 
rather than sentiment and it is lexicon number that plays the role of sentiment. As I 
illustrate above, for example 1, LDA model captures the correct topic but the sentiment in 
that topic is opposite. So when using LDA model alone, this result in a more positive 
prediction than real value. In Lexicon*LDA model, the sentiment is corrected after 
multiplying the number of sentiment-words. Correct topics and sentiments result in 
promising performance for example 1 in Lexicon*LDA model. For example 2, even 
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though the captured topics have correct sentiment, sentiment expressed by lexicon 
number is stronger so the multiplication of lexicon numbers and topics results in better 
performance than topic itself. Even though ‘All Features’ model does not get the most 
accurate predictions, it captures the polarities best (lowest prediction for negative 
example and highest prediction for positive example) as it contains review sentiments as 
well as topic sentiments.  
Example 
Number 
Review Positive 
Sentiment-
words  
number 
Negative 
Sentiment-
words  
number 
1 Rude server!!! We definitely not coming 
back, what a waste of money! We didn’t 
enjoy our food because its all salty and 
not what you expected! Our server was 
rude and no respect for customer! Don’t 
come here I’m warning you! Go some 
other place to eat! Don’t waste your 
money and time! Bad service!!! Bad 
food!!! 
2 7 
2 WOW! The food here is incredible. I 
was absolutely amazed to how great the 
food tasted, as well as how comfortable 
and relaxed the atmosphere was. Will be 
going back and I definitely recommend. 
8 0 
Table 10: Review Texts and Sentiment-words Counts for Example 1 and 2 in Table 9 
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Example 
Number 
Topic  Probability  
1 0.041*"food" + 0.040*"place" + 0.032*"like" + 
0.029*"get" + 0.024*"good" + 0.023*"always" + 
0.021*"go" + 0.021*"time" + 0.016*"really" + 
0.014*"one" 
0.35 
0.054*"drive" + 0.047*"worst" + 0.031*"ever" + 
0.029*"indian" + 0.019*"daughter" + 0.016*"thru" + 
0.013*"free" + 0.012*"called" + 0.012*"money" + 
0.011*"obviously" 
0.20 
0.019*"u" + 0.016*"one" + 0.015*"table" + 
0.013*"like" + 0.011*"would" + 0.010*"even" + 
0.009*"food" + 0.008*"place" + 0.007*"went" + 
0.007*"restaurant" 
0.15 
0.022*"coupon" + 0.014*"didnt" + 0.014*"mango" + 
0.014*"buy" + 0.013*"nacho" + 0.012*"term" + 
0.012*"poutine" + 0.010*"yummy" + 0.010*"dark" + 
0.010*"dining" 
0.13 
2 0.067*"great" + 0.038*"food" + 0.026*"place" + 
0.021*"best" + 0.020*"service" + 0.017*"love" + 
0.016*"definitely" + 0.015*"good" + 0.015*"friendly" 
+ 0.014*"restaurant" 
0.56 
0.096*"coffee" + 0.070*"burrito" + 0.026*"iced" + 
0.018*"cup" + 0.014*"avocado" + 0.014*"casual" + 
0.014*"toronto" + 0.013*"bean" + 0.010*"breakfast" + 
0.010*"green" 
0.16 
0.081*"food" + 0.054*"service" + 0.045*"good" + 
0.034*"better" + 0.029*"price" + 0.028*"nothing" + 
0.025*"place" + 0.021*"would" + 0.021*"pretty" + 
0.019*"much" 
0.12 
Table 11: Topic Predictions and Probabilities for example 1 and 2 in Table 9 (topics 
whose probabilities over 0.1) 
 
 
Example 3 to 5 do not work well and a further investigation is done to find reasons. 
Review texts as well as sentiment-word numbers of example 3, 4 and 5 are shown in 
Table 12. Example 3 is an example of reviews that do not use lots of sentiment-words but 
express pretty clear and relative strong sentiments. The small number of positive and 
negative sentiment-words as well as their little difference explain the poor performance 
of baseline lexicon model. The first two predicted topics of example 3 in Table 13 
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precisely capture the review sentiments, which could potentially explain the better 
performance of LDA compared to others, but topics (except first one) seem shifted. Both 
lexicon model and LDA do not work well, which further worse the Lexicon*LDA model.  
 
Example 4 is an example of reviews that use many sentiment-words but express opposite 
polarity by using negation, subjunctive mood and so on. Predicted rating by lexicon is 
therefore much positive than true value due to this wrong input. As for LDA, same as 
example 1, the first topic, which has a probability more than 0.6, captures the correct 
topic while the sentiment words in that topic is opposite from real sentiment. As the 
opinion lexicon is also wrong, the topic sentiments do not get fixed in Lexicon*LDA 
model and result in a worse performance of Lexicon*LDA than LDA model. For 
example 5, the lexicon number is correct but predicted topics are shifted. 
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Example 
Number 
Review Positive 
Sentiment-
words  
number 
Negative 
Sentiment-
words  
number 
3 Unbelievable Chicago Style Deep Dish 
Pizza! Still have to try their Italian Beef 
Sandwich and their thin crust pizza. This 
really is like going back home to Chicago. 
Very cool owners and workers! 
2 1 
4 I was honestly pretty excited to try this 
place out but I guess it wasn't worth the 
hype. I ordered the 3 piece meal. It comes 
with 3 pieces of tenders and some fries. I 
added a side of mac&cheese to it as well. 
Chicken: I've had better. It is of decent size 
and the batter is different but after a while, i 
felt like it was just too much batter. Fries: 
disgustingly old and soggy. Mac&Cheese: 
its okay, i tasted powder when i ate it, i'm 
not too sure how to describe it but eh it was 
just okay. I did have a favorite though; it 
was the Arnold Palmer. OH MY 
GOODNESS, so good and refreshing. 
11 2 
5 Went for a walk down st Clair and decided I 
would stop when something caught my eye. 
I am happy I saw this place. It's an old 
school diner done well. Had a cheeseburger 
and it was better than any chain burger. The 
cook was friendly, and topped it to my 
liking. Only complaint was the cashier who 
seemed disinterested in everyone and 
everything. She actually filled up my pop 
with one hand whiles eating a granola bar 
with the other. Will be back to try the steak 
on a bun. 
5 2 
Table 12: Review Texts and Sentiment-words Counts for Example 3, 4 and 5 in Table 9 
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Example Number Topic  Probability  
3 0.027*"place" + 0.023*"beer" + 0.019*"like" + 
0.018*"good" + 0.016*"bar" + 0.015*"really" 
+ 0.015*"great" + 0.012*"nice" + 
0.011*"little" + 0.010*"also" 
0.28 
0.042*"chicken" + 0.021*"like" + 
0.019*"ordered" + 0.017*"sauce" + 
0.017*"fried" + 0.015*"pork" + 0.014*"good" 
+ 0.014*"rice" + 0.011*"place" + 0.011*"also" 
0.27 
0.050*"wine" + 0.042*"dish" + 0.035*"pasta" 
+ 0.028*"bread" + 0.022*"glass" + 
0.022*"olive" + 0.021*"italian" + 
0.014*"would" + 0.013*"oil" + 0.010*"much" 
0.16 
0.050*"wine" + 0.042*"dish" + 0.035*"pasta" 
+ 0.028*"bread" + 0.022*"glass" + 
0.022*"olive" + 0.021*"italian" + 
0.014*"would" + 0.013*"oil" + 0.010*"much" 
0.15 
4 0'0.042*"chicken" + 0.021*"like" + 
0.019*"ordered" + 0.017*"sauce" + 
0.017*"fried" + 0.015*"pork" + 0.014*"good" 
+ 0.014*"rice" + 0.011*"place" + 0.011*"also" 
0.61 
'0.043*"time" + 0.028*"first" + 0.017*"salad" 
+ 0.016*"day" + 0.012*"went" + 0.012*"one" 
+ 0.011*"two" + 0.011*"second" + 
0.010*"last" + 0.008*"next" 
0.11 
5 0.019*"u" + 0.016*"one" + 0.015*"table" + 
0.013*"like" + 0.011*"would" + 0.010*"even" 
+ 0.009*"food" + 0.008*"place" + 
0.007*"went" + 0.007*"restaurant" 
0.42 
0.020*"breakfast" + 0.017*"egg" + 
0.017*"potato" + 0.013*"cheese" + 
0.011*"ordered" + 0.011*"really" + 
0.010*"like" + 0.010*"little" + 0.010*"bacon" 
+ 0.010*"came" 
 
0.19 
0.041*"food" + 0.040*"place" + 0.032*"like" 
+ 0.029*"get" + 0.024*"good" + 
0.023*"always" + 0.021*"go" + 0.021*"time" 
+ 0.016*"really" + 0.014*"one" 
 
0.15 
Table 13:Topic Predictions and Probabilities for Example 3, 4 and 5 in Table 9 (topics 
whose probabilities over 0.1) 
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In example 1 and 2, the lexicon counts are correct not only in terms of word appearance, 
they also accurately indicate the polarities of reviews. For example, in example 1, 2 
positive words and 7 negative words indicating negative polarity of example 1. However, 
in example 4, even though the word count is accurate, it points to opposite polarity. 
Predicted topics in example 1 and 2 are also reasonable. Given sentiment-words counts 
that correctly indicate review polarity and reasonable predicted topics, Lexicon*LDA 
model has better performance than Lexicon model and LDA model, which means that 
topic sentiment is a stronger indicator for rating prediction than lexicon counts and topics 
on their own. On the contrary, we could tell from example 3 to 5, failure of either lexicon 
counts or topic prediction will result in failure of Lexicon*LDA model. Even though the 
‘All Features’ model do not achieve best performance in any example, we could tell from 
Table 9 that the performance of ‘All Features’ model is fairly good and stable, which 
leads to best performance on average.
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NOTES 
1https://www.yelp.com/sf 
2http://www.yelp.com/about  
3https://www.yelp.com/dataset_challenge/ 
4https://www.yelp.com/developers/documentation/v2/category_list 
5http://www.localvisibilitysystem.com/2013/07/19/yelp-business-categories-list/ 
6https://pypi.python.org/pypi/langdetect 
7https://radimrehurek.com/gensim/index.html 
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