1. Introduction. Let q be an odd prime number and consider the set of consecutive primitive roots mod q with representatives 1 < g 1 < · · · < g φ(q−1) < q. In 1962, Burgess [B1, Theorem 3] gave an asymptotic formula for the number of primitive roots in every interval of length greater than q 1/4+ε . In 1998, C. Cobeli and A. Zaharescu [CZ] proved that this sequence has a Poisson distribution if q is very large. In this paper, we study the average value of the differences of g i+1 − g i . We define V γ (q) := 1≤i<φ(q−1)
To the best knowledge of the authors, V γ (q) has not been studied hitherto for any value of γ > 0, not even in case γ = 2. In this paper, we estimate V γ (q) unconditionally and assuming GRH.
In the unconditional case, we obtain an estimate for γ in the range 0 < γ < 4. We first apply the estimate of character sums due to Burgess [B1] , to prove an estimate for 0 < γ < 3. We call this "Method I". Then we apply a new method to estimate character sums that was developed by Friedlander and Iwaniec [FI] . Using this method, which we call "Method II", we can estimate V γ (q) for the larger range 0 < γ < 4. In this respect, we can regard this paper as an application of the new method by Friedlander and Iwaniec [FI] which is superior to Burgess's in this case. Assuming GRH, we modify our Method I to prove the estimate for V γ (q) for all γ > 0.
In particular, we prove the following two theorems:
Theorem 1.1. For any fixed real number 0 < γ < 4, we have
where P = φ(q − 1)/(q − 1), and f γ g is the usual Vinogradov symbol denoting the relationship |f | ≤ cg for some constant c depending on γ.
We will use all these notations in the rest of this paper. Corollary 1.2. Assuming the Grand Riemann Hypothesis (GRH ), for any fixed real number γ > 0,
Lemmas for Method I.
In this section, we establish the estimates needed for Method I. We make use of an idea of Montgomery and Vaughan in [MV] , which is related to a discrete version of the Selberg integral. Further, we apply estimates for character sums shown by Burgess.
First, we introduce the following characteristic function:
δ(n) = 1 if n is a primitive root mod q, 0 otherwise. It is well known, and proved in detail in C. Cobeli and A. Zaharescu [CZ] , that
where χ are Dirichlet characters mod q, and χ 0 is the principal character. Without further mention, we will use the fact that if k | q − 1, then there are exactly k characters mod q with χ k = χ 0 . We define
This is the sth moment of the number of primitive roots modulo q in an interval of length h about its mean hP . It can be considered as the discrete form of the Selberg integral which was first introduced in [MV] . For further use, we state two lemmas:
Lemma 2.1 ( [M, p. 118, (13. 2)]). Assuming GRH , if χ is a non-principal character modulo q, then 
We will use these two lemmas to establish the following estimates: 
where ord(χ) denotes the order of χ, i.e. ord(χ) = min{k > 0 | χ k = χ 0 } and the last equality in (3) holds due to the following relation: For any integer t that divides q − 1, we have
Since q is an odd prime number, for any h ≤ q we obtain
Thus, it suffices to estimate I s . As we assume h ≥ q 1/4+ε , we can apply Lemma 2.2 as follows:
Here, δ = δ (ε) is independent of s, and τ (n) = d|n 1 is the divisor function.
The third to last inequality is valid because of
The last inequality of (4) holds since h ≥ q 1/4+ε and τ (n) δ n δ/16 for any given δ > 0.
Lemma 2.4 is proved in the same way by applying Lemma 2.1 instead of Lemma 2.2. We will also need an estimate which will be used for ranges of h smaller than those assumed in Lemmas 2.3 and 2.4. In order to establish this estimate, we will make use of the following lemma:
Proof. This is a special case of J. Johnsen's [J, Lemma 1].
We now prove the following estimate:
Lemma 2.6. For any integer h that satisfies P −1 < h < q, we have
for any positive integer s ≥ 2.
Proof. By definition,
For f > 0, the inner sum over n can be written as
It is easily seen that for the estimation of the inner sum over n we only need to consider the values of the δ-function on distinct elements of m 1 , . . . , m f .
Let B = {m 1 , . . . , m f }, and denote by t = card(B) the number of different elements of B. We can assume that m 1 , . . . , m t are distinct. Thus,
where χ 1 ,...,χ t denotes the summation over χ
Applying Lemma 2.5 and using an argument similar to the proof of Lemma 2.3, we can write the last expression in (7) as follows:
We can add the additional term P t to the O-term since P −1 < τ (q−1) q ε . In order to estimate (6), we denote by S(f, t) the Stirling number of the second kind, i.e. the number of ways of partitioning a set of cardinality f into exactly t non-empty subsets. Consequently, S(f, t)t! is the number of surjective maps from a set of cardinality f onto a set of cardinality t. Using (8), we can now write the expression in (6) as follows:
where we assumed that f ≤ h. An analysis of the final part of the proof will show that the case f > h can be treated in the same way. In the following, we set (5) and (9) we obtain
We obtain the error term from the estimates S(f, t)t!t s 1 for t ≤ f ≤ s and f t=0 h t P t (hP ) f + (hP ) (hP ) f by P −1 < h. By using combinatorial recursions, the main term on the right hand side was estimated in [MV, Lemma 11] as follows:
for any integer s ≥ 2. This proves the lemma.
Montgomery and Vaughan ( [MV, p. 326, Lemma 9] ) have given a probabilistic interpretation of µ s (h, P ). Let X be a binomial random variable with parameters h and P ; then µ s (h, P ) equals the expectation value of the sth moment of the difference between X and its expected value hP, i.e.,
This interpretation can help us to understand the theorem.
Lemmas for Method II.
In the previous section, we established Lemmas 2.3 and 2.6 which will allow us to estimate the expression (1) for all γ > 0 under GRH and in the case of 0 < γ < 3 unconditionally. In order to extend the range to 0 < γ < 4 we will investigate values of h in the "middle" range q 1/2r < h < q 1/4+ε . We use a new method for the estimation of character sums introduced by Iwaniec and Friedlander [FI] . We first show the following lemma:
Proof. We use the usual notation e(x) = exp(2πix). Defining b via bb ≡ 1 (mod q), we see that
Due to symmetry, we only need to estimate the subset S of S that satisfies
As D is a (2A + 1)-spaced set modulo q and |D|(2A + 1) < q, we find that R is the union of |D| disjoint segments of length 2A + 1 in [1, q] .
, we see that S can be considered as the product of the set R and the set {(
We note that the value of the variable r 1 is uniquely determined if the variables of r 2 , b 1 , b 2 are given, since |R| < q.
We also require a lemma of Burgess [B1, Lemma 2] which is based on A. Weil's work. 
Proof. We see that
The last expression was estimated in [B1, Lemma 2, formulas (8) , (9)] to obtain the result without the additional factor e(my). We now state a lemma that will be crucial for Method II. 
Remark. This lemma is similar to Theorem 2 in [FI] with minor changes in the assumptions and results. In what follows, we adapt the original proof to establish Lemma 3.3.
and f (x) = 0 elsewhere. Denote by g the Fourier transform of f, i.e.,
Applying partial integration as in [BI] , we find |g(y)| ≤ min(A + 1, |πy| −1 , (πy) −2 ). Hence,
Setting BC = A, we obtain
by variable change and noting that χ(b) = 0 for 1 ≤ b ≤ B since q is prime. Using the estimates established for g(y) above, we find that h(y) :
Using these estimates, we obtain from (11):
for some y ∈ R, where
Hence by Lemmas 3.1, 3.2 and by Hölder's inequality,
log q(|D|AB log q)
Choosing C = q 1/2r and B = Aq −1/2r > 1 completes the proof of the lemma.
Proof of the theorems
. Then for any fixed γ > 0, by partial summation,
We see that in order to prove our theorem, it is sufficient to establish an upper bound for L(y). We will now derive an upper bound for L(y) that depends on M s (q; h). We set h = [y/4], hence y ≥ 4h. If g i+1 − g i > y, then for g i < n < g i + h, the interval [n + 1, n + h] contains no primitive roots. Therefore,
Applying Lemmas 2.3 and 2.6 to (13), we obtain the following upper bounds for L(y): For sufficiently small ε > 0, by Lemma 2.3,
and by Lemma 2.6, for any integer s ≥ 2,
The relations (14b) and (14c) hold due to the respective ranges of q and y, and δ 2 (ε) can be chosen sufficiently small for sufficiently small ε.
For y > q 1/4+ε , we note that δ = δ (ε) is independent of s in (14a). Thus, we may assume that s is taken so large that δs/2 > γ. Then, by (14a)
For 4P −1 < y < q 1/4+ε , we use the estimate (14b). For any fixed γ with 0 < γ < 3, we take a δ(ε) such that 0 < γ < 3 − δ(ε). Such a δ(ε) can always be found if ε is chosen sufficiently small. We obtain (17) γ
Therefore, Theorem 1.1 follows from (15)-(17) for 0 < γ < 3 by taking an appropriate ε. Corollary 1.2 (GRH case) follows by the same argument when we apply Lemma 2.4 instead of Lemma 2.3 and (14c) instead of (14b). First, under GRH, we deduce from (13) for y ≥ q 1/2r 2 . Since s is also independent of r in Lemma 2.4, we can take s sufficiently large such that γ − (1/2 − 2/r)s < 0, to obtain
if we choose r sufficiently large such that γ < 2r 2 /3. Now, Corollary 1.2 follows from (15), (18) and (19).
Method II.
In this section we prove Theorem 1.1 for 0 < γ < 4. We will need the following lemma: for q 1/2r 2 < y < q.
Proof. Arguing as in the proof of Lemma 2.4 (see (3)), we see that
Under the assumption of the lemma, the left hand side is less than N P h 1−δ .
Comparing both sides, we must have The theorem therefore follows from (16), (19) and (22).
