We derive the late-time asymptotic solution of a nonlinear advectiondiffusion equation, u t = [α/(q − 1)](u q ) x + (1/q)(u q ) xx , where α = 0 and q > 2. The equation is a more general form of the purely quadratic nonlinearity for advection and diffusion considered previously. For initial conditions with compact support, the solution has left and right moving boundaries, the distance between which is the width of the "plume". We show the width to grow as t 1/q , with a constant correction term. The outer solution is dominated by the nonlinear advective term, the leading-order solution of which is shown to satisfy the partial differential equation and the right boundary condition exactly, but with a t-dependent shifted argument. To satisfy the left boundary of vanishing plume thickness, a boundary layer is introduced, for which the inner solution may be obtained up to second order, again by using a shifted coordinate with respect to the wetting front. A leading-order composite solution for u, uniformly correct to O(1/t 1/q ), is obtained. The first and second-order terms are correct to O((1/t 2/q ) ln t) and O(1/t 2/q ) respectively. The composite second-order correction involves an arbitrary constant, implying its dependence on an unknown initial condition. Numerical results that agree with the analytical solutions are given along with an expression for the unknown constant computed with an impulse initial data.
1.
Introduction. Many problems in porous media flow are governed by a nonlinear diffusion or an advection-diffusion equation. For example, within a horizontal layer, the damping of a ground-water mound is given by a purely quadratic diffusion term, without advection [1] . Exact solutions for specific initial conditions may be obtained for these classes of problems using similarity methods. In an inclined bed, for small-thickness gravity tongues, it may be shown that the spatially dependent advection and diffusion terms are purely quadratic [2] . For such problems, de Loubens and Ramakrishnan [3] showed that as time t → ∞, asymptotic solutions correct to second order, i.e., 1/t, may be analytically derived for u, the thickness of the gravity tongue or the plume.
For a class of flow problems, the nonlinearity is described by an exponent different from two. In multiphase flow, with power law exponents for nonwetting phase relative permeability and capillary pressure, Ramakrishnan et al. [5] showed that the approach to residual oil or contaminant saturation is governed by a nonlinear equation
after a suitable rescaling of x and t from their formulation. Here x is the spatial coordinate. The parameters p and s represent exponents of the relative permeability to the contaminant phase and the derivative of the capillary pressure with respect to saturation respectively. In a horizontal reservoir where a hydrocarbon contaminant has been flushed to residual conditions, a reinjection of the contaminant with a planar source is represented by (1.1). The injectant migrates symmetrically away from the plane of injection. However, unlike a gravity tongue, here u represents the saturation of the contaminant at (x, t). In viscous flows over an inclined bed, an equation of the type
is obtained [4] . Thus, a variety of physical problems is expressed in terms of a nonlinear advection-diffusion equation. Given its practical relevance, for initial value problems with u(x, 0) = u I (x), where u I (x) is bounded, continuous and positive, and u satisfying a differential equation of the form
Gilding and Peletier [6] proved the existence and uniqueness of solutions for exponents satisfying the relation 2q ≥ (m + 1), and m > 1. In an illustrative paper, Gilding [7] showed that these solutions conserved mass, i.e., the integral of u(x, t) over x is preserved. Furthermore, for initial conditions of compact support, they are characterized by a left and right moving frontal boundary such that
4)
x r (t) = sup x ∈ R : u(x, t) > 0 .
(1.5)
For q ≥ m, x (t) → −∞ and x r (t) → ∞ as t → ∞. In a later paper, Gilding [8] has provided more general results for differential equations in which functions of u appear in the advection and diffusion terms. When applied to (1.3), for u to have compact support, bounds for the exponents q and m may be obtained. For example, if q ≥ 1, then m > 1 is a necessary and sufficient condition for x (t) and x r (t) frontal tips to propagate with a finite speed. Based on the existence of the wetting front and their propagation characteristics, Grundy [9] , in a comprehensive paper, examined the asymptotic behavior of solutions on the plane of the exponents q and m in (1.3). Grundy obtained the same leading-order outer solution as presented in this paper. For the inner solution or the left boundary layer, he presented an implicit expression. A composite solution was not attempted. Furthermore, he hypothesized a right boundary layer down to the zeroth order. As we shall see further below, a logarithmic shift in the independent variable occurs only at a higher order.
The results cited above are central to the derivation of the solutions presented in the present paper, where we consider the case where both the advection and the diffusion terms have the same exponent for u. That is, we consider the initial value problem defined by
where q ∈ (2, +∞) is a constant, α is a positive constant and u I is a nonnegative function with unit mass and compact support. The special case of q = 2 has been covered in the previously cited paper [3] . Although the solutions obtained in the present paper reduce to the q = 2 case, the arguments presented here for developing the gauge functions tacitly assume that q > 2.
The particular choice of coefficients of the nonlinear terms will become apparent further below. With a spatial coordinate xαq/(q − 1) replacing x, a time coordinate tα 1+q /(q−1) 1+q substituted for t, and the dependent variable changed to u(q−1)/(αq), the differential equation (1.6) reduces to that of (1.3) with a unit source. For α < 0, we simply replace x with −x.
In this paper, the late-time leading-order solution is obtained by using a similarity solution. It is also the solution to the advective part of (1.6). As per Laurençot's [11, 12] result, this solution converges to the true solution for t → ∞, in the sense of the L pnorm. More precisely, if v is the solution of the advective part of (1.6) and u is the exact solution, for every p ∈ [1, +∞),
with sup t>0 (t 1/q u(t) ∞ ) being finite. The presence of a shock at x (t) in the leadingorder solution implies a propagating boundary layer. With appropriate shift and scaling, the inner and composite solutions are derived. For the higher-order solutions, it is found that a shifted coordinate is necessary for both the inner and the outer solutions. With these shifted coordinates, we prove that a composite solution correct to second order, i.e., 1/t 2/q may be obtained. It is only at this order that an arbitrary constant appears. Based on numerical computations, we give an expression for this constant when u I (x) is given by an impulse.
Zeroth-order solution.
For t → ∞, we look for an asymptotic similarity solution of (1.6) with u(x, t) given by
where the similarity variable η is defined to be xt b , and is order one. The constants a and b are to be determined. Based on Gilding's theorem, u(x, t) = 0, ∀x ∈ R \ (η (t), η r (t)), where η (t) = x (t)t b and η r (t) = x r (t)t b . Applying conservation of mass, we have
By definition, η (t) and η r (t) are order-one functions; we therefore deduce that a = b, consistent with Grundy [9] . 2.1. Zeroth-order outer solution. Substitution of (2.1) into (1.6) leads to the nonlinear second-order differential equation in η for f 0 (η):
(2.
3)
The left-hand side is O (1) . Given that a < 0 from (2.1), for a distinguished limit, we need to have aq + 1 = 0, or a = − 1 q .
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integration of which gives
where C 1 is a constant. Applying this result at η = η 0 or η = η r0 , where the subscript 0 refers to leading-order values, we get
This solution is valid only for η ≤ 0. From (2.7) it is clear that
Using mass conservation (2.2) with a = b, we know that
which using (2.7) leads to
It is then possible to express the leading-order result as
(2.11)
A shock in the leading-order outer solution u o 0 (x, t) of magnitude 1/(αt) 1/q occurs at x = −(αt) 1/q q/(q − 1). These are illustrated in Fig. 1 .
A discontinuity at η 0 implies a boundary layer, leading us to search for an inner solution. This is consistent with the leading-order solution involving only first derivatives of f 0 (η).
Zeroth-order inner solution.
A boundary layer is constructed by seeking an inner expansion about η l0 . We introduce the shifted-stretched coordinate ξ = (η −η l0 )t d , where d is a positive exponent yet to be determined. We seek a solution for u(x, t) in the form
For a stretched coordinate, we need d > 0. For a distinguished limit, we then require
With this result, keeping terms up to the order of 1/t, (2.14) becomes 1 q
Integrating (2.17) with respect to ξ, we have
where C 2 is a constant to be determined. The left boundary condition is g 0 (0) = 0, the correctness of which is substantiated by subsequent requirements of matching of inner and outer solutions.
In Appendix A, we also prove that dg q 0 (ξ)/ dξ = 0 for ξ = 0. Therefore C 2 = 0, or
But, g 0 (ξ) > 0, between the left and right boundary, and so
which after replacing η 0 from (2.10) can be written as
This is a first-order ODE for g q−1 0 and is easily solved to give
where C 3 is a constant. With g 0 (0) = 0, C 3 = −1. Thus,
For generating the composite solution, we follow the standard matching procedure. To this end, we construct the inner limit of the outer expansion f il 0 (ξ) and the outer limit of the inner expansion g ol 0 (η), and require them to be equal. Thus,
Similarly the outer limit of the inner solution is
(2.25)
The common limit implies that a composite solution may be constructed and is given by
In terms of the original variables, x and t, (2.26) is valid for x ∈ [x 0 (t), 0], where x 0 (t) is the leading-order wetting front propagating left, the leading-order right wetting front being zero. From the above equation,
(2.28)
But, at x r0 (t) = 0, u is given by
which satisfies the boundary condition to an exponential in −t 1/q . To leading order, we thus have a solution for u(x, t) that satisfies mass conservation. This is easy to see because the inner solution alters the outer solution in a region in x of O(1), by an amount of O(1/t 1/q ). The inner, outer and composite solutions are shown in Fig. 2 .
For the convenience of the reader, we have summarized the results for the zeroth and the higher-order expansions in Appendix B.
First-order solution.
To construct a higher-order solution for u(x, t), a perturbation expansion for the boundaries and the inner and outer solutions is necessary. Furthermore, as we shall see further below, the independent variables for both solutions need to be shifted with respect to these time-dependent boundaries. Accordingly, we define an outer independent variable
The definition of η is unaltered. This shift of the independent variable was not necessary in the quadratic nonlinearity problem, because the outer solution was a linear function of η. A shift in the independent variable could then be accommodated by an adjustment in f (η). Thus, the outer expansion is written in terms of gauge functions ν 1 (t) and ν 2 (t) as
For leading order, ζ becomes η and therefore the above expansion is consistent with the earlier leading-order solution.
The time dependence of η (t) must also be considered through the gauge function expansions. Accordingly we write
where the inner variable is generalized to
and the function g expanded as
(3.7)
To keep the notation compact, when computing the asymptotics at order N , we will use
At the zeroth-order, we recover ζ = η − η r0 = η and ξ = (η − η 0 )t 1/q . As one would expect, with the new variables, f 0 and g 0 are still the same functions, i.e., the leading order remains unaltered. 3.1. First-order outer solution. Here, we truncate the expansion (3.4) at f 1 . As per our convention, η r (t) is expanded to the first two terms, i.e., up to the order of ν 1 (t). We also note that η r0 = 0. Replacing u(x, t) in (1.6) with (3.3) and keeping terms up to the order of ν 1 (t) t 1+1/q , we get
But, in order to satisfy the right boundary condition, we know that f 1 (0) = 0. The second term on the right-hand side at ζ = 0 is given by
We have thus proved that the right-hand side of (3.8) goes to 0 as ζ goes to 0. But, for q > 2, df 0 (ζ)/dζ diverges (for q = 2, considered previously, it has a finite nonzero limit) for ζ → 0. The terms within the parentheses in the left-hand side of (3.8) are independent of ζ. Therefore the gauge function must be such that
(3.10)
The particular integral is satisfied by
The differential equation also admits a homogeneous solution proportional to
The function ν 2 (t) may also be viewed as a second part of the gauge function at the first order and labeled ν 1,2 (t) [3] .
The differential equation for f 1 (ζ) is now obtained from (3.8) as
the solution to which is
Since q > 2, f 1 (ζ) diverges at ζ = 0, unless C 4 = 0. We therefore get
First-order inner solution.
For the first-order inner solution, the expansion (3.7) is truncated at
Substituting the above into (1.6), and keeping terms up to the order of (ln t)/t 1+ 1 q , we get
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where C 5 is a constant. But g 0 (0) = 0 and g 1 (0) = 0. Since g q−1
the consequence of which is C 5 = 0. We now introduce a function
(3.20)
The differential equation (3.18) for g 1 (ξ), written in terms of h 1 (ξ), is
(3.21)
Expressed in terms of g 1 (ξ), the solution to the above is
Asymptotically, for ξ → 0, this amounts to
Since q > 2 and g 1 (0) = 0, we get C 6 = 0. Therefore,
3.3. Composite solution to first order. As before, we now carry out inner and outer matching for the first-order solution. The inner expansion of the outer solution correct to O((ln t)/t 1/q ) is
The inner expansion in terms of the outer variable is
For t → ∞, with ζ fixed and retaining up to first order we get
(3.28)
Comparing (3.26) and (3.28) and referring to (3.11) we infer that
At the first order, the advancing and retreating wetting fronts have the same correction.
Furthermore, since f 1 (ζ) and g 1 (ξ) are zero, the first-order correction to the zeroth solution is a shift of u(x, t) to the right by η 1 ln t. Thus, the composite solution including first order is simply
The solution is valid between x (t) and x r (t), where these are specified to first order. In Fig. 3 we have plotted the composite solutions of the zeroth order along with the firstorder correction u(x, t). The shift in the x-axis, both at the left and the right wetting fronts, is (ln t)/(αq) to the right. Otherwise the functions remain unaltered.
Second-order solution.
The second-order solution comprises the gauge function expansion up to ν 2 (t). 
When substituted into (1.6), with terms of order 1/t 1+2/q retained, the above expressions lead to
This is no different from the ordinary differential equation for f 1 (ζ) and with the same boundary condition, i.e., f 2 (0) = 0. We have therefore shown that f 2 (ζ) = 0. 4.2. Second-order inner solution. Given that g 1 (ξ) = 0, we now construct an inner solution of the form
where the inner shifted coordinate becomes
After substituting these into (1.6), keeping terms to the order of 1/t 1+1/q , and replacing the nonhomogeneous terms involving g 0 (ξ), we get
(4.6)
To solve the equation for g 2 (ξ) we introduce the function F , defined for δ ∈ [0, 1) through
Integrating (4.6) once, and introducing the function h 2 (ξ) = g q−1 0 (ξ)g 2 (ξ), with the constant of integration denoted as C 7 , we have h 2 (ξ) satisfying
(4.8)
For ξ going to 0, h 2 (ξ) ∼ α 1/q ξg 2 (ξ). Then
since we know that g 2 (0) = 0. Also F (0) = 0. Thus, C 7 = 0. The linear nonhomogeneous first-order differential equation (4.8) has the solution
where the function G(δ), δ ∈ [0, 1) is
and C 8 is a constant to be determined. To solve for C 8 , we note that g 2 (0) = 0 and G(0) = 0. Thus, for ξ → 0, the limit of e −αξ (1 − e −αξ ) (2−q)/(q−1) G(1 − e −αξ ) is zero. For q > 2, to satisfy g 2 (0) = 0, we require that C 8 = 0. To summarize,
For generating the composite solution, we first need to get the asymptotics of g 2 (ξ) as ξ goes to +∞. This is done in Appendix C, where we prove that for ξ → ∞,
where β := 1 q − 1 (4.14) and H β is the harmonic number [16] .
Second-order composite solution.
For constructing the matched asymptotic solution, using the result η 1 = η r1 , we get
From (2.10, 2.11) and the binomial expansion, the inner expression of the outer solution expanded to order t 1/q is
Similarly, the outer form of the inner expansion is
Substituting for g(ξ) with g 0 (ξ) + ν 2 (t)g 2 (ξ) from (2.23) and (4.12) respectively, and using the asymptotic result (4.13) we get the asymptotic expression correct to order t 1/q in terms of ξ,
(4.18)
Comparing (4.16) and (4.18), we arrive at the result
We now express the composite solution u in terms of the original variables x and t as u(x, t) = 1 (αt)
1 q
x − ln t αq − η r2 η 0 t 1/q 1/(q−1)
where the function
5. The fronts. We now may write down the solutions to the "wetting" front solutions correct to order one in terms of x. The right front is 1) and the left front is
with an arbitrary constant appearing at order one in x. The width of the migrating plume is x, t) ), and second (u 012 (x, t)) order corrected composite solutions with the second-order correction to left and right moving frontal tips.
In Fig. 4 we have solutions correct to second order along with composite solutions correct to zeroth and first order. It is conjectured that the initial condition plays a role at order one in x for determining the position of the left and the right fronts. The width of the plume is however unaffected by the initial condition at this order.
Exact solution.
It is striking that the outer solution
is an exact solution to (1.6) without regard to the boundary conditions or mass conservation. This form is already available in the literature [15] and was also derived for the purely quadratic nonlinearity by de Loubens and Ramakrishnan [3] .
Numerical simulation.
For completeness, we solve the partial differential equation (1.6) numerically for an impulse of unit magnitude of the form
where > 0 is a constant such that 1. For numerical stability, we use a fully implicit scheme with first-order upwind discretization for the convective term and central discretization for the diffusive term. the computational stencil of the partial differential equation is
2) The superscripts n and n + 1 refer to time t n and t n+1 , with Δt n = t n+1 − t n . The subscripts j − 1, j, and j + 1 refer to spatial nodes. A comparison between the numerical and analytical results is shown for q = 2.5 and 3.5, and α = 2 and 4 in Figs. 5, 6, 7 and 8 for = 0.01 and t = 1000. A plot of time evolution of u(x, t) is shown in Fig. 9 for the analytical solution corrected to second-order along with the numerical results for q = 3 and α = 2. In these simulations, Δx = 0.001, and max(Δt n ) = t/1000, where t is the time at which the simulation results are desired. It is remarkable that with impulse initial data, the analytical results are able to generate the complete solution with a high level of accuracy. Naturally, with increasing q, a longer time is required for a specified accuracy, or at a fixed time, accuracy of the asymptotics decreases with q. Complementarily, a larger α requires a shorter time. For the unknown constant appearing at second order, we find from our numerical calculations that a reasonable approximation is
where γ 0 ≈ 0.27 and γ 1 ≈ 0.62. An expansion up to second order is useful for improving numerical accuracy. Since the wetting front's location depends upon the details of the initial condition, an expansion beyond second order appears to be unwarranted. Furthermore, given that the outer solution up to second order is an exact solution to the differential equation, it is doubtful that outside of the boundary layer further improvements could be obtained. 
Summary.
A special case of an advective-hypo diffusive nonlinear differential equation with wide applications in porous media and viscous sheet flow has been considered. For the equation considered in this paper with the nonlinear terms having equal exponents greater than two, we show that the leading-order solution is given by the advective motion with a diffusive boundary layer affecting the left wetting front. For initial conditions of compact support, the leading-order outer solution when constructed to second order also satisfies the differential equation exactly, and the right edge may be obtained from it. The construction requires a time-dependent shift in the independent variable, but no independent variable rescaling is necessary on the right edge. For the left edge, however, a boundary layer persists, and both a time-dependent shift and a rescaling of the independent variable are necessary.
As in the quadratic nonlinearity problem, an unknown constant appears in the second order. We conjecture that the details of the initial condition are necessary to determine this constant. Excellent agreement with the numerical computations affirm our matched asymptotic construction of the solution.
Appendix A. We prove that dg q 0 (ξ)/ dξ is 0 for ξ → 0. We know that u r = u(x r (t), t) = 0 and that u l = u(x (t), t) = 0. Since mass is conserved, d dt
Because u(x, t) has compact support, using the Leibnitz rule, we have
Replacing ∂u/∂t from (1.6), carrying out the integration above and using again the fact that u(x r (t), t) = 0 and u(x l (t), t) = 0, we end up with
At zeroth-order,
(A.4)
Using the fact that x r (t) = 0 at zeroth-order, and q/(q − 1) − 1 = 1/(q − 1) > 0, we then have We now extend the result to higher orders. The shifted variable
Substituting for u o (x, t) in terms of f (ζ) correct to O(1/t 1/q ), it is straightforward to show that
(A.9)
Differentiating this with respect to x, and noting that the right boundary occurs at ζ = 0, one obtains ∂ [u o 012 (x r (t), t)] q ∂x = 0 , (A.10)
The solution correct to first-order is just a shift of the zeroth order. Therefore,
Finally, u is given by u(x, t) = 1 (αt)
where H β and J are given by (C.5) and (4.21).
Appendix C.
Here, we derive the asymptotic expansion of g 2 (ξ) as ξ goes to +∞. Recall that
The problem is essentially one of determining λG(1 − λ) for λ → 0, which based on (4.11) needs asymptotics of F (1 − λ). From (4.7),
By adding and subtracting the singularity at λ = 0,
Upon integration of the first term, and adding and subtracting the integral with limits 1 − λ to 1 from the third term and integrating, we get where R(λ) is an O(1) function and H β is the harmonic number defined by
Going back to the expression for G(δ) in (4.11), we have
(C.6)
Replacing the above as the sum of two integrals,
enables us to construct the asymptotics. The first integral, labeled G 1 (λ), is
We may replace F (1 − δ) with the expression of (C.4) and integrate to obtain
The second integral G 2 (λ) is
This has an integrable singularity at one. For capturing the effect of the singularity as λ → 0, we note that for δ → 0,
As in the case of G 1 (λ), for λ → 0, as ξ goes to +∞.
