The visual system continually adjusts its sensitivity, or adapts, to efficiently encode the immediate lighting environment. Adaptation typically solves two problems: when input signals are weak, adaptation increases neuronal sensitivity, to improve the signal-to-noise ratio, whereas when input signals are strong, adaptation decreases neuronal sensitivity to prevent the response from saturating and thereby losing information (Gaudry & Reinagel, 2007a; Kohn 2007; Wark et al. 2007) . At the earliest stages of the visual system, in the retina and lateral geniculate nucleus of the thalamus, neurons adapt primarily to two statistical properties of the input: the mean light intensity and the variance of light intensities over time, also called the 'contrast' (Shapley & Victor, 1978; Mante et al. 2005; Bonin et al. 2006) . This short review is focused on contrast adaptation and will describe recent studies of the cellular mechanisms for adaptation in mammalian retina.
General mechanisms for adaptation
At the outset, it is worth considering what general classes of cellular mechanism could invoke contrast adaptation. As noted above, an adaptive mechanism should reduce sensitivity when contrast is high and increase sensitivity when contrast is low; Fig. 1 shows a simple representation of these principles. The stimulus (Fig. 1A) is a sinusoidal modulation of light (in arbitrary units), where the mean is constant but the contrast switches over time (low → high → low). The 'responses' (Fig. 1B-D) reflect the output of retinal ganglion cells with varying degrees and forms of adaptation. The traces represent the membrane potential (cyan) or firing rate (black) in a cell (in arbitrary units). The firing rate exhibits rectification (i.e. negative responses are set to zero) and saturation (i.e. responses cannot exceed 0.6), as in a real cell.
In the first example, the response does not adapt (Fig. 1B) . The membrane response is modulated in proportion to the stimulus, and at high contrast the J Physiol 586.18 firing rate saturates and becomes distorted. In the second example (Fig. 1C) , the response adapts by reducing gain at high contrast, and therefore the firing rate no longer saturates. At the switch to low contrast, the gain returns to its initial level, and the response recovers its initial sensitivity. In the third example (Fig. 1D) , the response adapts by hyperpolarizing ('baseline change'), and therefore the firing rate no longer saturates. At the switch to low contrast, the baseline change returns to zero, and the low contrast response recovers its initial sensitivity.
The above example illustrates two ways that visual neurons can adapt and prevent response saturation at high contrast: a reduced gain or a membrane hyperpolarization. Both mechanisms reflect actual processes in neurons within the retina as well as at later stages in cortex (see Kohn, 2007) . These two mechanisms need not occur independently, and indeed in the retina gain control and hyperpolarization co-occur (Baccus & Meister, 2002; Zaghloul et al. 2007 ; see also Lesica et al. 2007) . Furthermore, time constants for adaptation and recovery in these simple examples are identical, but in reality these can vary over at least two orders of magnitude.
For example, at a switch to high contrast, gain reduces in ∼100 ms, whereas at the switch to low contrast, membrane hyperpolarization can require ∼10 s for recovery (Victor, 1987; Smirnakis et al. 1997; Brown & Masland, 2001; Kim & Rieke, 2001; Baccus & Meister, 2002; Zaghloul et al. 2005; Manookin & Demb, 2006) . Finally, Fig. 1 shows adaptation that occurs solely in the 'membrane' response, which is then reflected in the 'firing rate' . However, in reality, adaptation in firing rate can exceed adaptation in the subthreshold response, indicating an intrinsic property for adaptation in the process of spike generation (Kim & Rieke, 2001 Zaghloul et al. 2005; Beaudoin et al. 2007) .
Fast adaptation to contrast (gain control) over the receptive field centre
We studied contrast adaptation in ganglion cells in the in vitro guinea pig retina. The retina remains intact and functional for several hours and responds to light stimuli presented on a small computer monitor focused on the rods and cones (Demb et al. 1999; Manookin et al. 2008) . Thus, retinal experiments performed in vitro use the same light stimulus protocols used in vivo. ON-and OFF-centre Y-type/α retinal ganglion cells, found in all mammals, are targeted for recording because this cell type shows strong adaptation to contrast in vivo (Peichl et al. 1987; Shapley & Victor, 1978; Benardete et al. 1992; Benardete & Kaplan, 1999; Solomon et al. 2004) . Patch electrodes are used for both loose-patch recording of action potentials and whole-cell recording of membrane voltage or current. In one set of experiments, we compared contrast adaptation in subthreshold and spiking responses of ganglion cells. A spot was presented over the ganglion cell's dendritic tree, corresponding to the receptive field centre, and spot intensity was updated at 60 Hz with values from a Gaussian distribution (approximating 'white noise'). Every 10 s, the distribution S.D. switched between 10% (low contrast) and 30% of the mean (high contrast). At each contrast level, the cell's sensitivity was quantified using a linear-nonlinear (LN) cascade analysis ( Fig. 2A) . In this analysis, the ganglion cell is described as a linear temporal filter that emphasizes certain frequencies in the input (e.g. peak sensitivity at 8 Hz) (Chichilnisky, 2001; Demb, 2002; Carandini et al. 2005; Zaghloul et al. 2005) . The filter is convolved with the stimulus to generate a linear model of the response; this linear model (i.e. filtered stimulus) serves as the 'input' passed through a static nonlinearity, which works like a 'lookup table' , . Two models are shown for spiking (upper row) and membrane current responses (lower row) at high contrast. Data (averaged over repeats) are shown with the model (for additional details, see Beaudoin et al. 2007) . B, contrast gain control can be modelled as a change in the linear filter, with a contrast-independent nonlinearity. (Gain control can be modelled equivalently, after normalizing the filter heights, as a change in the slope of the nonlinear function; Baccus & Meister, 2002; Zaghloul et al. 2007; Kerschensteiner et al. 2008.) Tripling contrast reduces spike filter height (cyan arrows) by ∼40% and membrane filter height by ∼20%. Thus, adaptation occurs both in synaptic inputs to the cell and in the process of spike generation. Integration time (time to zero-crossing) is decreased at high contrast (arrowheads). Spike response was recorded with loose-patch configuration; currents were recorded with whole-cell configuration (V hold = −73 mV). Green lines indicate a cumulative Gaussian fit to the nonlinearity used to generate the LN model output shown in A. A and B were adapted from Beaudoin et al. (2007) with permission from the Society for Neuroscience. C, strong stimulation of the receptive field centre causes prolonged membrane after-hyperpolarization (AHP). Stimulus was a drifting grating over the receptive field centre (spatial frequency, 6.7 cycles mm −1 ; drift rate, 6 Hz; contrast, 100%). Spike height is truncated at −40 mV. Adapted from Manookin & Demb (2006) with permission from Elsevier. D, adaptation to contrast in the receptive field periphery of an OFF ganglion cell. Spiking and subthreshold voltage responses, recorded simultaneously, are described by the LN analysis. Adding a high contrast grating to the periphery shifts the spike nonlinearity rightward, indicating an increased threshold for firing. In the subthreshold membrane potential, the grating reduces the gain of the centre response, as represented by reduced filter height (after normalizing the slope of the depolarizing response in the nonlinearities), and causes a steady membrane hyperpolarization, as represented by a downward shift in the nonlinearity. Data are modified from Zaghloul et al. (2007) with permission from The American Physiological Society.
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and translates linear model values into output values (nA, mV or spikes s −1 ). The nonlinearity accounts for rectification and saturation in the response. For example, the spike nonlinearity largely reflects the spike threshold (i.e. negative input values are set to zero); there is a similar degree of rectification in the excitatory membrane currents (Fig. 2A) . For both the spiking and current measurements, the model accurately predicts the response (Fig. 2A) . Thus the LN analysis provides a compact functional description of a cell's response for a given contrast level and output signal (for further quantification of model performance, see Zaghloul et al. 2003 Zaghloul et al. , 2007 Beaudoin et al. 2007) . The LN analysis is a useful tool for quantifying gain control; a purely linear analysis could under-or overestimate gain change magnitudes due to nonlinearities in the output signal (Chander & Chichilnisky, 2001 ).
The effect of increasing contrast on the spiking response could be modelled as a change in the linear filter stage, with a contrast-independent nonlinearity (Fig. 2B) . Thus, tripling contrast reduced the filter height by ∼40%, reflecting decreased response gain (Figs 1C and 2B) (Zaghloul et al. 2005; Beaudoin et al. 2007 ). Furthermore, tripling contrast reduced the integration time of the OFF cell filter (i.e. reduced the time to 'zero-crossing'; Fig. 2B ) by up to ∼10%, which reflects an increased sensitivity to high temporal frequencies (Zaghloul et al. 2005; Beaudoin et al. 2007 ). In the same cells, the gain change could be quantified in the membrane currents using the LN analysis (Fig. 2B) . In these responses, tripling contrast reduced gain by only ∼20% (Beaudoin et al. 2007) . A similar discrepancy was observed between gain control in spiking and subthreshold voltage responses recorded simultaneously (Zaghloul et al. 2005) . Thus, spiking output adapted more than did the synaptic input, indicating that gain control arises partly in the process of spike generation. Similar results were observed previously in salamander ganglion cells (Kim & Rieke, 2001) .
Further experiments in guinea pig ganglion cells showed a similar degree of contrast gain control in membrane voltage and current responses and in recordings with low or high calcium buffering. Thus, the mechanism for gain control in the subthreshold response did not depend on an intrinsic voltage-or calcium-dependent mechanism. Furthermore, gain control persisted while minimizing or blocking inhibitory neurotransmitter-gated conductances with voltage-clamp protocols or pharmacology. These results rule out a critical role for inhibitory amacrine cells in driving gain control; the results do not rule out a role for excitatory (e.g. cholinergic, dopaminergic) amacrine cells in driving gain control, but this possibility seems unlikely to us. Furthermore, gain control was absent in retinal horizontal cells, which receive input from cone photoreceptors (Beaudoin et al. 2007) . Therefore, gain control in ganglion cell synaptic inputs can apparently be explained by mechanisms at the level of bipolar cells, the excitatory interneurons that relay cone signals to ganglion cells (Fig. 3 ). An adaptive mechanism in the bipolar cell may be localized to the dendrites, as suggested by recordings in salamander (Rieke, 2001 ), or at the bipolar cell synapse with the ganglion cell. We measured contrast adaptation in inhibitory currents of an OFF ganglion cell while blocking all ionotropic glutamate receptors (iGluRs) with receptor antagonists. The only known pathway that operates under these conditions (cone → ON cone bipolar cell → AII amacrine cell → OFF ganglion cell) uses metabotropic glutamate receptors (mGluRs), gap junctions and glycine receptors, respectively (Bloomfield & Dacheux, 2001; Manookin et al. 2008) . Gain control in OFF ganglion cells persisted with iGluRs blocked and actually increased relatively to baseline conditions (Beaudoin et al. submitted) . Thus, at least for this ON bipolar cell-mediated inhibitory circuit, gain control occurs independently of iGluRs, ruling out a critical mechanism at the bipolar cell ribbon synapse. Gain control apparently arises in the ON bipolar cell and is then reflected in the AII amacrine cell input to the ganglion cell.
An intrinsic mechanism for gain control in ganglion cell spike generation
The intrinsic mechanism for adaptation in ganglion cell spike generation has been studied in isolated salamander ganglion cells by injecting low or high amplitude current into cell bodies to mimic the response to low or high contrast (Kim & Rieke, 2003) . In this case, adaptation to large amplitude modulations could be explained by slow inactivation of sodium channels; frequent spike bursts reduced the pool of available sodium channels, resulting in a persistent depression of spiking output. This type of mechanism is predicted by theoretical models of spiking neurons (Yu & Lee, 2003; Gaudry & Reinagel, 2007a,b) . Sodium channel inactivation may explain the intrinsic property for adaptation in mammalian ganglion cells, although further studies of intact cells should investigate a potential role of ion channels in the dendrites.
Under some conditions, adaptation depends almost exclusively on an intrinsic property of ganglion cells: under dim light conditions where responses are driven by the rod bipolar pathway, ganglion cell firing showed gain control, whereas synaptic inputs showed almost none (Beaudoin et al. submitted) . Furthermore, mice lacking two transcription factors normally expressed in OFF bipolar cells showed reduced contrast adaptation in OFF ganglion cell spiking responses (Kerschensteiner et al. 2008) . One interpretation of these results is that adaptation in OFF bipolar cells was reduced or eliminated in these mice, and thus adaptation in ganglion cell spiking reflected solely the contribution of the ganglion cell's intrinsic mechanism; however, further measurements of synaptic inputs in these ganglion cells are required to confirm this interpretation. Some ganglion cell types recorded in vivo lacked contrast adaptation, and thus these cells apparently lack the intrinsic property for gain control found in other cell types (Benardete et al. 1992) .
Slow adaptation to contrast over the receptive field centre
Under some conditions, strong stimulation of the receptive field centre is followed by prolonged suppression of firing, which corresponds to prolonged membrane after-hyperpolarization (AHP) (Baccus & Meister, 2002; Brown & Masland, 2001; Solomon et al. 2004; Manookin & Demb, 2006) . Figure 2C shows the response of an OFF Y-type ganglion cell to a high contrast, drifting sine-wave grating. This stimulus drove large depolarization and spiking responses. When the stimulus switched back to the mean luminance (0% contrast), the membrane potential was hyperpolarized below rest and required up to ∼10 s to recover. The AHP was only partially explained by an intrinsic property of the cell: direct current injection evoked depolarization and spiking, but the subsequent AHP was much smaller than the visually evoked AHP in the same cells (Manookin & Demb, is shown with an axon stretching across the retina. Amacrine cells are driven by bipolar cells, and are therefore sensitive to relatively high spatial frequencies. For clarity, only a subset of bipolar and amacrine cells are shown, but generally all cell types 'tile' the retina, providing complete coverage. Fast adaptation (gain control) is driven by an unknown mechanism in the bipolar cell dendrites, a potential synaptic mechanism at the level of bipolar cell output and by an intrinsic property of the ganglion cell. Strong stimulation of ganglion cells results in a slow form of adaptation: prolonged after-hyperpolarization (AHP). The AHP is driven primarily by suppression of bipolar cell glutamate release, with a minor contribution from an intrinsic property of the ganglion cell. Adaptation to contrast in the receptive field periphery is driven by amacrine cell inhibition of the bipolar cell terminal, to reduce gain of the centre response, and direct inhibition of the ganglion cell dendrite, to hyperpolarize the membrane.
2006). A relatively high spatial frequency stimulus was necessary to evoke a large AHP, presumably because the bipolar cells must be strongly stimulated. Pharmacological experiments suggested that the AHP did not depend on synaptic inhibition, Ca 2+ -activated K + channels or mGluRs. Thus, the AHP was apparently driven by prolonged depression of glutamate release at bipolar cell synapses (Brown & Masland, 2001; Manookin & Demb, 2006) . The mechanism for the AHP is not well understood but may involve vesicle depletion or some other form of short-term depression at the bipolar cell ribbon synapse (Palmer et al. 2003; Singer & Diamond, 2006) . The AHP was commonly recorded in OFF Y-type ganglion cells and certain ON cells, but not in the ON Y-type cell (Manookin & Demb, 2006) . Thus, a depressive mechanism apparently exists only in certain types of bipolar cell.
Adaptation to contrast over the receptive field periphery
Ganglion cells also adapt to contrast presented in the peripheral region of their receptive field (Werblin, 1972; Shapley & Victor, 1979; Enroth-Cugell & Jakiela, 1980; Solomon et al. 2006) . We measured the sensitivity of J Physiol 586.18 the receptive field centre, using Gaussian flicker of a spot over the dendritic tree, while switching the contrast in the periphery every 10 s between 0% and 100%. The contrast pattern was a drifting grating, excluded from the centre region, with thin bars of ∼100 μm width (Fig. 2D ). This high spatial frequency exceeded the resolution of horizontal cells in the outer retina, but matched the resolution of bipolar cells, which drive long-range amacrine (LRA) cells in the inner retina (Demb et al. 1999; Dacey et al. 2000; Volgyi et al. 2001; Roska & Werblin, 2003; Ölveczky et al. 2007; Zaghloul et al. 2007) . These amacrine cells inhibit bipolar cell axon terminals and ganglion cell dendrites (Fig. 3) . The effect of the peripheral grating on receptive field centre sensitivity was analysed in both extracellular and intracellular recordings, using the LN analysis described above. The peripheral grating had a relatively large suppressive effect in OFF cells, and so we focus on those cells below (Zaghloul et al. 2007) .
The peripheral grating suppressed the spiking response to central contrast, and the effect could be modelled, using the LN analysis, by a rightward shift in the spike nonlinearity (Fig. 2D ). In the subthreshold voltage response, the grating caused two effects. There was a ∼20-30% reduction in gain and a tonic membrane hyperpolarization of up to ∼3 mV (Fig. 2D) . The reduced gain can be modelled by a reduced filter height (after normalizing the slopes of the nonlinear functions' depolarizing responses across conditions), whereas the tonic hyperpolarization was quantified by the downward shift in the y-intercept of the nonlinear function (Fig. 2D) . Thus, for OFF cells the combination of a gain change and a steady hyperpolarization corresponded to the shift in the spike nonlinearity. The mechanism for peripheral contrast adaptation could be explained by synaptic inhibition at two sites. Voltage clamp measurements showed that the peripheral grating evoked direct inhibition of the ganglion cell dendrite as well as inhibition of the presynaptic bipolar terminal (Zaghloul et al. 2007) (Fig. 3) . Using the LN analysis, we showed that the peripheral grating reduced the gain of the centre response similarly in membrane voltage and excitatory synaptic currents, and thus the peripheral grating suppressed the gain of the centre response primarily by suppressing the bipolar terminal rather than by a 'shunting' mechanism at the ganglion cell dendrite. Therefore, direct synaptic inhibition of the ganglion cell dendrite partially explained the tonic membrane hyperpolarization, whereas inhibition of the presynaptic bipolar cell terminals primarily explained the gain change in the subthreshold response (Fig. 3) .
