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Abstract
Computer simulation studies of multi-phase systems rely on the accurate identifica-
tion of local molecular structures and arrangements in order to extract useful insights.
Local order parameters, such as Steinhardt parameters, are widely used for this iden-
tification task; however, the parameters are often tailored to specific local structural
geometries and generalize poorly to new structures and distorted or under-coordinated
bonding environments. Motivated by the desire to simplify the process and improve
the accuracy, we introduce DeepIce, a novel deep neural network designed to identify
ice and water molecules, which can be generalized to new structures where multiple
bonding environments are present. DeepIce demonstrates that the characteristics of
a crystalline or liquid molecule can be classified using as input simply the Cartesian
coordinates of the nearest neighbors without compromising the accuracy. The network
is flexible and capable of inferring rotational invariance, and produces a high predictive
accuracy compared to the Steinhardt approach, the tetrahedral order parameter and
polyhedral template matching in the detection of the phase of molecules in premelted
ice surfaces.
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Introduction
Identifying the local arrangements of molecules within condensed phases is a key task in com-
puter simulations aimed at studying phenomena such as phase transitions,1–5 nucleation,6–8
crystal growth9,10 and defect formation.11,12 Ice surfaces, which strongly influence the macro-
scopic properties of ice, are an interesting example of multi-phase systems.13 Over a signifi-
cant temperature range, ice surfaces premelt and develop a quasi-liquid layer (QLL) which
mediates crystal growth and chemical reactions.14–20 Computational studies of molecules at
interfaces, including at the environmentally significant ice-QLL interface, rely on a precise
and accurate method to distinguish between the local environment of molecules. Success of
such studies is limited by an imprecise identification of molecular phases. As materials are
increasingly studied at the molecular level using computer simulations, reducing errors in
molecular phase identification is becoming more and more important.
Inspired by the importance and difficulty of the task, we set out to improve on the current
state-of-the-art for identifying ice-like and liquid-like water molecules by introducing DeepIce,
a collection of deep neural networks, that achieves a remarkable accuracy in comparison with
a selection of commonly used methods. DeepIce is designed to identify bulk and surface ice-
like and liquid-like water molecules in a slab and is conceived with a flexible framework
that can in principle be generalized to any crystalline phase. Our approach builds upon
the neural network proposed by Geiger and Dellago21 which uses as input a collection of
symmetry functions sensitive to the positions of atoms. Our proposed neural network simply
requires as input the atomic coordinates of the molecules in the system and can adapt to
any symmetry without modification.
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Discriminating Local Environments: a Review of Existing
Methods
A variety of local order parameters have been developed to discriminate between ordered
crystal phases and disordered local arrangements.22–30 Local order parameters can classify
ice and water phases based on the coordinates of the oxygen atoms. In the following we
briefly review a selection of common local order parameters which we will use as comparison
with DeepIce. Besides a description of the tetrahedral order parameter, we outline in detail
the popular Steinhardt approach23–27 in the context of hexagonal ice and water molecule
detection. In addition, we introduce a modified Steinhardt parameter, which as demonstrated
in later sections, reduces the error of hexagonal ice and water molecule recognition compared
to previous modifications of the 3rd order Steinhardt parameter. Moreover, we describe the
Geiger-Dellago neural network21 and the polyhedral template matching method31 that can be
applied to determine the molecular phase by matching the local topology with pre-computed
template structures.
Tetrahedral Order Parameter
The tetrahedral order parameter identifies tetrahedral bonding environments, such as hexag-
onal ice, by calculating bond angles between first-shell neighbors. The parameter was first
introduced by Chau and Hardwick22 and refined by Errington and Debenedetti.32 It has
successfully been applied in a range of ice and water studies.15,33–36 The parameter is defined
for each molecule i as
qtet(i) =
[
1− 3
8
3∑
j=1
4∑
k=j+1
(
cos(θj,i,k) +
1
3
)2]
(1)
where θj,i,k is the bond angle formed by the oxygens of molecules j, i and k. The parameter
is computed from a sum over the (four) nearest neighbors of molecule i. Its value is equal
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to 1 when the four neighboring molecules form a perfect tetrahedral bonding environment;
a threshold is usually set for finite temperature simulations. It is a simple parameter and
straightforward to calculate; however, by design it does not capture any structure character-
ized by a local symmetry different to the tetrahedral one.
Steinhardt Parameters
Steinhardt parameters classify the phase of an atom or molecule based on the coherence of its
orientational order with that of its neighbors.23 The parameters are sensitive to the degree of
correlation between the spatial orientation of the vectors which join neighboring molecules.
In hexagonal ice, the tetrahedra centered on neighboring molecules are aligned with a degree
of order, whilst in water their alignment is random. The 3rd order Steinhardt parameter, q3,
exploits this difference and returns large values for ice-like molecules and small values for
liquid-like molecules.
For the oxygen of molecule i, the rotationally invariant order l Steinhardt parameter ql(i)
is defined as
ql(i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|qlm(i)|2, (2)
where the (2l + 1) complex components, qlm(i), are
qlm(i) =
1
Nb(i)
Nb(i)∑
j=1
Ylm(rij). (3)
Here Nb(i) is the number of nearest neighbors within a chosen cutoff distance and Ylm(rij) are
the spherical harmonics calculated for the vector rij connecting molecule i to the neighboring
molecule j.
An improved distinction between ice-like and liquid-like water molecule is obtained with
the averaged form of ql 26
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q¯l(i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|q¯lm(i)|2, (4)
where the qlm vector of molecule i is averaged with that of its nearest neighbors and itself
q¯lm(i) =
1
Nb(i) + 1
Nb(i)∑
j=0
qlm(j). (5)
We introduce here a further modification
q˜l(i) =
1
Nb(i) + 1
Nb(i)∑
j=0
ql(j), (6)
where ql is averaged with its nearest neighbors and itself. By averaging with the nearest
neighbors, q˜l acknowledges that the characteristics of the environment of a molecule are
highly correlated with the phase of the neighboring ones.
One of the disadvantages of the Steinhardt approach is that the choice of the order of the
spherical harmonics relies on intuition and advanced knowledge of the underlying structures.
Steinhardt bond order parameters are poor at distinguishing phases which contain multiple
distinct local spatial environments within each phase.7,37 The parameter was developed for
bulk conditions and assumes a fully coordinated molecule. It is undefined if there are no
neighboring molecules within the cutoff distance. If there is only one nearest neighbor, the
parameter returns a value of 1, which implies perfect order even though an under-coordinated
molecule is unlikely to belong to an ordered phase In practice choosing the ideal spherical
harmonics for identifying many different phases involves a lengthy trial and error process.
For example, the l = 3 Steinhardt parameter is an appropriate choice for distinguishing
liquid and hexagonal ice molecules whereas the l = 4 Steinhardt parameter is a poor choice,
as we demonstrate in the results section of this work.
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Polyhedral Template Matching
The polyhedral template matching (PTM) method31 detects the topology of the local atomic
environment by finding the best structural match, based on the root mean square deviation
(RMSD), between an unclassified topology and candidate template structures. It has been
demonstrated to be particularly robust at high temperature where bond length fluctuations
may affect methods that rely on definition of nearest neighbors through distance cutoff.
For comparison with DeepIce, in this work we investigate classifying water and ice
molecule using the PTM approach implemented in the visualization and analysis software
OVITO.38 PTM in OVITO has eight candidate templates: face-centered cubic (FCC), hexag-
onal close-packed (HCP), body-centered cubic (BCC), icosahedral coordination (ICO), sim-
ple cubic (SC), cubic diamond, graphene and hexagonal diamond. An RMSD threshold value
is set so that particles that exceed the threshold value are assigned as “other”.
Geiger-Dellago Neural Network
It has previously been shown that a neural network trained using a set of symmetry functions
can be used to distinguish between liquid water and several phases of ice over a range of
temperatures and pressures.21 The Geiger-Dellago network21 is based on a neural network
method originally developed for energy and force calculations.39,40 The input of the neural
network is, for a given atom, a set of symmetry functions which are constructed using a
combination of atomic distances and angles. The symmetry functions serve as the input for
a feed forward neural network with two hidden layers. The output is a vector which indicates
the predicted structure.
The choice of symmetry functions is key to the accuracy of the neural network and must
be sensitive to the local environments of the atoms. The process of selecting the symmetry
functions involves first outlining a set of functions believed to be appropriate for the given
structures. This requires an initial study of the distribution of the distances and angles
within the local environments to gain insight into the structural features that can then be
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used to distinguish between the different phases. Based on these considerations, candidate
symmetry functions are defined manually and their distributions within the different phases
computed. The symmetry functions with the smallest overlap are then shortlisted. The next
step involves a sensitivity analysis whereby the neural network is trained with the selected
symmetry functions and any function which contributes weakly to the predictions is removed.
The final outcome is 30-40 symmetry functions which are then used to retrain the neural
network. If a new structure is introduced, the entire process must be repeated.
The Geiger-Dellago neural network has been tested on a Lennard-Jones system as well as
ice and water, and has been applied to study the freezing of supercooled water to hexagonal
ice.
DeepIce
Figure 1: Representation of DeepIce showing the four subnetworks which are trained in
unison and combined to produce an accurate phase predictor.
Inspired by the success of the Geiger-Dellago neural network21 and building upon the
strengths of the Steinhardt approach,23–26 we introduce DeepIce, a novel deep neural network
designed to identify the phase of water molecules, and demonstrate how it can be used to
study the QLL of hexagonal ice surfaces and detect surface melting.
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DeepIce is constructed using the deep learning python package Keras41 and is powered by
TensorFlow.42 It is composed of four deep neural networks: a Cartesian coordinates network,
a spherical coordinates network, a Fourier transform network and a spherical harmonics net-
work. The input of DeepIce consists of the Cartesian coordinates of the n nearest neighbors
of the water molecules’ oxygen atoms in the form of a 1D vector with 3n elements. The
Cartesian coordinates are centered on the oxygen atom of interest and defined in relation to
it. Whereas the Steinhardt approach utilizes every neighbor within a cutoff distance, here
we consider a fixed number of closest neighbors.
The four subnetworks each input the 1D Cartesian coordinates vector and transform it
into high dimensional latent feature spaces. The latent representation of the coordinates
input produced by the four subnetworks are combined through a final set of hidden layers
before the phase prediction is made. The subnetworks are trained in unison and combine
to produce an accurate and powerful molecular phase predictor. The overall architecture of
DeepIce is outlined in Figure 1. In the following we describe the four subnetworks of DeepIce
as well as the output layer.
Cartesian Coordinates Network
The architecture of the Cartesian coordinates network is shown in Figure 2. The network
transmits the local Cartesian coordinates the n nearest neighbors of each oxygen atom, one
by one, to the first set of fully connected hidden layers. The hidden layers transform each set
of Cartesian coordinates into a high dimensional latent feature space. The hidden layers are
composed of neurons with the rectified linear unit (RELU) activation.43 We use two hidden
layers with 250 and 50 neurons, as shown in Table 1 which outlines the number of neurons in
the different networks. The hidden layer weights are shared across each neighbor to minimize
the number of parameters and prevent overfitting. The output of the first set of hidden layers
are n latent vectors of length 50, corresponding to the size of the final hidden layer. The
number of neurons in the hidden layers is a parameter of the model which can be tuned.
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Figure 2: Cartesian coordinates network architecture. On the left, the Cartesian coordinates
of the n nearest neighbors of the blue atom of interest are used to generate an input vector of
length 3n. The first set of hidden layers inputs the x, y, z Cartesian coordinates of the nearest
neighbors one by one, and generates n latent vectors of length h2. These latent vectors are
combined to produce a concatenated vector of length nh2 and transformed through a second
set of hidden layers to produce a hidden layer output of length h4. A bias term, represented
by the red dots and lines, is learnt during the training procedure and inputted into each
hidden layer.
The latent vectors provide a representation of the neighbors of the molecule in question.
The n latent vectors produced by the first set of hidden layers are concatenated to produce
a single vector. For example, with 10 nearest neighbors and 50 neurons in the final hidden
layer, a concatenated vector of length 500 is produced. The concatenated latent vector is
fed into the second set of hidden layers, which also uses RELU activation. The second set
of hidden layers transforms the individual Cartesian coordinate latent vectors into a shared
high dimensional latent feature space. The shared latent vector provides a description of
the local environment of the molecule in question and is subsequently combined with the
outputs from the three other subnetworks to make a final phase prediction. The weights
and biases of each neuron in the hidden layers are tuned during the training procedure and
initialized randomly.
Table 1: Number of Neurons in DeepIce Networks
Network Set 1 Hidden Layers Set 2 Hidden Layers Set 3 Hidden Layers
Cartesian Coordinates 250, 50 250, 50
Spherical Coordinates 250, 50 250, 50
Fourier Transform 250, 50 250, 50
Spherical Harmonics 250, 50 250, 50 200, 50
Output 250, 50, 5
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Spherical Coordinates Network
The spherical coordinates network has an identical architecture to the Cartesian coordinates
network; however, its input consists of the spherical coordinates as opposed to the Cartesian
coordinates. As such, the spherical coordinates network includes an initial layer which
transforms the Cartesian coordinates into the spherical domain. Once transformed, the
spherical coordinates are passed into the first set of hidden layers with shared weights and
transformed into a high dimensional space. The high dimensional latent features are then
combined into a single vector which is passed through a second set of hidden layers. The
latent output of the second set of hidden layers is combined with the output of the Cartesian
coordinates network and the two other subnetworks. Converting the coordinates into the
spherical domain enables the network to focus on learning relationships between the angles
formed by the nearest neighbors and the molecular phase. The data embedded within the
spherical network complements the Cartesian coordinates network and helps DeepIce produce
more robust predictions.
Fourier Transform Network
Inspired by crystallography, the Fourier transform network learns to identify a Fourier finger-
print of each phase. The network computes three one-dimensional coordinates histograms
using the x, y and z nearest neighbor coordinates. The histograms are treated as peri-
odic functions and their one-dimensional Fourier transforms are computed resulting in three
one-dimensional Fourier transform outputs.
The resulting Fourier series are subsequently passed through a deep neural network. The
three Fourier outputs are transformed through a set of hidden layers using weights that
are shared across each of the Fourier outputs to prevent overfitting. As with the Cartesian
and spherical coordinate networks, the hidden layers are composed of RELU units and the
respective number of neurons specified in Table 1. The output of the hidden layers are three
Fourier transform embedding vectors, which are concatenated together to produce one latent
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vector. The latent vector is passed through a second set of hidden layers, composed of RELU
units, to produce a final latent output which is combined with the outputs of the other three
subnetworks to produce a final phase prediction.
Spherical Harmonics Network
The spherical harmonics network is inspired by the Steinhardt approach.23–26 The network is
composed of an initial embedding layer which computes the l=2, l=3 and l=4 order spherical
harmonics using the nearest neighbor coordinates. The three orders of spherical harmonics
are passed separately into three subnetworks, each with an architecture identical to the
Cartesian coordinate network. Each spherical harmonics subnetwork initially transforms
the spherical harmonic components of each nearest neighbor through a set of hidden layers
with shared weights and RELU units. The latent outputs of the nearest neighbors are
concatenated together and passed through a second set of hidden layers with RELU units.
The latent output of the l=2, l=3 and l=4 subnetworks are concatenated together and
passed into a third set of hidden layers and transformed into a shared latent feature space
to produce a single spherical harmonics latent vector.
Whilst the Steinhardt approach sums the spherical harmonics to produce a parameter,
the spherical harmonics network infers how to combine the 2l+1 components to maximize the
predictive accuracy. This allows the network to tailor the transformation of the components
to the molecular structures being detected, allowing the network. In addition, the network
learns the relationship between the l=2, l=3 and l=4 outputs and how to best combine them
to minimize the prediction uncertainty.
For the examples studied here, considering l=2,3,4 spherical harmonics produce accurate
results. Including more orders of spherical harmonics would make DeepIce computationally
more expensive; however, in principle DeepIce can include additional spherical harmonics, if
a user wishes or a system requires.
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Output Network
The outputs of the Cartesian coordinates, spherical coordinates, Fourier transform and spher-
ical harmonics networks are concatenated together to produce one large vector that encodes
the latent descriptions of the local molecular environment generated by the four subnetworks.
The final vector is passed through a set of fully connected hidden layers. The final set is
composed of three hidden layers with the architecture outlined in Table 1. The output of
the hidden layers is passed to a softmax function to return the predicted phase of the input
molecule. DeepIce can be thought of as an ensemble method in which pseudo predictions are
made by each subnetwork. The output network considers the pseudo predictions to generate
one final phase prediction.
Training of DeepIce
The number of neurons used in each hidden layer within the four networks is outlined in
Table 1. Set 1 hidden layers corresponds to the initial hidden layers within the subnetworks
that transform the input into a high dimensional feature space. Set 2 hidden layers are the
second set of hidden layers within the subnetworks which transform the latent vectors into
a shared feature space. The spherical harmonics network has a third set of hidden layers
which transforms the three l orders of spherical harmonics embeddings into a shared latent
feature space.
DeepIce is trained here to distinguish between hexagonal ice-like and liquid-like water
molecules. The process involves adjusting the weights and biases of the neural network to
reduce the error of the predictions from the training data. The training data is composed of
the input coordinates of the n nearest neighbors, determined according to their distance, and
the target output in the form of a 2 × 1 vector. The target vector has exactly one element
equal to 0 and one element equal to one. The order encodes whether a molecule is ice-like
or liquid-like. The number of nearest neighbors is a parameter of the model. In this work
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we select 10 nearest neighbors in the first instance, and investigate the impact of n on the
accuracy later on.
The training process involves tuning the weights and biases. The training set T consists
of the nearest neighbors coordinate vector X and the corresponding structure vector y˜,
T = {X, y˜} (7)
y˜ is the output vector from the neural network and encodes the classes of the structures. In
the case of classifying ice-like and liquid-like, y˜(i) is comprised of two elements for each entry
i. If the structure of entry i is hexagonal ice, y˜(i) = {1, 0}, and if it is liquid-like y˜(i) = {0, 1}.
The training data set is produced by running molecular dynamics (MD) simulations
of the phases in question with the TIP4P/Ice force-field,44 which reproduces well the ice
crystalline phases and the melting point. Bulk hexagonal ice and supercooled water at 260
K are modeled with 2,880 molecules and periodic boundary conditions ensure that there
are no interfaces or surfaces. MD simulations are performed using the LAMMPS package
(9 Dec 2014 version)45 in the NVT ensemble with a time step of 1 fs and a Nosé-Hoover
thermostat with a relaxation time of 100 fs. The Lennard-Jones potential and the real part
of the Coulombic potential are truncated at 12.0 Å. A particle-particle particle-mesh solver is
used to compute long-range Coulombic and Lennard-Jones interactions in reciprocal space.
After equilibration, production MD simulations are run for 1 ns from which 1001 trajectory
frames are saved every 1 ps.
10 nearest neighbors are collected for each molecule producing a training set, validation
set and test set with 4,670,266, 518,918 and 576,576 configurations, respectively. When cal-
culating the relative coordinates of the nearest neighbors, the y-dimension of the simulation
boxes are increased by 30 Å to create the effect of an ice/vacuum and water/vacuum interface.
The slab generated in this way has two surfaces which in the hexagonal ice case considered
here correspond to the (101¯0) primary prism face. The inclusion of a surface enables the
neural network to learn to identify under-coordinated surface ice and water molecules as well
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as bulk ice and water molecules. It is assumed that there are no phase transitions during
the MD simulations, which is verified by visual inspection and by monitoring the potential
energy during the simulations.
The classification error of the network is monitored during the training procedure and
used to drive the tuning of the weights and biases. The cross-entropy loss function is used
to train DeepIce and is defined as
E = − 1
nt
nt∑
i
[
y˜
(i)
t log
(
yp(X
(i))
)
+
(
1− y˜(i)t
)
log
(
1− yp(X(i))
)]
(8)
where nt is the total number of items in the training data, y˜
(i)
t is the desired output for
entry i and yp(X(i)) is the predicted output. E is minimized using the back-propagation
algorithm.46
The network is trained using a first-order gradient-based optimizer known as Adam with
an initial learning rate of 0.001, which is the same used by the original authors.47 Mini-batch
learning using a batch size of 30 is performed, such that the weights and biases are tuned
each time the learning procedure cycles through every entry in the batch. Each cycle through
the entire data set is known as an epoch and training is allowed for a maximum of 30 epochs
to avoid overfitting. The weights and biases are initially randomized and, at the beginning of
each epoch, the training data is shuffled to reduce variance and prevent overfitting. During
training the proportion of incorrect classifications within the validation set is monitored to
ensure that the network does not overfit. Overfitting occurs if the validation error increases
whilst the training error continues to decrease. It is avoided using early stopping whereby the
training procedure is halted if the validation error increases during six consecutive epochs.
Six epochs is a regularization parameter that can be tuned based on the evolution of the
training and validation loss. The training process described here takes a day using 1 CPU
on a conventional laptop; prediction on a slab of 5760 molecules takes around 0.75s for each
frame on the same computational setup.
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Accuracy of DeepIce
Figure 3: Classification error of the polyhedral template matching (PTM) method, the
tetrahedral order parameter (qtet), the Steinhardt approaches and DeepIce trained on the
normal training set.
The nearest neighbor training input dataset is randomly split into a training set (81%),
validation set (9%) and test set (10%). The classification accuracy of the 3rd, 4th and 6th
order Steinhardt parameters on the test set, along with the accuracy of the PTM method,
the tetrahedral order parameter and DeepIce trained on the training set, are shown in Figure
3.
The Steinhardt parameters are evaluated using a cutoff distance of 3.5 Å to calculate the
first-shell neighbors, as is common with the TIP4P/Ice44 force-field.7,48 Threshold values of
0.680, 0.679, 0.267, 0.496, 0.503, 0.309, 0.534, 0.533 and 0.371 are used for q3, q˜3, q¯3, q4, q˜4, q¯4,
q6, q˜6 and q¯6, respectively. Molecules that have a Steinhardt parameter above the threshold
are classified as ice and below as liquid. The thresholds used correspond to the values that
minimize the rate of false ice and water classification within the dataset used in this work
and are determined by a trial and error procedure. Overall the original Steinhardt method
performs poorly with errors of 12.42%, 30.44% and 20.82% for q3, q4 and q6, respectively.
The 4th order parameters perform particularly poorly in distinguishing hexagonal ice from
water. The 6th order Steinhardt parameter performs well using the modification by Lechner
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and Dellago26 with an error of 2.30%. However, our modification of the 3rd order parameter,
q˜3 (see Eq. 6) is the best performing Steinhardt parameter with an error of 2.29%. DeepIce,
trained on the training set, produces an astonishing accuracy of 0.04% on the test set, which
we know to contain either water or ice molecules. It is clear that DeepIce is a substantial
improvement compared to the Steinhardt method which is defined for the bulk and does not
handle well under-coordinated molecules.
The tetrahedral order parameter, qtet performs poorly with an error 15.66% using a
threshold of 0.905 determined by trial and error to minimise misclassification. qtet is calcu-
lated using iOrder ,49 an open source python library.
PTM31,38 is also relatively poor at distinguishing ice and water molecules using templates
for BCC, FCC, HCP, ICO, SC, cubic diamond, graphene and hexagonal diamond. With PTM
an optimal error rate of 16.44% is achieved by assigning molecules that match the hexagonal
diamond topology as ice and the remaining molecules as water. An RMSD threshold of
1.0 Å is used for the calculations. The results are unchanged with a sligthly higher RMSD
threshold values and decrease in accuracy with smaller values.
Figure 4: Accuracy of the rotated validation set obtained with DeepIce and subnetworks,
trained on the rotated training set, as a function of the number of epochs.
In order to assess the rotational invariance of the network, a new data set is produced from
the original nearest neighbor data set by randomly rotating the axes of the nearest neighbor
Cartesian coordinates. This is achieved by rotating each x, y, z Cartesian coordinates along a
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random axis and by a random magnitude. The random rotation of each input is unique such
that no two Cartesian coordinate inputs are rotated in the same way. Training DeepIce on the
randomly rotated dataset enables the network to infer rotational invariance. The rotational
invariance is embedded into the weights and parameters that are learnt. Previous works on
recognizing hand written digits have revealed the benefits of random transformations applied
to the training dataset and demonstrated the ability of neural networks to infer rotational
invariance.50 The randomly rotated dataset is referred to as the “rotated ” dataset in the
following, whilst the unrotated dataset is referred to as the “normal ” dataset. The prediction
accuracy of DeepIce trained using the normal dataset is poor on the rotated test set and
close to random. This validates the need to train DeepIce to infer rotational invariance. The
accuracy of DeepIce trained on the rotated dataset produces an error of 1.02% on the normal
test set which remains a significant improvement compared to the Steinhardt approach.
In order to demonstrate the influence of the choice of training and test set, we retrain
DeepIce on the first 500 ps of the MD simulation and evaluate on the final 100 ps with a
400 ps buffer in between. We also report the accuracy of DeepIce trained on the first 800
ps and evaluated on the final 100 ps with a 100 ps buffer. The training set and test set
are randomly rotated. Trained on the first 800 ps for 15 epochs produces an error of 1.05%
in good agreement with the 1.02% achieved on the rotated dataset. Training on the first
500 ps for 15 epochs will inevitably result in a higher error due to the substantially smaller
training set; however, an error of only 1.12% is achieved. The results evaluated on a test
set with a 100 ps and 400 ps buffer period are in good agreement with the rotated accuracy,
instilling confidence that the rotated training and test sets used in this work are not biasing
the results.
DeepIce is composed of four subnetworks. Each subnetwork learns to recognize different
features and distributions within the dataset. The combination of the four networks results
in a more powerful and accurate predictor. To demonstrate this, the four subnetworks are
separated and trained to predict the phase independently. In addition, a simplified version
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Figure 5: Accuracy of DeepIce and subnetworks trained on the rotated training set. Accu-
racies on the rotated and normal test sets are reported.
of DeepIce composed of the spherical coordinates network, Cartesian coordinate network
and Fourier transform network but without the more computationally expensive spherical
harmonics network is trained. The networks are trained using the rotated training dataset
for 15 epochs. The rotated validation accuracy is shown in Figures 4. The results show that
the Fourier, spherical coordinates and Cartesian coordinate networks reach a comparable
accuracy. However, combined together the three subnetworks perform much better and
the accuracy increases and becomes comparable to the spherical harmonics subnetwork.
Combining all four subnetworks together results in a further improvement to the DeepIce
accuracy. The normal and rotated test prediction accuracy is summarized in Figure 5 and
highlights this trend.
Compared to the Geiger-Dellago network,21 DeepIce does not require the lengthy process
of shortlisting and selecting symmetry functions and sensitivity analysis. The input for a
given atom is simply the x, y and z nearest neighbor coordinates relative to the atom. The
simplicity does not compromise the accuracy and the only parameter of the input is the
number of nearest neighbors.
Hexagonal ice have four nearest neighbors in the first coordination shell and 12 in the
second. In this work we include 10 nearest neighbors within our input, in the first instance,
to take fully into account the first coordination shell and part of the second. In order to
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Figure 6: DeepIce accuracy as a function of the number of nearest neighbors. DeepIce is
trained using the rotated training set and evaluated on the rotated test set.
assess the impact of the number of nearest neighbors on the accuracy, DeepIce is retrained
using 1 to 14 nearest neighbors for 10 epochs on the rotated training set. The rotated
test set accuracy is shown in Figure 6. Using 0 nearest neighbors the accuracy is 50%
and equivalent to a random guess, as the number of nearest neighbors increases to three
there is a sharp increase in accuracy. At this point DeepIce has enough information on the
local molecular environments to correctly classify around 85% of water and ice molecules.
The results indicate that the larger the number of nearest neighbors included in the input,
the higher the accuracy of the network. The Geiger-Dellago neural network21 showed an
accuracy of 85% for ice V and 98% for ice III when including two neighbor shells and an
increase to nearly 100% when including three neighbor shells.
Application to Ice Surfaces
In order to demonstrate DeepIce and the Steinhardt approach in a multi-phase system, we
apply the algorithms to a snapshot of a MD simulation at 270 K for a slab of hexagonal ice
containing 5760 molecules and two (1¯21¯0) secondary prism surfaces. The snapshot is taken
from a 400 ns MD simulations with the TIP4P/Ice force field44 using a similar protocol to the
one used to produce the training set as previously described. At 270 K, close to the melting
20
Figure 7: Classification of ice-like (red) and water-like (light blue) molecules by the Stein-
hardt approaches and DeepIce for a MD snapshot of a hexagonal ice slab with secondary
prism surfaces at 270 K.
point, the surface is composed of a substantial QLL, which is clearly visible in the structure
in Figure 7. Molecules predicted to be ice-like are colored red and molecules predicted to be
liquid-like by the various methods are colored light blue.
The results clearly show the superior predictive accuracy of DeepIce compared with the
3rd order Steinhardt parameters. q3 performs poorly and misclassifies a large number of bulk
ice molecules as water. q¯3 and q˜3 are a significant improvement but nonetheless misclassify
a number of obvious bulk ice molecules as water and QLL molecules as ice. DeepIce trained
using the rotated data set misclassifies less than five bulk ice molecule as water and makes
very few clear mistakes in the QLL. DeepIce trained using the normal data set performs very
well and makes almost no evident mistake.
The normal data set is collected using simulations in the same orientation as the snapshot
in Figure 7. The improved performance of DeepIce trained on the normal set compared to
the rotated dataset indicates that DeepIce is able to more easily predict the phase when
we constrain the possible rotations. For studies of slabs or structures that cannot rotate it
is therefore desirable to train DeepIce using an unbiased or unrotated simulation data set.
However, for simulations where the orientation can vary, such as simulations of nanoparticles
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or simulation of nucleation processes, a rotated data set is expected to train a superior
predictor. The surface in the snapshot in Figure 7 is the secondary prism plane of hexagonal
ice (perpendicular to the x-axis in our simulation set up), whereas DeepIce is trained with
an added surface perpendicular to the y-axis and corresponding to the primary prism plane.
The ability of the network to accurately classify QLL molecules along the surface normal
to the x-axis demonstrates that the neural network is robust and has inferred a general
understanding of surfaces.
Conclusions
In conclusion, we have developed a deep neural network which can very accurately identify
ice-like and liquid-like water molecules simply using as input the Cartesian coordinates of a
selected number of nearest neighbors. Our approach does not rely on any knowledge of the
underlying molecular structures and is more precise than approaches based on the Steinhardt
parameters.
We offer a much simpler solution compared to the Geiger-Dellago network21 without
compromising the accuracy. Whilst the Geiger-Dellago network relies on, and is therefore
limited by, the choice of symmetry functions, ours takes in an essentially raw input data form
with only one parameter, the number of nearest neighbors. Using the relative coordinates
of the nearest neighbors allows our network to be applied to systems of any size without
having to be retrained as shown in the case of the slab with a different surface orientation.
A large number of weights and biases are tuned during the training procedure as the network
learns features that can be used to recognize different structures. The complicated task of
feature engineering and extracting functions of the atomic coordinates which can be used to
identify the local environment of atoms is taken care of by the neural network. The multiple
subnetworks enable DeepIce to learn features at different levels of abstraction. We compare
the performance of DeepIce with the widely used Steinhardt parameter, the tetrahedral order
22
parameter and polyhedral template matching. Our results reveal a significant increase in
accuracy for hexagonal ice and water classification. DeepIce can in principle be extended to
classify multiple ordered phases; however, further investigation is required to establish the
success of the network in this task.
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