Introduction to the Stanford expansion tube facility
The Stanford Expansion Tube Facility at the High Temperature Gas Dynamics Laboratory at Stanford University was designed by Heltsley (Heltsley et al. 2006) . A schematic diagram of the expansion tube is shown in Figure 1 . The tube has a total length of 11.95 m. It is divided into a 1.9 m long driver, a 7.34 m long driven section and a 2.71 m long expansion section. The tube has an inner diameter of 141 mm. Trimpi (1962) first offered a theoretical description of the expansion tube as a tool to produce hypersonic flows, as found, for example, in atmospherical re-entry applications. Operation of an expansion tube is based on principles similar to those that describe a shock tube, but features a second unsteady expansion of the test gas that results in total-enthalpy multiplication. The facility consists of a high pressure driver section filled with helium, a low pressure driven section filled with the test gas (e.g., dry air, as in the current study) and a low pressure expansion section filled with helium. All sections are separated by diaphragms. The test section, where test articles are housed, is then located at the outlet of the expansion section.
A schematic diagram of a space-time-plot visualizing the linearized unsteady wave propagation occurring in an expansion tube during a typical test is depicted in Figure  2 . Following the rupture of the primary diaphragm, a shock wave propagates into the driven section, instantaneously heating, compressing and accelerating the stagnant test gas from state 1 to state 2. Once the primary shock wave arrives at the expansion section, rupture of the secondary diaphragm induces a second shock wave that propagates into the expansion gas. Simultaneously, a secondary unsteady expansion wave isentropically processes the test gas from state 2 to the desired final state 5. Kinematic conditions at the driven/expansion contact surface impose a uniform pressure and speed across the contact surface. The test time begins with the arrival of the test gas at the outlet of the tube and it ends with the arrival of either the secondary expansion tail, the reflection of the secondary expansion head from the driver/driven contact surface, or the contact surface itself. Typically, the resulting test time is on the order of 0.5 − 1 ms. The short test time is a major limitation of these facilities and makes experimental investigation challenging. In addition, non-ideal effects, such as boundary layers, reduce the test time further and introduce disturbances that limit the uniformity of the test gas (Mirels 1963 (Mirels , 1966b Paull & Stalker 1992) .
Computational setup
Joe, the second-order order, finite volume unstructured, compressible RANS (Reynoldsaveraged Navier-Stokes) solver, was used as the starting point for the unsteady flow computation. The solver includes a flamelet-based chemistry, and was developed in recent years by Pecnik et al. (2009) and Terrapon et al. (2010) , where a detailed description Sod (1978) at a time t = 2.0 s for several pseudotime iteration schemes (explicit, implicit, three-and four-step Runge-Kutta schemes, shown as Delta, Triangle, Diamond and Circle symbols, respectively) and a three--step Runge-Kutta scheme without dual-time-stepping (solid line). Spatial second-order discretization, HLLC approximate Riemann Solver. can be found. The strict object-oriented structure of the code enabled its customization for our specific problem setup. In particular, the RANS solver was first extended to include a dual-time-stepping algorithm for time integration which allows the control of the physical time step. Then, it was adapted for the modeling of the expansion tube. In this section the extensions implemented in the RANS solver will be described.
Dual-time-stepping method
For solving the unsteady problem, the code was equipped with the dual-time-stepping method introduced by Jameson (1991) . A BDF2 (second-order backward difference) scheme was extended by a pseudo-time iteration scheme to solve for a steady state within each physical timestep ∆t. The set of equations for the original BDF2 scheme reads
where w denotes the vector of conserved variables, R(w) the residual, and V the cell volume. When adding a time derivative in pseudo-time t * , a modified set of equations
is obtained. The solution of Equation 3.2 may then be regarded as marching a timestep ∆t in physical time and solving a quasi-steady-state problem within each physical timestep as a fix-point-iteration. Several schemes were implemented, such as an explicit and implicit formulation, as well as three-and four-step Runge-Kutta schemes. Extensive testing of the numerical scheme was performed on verification cases, such as the shock tube problem by Sod (1978) (see Figure 3) . During verification, a numerical instability, known as the Carbuncle phenomenon reported by Peery & Imlay (1988) , was observed. This phenomenon creates an instability at the shock front for high Mach number inviscid flows and it is observed when an HLLC approximate Riemann solver is used on two-dimensional cartesian grids. An example of the observed characteristic pattern is presented in Figure 4 . However, we have observed that viscous damping eliminates this phenomenon in areas where boundary layer effects predominate.
Expansion tube modeling
Because the RANS solver cannot treat axisymmetric flows, the expansion tube was modeled as a narrow three-dimensional slice of the full-scale geometry assuming circumferential periodicity. In this fashion, axisymmetry was effectively enforced.
Extensive grid studies have been conducted to identify the requirements for the spatial discretization. Figures 5 and 6 summarize the results of these verification studies. A dimensionless wall coordinate y + < 1 has been ensured for the flow conditions under investigation. Similar studies have been conducted to determine the timestep sizes of the physical and pseudo-time iterations. As a result of the verification studies, the expansion tube was discretized with 40 cells in the radial direction and 1000 cells/meter in the axial direction for a total of about 478, 400 grid cells.
For the results presented in this study, we have selected a forward Euler inner iteration scheme for solving Equation 3.2 in pseudo-time in consideration of the computational costs. We use a second-order MUSCL scheme with TVD limiter for the spatial discretization (van Leer 1979). The convective fluxes are reconstructed by the HLLC approximate Riemann solver of Toro et al. (1994) . To account for turbulent dissipation and transport, the turbulence model by Spalart & Allmaras (1994) was used. The different gas properties were included by introducing a mixture fraction Z m which is transported by convection only (Z m = 1 for air, Z m = 0 for helium). Temperature-dependent thermodynamic properties of the test gas (air) were modeled using the NASA polynomials. Flow disturbances or energy losses associated with the interaction of the gas flow with diaphragms and their rupturing process were not included in the current model. 
Experimental setup
A single condition of operation nominally identical to the condition used in the recent supersonic combustion experiments of Gamba et al. (2011) in this facility was considered. The expansion tube was instrumented for the measurement of shock speed, wall-static and stagnation pressure time histories in order to investigate the dynamic process of the system of shock/expansion waves, the viscous-induced shock attenuation, the impact of boundary layer growth on test gas properties, uniformity and test time. Furthermore, in an attempt to further characterize the boundary layer developing along the tube wall heat flux time history measurements were attempted. However, this last effort is subject of ongoing work and it will not be presented in this study. Finally, the direct measurements of test gas temperature and velocity of Strand & Hanson (2011b) are used to quantify further the test gas properties.
Pressure measurements
A schematic diagram of the instrumentation setup is presented in Figure 7 . Shock speed was measured at two shock counter stations each located at the driven and expansion sections. Each station was composed of four consecutive pressure transducers 30.5 cm apart. Shock speeds reported further below were computed based on the average timeof-flight between the four transducers. Wall pressure was measured at three locations using Kistler 603B1 dynamic pressure transducers. The three sensors were positioned at x S1 = 2.65 m and x S2 = 5.54 m from the primary diaphragm in the driven section, and at x S3 = 8.88 m in the expansion section. A new rack for pitot pressure probes was designed and manufactured to acquire time-history profiles of the stagnation pressure at several radial locations at the tube outlet. The pitot probes were instrumented with PCB Piezotronics 111A26 and 113A26 dynamic pressure transducers.
Wavelength-modulation absorption spectroscopy experiments
Figure 8 provides a plan-view illustration of the tunable diode laser absorption spectroscopy (TDLAS) diagnostic applied within the test section of the Stanford Expansion Tube Facility.The diagnostic was recently used in our facility to provide quantitative time histories of the temperature, velocity, and H 2 O mole fraction of the test gas (Strand & Hanson 2011b) . The diagnostic employs two NEL fiber-coupled distributed feedback lasers each tuned to a specific H 2 O rovibrational transition. Both lasers are multiplexed onto the same fiber and pitched across the test flow as three beams, one oriented perpendicularly to the flow at 88.25 mm from the end of the expansion section and the other two angled at 45
• upstream and downstream relative to the direction of flow, with a centerline crossing location of 215.75 mm from the end of the expansion section. To ensure that only the core flow of the facility is probed, the diagnostic is realized in conjunction with a parallel-plate flow cutter of 15 mm by 75 mm inlet cross-section aligned with the longitudinal axis of the tube at 15.75 mm from the end of the expansion section.
The perpendicular beam provides line-of-sight averaged temperature and H 2 O mole fraction measurements at the furthest possible upstream location to minimize the impact of boundary layer growth within the flow cutter. The pair of angled beams, in combination, provide a measurement of flow velocity and, independently, each of them also provides a measurement of temperature and H 2 O mole fraction. The measurements from the angled beams represent a line-of-sight average over the region spanning 178.25 mm to 253.25 mm from the expansion section exit. All beams are positioned 7 mm above the lower wall of the flow cutter.
The laser tuning technique scanned wavelength-modulation absorption spectroscopy (scanned-WMS) developed by Strand & Hanson (2011a) is implemented in the diagnostic to enable the simultaneous measurement of temperature, velocity, and H 2 O mole fraction at a temporal resolution of 40µs. This technique provides high measurement accuracy (±2%) and precision (±2%), as verified in heated optical cell measurements.
Results
In this section the results of the numerical simulations will be presented. First, the results will be validated with the available measurements conducted as part of this study and with the measurements of Strand & Hanson (2011b) . Then, the impact of viscous effects on the dynamics of the process will be discussed. To conclude this section, the final properties of the test gas found at the test section will be presented.
In order to isolate the processes associated with the rupture of the secondary diaphragm from the ones associated with the propagation of the primary shock, computations and experiments were conducted in what we refer to as shock and expansion modes. In the former mode the facility was operated without the secondary diaphragm, effectively similar to a shock tube without a reflecting end wall; in the latter mode the facility was operated as a traditional expansion tube. When operated in shock mode, the section housing the secondary diaphragm was replaced with a round, constant cross-section segment; this modification eliminates any influence that the change in cross-section might have on the shock propagation process. For each mode of operation, twelve repetitions of the experiments were carried out and, unless stated otherwise, are presented in the following sections as an ensemble average (with corresponding standard deviation indicated as the error bar). Figure 9 shows the predicted primary shock Mach number (lines) compared to measured values (symbols) as a function of position along the tube for operation in both shock and expansion mode. Results of the viscous (solid line) and inviscid (dashed line) simulations are presented. Measurements for each independent run are marked separately.
Shock attenuation due to viscous effects
Consider first the results of the shock mode study. When operated in this mode, the shock counters at the two stations effectively measure the primary shock at two downstream locations from which shock attenuation can be inferred. Shock Mach number measurements at the first shock counter station reveal a mild shot-to-shot variability, about 0.3% of the mean value. Conversely, the shock Mach number measured further downstream shows virtually no variability (< 0.1%). The variability observed at the first station might be due to the rupturing process of the primary diaphragm. However, memory of this imperfection appears to be attenuated, if not completely eliminated, as the shock evolves further downstream. The high repeatability in the primary shock Mach number best exemplifies the high repeatability of this facility. Measurements at the two stations also reveal an attenuation of shock Mach number of about 2.5% over the distance separating the two shock counter stations; this results in a spatial attenuation of about 0.4%/meter. Inviscid calculations, as the dash line indicates in Figure 9 , would predict a constant shock Mach number along the whole tube. Conversely, the viscous calculation (solid line) predicts the correct trend and relative attenuation, although the simulation predicts a value that is about 1.0% higher than the measured value. The discrepancy between measured and predicted value is believed to be a result of omitting the effects of the primary diaphragm in the model.
When operated in expansion mode, the second shock counter station is used to infer the secondary shock Mach number. In this mode of operation, two observations can be made from the results of Figure 9: (1) the shot-to-shot variability greatly increases (∼ 3% of the mean value); (2) the measured value is significantly lower than the inviscid (∼ 12%) and viscous (∼ 7%) solutions. It is believed that the increase in the variability of the secondary shock Mach number is the result of an inconsistent and non-ideal rupture process of the secondary diaphragm. Similarly, a lower than expected secondary shock Mach number can be attributed to inertial effects associated with rupture and acceleration of the secondary diaphragm and to partial reflection of the incident primary shock (Furukawa et al. 2007 ).
Effects of boundary layer growth on post-shock flow properties
The results of Figure 9 indicate the effects of boundary layer formation and growth on shock wave attenuation. Wall static pressure measurements are now used to refine the understanding of these effects on post-shock properties. Figure 10 shows time histories of wall pressure extracted simultaneously at three locations along the tube (details on the locations can be found in a previous section). Measurements (solid line) and inviscid (dashed line) and viscous (dash-dotted line) calculations are also shown.
Consider first the pressure trace at the first location (e.g., in shock mode) shown in Figure 10 . Without considering at this stage any oscillation in the traces, measurements show that, upon arrival of the primary shock, the static pressure rises instantaneously to the post-shock value, stays constant for a small time period, and then begins rising gradually (at about 2 ms). By contrast, the inviscid solution predicts a departure from the constant, post-shock value much later in time (at about 3.2 ms). The pressure increase in the inviscid solution is associated with the arrival of the expansion wave tail and peaks at a time (about 5 ms) which is associated with the arrival of the reflected expansion wave front. As a result, after this time, the pressure drops. The early departure from a constant pressure value observed in the experiment appears to be due to boundary layer growth after the incident shock passage. The displacement effect of the growing boundary layer acts to decelerate and hence compress the incoming flow. Similar effects are observed at the other two measurement locations (in shock mode). The viscous simulation captures the behavior observed in the measurements well. The agreement with measurements extends to all three three locations (in shock mode), although a time lag exists between predicted and measured quantities as the shock speed is overpredicted.
Consider now the results in expansion mode. In particular, consider the pressure time history at the third location. For this case there is a larger discrepancy between measurement and viscous calculations, which gives reason for further investigations. However, the qualitative behavior is fairly well captured by the viscous simulation. Note, however, that in this particular case the gradual rise in pressure is predominantly due to the arrival of the secondary expansion wave as viscous and inviscid calculations are in good agreement.
We point out that the measurements presented in Figure 10 are an average of 12 runs (with standard deviation shown in the gray band) and the excellent repeatability of these pressure traces, along with any of their features. For example, the low-frequency oscillations that are observed in the trace at the first location are very repeatable and are believed to be due to disturbances introduced by the rupturing and interference effect of the primary diaphragm. On the other hand, these flow disturbances appear to attenuate further downstream. Similarly, some of the low-frequency oscillations observed in the time trace in expansion mode at location 3 could be induced by flow distortion due to the second diaphragm and by the change in cross-section at the diaphragm station.
Spatial and temporal characteristics of the outflow
After considering the processes occurring along the tube, we now focus on the assessment of the outflow characteristics at the test section. We will first consider pitot pressure measurements on the exit plane as a last validation step. Figure 11 shows time histories of the measured and simulated pitot pressure at two selected positions: within the boundary layer (6.5 mm away from the wall) and in the core flow (23.1 mm from the tube centerline).
After the secondary shock arrival, the stagnation pressure in the helium expansion gas Figure 11 . Pitot pressure at the test section after shock arrival for experiment (solid line) and simulation (dashed line) 6.5 mm away from the wall (upper figure) and 23.1 mm from the tube centerline (lower figure). Test gas flow is visualized by the mixture fraction (dasheddotted line). flow rises to approximately 100 kPa. A second rise in stagnation pressure indicates the arrival of the test gas (air) in its final state and hence marks the beginning of the test gas flow. The test gas flow is ended by the arrival of the primary contact surface, which causes another pressure rise approximately 1.2 ms after the initial shock arrival. In the viscous boundary layer, there is excellent agreement between experiment and simulation. Conversely, in the core flow the pitot pressure is overpredicted by approximately 4%, which could result from the overprediction of the shock Mach numbers. Furthermore, the prediction indicates a faster pressure rise at the arrival of the expansion/test gas contact surface than what was observed in the experiment. However, the slow rise observed in the experiment could be an artifact resulting from limitations in pitot probe response characteristics (Sutcliffe & Morgan 2001) . Finally, from the measurements, the duration of constant pitot pressure (here defined as test time) is estimated to be approximately 730 µs, whereas the simulation predicts a shorter duration of approximately 650 µs. Pitot pressure measurements are also used quantify the radial extent of uniform flow. Figure 12 shows average pitot pressure and inferred flow Mach number across the tube radius. Values presented in the figure were averaged over the test time; the error bars refer to the standard deviation. In the experiment, the flow Mach number was estimated assuming a nominal static pressure of 40 kPa and a ratio of specific heats of 1.33. Although the quantitative comparison between measurements and prediction is only fair, the viscous simulation well captures the size of the inviscid core. As a result, a region of approximately 40 mm in radius from the tube centerline (indicated by the dashed line) of uniform flow is identified. Note that the viscous simulation shows a higher pitot pressure near the tube centerline where limited convergence due to non-optimal grid-size aspect ratio was experienced, and could be another cause for the observed disagreement with measurements near the tube centerline.
Quantification of test gas properties
The previous steps served as validation of the computation but also provided some insight into the impact of boundary layer growth. In general, we found good agreement between measurements and computations, although discrepancies in shock speeds, which affect post-shock conditions, were observed. In spite of the differences, in this section we will attempt to estimate the test gas properties at the tube outlet and we will compare them with the direct measurements of Strand & Hanson (2011b) . (Strand & Hanson 2011b) with the results of the viscous simulation. Focusing on the temperature history, temperature first jumps at the arrival of the secondary shock (expansion gas flow), it experiences a weak increase during the expansion gas flow and then rises to the test gas value at the arrival of the expansion/test gas contact surface (at 0.5 ms). During the test time, temperature shows a weak increase at first, but then rises more rapidly in the second portion of the test time until the driver/test gas contact surface arrives. Measurements, which are available only in the test gas, show a very similar profile and compare well with the computed values. The main difference is at the beginning of the test time where temperature rises above the predicted value and then falls back onto the predicted curve. However, the overshoot in measured temperature at early times might be due to interference effects of the measurement instrumentation. Note, however, that the TDLAS measurements were performed in air seeded with 8% water, in which case temperature is expected to be about 3% lower than for dry air.
The velocity history, in contrast, shows a larger discrepancy with measurements: overprediction of about 7%. A similar result holds for the Mach number. This result is consistent with the fact that predicted shock speeds are higher than observed, and thus higher temperature and velocities are expected. The difference in the velocity profiles agrees with this intuitive argument, but temperature prediction contradicts this reasoning.
The temporal variations of test gas properties are further presented in Figure 14 . In this figure, the mixture fraction Z m is shown to identify the test gas flow. The 99% boundary layer thickness over time is extracted from the velocity profile approaching the outlet. The window of constant stagnation pressure starts at approximately 470 µs after the shock arrival. It ends at approximately 1,120 µs and thus spans over a range of approximately 650 µs. The static pressure, other the other hand, remains constant only for approximately 250 µs after the arrival of the test gas and then gradual rises to about 20% of the initial value by the end of the test time. Consider now the boundary layer thickness. With the arrival of the expansion gas, the viscous boundary layer starts forming, which is believed to cause a rise in static pressure and speed. The thickness of the boundary layer reaches a peak value at the time of arrival of the primary contact surface. Between 470 µs and 720 µs, which corresponds to the transition from expansion to test gas flow over the whole cross section of the outlet plane, the boundary layer thickness shows first a drop and then a rise. At this stage the temperature remains nearly constant, whereas the velocity shows a dip and pressure a rise. During the test gas flow, the boundary layer thickness begins to increase linearly, which induces a corresponding linear increase in static pressure and a decrease in flow velocity. (Strand & Hanson 2011b ) and zero-dimensional ideal analysis (Gamba et al. 2011) . The variability over the mean refers to the standard deviation over the test time.
Conclusions
A quantitative estimate of the test gas conditions is obtained from an average over the steady portion of test gas flow. The numerical values are presented in Table 1 with direct measurements and the original estimates from the ideal flow solution. The current viscous simulations show a significantly lower temperature than original estimates but are close to the measured value. By contrast, the estimated Mach number is about 7 − 10% higher than what was originally estimated and measured. Some of these differences could be due to the higher prediction of shock Mach number and to diaphragm effects. The lower predicted temperature also results from considering variable thermodynamic properties, unlike the original estimate.
In general, the viscous simulations are capable of capturing crucial characteristics of the unsteady flow development and the impact of boundary layer growth on observable quantities. The overestimation of the shock Mach numbers in the simulation may explain some discrepancies between the computational and experimental results. Boundary layer formation is found to have a major impact on the test gas flow, causing a steady rise in static pressure and hence inhibiting a test gas flow at fully steady conditions.
