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INTRODUCTION 
I n a n e f f o r t t o i n t r o d u c e t h e s i m p l i c i t y a n d e l e g a n c e 
o f o p e r a t o r t h e o r y on a H i l b e r t s p a c e i n t o t h e r e a l m o f a 
g e n e r a l B a n a c h s p a c e , G. Lumer (15) i n t r o d u c e d t h e n o t i o n o f 
a s e m i - i n n e r - p r o d u c t on t h e B a n a c h s p a c e X . a s a f u n c t i o n 
( ' , " ) : X X X - M £ ( 3 R ) w h i c h i s l i n e a r i n t h e f i r s t a r g u m e n t , 
s t r i c t l y p o s i t i v e , a n d s a t i s f i e s t h e S c h w a r z i n e q u a l i t y 
2 
| ( x , y ) | _< ( x , x ) ( y , y ) . The f o r m ( - , • ) i n d u c e s a norm i n t h e 
n a t u r a l way by s e t t i n g / ( x , x ) = | | x | | . Lumer showed t h a t e v e r y 
n o r m e d l i n e a r s p a c e h a s a t l e a s t o n e s e m i - i n n e r - p r o d u c t w h i c h 
i s c o m p a t i b l e w i t h t h e no rm i n t h i s f a s h i o n . 
L a t e r , J . R. G i l e s (8) e x t e n d e d t h e r e s u l t t o i n c l u d e 
c o n j u g a t e h o m o g e n s e t y i n t h e s e c o n d c o o r d i n a t e . 
The p r i n c i p a l t h r u s t o f t h e t h e o r y o f s e m i - i n n e r -
p r o d u c t s h a s b e e n t h e s t u d y o f o p e r a t o r t h e o r y i n B a n a c h 
s p a c e s . A n o t a b l e e x c e p t i o n t o t h i s i s a t h e o r e m by G i l e s 
t o t h e e f f e c t t h a t i n a s m o o t h , u n i f o r m l y c o n v e x B a n a c h s p a c e , 
a R i e s z R e p r e s e n t a t i o n t h e o r e m h o l d s . T h i s i s t o s a y t h a t f o r 
* * * 
e v e r y x eX t h e r e e x i s t s a n xeX s o t h a t f o r a l l y e X , x (y) = 
( y , x ) . Our i n t e n t i s t o t u r n a t t e n t i o n t o w a r d t h e u s e o f 
s e m i - i n n e r - p r o d u c t s i n t h e g e o m e t r i c t h e o r y o f B a n a c h s p a c e s . 
I n f a c t we p r o v e a g e n e r a l i z a t i o n of G i l e s ' t h e o r e m a m o u n t i n g 
t o a c h a r a c t e r i z a t i o n o f r e f l e x i v e B a n a c h s p a c e s . I n o t h e r 
w o r d s , a s p a c e i s r e f l e x i v e i f a n d o n l y i f e v e r y x eX c a n 
v i 
b e r e p r e s e n t e d by some s e m i - i n n e r - p r o d u c t . 
I n (9) J a m e s i n t r o d u c e d t h e n o t i o n o f o r t h o g o n a l i t y 
i n B a n a c h s p a c e s a s f o l l o w s : xeX i s o r t h o g o n a l t o y e X , d e ­
n o t e d x J _ y , i f a n d o n l y i f f o r e a c h s c a l a r a , | | x | | <_ | | x + a y | | . 
We a r e a b l e t o p r o v e a t h e o r e m r e l a t i n g t h i s n o t i o n o f 
o r t h o g o n a l i t y t o t h e n a t u r a l c o n c e p t o f o r t h o g o n a l i t y ( n o r ­
m a l i t y ) e n g e n d e r e d by t h e s e m i - i n n e r - p r o d u c t . U s i n g t h e s e 
t w o k e y r e s u l t s we e x p l o r e some of t h e g e o m e t r i c i m p l i c a t i o n s 
o f s e m i - i n n e r - p r o d u c t t h e o r y . 
I n a d d i t i o n , w e u s e s e m i - i n n e r - p r o d u c t s t o investigate 
s o m e w h a t t h e s t r u c t u r e o f s c a l a r o p e r a t o r s w i t h a c y c l i c 
v e c t o r on a c e r t a i n c l a s s o f B a n a c h s p a c e s . 
I n C h a p t e r 2 we t u r n o u r a t t e n t i o n t o f a m i l i e s o f 
o p e r a t o r s i n a H i l b e r t s p a c e s a t i s f y i n g D ' A l e m b e r t ' s f u n c t i o n a l 
e q u a t i o n 2 C ( s ) C ( t ) = C ( s + t ) + C ( s - t ) ( s , te3R) . S u c h f a m i l i e s 
a r e c a l l e d c o s i n e o p e r a t o r f u n c t i o n s a n d h a v e b e e n e x t e n s i v e ­
l y s t u d i e d u n d e r v a r i o u s a s s u m p t i o n s o f c o n t i n u i t y , n o t a b l y 
by Sova ( 2 4 ) , S z . - N a g y ( 1 7 ) , a n d K u r e p a ( 1 2 ) , ( 1 3 ) , ( 1 4 ) . We 
d e f i n e a c o s i n e r e p r e s e n t a t i o n of a * - s e m i g r o u p a n d g i v e a 
c h a r a c t e r i z a t i o n o f o p e r a t o r f a m i l i e s w h i c h may b e d i l a t e d t o 
c o s i n e r e p r e s e n t a t i o n s . T h i s t h e o r e m i s a n a l o g o u s t o t h e 
c e l e b r a t e d " p r i n c i p a l t h e o r e m " o f S z . - N a g y (18) w h i c h g i v e s 
s i m i l a r c o n d i t i o n s f o r s e m i g r o u p r e p r e s e n t a t i o n s . We a r e 
a b l e t o c h a r a c t e r i z e g e n e r a l i z e d c o s i n e o p e r a t o r f u n c t i o n s 
a s a n a p p l i c a t i o n o f t h i s t h e o r e m . A g e n e r a l i z e d c o s i n e 
o p e r a t o r f u n c t i o n i s a f a m i l y o f o p e r a t o r s C ( t ) o n a H i l b e r t 
v i i 
s p a c e H w h i c h c a n b e r e a l i z e d a s C ( t ) = P R C ( t ) | H , w h e r e 
C ( t ) i s a c o s i n e o p e r a t o r f u n c t i o n o n a H i l b e r t s p a c e H 
c o n t a i n i n g H a s a s u b s p a c e . 
We a r e a b l e t o g i v e two i n t e g r a l r e p r e s e n t a t i o n s o f 
g e n e r a l i z e d c o s i n e o p e r a t o r f u n c t i o n s , t h e s c a l a r v e r s i o n s 
o f w h i c h s o l v e two c o s i n e moment p r o b l e m s r e l a t e d t o t h e 
c o s i n e - S t i e l t j e s t r a n s f o r m . 
F o r t h e g e n e r a l t h e o r y o f d i l a t i o n s w h i c h i s s u b s t a n ­
t i a l l y u s e d i n t h i s c h a p t e r , t h e r e a d e r i s r e f e r r e d t o ( 1 8 ) , 
( 2 3 ) , ( 1 6 ) . 
I n w h a t f o l l o w s ]R w i l l d e n o t e t h e r e a l n u m b e r s , <f 
t h e c o m p l e x n u m b e r s , B(H) t h e b o u n d e d l i n e a r o p e r a t o r s o n 
t h e H i l b e r t s p a c e H, L(H) t h e l i n e a r o p e r a t o r s on H, X* t h e 
d u a l o f t h e B a n a c h s p a c e X, a n d N ( f ) t h e n u l l s p a c e o f t h e 
t r a n s f o r m a t i o n f. D(A) a n d R(A) w i l l d e n o t e t h e d o m a i n a n d 
r a n g e r e s p e c t i v e l y o f t h e o p e r a t o r A . 
C H A P T E R I 
S E M I - I N N E R - P R O D U C T S P A C E S 
S E C T I O N 1 : G e o m e t r y 
I n t h e f o l l o w i n g , a l l B a n a c h s p a c e s w i l l b e c o n s i d e r e d 
t o b e o v e r t h e f i e l d o f c o m p l e x n u m b e r s w i t h t h e u n d e r s t a n d ­
i n g t h a t , u n l e s s o t h e r w i s e s p e c i f i e d , a l l o f t h e c o n c l u s i o n s 
a l s o a p p l y t o r e a l B a n a c h s p a c e s w i t h t h e o b v i o u s n a t u r a l 
m o d i f i c a t i o n s . 
D e f i n i t i o n 1 . 1 . 1 L e t X b e a B a n a c h s p a c e . A s e m i -
i n n e r - p r o d u c t o n X i s a f u n c t i o n ( • , ? ) : X x X - k f s a t i s f y i n g t h e 
f o l l o w i n g : F o r a l l x , y , z e X 
1 . ( a x + 3 y , z ) = a ( x , z ) + S ( y , z ) F o r a l l a,$t$ 
2 . ( x , x ) = | | x | | 2 > 0 F o r x ^ O 
3 . | ( x , y ) | 2 < ( x , x ) ( y , y ) 
4 . ( x , 3 y ) = 3 ( x , y ) 
S e m i - i n n e r - p r o d u c t s w e r e f i r s t c o n s i d e r e d b y G . L u m e r 
( 1 5 ) a s a f o r m ( • , • ) w h i c h s a t i s f i e d ( l ) - ( 3 ) o f t h e a b o v e 
d e f i n i t i o n . L a t e r , J . R . G i l e s ( 8 ) s h o w e d t h a t w i t h o u t s a c ­
r i f i c e o f a p p l i c a b i l i t y ( • , • ) c a n b e c h o s e n t o s a t i s f y ( 4 ) 
i n a d d i t i o n . T h a t i s t o s a y t h a t G i l e s g a v e a p r o o f t h a t 
e v e r y n o r m e d l i n e a r s p a c e X h a s a ( p o s s i b l y i n f i n i t e l y m a n y ) 
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s e m i - i n n e r - p r o d u c t , ( * , * ) , s a t i s f y i n g a l l o f t h e a x i o m s o f 
D e f i n i t i o n 1 . 1 . 1 . We w i l l n o t a t t e m p t t o g i v e a p r o o f o f 
G i l e s ' s r e s u l t h e r e i n a s much a s i t i s a c o n s e q u e n c e of a 
m o r e g e n e r a l t h e o r e m t o f o l l o w . 
D e f i n i t i o n 1 . 1 . 2 A B a n a c h s p a c e X i s s a i d t o b e 
u n i f o r m l y c o n v e x i f a n d o n l y i f f o r e a c h e>0 t h e r e e x i s t s a 
6 ( e ) > 0 s o t h a t i f | | x | | = | | y | | = 1 a n d | | x - y | | > e , t h e n 
11*5*11 <i-«. 
D e f i n i t i o n 1 . 1 . 3 A B a n a c h s p a c e X i s s a i d t o b e 
s t r i c t l y c o n v e x i f a n d o n l y i f | | x | | + | | y | | = | | x + y | | , w h e r e 
x , y ^ 0 , i m p l i e s x=Xy f o r some X>0. 
I n (4) C l a r k s o n showed t h a t e v e r y s e p a r a b l e B a n a c h 
s p a c e c a n b e r e n o r m e d s o a s t o b e s t r i c t l y c o n v e x . 
D e f i n i t i o n 1 . 1 . 4 A B a n a c h s p a c e X i s r e f l e x i v e i f 
a n d o n l y i f t h e J:X->X** g i v e n by ( J x ) (x*) = x* (x) i s s u r -
j e c t i v e . 
E v e r y H i l b e r t s p a c e i s r e f l e x i v e a n d a p p a r e n t l y , a s 
we w i l l l a t e r o b s e r v e , r e f l e x i v i t y i n a B a n a c h s p a c e i n some 
s e n s e s a y s t h a t t h e B a n a c h s p a c e i s a p p r o x i m a t e l y a H i l b e r t 
s p a c e . 
I t i s w e l l known t h a t u n i f o r m c o n v e x i t y i m p l i e s b o t h 
s t r i c t c o n v e x i t y a n d r e f l e x i v i t y . As a c o r o l l a r y t o t h e o r e m 
1 . 1 . 7 we w i l l o b t a i n a n a l t e r n a t e r o u t e t o p r o v i n g t h e M i l m a n -
P e t t i s t h e o r e m t h a t e v e r y u n i f o r m l y c o n v e x B a n a c h s p a c e i s 
r e f l e x i v e . 
We w i l l now s t a t e w i t h o u t f o r m a l p r o o f s e v e r a l w e l l 
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known t h e o r e m s . 
T h e o r e m 1 . 1 . 1 I n a u n i f o r m l y c o n v e x B a n a c h s p a c e 
e v e r y c l o s e d c o n v e x s e t h a s a n e l e m e n t o f minimum n o r m . 
As a c o n s e q u e n c e of t h i s , i f M i s a c l o s e d s u b s p a c e 
o f t h e u n i f o r m l y c o n v e x B a n a c h s p a c e X a n d xeX-M, t h e n t h e 
c l o s e d c o n v e x s e t x-M h a s a u n i q u e p o i n t o f minimum norm s o 
t h a t we h a v e : 
T h e o r e m 1 . 1 . 2 L e t X b e a u n i f o r m l y c o n v e x B a n a c h 
s p a c e , M a c l o s e d s u b s p a c e o f X, a n d xeX-M, t h e n t h e r e e x i s t s 
a u n i q u e e l e m e n t x e M s o t h a t 
o 
| | x - x | : | = i n f | | y - x - | | = d ( x , M ) 
y e M 
I n r e f l e x i v e B a n a c h s p a c e s . T h e o r e m s 1 . 1 . 1 a n d 1 . 1 . 2 
may b e r e t a i n e d w i t h t h e s a c r i f i c e o f u n i q u e n e s s s o t h a t we 
h a v e : 
T h e o r e m 1.1.3 L e t X b e a r e f l e x i v e B a n a c h s p a c e , 
t h e n t h e f o l l o w i n g a r e t r u e : 
( i ) E v e r y c l o s e d c o n v e x s e t i n X h a s e l e m e n t o f 
minimum n o r m . 
( i i ) F o r e v e r y s u b s p a c e M o f X a n d e v e r y xeX-M t h e r e 
e x i s t s a n e l e m e n t x eM s o t h a t 
o 
| | x - x | | = i n f | | y - x | | * d ( x , M ) . 
° yeM 
D e f i n i t i o n 1 . 1 . 5 F o l l o w i n g J a m e s ( 9 ) , i n a n o r m e d 
v e c t o r s p a c e X, a n e l e m e n t xeX i s s a i d t o b e o r t h o g o n a l t o 
a n e l e m e n t yeX i f and o n l y i f f o r e v e r y X«C, | |x+Xy| | > ||x)| . 
T h i s i s w r i t t e n a s x _ y . I f f o r e a c h x M a n d y N, 
M . N C X , we h a v e x J_ y , we w i l l w r i t e M N. 
T h i s n o t i o n o f o r t h o g o n a l i t y g e n e r a l i z e s t h e f a m i l i a r 
n o t i o n o f o r t h o g o n a l i t y i n i n n e r - p r o d u c t s p a c e . H o w e v e r , 
u n l i k e t h e i n n e r - p r o d u c t e n g e n d e r e d o r t h o g o n a l i t y , t h e r e l a ­
t i o n J_ i s n e i t h e r s y m m e t r i c n o r a d d i t i v e , ( w h e r e a d d i t i v e 
m e a n s z J ,yj J.ax+/3y). I n f a c t , B i r k h o f f (3) h a s , 
shown t h a t f o r no rmed s p a c e s o f d i m e n s i o n s t r i c t l y g r e a t e r 
t h a n 2 , t h e s y m m e t r y o f _[ i m p l i e s t h a t t h e no rmed s p a c e i s 
a H i l b e r t s p a c e . J a m e s ( 9 ) h a s shown t h a t t h e a d d i t i v i t y 
o f 1 i s e q u i v a l e n t t o t h e G a t e a u x d i f f e r e n t i a b i l i t y o f 
t h e no rm a t e v e r y n o n z e r o v e c t o r , w h e r e we h a v e t h e f o l l o w i n g : 
D e f i n i t i o n 1 . 1 . 6 A f u n c t i o n a l f d e f i n e d o n a n o r m e d 
l i n e a r s p a c e X i s G a t e a u x d i f f e r e n t a b l e a t x«X i f a n d o n l y 
i f l i m ( f ( x + h y ) - f ( x ) ) / h e x i s t s f o r e a c h y«Y w i t h Nyl'l = 1 , 
h—K) *• " 
A l w a y s when r e f e r i n g t o t h e G a t e a u x d i f f e r e n t i a b i l i t y 
o f t h e n o r m , we a s s u m e t h i s t o b e a t n o n z e r o v e c t o r s . 
D e f i n i t i o n 1 . 1 . 7 The r e l a t i o n _[ i s s a i d t o b e r i g h t -
u n i q u e i f a n d o n l y i f f o r no e l e m e n t x ( / 0 ) a n d y t h e r e i s 
m o r e t h a n o n e n u m b e r a f o r w h i c h x _[ a x + y . 
We h a v e t h e f o l l o w i n g b y J a m e s ( 9 ) « 
T h e o r e m 1 . 1 . ^ O r t h o g o n a l i t y i s a d d i t i v e i n a n o r m e d 
l i n e a r s p a c e X i f a n d o n l y i f i t i s r i g h t u n i q u e , o r i f a n d 
o n l y i f t h e no rm i s G a t e a u x d i f f e r e n t i a b l e . 
We now show t h a t i n r e f l e x i v e s p a c e s , c l o s e d s u b s p a c e s 
5 
have orthogonal complements. 
Theorem 1.1.5 Let X be a reflexive Banach space and 
M C X a subspace with M^X, then there exists a non-zero 
element x eX-M such that 
o 
X Q 1 M. 
Proof: According to Theorem 1.1.3, if M is a closed 
subspace of X and xeX-M, then there exists an element z QeM 
such that 
||z -xf| = inf ||y-x || 
° yeM 
Let y Q be an arbitrary element of M and put x Q = z Q-x, then 
for all AeCf 
||xo|| - inf ||y-x|| _< ||x -Xy || 
yeM 
so that x^ | M. 
Definition 1.1.8 For x,yeX we say that x is normal to 
y with respect to, or relative to, the semi-inner-product 
(•,•) if and only if (y,x) = 0 . If M and N are subsets of X, 
we say that M is normal to N if and only if for each xeM and 
yeN we have (y,x) = 0. 
Definition 1.1.9 A Banach space X is smooth if and 
only if for each xeX with ||x|| = 1 there is a unique x*eX* 
such that x*(x) = ||x*||. We may note that in all cases the 
Hahn-Banach theorem insures the existence of at least one 
6 
such x*. Geometrically,the condition of smoothness is that 
the unit ball of the space posess unique supporting hyper-
planes. From this definition the following is clear: 
Theorem 1.1.6 (15) A Banach space is smooth if and 
only if there is a unique semi-inner-product. 
We now pass to a theorem which is central to our 
considerations of semi-inner-products and their relations 
to orthogonality and Banach space geometry. 
Theorem 1.1.7 Let M and N be subspaces of a normed 
linear space X. A necessary and sufficient condition for 
M ]_ N is that there exist a s.i.p. (•,•) relative to which 
M is normal to N. 
Proof: Suppose that M is normal to N with respect to 
(•,•). If xeM and yeN we have 
||x+y|| ||x|| > (x+y,x) = ||x||2 , 
from which it follows that M _[_ N. 
Let us now suppose that M ]_ N, then M D N = {0}. 
Hence, for each xeM we may define a linear functional f on 
s = span{x,N} = {ax+n|aeC,neN} as follows: 
f x(ax+n) = ot ||x|| 2 . 
Now f is clearly linear and in view of 
| f x (ax+n) | = | * | | |x | | 2 <_ IUH | a | ||x+il|| = ||x|| ||ax+n||, 
7 
f is bounded with ||f || < ||x||. By observing that 
x x 
f (—*—) = ||x|| we obtain ||f,|| = llxll. Also, f satisfies 
X | | x | | x» x 
2 
f v(x) = ||x|| and f (n) = 0 VneN. For z/M we may define 
x x f (az) = ot 1 z 1  on the span of {z}. Clearly, for these 
z 
zeX,||fz|| = ||z|| and f z(z) = ||z|| . Thus for each xeX we 
obtain a bounded linear functional f which may be extended 
to the entire space by the Hahn-Banach theorem without in­
creasing the norm. We therefore consider f to be defined 
3
 x 
throughout X. Now, let A be a well ordering of X-{0}, and 
let x be the initial element of A. Define the functional $ 
to be f x; and if z = Ax,define $ z = A$ x. Similarly for x", 
the initial element of A not in the span of x, define 
$ . = f , and $ , . = a<I> . Continuing in this fashion we 
X X A X X 
may, by transfinite induction, define $ for each zeX. Since 
z 
zeX has a unique initial generator w relative to the order A 
(i.e., a) is the least element of A for which z = Aw), the 
indexing of the functionals $ z is clearly well-defined. We 
may now set (x,z) = $ (x), and we need only verify that (1)-
(4) of Definition 1.1.1 holds, since clearly for xeM, yeN we 
have (y,x) = $ (y) = 0. The condition (1) is immediate from 
the linearity of $ . For condition (2) suppose that o j is the 
z 
initial generator of xeX, say x = Aw, then (x,x) = $ (AuO = 
A 1 0 2 2 2 | A | f^fu) = I| X o j || = ||x|| > 0. Similarly, for condition (3), 
if x = Aw and y = yv for both to and v initial in A, then we 
have 
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| ( x , y ) | 2 = | $ y ( x ) | 2 - |^ v(Xa))| 2 = | y | 2 | x | 2 | $ v ( a ) ) | 2 
1 M 2 M 2 | | f v H 2 | h l | 2 = l|yv||2||Xa)||2 = ( y , y ) ( x , x ) . 
F i n a l l y f o r p a r t ( 4 ) ( x , p y ) = ( x , ( 6 u ) v ) = 3 y $ v ( x ) = 
3 $ ^ v ( x ) = 3 ( x , y ) . T h i s c o n c l u d e s t h e p r o o f . 
W e m a y o b s e r v e t h a t t h e r e e x i s t s u b s p a c e s M a n d N , 
b o t h w i t h d i m e n s i o n l a r g e r t h a n o n e , t h a t s a t i s f y t h e h y p o t h ­
e s i s o f t h i s t h e o r e m . F o r e x a m p l e i f t h e B a n a c h s p a c e h a s a 
m o n o t o n e b a s e {x^} t h e n f o r e v e r y n , s p a n { x ^ , . . . . x } i s 
o r t h o g o n a l t o i t s a l g e b r a i c c o m p l e m e n t . A s a c o n s e q u e n c e o f 
t h e p r e v i o u s t h e o r e m w e o b t a i n : 
C o r o l l a r y 1 . 1 . 1 ( 5 ) I n a n o r m e d l i n e a r s p a c e X t h e 
n o r m i s G a t e a u x d i f f e r e n t i a b l e i f a n d o n l y i f X i s s m o o t h . 
P r o o f : I f t h e n o r m o f X i s G a t e a u x d i f f e r e n t i a b l e , 
t h e n _ [ _ i s r i g h t - u n i q u e . S u p p o s e t h a t t h e r e e x i s t t w o s e m i -
i n n e r - p r o d u c t s w i t h ( y , x ) 1 ^ ( y , x ) 2 . i t f o l l o w s t h e n t h a t 
( y , x ) x ( y , x ) 2 
= - y a n d a 2 = ~ 2~ a r e n o t e c 2 u a 1 , B u t ( a ^ x + y , x ) 1 
I M I II x | | 
( y , x ) 
1 1 2 
y x . | + ( y , x ) ^ = 0 , a n d s i m i l a r l y ( a 2 x + y , x ) 2 = 0 . A s 
l l x 
i n t h e p r o o f o f T h e o r e m 1 . 1 . 6 , t h i s i m p l i e s t h a t x _ [_ a - ^ x + y , 
a n d x J _ a 2 x + y , w h i c h c o n t r a d i c t s t h e a s s u m p t i o n t h a t _ [ _ i s 
r i g h t u n i q u e . S o X m u s t b e s m o o t h . S u p p o s e n o w t h a t X i s 
s m o o t h , s o t h a t ( • , • ) i s u n i q u e . S u p p o s e t h a t x ] _ a x + y . B y 
t h e o r e m 1 . 1 . 7 t h e r e e x i s t s a s e m i - i n n e r - p r o d u c t f o r w h i c h 
9 
( a x + y , x ) = 0 . T h i s i s e q u i v a l e n t t o a | | x | | + ( y , x ) = 0 
2 
w h i c h i m p l i e s t h a t a = - (y ,x ) /1 [x | | . I n o t h e r w o r d s , a i s 
u n i q u e w h i c h by t h e o r e m 1 . 1 . 4 i m p l i e s t h a t t h e norm i s 
G a t e a u x d i f f e r e n t i a b l e . T h i s c o n c l u d e s t h e p r o o f . 
I n (2) B e r k s o n showed t h a t t h e f o l l o w i n g h o l d s : 
Lemma 1 . 1 . 1 A s e m i - i n n e r - p r o d u c t s p a c e i s s t r i c t l y 
c o n v e x i f a n d o n l y i f w h e n e v e r ( x , y ) = | | x | | | | y | | , w i t h x , y ^ 0 , 
t h e n y = Ax f o r some A > 0 . We w i l l u s e t h i s i n t h e f o l l o w i n g 
t h e o r e m w h i c h g e n e r a l i z e s t h e c e l e b r a t e d R i e s z R e p r e s e n t a t i o n 
t h e o r e m f o r i n n e r - p r o d u c t s . The t h e o r e m h a s b e e n p r o v e n 
i n d e p e n d e n t l y i n p a r t by P a p i n i ( 2 1 ) . 
T h e o r e m 1 . 1 . 8 L e t X b e a B a n a c h s p a c e , t h e n a n e c e s ­
s a r y a n d s u f f i c i e n t c o n d i t i o n f o r X t o b e r e f l e x i v e i s t h a t 
f o r e v e r y feX* t h e r e e x i s t s a s e m i - i n n e r - p r o d u c t ( • , • ) a n d 
a n e l e m e n t yeX s o t h a t f ( x ) = ( x , y ) f o r a l l x e X . I n t h e 
e v e n t t h a t X i s s t r i c t l y c o n v e x , t h e n r e l a t i v e t o t h e s e m i -
i n n e r - p r o d u c t ( • , • ) / t h e e l e m e n t y i s u n i q u e . 
P r o o f : ( N e c e s s i t y ) I f t h e n u l l s p a c e N ( f ) = X, a n y 
s e m i - i n n e r - p r o d u c t w i l l s u f f i c e w i t h y = 0 . I f N = N ( f ) ^ X , 
s i n c e X i s r e f l e x i v e , by t h e o r e m 1 . 1 . 5 t h e r e e x i s t s a n x Q J_ N. 
The o r t h o g o n a l i t y r e l a t i o n i s h o m o g e n e o u s , t h u s i f M i s t h e 
s p a n o f x Q we h a v e M ]_ N . By t h e o r e m 1 . 1 . 7 l e t (• , •) b e 
c h o s e n s o t h a t M i s n o r m a l t o N w i t h r e s p e c t t o ( • , • ) . F o r 
x e X , c o n s i d e r t h e e l e m e n t z g i v e n b y z = f ( x ) x Q - f ( x Q ) x . 
C l e a r l y , zeN s o 
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( x , y ) . 
( S u f f i c i e n c y ) F o r s u f f i c i e n c y we n e e d o n l y o b s e r v e 
t h a t e v e r y f u n c t i o n a l r e p r e s e n t a b l e by a s e m i - i n n e r - p r o d u c t 
a s s u m e s i t s no rm o n t h e u n i t s p h e r e a n d h e n c e by J a m e s (10) 
X i s r e f l e x i v e . 
( U n i q u e n e s s ) S u p p o s e t h e r e e x i s t v e c t o r s y a n d y * 
s u c h t h a t f ( x ) = ( x , y ) = ( x , y ' ) f o r a l l x e X , t h e n ( y , y ) = 
( y , y * > 1 I far I I I IV r | | . T h u s | | y | | < | | y * | | , o r I |sr 1  = | | y * | | . 
S i n c e | | y | | 2 = ( y , y ' ) , i t f o l l o w s t h a t | | y | | | | y ' | | = ( y , y ' ) 
s o t h a t y = y ' b y Lemma 1 . 1 . 1 . 
J . R. G i l e s (8) d e f i n e d a c o n t i n u o u s s e m i - i n n e r -
p r o d u c t a s a s e m i - i n n e r - p r o d u c t ( • , • ) w h i c h f o r e v e r y x , y e X 
R e { ( y , x + A y ) } + R e { ( y , x ) } 
f o r a l l r e a l A+0. 
U s i n g t h i s d e f i n i t i o n h e p r o v e d t h e f o l l o w i n g : 
T h e o r e m 1 . 1 . 9 S u p p o s e X i s a c o n t i n u o u s s e m i - i n n e r -
p r o d u c t s p a c e X w h i c h i s u n i f o r m l y c o n v e x a n d c o m p l e t e i n 
i t s n o r m . T h e n , c o r r e s p o n d i n g t o e v e r y f u n c t i o n a l f eX* t h e r e 
e x i s t s a u n i q u e v e c t o r yeX s u c h t h a t f ( x ) = ( x , y ) f o r a l l x e X . 
T h e o r e m 1 . 1 . 8 i s c l e a r l y a g e n e r a l i z a t i o n o f t h i s r e -
i i i i 2 0 « ( z , x Q ) = f ( x ) | | x o | | 
C o n s e q u e n t l y we h a v e 
£ ( x n ) 
f ( x Q ) ( x , x Q ) . 
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suit. If we observe that the uniform*convexity is required 
only to obtain a vector orthogonal to N(f) we are led to the 
following famous result as a corollary to Theorem 1.1.8. 
Theorem 1.1.9 (Milman-Pettis) Every uniformly convex 
Banach space is reflexive. 
Theorem 1.1.1Q Let X be a smoothable Banach space. 
Then X is isomorphic to a Hilbert space if and only if for 
each subspace M C X and each yeX there exists a smooth re-
norming of X and an meM such that M ]_ y-m. 
Proof; If X is a Hilbert space then clearly such an 
m exists by virtue of the projection theorem. Conversely if 
for each subspace M and each yeX, an meM exists so that 
M _[_ y-m, we can show that every subspace in X is complemented 
in X. To this end, let M - L =' {xeX| (x,m) = 0 for all meM}. By 
the continuity of (»,m), M - L is closed. In addition,M D M - L = 
{0}. Since M is smooth, M _[_ y-m implies that y-meM-L (Theo­
rem 1.1.7) from which we may conclude that each y has a 
unique representation y = (y-m)+m, i.e. X = M © M - L . By the 
Lindenstrauss-Tzafrini theorem on complemented subspaces; X 
is a Hilbert-space. We may observe that as a consequence of 
this, in a smooth, reflexive Banach space X, if J _ is symmetric, 
then X is a Hilbert space. As was previously mentioned,the 
following was shown by James (9). 
Theorem 1.1.11 In a smooth Banach space the relation 
_[_ is additive. 
Proof: Suppose x _[ y and x ]_ z. We must show that 
12 
x I ay+3z for complex numbers a,3. Let M , M , M be the 
-
1
- x y z 
subspaces generated by x, y, and z respectively. By hypoth­
esis, since I is homogeneous, M I M and M I M . If M = 
3
 x-'-y x ^ - z y 
M we are finished. I f M . then relative to the semi-inner-
z y' z' 
product on X, M x is normal to both M y and M z and consequently 
M is normal to M © M . But this implies that x I ay+3z. 
x y z 
Theorem 1.1.12 Suppose that M and N are closed sub-
spaces of a Banach space X. I f M J _ N then M © N is closed. 
Proof: Suppose z eM © N and z +z. Let z = x +y 
n n n n n 
where x e M and y e N for each m e N . Let (*,•) be any semi-
n n 
inner-product with respect to which M is normal to N. Then 
2 
I Z r . ~ X m I I I X ^ - X | | > \ ( Z ~ Z M , X - X ) \ = | | X - X l | . 
II
 n m M M n m" — 1 n m n m 1 11 n m" Thus, since ||z^-z || > ||x -x_||, {x } must be Cauchy 11
 n • m 1 1 — 11 n m " n 
with x_->x for some xeM. In addition, y = z -x must be a 
n -* n n n 
Cauchy sequence so that yn->-yeN. So z = lim z n = lim x n + 
lim y n = x+yeM © N. 
1 3 
S E C T I O N 2 ; A n A p p l i c a t i o n t o O p e r a t o r T h e o r y 
1 . 2 T h e o r i g i n a l i n t r o d u c t i o n o f s e m i - i n n e r - p r o d u c t s 
( 1 5 ) w a s m o t i v a t e d b y a n a t t e m p t t o i n t r o d u c e t h e e l e g a n c e 
a n d s i m p l i c i t y o f o p e r a t o r t h e o r y , a s i t a p p e a r s i n t h e c o n ­
t e x t o f a H i l b e r t s p a c e , t o a g e n e r a l B a n a c h s p a c e s e t t i n g . 
T h i s a t t e m p t m u s t f a l l f a r s h o r t o f t h i s g o a l s i n c e i t i s 
n e c e s s a r y t o m a i n t a i n t h e o b v i o u s d i s t i n c t i o n b e t w e e n H i l b e r t 
s p a c e s a n d B a n a c h s p a c e s i n g e n e r a l . T h e r e i s , h o w e v e r , a 
g r e a t d e a l o f i n s i g h t t o b e g a i n e d t h r o u g h t h e a t t e m p t . 
I n t h e f o l l o w i n g w e w i l l a p p l y t h e s e m i - i n n e r - p r o d u c t 
s t r u c t u r e t o o p e r a t o r s i n a B a n a c h s p a c e . 
D e f i n i t i o n 1 . 2 . 1 A s c a l a r o p e r a t o r i n a B a n a c h s p a c e 
X i s a l i n e a r o p e r a t o r A f o r w h i c h t h e r e i s s p e c t r a l f a m i l y 
E ( • ) s u c h t h a t 
T h e g e n e r a l t h e o r y o f s u c h o p e r a t o r s c a n b e f o u n d i n 
( 6 ) . I f a ( A ) c ( a , b ) f o r s o m e a , b d R , t h e n A i s c l e a r l y a 
g e n e r a l i z a t i o n o f a b o u n d e d s e l f - a d j o i n t o p e r a t o r i n a 
H i l b e r t s p a c e . 
D e f i n i t i o n 1 . 2 . 2 L e t A b e a b o u n d e d s c a l a r o p e r a t o r 
a n d E ( « ) i t s s p e c t r a l f a m i l y . A w i l l b e s a i d t o h a v e s i m p l e 
A = / X d E ( X ) . 
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spectra if and only if there is some vector geX such that 
the linear manifold spanned by vectors of the form E(A)g is 
dense in X, where A is an interval in 3R . The vector g will 
be called a generating vector. 
It is well known that the self-adjoint operators in a 
Hilbert space which have simple spectrum are isometrically 
equivalent to multiplication by the independent variable on 
a suitably constructed L 2 space (1). The purpose of this 
section is to extend this result. 
In finite dimensional spaces or in the elementary 
theory of integral equations, an operator has simple spectra 
if the multiplicity of each eigenvalue equals one. For 
general operators the eigenvalues do not exhaust the spectrum, 
Consequently we have the Definition 1.2.2. 
Definition 1.2.3 Let y be a vector valued measure 
whose domain is the sigma algebra of Borel sets in 3R on <£, 
and whose range is in the Banach space X. The semi-variation 
of y , denoted l l y l l , is given by 
y I (E) = sup 2>i« ( B ± ) 
where the supremum is taken over all finite collections of 
scalars with |a^|<l and all finite measurable disjoint 
partitions of E. 
Lemma 1.2.1 A vector valued measure has finite semi-
variation. For the proof of this lemma and the following 
15 
theorem the reader is referred to (6,} sec. IV. 10). 
Theorem 1.2.1 If y is a vector valued measure taking 
values in the Banach space X, and f a y-essentially bounded 
scalar valued function on 3R (<£), then f is y-integrable and 
Definition 1.2.4 Let X be a smooth, strictly convex, 
reflexive Banach space and let A be a bounded operator on X. 
T h e u n i q u e l y d e t e r m i n e d o p e r a t o r A + d e f i n e d by (Ax,y) = 
(x,A^y) will be called the generalized adjoint of A. 
By Section 1 we see that A + is well defined though 
not necessarily linear. For an excellent treatment of gen­
eralized adjoints see Koehler (11) and Stampfli (25). Our 
interest in them is only their use in the text of the next 
theorem. 
Now let A be a bounded scalar operator in X with 
a(A) C (a,b) for some a,be]R . Suppose,in addition that A has 
simple spectra with g a generating vector. If E is the 
spectral family for A, let the vector measure u be defined 
by 
Using the vector measure u we can define a linear operator 
f(A)dy(A) < ( u - e s s sup|f (s) |}{||y(E) 
•MM) = E(M)g for all MeB. 
U r L ^ v O + X by 
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Uf = f ( X ) d y ( X ) . 
By T h e o r e m 1 . 2 . 1 U i s b o u n d e d , a n d b y v i r t u e o f 
E ( A ) g = l ( A X ) d y (X) , 
t h e r a n g e o f U i s d e n s e i n X. 
We a r e now i n a p o s i t i o n t o s t a t e a n d p r o v e t h e 
p r i n c i p a l r e s u l t o f t h i s s e c t i o n . 
T h e o r e m 1 . 2 . 2 L e t A b e a s c a l a r operator on a smooth, 
s t r i c t l y - c o n v e x , r e f l e x i v e B a n a c h s p a c e X w i t h a ( A ) C ( a , b ) 
f o r some a , b e 3 R . S u p p o s e t h a t A h a s s i m p l e s p e c t r a w i t h 
g e n e r a t i n g v e c t o r g , a n d , i n a d d i t i o n , t h a t E ( « ) i s t h e 
s p e c t r a l f a m i l y f o r A. T h e n , i f U:L (u)-*X i s g i v e n b y 
f o r y ( « ) = E ( « ) g , a n d Q t L ^ ( u ) - ^ L ^ ( u ) i s " m u l t i p l i c a t i o n by 
t h e i n d e p e n d e n t v a r i a b l e " , i . e . Qf(X) = X f ( X ) , t h e f o l l o w i n g 
d i a g r a m commutes , 
X <- U L (y) 
0 0 • ' 
A Q ( 1 . ) 
X 4 U 
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I f N = N(U) i s t h e n u l l s p a c e o f U a n d M = L o o ( y ) / N ( Q ) , 
t h e c o r r e s p o n d i n g o p e r a t o r i n t h e e q u i v a l e n c e c l a s s e s o f M, 
Q ' a n d IT a r e w e l l d e f i n e d a n d f o r a n y feX a n d a n y e>0 t h e r e 
e x i s t s a n f ' e X s u c h t h a t 
Af - U " Q ( U " ) " 1 f ' < E . (2.) 
T h i s i m p l i e s t h a t o n a d e n s e s u b s e t o f X, A i s e s s e n t i a l l y 
a m u l t i p l i c a t i o n . 
P r o o f : We w i l l f i r s t show t h a t t h e d i a g r a m ( 1 . ) com­
m u t e s . L e t h b e a n a r b i t r a r y v e c t o r i n X , ( • , • ) t h e s e m i -
i n n e r - p r o d u c t f o r X. We r e m a r k t h a t ( • , • ) i s u n i q u e by t h e 
s m o o t h n e s s o f X. We c a l c u l a t e a s f o l l o w s : f o r a n y f e L ^ C y ) 
(AUf ,h ) = X d ( E ( X ) U f , h ) = I X d ( U f , E + ( X ) h ) 
• ' — o o J — o o 
= XdjJ f (y)d(E (y)g,E +(X)h) j = J Xd j j f (y )d (E (y)g,h) j 
— OO — 0 0 
— 0 0 — o o 
Xf (X)d(E(X)g,h) = (U(Xf (X)),h). 
By t h e a r b i t r a r i n e s s o f h , i t f o l l o w s t h a t 
AUf (X) = U(Xf (X)) = UQf(X) ( 3 . ) 
s o t h a t ( 1 . ) c o m m u t e s . 
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The operator U'rM+X given by U'[f] = Uf is clearly 
well defined and injective. We define Q' [f] = [Qf] . To 
show that is well defined suppose f(X)-g(X)eN, then we 
require X (f (X)-g (X) ) eN. However, f-geN AU(f-g) = 0. But, 
AU(f-g) = UQ(f-g) = 0 so X(f-g)eN. It follows that Q' is 
well defined and that AU' = U'Q', which is to say that for 
f'eR(U') = R(U) 
Af ' = u " Q ( U ^ ) " 1 f T 
Since by hypothesis R(U') is dense in X,the inequality (2.) 
holds. This completes the theorem. 
1 9 
C H A P T E R I I 
G E N E R A L I Z E D C O S I N E O P E R A T O R F U N C T I O N S 
D e f i n i t i o n 2 . 1 . 1 A s e m i g r o u p r w i t h i d e n t i t y e w i l l 
b e c a l l e d a * - s e m i g r o u p p r o v i d e d t h e r e i s a " s t a r " o p e r a t i o n 
*:r-»T s a t i s f y i n g 
( i ) e * = e 
( i i ) s * * = s 
( i i i ) ( s t ) * = t * s * 
D e f i n i t i o n 2 . 1 . 2 L e t T b e a n a b e l l a n * - s e m i g r o u p 
w i t h i d e n t i t y e a n d L ( H ) t h e c o l l e c t i o n o f a l l l i n e a r o p e r a ­
t o r s o n t h e H i l b e r t s p a c e H . A f u n c t i o n C : r - » - L ( H ) w i l l b e 
c a l l e d a c o s i n e r e p r e s e n t a t i o n o f r p r o v i d e d C s a t i s f i e s 
( i ) C ( e ) = I 
( i i ) 2 C ( s ) C ( t ) = C ( s t ) + C ( s * t ) f o r a l l s , t e r . 
D e f i n i t i o n 2 . 1 . 3 L e t A b e a l i n e a r o p e r a t o r o n a 
H i l b e r t s p a c e H , t h e n a n o p e r a t o r A o n a H i l b e r t s p a c e H c o n ' 
t a i n i n g H a s a s u b s p a c e w i l l b e s a i d t o b e a d i l a t i o n o f A 
p r o v i d e d 
A =
 P H A | H 
w h e r e P . . i s t h e o r t h o g o n a l p r o j e c t i o n o f H o n t o H . T h i s 
n 
r e l a t i o n s h i p w i l l b e d e n o t e d A * p r A . 
2 0 
T h e s t u d y o f d i l a t i o n s w a s i n i t i a t e d i n o r d e r t o 
g e n e r a l i z e t h e c o n v e n t i o n a l c o n c e p t o f t h e e x t e n s i o n o f a n 
o p e r a t o r . I t m a y , i n f a c t , b e t h o u g h t o f a s a n e x t e n s i o n w h i c h 
g o e s b e y o n d t h e s p a c e o n w h i c h t h e o r i g i n a l o p e r a t o r w a s 
d e f i n e d . 
W e w i l l f i r s t c o n s i d e r a n e x t e n s i o n p r o b l e m o f t h e 
c o n v e n t i o n a l s e n s e . 
D e f i n i t i o n 2 . 1 . 4 L e t A b e a s y m m e t r i c o p e r a t o r o n a 
H i l b e r t s p a c e H . T h e n t h e d i m e n s i o n s o f t h e o r t h o g o n a l c o m ­
plements o f the subspaces R ( A - i l ) a n d R ( A + i I ) , d e n o t e d m ~ a n d 
m + r e s p e c t i v e l y , a r e c a l l e d t h e d e f i c i e n c y i n d i c e s o f t h e 
o p e r a t o r A . A s y m m e t r i c o p e r a t o r i s s e l f a d j o i n t i f a n d o n l y 
i f m + = m " = 0 ( 1 ) . . 
T h e n e x t w e l l k n o w n t h e o r e m r e l a t e s t h e d e f i c i e n c y 
i n d i c e s t o t h e p o s s i b i l i t y o f e x t e n d i n g a s y m m e t r i c o p e r a t o r 
t o a s e l f - a d j o i n t o p e r a t o r . W e w i l l n o t g i v e a p r o o f h e r e . 
T h e o r e m 2 . 1 . 1 ( 1 ) A s y m m e t r i c o p e r a t o r A h a s a s e l f 
a d j o i n t e x t e n s i o n i f a n d o n l y i f m ~ = m + . 
I n t h e e v e n t t h a t m " ^ m + , t h e n , w i t h i n t h e o r i g i n a l 
H i l b e r t s p a c e c o n t a i n i n g t h e d o m a i n o f t h e s y m m e t r i c o p e r a t o r 
A , n o s e l f - a d j o i n t e x t e n s i o n c a n b e o b t a i n e d . H o w e v e r , i f w e 
a l l o w e x t e n t i o n s t o e x t e n d b e y o n d t h i s o r i g i n a l s p a c e w e h a v e 
t h e f o l l o w i n g t h e o r e m w h i c h i s a s l i g h t g e n e r a l i z a t i o n o f o n e 
b y N a i m a r k ( 1 9 ) . 
T h e o r e m 2 . 1 . 2 L e t A a ( a e A ) b e a c o l l e c t i o n o f p a i r -
w i s e c o m m u t i n g s y m m e t r i c o p e r a t o r s o n a H i l b e r t s p a c e H , t h e n 
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t h e r e e x i s t s a H i l b e r t s p a c e H c o n t a i n i n g H a n d a p a i r w i s e 
c o m m u t i n g c o l l e c t i o n o f s e l f - a d j o i n t o p e r a t o r s A ^ ( aeA) o n 
H s a t i s f y i n g 
A = A 
a a 
F o r e a c h aeA 
H 
P r o o f : L e t H = H © H e n d o w e d w i t h i n n e r - p r o d u c t 
< ( f , g ) , ( f " , g " ) > = < f , f * > + < g , g ' > . D e f i n e A a o n H b y 
A = A „ e { - A } , t h e n c l e a r l y . A V A Q = AaK a n d A i s s y m m e t r i c 
a a a J ' a p p a -* 
f o r e a c h a e A . I f w e i d e n t i f y x + ( x , 0 ) , t h e n & i s c l e a r l y a n 
a 
e x t e n s i o n o f A f o r e a c h a e A . W e s h o w t h a t t h e d e f i c i e n c y 
a u 
i n d i c e s o f A a r e i d e n t i c a l f o r e a c h a 
a 
R ( A a - i l ) = ( A a - i l ) D ( A a ) 
( A - i I ) D ( A ) 0 D ( - A ) = 
a a a 
( A - i l ) D ( A ) © ( - A - i l ) D ( - A ) 
a a a a 
= ( A a - i I ) D ( A a ) © ( A a + i I ) D ( A a ) 
= R ( A - i I ) © R ( A + i l ) . 
a a 
S o f t h e o r t h o g o n a l c o m p l e m e n t o f R ( A * - i i ) h a s d i m e n s i o n m + + 
a 
m 
S i m i l a r l y , R ( A ^ + i l ) h a s o r t h o g o n a l c o m p l e m e n t o f d i m e n s i o n 
m + + m ~ . W e m u s t c o n c l u d e t h a t e a c h o f A h a s a s e l f - a d j o i n t 
a 
e x t e n s i o n A . a n d c o n s e q u e n t l y s o d o e s A . i n a d d i t i o n , s i n c e 
a a 
A f l C A ^ C A ^ * , t h e c o l l e c t i o n A a i s p a i r w i s e c o m m u t i n g . 
2  
Theorem 2.1.3 Let H be a Hilbert space and A^ (iel) 
a countable colection of pairwise commuting symmetric 
operators on H. Then, there exists a Hilbert space H contain­
ing H, an orthogonal spectral function E on H and an Im­
measurable function $(s,i), so that for each xeD(A^) 
i± x =y<f>(S, i)dE x. 
Proof: This folows from Theorem 2.1.2 and (18, p 67) 
In what folows we wil ned the folowing: 
Theorem 2.1.4 Let E be a real spectral family, g:3R-*<£ 
a Borel measurable function, and f a Borel measurable func­
tion for which, given xeH 
J^Q<3 ^Ex exists, 
TR 
then the function E(A) = E(g (A) is a complex spectral 
family, 
i 
f dEx exists. 
and the two integrals are equal. 
Proof: It is immediate that i is a complex spectral 
family. If f = 1^  wher  A is a Borel subset of <fc the con­
clusion obviously holds. Thus we are lead to conclude that 
for al simple functions f. 
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Jfog d E x = Jf d E x . 
N o w , a s i s u s u a l , i f f i s n o n - n e g a t i v e , w e a p p r o x i m a t e f f r o m 
b e l o w b y s i m p l e f u n c t i o n s f . S i n c e t h e d o m i n a t e d c o n v e r -
n 
g e n c e t h e o r e m h o l d s f o r v e c t o r v a l u e d m e a s u r e s , J f d E x e x i s t s 
a n d 
/
f o g d E x = l i m | f „ o g d E x = l i m If d E x = I f d E x . 
T h e e x t e n s i o n t o a r b i t r a r y f u n c t i o n s i s r o u t i n e . 
T h e d e s i r a b i l i t y o f b e i n g a b l e t o e x t e n d a s y m m e t r i c 
o p e r a t o r t o a s e l f - a d j o i n t o p e r a t o r i s e v i d e n t i n t h a t w h e n 
t h i s i s p o s s i b l e w e a r e a b l e t o a p p l y t h e s p e c t r a l t h e o r e m 
t o s u c h a n o p e r a t o r . S u p p o s e n o w t h a t w e h a v e a s y m m e t r i c 
o p e r a t o r A a n d a s e l f - a d j o i n t d i l a t i o n o f A . T h a t i s t o s a y 
t h a t i f A h a s d o m a i n i n t h e H i l b e r t s p a c e H , t h e n t h e r e i s a 
H i l b e r t s p a c e H a n d a s e l f - a d j o i n t o p e r a t o r A o n H s u c h t h a t 
p r A = A . 
L e t E b e t h e s p e c t r a l f a m i l y a s s o c i a t e d w i t h A . I n 
o t h e r w o r d s 
A = I X d E x . 
I n t h i s c a s e , t h e f a m i l y E , = p r E \ s a t i s f i e s t h e f o l l o w i n g : 
( i ) F o r X 2 > A 1 , t h e d i f f e r e n c e E ^ - E ^ i s a 
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bounded positive operator 
E A - 0 = E X 
(iii) lim = 0 and lim E , = I. 
A - * - ° ° A - * + ° ° A 
In contrast to an orthogonal spectral family, the 
operators E ^ need not be orthogonal projections. As a con­
sequence of this, we do not have E , E , = E . ,
 V . 
M
 '
 A l X 2 m i n ( A 1 , A 2 ) 
Families of operators satisfying the conditions (i)-
(iii) are called generalized spectral families. Such a 
function generates an operator valued measure in the same 
fashion that a distribution function generates a Stieltjes 
measure. In full generality we have the following: 
Definition 2.1.5 A generalized spectral function E 
is a positive operator valued measure defined on a a-algebra 
S satisfying 
(i) E ( X ) = I 
(ii) E(<J>) = 0 
(iii) For E.eS with E . D E . = d> 
I I j Y 
E . 
J 
( U E ±) = 2>(E.). 
1
 j=l 
In (20) Naimark showed that every generalized spectral 
family E(-) can be realized as 
E(-) = prE(-) 
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where E(*) is projection valued. 
For the symmetric operator A with self adjoint dila­
tion A, with 
A = J \ d E r X , 
we have the following: 
If = prE^, then for xeD(A) and yeH 
(i) <Ax,y> =J\d<Exx,y> = J\d<Exx,y> 
and 
(ii) I I a J I 2 = J\2d <E xx,x> = yX2d<Exx,x>. 
E^ is,said to be a generalized spectral family asso­
ciated with the operator A. In general, E^ is not unique. 
The proof of Naimark's theorem that all generalized 
spectral families may be dilated to orthogonal spectral 
functions may be made to rely on the following theorem by 
Sz.-Nagy which, in the full range of its applicability,is 
unsurpassed in generality and elegance. 
Theorem 2.1.5 (18) Let r be a *-semigroup with iden­
tity e and suppose that T : r+B(H) (the bounded operators on a 
Hilbert space H) satisfies the following conditions: 
(a) T(e) = I, T(s*) = T(s)* 
(b) T(s) considered as a function of s is of positive 
' type. That is to say that for every finite 
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{x 1,x 2,.. .x n) Q H and {s^,...s } C T we have 
. n 
£ <T(s i*Sj)x j ,x.> >_ 0. 
i,j=l 
(c) For finite {x^. . . ,x f i}G H and {s^^,. . . ,sn> C T and 
teT we have 
n n 
Z < T ( si* t* t sj^j' xi > 1 C a Z < T ( s i * s j ) x j ' V -
i,j=l i,j=l 
Then there exists a representation D : r+B(H) on a dilation 
space H of H such that T(s) = prD(s) for each seT. 
In actuality, under subsidary conditions, Sz.-Nagy is 
able to conclude more. We are not, however, concerned here 
* with the remaining conclusions. We may note in passing that 
in the case that r is a topological group and H is the com­
plex numbers, then this theorem reduces to the Gelfand-Riakov 
theorem (7) on the representation of positive definite func­
tions on r . 
Definition 2.1.6 Let E be an abstract set, H a Hilbert 
space and K:ExE+B(H). Then the kernel K is said to be of 
positive type if and only if for finite subsets 
{s 1,s 2,...,s n}CE and {x 1 ,x 2,. . . ,x n>G H we have 
n n 
£ 2 < K ( s i ' s j ) x j , x i > - ° -
i - i j = i 
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We now come t o t h e p r i n c i p a l r e s u l t of t h i s s e c t i o n . 
T h e o r e m 2 . 1 . 6 L e t r b e a n A b e l i a n * - s e m i g r o u p w i t h 
i d e n t i t y e . S u p p o s e C:I>B(H) i s a f a m i l y o f o p e r a t o r s 
s a t i s f y i n g 
(a ) C ( e ) = I , C ( s ) = C ( s * ) 
(b) t h e k e r n e l K ( s , t ) = ^-{C ( s t ) + C ( s * t ) } i s o f p o s i ­
t i v e t y p e , 
t h e n t h e r e e x i s t s a d i l a t i o n s p a c e H c o n t a i n i n g H a n d a 
f a m i l y o f o p e r a t o r s C:r->-L(H) s a t i s f y i n g 
( a ' ) C i s a c o s i n e r e p r e s e n t a t i o n o f r 
( b ' ) p r C ( t ) = C ( t ) f o r a l l t e T . 
P r o o f : L e t H Q b e t h e l i n e a r s p a c e f o r m e d by t h e c o l ­
l e c t i o n o f a l l l i n e a r c o m b i n a t i o n s o f f u n c t i o n s o f t h e f o r m 
<{>(s) = K ( s , t ) x , w h e r e x e H . We may d e f i n e a b i l i n e a r f o r m 
n 
( • , • ) on H Q a s f o l l o w s : i f (j) ( s ) = ^ K ( s , t ^ ) x ^ a n d 
m i = 1 
v ( s ) = ^ K ( s , t C ) X j a r e f u n c t i o n s i n H Q , we d e f i n e (<J> ( s ) , v ( s ) ) 
b y j = 1 
n 
( • , v ) = <K( t r , t i )x i , x n :> 
w h e r e < • , • > i s t h e i n n e r - p r o d u c t on H. We o b s e r v e t h a t 
n m 
( • ( s ) , v ( s ) ) = £ X < K ( t j , t i ) x i , x j > 
i = l j = l 
m n 
= 2]<(|)(tj) , x : > = ^ < x . , v ( t . ) > , 
j = l i = l 
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where the last equation follows from the relation <K(s,t)x,y> 
= <x,K(s,t)y>,which is a consequence of K being of positive 
type. In any case, this implies that ((f) (s) , v (s) ) is in­
dependent of the representation of either <j> or v. It follows 
from this that (• , •) is well defined. 
We now show that (•/•) satisfies the axioms of an 
inner-product. It is clear that (•,•) is both bilinear and 
symmetric. In addition, by the positivity of K, (•,•) is 
non-negative. Suppose now that ($ (s) (s) ) = 0 . Since the 
C a u c h y - S c h w a r z inequality is valid for (*,*), we have for 
any xeH and any teT 
0 < |«f>(t) ,x>| 2 = | ((f> (s) ,K(s,t)x) | 2 
< ((J)(s) ,<j>(s)) (K(s,t)x,K(s,t)x) = 0 
from which if follows that (•,•) is positive definite. Thus 
with (•,•), H q is a pre-Hilbert space. Let H denote the 
completion of H Q. 
We may embed H into H by identifying x->-K(s,e)x = 
C(s)x. Since (K(s,e)x,K(s,e)x) = <K(e,e)x,x> = <x,x>, the 
embedding is an isometry. Henceforth, H will denote the 
image of this identification. 
If P = P H is the orthogonal projection of H onto H, 
P K(s,t)x = K(s,e)K(e,t)x = K(s,e)C(t)x. 
That this is true can be shown by observing that for every 
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(F>£H0and V E H , 
( P V - V , < F > ) = 0 . 
We now define C :r->L(H 0) by 
C(s') (K(s,t )X ) = ~ ( K ( s , s " t ) X + K ( s , s ' * t ) X ) . 
Direct calculation shows that for d>,veH 
o 
(C(t)CJ),v) = (CF),C(t)v) 
so that, since H Q is dense in H, if (F> = 0 , it follows that 
C(t)CF) = 0 . That is to say that C(t) is well defined for each 
teT. 
We note that 
C(e) ( K ( s , t ) X ) = ~K(s,et ) X + ~ K ( s , e * t ) X = K(s , t ) X 
so that C(e) = I. 
Now for a function cf>(s) = K(s,t ) X we obtain 
2C(v)C(u") ( K ( s , t ) X ) = ~ ( K ( s , v y t ) X + K ( s , v * y t ) X + 
K(s,vy*t ) X + K ( s , v * y * t ) X ) = (C(vy) + C (v*u)) ( K ( s , t )X ) 
so that C satisfies (i) and (ii) of Definition 2.1.2. We 
observe that at this point we make essential use of the com-
mutativity of r . 
In order to complete the proof, we need only show that 
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prC(t) = C(t). But we have 
prC(t) (K(s,e)x) = PH(i-K(s,t)x + i-K(s,t*)x) = 
K(s,e) (~K(e ,t)x + i-K(e,t*)x) = K(s,e)C(t)x, 
and this completes the proof. 
Definition 2.1.7 Let X be a Banach space and C:3R-»-B(X) . 
C is said to be a cosine operator function provided C satis­
fies 
(a) 2C(s)C(t) = C(s+t) + C(s-t) 
(b) C(0) = I. 
Cosine operator functions have been extensively stud­
ied, as was mentioned in the introduction. 
Definition 2.1.8 Let C(t) be a family of operators in 
B(H) on a Hilbert space H. If there is a Hilbert space H 
containing H and a cosine operator function C(t) in B(H) sat­
isfying 
C(t) = prC(t), 
then C(t) is said to be a generalized cosine operator function. 
As a consequence of Theorems 2.1 . 6-2.1.7, we have the 
following: 
Theorem 2.1.8 Let CzIR+BfH) satisfy 
(a) C(0) = I, C(s) = C(-s) 
(b) K(s,t) = i ( c(s+-t) + C(s-t)) is of positive type, 
then,C(t) is a generalized cosine operator function. In 
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addition, if the dilated operator C is self adjoint, then 
conditions (a) and (b) are necessary. 
Proof: We need only take r = HR and "*" as the addi­
tive inverse in Theorem 2.1.6. We note that it is possible 
to have unbounded cosine operator functions so that without 
further hypotheses we cannot assume that C(t)eB(H). As an 
example of an unbounded cosine operator function, let P be 
an unbounded projection on the Hilbert space H and P^ = I-P. 
Direct calculation shows that C(t) = P c + (cos t)P is an un­
bounded cosine operator function. We have the following 
parallel to condition (c) of Theorem 2.1.5. 
Theorem 2.1.9 If the following inequality holds, then 
C(v) is bounded: for all { t 1 ( . . . . t } C r and {x,,... (x M}CH, 
i n i n — 
n 
y^<(K(ytj,vti) + K(v*t;.,vti) + K(vt j,v*t i) 
+ K(v*t.,v*t.))x.,x.> 
n _ 
< M T <K(t. ,t. )x. ,x.> 
Li,j=l J 
Proof: Direct calculation yields 
i n 
||C(v)i;K(s,ti)xi|| - ± £ <(K(vt j,vt i) + K C v t ^ v * ^ ) 
i,j=l 
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+ K(v*t.,vt.) + K(v*t.,v*t.))x.,x .> 
3 i 3 l l' 3 
n 
^ ( t ^ t . J x ^ x . ^ ^ K ( s , t i ) x i 
i,j=l 
We will see later that even with the apparent artificiality 
of the hypothesis of Theorem 2.1.9, it is, in fact, satisfied 
for the case of principal interest. We will need the fol­
lowing later. 
Lemma 1.1.1 Let C(t) and C(t) be as in Theorem 2.1.8, 
then the following are true: 
(a) If C(t) is weakly continuous, then C(t) is weakly 
continuous 
(b) If eo-lim C(s+t)-C(s)
 e x i s t s f o r each selR, 
t+0 t 
then oj-lim C ^ - I exists. 
t+0 t-
Proof: (a) Consider lim<C(t)K(s,u)x,K(s,v)y>. By 
t^t 0 
direct calculation we have 
<C(t)K(s-,u)x,K(s,v)y> = i<K(s,u+t)x + i-K (s ,u-t) x, K (s , v) y> 
= i<{K(v,u+t) + K(v,u-t)}x,y> = i<C(v+u+t)x + C(v-u-t)x 
+ C(v+u-t)x + C(v-u+t)x,y> . 
So lim<C(t)K(s,u)x,K(s,v)y> = i<C(v+u+t n)x + C(v-u-t Q)x 
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+ C(v+u-t Q)x + C(v-u+t Q)x,y> = <C(tQ)K(s,u)x,K(s,v)y>, 
from which (a) follows. 
(b) We calculate 
< C ( t t
)
~
I
 K(s,v)x,K(s,u)y> = 
i<C(t)K(s,v)x,K(s,u)y> - i<K(s,v)x,K(s,u)y> 
i<C(v+u+t)x + C(v-u-t)x + C(v+u-t)x + C(v-u+t)x,y> 
~<C(v+u)x + C ( v-u)x,y> 
1 C ( \ m j + t ) - C ( v + u ) ^ . 1 C(v+u-t)-C(v+u) 
= _<_J x,y> + ~ - x,y> 
• l,C(v-u+t)-C(v-u) ^ . 1 C(v-u-t)-C(v-u) 
+ < — x,y> + -r<~ - x,y> . 
* n- C(s+t)-C(s) . ^ -
 m C(t) So if co-lim -r exists for each seIR then w-lim 
, \— -X- \~ .!» W A » ^ . t A W X * %Jf W -U-V A A UU -I- .4-111 a 
t+0 t t + o 
exists. 
In ( 1 3 ) , Kurepa showed that every function C:IR-*B(H) 
satisfying 
(a) C(s) is a normal transformation 
(b) 2 C(s)C(t) = C(s+t) + C(s-t) 
(c) C(s) is weakly continuous in s, 
can be represented as 
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C ( t ) = Jcos f \ d E x . 
w h e r e i s a s p e c t r a l f a m i l y w i t h c o m p a c t s u p p o r t a n d i n t e ­
g r a t i o n i s t a k e n o v e r t h e c o m p l e x p l a n e . We now a p p l y t h i s 
r e s u l t t o o b t a i n s u c h a r e p r e s e n t a t i o n f o r g e n e r a l i z e d c o s i n e 
o p e r a t o r . 
T h e o r e m 2 . 1 . 1 0 L e t C:IR+B(H) s a t i s f y t h e f o l l o w i n g : 
(1) C ( 0 ) = I , C ( s ) = C ( - s ) 
(2) t h e k e r n e l K ( s , t ) = ~ { C ( s + t ) + C ( s - t ) } s a t i s f i e s 
( a ) K i s o f p o s i t i v e t y p e 
n 
(b) ^ < K ( s + t j S + t i ) x i , x ; . > + 
i , j = l 
< K ( s + t . , t . - s ) x . , x . > + < K ( t : - s , t . + s ) x . , x . > + 
3 1 1 3 v 3 ' 1 ' i ' 3 
< K ( t . - s , t . - s ) x . ,x.>l< M F Y^<K(t. , t . ) x . , x .> ] , 
1 , 3 = 1 
t h e n C ( t ) h a s a r e p r e s e n t a t i o n g i v e n by 
< C ( t ) x , y > = Jcos\td<E^X,Y>. 
| |C ( t ) x | | 2 < Jcos2\td<Exx,x> 
F o r a l l x , y e H , w h e r e E^ i s a g e n e r a l i z e d s p e c t r a l f a m i l y w i t h 
c o m p a c t s u p p o r t , a n d t h e i n t e g r a t i o n i s o v e r t h e c o m p l e x 
p l a n e . I n a d d i t i o n , t h e s u p p o r t o f E ( - ) i s c o n t a i n e d i n t h e 
t w o a x e s o f t h e p l a n e . 
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Proof; By Theorems 2.1.8 and 2.1.9 the family can be 
dilated to a cosine operator function C(t) on a Hilbert space 
H containing H. In addition, since C(t) is symmetric and 
bounded (by virtue of condition 2b), C(t) is self adjoint. By 
Kurepa's result we have 
where E(-) is a regular orthogonal spectral family defined on 
the Borel sets of (f. However, since C(t) is self adjoint, 
cosXt must be real-valued on the support of E. This implies 
that the support of E is contained in ]RU inR. Now we have 
for x,yeH 
<C(t)x,y> = <P„C(t)x,y> 
cosXtd<P E,x,y > = #cosAtd<E x,y> 
where E(«) = P E(-). In addition, for xeH, 
||C(t)x 2
 = ||PHC(t)x||2 < 
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= ^cos 2Atd<E^x,x>. 
This concludes the theorem. 
£ ^ g ( t i , t j ) a j a . > 0 
We now will apply Theorem 2.1.10 to obtain a solution 
to the cosine moment problem. 
Theorem 2.1.11 Let f(t) be a real valued function of 
a complex variable. Then,a necessary and sufficient condi­
tion for f(t) to be representable as 
f(t) = y*cos(At)da(A) (1), 
t 
where a is a regular measure in the complex plane with com­
pact support, is that the following hold: 
(a) f (t) = f (-t) and f (0)9*0 
(b) The kernel K(s,t) = ~{f(s+t) + f(s-t)} satisfy 
(i) K is positive definite 
n 
(ii) ^ ^K(t j+s,t i+s) + K(t j-s,t i+s) 
Definition 2.1.9 Let E be an abstract set and g a 
function ExE+<f(IR) then g is said to be positive definite if 
for all finite sets {A,,A 0,...A } C E and {a 1 fa«,...,a }C<fc(3R) 
J . z n — l z n — T 
we have 
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< M 
_n _ 
K ( t . , t . , t . ) a . a . 
3 i i D . 
P r o o f : L e t u s f i r s t s h o w t h a t t h e c o n d i t i o n s a r e s u f ­
f i c i e n t t o g u a r a n t e e t h e r e p r e s e n t a t i o n ( 1 ) . L e t t h e H i l b e r t 
s p a c e H b e t h e c o m p l e x n u m b e r s w i t h t h e i n n e r - p r o d u c t g i v e n 
b y < a , b > = a b . W i t h o u t l o s s o f g e n e r a l i t y , w e m a y a s s u m e t h a t 
f ( 0 ) = 1 , a n d w e m a y d e f i n e C ( t ) ( a ) = f ( t ) . a f o r e a c h t e < f a n d 
e a c h a e J R . C l e a r l y , C ( t ) s o d e f i n e d s a t i s f i e s t h e c o n d i t i o n s 
o f T h e o r e m 2 . 1 . 1 0 . T h u s , i f w e s e t a ( « ) = < E ( - ) 1 , 1 > w e o b t a i n 
w h e r e a s b e f o r e t h e s u p p o r t o f a i s a c o m p a c t s u b s e t o f 3 R U i ] R . 
T o s h o w n e c e s s i t y , w e n o t e t h a t o n 3 R = H , t h e m e a s u r e a 
d e f i n e s a g e n e r a l i z e d s p e c t r a l f a m i l y i f w e p u t E ( . ) ( a ) = 
a ( » ) * a . B y N a i m a r k ' s t h e o r e m ( 2 0 ) , t h e r e i s a H i l b e r t s p a c e H 
c o n t a i n i n g H a n d a n o r t h o g o n a l s p e c t r a l f u n c t i o n E o n H s a t i s ­
f y i n g 
f ( t ) = c p s X t d a ( t ) , 
p r E = E . a n d E ( A ) = 0 < — > E ( A ) = 0 . 
T h e o p e r a t o r C ( t ) g i v e n b y 
C ( t ) = I c o s X t d E 
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i s t h e r e f o r e a s e l f - a d j o i n t c o s i n e o p e r a t o r f u n c t i o n s a t i s ­
f y i n g 
p r C ( t ) = C ( t ) . 
C o n s e q u e n t l y by T h e o r e m 2 . 1 . 8 t h e k e r n e l K i s o f p o s i t i v e t y p e 
Now u n d e r t h e a s s u m p t i o n t h a t 
f ( t ) = fcosAtda(A), 
+ s ) + K ( t . - s , t . + s ) 
. j 1 
+ K ( t . + s , t i - s ) + K(t.-s,ti-s)J a ^ . = 
n 
^ {f ( t . + t.+2s) + f ( t . - t . ) + f ( t . + t . ) + f ( t . - t . - 2 s ) 
I 1 3 3 1 3 1 3 1 
i,j/=l 
+ f ( t . + t . ) + f ( t . - t . + 2 s ) + f ( t . + t . - 2 s ) + f ( t . - t . ) } a . a . 
x
 3 1 3 1 3 1 
j { c o s ( A ( t i + t j + 2 s ) ) + c o s (A ( t ^ + t _ . - 2 s ) ) } + 
i , j = l 
c o s (A ( t ; . - t i + 2 s ) ) + c o s (A ( t j - t i - 2 s ) ) + 
2 c o s (A ( t j + t ^ ) ) + 2 c o s ( A ( t j - t j L ) ) }da(A)J aj^a^ 
n 
{ c o s ( A ( 2 s ) ) c o s ( t . + t . ) + c o s ( A ( 2 s ) ) c o s ( t . - t . ) 
1 , 3 = 1 
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+ cos(t.+t.) + cos (t.-t.) }da (X ) l a.a . 
i i i i J 1 3 
n 
= ^ [ (1 + c o s (X (2s))) ( c o s ( X ( t . . + t i ) ) 
+ c o s ( X ( t ; . - t i ) ) ) d a ( X / J a i a : . 
< M s I " c o s ( A ( t . . + t i ) ) + c o s ( X ( t ; . - t i ) ) d a ( t ) J a i a j 
n 
, t i ) a i a J -, 
i f 3=1 , , . 
where M g is an upper bound for the continuous function 
1 + cos(X(2s)) on the support of a. This proves the neces­
sity of the condition (b). 
Theorem 2.1.12 We now consider the unbounded case. 
Let C(t) be a family of operators in B(H), and suppose that 
the following hold, 
(a) C(0) = I, C(t), = C(-t) 
(b) K(s,t) = i(C(s+t) i + C(s-t)) is of positive type 
(c) w-lim i{C(s+t) - C(s)} exists, 
t+0 z 
then there is a generalized spectral family E, whose domain is 
the Borel sets of the complex plane, for which, given x,yeH 
(2) <C(t)x,y> = j cos (Xt)d<E^x,y> 
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and 
(3) ||C(t)x||2 < J cos 2 (At)d<EAx,x> < °° . 
Proof: If C(t) satisfies (a) and (b), then, by Theorem 
2.1.8, we may dilate C(t) to a symmetric cosine operator func­
tion C(t) on fOH. if G = {i/2n : £,n = 0, ±1, ±2,...}, then by 
Theorem 2.1.3 we may represent, for teG and xeD(C(t)) 
(7) C(t)x = J<J> (A,t)dExx , 
where E is an orthogonal spectral function and <J>(A,t) is an 
E-measurable real-valued function. As in (13), substitution 
of (7) into (a) of Definition 2.1.7 yields, for t^,t 2eG 
(f)(A,t1)(f)(A,t2) = <})(A,t1+t2) + <})(A,t1-t2) - a.e. 
Now by Lemma 2.1.1 and condition (c) we have w-lim ^ 
t+0 
exists. From this we are able to conclude that 
C(2" n)-I 
x < M(x) teG 
so that 
n=l 
< J > U , 2 ~ n ) - 1 
o o 
d<E xx,x> | | [ c(2- n)-l] 
n=l 
X < oo , 
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from which it follows that 
n=l 
and from this 
^ |(})(X,2~n) - 1| 2 < »
 a.e.. 
( f > U , 2 ~ n ) + 1 a.e. 
From Lemma 4 of (14) , we are able to conclude that for almost 
all X and each teG, 
<j>(X,t) = | c o s ( £ U ) t ) • 
Where £(X) is an everywhere finite, E measurable function. 
By the weak continuity of the family C(t) (Prop. 1) we are 
now able to conclude that for every telR 
C(t) = Jcos(UX)t)dE x. 
By Theorem 2.1.4, we may make a change of variables to obtain 
C(t) = Jcos(Xt)dE x. 
If we now project onto the subspace H fwe obtain for x,yeH 
(2) <C(t)x,y> = Jcos (Xt)d<Exx,y> 
where prE = E. 
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S i m i l a r l y , 
| | C ( t ) x || 2 < | |C ( t ) x || 2 = J c o s 2 ( A t ) d < E x x , y > = J * c o s 2 ( A t ) d < E ^ x ,y> , 
w h i c h c o n c l u d e s t h e p r o o f . 
Theo rem, 2 . 1 . 1 3 L e t f:iR+<|: s a t i s f y t h e f o l l o w i n g c o n ­
d i t i o n s ; 
( a ) K ( s , t ) = f ( s + t ) + f ( s - t ) i s o f p o s i t i v e t y p e 
(b) f (0) 5 * 0 , f ( t ) = f ( - t ) 
.(c) f ' ( t ) e x i s t s f o r a l l t e l R , 
t h e n t h e r e e x i s t s a r e g u l a r p r o b a b i l i t y m e a s u r e a d e f i n e d on 
t h e B o r e l s e t s o f t h e c o m p l e x p l a n e ( w i t h s u p p o r t i n URUilR) 
f o r w h i c h 
f ( t ) = j c o s ( A t ) d a ( A ) . 
P r o o f : W i t h o u t l o s s o f g e n e r a l i t y , we may a s s u m e t h a t 
f (0) = 1 . Our i n t e n t i s t o a p p l y T h e o r e m 2 . 1 . 1 2 w i t h H = (£, 
< a , b > = a « b , a n d C ( t ) ( a ) = f ( t ) - a . C l e a r l y K ( s , t ) = 
~ { C ( s + t ) + C ( s - t ) } i s o f p o s i t i v e t y p e , C ( 0 ) = 1 , a n d C ( t ) = 
C ( - t ) . I n a d d i t i o n , b y c o n d i t i o n ( c ) w - l i m C ^ t + s ^ ~ c ( , s ) e x i s t s . 
t + 0 t L 
So by T h e o r e m 2 . 1 . 1 2 , t h e r e i s a g e n e r a l i z e d s p e c t r a l f a m i l y E 
w h o s e d o m a i n i s t h e B o r e l s e t s i n f o r w h i c h < C ( t ) a , b > = 
J*cos ( A t ) d < E ^ a , b > i f we s e t a (A) = < E X 1 , 1 > . We t h e n h a v e 
< C ( t ) l , l > = f ( t ) = J c b s ( A t ) d a ( A ) . 
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N o t e ; I f < C ( t ) x , y > = Jcos(Xt)d<E^x,y> i s s e l f -
a d j o i n t o r i f f ( t ) = J*eos ( X t ) d a ( X ) i s r e a l , t h e n c o n d i t i o n s 
( a ) a n d ( b ) o f T h e o r e m s 2 . 1 . 1 2 a n d 2 . 1 . 1 3 a r e e a s i l y s e e n to 
b e n e c e s s a r y . I f C ( t ) i s a w e a k l y m e a s u r a b l e c o s i n e o p e r a t o r , 
t h e n ( c ) a l s o h o l d s ( 1 3 ) . H o w e v e r , c o n d i t i o n ( c ) i s n o t n e c ­
e s s a r y a s t h e f o l l o w i n g e x a m p l e s h o w s . 
E x a m p l e 2 L e t f ( t ) b e t h e W e i e h s t r a s s f u n c t i o n g i v e n 
0 0 
b y f ( t ) = "~KTT c o s ( t 5 ^ ) ' t h e n f ( t ) i s n o - w h e r e d i f f e r -
e r e n t a B l e . H o w e v e r i f F ( x ) = ^ "~KTT 5 f * " " 5 ^ ' w i t h 6 g i v e n 
k = 0 2 
b y 
( 0 x < 0 
< S ( x ) = { 
( l x > 0 , 
t h e n f ( t ) = f c o s ( X t ) d F ( X ) . 
JTR 
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