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Abstract
Silicon strip detectors are fast, cost-effective and have an excellent spatial resolution.
They are widely used in many high-energy physics experiments. Modern high energy
physics experiments impose harsh operation conditions on the detectors, e.g., of LHC
experiments. The high radiation doses cause the detectors to eventually fail as a result
of excessive radiation damage. This has led to a need to study radiation tolerance using
various techniques. At the same time, a need to operate sensors approaching the end
their lifetimes has arisen.
The goal of this work is to demonstrate that novel detectors can survive the envi-
ronment that is foreseen for future high-energy physics experiments. To reach this goal,
measurement apparatuses are built. The devices are then used to measure the properties
of irradiated detectors. The measurement data are analyzed, and conclusions are drawn.
Three measurement apparatuses built as a part of this work are described: two tele-
scopes measuring the tracks of the beam of a particle accelerator and one telescope
measuring the tracks of cosmic particles. The telescopes comprise layers of reference
detectors providing the reference track, slots for the devices under test, the supporting
mechanics, electronics, software, and the trigger system. All three devices work. The
differences between these devices are discussed.
The reconstruction of the reference tracks and analysis of the device under test are
presented. Traditionally, silicon detectors have produced a very clear response to the
particles being measured. In the case of detectors nearing the end of their lifefimes, this
is no longer true. A new method benefitting from the reference tracks to form clusters
is presented. The method provides less biased results compared to the traditional anal-
ysis, especially when studying the response of heavily irradiated detectors. Means to
avoid false results in demonstrating the particle-finding capabilities of a detector are
also discussed.
The devices and analysis methods are primarily used to study strip detectors made of
Magnetic Czochralski silicon. The detectors studied were irradiated to various fluences
prior to measurement. The results show that Magnetic Czochralski silicon has a good
radiation tolerance and is suitable for future high-energy physics experiments.
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Chapter 1
Background
This work was done in the framework of the Compact Muon Solenoid (CMS) upgrade project.
The following sections give a short description of the LHC collider, CMS experiment, and CMS
upgrade as background information to the study.
1.1 The Large Hadron Collider
An event where two elementary particles collide, studied by observing the particles that are
produced in the collision, provides insights into matter being studied in modern high-energy
physics.
The Large Hadron Collider (LHC), located on the Laboratory of Particle Physics of the Euro-
pean Organization for Nuclear Physics (CERN) at the Swiss-French border, is the newest collider
that produces these primary events. The LHC is a circular particle collider with the circumference
of 27 kilometers, situated approx. 100 meters underground [1]. The protons arrive in the LHC
with the energy of 450 GeV from the Super Proton Synchrotron (SPS), which in turn is preceded
by the Proton Synchrotron (PS), the Booster, and Linear Accelerator (LINAC) which provides the
protons to the CERN accelerator system. Once the LHC reaches its design capacity, it provides
proton-proton collisions with up to 14 TeV of energy.
Circular accelerators use different kinds of magnets, to keep the particles in their desired cir-
cular path. The LHC accelerates particles in groups called bunches. Every particle in a bunch
must be of the same type and have the same electric charge and therefore they repel each other.
Focusing magnets in the collider keep the particle in the bunches in their desired orbits. Two
accelerated particle bunches, moving in opposite directions, intersect at pre-determined collision
points. A bunch crossing occurs once every 25 ns. There are 2× 2808 bunches of 1011 particles cir-
culating at relativistic speeds, and around 20 proton-proton collisions happen in a typical bunch
crossing. One single bunch can be collided hundreds of millions of times before the LHC must
be re-filled.
The protons are composite particles. The vast majority of the signals seen in the detectors
of the LHC experiments are caused by protons breaking apart in an uninteresting way — only
a small fraction of the signals that are seen represent particles produced at the hard collision
of two elementary constituents of a proton. The LHC is able to collide lead ions in addition to
protons, and one of the experiments, ALICE [2], was designed to study the physics questions of
such interactions.
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Figure 1.1: Illustration showing the subdetectors of the CMS experiment [3].
1.2 The Compact Muon Solenoid
The Compact Muon Solenoid (CMS) is one of the four large experiments at the LHC collider,
located at one of the eight collision points. The main components of the CMS are depicted in
Fig. 1.1. A large fraction of the recent Finnish contribution to CERN has taken place within the
CMS collaboration, and hence this section concentrates on the CMS experiment.
The interesting phenomena studied by LHC experiments are too short-lived to be detected
directly. Each decays into other particles at so-called primary vertex, which might decay further
into something else at so-called secondary vertices. High Energy Physics (HEP) experiments
measure the properties of these decay products and reconstruct the event in order to study the
properties of the primary particles. The particles that eventually make it to the actual detectors of
the LHC experiments are stable, or at least relatively long-lived, such as the muon (t1/2 = 2.2µs).
To be able to reconstruct the event, the experiments need to measure the momentum, energy,
point of origin and identity of the decay products. The momentum of a charged particle in a
magnetic field can be extracted from the curvature of its track, if the track is measured precisely
enough. The tracks can also be used to measure the position of secondary vertices. Reliable iden-
tification of secondary vertices even when they reside close to the interaction point, is important
for the identification of short-lived particles, such as B particles and τ leptons. This requires high-
precision positional information of the helix-shaped track when it has been extrapolated from the
tracker volume into the vicinity of the interaction point.
To match the speed and precision requirements at the LHC, the tracking detector of the Com-
pact Muon Solenoid experiment [4] (CMS) is made of fast silicon sensors. These detectors mea-
sure the position of the particle when the particle passes through the detector. To reconstruct a
track, several measurement points of each track and hence several detectors layers are needed:
Ten layers of strip detectors surrounding three layers of pixel detectors. There are a total of 15 200
strip detector modules in silicon layers with a total of 10 million channels, together with another
65 million channels in the innermost pixel layers, to keep channel occupancy low.
This tracker is surrounded by an electromagnetic calorimeter, a hadronic calorimeter, and
muon chambers. The calorimeters measure the total energy of the particles by stopping the par-
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ticles and measuring the amount of energy deposited to the calorimeter by those particles. The
tracker distracts the operation of the calorimeters since the initial energy of the particle is of in-
terest, not the one they have after a passage through the tracker. There is a trade-off between the
size1 of a tracker and the quality of the calorimeter results.
A hadron collider event is an ill-posed inverse problem: different initial particles can have
a similar mixture of end products. Usually only a small fraction of the interactions, such as
1/10 000 000 000 000, are interesting for a phenomenon being studied and a large number of such
interactions is needed to obtain the desired results.
A trigger system in the context of a HEP experiment is used to select the interesting interac-
tions that require detailed analysis. In the case of the CMS, only a fraction of the detector data is
initially processed. The first-level trigger causes all the detector data of the triggered events to be
read out and passed forward. Only events accepted by the high-level trigger are stored.
1.3 Future experiments
The radiation levels inside the LHC experiments are high, particle flux being above 106 cm−2s−1
for the tracker when the LHC is running at its design luminosity. Over time, the accumulating ra-
diation damage degrades the performance of the components of the CMS. The CMS components
have been designed to survive throughout the originally-planned lifetime of the LHC.
In the proposed LHC upgrade [5], the luminosity of the collider will increase further. This is
a relatively affordable way to allow a large number of new discoveries [6] to be made in the field
of high-energy physics without the need to build a new collider and the associated experiments.
In this Super-LHC (SLHC) era, the detectors of today’s tracker will no longer be a feasible
option as a result of the further increase in radiation levels [7]. The current strip detectors were
designed to withstand the fluence of 1.6× 1014 neq/cm2 [8] for the innermost part, while the flu-
ences foreseen for the CMS tracker at the end of the SLHC running vary from 2 × 1015 neq/cm2
for the innermost strip layer to 1.2× 1014 neq/cm2 for the outermost part [5]. The corresponding
fluence for the innermost part of the pixel tracker would be 1.5 × 1016 neq/cm2. Therefore, re-
search studying radiation-tolerant silicon detectors that could be used as detector material in the
trackers of the future experiments are needed. Characterizing prototype detectors and demon-
strating that they can be used to find particles after being exposed to high radiation doses are
two important steps in that research.
The radiation tolerance of the front-end electronics is also an issue [9, 10]. The increasing
occupancy of the silicon strip detectors needs to be taken into account: the channel occupancy
of the present detectors would be too high in the fluencies that are foreseen. Consequently, the
tracker would need to be re-designed even if the radiation tolerance of the present detectors was
not a factor.
1 The particle loses energy when it interacts with the material that make up the tracker. The amount and type of
material is important, not the tracker volume itself. The actual sensors of the tracker form only a small fraction of the
total tracker mass.
Chapter 2
Introduction
The work presented in this thesis has its roots in High Energy Physics (HEP) experiments. A
large fraction of the work leading to this thesis was motivated by a radiation tolerance study
of strip detectors made of the Czochralski silicon material [11, 12, 13, 14, 15, 16]. This chapter
provides a brief introduction to beam testing and the detectors being tested. while the following
chapters limit the scope of discussion to the characterization of silicon strip detectors using highly
energetic particles and a reference measurement.
2.1 Detectors
A particle can be detected, if it interacts with the active detector material. The detectors stud-
ied here are solid state detectors that produce the primary signal via the ionization of material1.
Historically, gaseous detectors have dominated in the field of position-sensitive detectors. The
gaseous detectors can cover large volumes in a more affordable construction. On the other hand,
the active volume of solid state detectors is more dense and therefore provides more ionization
in unit volume. Gaseous detectors can respond to this challenge by easier production of propor-
tional counters. In other words, ionized particles can easily accelerate to high enough energies to
provide secondary ionization [17]. Usually, only electrons (not the gaseous ions) are allowed to
multiply, to keep the response linear. In solid state detectors, signal amplification in the detector
material would require very high electric fields and is usually not done. Solid state detectors are
usually fast compared to gaseous detectors, which can be important in high-luminosity colliders.
From now on, only solid state semiconductor detectors are discussed.
The solid state detector materials can be divided into compound materials, such as gallium
arsenide, and single-element materials, such as silicon or germanium. Silicon is the dominant
detecting material. Many of the other materials have their benefits, but in the end silicon is easily
available at a decent price and in position sensing the other materials do not show clear benefits
that would justify their usage, although single-crystal diamonds [18] are being studied because
of their possible benefits in terms of radiation tolerance.
A silicon detector is not made of plain silicon. There is bulk doping of the order of 1013 cm−3
in the bulk. In addition, the terminals are doped to concentrations exceeding 1016 cm−3, and
therefore are orders of magnitude higher. The silicon detector is a diode: one of the terminals is
n-type, the other is p-type. During operation the diode is reverse biased. There is a large electric
1A cautious reader might notice that the word usually is abundant in this text. This is since there are exceptions to
almost all the statements made here. In this particular case, the detector material does not always have to be ionized to
detect a particle when, eg., Cerenkov light or scintillation is used for detection. This footnote does not claim that there
would not be ionization in those detectors, but it merely gives an example statement which is not strictly true but good
enough in this context.
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Figure 2.1: Illustration of a silicon strip detector (top) glued and bonded to readout chips
(below) via a pitch adapter. This partially shown detector is a prototype of the barrel part
of the tracker of the CMS experiment.
field, of the order of kV/mm inside the active material and almost no current flowing through
the diode as it is reverse biased.
A simple and commonplace configuration is to segment one of the sides of the disk into many
unidirectional strips (Fig. 2.1). Each strip acts as a separate sensor. Each individual read-out strip
is connected to the bias voltage generator via a bias resistor (Figure 2.2). In addition, there are
often [19] guard rings in the wafer surface around the active area of the sensor (Figure 2.2) to
reduce the noise resulting from wafer edge currents. Sometimes the detector geometry is more
complicated. It is possible to segment both sides of the detector [20, 21] or put terminals inside
the bulk [22]. Non-unidirectional strips [23] and other geometries [24] have also been proposed.
A particle ionizes a fraction of the active volume of the silicon and leaves approx. 80 electron-
hole pairs per µm behind. The acquired charge is collected to the terminals of the detector by
the electric field created by the external bias. The most common particle detector is an n-type
detector, where the p+ terminal of the pn junction is segmented and used for position sensing,
the bulk is n-type, e.g., doped with donors, and the backplane of the detector is n+ doped. In an
n-type detector, the backplane is more positive and holes are collected into the read-out strips. It
is also possible to use the positive terminal for readout [25]. In p-type detectors the n-type strips
collect electrons instead of holes, and compared to the more common n-type detectors the bulk
doping and the direction of electric field are inverted.
While the charge is being drifted toward the detector surface, it also diffuses perpendicular
to the plane due to Brownian motion. The magnetic field and tilt of the initial track can affect
the shape of the acquired charge distribution. Capacitive coupling between the strips also affects
the amount of charge present in nearby strips. Because of this capacitive coupling, not all strips
need to be read out. Strips that are not read out are called intermediate strips [26]. Because of
these effects, the induced charge can be shared to more than one read-out strip and the initial
position of ionization can be interpolated and the resolution of the detector can be better than
that suggested by the distance between read-out strips.
The moving charge carriers also induce crosstalk current to nearby strips by electric cou-
pling [27]. This phenomenon could be used for data acquisition [28]. These signals sum to zero
when integrated over the charge carrier drift time, and are not interesting in the applications
discussed here.
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Figure 2.2: The corner of a silicon strip detector. Bias is fed from the bias ring via megaohm
resistors. There are guard rings around the active area of the detector. The purpose of the
guard rings is to absorb the leakage current at the detector edges. Square-shaped test pads
are connected directly to the strips. The oval-shaped, interlaced pads are bonding pads.
These pads are capacitively coupled to the strips collecting the charge [29].
In addition to the particle-induced signal discussed above, electron-hole pairs are also spon-
taneously generated in the detector material. This charge is collected by the detector and appears
as Gaussian noise in the readout. The amount of pileup noise can be reduced by making the
amplifier fast. However, increasing the amplifier speed without increasing the available power
increases the noise in the amplifier. Therefore, the noise properties of the detector affect the re-
quirements imposed on the read-out electronics.
The detectors studied in this work are 300µm thick AC-coupled single-sided strip detectors.
The processing of the detectors is described in [30]. Most of the detectors are made of n-type
magnetic Czochralski silicon, though p-type detectors are also studied and detectors made of
float zone silicon are studied for the sake of comparison [31]. The detectors have 768 strips with
a pitch of 50µm. The active area of the sensors is approx. 3.9×3.9 cm2 [13].
Radiation damage
Radiation induces defects in the crystal lattice of a silicon detector. These defects modify the
behavior of the detector in unfavorable ways. First, these defects can act as recombination centers
that increase the leakage current and hence the noise. Second, the defects trap charge and hence
reduce the charge collection efficiency, i.e. the signal. In addition to reducing the signal and
increasing the noise, the defects also contribute to the effective space charge, which increases the
operation voltage. The increasing depletion voltage and leakage current make stable operating
conditions difficult to reach [32]. Irradiated detectors with n-type bulk doping undergo a type
inversion, also called space charge sign inversion (SCSI). If such a detector is partially depleted,
the low field region is found close to the read-out strips, which harms data taking.
One method for improving the radiation hardness of silicon devices is to incorporate oxygen
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Figure 2.3: Simplified illustration of a beam telescope. Strip detectors and an arrow rep-
resenting the collimated particle beam are shown. In the SiBT, the DUT’s are located in
the center of the telescope to minimize the impact point uncertainty of the reference track.
Only four references and one DUT are drawn here for simplicity.
into the silicon lattice, because oxygen reacts beneficially with the radiation-induced defects, thus
reducing the increase in the effective space charge concentration caused by the radiation [33].
Magnetic Czochralski detectors are being studied since the oxygen concentration of the mate-
rial can be adjusted. Additionally, the material has sufficiently high resistivity and is also used
outside the high-energy physics community and is commercially available at a competitive price.
In addition to material engineering, detector geometry engineering can also be used to tackle
the problem [34].
Another method to improve the response of irradiated detectors is to use forward biasing
to fill the above-mentioned traps together with a low temperature [35]. The low temperature
facilitates keeping the traps full and reduces the bias current through the detector to a tolerable
level. The filled traps modify the space charge of the detector bulk, which shapes the electrical
field in a way favorable to particle detection [36].
2.2 A Beam Setup
In a beam test, a beam of particles can be extracted from a particle accelerator to form a tightly
focused beam of particles with a well defined momentum and type [37]. These particles can
be delivered to a beam test setup to measure the response of particle detectors under test in
controlled conditions. The beam particles used are minimum ionizing particles, i.e., the energy
loss of the beam particles (dE/dx) resembles those that will be of interest in the HEP experiments,
too (Ch. 27 of [38]). The beam tests described in this study have been carried out at the H2
beamline at CERN Pre´vessing site, 225 GeV pions being the preferred test particles.
A beam setup contains layers of reference sensors, which are used to reconstruct the reference
tracks. In the beam setups that are discussed here the detectors are in succession, and each beam
particle passes through all the reference detectors. The reference detectors are single-sided sili-
con strip detectors. As such detectors do not measure the particle location in the direction of the
strips, the direction of the strips must be altered from layer to layer to obtain positional informa-
tion in all co-ordinates. Figure 2.3 contains a simplified picture of a beam setup with five layers.
The devices under test are usually located in the center of the telescope, where the positional
uncertainty of the beam particle tracks is at minimum.
The silicon detectors must be located in a light-tight container when in use. It is sometimes
beneficial to be able to control the ambient temperature and humidity of the detectors. It would
also be beneficial to be able to rotate the detectors when needed. Photographs of the actual setups
can be found in Figures 3.6, 3.7 and 6.1 on pages 15, 16 & 36. A beam test setup includes a trigger
system, which detects the arrival of the beam particles. One event is recorded whenever an
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Figure 2.4: In a cosmic setup, the particles arrive from all directions. This figure illustrates
the positioning of the FinnCRack detectors. In FinnCRack, the detectors and associated
electronics are located in so-called rods. The rods used at FinnCRack are prototype rods
of the outer barrel part of the CMS tracker discussed in, e.g., [39].
arrival particle is detected by the trigger system, unless the particle is vetoed. A typical reason
for vetoing a trigger would be that the readout system is busy processing the previous event.
Beam tests are also used to characterize other types of detectors in addition to those discussed
here.
Cosmic setup
It is also possible to use cosmic particles instead of accelerator generated ones. The main differ-
ences between these options are listed below:
• Particle beam availability is often limited, while cosmic particles are always available.
• The energy and type of particles in a beam can be chosen within the constraints of the
accelerator. Cosmic rays cannot be manipulated.
• The time of arrival of a beam particle can be known in advance; cosmic particles cannot be
predicted in this way.
• The particles of a beam are collimated. Cosmic particles have a large angular and positional
spread.
• The intensity of the beam setup can be chosen. The cosmic rays arrive at a pre-determined
rate of approx. 90 m-2s-1 [38]. Only a fraction of the cosmic rays can be measured as a result
of the angular acceptance of the setup, and the possible usage of timing and energy filters.
The cosmic particle rack discussed in this work is called FinnCRack. The name was chosen to
avoid ambiguity since a similar telescope has also been constructed at CERN. Some detectors are
placed side-by-side to compensate for the large angular spread of the cosmic particles (Fig. 2.4).
Chapter 3
Data Acquisition
This chapter briefly describes the electronics needed to read out a silicon detector. The focus is
tightly on the high-energy physics-oriented read-out systems described in the attached articles;
there are a number of other position-sensitive silicon detectors, such as those of a digital cameras,
which are not discussed here. First, the vital data acquisition components are discussed; practical
details of the actual apparatus are discussed at the end of this chapter.
The radiation hardness of the front-end electronics is an important question for future high-
energy physics experiments. The methods used to improve the radiation hardness of the elec-
tronics are different from those of the sensors and are studied separately. These issues have been
avoided in this study by bonding the read-out chips to the sensors after irradiation, and hence
the radiation hardness of the electronics is not discussed here.
3.1 Readout chip
When a minimum ionizing particle (MIP) penetrates a silicon detector, it generates a trail of
electron-hole–pairs along the path of the particle. Approximately 24 000 electrons are collected
by a good-quality fully depleted 300µm thick sensor in a typical event. The speed of the charge
collection depends on, eg., the bias voltage and detector geometry, and is typically around
100µm/ns. The majority of the signal is seen within nanoseconds [40]. After being collected
to the strips, this signal slowly fades away (Fig. 3.1).
The strip is typically capacitively connected to a charge-sensitive amplifier. The speed of this
amplifier is important for the performance of the system. All detectors produce noise in addition
to a signal. The noise causes the amount of charge seen in the amplifier input to vary randomly.
A noisy detector requires a fast amplifier to reduce this white noise. A fast amplifier is, however,
noisier than a slow amplifier. For the best results, the characteristics of the amplifier should match
those of the detector [41].
After amplification the signal goes through a pulse shaper. The output of the shaper needs to
be sampled at the correct point of time. There are some approaches to address this:
• The simple solution used, e.g., by the VA1 chip [42] of SiBT99, stores the sample into an
analog sample-and-hold circuit whenever the trigger (p. 8) arrives. This method requires
the response time of the trigger system to match the time constants of the preamplifier and
shaper. If the time constants are short, this might not be an option.
• The output of the shaper can be compared to a set threshold and the result of the compari-
son can then be stored. This approach is used mainly with a digital readout.
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Figure 3.1: Signal response to and infrared laser pulse of a reference diode and an irradiated
silicon test diode (being underdepleted) at various bias voltages measured using a TCT
setup [46]. Typical pulses will be longer at the output of the shaper of the readout chip.
• In the time over threshold method [43] the output of a shaper is compared to a predefined
constant, and the resulting bit is periodically fed into a shift register. The number of bits
in the register contain the charge information. The scale is, however, not linear and is
approximately logarithmic. The comparator and the shift register must be clocked at a
speed which is fast compared to the analog time constants described above.
• The output of the shaper can also be periodically stored to the analog memory, which can
be used to increase the time available for triggering. The APV25 chips [44] used in SiBT07
and FinnCRack utilize this method.
Using a synchronous chip in asynchronous conditions leads to excess jitter [45] in the timing
of the chip trigger, as the sampling takes place before the time of arrival of the particle is
known. This converts into a loss of signal, as the optimal sampling point is frequently
missed. If this is a problem and there is no need to store all the triggers, the issue could be
partially solved by actually sending the trigger to the front-end chip only when the trigger
timing is close enough to an actual sampling point.
The study of DUT properties is straightforward when the readout system delivers the analog,
linear response of the devices under test. Both the VA1 and APV25 chips used here fall into this
category. Other types of chips are mentioned for the sake of curiosity only.
The measurement data must be transmitted out of the chip. A common approach that is used
in all the chips used in this work is to serialize an event, i.e., transmit all the analog samples away
one by one.
The output of the asynchronous VA1 chip [42] is clocked externally. The token bits that select
the output channel must be fed to the chip separately. In the absence of a token, the VA1 outputs
are in a high-impedance state. This allows several chips to be read out through one serial line.
In the APV25 chip [44] of the CMS the measurement signals are also output serially. Unlike in
VA1, the order of the data in APV25 is non-consecutive [47]. This makes it possible to perform
a separate study of the correlations in the adjacent strip data and the correlation of subsequent
samples caused by the characteristics of analog transmission path. The APV25 packets comprise
synchronization bits, a digital header identifying the chip state at trigger followed by the analog
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Figure 3.2: The APV25 chip outputs its data in frames containing a digital header and analog
measurement data (left). Four separate frames are show, one being emphasized for clarity.
When there are no data to transmit, the chip periodically outputs synchronization marks
called tick marks (right).
samples. Both VA1 and APV25 packet lengths have a fixed length. The output of the APV chip
is shown in Fig. 3.2.
Chips doing data reduction must have a more complex data format. For example, the
ABCD3TA chip [48] used in ATLAS [49] compresses the data by sending the strip addresses of
strips with a signal above a threshold and in addition it indicates that the next strip was hit too
by applying only a single bit to the output stream. It also used daisy-chaining in order to fully
benefit from the variations in data packed lengths from chip to chip. In the possible future up-
grade of the SiBT, it would expand the possible uses of the device if the apparatus is designed in
a way which allows the easy digesting of the data format of other readout chips when a need to
read out those chips arises.
3.2 Supporting electronics
Readout chips need to be configured. The configuration of the analog part of the chip could
be implemented, e.g., via bias currents generated outside the chip (VA1 way) by supporting
electronics or via in-chip bias generators. In the latter case, the chip is initialized digitally, e.g.,
via the I2C bus in the case of the APV25 chip. The biases typically: 1) affect the gain of the system;
2) keep the signal in the linear range of the analog transmission path, and 3) affect timing. As
even a simple beam test setup contains dozens of readout chips or more, the ability to control
these bias currents remotely in a centralized manner is beneficial in system commissioning and
debugging.
The purpose of the rest of the readout chain is to transmit the signal to the analog-to-digital
converter (ADC) with minimal losses in signal quality. To maintain a good signal quality, it is
most important to avoid excess noise in the analog data. Some common sources of noise are
listed below.
• Noise in the bias voltage of the detector is picked up by the detector and translates into
excess noise in the measurement data.
• Ambient electrical noise is picked by the detector or one of the components of the trans-
mission path. The effect of noise picked by the transmission path on the data quality can
be reduced by amplifying the signal early on; the removal of the possible sources of such
noise helps too.
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Figure 3.3: Authentic online performance plots of SiBT07 depicting data while they are
being acquired. The same data are plotted from various points of view. Analysis details
are discussed in Chapter 4. The plots on the left show common-mode (CMN), pedestal-
subtracted pedestals and raw pedestal values (p. 18). Raw and CMN-subtracted noises are
shown on the right (p. 19). Interpreting these plots is not always straightforward. In this
particular case, two mini-sensors are being characterized.
• Noise in the power fed to the read-out electronics leaks to the measurement data. A wrong
voltage level can also show up in this way. The noise in these inlets could originate from
the power supply itself or could also be picked-up ambient noise.
Errors committed in biasing the system, and especially timing problems, such as ADC sampling
its inputs during the transition phase, can also appear as excess noise.
The signal levels output by the readout chip are rather small, few centivolts for VA1. In the
case of APV25 the data are also unipolar. Amplifying the signal in the vicinity of the readout chip
and transmitting it forward as a differential signal reduces the noise pick-up.
When interpreting the test results, it is usually important to know under which conditions
the test was done. The number that is acquired is often compared to another one, e.g., the signal
value of a novel detector is compared to that of a well-known one. Such a comparison makes
sense only if both measurements are carried out in the same way. If there are many factors affect-
ing the measurement result, it would no longer be possible to conclude whether the DUT differs
from the standard detector in the expected way as the differences seen could be explained using
other means too. As an example, if the voltage dependence of the noise is being measured, it
is important to monitor the temperature of the device under test since the noise could also de-
pend on temperature. The reliability of a measurement where some of the important parameters
remain unknown would be questionable.
To achieve reliable measurement results in this manner, it is beneficial to monitor and log the
important environmental factors affecting the measurement result. Having a good monitoring
system speeds up the measurement apparatus assembly, too, by speeding up the debugging
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Figure 3.4: Correlation plot: for each event, the strip number of each cluster in one refer-
ence detector is subtracted from the strip number of each cluster in a DUT detector and
a histogram is produced out of these differences (left). A similar histogram made out of
the same clusters is shown on the right. In the left-hand histogram, each cluster pairs
is formed from one event; on the right, there is an intentional offset in event numbers
between the detectors. Correlations between Detectors 0 and 3 (see page 33) are shown.
phase. The measurement results should be logged since there can be issues in the data that could
be explained by environmental factors that are not detected during data taking. Not having logs
forces data analyzers to speculate about the actual course of actions.
Sometimes the device under test needs to be read out using electronics different from those
used by the reference apparatus. When this is the case, the read-out systems need to be merged.
When that is not feasible, then the triggering of the two systems must be done in such a way
that the data of the two systems can be united later. One way to achieve this is to use a common
trigger system and ensure that all triggers are accepted by both systems. This approach is rather
straightforward if there is an easy way to ensure that the trigger system is aware of the dead-
times of both systems. Another way is to associate a unique identifier with each trigger and
make both systems attach those identifiers to the respective measurement data.
Online data processing
The purpose of online data processing is to ensure that the measurement system works properly
and that it is properly tuned. All the telescopes discussed in this work utilize online monitoring.
In online monitoring, the data are visualized (Fig. 3.3) while being acquired. This provides a
quick feedback loop and allows the operator to notice a large number of potential problems, such
as if a detector is not biased or the connection between the detector and the readout is lost.
The SiBT07 apparatus utilizes quasi-online analysis in addition to online monitoring. In quasi-
online analysis, recently written data are read from the disk and analyzed. This method produces
more delay compared to online analysis, but it has the potential to discover problems not seen
by online monitoring for two reasons: 1) it will capture corruption problems that occur in the
data path after the online monitoring tool has copied the data. A disk-full situation would be one
example of such a problem; 2) the analysis software can run more complex analysis on the data,
which allows it to notice a larger number of problems. If this quasi-online analysis produces the
expected results, it is likely that the more detailed analyses carried out later will also be able to
digest the data files.
An example quasi-online plot is shown in Figure 3.4. A peak in the histogram demonstrates
that a cluster in one detector can predict the position of a cluster in another detector. The corre-
lation is caused by the primary beam and the peak is a demonstration that the detectors respond
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Figure 3.5: A schematic diagram showing the main components of the particle telescopes.
The preamplifier, shaper, analog memory, and multiplexer discussed in the text are part
of the front-end chip. A fraction of the supporting electronics is usually located at the
front-end hybrids housing the read-out chips. See pages 5 and 15 for photographs of the
hybrids.
to the beam. The position of the correlation can be used to check that the detectors are (roughly)
aligned. This kind of histogram is easy to produce, but it requires the direction of the particles
that are arriving to be known in advance. The control measurement also shown in Figure 3.4 ex-
cludes the possibility of the peak that is seen being caused by clusters constructed around noisy
strips. The fact that the correlation peak differs between these two plots reduces the possibility
of the peak that is seen being an artifact. However, these particular plots do not rule out the
possibility of the peak being caused by cross-talk between readout channels.
During data taking, it is important to be aware of the potential problems that are not revealed
by the monitoring tools in use, especially if data are being discarded on-line.
3.3 Measurement apparatus
Three separate measurement systems are described in the attached articles: [I] describes the Sili-
con Beam Telescope (SiBT99); [III] describes the upgraded telescope (SiBT07) and article [II] de-
scribes the Finnish Cosmic Rack (FinnCRack) apparatus. The main components of the appara-
tuses are described below and depicted in Figure 3.5.
SiBT99 uses a VA1 [42] based readout. Each detector module is housed in its own light-tight
container (Fig. 3.6). Scintillators and so-called repeater cards that amplify the signal and provide
readout chip biases are also placed in the beam area. All the chips of one detector are daisy-
chained for readout and all detectors receive the same trigger and clock information from the
device control, which reduces the amount of cables needed between the beam area and operator
premises. The calculation takes place in a VME rack, which can be placed several dozen meters
away from the measurement apparatus itself. The device is rather compact (Fig. 3.6).
Unlike SiBT99, SiBT07 and FinnCRack utilize APV25 [44] chips. The front-end of the APV25
chip is fast compared to that of the VA1 and therefore is better suited to the study of noisy detec-
tors. The APV25 is synchronous (VA1 is not), which complicates either the data taking or the data
analysis. The chip is built with LHC experiments in mind. Neither the H2 beam of SiBT07 nor
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Figure 3.6: The SiBT99 apparatus. Each detector module (left) is housed in its own light-
tight container (center). The read-out electronics fit into one VME crate (right).
the cosmic particles are synchronized to the master clock of the measurement apparatus. There-
fore, either a trigger is assigned to the closest clock cycle or triggers are vetoed on the basis of the
phase of the clock. The former causes a fraction of the data to be sampled at a suboptimal point of
time, and the latter reduces the data rate. The devices are capable of both approaches, but so far
data quantity has been preferred over quality. In the case of FinnCRack the decision was made
because of the already-low trigger rate, and in the case of SiBT07 the decision was made in order
to minimize the amount of beam time used to calibrate the SiBT07 itself.
In SiBT07, the detector modules are built on top of plug-in modules that can be quickly in-
serted into a temperature-controllable container called the Vienna box (see Fig. 6.1 on p. 36). The
readout is implemented in the PMC modules, which are inserted into normal office PC’s in the
vicinity of the Vienna box. The amount of equipment and surface area needed by SiBT07 instal-
lation is large compared to the size of the Vienna box itself. This also slows down the installation
of SiBT07. The Vienna box can be utilized at temperatures above -25 ◦C. The lower limit is set
by the cooling power of the Peltier elements used and the amount of heat generated by the read-
out electronics when in use. If lower temperatures are needed, an additional Coldfinger box has
been constructed for SiBT07 use. This uses a three-stage Peltier element to cool the detector. The
lowest temperature achieved with this setup is -53 ◦C.
There are so-called Vutri cards attached to the backplane of the Vienna box. These amplify the
measurement data from the chip and convert them to differential form. They also regulate the
voltages to the readout chips. In the SiBT99 the corresponding boards are called Repeater cards.
In FinnCRack, the conversion of the signal from electrical to optical form takes place in the rods
(see below), making the length of the analog electrical data path only a few centimeters long.
The FinnCRack detectors (Fig. 2.1) are merged into superstructures called rods (Fig. 3.7) which
provide mechanical support and cooling and house additional electronics for optical data trans-
mission, chip calibration and monitoring of the environment. The rods of FinnCRack are similar
to those used in the outer barrel part of the CMS tracker. FinnCRack is placed into a cold chamber
when in operation. In Fig. 3.7 FinnCRack is shown in front of its cold chamber. The communica-
tion between the rods inside FinnCRack and the data-acquisition back-end happens using optical
fibers. The distance between these two can be large. In FinnCRack, the ambient temperature con-
trol is separated from the cooling of the rod components [50]. Temperature, humidity and coolant
flow monitoring are completely separated from the control, both in FinnCRack and SiBT07.
Each SiBT99 detector is housed in its own light-tight container, which is not temperature
controlled. When there is a need to lower the temperature, it is possible to replace one of the
containers with a “cold box”. Humidity is controlled with an adjustable nitrogen flow in the
Vienna box of SiBT07 and the cold box of SiBT99 and using an air drier (Donaldson ultrapac
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Figure 3.7: The FinnCRack apparatus. The detectors (Fig. 2.1) are merged into superstruc-
tures called rods (left). FinnCRack itself is in front of its cold chamber (right).
2000) in FinnCRack and hermetic sealing together with silica gel in the case of the SiBT07 cold
box.
The triggering of the measurement system, i.e., observing the arrival of the particles is done
using scintillators and coincidence units that produce a trigger only when all the sensors see the
arriving particle within a set time window. SiBT07 and FinnCRack are able to discriminate be-
tween the triggers on the basis of the phase of the 40 MHz system clock, in 1 ns resolution. The
large 1.4 m-long scintillating plates used in FinnCRack trigger have a high refractive index (1.6).
This leads to a large uncertainty in trigger timing that needs to be compensated. One way to
reduce the jitter is to benefit from the fact that there are photomultipliers at both ends of the scin-
tillators. Averaging the arrival times of the trigger pulses reduces timing uncertainties associated
with the length of the scintillators. It might be possible to extract positional information from the
time differences to further improve the apparatus.
The data of the read-out chips are amplified in all the setups and then transmitted to an
analog-to-digital converter (ADC). In FinnCRack, data are transmitted between the front-end and
read-out using optical fibers; in the other system the signal stays in electrical form throughout
the analog path. The use of fibers reduces the risk of noise pick-up. Each fiber has its own
analog gain, which must be taken into account and which therefore adds some uncertainty to the
absolute value of the signal strength. The ADC linear ranges are 12 bits (ROxi [51] of SiBT99), 9
bits (FEDPMC [52] of SiBT07) and 10 bits (FED9U [53] of FinnCRack) wide.
The SiBT99 readout performs the online clusterization of data. Pedestal and noise levels are
updated continuously using the exponentially moving average algorithm (EMA). The clusterizer
accepts strips where the signal and signal-to-noise ratio are above a threshold. Immediate neigh-
bors of such strips are also accepted. The clusters are then written to disk. In addition to the
signal, an SiBT99 cluster also carries information about the noise. FinnCRack is also capable of
online clustering. In the case of FinnCRack, a cluster only contains the cluster signal; the pedestal
and noise must be calibrated in separate pedestal runs if online clustering is used. To facilitate the
analysis, FinnCRack has thus far never been run with on-line data reduction activated. SiBT07
does not have on-line clustering as an option.
The SiBT99 read-out hardware is designed for that particular device, and comprises VME6U
boards digitizing and clustering the data. The data are then passed to storage via the VME bus.
SiBT07 is built on top of old CMS prototype boards, which are PCI Mezzanine Cards which are
housed inside normal office PCs [52, 54]. That of FinnCRack is done using more recent versions
of CMS prototype boards. The FED9U read-out cards of FinnCRack feed their data to the VME
bus.
The VA1 chip calibration in SiBT99 is performed using trimmers, and the bias points are
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searched manually, using an oscilloscope and a screwdriver. The APV25 chips are biased digitally
using the front-end controller (FEC) board [55], which talks to several communication modules
(CCU) [56] using a token-ring like protocol. The CCU modules then relay the information to the
chips via the I2C bus. The latter approach is initially more time-consuming to set up, but the
calibration itself is fast, easy to carry out, and less prone to human errors.
The online data acquisition software of SiBT07 is based on the December 2005 version of the
corresponding CMS software [57]. The reason for using such an old version is the compatibility
with the old hardware. The quasi-online analysis is based on the CMS analysis software (Section
2.2 of [8]). Several modifications have been made to both software packages to make them better
suited for SiBT use. FinnCRack uses CMS software based data acquisition and analysis similar to
those of SiBT07 and one described in [58]. The SiBT99 software does not have a common ancestor
with the other two setups.
Chapter 4
Data Analysis
The objectives of test beam data analysis are to reconstruct the measured events and use the
reconstructed data to obtain the properties of the device under test.
Throughout this chapter, the assumption is made that the data to be measured have been
recorded using a linear analog read-out that does not do any on-line data reduction. In other
words, some SiBT99 issues are skipped in order to simplify the text.
The beginning of this chapter describes how the event is reconstructed. Then the focus moves
to the analysis of the device under test. These are handled separately to emphasize that mixing
the reference data and the measurement data should be done with care.
4.1 Reconstruction
The data seen by the read-out are a superposition of the actual signal, detector noise, and readout
noise. The sections below describe the steps needed to reconstruct the event, and also describe
some quantities that are interesting when the performance of the device under test is evaluated.
Pedestal
There is typically a constant offset in the raw analog data, called the pedestal. The existence of
the pedestal is due to the need to ensure that the output signal of the read-out chip remains in
the linear range of the read-out electronics. One of the first steps in the analysis is to subtract the
pedestal; in other words, to bring the gauge to zero when there is no signal.
A straightforward approach to pedestal correction is to calculate the mean value of each read-
out channel for an entire run, and use that as a pedestal which is then subtracted from the raw
data in pedestal subtraction.
The signals from particles being measured can make the pedestal values calculated using the
straightforward approach appear higher than what the true pedestal is. This possible bias can be
reduced by calculating a median value instead of a mean value. The bias can also be reduced by
excluding the clusters (see below) in pedestal calculation. Cluster removal requires the clusters
to be identified, which in turn can only be done after pedestal calculation. This leads to pedestal
calculation being iterative. It also introduces possible biases to the calculated pedestal value
caused by a failure to exclude a genuine cluster and the accidental removal of a fraction of noise
as a result of it being misidentified as a cluster.
Another method to remove the possible bias caused by particles being measured during
pedestal calculation is to ensure the absence of particles. This can be done, e.g., by separate
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Figure 4.1: Noise plots. Raw noise (left) and common-mode subtracted noise (center) cal-
culated with cluster exclusion algorithm and raw noise (right) calculated without cluster
exclusion. The noise values are standard deviations as described in the text, plotted sep-
arately for each strip in analog-to-digital converter units (ADC). The same dataset was
used to generate all these plots. The data of Detector 0 (see page 33) are shown. Detector
0 has 639 strips instead of 768 as the devices under test do; the last read-out channels are
floating.
pedestal runs, where the data acquisition system is operated in the absence of real particles. This
method avoids errors in pedestal calculation that are caused by problems in the cluster exclusion,
since no cluster exclusion is needed.
The pedestal values depend on external conditions, such as temperature, humidity, and oper-
ating voltages. These dependencies are usually not well known. The aim is to keep operational
conditions stable, but nevertheless the measured pedestal values are valid only for a limited
period of time. In short, pedestal runs need to be re-run periodically. Frequent pedestal runs
provide information on the stability of the measurement system. The possible errors in pedestals
caused by temporal offset can be avoided by using the data of the same run instead of a separate
pedestal run. It is possible to reduce the contamination of a particle-induced signal in pedestal
calculation, and avoid the possible error resulting from the removal of entries that are actually
noise by first reconstructing the tracks and then using the vicinity of a reconstructed track to indi-
cate the existence of a particle-induced signal in the calculation of pedestal values. This method
works only when one can be certain that there are no missed tracks in the data being re-analyzed.
It is usually assumed that the operating conditions do not change inside a run. Sometimes a
common mode (see below) distribution that is not centered around zero (Figure 3.3) can be used
to indicate the use of ill-suited values in pedestal subtraction. In SiBT99 analysis the assumption
of constant pedestal values is replaced with the assumption that pedestal values are drifting
slowly, and the pedestals are constantly updated during data taking. This approach reduces the
risk of the data acquired being biased as a result of the use of wrong pedestal values.
Noise
The noise can be sub-divided into common mode noise and readout channel noise.
The common mode noise is the noise component that is common to many read-out channels
in a single event. Common sources of common mode noise could be the mains phase picked by
the detector and ripple in the operating voltage of the read-out chip. The common mode should,
by definition, be calculated for a large number of strips. For practical reasons1 it should, however,
be calculated separately for each read-out chip, and in the event that not all the channels of that
chip are connected to the same detector, then the common mode calculation should be further
divided into groups of strips on the basis of where they are connected to. Strips that contain
1The read-out chips can pick common mode, too. There is no guarantee that all chips will pick the noise similarly.
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Figure 4.2: Zero-suppressed signal to noise ratios of one event, plotted separately for each
strip. The data of Detectors 0 (left) and 3 (right) are shown. Usually, there is one real
cluster present in an event. It is unlikely that all the clusters present in the Detector 3 data
would be responses to beam particles. The detector numbering is described on page 33.
particle-induced signals and non-working strips (p.25) should be excluded from the calculation
of common mode noise (Fig. 4.1). Since the common mode is a value specific to each event, it
must also be calculated during data taking and therefore separate pedestal runs cannot be used to
circumvent the cluster-exclusion issue. As the location of clusters is typically not known during
pedestal subtraction, the pedantic analysis of an event is an iterative process.
The simple case is when the common mode is constant in space. In other words, all the read-
out channels see the same phase and amplitude of this noise component. In this case the common
mode can be calculated as a median of pedestal-subtracted signals of participating strips.
Channel noise is noise that is specific to each read-out channel, and is introduced to the system
both by the detector and the read-out system. Often it is safe to assume that these sources of error
follow the Gaussian distribution. The noise level is calculated separately for each read-out chan-
nel, e.g., as a standard deviation of the common mode subtracted raw data. If separate pedestal
runs are not being used, then the exclusion of particle-induced signals needs to be implemented
(Fig. 4.1). Noise calculated without common mode subtraction is called raw noise.
There can be event-by-event correlations of channel noises as a result of, e.g., capacitive cou-
pling in the detector and cross-talk in the read-out chips and finite bandwidth in the amplifiers
of the serialized data in the analog read-out chain prior to digitization.
Clustering
In clustering, the measurement data are splitted into segments containing interesting parts of the
data. The purpose is to isolate those strips that contain information relevant to the measurement
of the particle position.
The traditional method of clustering is to first calculate the pedestal and noise levels of each
strip; when these are known, the measurement data are re-evaluated event by event, the common
mode correction is obtained, and then for each strip its pedestal and associated common mode
values are subtracted from the raw data. Data handled in this way are called strip signals here.
Then for each strip, the ratio between the strip signal and strip noise is studied (Fig. 4.2), and
clusters are formed according to clustering thresholds. A simple clustering method could be,
e.g., to form a cluster of a contiguous set of strips that have not been invalidated and all have a
signal to noise ratio (SNR) above a set threshold. In the SiBT99 the immediate neighbors of such
strips were accepted regardless, of their SNR.
4.1. RECONSTRUCTION 21
Bias[V]
0 100 200 300 400 500 600
Si
gn
al
 [a
rb]
0
2
4
6
8
10
12
14
16
18
20
22
detector with clustering analysis
detector with track-based analysis
IR-laser and silicon diode
Figure 4.3: Comparison of signal vs. bias voltage plots using various methods. The data of
Detector 7 (see p. 33) and scaled data of an MCz diode irradiated to the same fluence are
shown.
There are many more complex clustering methods in use. In the CMS, first the data acquisition
system reduces data with an algorithm where the acceptance of a strip depends on the charge of
that strip and of the charge of the four adjacent strips and a total of two separate discrimination
levels, leading to entities called Digis. During high-level triggering and analysis these digis are
then fed to a clusterizer that uses SNR values and a three-threshold algorithm to construct the
actual clusters. In the case of the CMS, the clusters can also be wide, and the simple approach
quoted earlier would not work well. The two-step process of producing Digis out of RawDigis
online and clustering the Digis later is a good way to handle the amount of data present in the
CMS tracker (p. 3).
The clusters can later be divided into track-associated and non-track-associated clusters using
a residual cut, i.e., based on how far the cluster centroid (see below) is from the track impact point.
Non-track-associated clusters2 are often called noise clusters. If the detector were used in track
building itself, a similar classification would follow via track pattern recognizing.
Track-induced clustering
In track-induced clustering, the cluster is defined as comprising the strips in the vicinity of a
reference track projected onto the detector surface. Track-induced clustering therefore requires
the track position to be known and is not well suited for cluster formation in all of the detectors.
If the error in the track position is not negligible, the width of the cluster must be chosen in such a
manner that the strips carrying a large enough fraction of the total collected charge are included
into the cluster with a high enough probability. The definitions of “large enough” and “high
enough” above depend on the goals of the research being carried out.
If the track error is small compared to one unit cell in the detector, then the cluster width
can be chosen to be such that the clusters resemble those acquired using SNR-based methods.
If this is done correctly, the acquired cluster signals are comparable to those of the traditional
methods, with the exception that the possible bias caused by the fact that only a subset of the
actual detector responses to particle-induced signal, namely those that pass the SNR cut, are
included. If the cluster size is set to be wide, then a larger fraction of the total collected charge is
seen. These results are not directly comparable to traditional clustering results, but they compare
2All clusters with a particle-induced signal are track-associated only if the reference system reliably finds all particles.
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Figure 4.4: Signal histograms acquired using track-induced clustering. The control mea-
surement is also shown. Noise data attached to the plots are calculated as RMS and func-
tion fit sigma of the control measurement. The data of Detectors 0, 3 and 11 (see p. 33) are
shown.
well to those obtained using measurements from a non-segmented detector. In other words,
this allows a comparison of the diode test results with those acquired using a real strip detector
(Fig. 4.3).
The track-based analysis allows another straightforward method to cross-check that the signal
that is acquired actually reflects the detector response to the particle being measured. In the
control measurement, clusters are formed as in track-induced clustering, with the exception that
the cluster of each event is formed around the impact point of the track of the following event3.
In short, the DUT and reference data have an offset in their event numbers. Plots produced in
this way will have the same beam profile and have the same amount of entries and are measured
at the same time as the track-induced clustering data. Differences in track-induced clustering
results and corresponding control measurement results are a strong indication of the genuine
detector response to the particle being measured (Fig. 4.4).
Hit point assignment
The next step in the reconstruction chain is the hit point assignment. In this step, the hit posi-
tion, as seen by the detector, is calculated from the data of a cluster. Some hit point assignment
algorithms can also estimate the precision of the acquired hit point.
In the center-of-gravity (CoG) method, the hit position is calculated as the mean of the strip
positions, weighted with the signal values of the strips. The CoG method works in a large number
of use cases. The reported precision of the measurement is sometimes scaled with the cluster
width. The aim in usually to reconstruct the hits with a precision better than the digital resolution.
In CoG, the effect of noise on the strips far away from the center is emphasized because of the
lever arm. Hence the proper selection of strips that form a cluster is important. Random noise at
the edges of a cluster can easily cause the precision to deteriorate.
The Eta method uses the data of only two strip to measure the cluster position: the strip with
the largest signal in a cluster and its largest neighbor. The position is calculated as the weighed
mean position of these two strips, weight being the signal of the strips in question. In the case of
a one-strip cluster, the hit position is the strip position. If the actual charge sharing in a detector is
small, the Eta method can outperform the CoG: the relevant positional information is coded into
the two strips studied by the Eta algorithm. Channel thresholds can be lowered in a clusterizer,
since the number of strips used for position estimation4 and hence noise sensitivity does not
increase.
3Events where spatial distance between two subsequent tracks is small compared to the track-induced cluster width
must be handled separately.
4Widening of one-strip clusters to two-strip clusters excepted.
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Figure 4.5: Positional distribution of clusters (right) and tracks projected to detector surface
(left) in a unit cell plot. The strip position is at x = 0.5. This detector (Det. 1, see p. 33)
does not have an intermediate strip.
The actual charge sharing between the two strips is not linear. Therefore, the reconstructed
hit positions do not usually follow a flat distribution inside the unit cell (Fig. 4.5). This systematic
error can be compensated using a calibrated version [59] of the hit point algorithm.
The first assumption behind the calibration is that the actual distribution of particles in a unit
cell is constant. Considering the width and shape of the particle beam compared to the detector
pitch, this is usually a good approximation (Fig. 4.5). The other assumption behind the calibra-
tion method is that the position reconstructed without calibration is a monotonously increasing
function of the actual hit position within the unit cell. If these assumptions are correct, then a cal-
ibration function can be calculated in such a way that the reconstructed positional distribution of
the reconstructed hit positions becomes flat. The calibration increases the noise sensitivity of the
system: the second assumption listed above does not always hold good as a result of noise. The
calibration may improve the resolution by correcting the non-linearities but could also worsen
the measurement as a result of the increased noise sensitivity.
Track reconstruction
In track reconstruction, a track is formed out of the measured hit points. There are several pos-
sible algorithms, such as the Kalman filter [60] and Road search. In testbeam-like environments,
an exhaustive search is also possible.
In the Kalman filter, first, a track candidate or several track candidates are constructed. Then
the track candidate is propagated through the telescope, layer by layer, and the track properties
are re-adjusted after each measurement. Once the construction is ready, the process is repeated
in reverse order to smooth the candidate. Finally, the track candidate is accepted if it fits the
measurement data well enough. Other acceptance criteria, such as the number of data points
used in the fit, can also be applied.
Typically, the purpose of the reference system is to find high-quality tracks, and to reach the
goal all the tracks that do not appear good are dropped. In SiBT07 data analysis, only those
events where the track candidate contained a hit from all the reference detectors were used in the
analysis of the device under test. The quality of the reference tracks was occasionally elevated by
using additional cuts on the tracks. The use of untypically wide clusters in track reconstruction
was occasionally prohibited, in order to minimize the probability that, e.g., δ rays would shift the
barycenter of the cluster. A χ2 cut is also used to filter out questionable tracks.
In track-induced clustering analysis it would, however, also be important to know which
parts of the device under test were not hit by a beam particle. In this case, not only should failed
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Figure 4.6: A simplified analysis flow. The mandatory steps are drawn in black, the optional
steps in cyan. See text for details.
track candidates be dropped but the system should actively seek non-reconstructable tracks, too,
and have a way of informing the user when the existence of a track in a certain area is unknown.
In the testbeam environment, where events are simple, the most straightforward filter is where
all the filtering takes place in event selection; the event is either fully usable or not usable at all.
Alignment
To reconstruct the reference track, one has to know the detector positions with an adequate pre-
cision. This can be achieved by, e.g., track-based alignment; position-sensitive detectors measure
their own position by comparing the detector response to the reconstructed track. Hit and Im-
pact Point (HIP) [61, 62] and Millepede [63] algorithms are used to align the CMS experiment;
the alignment of SiBT and FinnCRack is done using the HIP algorithm.
In track-based alignment, the actual position and direction of the tracks is not known. There-
fore the system needs to be constrained, e.g., by fixing the positions of some of the detectors [62].
If the system is overly constrained, the system does not align well. If the system is under-
constrained, the alignment does not converge. Track-based alignment has its challenges: the
detector physically has six degrees of freedom5, but the strip detector measures the hit position
in one6 co-ordinate only. In test beam environments, where the variations in track directions
are small, the alignment in the direction of the beam might not always be stable and could be
sensitive to minor errors in the reconstruction.
Work flow
The analysis begins with a pedestal run. Initially, the pedestal values are not known, and hence
it is not possible to use cluster exclusion code. To overcome this, “raw” pedestals are first cal-
culated without cluster exclusion, and the pedestal calculation step is then repeated with clus-
ter exclusion enabled (Fig. 4.6). The pedestals are marked as infrequent in Figure 4.6, since the
same pedestal values can be used for a large number of runs if the operational conditions do not
change.
Valid pedestals allow clustering and hit point assignment to be performed. Full tracking
requires alignment to have been done. Alignment is computationally heavy compared to the
5Real detectors can also bend, experience thermal expansion, and so on. These small effects are ignored here.
6The strip have a finite length, which restricts the hit position in another co-ordinate. The detector spawns a plane in
a geometrical way of speaking. The measurement takes place in that plane, which constrains the system, too.
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Figure 4.7: A signal height distribution (left) and a signal-versus-voltage graph (right). A
convoluted Landau and Gaussian function fitted to the signal height distribution is also
drawn. The data shown are from the barely working test Detector 6 (p. 33).
other steps, and it is typically done separately and the same alignment results are applied to
a large set of runs as long as the system is not touched. In a testbeam-like environment, it is
rather easy to accidentally touch the system in a way which makes the relative positions of the
detectors change significantly. In the case of SiBT, e.g., changes in temperature count as touching
the system. Track-based alignment requires tracking to be capable of being done. This is shown
as “preliminary tracking” in Figure 4.6.
Figure 4.6 does not contain some of the steps discussed earlier: The hit point assignment is in-
cluded into cluster construction. Similarly, noise calibration is included into pedestal calculation
and common mode noise calculation everywhere where a re-iteration of data is needed, initial
pedestal calculation excluded. One should notice that none of the mandatory boxes in Figure 4.6
contain noise calculation. Since noise is usually a key player in obtaining interesting results for
the devices under test, some of the optional steps are optional only with quotation marks.
4.2 Analysis of the Device Under Test
The objective of a beam test is often to demonstrate that a device under test can be used to find the
beam particles. Sometimes the objective of a beam test analysis is to obtain results which reflect
the properties of the device under test as well as possible, and are affected by the characteristics
of the measurement system as little as possible. The data analysis of a DUT differs somewhat
depending on the goal of the measurement. The text below concentrates on the latter goal, but
the former one is also addressed.
Event selection
Only a subset of the recorded events is used for analysis of the device under test. The inclusion
of events where there is no reference track or the reference track does not penetrate the DUT into
data the used to analyze DUT would make interpreting the results overly complicated.
It is beneficial to define the DUT properly. Let us assume that the properties of a detector
material are being studied, and that bonding, i.e., connecting the detector to read-out has not been
completely successful. The contribution of malbonded strips to the data should be masked out
in the analysis to ensure that the results reflect the research question. However, if the detector
properties caused the bonding to fail, the question of masking malbonded strips is no longer that
straightforward. Similar choices can also be faced with strips that underperform other ways.
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Figure 4.8: Landau distribution convoluted with various amounts of Gaussian noise (left).
The plot on right-hand side shows the fitted most probable values (MPV) of the simulated
data plotted in the histogram on the left-hand side.
The least-biasing way to address the problematic strips is to filter out both the measurement
data of those strips and the reference data associated with those strips. In other words, the data
of a masked-out strip should be removed in a way which prevents any contribution to noise,
cluster, and common mode construction. In addition, all the events where based on reference
track a masked-out strip would be expected to belong to a cluster should be masked out too, to
avoid, e.g., the biased measurement of detector efficiency (see p. 28).
Signal
The signal is the response of the detector to a beam particle. The initial response of the detec-
tor to the beam approximately [64] follows the Landau distribution [65, 66]. When the charge is
collected out of the detector, amplified, shaped, and otherwise modified as previously described,
Gaussian noise is added to this data [67] in the analog readout chain.
The signal value of a cluster is often defined as the sum of the signals of all the strips of
a cluster, after pedestal and common mode corrections. Sometimes the leading strip signal, or
the sum of the signals from those strips used in hit point assignment, is also used as the cluster
signal. The signal value of a cluster depends on the number of strips included in the cluster, and
therefore it depends on the clustering algorithm and on the clustering thresholds used.
When the signal response of a detector is being determined, a histogram of the measured clus-
ter signal values is produced. These histograms are often called Landau plots; see, e.g., Fig. 4.7.
A convoluted Landau and Gaussian function (LG) is then fitted to the histogram [66]. The sig-
nal value of a run is the argument of the fit function for which the value is at its maximum. The
amount of Gaussian noise affects the signal value acquired in this way (Fig. 4.8). This could cause
a small systematic error to the signal values if the amount of noise in, e.g., the readout varies.
If clusters from some events have been omitted, which could easily happen if, e.g., none were
found, the distribution no longer represents the true detector response to the particle (Fig. 4.7)
but a typical response when the response is above an acceptance threshold. If the event selection
described above is done properly, the existence of missing clusters should be included into the
results. Track-induced clustering avoids this problem. In SNR-based clustering, missing clusters
cannot be properly included into the cluster signal histogram prior to function fit and therefore
they must be addressed differently.
The signal values are measured in ADC units. Eventually, one sometimes wants to convert
the signal values to electrons. The conversion is straightforward if the response of the data ac-
quisition is linear and the coefficient can be measured.
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Usually the signal is calculated for track-associated clusters only. As a consistency check, it
is also beneficial to calculate the signal of non-track-associated clusters. The assumption behind
this check is that the signals of track-associated clusters originate from the particle being mea-
sured and the signals of non-track-associated clusters originate from noise tails. The distribution
of non-track-associated signals should not follow the Landau statistics. If the shape of the sig-
nal distribution of non-track-associated clusters follows that of the track-associated clusters (see
Figure 4.7) and especially if the MPV of the Landau corresponds to that of the track-associated
clusters, the detector might not be responding to the beam at all.
Noise
The noise is calculated separately for each readout unit (p. 20), and comprises detector noise and
readout noise. A noise of the readout front-end may depend on the input capacitance [44], and
hence the straightforward use of unbonded channels to estimate the readout contribution to the
measured noise can be biased.
Usually, the noise is assumed to follow the normal distribution. This assertion should, how-
ever, be verified before drawing conclusions about the noise values. Especially if the noise is
not Gaussian (Fig. 4.9), then reporting efficiency (p. 28), specificity (p. 28), and the actual noise
shape [67], in addition to the signal and the numeric value of the noise, are recommended.
The noise of an individual cluster is constructed of the noise values of the strips that belong
to that cluster. In a simple cluster-finding algorithm, each strip must pass an SNR threshold
to be included (p. 20). Assuming that the signal of the cluster is calculated as the sum of the
strip signals, the cluster noise could simply be the sum of the noise values of the cluster strips.
A cluster noise calculated in this way would be compatible with the cluster signal in the sense
that a corresponding SNR value would reflect the average SNR of one strip in a cluster. This
choice makes wide clusters appear more noisy than the narrower ones are. Therefore, increasing
the clustering thresholds would appear to lower the cluster noise, which might not be what is
wanted. An approach used by the CMS is to divide the sum of cluster strip noises by
√
Nstrips, to
make the cluster noise values comparable with the strip noise [66]. This is also the noise definition
of the SNR-based clustering results described here. One could also define the arithmetic mean or
another mean of the strip noises to be the cluster noise.
The noise is a property of a strip. However, sometimes it would be convenient to present the
noise of the whole detector as a single number. A common way to calculate the detector noise is
to calculate a detector noise from the individual cluster noises described above. It would also be
possible to calculate the detector noise from the individual strip noises. The conceptual difference
is that in a cluster noise-based approach the strips are weighted with the beam profile. In other
words, the higher the probability that a strip was part of a cluster accepted to the analysis, the
higher the weight of that strip in the calculated detector noise. This is good in the sense that if the
noise is compared to signal, then all the strips have contributed to both numbers with a similar
weight. When a non-clustering approach to data analysis is being used, the noise could also be
calculated as the standard deviation of the control measurement described on page 22.
Since there are several ways to calculate the detector noise, one should report the method used
to calculate noise in order to avoid the accidental comparison of incompatible numbers later.
Signal over Noise Ratio
The commonly-used signal-over-noise ratio allows the comparison of detector goodnesses from
setup to setup. If one can assume that the signal and noise levels are homogeneous in space and
that the noise is Gaussian distributed and the shape of the signal distribution is also known, the
SNR directly gives an impression of the goodness of the acquired data and the frequency of fake
clusters.
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Figure 4.9: The Gaussian-ness of noise using the Kolmogorov-Smirnov test, calculated sep-
arately for each strip. Values near one indicate that the common-mode subtracted strip
noise follows the Gaussian distribution. Detector 0 (see p. 33), shown on the left, has not
been irradiated and works well; Detector 12, in the middle, is an irradiated one, and is
considered to work. Detector 6, shown on the right, is not working properly (Fig. 4.7).
Signal-over-noise values can be calculated in a number of ways: first, there are many ways to
calculate the signal and many ways to calculate the noise. In addition, a SNR can be calculated
separately for each cluster and then generalized to the SNR of the detector, or one could first
generalize the signal value of a run and the noise value of a run and then carry out the division.
These methods produce somewhat different numerical SNR values.
Efficiency and Specificity
Efficiency is the probability of the detector recording the signal of the incoming particle. It is
defined as the probability that there exists a track associated cluster in the detector for a reference
track, where track-association is defined by a residual cut and the clusters are defined by the clus-
terization algorithm (p. 20). The measured efficiency depends on the residual cuts and clustering
thresholds used (Fig. 4.10). Typically, the efficiency of a working detector should be above 99%.
In track-based clustering (p. 21), efficiency and specificity cannot be measured, since all the
tracks have an associated cluster and all the clusters are associated with the reference track by
definition.
The efficiency depends on the parameters of the clustering algorithm. It would be possible
to tune the thresholds close to zero in a way which would produce reasonably high efficiencies
for a non-working detector at the cost of the detector being full of fake clusters, i.e., clusters that
originate from noise instead of the particles being measured. A way to overcome this problem
is to quote the positive predictive value (also called specificity and purity) of the clusters that
are found, the probability that a cluster that has been found is track-associated. Lowering the
clustering thresholds to an artificially low level increases the numerical value of the efficiency
(Fig. 4.10). However, it lowers the specificity and therefore the combination of these two numbers
is a superior estimate of the particle-finding capability of the detector compared to the use of the
efficiency only.
If a detector noise is Gaussian, a reasonably high signal-to-noise threshold ensures that there
are relatively few noise clusters, and therefore traditionally there has been no need to quote the
specificity. However, if the actual noise distribution is not Gaussian, then this assertion does not
hold good, and the specificity plot would serve as a warning sign in data analysis. Specificity is
not a standard performance number in the sense that it is usually not reported. The definition of
specificity quoted above has the problem that it is sensitive to the number of read-out channels
in a detector.
It would be convenient to have a single performance number that characterizes the particle-
finding capability of a detector. A super-efficiency would be useful, especially when plotting the
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Figure 4.10: Efficiency and specificity depend on the clustering thresholds. These example
plots demonstrate that the choice of thresholds does affect the results. Data from Detectors
0, 1, 4, and 10 are shown.
particle-finding capability of a detector versus its operating conditions. One possible candidate
is the multiplication product of the efficiency and specificity numbers. Defined this way, super-
efficiency would have the following characteristics: 1) for a good detector the number would
approach one; 2) for a non-working detector the number would be close to zero; 3) sensible
clustering parameters produce high values of super-efficiency. I would not, however, promote
the usage of super-efficiency defined this way, since efficiency and specificity are not symmetric;
a detector that finds particles with an efficiency of 90% and produces no noise clusters is worse
in many uses than a detector that finds all the particles and in addition produces one false cluster
for each nine correctly reconstructed ones. Super-efficiency defined in this way would be the
same in both cases.
Residual and Detector Resolution
The residual of a cluster is the positional difference of the reconstructed cluster position and the
reference track impact point projected onto the detector surface. The residual distribution is the
distribution of cluster residuals.
The residual of a run is the standard deviation of the residual distribution. Usually, a residual
cut is applied before calculating this residual. The use of a residual cut can be justified by arguing
that this limits the data to track-associated clusters only, and that random clusters far away from
the track center would have a large impact on the calculated residual. While the argument is
correct, there is a potential problem associated with this approach: when only clusters close to
the track position, in other words, those clusters that provide evidence of a small residual, are
allowed to contribute to the measurement results, falsely good-looking results can be obtained.
The problem associated with the choice of a residual cut is diminished if the same residual cut is
also used when calculating the efficiency (and specificity) numbers for that detector and publish-
ing them together. A narrow residual cut, which makes the residual appear “good”, lowers the
other two performance numbers.
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Figure 4.11: Residual distributions. In these plots a residual cut of 50µm was used to se-
lect the clusters included in the calculation. All the plots show the response of detec-
tor 1 (p. 33); the detector bias voltage and the choice of the cluster position estimator algo-
rithm varies.
A more common used approach is to fit a Gaussian distribution to the data, and to use the
function instead of the distribution to calculate the residual. The benefit of this approach is that it
is rather insensitive to the residual cut. There is no guarantee that a residual distribution would
actually be Gaussian distributed, though [40, 68]. Usually, this method works sufficiently well
and can be used to estimate the residual of the detector (Fig. 4.11). Sometimes the FWHM of
the residual distribution has been used [69], although that approach appears to be uncommon in
position-sensitive data analysis.
The resolution is the residual of that detector, where the contribution of the track uncertainty
has been corrected. If the track position and cluster positions are independent (correlation via
beam particle excepted), the detector resolution can be calculated as a quadratic difference of the
residual and the error of the impact point of the track, σm = (σ2r − σ2f )1/2.
The resolution of the detector can be expressed as a single number if all the clusters in that
detector are equally precise.
4.3 Summary of the analysis procedure
The aim of the analysis is to obtain the desired properties of the device under test. An easy way
to approach this is to discard all data that could lead to biased results as a result of the measure-
ment system. Typical examples are discarding data measured at times when the temperature or
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humidity would not have been stable or discarding data from events where the reconstructed
reference is bad or it is not certain that all the reference tracks in the event have actually been
properly reconstructed.
There are two targets in a beam test analysis:
• to characterize the detector properties
• to demonstrate the detector’s capability to act as a position sensitive detector.
The analysis must match the set goal. If detector properties are being studied, the SNR thresh-
olds should be as low as possible, or clustering should be abandoned altogether. Track-induced
clustering has several advantages over SNR-based clustering in the study of detector properties
and has smaller chances of producing biased results.
If detector operation is being demonstrated, SNR based clustering with a higher SNR cut level
should be used, to keep the specificity at a reasonable level; abundance of non-particle induced
clusters complicate track reconstruction. Studying efficiency together with specificity reveals the
problem in data associated with a wrong clustering threshold choice.
Data often need to be filtered. It is important to use the same filter to extract all the perfor-
mance numbers. Optimizing the cuts separately for each performance number might lead to a
wrong impression of the true performance of the device being characterized. This can happen
accidentally if the “cuts” are made when plotting data. Falsely good-looking results can also be
obtained if the data are skimmed in a way which hides real defects in the device under test.
Chapter 5
Measurements
As of summer 2010, four distinct measurement periods have been carried out using the SiBT07
apparatus. Test runs where only the operation of the SiBT apparatus itself was studied are not
included in that number.
The SiBT07 tests took place at the CERN H2 test beam area in Pre´vessin, France. Most of the
details in the following description are from the summer 2008 test run. Article [VI] concentrates
on describing the results of that particular test run, while article [VIII] contains a summary of
the results of all the runs. Summer 2008 is a typical SiBT beam period, and its flow of actions is
communicated below. The beam test periods of SiBT99 were also similar.
Similar measurements done using FinnCRack progress slowly compared to the beam tests,
because of the slow data acquisition rate. Like the beam telescopes, FinnCRack also requires
continuous supervision and regular maintenance. When the apparatus is switched on, the op-
erators need to be present and are frequently interrupted by the FinnCRack monitor. As the
data-acquisition can continue for weeks, this work-load introduces a price tag in man-hours to
the data acquired, and hence sets an upper limit to the amount of testing that can be done de-
spite the continuous availability of cosmic particles. It might be possible to reduce the workload
caused by the apparatus and thus overcome this limitation in the future. Regardless of the work-
load aspects, the need to have results ready by a pre-determined day limits the amount of data
that can be acquired using the cosmic setup.
5.1 SiBT 2008 beam period
The SiBT was installed in the beam area in July 8th, 2008 and disassembled almost 15 days later,
on July 23rd.
Overall, the tests proceeded smoothly and successfully. The SiBT had been upgraded in many
ways since the previous test. The maximum trigger rate was increased from its previous value
of 23 Hz to approximately 130 Hz. A previously unused slot of the Vienna box was successfully
put into use, allowing two DUT’s to be measured at the same time inside the box. The external
Coldfinger box was added to the measurement system. There was a novel temperature control,
monitoring, and logging applet and a detector bias voltage applet. Additionally, a larger amount
of condition data compared to previous tests was being automatically logged.
There were some obstacles during the data-taking period: two components, upgraded since
the previous test, were found to be mechanically incompatible; a critical part of the control ring
was destroyed during set-up by electrostatic discharge; a replacement control ring was found to
be incompatible with the rest of the setup; first attempt to fix the critical part failed; the readout
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power distribution became unstable; a readout computer ‘died’ as a result of a broken mother-
board capacitor; the upgrade in SiBT trigger rate caused a data-acquisition computer to become
unstable; an amplifier in one of the readout chains stopped working; the XY table that the setup
was located on partially stopped working, making it difficult to re-insert the setup into the beam
after it had been lowered for repairs or module exchange, and the limited availability of experts.
In addition to these, the SPS accelerator that provides the H2 beam had serious problems during
that time. The total SPS beam-off time during the test period was almost ten days.
5.2 SiBT 2008 measurements
Six of our DUTs were measured during the 2008 beam period: four magnetic Czochralski de-
tectors irradiated to various fluences and two float zone silicon detectors, one of which was not
irradiated. Two detectors belonging to another research program were measured during that
time, too [71].
Detector 10 (Table 5.1), which had the highest irradiation fluence, was measured in the
Coldfinger box, while the others were placed into the Vienna box.
The limited amount of data acquisition time available caused a few minor alterations to the
research plan; the runs of some detectors were shorter than originally planned, and only two
voltage scans were done on each device under test.
The temperature inside the Vienna box was too high to allow Detector 8 to be fully biased;
the leakage current was high enough for the device to experience a thermal runaway. Biasing
Detector 10 to the target voltage succeeded, as it was possible to cool this detector to colder tem-
peratures and the thermal connection to the heat sink was better in the Coldfinger box compared
to the case in the Vienna box. The measurements of Detector 10 were, however, harmed by
cross-talk between a data acquisition-related ethernet cable and the cable delivering the analog
measurement data away from the Coldfinger box (p. 15). This flaw was unfortunately not dis-
covered online, and caused the noise analysis of this detector to be challenging.
The verdict is that the data of four detectors are of high quality, and the two mentioned above
are usable with remarks. Despite the short runs, no data points needed to be discarded because
of insufficient statistics.
The analysis of the 2008 beamtest results published in [VI] was performed in the manner
Table 5.1: List of detectors discussed in this introductory part of the present study.
Detector Type Source Fluence Published
0 nFZ HPK 0 [III] & [70]
1 nFZ HIP 0 [VI]
2 nMCz HIP 0 [VIII]
3 nFZ HIP 1.0e14 [VIII]
4 nFZ HIP 2.2e14 [VI]
5 nMCz HIP 6.1e14 [VI]
6 nMCz HIP 1.0e15 N.R.
7 nMCz HIP 1.1e15 [VI]
8 nMCz HIP 1.6e15 [VI]
9 pMCz HIP 2.0e15 [VIII]
10 nMCz HIP 2.8e15 [VI]
11 nMCz HIP 2.8e15 [VIII]
12 nMCz HIP 4.9e15 [VIII]
HPK denotes a detector made by Hamamatsu Photonics K.K., HIP a detector made at the Helsinki Institute of Physics
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Figure 5.1: Efficiency (left) and specificity (right) of Detector 4, plotted separately for groups
of eight strips. A clustering method with the cluster acceptance threshold of 4.0 was used
to generate this plot.
described earlier in this thesis. A low signal-over-noise threshold was used in the cluster con-
struction, to reduce the risk of biased results such as those illustrated in Figure 6.2 and also in the
following chapter. Track-induced clustering was considered an experimental method at the time
this analysis was done and therefore only traditional clustering results were published.
5.3 Discussion
The devices under test performed as expected in the beam test, supporting the hypothesis that
Magnetic Czochralski silicon would be a suitable detector material for S-LHC use. The other
beam tests and analyses produced similar results. The detectors showed anomalies, e.g., low-
efficiency regions. These can all be explained by known errors in the DUT preparation.
The largest number of post-article discussions were on the resolution behavior of the irradi-
ated float zone detector (Det. 4 in Table 5.1). The data of this detector were thoroughly checked
and found to be correct. One possible trigger for those discussions was that the efficiency plot
of that particular detector was not present in Article [VI]. Those data, originally left out because
of a page limit and other reasons, are now visible in Figure 5.1. The efficiency of Detector 4 ver-
sus bias voltage behaves as expected: the efficiency is close to 100% when the detector is fully
depleted. A few of the strips show a poorer performance (Fig. 5.1).
A similar resolution-versus-bias voltage behavior can be seen in the other float zone detector
(Det. 1 in Table 5.1), too. Apparently, the resolution deteriorates towards the digital resolution
in the over-biased case since charge-sharing between strips, and therefore the possibilities of in-
terpolating the hit position diminish when the charge is collected more rapidly, despite the fact
that the total collected charge continues to increase. The resolution also worsens in the underde-
pleted case, since the signal level approaches the SNR cut, making all the clusters one strip wide.
The residual distributions in Figure 4.11 (p. 30) demonstrate this. This particular detector (Det. 4)
has experienced a type inversion (p. 6). In the underdepleted situation the holes drift through a
low or zero field on the way to the strips, which widens the charge cloud and makes the above
problem worse. In the barely depleted case, only a few events have clusters. In this case the
probability of the detector finding a cluster depends on the track distance from the closest strip.
In the analysis that appears as an improvement in resolution.
Chapter 6
Results
The results of this work can be divided into two parts; results involving the measurement appa-
ratuses and results acquired using the apparatuses.
6.1 The Telescopes
All three reference devices are able to measure particle tracks. The parameters listed in Table 6.1
are values obtained during device use. The trigger rate, low-temperature operation, and stability
of the devices could be further improved if there was enough need to justify the amount of work
needed to carry out those upgrades. The quality of the reference tracks is good enough to allow
the devices to be used as reference devices in the expected way.
SiBT99 is a rather space-efficient (p. 14) apparatus and its assembly is rather fast, assuming
that all of the components are properly functional. In contrast, the building blocks of SiBT07
and FinnCRack are meant for other uses and working with the setups is time-consuming; so
far the assembly of SiBT07 has always taken more than one full day. The number of cables and
other supporting equipment (Fig. 6.1) in the vicinity of the detectors illustrates the problem. One
poorly routed electrical wire is sufficient to ruin the measurement. The assembly of FinnCRack
Table 6.1: Comparison of the telescopes. Trigger rates are shown as averages over an en-
tire run. They depend on, e.g., the SPS spill structure for the beam telescopes and are
therefore approximate. The second low-temperature limit in case of SiBT07 refers to the
additional container (p. 15). Generally, the values reported here differ from those in the
articles because of improvements made to the systems since the articles were written.
Feature SiBT99 SiBT07 FinnCRack
trigger rate [Hz] 200 100 3
Reference track resolution [µm] 3.5 4.0 19
Track efficiency tracks100 triggers 90 65 6
Signal-to-noise ratio 29 29 35
DUT slots # 1 3 6
Reference area cm2 5.6×5.6 3.8×3.8 108×9.2
Low temperature limit [◦C] N/A -25/-53 -20
Synchronization to external devices easy complicated not done
The reference area of FinnCRack is not exactly square-shaped, and therefore the above table slightly overestimates the usable reference
area. The actual reference area of all the telescopes is reduced if the reference detectors are not inserted into their nominal positions.
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Figure 6.1: The SiBT07 apparatus: Detectors are assembled on octagon-shaped modules
(top left), which are insterted to the Vienna box (top right). A photograph of the assem-
bled setup is also shown in the lower part of this figure. The position of the particle
beam is shown in cyan color in the lowermost picture. These photographs have been
post-processed for clarity.
is even more slow, albeit straightforward, thanks to the assembly procedure being documented.
There is more tacit knowledge associated with the SiBT07 setup.
SiBT99 does online data reduction with hardware. This approach has its benefits, but it in-
duces the risk of permanently losing data. FinnCRack is able to work with and without online
data reduction, while SiBT07 always stores all the data. Considering the nature of these devices,
the benefits of storing all the measurement data outweigh the associated drawbacks. On the basis
of the experience acquired using these devices, the best system would be one where all the data
of all the devices under test were stored. To minimize problems associated with huge data files,
the data of the reference detectors could be clusterized online in the majority of the runs.
These apparatuses are complex; they are made by a small team and they are unique1 pieces of
hardware. Although they can produce proper data, infrequently appearing unresolved problems
remain in all these devices. This is unsurprising, considering the complexity and the amount of
testing done on the final systems. The direct consequence is that the devices need to be constantly
1There is another cosmic rack [45] similar to FinnCRack at CERN.
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Figure 6.2: Landau plots of Detector 3 (being underdepleted) data acquired using SNR cut
thresholds of 3 and 5 (left) and using track-induced clustering (center). Signal value (p. 26)
dependence of clustering threshold (right). The same data were used to obtain all the
curves. The control plot (p. 22) of the track-induced clustering is also shown in the center-
most plot.
monitored during data taking, to ensure the satisfactory outcome of the tests. In addition to on-
site shifters, offline data analyzers that can concentrate on the peculiarities of the data that are
collected and therefore have better odds of spotting the less obvious hardware problems during
beam time are also needed. This situation is unlikely to change, as discussions about re-building
SiBT07 have already begun.
The FinnCRack project also had other goals, in addition to reference track production, such as
usability as a CMS software development platform during CMS construction. These goals were
eventually not met.
The data analysis of the devices has been described in the earlier chapters. The analysis of
devices under test has repeatedly demonstrated that all the performance parameters listed here
need to be studied before any conclusions are drawn. Two examples demonstrating the impor-
tance of complete analysis, also in cases where only a subset of the results is interesting for the
particular research question, are described below.
• Figure 4.2 illustrates one example event with a large number of noise-induced clusters. The
signal-to-noise ratio and efficiency data appear to be what is expected. Omitting the study
of specificity and noise cluster signal distribution when such events appear frequently
might lead to a false impression of actual detector performances.
• The voltage scan results of Detector 6 (Table 5.1, p. 33) illustrated in Figure 4.7 show a large
signal value for large detector bias values. A more detailed analysis shows a different pic-
ture. There is no difference between the clusters associated with tracks and other clusters.
In addition, the existence of a track increases the probability of the formation of a cluster
only slightly. The increase in the “signal” with voltage is caused by an increase in noise.
The signal distribution happens to look Landau-like, as demonstrated by the function fit.
Clustering is done in signal-to-noise values, but the signal is plotted. Since the noise is not
uniform in space, the shape of the noise tail can imitate the Landau distribution and be
misinterpreted as a real signal. The fact that there are enough clusters to cause the statistics
of the signal plot to be at the expected levels is due to the fact that the noise is, in addition
to being non-uniform in space, also not Gaussian distributed in time. A careful analysis
reveals that Detector 6 does not work at, all despite the promising preliminary results.
It is generally known that if a decently high SNR cut is applied to the data, then only a few
noise-induced clusters remain in it. The above is true if the noise is correctly calculated and the
noise follows the Gaussian distribution. Those assumptions might, however, not always be true
(Fig. 4.9). Noise performance reporting in studies of radiation hardness is sometimes incomplete
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Figure 6.3: Signal (left) and noise (right) versus detector bias graphs. Detector 9 (p. 33) was
measured at a significantly lower temperature compared to the other ones, which might
have affected the noise behavior.
in the sense that the Gaussian-ness of the noise is not mentioned. On the basis of the limited
results of this study, noise being Gaussian should not be taken for granted.
In a low-SNR condition, the choice of clustering threshold may affect the measured signal
values: a high cut value causes the lower end of the actual cluster distribution to be discarded,
which results in the signal value appearing higher than it actually is. If the threshold is artificially
low, then the inclusion of noise may make the signal value appear higher than it actually is. This
behavior is illustrated in Figure 6.2, where detector 3 is biased with a mere fifty volts to emphasize
the artifact. If the clustering threshold is kept constant, then this can induce a systematic false
increase into the measured values. This possible bias in the measurement results can be avoided
by using track-induced clustering (TIC) instead of SNR-based clustering when charge collection
efficiency is of interest. Some biases in noise and common mode calculation can also be avoided
by the use of the TIC method.
There are many ways to calculate the key performance numbers, such as the signal, noise, and
SNR of a silicon strip detector, which produce slightly different numerical values. This should be
taken into account when comparing measurement results against other results.
Traditionally there has been a clear separation between signal and noise in the silicon detec-
tors, and questions regarding signal and noise have been straightforward to solve. When large
surface areas need to be covered, the increase can be achieved at the expense of a reduced signal
over noise ratio. When signals must be discriminated on the basis of their timings using multiple
samples, the price tag is a reduced SNR. The same happens when detectors are operated for long
periods in hostile environments that induce radiation damage in them. Therefore, understanding
the operation of detectors in low-SNR situations is important and will become even more so in
the future.
6.2 Radiation hardness of Magnetic Czochralski detectors.
Several strip detectors were measured in the test beam and their performance was characterized.
Most detectors are magnetic Czochralski strip detectors and differ in their irradiation levels. A
few float-zone silicon detectors were also measured. Most detectors were irradiated with pro-
tons, and some with a mixture of protons and neutrons. Both n-type and p-type detectors (p. 5)
were measured, most detectors being n-type. Some detectors were measured with both forward
and reverse biasing, but most were measured using the standard reverse bias setup only. The
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detectors were measured at temperatures around -20 ◦C, though it was not always possible to
reach that temperature because of problems in the cooling system. When forward biasing was
being used, the temperatures were lower, down to -53 ◦C. These measurements are discussed in
Articles [VI] and [VIII].
The results comprise the signal, the noise, the SNR, the charge-collecting efficiency (CCE),
resolution, and the efficiency of the detectors (p. 26–29). The CCEs were calculated by comparing
the measured signals to those produced by the unirradiated detectors. Sometimes the unirradi-
ated detector used in this comparison was measured using a different beam test period and at a
somewhat different temperature. The variations in temperatures may have affected the results
slightly; reference detector data indicate that the systematic errors as a result of this are likely to
be below 5%.
One important goal of the measurements is to study the feasibility of the detectors in future
HEP experiments. This means that the detector performance is particularly interesting in the
conditions in which the detectors of future HEP experiments will be operated. It is likely that the
Ubias of the detectors will be limited to 600 V in a future upgrade of the CMS experiment.
The full depletion voltage of a detector depends on the irradiation dose [72]. The full de-
pletion of the test detectors was typically above 600 V. Therefore it was not always feasible to
measure the behavior versus voltage up to full depletion. Sometimes even the target voltage of
600 V was not reached because of the thermal runaway [32] effect.
The results indicate that increasing fluence reduces the charge-collecting efficiency, as ex-
pected. Magnetic Czochralski appears to be a good candidate as a detector material; the detectors
can be fully depleted at 600 V until the dose of 6×1014 neq/cm2 (Det. 5 in Fig. 6.3) and have a CCE
of above 50% and a signal-to-noise ratio exceeding ten at least up to the dose of 1.1×1015 neq/cm2
(Det. 7 in Fig. 6.3). The so-called p-type detector, which collects electrons instead of holes, shows
some advantages over the standard n-type detector and should have similar characteristics at the
dose of 2 × 1015 neq/cm2 (Det. 9 in Fig. 6.3). Operating the detectors in forward bias mode has
some additional benefits over the reverse bias operation, and detectors irradiated to the dose of
5 × 1015 neq/cm2 (Det. 12) still produce a reasonable signal when operated in this manner. The
downside of using p-type detectors rather than n-type detectors lies in module production being
more difficult [73, 25]; the downside of forward-biased detectors lies in the fact that they need
to be operated at lower temperatures, -53 ◦C in this case, which causes the cooling system of the
experiment to be complicated.
Chapter 7
Summary
This thesis studies silicon strip detectors and the methods and equipment used to characterize
such detectors. Three measurement apparatuses are presented: two versions of the Silicon Beam
telescope and a cosmic rack. Hardware-wise, the two beam telescopes are rather different. The
benefits of both approaches are discussed.
Both beam telescopes have been successfully used to study novel detectors. The cosmic rack
is also capable of finding particle tracks and could also be used as a test bench in detector studies.
Because of the success of past beam tests FinnCRack was oriented to different goals. All these
apparatuses are unique instruments and are constantly being modified because of the changing
needs of the research motivating these telescopes. Examples of research benefiting from the data
of these devices are described in [74, 11, 12, 13, 71, 15, 16, 75]. The beam telescopes have, overall,
been success stories. FinnCRack did not fulfill all of its objectives as a result of being late.
Silicon strip detectors have been used as position sensitive detectors in a number of appli-
cations. This thesis studies the characterization of such detectors nearing the end of their oper-
ational life. Careful analysis of such detectors has revealed opportunities to improve the data
analysis itself. The data analysis of the silicon strip detector data typically follows the path de-
scribed in earlier chapters. The set of results that are typically reported — charge collection,
signal-to-noise ratio and efficiency — describe the performance of a detector well when the de-
tector is working well. When the detector is not working well, these performance numbers do
not always reveal it. This causes a risk of misinterpreting the true detector performance. The use
of track-induced clustering and complementing efficiency with specificity lessens the likelihood
of biased results.
Several Magnetic Czochralski silicon strip detectors were irradiated, up to the fluence of 4.9×
1015 1 MeV neutron equivalents per square centimeter. The post-irradiation performance was
then measured using the above-mentioned telescope. The beam test results indicate that the n-
type MCz-Si strip detectors can be operated with an acceptable SNR throughout the integrated
S-LHC fluence in the strip layers of the future CMS upgrade. Overall, the study on the feasibility
of Magnetic Czochralski detectors has been a great success.
The quality of the signal acquired can be elevated by using p-type sensors instead of the
standard n-type sensors, or by using forward biasing of the detectors instead of the standard
reverse bias. However, the engineering-related challenges present in these alternatives might
render the n-type reverse biased MCz detectors to most favorable solution.
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APPENDICES 45
List of Acronyms
AC Alternating current
ADC Analog to Digital Converter Here: Unit of analog data after acquisition
ALICE A Large Ion Collider Experiment One of the large LHC experiments
APV Analog Pipeline Version A read-out chip designed for the CMS tracker.
APV25 APV chip fabricated in the 0.25µm process.
CCU Communication & Control Unit Name of an integrated circuit used at CMS Tracker
CERN the European Organization for Nuclear Physics
CCE Charge Collecting Efficiency
CMN Common Mode Noise
CMS Compact Muon Solenoid One of the large LHC experiments
CoG Center of Gravity
CRack Cosmic Rack Name of an apparatus at CERN
DCU Detector Control Unit Name of an integrated circuit used at CMS Tracker
DUT Device Under Test
EMA Exponentially Moving Average
ENC Equivalent Noise Charge
FinnCRack Finnish Cosmic Rack A measurement apparatus
FED Front End Driver Name of a data-acquisition card
FWHM Full Width at Half Maximum
FZ Float Zone A method used to grow silicon crystals
HEP High Energy Physics
HIP Helsinki Institute of Physics
HIP Hit and Impact Point algorithm
HPK Hamamatsu Photonics K.K. Corporation producing, e.g., silicon detectors.
I2C Inter-Integrated Circuit A Communication bus standard.
IOV Interval Of Validity
LG Landau and Gaussian function Convolution of these two functions
LHC Large Hadron Collider
MCz Magnetic Czochralski A method used to grow silicon crystals
MIP Minimum Ionizing Particle
MPV Most Probable Value
PC Personal Computer
PCB Printed Circuit Board
PMC Pci Mezzanine Card Daughter board interface, an IEEE standard.
ROxi Read-out Cross Interface Name of a data acquisition card
SAH Sample And Hold
SCSI Space Charge Sign Inversion
SiBT07 Silicon Beam Telescope A measurement apparatus
SiBT99 Silicon Beam Telescope Another measurement apparatus
SLHC Super-LHC
SNR Signal to Noise Ratio
SPS Super Proton Synchrotron One of the particle accelerators at CERN.
TIC Track-Induced Clustering
TOB Tracker Outer Barrel Part of CMS Tracker
VA1 Viking Architecture 1 The name of a readout chip by Ideas ASA.
VME VERSA Module Europe A computer bus standard
VUTRI Very Ultimate Tracker Readout Interface Name of a PCB used in the SiBT
