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Abstract
We will characterize metacompactness, subparacompactness and paracompactness of subspaces
of products of two ordinal numbers. Using them we will show:
(1) For such subspaces, weak submetaLindelöfness, screenability and metacompactness are
equivalent.
(2) Metacompact subspaces of ω21 are paracompact.
(3) Metacompact subspaces of ω22 are subparacompact.
(4) There is a metacompact subspace of (ω1 + 1)2 which is not paracompact.
(5) There is a metacompact subspace of (ω2 + 1)2 which is not subparacompact.
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1. Introduction
Let ρ and σ be ordinals with the order topology. It is shown in [7, Theorem 4.10] that ifA
and B are subspaces of ρ and σ , respectively, then paracompactness, subparacompactness
and metacompactness of A × B are all equivalent. Being motivated by this result, it is
natural to ask whether these properties are also equivalent for all subspaces of ρ × σ . In
this paper, we show the results described in the abstract.
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We recall basic definitions and introduce specific notation from [4].
In our discussion, for some technical reasons, we always assume X ⊂ (ρ+ 1)× (σ + 1)
for some suitably large ordinals ρ and σ . Moreover, in general, the letters µ and ν stand
for limit ordinals with µ6 ρ and ν 6 σ . For each A⊂ ρ + 1 and B ⊂ σ + 1 put
XA = A× (σ + 1)∩X, XB = (ρ + 1)×B ∩X,
and
XBA =XA ∩XB.
For each α 6 ρ and β 6 σ , put
Vα(X)=
{
β 6 σ : 〈α,β〉 ∈X},
Hβ(X)=
{
α 6 ρ: 〈α,β〉 ∈X}.
cfµ denotes the cofinality of the ordinal µ. When cfµ > ω1, a subset S of µ is called
stationary in µ if it intersects all cub (i.e., closed and unbounded) sets in µ. Moreover
for each A ⊂ µ, Limµ(A) is the set {α < µ: α = sup(A ∩ α)}, in other words, the set
of all cluster points of A in µ. For convenience, we consider sup∅ = −1 and −1 is the
immediate predecessor of the ordinal 0. Therefore Limµ(A) is cub in µ whenever A is
unbounded in µ. We will simply denote Limµ(A) by Lim(A) if the situation is clear in
its context. In particular, assume C is a cub set in µ with cfµ > ω, then Lim(C) ⊂ C.
In this case, we define Succ(C)= C\Lim(C), and pC(α) = sup(C ∩ α) for each α ∈ C.
Note that, for each α ∈ C, pC(α) ∈ C ∪ {−1}, and pC(α) < α iff α ∈ Succ(C). So pC(α)
is the immediate predecessor of α in C ∪ {−1} whenever α ∈ Succ(C). Moreover observe
that µ\C is the union of the pairwise disjoint collection {(pC(α),α): α ∈ Succ(C)} of
open intervals of µ and that µ\Lim(C) is the union of the pairwise disjoint collection
{(pC(α),α]: α ∈ Succ(C)} of clopen intervals of µ.
Let κ be a regular uncountable cardinal and A⊂ κ . Assume a cub set Cγ is assigned for
each γ ∈A. Then, by the argument of [6, II 6.14], the diagonal intersection
1γ∈ACγ =
{
δ < κ : ∀γ ∈A∩ δ(δ ∈ Cγ )
}
is cub in κ .
A strictly increasing functionM : cfµ+ 1→ µ+ 1 is said to be a normal function for µ
if M(γ )= sup{M(γ ′): γ ′ < γ } for each limit ordinal γ 6 cfµ and M(cfµ)= µ. Observe
that, if cfµ> ω1, then two normal functions for µ coincide on a cub set of cfµ. Note that
a normal function for µ always exists if cfµ> ω. So we always fix a normal function M
for each ordinal µ with cfµ> ω. In particular, if µ is regular, then we can fix the identity
map on µ+ 1 as the normal function. Then M carries cfµ+ 1 homeomorphically to the
range ranM of M and ranM is closed in µ+ 1. Note that for all S ⊂ µ with cfµ> ω1, S
is stationary in µ if and only if M−1(S) is stationary in cfµ. For convenience, we define
M(−1)=−1.
Let µ and ν be two limit ordinals with µ 6 ρ and ν 6 σ , moreover M and N be the
fixed normal functions for µ and ν, respectively. Furthermore assume 〈µ,ν〉 /∈ X and
ω1 6 cfµ= cfν = κ . Define
1MN(X)=
{
γ < κ :
〈
M(γ ),N(γ )
〉 ∈X}.
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Note that stationarity of 1MN(X) in κ does not depend on the choices of the nor-
mal functions M and N , and 1MN(X) is homeomorphic to the closed subspace
{〈M(γ ),N(γ )〉: γ ∈1MN(X)} of X.
2. Metacompactness
A space Y is said to be metacompact if every open cover of Y has a point-finite open
refinement. A space Y is said to be submetacompact if, for every open cover U of Y , there
is a sequence {Vn: n ∈ ω} of open refinements of U such that, for every y ∈ Y , there is an
n ∈ ω such that {V ∈ Vn: y ∈ V } is finite. A space Y is said to be weakly submetaLindelöf
if every open cover of Y has an open refinement
⋃
n∈ω Vn such that, for every y ∈ Y , there
is an n ∈ ω such that y ∈⋃Vn and {V ∈ Vn: y ∈ V } is countable. Recall that a space Y
is said to be paracompact (subparacompact, screenable) if every open cover has a locally
finite open (σ -locally finite closed, σ -disjoint open, respectively) refinement.
The following is easy to see:
Lemma 2.1. The union of a point-finite (countable) collection of metacompact (screen-
able) open subspaces of a space is also metacompact (screenable).
In particular, the union of a finite collection of metacompact (screenable) open
subspaces is also metacompact (screenable).
For subspaces of an ordinal number, the following holds:
Lemma 2.2. Let Y be a subspace of ρ + 1 for some ordinal ρ. Then the following are
equivalent:
(A) Y is paracompact.
(B) Y is weakly submetaLindelöf.
(C) For every µ ∈ (ρ + 1)\Y with cfµ> ω1, Y ∩µ is not stationary in µ.
Proof. (A)⇔ (B) and (A)⇒ (C) are due to [1] and [2], respectively.
(C)⇒ (A) Assume that (C) holds and that Y is not paracompact. Put
µ=min{ζ 6 ρ: Y ∩ (ζ + 1) is not paracompact}.
It follows from the minimality ofµ thatµ is a limit ordinal andµ /∈ Y . Note that Y ∩(µ+1)
is a non-paracompact clopen subspace of Y and Y ∩ (µ′ + 1) is paracompact for every
µ′ <µ. Assume cfµ= ω. Then Y ∩ (µ+ 1) can be represented as the free union
Y ∩ (µ+ 1)=
⊕
n∈ω
(
Y ∩ (M(n− 1),M(n)])
of paracompact subspaces. So Y ∩ (µ+ 1) is paracompact, a contradiction. Next assume
cfµ > ω1. Then, by the assumption (C), one can take a cub set C in cfµ such that
M(C)∩ Y = ∅. Since Y ∩ (µ+ 1) is represented as the free union
Y ∩ (µ+ 1)=
⊕
γ∈Succ(C)
(
Y ∩ (M(pC(γ )),M(γ )])
of paracompact subspaces, it is paracompact. This is a contradiction. 2
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Theorem 2.3. LetX be a subspace of (ρ+1)×(σ+1). Then the following are equivalent:
(A) X is metacompact.
(B) X is screenable.
(C) X is weakly submetaLindelöf.
(D) For every 〈µ,ν〉 ∈ (ρ + 1)× (σ + 1)\X,
(a) if cfµ> ω1, then Hν(X) ∩µ is not stationary in µ,
(b) if cfν > ω1, then Vµ(X) ∩ ν is not stationary in ν,
(c) if κ = cfµ = cfν > ω1, then 1MN(X) is not stationary in κ , where M and N
denote the normal functions for µ and ν, respectively.
(E) For every 〈µ,ν〉 ∈ (ρ + 1)× (σ + 1)\X,
(1) if cfµ> ω1, then there is a cub set C in cfµ such that X{ν} ∩XM(C)∪{µ} = ∅,
(2) if cfν > ω1, then there is a cub set D in cfν such that X{µ} ∩XN(D)∪{ν} = ∅,
(3) if cfµ> ω1 and cfν > ω1, then there are two cub sets C in cfµ and D in cfν
such that XM(C)∪{µ} ∩XN(D)∪{ν} = ∅.
Proof. First note that (a) and (b) of (D) are equivalent to (1) and (2) of (E), respectively.
The implications (A)⇒ (C) and (B)⇒ (C) are obvious.
(C)⇒ (D) Assume that X is weakly submetaLindelöf and let 〈µ,ν〉 ∈ (ρ + 1)× (σ +
1)\X. If cfµ > ω1, then Hν(X) ∩ µ is homeomorphic to a closed subspace of X. So it
follows from Lemma 2.2 that Hν(X) ∩ µ is not stationary in µ. This shows (a). Similarly
(b) and (c) are satisfied.
(D)⇒ (E) Assume (D) and let 〈µ,ν〉 ∈ (ρ + 1)× (σ + 1)\X. It remains to show (3), so
moreover assume cfµ> ω1 and cfν > ω1. According to (a) and (b) of (D), there are cub
sets C′ in cfµ and D′ in cfν such that
M(C′)∩Hν(X)= ∅, (I)
N(D′) ∩ Vµ(X)= ∅. (II)
Fix a γ ∈ C′. Since 〈M(γ ), ν〉 /∈ X and cfν > ω1, it follows from (b) again that
VM(γ )(X) ∩ ν is not stationary in ν. So take a cub set Dγ in cfν such that
N(Dγ )∩ VM(γ )(X)= ∅. (III)
Similarly, for each δ ∈D′, using (a), we can take a cub set Cδ in cfµ such that
M(Cδ)∩HN(δ)(X)= ∅. (IV)
There are two cases to consider. In both cases, we will get contradictions.
Case 1. cfµ 6= cfν. We may assume cfµ< cfν. Put C = C′ and D =D′ ∩⋂γ∈C ′Dγ .
Since |C′| = cfµ< cfν, D is cub in cfν. We shall show
XM(C)∪{µ} ∩XN(D)∪{ν} = ∅.
Assume on the contrary that 〈α,β〉 ∈ XM(C)∪{µ} ∩ XN(D)∪{ν}. Then α ∈ M(C) ∪ {µ}
and β ∈ N(D) ∪ {ν}. Assume α = µ. Then it follows from 〈µ,ν〉 /∈ X that β 6= ν, so
β ∈N(D)⊂N(D′). By (II), we have β /∈ Vµ(X)= Vα(X), therefore we have 〈α,β〉 /∈X,
a contradiction. Hence we have α 6= µ, that is, α ∈M(C). Similarly we have β ∈ N(D).
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Then there is a γ ∈ C = C′ such that α = M(γ ). It follows from 〈α,β〉 ∈ X that
β ∈ Vα(X)= VM(γ )(X). Therefore we have β ∈N(D)∩VM(γ )(X)⊂N(Dγ )∩VM(γ )(X).
This contradicts (III).
Case 2. κ = cfµ= cfν. In this case, by (c), take a cub set E in κ which is disjoint from
1MN(X). Put
C =D = C′ ∩D′ ∩E ∩1γ∈C ′Dγ ∩1δ∈D′Cδ.
We shall show XM(C)∪{µ} ∩ XN(D)∪{ν} = ∅. Assume on the contrary that 〈α,β〉 ∈
XM(C)∪{µ} ∩ XN(D)∪{ν}. As in Case 1 above, we can show α ∈M(C) and β ∈ N(D) =
N(C). Then there are a γ ∈ C ⊂ C′ and a δ ∈ C ⊂D′ such that α =M(γ ) and β =N(δ).
It follows fromC ⊂E that γ 6= δ. So we may assume γ < δ. Then since δ ∈C ⊂1γ∈C ′Dγ
and γ ∈ C ∩ δ ⊂ C′ ∩ δ, we have δ ∈Dγ . By (III), we have N(δ) /∈ VM(γ )(X). This says
〈α,β〉 = 〈M(γ ),N(δ)〉 /∈X, a contradiction.
(E)⇒ (A) Assume that (E) holds and that X is not metacompact. Put
µ=min{ζ 6 ρ: Xζ+1 is not metacompact},
ν =min{η6 σ : Xη+1µ+1 is not metacompact}.
It follows from (2) (or (b)) and Lemma 2.2 that µ 6= 0. Similarly we can show that both
µ and ν are limit ordinals. Since Xν+1µ+1 is a non-metacompact clopen subspace of X, we
may assume X =Xν+1µ+1, µ= ρ and ν = σ . Note thatX is not metacompact, butXµ′+1 and
Xν
′+1 is metacompact for every µ′ <µ and ν′ < ν. Let M and N be the normal functions
for µ and ν, respectively.
Claim 1. 〈µ,ν〉 /∈X.
Proof. Assume 〈µ,ν〉 ∈X. Let U be an open cover of X. Take U0 ∈ U with 〈µ,ν〉 ∈ U0,
moreover take a µ′ <µ and a ν′ < ν such thatX(ν
′,ν]
(µ′,µ] ⊂U0. By Lemma 2.1,Xµ′+1∪Xν
′+1
is metacompact, so take a point-finite open refinement V of U with ⋃V =Xµ′+1 ∪Xν ′+1.
Then V ∪ {U0} is a point-finite open refinement of U . Hence X is metacompact, a
contradiction. 2
Claim 2. cfµ> ω1 or cfν > ω1.
Proof. Assume cfµ= cfν = ω. Then X can be represented as the union
X =
(⊕
n∈ω
X(M(n−1),M(n)]
)
∪
(⊕
n∈ω
X(N(n−1),N(n)]
)
of two open subspaces which are the free union of metacompact subspaces. Therefore, by
Lemma 2.1, X has to be metacompact, a contradiction. 2
Actually the following holds:
Claim 3. cfµ> ω1 and cfν > ω1.
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Proof. Assume cfµ = ω. By Claim 2, we have cfν > ω1. It follows from (2) that there
is a cub set D in cfν such that X{µ} ∩XN(D)∪{ν} = ∅. Since X can be represented as the
union
X =
(⊕
n∈ω
X(M(n−1),M(n)]
)
∪
( ⊕
δ∈Succ(D)
X(N(pD(δ)),N(δ)]
)
,
X is metacompact, a contradiction. So we have cfµ > ω1. Similarly we have cfν >
ω1. 2
It follows from Claim 3 and (3) that there are two cub sets C in cfµ and D in cfν such
that XM(C)∪{µ} ∩XN(D)∪{ν} = ∅. Since X can be represented as the union
X =
( ⊕
γ∈Succ(C)
X(M(pC(γ )),M(γ )]
)
∪
( ⊕
δ∈Succ(D)
X(N(pD(δ)),N(δ)]
)
,
X is metacompact, a contradiction.
(E)⇒ (B) In the proof of (E)⇒ (A), we have only to replace “metacompact” and “point
finite” with “screenable” and “σ -disjoint”, respectively. 2
Since subparacompact spaces are submetacompact, we have:
Corollary 2.4. Let X be a subspace of the product space of two ordinal numbers. If X is
subparacompact, then X is metacompact and screenable.
3. Paracompactness and subparacompactness
In this section, we characterize paracompactness and subparacompactness in the manner
of Theorem 2.3.
Definition. Two subsets F andH of a space Y are said to be separated if there are disjoint
open sets U and V in Y such that F ⊂U and H ⊂ V . We call this situation by “F and H
are separated by U and V ”.
The following are easy:
Lemma 3.2. Let F be a σ -locally finite (in particular, countable) collection of closed
paracompact subspaces of a space Y . If {IntF : F ∈F} covers Y , then Y is paracompact.
Theorem 3.3. Let X be a subspace of (ρ + 1)× (σ + 1). Then X is paracompact if and
only if for every 〈µ,ν〉 ∈ (ρ + 1)× (σ + 1)\X,
(1) if cfµ > ω1, then there is a cub set C in cfµ such that X{ν} and XM(C)∪{µ} are
separated,
(2) if cfν > ω1, then there is a cub set D in cfν such that X{µ} and XN(D)∪{ν} are
separated,
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(3) if cfµ> ω1 and cfν > ω1, then there are two cub sets C in cfµ and D in cfν such
that XM(C)∪{µ} and XN(D)∪{ν} are separated.
Proof. The “only if” part: Assume X is paracompact. Then since X is normal metacom-
pact, (1)–(3) above immediately follow from (1)–(3) of Theorem 2.3, respectively.
The “if” part: Assume that (1)–(3) hold for such a 〈µ,ν〉, and thatX is not paracompact.
As in the proof of (E)⇒ (A) of Theorem 2.3, we may assume that X ⊂ (µ+ 1)× (ν+ 1),
X is not paracompact, Xµ′+1 and Xν
′+1 are paracompact for each µ′ < µ and ν′ <
ν, 〈µ,ν〉 /∈X, and µ and ν are limit ordinals.
Claim 1. cfµ> ω1 or cfν > ω1.
Proof. Assume cfµ= cfν = ω. Then since X can be represented as the union
X =
(⊕
n∈ω
X(M(n−1),M(n)]
)
∪
(⊕
n∈ω
X(N(n−1),N(n)]
)
of countably many paracompact clopen subspaces, it follows from Lemma 3.2, X is
paracompact, a contradiction. 2
We may assume cfµ 6 cfν. By Claim 1, we have cfν > ω1. There are two cases to
consider.
Case 1. cfµ= ω. By (2), there is a cub set D in cfν such that X{µ} and XN(D)∪{ν} are
separated by some open sets U and V . It follows from
X =
(⊕
n∈ω
X(M(n−1),M(n)]
)
∪X{µ} and X{µ} ⊂ U
that
X\U ⊂
⊕
n∈ω
X(M(n−1),M(n)].
Since
⊕
n∈ω X(M(n−1),M(n)] is paracompact,X\U is also paracompact. Similarly since
X =
( ⊕
δ∈Succ(D)
X(N(pD(δ)),N(δ)]
)
∪XN(D)∪{ν} and XN(D)∪{ν} ⊂ V,
it follows that X\V is paracompact. Then, since {X\U,X\V } is a binary closed cover of
X, X is paracompact, a contradiction.
Case 2. cfµ> ω1. Applying (3), take two cub sets C andD in cfµ and cfν, respectively,
such thatXM(C)∪{µ} andXN(D)∪{ν} are separated by open sets U and V . Then as in Case 1,
we can see that X is paracompact, a contradiction. 2
Remark 3.4. Applying the normality of X to the disjoint closed sets appeared in (1)–(3)
of Theorem 2.3(E), we see that normal metacompact subspaces of (ρ + 1)× (σ + 1) are
paracompact. But this is also an easy corollary of two known results, one of which is that
normal subspaces of such a product space are collectionwise normal [4], and another is
that, in general, collectionwise normal metacompact spaces are paracompact.
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Definition. Two subsets F and H of a space Y are said to be subseparated if there are
disjoint Gδ-sets U and V in Y which contain F and H , respectively. Recall that a space
is subnormal or δ-normal if each pair of two disjoint closed sets is subseparated. Note that
subparacompact spaces are subnormal.
The following are easy to see:
Lemma 3.5. If there is a σ -locally finite closed cover of Y , each member of which is
subparacompact, then Y is subparacompact.
Theorem 3.6. Let X be a subspace of (ρ + 1)× (σ + 1). Then X is subparacompact if
and only if for every 〈µ,ν〉 ∈ (ρ + 1)× (σ + 1)\X,
(1) if cfµ> ω1, then there is a cub set C in cfµ such that X{ν} ∩XM(C)∪{µ} = ∅,
(2) if cfν > ω1, then there is a cub set D in cfν such that X{µ} ∩XN(D)∪{ν} = ∅,
(3) if cfµ> ω1 and cfν > ω1, then there are two cub sets C in cfµ and D in cfν such
that XM(C)∪{µ} and XN(D)∪{ν} are subseparated.
Proof. The “only if” part: Assume X is subparacompact. By Corollary 2.4, X is meta-
compact. Since X is subnormal metacompact, this direction follows from Theorem 2.3(E)
immediately.
The “if” part: Assume that (1)–(3) hold for such a 〈µ,ν〉 and that X is not
subparacompact. As in the proof of (E) ⇒ (A) of Theorem 2.3, we may assume that
X ⊂ (µ+ 1)× (ν + 1)\{〈µ,ν〉}, that X is not subparacompact, that Xµ′+1 and Xν ′+1 are
subparacompact for each µ′ <µ and ν′ < ν, and that µ and ν are limit ordinals. Moreover
as in Claim 3 of Theorem 2.3, we can see cfµ> ω1 and cfν > ω1. Then, by (3), there are
two cub sets C and D in cfµ and cfν, respectively, such that XM(C)∪{µ} and XN(D)∪{ν}
are subseparated by disjoint Gδ-sets U and V . Since
X\U ⊂
⊕
γ∈Succ(C)
XM(pC(γ )),M(γ )] and
X\V ⊂
⊕
δ∈Succ(D)
XN(pD(δ)),N(δ)],
by Lemma 3.5, bothX\U andX\V are subparacompact. Since U ∩V = ∅, it follows from
Lemma 3.5 again that X is subparacompact, a contradiction. 2
Corollary 3.7. Subnormal and metacompact subspaces of (ρ + 1) × (σ + 1) are
subparacompact.
4. Metacompact subspaces which are not subparacompact
In this section, we shall give a characterization of a metacompact subspace which is not
subparacompact.
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Theorem 4.1. Let X be a metacompact subspace of (ρ + 1) × (σ + 1). Then X is not
subparacompact if and only if there is a 〈µ,ν〉 ∈ (ρ + 1)× (σ + 1)\X such that
(a) cfµ> ω1, cfν > ω1 and max{cfµ, cfν}> ω2,
(b) there are two cub sets C and D in cfµ and cfν, respectively, such that
XM(C)∪{µ} and XN(D)∪{ν}
are disjoint, but not subseparated.
Proof. The “if” part is evident. So assume thatX is not subparacompact but metacompact.
Put
µ=min{ζ 6 ρ: Xζ+1 is not subparacompact},
ν =min{η6 σ : Xη+1µ+1 is not subparacompact}.
As before we may assume that X is a metacompact non-subparacompact subspace
of (µ + 1) × (ν + 1) and that Xµ′+1 and Xν ′+1 are subparacompact for each µ′ < µ
and ν′ < ν. Moreover we may assume 〈µ,ν〉 /∈ X, cfµ > ω1 and cfν > ω1. Since X
is metacompact, by Theorem 2.3, there are two cub sets C in cfµ and D in cfν such
that XM(C)∪{µ} and XN(D)∪{ν} are disjoint. Then they are not subseparated, otherwise
X has to be subparacompact as in the proof of Theorem 3.6. So it remains to show
max{cfµ, cfν}> ω2. Assume on the contrary that cfµ= cfν = ω1. Consider the cub set
E = C ∩D. Note that XM(E)∪{µ} and XN(E)∪{ν} are disjoint. For each α 6 µ and β 6 ν,
define the following auxiliary functions,
m(α)=min{γ ∈E ∪ {ω1}: α 6M(γ )},
n(β)=min{δ ∈E ∪ {ω1}: β 6N(δ)}.
Letting α 6 µ, it is straightforward to show:
(1) α 6M(m(α)).
(2) If α ∈M(E ∪ {ω1}), then m(α)=M−1(α), i.e., α =M(m(α)).
(3) If α /∈M(E ∪ {ω1}), then
m(α) ∈ Succ(E) and α ∈ (M(pE(m(α))),M(m(α))).
Next put
X = {X(N(pE(γ )),N(γ )]
(M(pE(γ )),M(γ )]: γ ∈ Succ(E)
}
.
Note that X is a pairwise disjoint collection of clopen subparacompact subspaces of X.
Claim 1.
⋃X = {〈α,β〉 ∈X: m(α)= n(β)}.
Proof. First assume 〈α,β〉 ∈ X and γ = m(α) = n(β). It follows from 〈µ,ν〉 /∈ X that
γ 6= ω1, so γ ∈E. By (1), note that α 6M(γ ) and β 6N(γ ). Assume γ ∈ Lim(E). Then,
by the minimality of m(α) and n(β) and the normality of M and N , we have α =M(γ ) ∈
M(E) and β = N(γ ) ∈ N(E). Therefore we have 〈α,β〉 ∈ XM(E)∪{µ} ∩ XN(E)∪{ν}, but
this is a contradiction. So we have γ ∈ Succ(E). Then, again by the definition of m(α)
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and n(β), we have M(pE(γ )) < α 6 M(γ ) and N(pE(γ )) < β 6 N(γ ). This implies
〈α,β〉 ∈⋃X .
Next assume 〈α,β〉 ∈⋃X . Then there is a γ ∈ Succ(E) such that
〈α,β〉 ∈X(N(pE(γ )),N(γ )](M(pE(γ )),M(γ )].
Obviously this implies γ =m(α) and γ = n(β). 2
Claim 2. X is discrete.
Proof. Let 〈α,β〉 ∈ X. If m(α) = n(β), then by Claim 1, pick a γ ∈ Succ(E) such that
U =X(N(pE(γ )),N(γ )](M(pE(γ )),M(γ )] contains the point 〈α,β〉. Then U is a neighborhood of 〈α,β〉 which
meets exactly one member of X .
Next assume m(α) 6= n(β). We may assume m(α) < n(β). Then it is straightforward to
show that U =X(N(m(α)),ν][0,M(m(α))] is a neighborhood of 〈α,β〉 which does not meet any member
of X . So X is discrete. 2
Put
Y = {〈α,β〉 ∈X: m(α) < n(β)},
Z= {〈α,β〉 ∈X: m(α) > n(β)}.
Claim 3. Y and Z are open in X.
Proof. Assume 〈α,β〉 ∈ Y . Then U = X(N(m(α)),ν][0,M(m(α))] is a neighborhood of 〈α,β〉 which is
contained in Y . Therefore Y is open. Similarly Z is also open. 2
Claim 4. Y and Z are closed in X.
Proof. Assume 〈α,β〉 ∈X\Y . If m(α)= n(β), then by Claim 1, ⋃X is a neighborhood
of 〈α,β〉 which does not meet Y . Ifm(α) > n(β), then Z is a neighborhood of 〈α,β〉which
does not meet Y . So Y is open. Similarly Z is open. 2
The above four claims say that X is exactly the free union Y ⊕ (⋃X ) ⊕ Z. Since⋃X is subparacompact, it suffices to show that Y and Z are subparacompact. We will
only show that Y is subparacompact, because the remaining is similar. Since XM(E)∪{µ} ∩
XN(E)∪{ν} = ∅ and Y ⊂X, we have
YM(E)∪{µ} ∩ YN(E)∪{ν} = ∅. (∗)
Moreover, since m(α) < n(β)6 µ for each 〈α,β〉 ∈ Y , we have Y = Yµ. Then Y can be
represented as the union
Y = YM(E) ∪ Yµ\M(E).
Since by (∗),
YM(E) =
⊕
δ∈Succ(E)
Y
(N(pE(δ)),N(δ)]
M(E)
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and each Y (N(pE(δ)),N(δ)]M(E) is a closed subspace of the subparacompact subspace
X(N(pE(δ)),N(δ)], YM(E) is also subparacompact closed subspace of Y .
Next we focus on Yµ\M(E). Let δ ∈ Succ(E). Since Succ(E) ∩ δ is countable, fix a 1–1
map fδ : Succ(E)∩ δ→ ω. For each pair of γ ∈ Succ(E) and k ∈ ω, put
E(γ, k)= {δ ∈ Succ(E): γ < δ and fδ(γ )= k},
L(γ, k)=
⋃{
Y
(N(pE(δ)),N(δ)]
(M(pE(γ )),M(γ )]: δ ∈E(γ, k)
}
.
Then, since L(γ, k) ⊂ Y(M(pE(γ )),M(γ )] and Y(M(pE(γ )),M(γ )] is a closed subspace of the
subparacompact subspaceX(M(pE(γ )),M(γ )] ofX, the closure ClL(γ, k) in Y (equivalently,
in X) is a subparacompact subspace of Y(M(pE(γ )),M(γ )]. For each k ∈ ω, put
Lk =
{
ClL(γ, k): γ ∈ Succ(E)}.
Note that Lk is a pairwise disjoint collection.
Claim 5. Lk is discrete in Y for each k ∈ ω.
Proof. Let 〈α,β〉 ∈ Y . If α /∈M(Lim(E)), take a γ ∈ Succ(E) such that α ∈ (M(pE(γ )),
M(γ )]. Then Y(M(pE(γ )),M(γ )] is a neighborhood of 〈α,β〉 which meets at most one
member of Lk . So we may assume α ∈M(Lim(E)). Then, by (∗), we have β ∈ ν\N(E).
So take a δ ∈ Succ(E) such that β ∈ (N(pE(δ)),N(δ)), then U = Y (N(pE(δ)),N(δ)) is
a neighborhood of 〈α,β〉. Assume there are distinct γ and γ ′ in Succ(E) such that
U ∩ L(γ, k) 6= ∅ and U ∩ L(γ ′, k) 6= ∅. Then we have δ ∈ E(γ, k) ∩ E(γ ′, k), therefore
fδ(γ )= k = fδ(γ ′). But this contradicts the “1–1” of fδ . Hence Lk is discrete in Y . 2
For each γ ∈ Succ(E), put H(γ ) = YN(E)∪{ν}(M(pE(γ )),M(γ )]. Since each H(γ ) is a closed
subspace of Y(M(pE(γ )),M(γ )], it is a subparacompact closed subspace of Y . Put
H= {H(γ ): γ ∈ Succ(E)}.
Note thatH is pairwise disjoint. Moreover we have:
Claim 6. H is discrete in Y .
This can be shown by a similar way to Claim 5.
Claim 7. (
⋃
k∈ωLk)∪H covers Yµ\M(E).
Proof. Let 〈α,β〉 ∈ Yµ\M(E). Take a γ ∈ Succ(E) such that α ∈ (M(pE(γ )),M(γ )). If
β ∈ N(E) ∪ {ν}, then we have 〈α,β〉 ∈ H(γ ). So we may assume β /∈ N(E) ∪ {ν}.
Take a δ ∈ Succ(E) such that β ∈ (N(pE(δ)),N(δ)). Then since m(α) = γ , n(β) = δ
and 〈α,β〉 ∈ Y , we have γ = m(α) < n(β) = δ. Therefore γ ∈ Succ(E) ∩ δ, so fδ(γ ) is
defined. Put k = fδ(γ ), then δ ∈ E(γ, k). Therefore 〈α,β〉 ∈ Y (N(pE(δ)),N(δ))(M(pE(γ )),M(γ )) ⊂ L(γ, k).
This shows Claim 7. 2
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Finally, since YM(E) is a subparacompact closed subspace of Y , by Claim 7, (
⋃
k∈ωLk)∪
H ∪ {YM(E)} is a σ -discrete cover of Y consisting of closed subparacompact subspaces
of Y . Therefore Y is subparacompact. 2
Example 4.2. There is a metacompact subspace of (ω1 + 1) × (ω2 + 1) which is not
subparacompact. We shall show such a space X is given by
X = (ω1 + 1)× (ω2 + 1)\
(
Lim(ω1)∪ {ω1}
)× (Lim(ω2) ∪ {ω2}).
It follows from checking Theorem 2.3(D) or (E) that X is metacompact. We show
X is not subparacompact. Note that a pair 〈µ,ν〉 ∈ (ω1 + 1) × (ω2 + 1) satisfying
Theorem 4.1(a) has to be 〈ω1,ω2〉. So it suffices to find two cub sets C and D in
ω1 and ω2, respectively, satisfying Theorem 4.1(b). We will see that C = Lim(ω1) and
D = Lim(ω2), with M and N considered as the identity maps, satisfy this condition. It is
evident that F =XLim(ω1)∪{ω1} and H =XLim(ω2)∪{ω2} are disjoint. Assume that F and H
are subseparated by disjoint Gδ-sets
U =
⋂
n∈ω
Un and V =
⋂
n∈ω
Vn,
where Un’s and Vn’s are open. Fix an α ∈ Succ(ω1). For each n ∈ ω, it follows from
〈α,ω2〉 ∈H ⊂ Vn that there is a g(α,n) < ω2 such thatX(g(α,n),ω2]{α} = {α}×(g(α,n),ω2] ⊂
Vn. Put g(α)= supn∈ω g(α,n). Then we have
X
(g(α),ω2]
{α} = {α} ×
(
g(α),ω2
]⊂⋂
n∈ω
Vn = V.
Next take a β0 ∈ Succ(ω2) such that β0 > sup{g(α): α ∈ Succ(ω1)}. Then Succ(ω1) ×
{β0} ⊂ V . Since for each n ∈ ω, 〈ω1, β0〉 ∈ F ⊂ U ⊂ Un, there is an f (n) < ω1 such that
X
{β0}
(f (n),ω1] = (f (n),ω1] × {β0} ⊂Un. Take an α0 ∈ Succ(ω1) such that α0 > supn∈ω f (n).
Then 〈α0, β0〉 ∈U ∩ V , a contradiction. Therefore F and H are not subseparated.
The following is an easy corollary of [3, Proposition 2.3] as well as of Theorem 4.1,
because there is no pair 〈µ,ν〉 ∈ ω22 satisfying max{cfµ, cfν}> ω2.
Corollary 4.3. Let ρ < ω2 and X ⊂ (ρ + 1)2. If X is metacompact, then it is
subparacompact.
Example 4.4. There is a metacompact subspace of (ω + 1) × (ω1 + 1) which is not
paracompact. Such a space X is given by
X = (ω+ 1)× (ω1 + 1)\{ω} ×
(
Lim(ω1)∪ {ω1}
)
.
The metacompactness of X is easily checked from Theorem 2.3 (D) or (E). As in
Example 4.2, we can show that F = X{ω} and H = XLim(ω1)∪{ω1} cannot be separated.
So it is not paracompact.
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5. Metacompact subspaces of ρ2
Theorem 5.1. Let ρ be a regular uncountable cardinal. If a subspace X of ρ2 is
metacompact, then X is represented as the free union of subspaces of cardinality < ρ.
Proof. In Theorem 2.3, let ρ = µ= ν and consider the normal functions M and N as the
identity map on ρ + 1. Then, since X is metacompact, there are two cub sets C and D in
ρ such that XC∪{ρ} and XD∪{ρ} are disjoint. Put E = C ∩D. Note that E is a cub set and
that XE∪{ρ} and XE∪{ρ} are disjoint. As in the proof of Theorem 4.1, put, for each α 6 ρ,
m(α)=min{γ ∈E ∪ {ρ}: α 6 γ }.
Then in a similar way, we can show that X = {X(pE(γ ),γ ]
(pE(γ ),γ ]: γ ∈ Succ(E)} is a discrete
collection of clopen subspaces of cardinality < ρ. Put
Y = {〈α,β〉 ∈X: m(α) <m(β)},
Z= {〈α,β〉 ∈X: m(α) >m(β)}.
Then we can also show that X can be represented as the free union
X = Y ⊕ (⋃X )⊕Z.
So it suffices to show Y and Z can be represented as the free union of subspaces of
cardinality < ρ. For each α < ρ, since Y is metacompact and 〈α,ρ〉 /∈ Y , it follows from
Theorem 2.3 that there is a cub set Fα in ρ such that Vα(Y )∩Fα = ∅. Consider the diagonal
intersection F =1α<ρFα . Then it is straightforward to show YF = ∅. So we have
Y =
⊕
β∈Succ(F )
Y (pF (β),β) =
⊕
β∈Succ(F )
Y (pF (β),β].
Since the cardinality of Y (pF (β),β] is less than ρ, Y can be represented as the free union
of subspaces of cardinality < ρ. In a similar way, we can show Z can be also represented
as the free union of subspaces of cardinality < ρ. 2
Since countable subspaces of ω21 are metrizable and therefore paracompact, Theorem 5.1
immediately yields:
Corollary 5.2. Metacompact subspaces of ω21 are paracompact (metrizable).
Corollary 4.3 and Theorem 5.1 immediately yield:
Corollary 5.3. Metacompact subspaces of ω22 are subparacompact.
References
[1] H.R. Bennett, Point countability in ordered spaces, Proc. Amer. Math. Soc. 28 (1971) 598–606.
[2] R. Engelking, D.J. Lutzer, Paracompactness in ordered spaces, Fund. Math. 94 (1977) 49–58.
168 N. Kemoto et al. / Topology and its Applications 104 (2000) 155–168
[3] H.J.K. Junnila, Three covering properties, in: G.M. Reed (Ed.), Surveys in General Topology,
Academic Press, New York, 1980, pp. 195–245.
[4] N. Kemoto, T. Nogura, K.D. Smith, Y. Yajima, Normal subspaces in products of two ordinals,
Fund. Math. 151 (1996) 279–297.
[5] N. Kemoto, H. Ohta, K. Tamano, Products of spaces of ordinal numbers, Topology Appl. 45
(1992) 245–260.
[6] K. Kunen, Set Theory, An Introduction to Independence Proofs, North-Holland, Amsterdam,
1980.
[7] N. Kemoto, Y. Yajima, Orthocompactness in products, Tsukuba J. Math. 16 (1992) 407–422.
