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Abstract
We study integrable lattice regularizations of the Sine-Gordon model with the help of
the Separation of Variables method of Sklyanin and the Baxter Q-operators. This leads
us to the complete characterization of the spectrum (eigenvalues and eigenstates), in
terms of the solutions to the Bethe ansatz equations. The completeness of the set
of states that can be constructed from the solutions to the Bethe ansatz equations is
proven by our approach.
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41. Introduction
1.1 Motivation
The study of the Sine-Gordon model has a long history. It has in particular served as an im-
portant toy model for interacting quantum field theories. The integrability of this model gives
access to detailed non-perturbative information about various characteristic quantities, which
allows one to check physical ideas about quantum field theory against exact quantitative results.
It is particularly fascinating to compare the Sine-Gordon model with the Sinh-Gordon model.
The Hamiltonian density hSG of the Sine-Gordon model and the corresponding object hShG of
the Sinh-Gordon model,
H =
∫ R
0
dx
4π
h(x) ,
hSG = Π
2 + (∂xφ)
2 + 8πµ cos(2βφ) ,
hShG = Π
2 + (∂xφ)
2 + 8πµ cosh(2bφ) ,
(1.1)
are related by analytic continuation w.r.t. the parameter β and setting β = ib. The integrability
of both models is governed by the same algebraic structure Uq(ŝl2) with q = e−πiβ
2
. This leads
one to expect that both models should be closely related, or at least have the same “degree of
complexity”.
The physics of these two models turns out to be very different, though. Many of the key objects
characteristic for the respective quantum field theories are not related by analytic continuation
in the usual sense. While the Sine-Gordon model has much richer spectrum of excitations and
scattering theory in the infrared (infinite R) limit, one may observe rather intricate structures
in the UV-limit of the Sinh-Gordon model [Za06], which turn out to be related to the Liouville
theory [ZZ95, T08a, BT09]. These differences can be traced back to the fact that the periodicity
of the interaction term 8πµ cos(2βφ) of the Sine-Gordon model allows one to treat the variable
φ as angular variable parameterizing a compact space, while φ is truly non-compact in the
Sinh-Gordon model.
The qualitative differences between the Sine-Gordon and the Sinh-Gordon model can be seen
as a simple model for the differences between Nonlinear Sigma-Models on compact and non-
compact spaces respectively. This forms part of our motivation to revisit the Sine-Gordon model
in a way that makes comparison with the Sinh-Gordon model easier.
1.2 Open problems
A lot of important exact results are known about the Sine-Gordon model. Well-understood are
in particular the scattering theory in the infinite volume. The spectrum of elementary particle
excitations and the S-matrix of the theory are known exactly [KT77, Za77, FST80, Ko80].
5Relatedly, there is a wealth of information on the form-factors of local fields, see e.g. [Sm92,
BFKZ, LZ01] for the state of the art and further references. In the case of finite spacial volume,
the nonlinear integral equations1 derived by Destri and De Vega [DDV92, DDV94, DDV97,
FMQR97, FRT98, FRT99] give a powerful tool for the study of the finite-size corrections to the
spectrum of the Sine-Gordon model.
However, there are several questions, some of them fairly basic, where our understanding does
not seem to be fully satisfactory. We do not have exact results on correlation functions on the
one hand, or on expectation values of local fields in the finite volume on the other hand at
present.
Even the present level of understanding of the spectrum of the model does not seem to be fully
satisfactory. The truth of the commonly accepted hypothesis that the equations derived by Destri
and De Vega describe all of the states of the Sine-Gordon model has not been demonstrated yet.
The approach of Destri and De Vega is based on the Bethe ansatz in the fermionized version
of the Sine-Gordon model, the massive Thirring model [DDV87]. This approach a priori only
allows one to describe the states with even topological charge, and it inherits from its roots in
the algebraic Bethe ansatz some basic difficulties like the issue of its completeness.
In the Bethe ansatz approach it is a long-standing problem to prove that the set of states that is
obtained in this way is complete. Early attempts to show completeness used the so-called string
hypothesis which is hard to justify, and sometimes even incorrect. At the moment there are
only a few examples of integrable models where the completeness of the Bethe ansatz has been
proven, including the XXX Heisenberg model, see [MTV] and references therein. A similar
result has not been available for the Sine-Gordon model or its lattice discretizations yet. One of
the main results in this paper is the completeness result for the lattice Sine-Gordon model. We
prove a one-to-one correspondence between eigenstates of the transfer matrix and the solutions
to a system of algebraic equations of the Bethe ansatz type. For brevity, we will refer to this
result as completeness of the Bethe ansatz. We furthermore show that the spectrum of the
transfer matrix is simple in the case of odd number of lattice sites, and find the operator which
resolves the possible double degeneracy of the spectrum of the transfer matrix in the case of
even number of lattice sites.
1.3 Our approach
We will use a lattice regularization of the Sine-Gordon model that is different from the one used
by Destri and De Vega. It goes back to [FST80, IK82], and it has more recently been studied in
[F94, FV94]. For even number of lattice sites the model is related to the Fateev-Zamolodchikov
1This type of equations were before introduced in a different framework in [KP91, KBP91]
6model [FZ82], as was observed in [FV94], or more generally to the Chiral Potts model, as
discussed in the more recent works [BBR96, Ba08]. This allows one to use some powerful
algebraic tools developed for the study of the chiral Potts model [BS90] in the analysis of the
lattice Sine-Gordon model.
The issue of completeness of the Bethe ansatz had not been solved in any of these models yet.
What allows us to address this issue is the combination of Separation of Variables method (SOV-
method) of Sklyanin [Sk85, Sk92, Sk95] with the use of the Q-operators introduced by Baxter
[Ba72]. We will throughout be working with a certain number of inhomogeneity parameters. It
turns out that the SOV-method works in the case of generic inhomogeneity parameters where the
algebraic Bethe ansatz method fails. It replaces the algebraic Bethe ansatz as a tool to construct
the eigenstates of the transfer matrix which correspond to the solutions of Bethe’s equations. In
a future publication we will show that the results of our approach are consistent with the results
of Destri and De Vega.
Another advantage of the lattice discretization used in this paper which may become useful in
the future is due to the fact that one directly works with the discretized Sine-Gordon degrees of
freedom, which is not the case in the lattice formulation used by Destri and De Vega. Working
more directly with the Sine-Gordon degrees of freedom should in particular be useful for the
problem to calculate expectation values of local fields. This in particular requires the deter-
mination of the SOV-representation of local fields analogously to what has been done in the
framework of the algebraic Bethe ansatz in [KMT99, MT00]. The SOV-method in principle
offers a rather direct way to the construction of the expectation values, as illustrated in the case
of the Sinh-Gordon model by the work [Lu01].
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2. Definition of the model
2.1 Classical Sine-Gordon model
The classical counterpart of the Sine-Gordon model is a dynamical system whose degrees of
freedom are described by the field φ(x, t) defined for (x, t) ∈ [0, R] × R with periodic bound-
ary conditions φ(x + R, t) = φ(x, t). The dynamics of this model may be described in the
Hamiltonian form in terms of variables φ(x, t), Π(x, t), the Poisson brackets being
{Π(x, t) , φ(x′, t) } = 2π δ(x− x′) .
7The time-evolution of an arbitrary observable O(t) is then given as
∂tO(t) = {H , O(t) } ,
with Hamiltonian H being defined in (1.1).
The equation of motion for the Sine-Gordon model can be represented as a zero curvature
condition,
[ ∂t − V (x, t;λ) , ∂x − U(x, t;λ) ] = 0 , (2.1)
with matrices U(x, t;λ) and V (x, t;λ) being given by
U(x, t;λ) =
(
iβ
2
Π −im(λe−iβφ − λ−1eiβφ)
−im(λeiβφ − λ−1e−iβφ) −iβ
2
Π
)
V (x, t;λ) =
(
iβ
2
φ′ +im(λe−iβφ + λ−1eiβφ)
+im(λeiβφ + λ−1e−iβφ) −iβ
2
φ′
) (2.2)
and m related to µ by m2 = πβ2µ.
2.2 Discretization and canonical quantization
In order to regularize the ultraviolet divergences that arise in the quantization of these models
we will pass to integrable lattice discretizations. First discretize the field variables according to
the standard recipe
φn ≡ φ(n∆) , Πn ≡ ∆Π(n∆) ,
where ∆ = R/N is the lattice spacing. In the canonical quantization one would replace φn, Πn
by corresponding quantum operators with commutation relations
[φn , Πn ] = 2πiδn,m . (2.3)
Planck’s constant can be identified with β2 by means of a rescaling of the fields.
The scheme of quantization of the Sine-Gordon model considered in this paper will deviate
from the canonical quantization by using un ≡ ei
β
2
Πn and vn ≡ e−iβφn as basic variables. For
technical reasons we will consider representations where both un and vn have discrete spectrum.
Let us therefore take a moment to explain why one may nevertheless expect that the resulting
quantum theory will describe the quantum Sine-Gordon model in the continuum limit.
First note (following the discussion in [Za94]) that the periodicity of the potential 8πµ cos(2βφ)
in (1.1) implies that shifting the zero mode φ0 ≡ 1R
∫ R
0
dx φ(x) by the amount π/β is a symme-
try. In canonical quantization one could build the unitary operator W = e
i
2β
Rp0 which generates
this symmetry out of the zero mode p0 ≡ 1R
∫ R
0
dxΠ(x) of the conjugate momentum Π. W
8should commute with the Hamiltonian H. One may therefore diagonalize W and H simultane-
ously, leading to a representation for the space of states in the form
H ≃
∫
S1
dα Hα where W · Hα = e
iαHα . (2.4)
An alternative way to take this symmetry into account in the construction of the quantum theory
is to construct the quantum theory separately for each α-sector. This implies that the field
φ should be treated as periodic with periodicity π/β, and that the conjugate variables Πn have
eigenvalues quantized in units of β, with spectrum contained in { 2αβ/N+4πβk ; k ∈ Z }. The
spectrum of Πn is such that the operator W = e
i
2β
Rp0
, with Rp0 approximated by
∑N
n=1Πn, is
realized as the operator of multiplication by eiα.
Let us furthermore note that it is possible, and technically useful to assume that the lattice
field observable φn has discrete spectrum, which we will take to be quantized in units of β. In
order to see this, note that the field φ(x) is not a well-defined observable due to short-distance
singularities, whereas smeared fields like
∫
I
dx φ(x), I ⊂ [0, R] may be well-defined. The
observable
∫
I
dx φ(x) would in the lattice discretization be approximated by
φ[I] ∼
∑
n∆∈I
∆φn . (2.5)
So even if φn is discretized in units of β, say, we find that the observable φ[I] is quantized in
units of ∆β, which fills out a continuum for ∆→ 0.
2.3 Non-canonical quantization
As motivated above, we will use a quantization scheme based on the quantum counterparts of
the variables un, vn n = 1, . . . ,N related to Πn, φn as
un = e
iβ
2
Πn , vn = e
−iβφn . (2.6)
The quantization of the variables un, vn produces operators un, vm which satisfy the relations
unvm = q
δnmvmun , where q = e
−πiβ2 . (2.7)
We are looking for representations for the commutation relations (2.7) which have discrete
spectrum both for un and vn. Such representations exist provided that the parameter q is a root
of unity,
β2 =
p′
p
, p, p ∈ Z>0 . (2.8)
We will restrict our attention to the case p odd and p′ even so that qp = 1. It will often be
convenient to parameterize p as
p = 2l + 1 , l ∈ Z≥0 . (2.9)
9Let us consider the subset Sp = {q2n;n = 0, . . . , 2l} of the unit circle. Note that Sp = {qn;n =
0, . . . , 2l} since q2l+2 = q. This allows us to represent the operators un, vn on the space of
complex-valued functions ψ : SNp → C as
un · ψ(z1, . . . , zN) = unznψ(z1, . . . , zn, . . . , zN) ,
vn · ψ(z1, . . . , zN) = vnψ(z1, . . . , q
−1zn, . . . , zN) .
(2.10)
The representation is such that the operator un is represented as a multiplication operator. The
parameters un, vn introduced in (2.10) can be interpreted as “classical expectation values” of
the operators un and vn. The discussion in the previous subsection suggests that the vn will be
irrelevant in the continuum limit, while the average value of un will be related to the eigenvalue
eiα of W via un = exp(iβ2α/N).
2.4 Lattice dynamics
There is a beautiful discrete time evolution that can be defined in terms of the variables in-
troduced above which reproduces the Sine-Gordon equation in the classical continuum limit
[FV94]. It is simplest in the case where un = 1, vn = 1, n = 1, . . . ,N. We will mostly2 restrict
to this case in the rest of this paper.
More general cases were treated in [BBR96, Ba08].
2.4.1 Parameterization of the initial values
As a convenient set of variables let us introduce the observables fk defined as
f2n ≡ e
−2iβφn , f2n−1 ≡ e
iβ
2
(Πn+Πn−1−2φn−2φn−1) . (2.11)
These observables turn out to represent the initial data for time evolution in a particularly con-
venient way. The quantum operators fn which correspond to the classical observables fn satisfy
the algebraic relations
f2n±1 f2n = q
2 f2n f2n±1 , q = e
−πiβ2 , fn fn+m = fn+m fn for m ≥ 2 . (2.12)
There exist simple representations of the algebra (2.12) which may be constructed out of the
operators un, vn, given by
f2n = v
2
n , f2n−1 = unun−1 . (2.13)
The change of variables defined in (2.13) is invertible if N is odd.
2Except for Section 4.
10
2.4.2 Discrete evolution law
Let us now describe the discrete time evolution proposed by Faddeev and Volkov [FV94].
Space-time is replaced by the cylindric lattice
L ≡
{
(ν, τ) , ν ∈ Z/NZ , τ ∈ Z , ν + τ = even
}
.
The condition that ν + τ is even means that the lattice is rhombic: The lattice points closest to
(ν, τ) are (ν ± 1, τ + 1) and (ν ± 1, τ − 1). We identify the variables fn with the initial values
of a discrete ”field” fν,τ as
f2r,0 ≡ f2r , f2r−1,1 ≡ f2r−1 .
One may then extend the definition recursively to all (ν, τ) ∈ L by means of the evolution law
fν,τ+1 ≡ gκ
(
qfν−1,τ
)
· f−1ν,τ−1 · gκ
(
qfν+1,τ
)
, (2.14)
with function g defined as
gκ(z) =
κ2 + z
1 + κ2z
(2.15)
where κ plays the role of a scale-parameter of the theory. We refer to [FV94] for a nice dis-
cussion of the relation between the lattice evolution equation (2.14) and the classical Hirota
equation, explaining in particular how to recover the Sine-Gordon equation in the classical con-
tinuum limit.
2.4.3 Construction of the evolution operator
In order to construct the unitary operators U that generate the time evolution (2.14) let us intro-
duce the function
Wλ(q
2n) =
n∏
r=1
1 + λq2r−1
λ+ q2r−1
, (2.16)
which is cyclic, i.e. defined on Zp. The function Wλ(z) is a solution to the functional equation
(z + λ)Wλ(qz) = (1 + λz)Wλ(q
−1z) , (2.17)
which satisfies the unitarity relation
(Wλ(z))
∗ = (Wλ∗(z))
−1 . (2.18)
Note in particular that Wλ(z) is ”even”, i.e. Wλ(z) = Wλ(1/z). Further properties of this
function are collected in Appendix A.
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Let us then consider the operator U, defined as
U =
N∏
n=1
Wκ−2(f2n) · U0 ·
N∏
n=1
Wκ−2(f2n−1) , (2.19)
where U0 is the parity operator that acts as U0 · fk = f−1k · U0. It easily follows from (2.17) that
U is indeed the generator of the time-evolution (2.14),
fν,τ+1 = U
−1 · fν,τ−1 · U . (2.20)
One of our tasks is to exhibit the integrability of this discrete time evolution.
3. Integrability
The integrability of the lattice Sine-Gordon model is known [IK82, FV92, BKP93, BBR96].
The most convenient way to formulate it uses the Baxter Q-operators [Ba72]. These operators
have been constructed for the closely related Chiral Potts model in [BS90]. By means of the
relation between the lattice Sine Gordon model and the Fateev-Zamolodchikov model summa-
rized in Appendix D one may adapt these constructions to the formulation used in this paper.
For the reader’s convenience we will give a self-contained summary of the construction of the
T- and Q-operators and of their relevant properties in the following section.
3.1 T-operators
As usual in the quantum inverse scattering method, we will represent the family Q by means
of a Laurent-polynomial T(λ) which depends on the spectral parameter λ. The definition of
operators T(λ) for the models in question is standard. It is of the general form
T(λ) = tr
C2
M(λ) , M(λ) ≡ LN(λ/ξN) . . . L1(λ/ξ1) , (3.1)
where we have introduced inhomogeneity parameters ξ1, . . . , ξN as a useful technical device.
The Lax-matrix may be chosen as
LSGn (λ) =
κn
i
(
i un(q
− 1
2κnvn + q
+ 1
2κ−1n v
−1
n ) λnvn − λ
−1
n v
−1
n
λnv
−1
n − λ
−1
n vn i u
−1
n (q
+ 1
2κ−1n vn + q
− 1
2κnv
−1
n )
)
. (3.2)
An important motivation for the definitions (3.1), (3.2) comes from the fact that the Lax-matrix
LSGn (λ) reproduces the Lax-connection U(x) in the continuum limit.
The elements of the matrix M(λ) will be denoted by
M(λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
. (3.3)
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They satisfy commutation relations that may be summarized in the form
R(λ/µ) (M(λ)⊗ 1) (1⊗M(µ)) = (1⊗M(µ)) (M(λ)⊗ 1)R(λ/µ) , (3.4)
where the auxiliary R–matrix is given by
R(λ) =

qλ− q−1λ−1
λ− λ−1 q − q−1
q − q−1 λ− λ−1
qλ− q−1λ−1
 . (3.5)
It will be useful for us to regard the definition (3.1) as the construction of operators which
generate a representation RN of the so-called Yang-Baxter algebra defined by the quadratic
relations (3.4). The representationRN is characterized by the 4N parameters κ = (κ1, . . . , κN),
ξ = (ξ1, . . . , ξN), u = (u1, . . . , uN) and v = (v1, . . . , vN).
The fact that the elements of M(λ) satisfy the commutation relations (3.4) forms the basis for
the application of the quantum inverse scattering method. The mutual commutativity of the
T-operators,
[T(λ) , T(µ) ] = 0 , (3.6)
follows from (3.4) by standard arguments. The expansion of T(λ) into powers of λ produces
N algebraically independent operators T1, . . . ,TN. Our main objective in the following will be
the study of the spectral problem for T(λ). The importance of this spectral problem follows
from the fact that the time-evolution operator U of the lattice Sine-Gordon model will be shown
to commute with T(λ) in the next section.
3.2 Q-operators
Let us now introduce the Baxter Q-operators Q(µ). These operators are mutually commuting
for arbitrary values of the spectral parameters λ and µ, and satisfy a functional relation of the
form
T(λ)Q(λ) = a(λ)Q(q−1λ) + d(λ)Q(qλ) , (3.7)
with a(λ) and d(λ) being certain model-dependent coefficient functions. The generator of lat-
tice time evolution will be constructed from the specialization of the Q-operators to certain
values of the spectral parameter λ
13
3.2.1 Construction
In order to construct the Q-operators let us introduce the following renormalized version of the
function Wλ(z),
wλ(q
2n) =
n∏
r=1
1 + λq2r−1
λ+ q2r−1
l∏
r=1
λ+ q2r−1
1 + q2r−1
, (3.8)
The function wλ(z) is the unique solution to the functional equation (2.17) which is a polyno-
mial of order l in λ and which satisfies the normalization condition w1(q2n) = 1.
The Q-operators can then be constructed in the form
Q(λ, µ) = Y(λ) · (Y(µ∗))† , (3.9)
where Y(λ) is defined by its matrix elements Yλ(z, z′) ≡ 〈 z |Y(λ) | z′ 〉 which read
Yλ(z, z
′) =
N∏
n=1
wǫλ/κnξn(zn/z
′
n)wǫλκn/ξn(znz
′
n+1) , (3.10)
where ǫ = −iq− 12 , and wλ(z) is the discrete Fourier transformation of w(z),
wλ(z) =
1
p
l∑
r=−l
zr wλ(q
r) , wλ(y) =
l∑
r=−l
y−r wλ(q
r) . (3.11)
Note in particular the normalization condition w1(qr) = δr,0.
Despite the fact that Q(λ, µ) is symmetric in λ and µ, Q(λ, µ) = Q(µ, λ) as follows from the
identity (B.6) proven in Appendix B, we will mostly consider µ as a fixed parameter which will
later be chosen conveniently. This being understood we will henceforth write Q(λ) whenever
the dependence of Q(λ, µ) on µ is not of interest.
3.2.2 Properties
Theorem 1. — Properties of T- and Q-operators —
(A) ANALYTICITY
The operator λN˜T(λ) is a polynomial in λ2 of degree3 N˜ := N + eN − 1 while the operator
Q(λ) is a polynomial in λ of maximal degree 2lN. In the case N odd the operators Q2lN :=
limλ→∞ λ
−2lNQ(λ) and Q0 := Q(0) are invertible operators and the normalization of the Q-
operator can be fixed by Q2lN = id.
3Here, we use the notation eN = 1 for even N, eN = 0 otherwise.
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(B) BAXTER EQUATION
The operators T(λ) and Q(λ) are related by the Baxter equation
T(λ)Q(λ) = aN(λ)Q(q
−1λ) + dN(λ)Q(qλ) , (3.12)
with coefficient functions
aN(λ) = (−i)
N
N∏
r=1
κr/λr(1 + iq
− 1
2λrκr)(1 + iq
− 1
2λr/κr) ,
dN(λ) = (+i)
N
N∏
r=1
κr/λr(1− iq
+ 1
2λrκr)(1− iq
+ 1
2λr/κr) .
(3.13)
(C) COMMUTATIVITY
[Q(λ) , Q(µ) ] = 0 ,
[T(λ) , Q(µ) ] = 0 ,
∀λ, µ . (3.14)
(S) SELF-ADJOINTNESS
Under the assumption ξr and κr real or imaginary numbers, the following holds:
(T(λ))† = T(λ∗) , (Q(λ))† = Q(λ∗) . (3.15)
For the reader’s convenience we have included a self-contained proof in Appendix B.
It follows from these properties that T(λ) and Q(µ) can be diagonalized simultaneously for all
λ, µ. The eigenvalues Q(λ) of Q(λ) must satisfy
t(λ)Q(λ) = aN(λ)Q(q
−1λ) + dN(λ)Q(qλ) . (3.16)
It follows from the property (A) of Q(λ) that any eigenvalue Q(λ) must be a polynomial of
order 2lN normalized by the condition Q2lN = 1. Such a polynomial is fully characterized by
its zeros λ1, . . . , λ2lN,
Q(λ) =
2lN∏
k=1
(λ− λk) . (3.17)
It follows from the Baxter equation (3.16) that the zeros must satisfy the Bethe equations
a(λr)
d(λr)
= −
2lN∏
s=1
λs − λrq
λs − λr/q
. (3.18)
What is not clear at this stage is if for each solution of the Bethe equations (3.18) there indeed
exists an eigenstate of T(λ) and Q(µ). In order to show that this is the case we need a method
to construct eigenstates from solutions to (3.18). The Separation of Variables method will give
us such a construction, replacing the algebraic Bethe ansatz in the cases we consider.
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3.3 Integrability
In order to recover the light-cone dynamics discussed in subsection 2.4, let us temporarily return
to the homogeneous case where ξn = 1 and κn = κ for n = 1, . . . ,N. Let us note that
the operators Y(λ) simplify when λ is sent to 0 or ∞. Multiplying by suitable normalization
factors one find the unitary operators
Y0 ≡ γ
N
0 Y(0) and Y∞ ≡ lim
µ→∞
γN∞ µ
−2lNY(µ) ,
where γ0 =
∏l
r=1(1− q
4r) and γ∞ = (−1)lql
∏l
r=1(1− q
4r−2). The operators Y0 and Y∞ have
the simple matrix elements
〈 z |Y0 | z
′ 〉 =
N∏
n=1
q−2kn(k
′
n+k
′
n+1) ,
〈 z |Y∞ | z
′ 〉 =
N∏
n=1
q+2kn(k
′
n+k
′
n+1) ,
if
 z = (q
2k1, . . . , q2kN),
z
′ = (q2k
′
1 , . . . , q2k
′
N),
 (3.19)
and
Q+(λ) = Y(λ) · Y†∞ , Q
−(λ) =
(
Y(λ) · Y†0
)−1 (3.20)
Integrability follows immediately from the following observation:
U = ακ U
+ · U−, U+ = Q+(1/κǫ), U− = Q−(κ/ǫ), (3.21)
where ακ ≡
∏l
r=1(1 − q
4r−2)2N/(κ2 − q4r−2)2N. The proof can be found in Appendix B.
It is very important to remark that there is of course no problem to construct time evolution
operators in the inhomogeneous cases by specializing the spectral parameter of the Q-operator
in a suitable way. We are just not able to represent the time evolution as simple as in (2.14).
One will still have a lattice approximation to the time evolution in the continuum field theory as
long as the inhomogeneity parameters are scaled to unity in the continuum limit.
4. Separation of variables I — Statement of results
The Separation of Variables (SOV) method of Sklyanin [Sk85]-[Sk95] as developed for lattice
Sine-Gordon model in this section will allow us to take an important step towards the simulta-
neous diagonalization of the T- and Q-operators.
The separation of variables method is based on the observation that the spectral problem for
T(λ) simplifies considerably if one works in an auxiliary representation where the commutative
family B(λ) of operators introduced in (3.3) is diagonal. In the following subsection we will
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discuss a family of representations of the Yang-Baxter algebra (3.4) that has this property. We
will refer to this class of representations as the SOV-representations. We will subsequently
show that our original representation introduced in (3.1), (3.2) is indeed equivalent to a certain
SOV-representation.
4.1 The SOV-representation
The operators representing (3.4) in the SOV-representation relevant for the case of a lattice with
N sites will be denoted as
MSOV(λ) =
(
AN(λ) BN(λ)
CN(λ) DN(λ)
)
. (4.1)
We will now describe the representation of the algebra (3.4) in which BN(λ) acts diagonally.
4.1.1 The spectrum of BN(λ)
By definition, we require that BN(λ) is represented by a diagonal matrix. In order to parame-
terize the eigenvalues, let us fix a tuple ζ = (ζ1, . . . , ζN) of complex numbers such that ζpa 6= ζ
p
b
for a 6= b. The vector space CpN underlying the SOV-representation will be identified with the
space of functions Ψ(η) defined for η taken from the discrete set
BN ≡
{
(qk1ζ1, . . . , q
kNζN) ; (k1, . . . , kN) ∈ Z
N
p
}
. (4.2)
The SOV-representation is characterized by the property that B(λ) acts on the functions Ψ(η),
η = (η1, . . . , ηN) ∈ BN as a multiplication operator,
BN(λ) Ψ(η) = η
eN
N bη(λ) Ψ(η) , bη(λ) ≡
N∏
n=1
κn
i
[N]∏
a=1
(λ/ηa − ηa/λ) ; (4.3)
where [N] ≡ N − eN. We see that η1, . . . , η[N] represent the zeros of bη(λ). In the case of even
N it turns out that we need a supplementary variable ηN in order to be able to parameterize the
spectrum of B(λ).
4.1.2 Representation of the remaining operators
Given that BN(λ) is represented as in (4.3), it can be shown [Sk85]-[Sk95]4 that the represen-
tation of the remaining operators AN(λ), CN(λ) DN(λ) is to a large extend determined by the
4See [BT09] for the case of the Sinh-Gordon model which is very similar to the case at hand.
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algebra (3.4). First note (see e.g. [BT09, Appendix C.2] for a proof) that the so-called quantum
determinant
detq(M(λ)) ≡ A(λ)D(q
−1λ)− B(λ)C(q−1λ) (4.4)
generates central elements of the algebra (3.4). In the representation defined by (3.1), (3.2) we
find that λ2Ndetq(M(λ)) is a polynomial in λ2 of order 2N. We therefore require that
AN(λ)DN(q
−1λ)− BN(λ)CN(q
−1λ) = ∆N(λ) · id , (4.5)
with λ2N∆N(λ) being a polynomial in λ2 of order 2N.
The algebra (3.4) furthermore implies that AN(λ) and DN(λ) can be represented in the form
AN(λ) = eN bη(λ)
[
λ
ηA
T+N −
ηA
λ
T−N
]
+
[N]∑
a=1
∏
b6=a
λ/ηb − ηb/λ
ηa/ηb − ηb/ηa
aN(ηa)T
−
a , (4.6)
DN(λ) = eN bη(λ)
[
λ
ηD
T−N −
ηD
λ
T+N
]
+
[N]∑
a=1
∏
b6=a
λ/ηb − ηb/λ
ηa/ηb − ηb/ηa
dN(ηa)T
+
a , (4.7)
where T±a are the operators defined by
T±aΨ(η1, . . . , ηN) = Ψ(η1, . . . , q
±1ηa, . . . , ηN) .
The expressions (4.6) and (4.7) contain complex-valued coefficients ηA, ηD, aN(ηr) and dN(ηr).
The coefficients aN(ηr) and dN(ηr) are restricted by the condition
∆N(ηr) = aN(ηr)dN(q
−1ηr) , ∀r = 1, . . . ,N , (4.8)
as follows from the consistency of (4.5), (4.3), (4.6) and (4.7). This leaves some freedom in the
choice of aN(ηr) and dN(ηr) that will be further discussed later.
The operator CN(λ) is finally univocally5 defined such that the quantum determinant condition
(4.5) is satisfied.
4.1.3 Central elements
For the representations in question, the algebra (3.4) has a large center. For its description let
us, following [Ta91], define the average value O of the elements of the monodromy matrix
MSOV(λ) as
O(Λ) =
p∏
k=1
O(qkλ) , Λ = λp, (4.9)
where O can be AN, BN, CN or DN.
5Note that the operator BN(λ) is invertible except for λ which coincides with a zero of BN, so in general CN(λ)
is defined by (4.5) just inverting BN(λ). This is enough to fix in an unique way the operator CN being it a Laurent
polynomial of degree [N] in λ.
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Proposition 1. The average values AN(Λ), BN(Λ), CN(Λ), DN(Λ) of the monodromy matrix
M(λ) elements are central elements.
The Proposition is proven in [Ta91], see Subsection 5.2 for an alternative proof. The average
values are of course unchanged by similarity transformations. They therefore represent pa-
rameters of the representation. Let us briefly discuss how these parameters are related to the
parameters of the SOV-representation introduced above.
First, let us note that BN(Λ) is easily found from (4.3) to be given by the formula
BN(Λ) = Z
eN
N
N∏
n=1
Kn
ip
[N]∏
a=1
(Λ/Za − Za/Λ) ,
Za ≡ η
p
a ,
Ka ≡ κ
p
a .
(4.10)
The values AN(Zr) and DN(Zr) are related to the coefficients aN(qkηr) and dN(qkηr) by
AN(Zr) ≡
p∏
k=1
aN(q
kηr) , DN(Zr) ≡
p∏
k=1
dN(q
kηr) . (4.11)
Note that the condition (4.8) leaves some remaining arbitrariness in the choice of the coefficients
aN(η), dN(η). The gauge transformations
Ψ(η) ≡
N∏
r=1
f(ηr)Ψ
′(η) , (4.12)
induce a change of coefficients
a′N(ηr) = aN(ηr)
f(q−1ηr)
f(ηr)
, d′N(ηr) = dN(ηr)
f(q+1ηr)
f(ηr)
, (4.13)
but clearly leave AN(Zr) and DN(Zr) unchanged. The data AN(Zr) and DN(Zr) therefore
characterize gauge-equivalence classes of representations for AN(λ) and DN(λ) in the form
(4.6).
4.2 Existence of SOV-representation for the lattice Sine-Gordon model
We are looking for an invertible transformation WSOV that maps the lattice Sine-Gordon model
defined in the previous sections to a SOV-representation,
(WSOV)−1 ·MSOV(λ) ·WSOV = M(λ) . (4.14)
Constructing MSOV(λ) is of course equivalent to the construction of a basis for H consisting of
eigenvectors 〈 η | of B(λ),
〈 η |B(λ) = ηeNN bη(λ) 〈 η | . (4.15)
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The transformation WSOV is then described in terms of 〈 η | z 〉 as
(WSOVψ)(η) =
∑
z∈(Sp)N
〈 η | z 〉ψ(z) . (4.16)
The existence of an eigenbasis for B(λ) is not trivial since B(λ) is not a normal operator. It
turns out that such a similarity transformation exists for generic values of the parameters u, v, ξ
and κ.
Theorem 2. – Existence of SOV-representation for the lattice Sine-Gordon model –
For generic values of the parameters u, v, ξ and κ there exists an invertible operator WSOV :
H → HSOV which satisfies (4.14).
The proof is given in the following Section 5. It follows from (4.6), (4.7) that the wave-functions
Ψ(η) = 〈 η | t 〉 of eigenstates | t 〉 must satisfy the discrete Baxter equations
t(ηn)Ψ(η) = a(ηn)T
−
nΨ(η) + d(ηn)T
+
nΨ(η) , (4.17)
where n = 1, . . . ,N. Equation (4.17) represents a system of pN linear equations for the pN
different components Ψ(η) of the vector Ψ. It may be written in the form Dt ·Ψ = 0, where Dt
is a pN×pN-matrix that depends on t = t(λ). The condition for existence of solutions detDt = 0
is a polynomial equation of order pN on t(λ). We therefore expect to find pN different solutions,
just enough to get a basis for H.
We will return to the analysis of the spectral problem of T(λ) in Section 6. Let us now describe
more precisely the set of values of the parameters for which a SOV-representation exists.
4.3 Calculation of the average values
Necessary condition for the existence of WSOV is of course the equality
M(Λ) = MSOV(Λ) , (4.18)
of the matrices formed out of the average values of M(λ) and MSOV(λ), respectively. It turns
out thatM(Λ) can be calculated recursively from the average values of the elements of the Lax
matrices LSGn (λ), which are explicitly given by
Ln(Λ) =
1
ip
(
ipUn(K
2
nVn + V
−1
n ) Kn(ΛVn/Xn −Xn/VnΛ)
Kn(Λ/XnVn −XnVn/Λ) i
pU−1n (K
2
nV
−1
n + Vn)
)
, (4.19)
where we have used the notations Kn = κpn, Xn = ξpn, Un = upn and Vn = vpn. Indeed, we have:
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Proposition 2. We have
MN(Λ) = LN(Λ)LN−1(Λ) . . . L1(Λ) . (4.20)
This has been proven in [Ta91], see Subsection 5.2 for an alternative proof.
The equality (4.18) defines the mapping between the parameters u, v, κ and ξ of the representa-
tion defined in Subsection 3.1 and the parameters of the SOV-representation. Formula (4.20) in
particular allows us to calculate B(Λ) in terms of u, v, κ and ξ. Equation (4.10) then defines the
numbers Za ≡ ηpa uniquely up to permutations of a = 1, . . . , [N].
Existence of a SOV-representation in particular requires that Za 6= Zb for all a 6= b, a, b =
1, . . . , [N]. It can be shown (see Subsection 5.3 below) that the subspace of the space of param-
eters u, v, κ and ξ for which this is not the case has codimension at least one. Sufficient for
the existence of a SOV-representation is the condition that the representations RM exist for all
M = 1, . . . ,N− 1.
5. Separation of variables II — Proofs
We are now proving Theorem 2 by constructing a set of pN linearly independent vectors 〈 η |
which are eigenvectors of B(λ) with distinct eigenvalues. This will be equivalent to a recursive
construction of the matrix of elements 〈 η | z 〉 and so of the invertible operator WSOV : H →
HSOV by relation (4.16).
5.1 Construction of an eigenbasis for B(λ)
We will construct the eigenstates 〈 η | of B(λ) ≡ BN(λ) recursively by induction on N. The
corresponding eigenvalues B(λ) are parameterized by the tuple η = (ηa)a=1,...,N as
B(λ) = ηeNN bη(λ) , bη(λ) ≡
N∏
n=1
κn
i
[N]∏
a=1
(λ/ηa − ηa/λ) ; (5.1)
We remind that eN is zero for N odd and 1 for N even.
In the case N = 1 we may simply take 〈 η1 | = 〈 v |, where 〈 v | is an eigenstate of the operator
v1 with eigenvalue v. It is useful to note that the inhomogeneity parameter determines the subset
of C on which the variable η1 lives, η1 ∈ ξ1Sp.
Now assume we have constructed the eigenstates 〈χ | of BM(λ) for any M < N. The eigenstates
〈 η |, η = (ηN, . . . , η1), of BN(λ) may then be constructed in the following form
〈 η | =
∑
χ
1
∑
χ
2
K
N
( η |χ
2
;χ
1
) 〈χ
2
| ⊗ 〈χ
1
| , (5.2)
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where 〈χ
2
| and 〈χ
1
| are eigenstates of BM(λ) and BN−M(λ) with eigenvalues parameterized as
in (5.1) by the tuples χ
2
= (χ
2a)a=1,...,M and χ1 = (χ1a)a=1,...,N−M, respectively. It suffices to
consider the cases where N−M is odd.
It follows from the formula
BN(λ) = AM(λ)⊗ BN−M(λ) + BM(λ)⊗ DN−M(λ)
≡ A2 M(λ)B1 N−M(λ) + B2 M(λ)D1 N−M(λ)
(5.3)
that the matrix elements KN( η |χ2;χ1 ) have to satisfy the relations(
A2 M(λ)B1 N−M(λ) + B2 M(λ)D1 N−M(λ)
)t
K
N
( η |χ
2
;χ
1
)
= ηeN
N
N∏
n=1
κn
i
[N]∏
a=1
(λ/ηa − ηa/λ) KN( η |χ2;χ1 ) ,
(5.4)
where we used the notation Ot for the transpose of an operator O.
Let us assume that
χ1aq
h1 /∈ ∆1, χ2bq
h2 /∈ ∆2 and χ1aqh1 6= χ2bqh2, (5.5)
where hi ∈ {1, ..., p}, a ∈ {1, ...,N − M} , b ∈ {1, ...,M} and ∆i is the set of zeros of the
quantum determinant on the subchain i, with i = 1,2. Under these assumptions6 the previous
equations yield recursion relations for the dependence of the kernels in the variables χ1a and
χ2b simply by setting λ = χ1a and λ = χ2b. Indeed for λ = χ1a the first term on the left of (5.4)
vanishes leading to
T
−
1aKN( η |χ2;χ1 ) d1(q
−1χ
1a) χ
eM
M
N−M∏
n=1
i
κn
[M]∏
a=1
(χ
1a/χ2b − χ2b/χ1a)
= K
N
( η |χ
2
;χ
1
) ηeN
N
[N]∏
b=1
(χ
1a/ηb − ηb/χ1a) ,
(5.6)
while for λ = χ2a one finds similarly
T
+
2aKN( η |χ2;χ1 ) a2(q
+1χ
2a)
M∏
n=1
i
κn
N−M∏
b=1
(χ
2a/χ1b − χ1b/χ2a)
= K
N
( η |χ
2
; η
1
) ηeN
N
[N]∏
b=1
(χ
2a/ηb − ηb/χ2a) .
(5.7)
If M is even we find the recursion relation determining the dependence on χ2M by sending
λ→∞ in (5.4), leading to
T
+
2M
K
N
( η |χ
2
;χ
1
)
1
χ
2A
M−1∏
a=1
1
χ
2a
N−M∏
b=1
1
χ
1b
= K
N
( η |χ
2
; η
1
)
N∏
b=1
1
ηb
. (5.8)
6The subspace within the space of parameters where these conditions are not satisfied has codimension at least
one.
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The recursion relations (5.6), (5.7) have solutions compatible with the requirement of cyclicity,
(T
−
1a)
p = 1 and (T+
2a)
p = 1 for all values of a, provided that the algebraic equations
D
1
(χ
1a) (χ
eM
2M
)p
N−M∏
n=1
ip
κpn
[M]∏
b=1
(χp
1a/χ
p
2b − χ
p
2b/χ
p
1a) = (η
eN
N
)p
[N]∏
b=1
(χp
1a/η
p
b − η
p
b/χ
p
1a) ,
where D1(χ1a) ≡
p∏
k=1
d1(q
kχ1a) ,
(5.9)
and
A
2
(χ2a)
M∏
n=1
ip
κpn
N−M∏
b=1
(χp
2a/χ
p
1b − χ
p
1b/χ
p
2a) = (η
eN
N
)p
[N]∏
b=1
(χp
2a/η
p
b − η
p
b/χ
p
2a) ,
where A2(χ2a) ≡
p∏
k=1
a2(q
kχ2a) ,
(5.10)
are satisfied. If M is even the recursion relation (5.8) yields the additional relation
1
χp
2A
M−1∏
a=1
1
χp2a
N−M∏
b=1
1
χp
1b
=
N∏
b=1
1
ηpb
. (5.11)
We will show in the next subsection that the equations (5.9)-(5.11) completely determine ηpa in
terms of χp
2a, χ
p
1a.
By using (4.10) and (6.9) it is easy to see that the conditions (5.9) and (5.10) are nothing but the
equations
BN(Λ) = AM(Λ)BN−M(Λ) + BM(Λ)DN−M(Λ), (5.12)
evaluated at Λ = χp
1a and Λ = χp2a, respectively. The relation (5.11) follows from (5.12) in the
limit λ → ∞. The relations (5.12) are implied by (4.20). We conclude that our construction
of B(λ)-eigenstates will work if the representationsRN,RM andRN−M are all non-degenerate.
Theorem 2 follows by induction.
5.2 On average value formulae
Proposition 3. The average values of the Yang-Baxter generators are central elements which
satisfy the following recursive equations:
BN(Λ) = AM(Λ)BN−M(Λ) + BM(Λ)DN−M(Λ), (5.13)
CN(Λ) = DM(Λ)CN−M(Λ) + CM(Λ)AN−M(Λ), (5.14)
AN(Λ) = AM(Λ)AN−M(Λ) + BM(Λ)CN−M(Λ), (5.15)
DN(Λ) = DM(Λ)DN−M(Λ) + CM(Λ)BN−M(Λ), (5.16)
where N−M or M is odd.
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Proof. In the previous subsection we have proven the existence of SOV-representations, i.e.
the diagonalizability of the B-operator. First of all let us point out that A(λ), B(λ), C(λ) and
D(λ) are one parameter families of commuting operators. This implies that the corresponding
average values are functions of Λ = λp.
The fact that BN(Λ) is central trivially follows from the fact that BN(λ) is diagonal in the
SOV-representation, while for the operators A and D we have that for N odd, AN(Λ)ΛN−1 and
DN(Λ)Λ
N−1 are polynomials in Λ2 of degree N− 1. It follows that the special values given by
(4.11) characterize them completely,
AN(Λ) =
[N]∑
a=1
∏
b6=a
(Λ/Zb − Zb/Λ)
(Za/Zb − Zb/Za)
AN(Za) ,
DN(Λ) =
[N]∑
a=1
∏
b6=a
(Λ/Zb − Zb/Λ)
(Za/Zb − Zb/Za)
DN(Za),
(5.17)
where AN(Za) and DN(Za) are the average values of the coefficients of the SOV-representation.
In the case of N even we have just to add the asymptotic property of AN(Λ) and DN(Λ) dis-
cussed in appendix C to complete the statement. Finally, the fact that CN(Λ) is central follows
by its diagonalizability in the cyclic representations.
Now the above recursive formulae (5.13-5.16) are a simple consequence of the centrality of the
average values of the monodromy matrix elements. Let us consider only the case of the average
value of AN(λ). We have the expansion:
AN(λ) = A2 M(λ)A1 N−M(λ) + B2 M(λ)C1 N−M(λ), (5.18)
in terms of the entries of the monodromy matrix of the subchains 1 and 2 with (N −M)-sites
and M-sites, respectively. It follows directly from definition (4.9) of the average value together
with (5.18) that AN(Λ) can be represented in the form
AN(Λ) = A2 M(Λ)A1 N−M(Λ) + B2 M(Λ)C1 N−M(Λ) + ∆N(λ) (5.19)
where ∆N(λ) is a sum over monomials which contain at least one and at most p − 2 factors
of A2 M(λqm). As before, we may work in a representation where the B2 M(λqn) are diagonal,
spanned by the states 〈χ2 | introduced in the previous subsection. As the factors A2 M(λqm)
contained in ∆N(λ) produce states with modified eigenvalue of B2 M(λqn), none of the states
produced by acting with ∆N(λ) on 〈χ2 | can be proportional to 〈χ2 |. This would be in contra-
diction to the fact that AN(Λ) is central unless ∆N(λ) = 0.
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5.3 Non-degeneracy condition
Proposition 4. The condition Zr = Zs for certain r 6= s with r, s ∈ {1, ..., [N]} defines a
subspace in the space of the parameters {κ1, ..., κN, ξ1, ..., ξN} ∈ C2N of codimension at least
one.
Proof. The parameters Zr are related to the expectation value BN(Λ) by means of the equation
BN(Λ) = Z
eN
N
N∏
n=1
Kn
ip
[N]∏
a=1
(Λ/Za − Za/Λ) . (5.20)
It follows from (4.20) and (4.19) that BN(Λ) is a Laurent polynomial in Xn that depends poly-
nomially on each of the parameters Kn. Equation (5.20) defines the tuple Z = (Z1, . . . , Z[N])
uniquely up to permutations of Z1, . . . , Z[N] as function of the parameters X = (X1, . . . , XN)
and K = (K1, . . . , KN). We are going to show that7
J(X ;K) ≡ det
(
∂Zr
∂Xs
)
r,s=1,...,[N]
6= 0 . (5.21)
The functional dependence8 of the Z1, . . . , Z[N] w.r.t. the parameters K implies that it is suffi-
cient to show that J(X ;K) 6= 0 for special values of K in order to prove that J(X ;K) 6= 0
except for values of K within a subset of CN of dimension less than N.
Let us choose Kn = ip for n = 1, ..., [N], then the average values (4.19) of the Lax operators
simplify to
LSGn (Λ) =
(
0 Λ/Xn −Xn/Λ
Λ/Xn −Xn/Λ 0
)
. (5.22)
Inserting this into (4.20) yields
BN(Λ) = (K
2
N + 1)
eN
[N]∏
n=1
(Λ/Xn −Xn/Λ) . (5.23)
The fact that J(X ;K) 6= 0 follows for the case under consideration easily from (5.23).
Whenever J(X ;K) 6= 0, we have invertibility of the mappingZ = Z(X1, . . . , X[N]). The claim
follows from this observation.
7It should be noted that for even N it is indeed sufficient to consider the dependence w.r.t. X1, . . . , XN−1.
8Let σ[N]n (Z) be the degree n elementary symmetric polynomial in the variables Z, then σ[N]n (Z)/σ[N][N](Z) are
Laurent polynomials of degree 1 in all the parameters X and K.
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6. The spectrum — odd number of sites
Let us now return to the analysis of the spectrum of the model. For simplicity we will consider
here the case of odd N, while we will discuss the case of even N in the next section. The
existence of the SOV-representation allows one to reformulate the spectral problem for T(λ) as
the problem to find all solutions of the discrete Baxter equations (4.17). This equation may be
written in the form
DrΨ(η) = 0 , Dr ≡ a(ηr)T
−
r + d(ηr)T
+
r − t(ηr) , (6.1)
where r = 1, . . . ,N. Previous experience with the SOV method suggests to consider the ansatz
Ψ(η) =
N∏
r=1
Qt(ηr) , (6.2)
where Qt(λ) is the eigenvalue of the corresponding Q-operator which satisfies the functional
Baxter equations
t(λ)Qt(λ) = aN(λ)Qt(q
−1λ) + dN(λ)Qt(qλ) . (6.3)
This approach will turn out to work, but in a way that is more subtle than in previously analyzed
cases.
6.1 States from solutions of the Baxter equation
First, in the present case it is not immediately clear if the functional Baxter equation (6.3) and
the discrete Baxter equation (6.1) are compatible. The question is if one can always assume that
the coefficients a(ηr) and d(ηr) in (6.1) coincide with the coefficients aN(ηr), dN(ηr) appearing
in the functional equation (6.3) satisfied by the Q-operator. The key point to observe is contained
in the following Lemma.
Lemma 1. Let AN(Λ) and DN(Λ) be the average values of the coefficients aN(λ) and dN(λ) of
the Baxter equation (6.3),
AN(Λ) ≡
p∏
k=1
aN(q
kλ) , DN(Λ) ≡
p∏
k=1
dN(q
kλ) . (6.4)
We then have
AN(Λ) = AN(Λ)− BN(Λ) , DN(Λ) = AN(Λ) + BN(Λ) . (6.5)
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Proof. The claim is checked for N = 1 by straightforward computation. Let us assume now
that the statement holds for N−1 and let us show it for N. The average values AN(Λ) and DN(Λ)
satisfy by definition the factorization:
AN(Λ) = A
(N)
1 (Λ)A
(N−1,...,1)
N−1 (Λ), DN(Λ) = D
(N)
1 (Λ)D
(N−1,...,1)
N−1 (Λ), (6.6)
where the upper indices are referred to the quantum sites involved while the lower indices to
the total number of sites. We can use now the induction hypothesis to get the result:
AN(Λ) = (A
(N)
1 − B
(N)
1 (Λ))(A
(N−1,...,1)
N−1 (Λ)− B
(N−1,...,1)
N−1 (Λ)) = AN(Λ)− BN(Λ), (6.7)
DN(Λ) = (A
(N)
1 + B
(N)
1 (Λ))(A
(N−1,...,1)
N−1 (Λ) + B
(N−1,...,1)
N−1 (Λ)) = AN(Λ) + BN(Λ), (6.8)
where in the last formulae we have used (4.20) together with the fact thatAN(Λ) = DN(Λ) and
BN(Λ) = CN(Λ) for un = 1, vn = 1, n = 1, . . . ,N.
The Lemma implies in particular
AN(Zr) = AN(Zr) , DN(Zr) = DN(Zr) , (6.9)
for all r = 1, . . . ,N. We may therefore always find a gauge transformation (4.13) such that the
coefficients aN(ηr) and dN(ηr) in (6.1) become equal to
aN(ηr) = aN(ηr) , dN(ηr) = dN(ηr) , (6.10)
respectively. So from now on we will denote also the coefficients in (4.17) with a and d omitting
the index N unless necessary. The ansatz (6.2) therefore indeed yields an eigenstate of T(λ) for
each solution Qt(λ) of the functional Baxter equation (3.16). We are going to show that all
eigenstates can be obtained in this way.
6.2 Non-degeneracy of T(λ)-eigenvalues
In order to analyze the equations (6.1), let us note that the matrix representation of the operator
Dr defined in (6.1) is block diagonal with blocks labeled by n = 1, . . . ,N. Let Ψn(η) ∈ Cp be
the vector with components
Ψn,k(η) = Ψ(η1, . . . , ηn−1, ζnq
k, ηn+1, . . . , ηN) .
Equation (6.1) is then equivalent to the set of linear equations
D(r) ·Ψr(η) = 0 , r = 1, . . . ,N . (6.11)
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where D(r) is the p× p-matrix
t(ζr) −d(ζr) 0 · · · 0 −a(ζr)
−a(qζr) t(qζr) −d(qζr) 0 · · · 0
0
.
.
.
.
.
.
.
.
. · · ·
.
.
.
.
.
. · · ·
.
.
.
.
.
.
.
.
. 0
0 . . . 0 −a(q2l−1ζr) t(q
2l−1ζr) −d(q
2l−1ζr)
−d(q2lζr) 0 . . . 0 −a(q
2lζr) t(q
2lζr)

(6.12)
The equation (6.11) can have solutions only if det(D(r)) = 0. The determinant det(D(r)) is a
polynomial of degree p in each of the N coefficients of the polynomial t(λ).
Proposition 5. Given that det(D(r)) = 0, the dimension of the space of solutions to the equation
(6.11) for any r = 1, . . . ,N is one for generic values of the parameters ξ and κ.
Proof. Let us decompose the p× p matrix D(r) into the block form
D(r) =
(
v(r) E(r)
d(r) w(r)
)
, (6.13)
where the submatrix E(r) is a (p−1)× (p−1) matrix, v(r) and w(r) are column and row vectors
with p− 1 components, respectively. We assume that det(D(r)) = 0, so existence of a solution
to D(r)Ψ = 0 is ensured. It is easy to see that the equation D(r)Ψ = 0 has a unique solution
provided that det(E(r)) 6= 0.
It remains to show that det(E(r)) 6= 0 holds for generic values of the parameters ξ and κ. To
this aim let us observe that the coefficients a(qkζr) and d(qkζr) appearing in (6.11) depend
analytically on the parameters κ. If det(E(r)) = 0 is not identically zero, it can therefore only
vanish at isolated points. It therefore suffices to prove the statement in a neighborhood of the
values for the parameters κ which are such that
a(ζr) = 0 , d(q
−1ζr) = 0 . (6.14)
Such values of κ and ξ exist: Setting κn = ±i for n = 1, . . . ,N, one finds that
BN(Λ) =
N∏
n=1
(Λ/Xn −X/Λ) , (6.15)
which vanishes for λ = q 12 ξn. We may therefore choose9 ζn = q
1
2 ξn. We then find (6.14) from
(3.13), (6.10).
9Note that this choice implies that vn ∈ (−1)p
′/2q1/2Sp.
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Given that (6.14) holds, it is easy to see that det(E(r)) 6= 0 . Indeed, the submatrixE(r)kl , is lower
triangular if (6.14) is valid, and it has −d(qkζr), k = 0, . . . , p − 2 as its diagonal elements. It
follows that det(E(r)) =
∏p−2
k=0 d(q
kζr) which is always nonzero if (6.14) is satisfied.
The previous results admit the following reformulation which is central for the classification
and construction of the spectrum of T(λ):
Theorem 3. For generic values of the parameters κ and ξ the spectrum of T(λ) is simple and
all the wave-functions Ψt(η) can be represented in the factorized form (6.2) with Qt being the
eigenvalue of the Q-operator on the eigenstate | t 〉.
The eigenvectors | t 〉 of T(λ) are in one-to-one correspondence with the polynomials Qt(λ) of
order 2lN, with Qt(0) 6= 0, which satisfy the Baxter equation (3.16) with t(λ) being an even
Laurent polynomial in λ of degree N− 1.
Proof. Proposition 5 implies that the spectrum of T(λ) is simple. Let | t 〉 be an eigenstate
of T(λ). Self-adjointness and mutual commutativity of T(λ) and Q(µ) imply that | t 〉 is also
eigenstate of Q(λ). Let Qt(λ) be the Q-eigenvalue on | t 〉. The polynomial Qt(λ) is related to
t(λ) by the Baxter equation (3.16) which specialized to the values λ = ηr yields the equations
(6.11). It follows that there must exist nonzero numbers νr such that
Qt(ζrq
k) = νrΨr,k(ζ1, . . . , ζN) . (6.16)
This implies that the wave-functions Ψ(η) can be represented in the form (6.2) with Qt being
the eigenvalue of the Q-operator on the eigenstate | t 〉.
Remark 1. It may be worth noting that the equivalence with the Fateev-Zamolodchikov model
does not hold for odd number of lattice sites. The spectrum of the two models is qualitatively
different, being doubly degenerate in the Fateev-Zamolodchikov model but simple in the lattice
Sine-Gordon model, as illustrated in Appendix D.
6.3 Completeness of the Bethe ansatz
Assume we are given a solution (λ1, . . . , λ2lN) of the Bethe equations (3.18). Let us construct
the polynomial Q(λ) via equation (3.17). Define
t(λ) :=
a(λ)Q(q−1λ) + d(λ)Q(qλ)
Q(λ)
. (6.17)
t(λ) is nonsingular for λ = λk, k = 1, . . . ,M thanks to the Bethe equations (3.18). The pairs
(Q(ηr), t(ηr)) satisfy the discrete Baxter equation by construction. Inserting this solution into
(6.2) produces an eigenstate | t 〉 of the transfer matrix T(λ) within the SOV-representation.
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Conversely, let | t 〉 be an eigenvector of T(λ) with eigenvalue t(λ). Let Q′t(λ) be the eigenvalue
of Q(λ) on | t 〉. Thanks to the properties of Q(λ) listed in Theorem 1 one may factorize Q′t(λ)
in the form (3.17). The tuple of zeros (λ′1, . . . , λ′2lN) of Q′t(λ) must satisfy the Bethe equations
(3.18) as follows from the Baxter equation (3.12) satisfied by Q(λ). Inserting Q′t(ηr) into (6.2)
produces an eigenstate | t′ 〉 that must be proportional to | t 〉 due to the simplicity of the spectrum
of T(λ).
It follows that there is a one-to-one correspondence between the solutions to (3.18) and the
eigenstates of the transfer matrix (Completeness of the Bethe ansatz).
7. The spectrum — even number of sites
We will now generalize these results to the case of a chain with even number N of sites. It
turns out that the spectrum of T(λ) is degenerate in this case, but the degeneracy is resolved by
introducing an operator Θ which commutes both with T(λ) and Q(λ). The joint spectrum of
T(λ), Q(λ) and Θ is found to be simple.
7.1 The Θ-charge
In the case of a lattice with N even quantum sites, we can introduce the operator:
Θ =
N∏
n=1
v(−1)
1+n
n . (7.1)
Proposition 6. Θ commutes with the transfer matrix and satisfies the following commutation
relations with the entries of the monodromy matrix:
ΘC(λ) = qC(λ)Θ, [A(λ),Θ] = 0, (7.2)
B(λ)Θ = qΘB(λ), [D(λ),Θ] = 0. (7.3)
Proof. The claim can be easily verified explicitly for N = 2. The proof for the case of general
even N = 2M follows by induction. Indeed,
M2 2MM1 2(N−M) =
(
A2 2M A1 2(N−M) + B2 2M C1 2(N−M) A2 2M B1 2(N−M) + B2 2M D1 2(N−M)
C2 2M A1 2(N−M) + D2 2M C1 2(N−M) C2 2M B1 2(N−M) + D2 2MD1 2(N−M)
)
,
which easily allows one to deduce that the claim holds if it holds for all M < N.
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7.2 T -Θ-spectrum simplicity
Lemma 2. Let k ∈ {−l, .., l} and |tk〉 be a simultaneous eigenstate of the transfer matrix T(λ)
and of the Θ-charge with eigenvalues t|k|(λ) and qk, respectively, then λNt|k|(λ) is a polynomial
in λ2 of degree N which is a solution of the system of equations:
det(D(r)) = 0 ∀r ∈ {1, ..., [N]}, (7.4)
where the p× p matrices D(r) are defined in (6.12), with asymptotics of t|k|(λ) given by:
lim
log λ→±∞
λ∓Nt|k|(λ) =
(
N∏
a=1
κaξ
∓1
a
i
)(
qk + q−k
)
. (7.5)
Proof. The fact that the generic eigenvalue of the transfer matrix has to satisfy the system
(7.4) has been discussed in Section 6; so we have just to verify the asymptotics (7.5) for the T-
eigenvalue t|k|(λ). This follows by the assumption that |tk〉 is an eigenstate of Θ with eigenvalue
qk, and by formulae
lim
log λ→±∞
λ∓NT(λ) =
(
N∏
a=1
κaξ
∓1
a
i
)(
Θ+Θ−1
)
, (7.6)
derived in appendix C.
The previous Lemma implies in particular the following:
Theorem 4. For generic values of the parameters κ and ξ the simultaneous spectrum of T and
Θ operators is simple and the generic eigenstate |tk〉 of the T-Θ-eigenbasis has a wave-function
of the form
Ψ(η) = η−kN
N−1∏
a=1
ψ|k|(ηa), (7.7)
where, for any r ∈ {1, ...,N − 1}, the vector (ψ|k|(ζr), ψ|k|(ζrq), ..., ψ|k|(ζrq2l)) is the unique
(up to normalization) solution of the linear equations (6.11) corresponding to t|k|(λ).
Proof. Let us use the SOV-construction of T-eigenstates and let us observe that an analog of
Proposition 5 also holds10 for even N. This implies that the wave-function Ψ(η) can be repre-
sented in the form
Ψ(η) = ftk(ηN)
N−1∏
a=1
ψ|k|(ηa) . (7.8)
Finally, using that |tk〉 is eigenstate of Θ with eigenvalue qk we get ftk(ηN) ∝ η
−k
N .
10The proof given previously holds for both the cases N even and odd just changing N into [N] everywhere.
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Thanks to the explicit construction of the simultaneous T-Θ eigenstates given in (7.7), we have
that the eigenstates of T(λ) with Θ-charge eigenvalue 1 are simple, while all the others are dou-
bly degenerate with eigenspaces generated by a pair of T-eigenstates with Θ-charge eigenvalues
q±k.
7.3 Q-operator and Bethe ansatz
Let us point out some peculiarity of the Q-operator in the case of even chain. In order to see
this, we need the following Lemma which is of interest in its own right.
Lemma 3. For a given t(λ), there is at most one polynomial of degree 2lN which satisfies the
Baxter equation (3.16).
Proof. Let us define the q-Wronskian:
W (λ) = Q1(λ)Q2(q
−1λ)−Q2(λ)Q1(q
−1λ) . (7.9)
written in terms of two solutions Q1(λ) and Q2(λ) of the Baxter equation; then W (λ) satisfies
the equation
a(λ)W (λ) = d(λ)T+W (λ) . (7.10)
Note now that Lemma 1 implies:
2l∏
k=0
a(λqk) 6=
2l∏
k=0
d(λqk), ∀λ /∈ BN, (7.11)
so for any λ /∈ BN the only solution consistent with cyclicity (T+)p = 1 is W (λ) ≡ 0. It is then
easy to see that this implies that Q1(λ) = Q2(λ).
Now we can prove the following:
Proposition 7. The Q-operators commute with the Θ-charge and |t±|k|〉 are Q-eigenstates with
common eigenvalue Q|k|(λ) of degree 2lN− k(a±∞p± 1) in λ and a zero of order k(a±0 p± 1) at
λ = 0, where a+0 and a+∞ are non-negative integers, while a−0 and a−∞ are positive integers.
Proof. The commutativity of T and Q-operators implies that the T-eigenspace L(|t±|k|〉) cor-
responding to the eigenvalue t|k|(λ) is invariant under the action of Q and so for k = 0 any
T -eigenstate |t0〉 is directly a Q-eigenstate. Let us observe that the self-adjointness of Q implies
that in the two-dimensional T-eigenspace L(|t±|k|〉) with k 6= 0 we can always take two linear
combinations of the states |t|k|〉 and |t−|k|〉 which are Q-eigenstates. Now thanks to the Lemma
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3 for fixed T-eigenvalue t|k|(λ) the corresponding Q-eigenvalue Q|k|(λ) is unique which im-
plies that |t±|k|〉 are themselves Q-eigenstates. The commutativity of the Q-operator with the
Θ-charge follows by observing that the |t±|k|〉 define a basis.
Let us complete the proof showing that the conditions on the polynomial Q|k|(λ) stated in the
Proposition are simple consequences of the fact that |t±|k|〉 are eigenstates of the Θ-charge with
eigenvalues q±|k|. Indeed, the compatibility of the asymptotics conditions (7.5) with the TQ
Baxter equation implies
lim
λ→0
Q|k|(λq)
Q|k|(λ)
= q±|k|, lim
λ→∞
Q|k|(λq)
Q|k|(λ)
= q−(N±|k|), (7.12)
which are equivalent to the conditions on the polynomial Q|k|(λ) stated in the Proposition.
Note that the uniqueness of the Q-eigenvalue Q|k|(λ) corresponding to a given T-eigenvalue
t|k|(λ) implies that each vector (ψ|k|(ζr), ψ|k|(ζrq), ..., ψ|k|(ζrq2l)) appearing in (7.7) must be
proportional to the vector (Q|k|(ζr), Q|k|(ζrq), ..., Q|k|(ζrq2l)) so that the previous results admit
the following reformulation:
Theorem 5. The pairs of eigenvectors |t|k|〉 and |t−|k|〉 of T(λ) are in one-to-one correspon-
dence with the polynomials Q|k|(λ) of maximal order 2lN which have the asymptotics (7.12)
and satisfy the Baxter equation (3.16) with t|k|(λ) being an even Laurent polynomial in λ of
degree N.
As in the case of N odd this reformulation allows the classification and construction of the
spectrum of T(λ) by the analysis of the solutions to the system of the Bethe equations.
A. Cyclic solutions of the star-triangle relation
It will sometimes be convenient for us to identify Zp ≡ Z/pZ with the subset Sp = {q2n;n =
−l, . . . , l} of the unit circle since q2l+1 = 1.
A.1 Definition and elementary properties
A.1.1 The function wλ(z)
Let us define a function wλ : Sp → C by
wλ(q
2n) =
n∏
r=1
1 + λq2r−1
λ+ q2r−1
l∏
r=1
λ+ q2r−1
1 + q2r−1
, n = 0, . . . , p− 1 . (A.1)
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This function is indeed cyclic (defined on Sp) since
∏p
k=1(1− xq
2k) = 1− xp implies
wλ(q
2p) = wλ(q
4l+2) = wλ(1) , (A.2)
The function wλ(z) is the unique solution to the functional equation
(z + λ)wλ(qz) = (1 + λz)wλ(q
−1z) , (A.3)
which is a polynomial of order l in λ and which satisfies the normalization condition
w1(q
n) = 1 ∀ n ∈ Zp . (A.4)
The function wλ(z) satisfies the inversion relation
wλ(z)w1/λ(z) = χλ , χλ = λ
−l
l∏
r=1
(λ+ q2r−1)(1 + λq2r−1)
(q2r−1 + 1)2
. (A.5)
A.1.2 The function wλ(z)
Let us also introduce the function wλ(z) as the discrete Fourier transformation of wλ,
wλ(z) =
1
p
l∑
k=−l
zk wλ(q
k) (A.6)
wλ(z) can be characterized as the unique solution to the functional relation
(1− λqz)wλ(qz) = (z − qλ)wλ(q
−1z) , (A.7)
which is a polynomial of order l in λ and which satisfies the normalization condition w1(qn) =
δn,0. It may therefore be represented by the product
wλ(q
2n) =
n∏
r=1
qλ− q2r−1
λq2r − 1
l∏
s=1
λq2s − 1
q2s − 1
. (A.8)
It is also useful to observe that wλ and wλ are related by complex conjugation as follows:
(wǫλ(z))
∗ = wǫλ∗(z)
l∏
s=1
1− q2s
1 + q2s−1
. (A.9)
This relation makes it easy to deduce properties of wλ from those of wλ.
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A.1.3 Further functional relations
Let us list further functional relations satisfied by the function wλ(z).
(λ+ z)wλ(qz) = q
l2+l z+
1
2 (1 + qλ)wqλ(z),
(1 + λ)wλ(qz) = q
l2+l z−
1
2 (1 + λz)wλ/q(z),
(1− qλ)wλ(qz) = q
−l2−l z−
1
2 (z − qλ)wqλ(z),
(1− qλz)wλ(qz) = q
−l2−l z+
1
2 (1− λ)wλ/q(z).
(A.10)
These relations play a key role in the derivation of the Baxter equation (3.12).
A.2 Star-triangle relation
One of the most important properties of the function wλ(x) is the star-triangle relation [FZ82]∑
x∈Sp
wα(x/u)wαβ(x/v)wβ(x/w) = wα(w/v)wαβ(u/w)wβ(v/u) , (A.11)
see [Ba08] for an elegant proof and references to related work. We are mainly going to use the
following consequence of (A.11) called the exchange relation∑
y∈Sp
wα(y/u)wβ(y/v)wγ(y/w)wδ(y/x) = (A.12)
=
wβ/α(u/v)
wβ/α(x/w)
∑
y∈Sp
wβ(y/u)wα(y/v)wδ(y/w)wγ(y/x) .
for αγ/βδ = 1. In order to prove (A.12) let us note the relation
∑
z∈Sp
wα(u/z)w1/α(z/v) =
1
p
l∑
k=−l
(u/v)kwα(q
k)w1/α(q
k) = δu,vχα , (A.13)
since χα ≡ wα(z)w1/α(z) is independent of z. By inserting (A.13) into the left hand side of
(A.12) we may therefore calculate∑
y∈Sp
wα(u/y)wβ(y/v)wγ(y/w)wδ(x/y) =
= χ−1α
∑
y∈Sp
∑
z∈Sp
∑
y′∈Sp
wα(y/u)wβ(y/v)wβ/α(y/z) wδ/γ(z/y
′)wδ(y
′/x)wγ(y
′/w)
= χ−1α
∑
z∈Sp
wα(v/z)wβ(z/u)wβ/α(u/v) wδ/γ(w/x)wδ(z/w)wγ(x/z) .
The sums over y and y′ have been carried out with the help of the star-triangle relation (A.11).
It remains to recall that χ−1α wδ/γ(w/x) = (wβ/α(w/x))−1 to complete the proof of (A.12).
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B. Properties of the Q-operator
B.1 Proof of the Baxter equation
The strategy is similar to [Ba72, BS90]. Consider
T(λ) · 〈 z |Y(λ) | z′ 〉 ≡ 〈 z |T(λ)Y(λ) | z′ 〉 . (B.1)
The operator T(λ) is the difference operator obtained by replacing LSGn (λ) → LSGn (λ) in (3.1),
with LSGn (λ) obtained from (B.2) by replacing un and vn by the corresponding multiplication
and shift operators un and vn defined in (2.10),
L
SG
n =
κn
i
(
−un(ϑ
−1
n vn − ϑnv
−1
n ) λnvn − λ
−1
n v
−1
n
λnv
−1
n − λ
−1
n vn u
−1
n (ϑnvn − ϑ
−1
n v
−1
n )
)
. (B.2)
In writing (B.2) we have introduced the short-hand notation ϑn = iq 12κ−1n and λr ≡ λ/ξn. Note
that T(λ) acts on the argument z = (z1, . . . , zN) of Yλ(z, z′), while it does not act on z′. In
order to simplify the expression for T(λ) we may therefore use a gauge-transformation of the
form
L˜
SG
n (λ) = gn+1 L
SG
n (λ) g
−1
n , gn =
(
1 0
z′n 1
)
. (B.3)
The key point to observe is that
i
κn
L˜
SG
n (λ)21 · Yλ(z, z
′) = λ−1n (z
′
n + λnϑnun) (z
′
n+1 + λnϑ
−1
n u
−1
n )v
−1
n · Yλ(z, z
′)
− λ−1n (1 + λnϑnz
′
nu
−1
n ) (1 + λnϑ
−1
n z
′
n+1un)vn · Yλ(z, z
′)
= 0 ,
(B.4)
the last step being an easy consequence of the recursion relations (A.3), (A.7) satisfied by the
functions wλ(z) and wλ(z) which appear in the kernel Yλ(z, z′).
Equation (B.4) implies that
T(λ) · Yλ(z, z
′) =
(
N∏
n=1
L˜
SG
n (λ)11 +
N∏
n=1
L˜
SG
n (λ)22
)
· Yλ(z, z
′) . (B.5)
We have
L˜
SG
n (λ)11 · Yλ(z, z
′) = −
κn
i
z′n
[
ϑ−1n (zn/z
′
n + λnϑn)vn − λ
−1
n (1 + ϑnλnzn/z
′
n)v
−1
n
]
· Yλ(z, z
′)
=−
κn
i
z′n(λn/ϑ
2
n − 1/λn)
1 + λnϑnzn/z
′
n
1 + znz
′
n+1λn/ϑn
v
−1
n · Yλ(z, z
′) .
36
By using the recursion relations (A.10) one may rewrite this as
L˜
SG
n (λ)11 · Yλ(z, z
′) =
κn
i
(z′n/z
′
n+1)
1
2 (1/λn − 1/ϑn)(1 + q
−1λnϑn) Y
(n)
q−1λ
∏
r 6=n
Y
(r)
λ .
where Y (n)λ ≡ wǫλ/κnξn(zn/z
′
n)wǫλκn/ξn(znz
′
n+1). We may similarly calculate
L˜
SG
n (λn)22 · Yλ(z, z
′) =
κn
i
[
(ϑnz
−1
n + zn+1λn)vn − (ϑ
−1
n z
−1
n + zn+1λ
−1
n )v
−1
n
]
· Yλ(z, z
′)
=−
κn
i
(z′n)
−1(λn − 1/λnϑ
2
n)
1 + z′n+1znϑn/λn
1 + zn/z
′
nλnϑn
v
−1
n · Yλ(z, z
′)
=−
κn
i
(z′n+1/z
′
n)
1
2 (1/λn + q/ϑn)(1− λnϑn) Y
(n)
qλ
∏
r 6=n
Y
(r)
λ .
It follows that
N∏
n=1
L˜
SG
n (λ)11 · Yλ(z, z
′) =
N∏
n=1
κn
i
(1/λn − 1/ϑn)(1 + q
−1λnϑn) · Yq−1λ(z, z
′) ,
N∏
n=1
L˜
SG
n (λ)22 · Yλ(z, z
′) =
N∏
n=1
iκn(1/λn + q/ϑn)(1− λnϑn) · Yqλ(z, z
′) .
This concludes the proof.
B.2 Proof of the commutativity
The key observation to be made is the fact that the operators Y(λ) satisfy the exchange relation
Y(λ) · (Y(µ∗))† = Y(µ) · (Y(λ∗))† . (B.6)
This is an easy consequence of the exchange relation (A.12), as observed in [BS90]. Since we
have λn/µn = λm/µm for all n,m = 1, . . . ,N we may calculate
〈 z |Y(λ) (Y(µ∗))† | z′ 〉 =
=
∑
y∈SNp
N∏
n=1
wǫλn/κn(zn/yn)wǫλnκn(znyn+1)wǫµ∗n/κn(yn/z
′
n)wǫµ∗nκn(yn+1z
′
n)
= φ0
∑
y∈SNp
N∏
n=1
wǫλn/κn(zn/yn)wǫµn/κn(yn/z
′
n)wǫµn−1κn−1(ynz
′
n−1)wǫλn−1κn−1(zn−1yn)
= φ0
∑
y∈SNp
N∏
n=1
wǫµn/κn(zn/yn)wǫλn/κn(yn/z
′
n)wǫλn−1κn−1(ynz
′
n−1)wǫµn−1κn−1(zn−1yn)
=
∑
y∈SNp
N∏
n=1
wǫµn/κn(zn/yn)wǫµnκn(znyn+1)wǫλ∗n/κn(yn/z
′
n)wǫλ∗nκn(yn+1z
′
n)
= 〈 z |Y(µ) (Y(λ∗))† | z′ 〉 ,
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where φ0 ≡ (−1)lNq2Nl(l+1) as it follows by formula (A.9). The mutual commutativity of
the operators Q is an easy consequence. Let us furthermore note that (a(λ))∗ = d(λ) and
(T(λ))† = T(λ) for λ ∈ R. Using (B.6) we may calculate
T(λ) · Y(λ) · (Y(µ))† =
[
a(λ)Y(q−1λ) + d(λ)Y(qλ)
]
· (Y(µ))†
= a(λ)Y(µ) · (Y(qλ))† + d(λ)Y(µ) · (Y(q−1λ))†
= Y(µ) ·
[
d(λ)Y(qλ) + a(λ)Y(q−1λ)
]†
= Y(µ) ·
[
T(λ) · Y(λ)
]†
= Y(µ) · (Y(λ))† · T(λ),
which obviously implies [T(λ),Q(λ)] = 0.
B.3 Proof of integrability
In order to prove (3.21) first note that (3.11) allows us to write
〈 zn |wλ(f2n) | z
′
n 〉 =
l∑
r=−l
〈 zn | f
−r
2n | z
′
n 〉wλ(q
r) . (B.7)
Noting that 〈 q2kn | f−r2n | q2k
′
n 〉 = 〈 q2kn−2r | q2k
′
n 〉 = δr,k′n−kn we find that
〈 zn |wλ(f2n) | z
′
n 〉 = wλ(zn/z
′
n) . (B.8)
Thanks to this identity and (A.4) it is easy to see that
〈 z |Y(1/κǫ) | z′ 〉 =
N∏
n=1
δz′n,znwκ−2(zn/z
′
n) = 〈 z |
N∏
n=1
wκ−2(f2n) | z
′ 〉 ,
which implies
Q+(1/κǫ) =
N∏
n=1
wκ−2(f2n) · Y
†
∞ . (B.9)
Similarly note that
〈 z |Y(κ/ǫ) | z′ 〉 =
N∏
n=1
wκ2(znz
′
n+1) = 〈 z |
N∏
n=1
wκ2(f2n+1) | z
′ 〉 ,
which implies
Q−(κ/ǫ) = Y0 ·
N∏
n=1
(wκ2(f2n+1))
−1 . (B.10)
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It remains to notice that Y†∞ · Y0 = U0 to conclude the proof. Indeed, using the notation
z = (q2k1 , . . . , q2kN) and z′′ = (q2k′′1 , . . . , q2k′′N), we may calculate
〈 z |Y†∞ · Y0 | z
′′〉 =
1
pN
∑
(k′
1
,...,k′
N
)∈ZNp
N∏
n=1
q−2k
′
n(kn+kn+1)q−2k
′
n(k
′′
n+k
′′
n+1)
=
N∏
n=1
δkn+kn+1+k′′n+k′′n+1,0 =
N∏
n=1
δkn,−k′′n
= 〈 z |U0 | z
′′〉 ,
keeping in mind that we consider the case of odd N.
C. Asymptotics of Yang-Baxter generators
From the known form of the Lax operator we derive the following asymptotics for λ → +∞
and 0 of the generators of the Yang-Baxter algebras.
N odd: The leading operators are BN(λ) and CN(λ) with asymptotics:
BN(λ) =
(
N∏
a=1
κa
i
)(
λN
N∏
a=1
v
(−1)1+a
a
ξa
− λ−N
N∏
a=1a
ξav
(−1)a
a
)
+ sub-leading terms, (C.1)
CN(λ) =
(
N∏
a=1
κa
i
)(
λN
N∏
a=1
v
(−1)a
a
ξa
− λ−N
N∏
a=1
ξav
(−1)1+a
a
)
+ sub-leading terms. (C.2)
N even: The leading operators are AN(λ) and DN(λ) with asymptotics:
AN(λ) =
(
N∏
a=1
κa
i
)(
λN
N∏
a=1
v
(−1)1+a
a
ξa
+ λ−N
N∏
a=1
ξav
(−1)a
a
)
+ sub-leading terms, (C.3)
DN(λ) =
(
N∏
a=1
κa
i
)(
λN
N∏
a=1
v
(−1)a
a
ξa
+ λ−N
N∏
a=1
ξav
(−1)1+a
a
)
+ sub-leading terms. (C.4)
Note that these asymptotics imply for the SOV-representation of the Yang-Baxter generators the
following formulae11:
N odd: (
wSOV
)−1( N∏
a=1
v(−1)
1+a
a
)
wSOV =
N∏
a=1
ξa
ηa
. (C.5)
11Note that the transformation WSOV is meant to act as a similarity transformation in the space of the represen-
tation, i.e. WSOV ≡ wSOVI where wSOV is a non-trivial operator on space of the states.
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N even:
N∏
a=1
ξa
(
wSOV
)−1
Θ−1wSOV =
(
ηA
N−1∏
a=1
ηa
)
T−N, (C.6)
N∏
a=1
ξa
(
wSOV
)−1
ΘwSOV =
(
ηD
N−1∏
a=1
ηa
)
T+N, (C.7)
Note that taking the average value of the last two formulae we get for N odd:
N∏
a=1
Xa
Za
=
N∏
a=1
V (−1)
1+a
a , (C.8)
while for N even:
ZA = 〈Θ〉
−1
N−1∏
a=1
Z−1a
N∏
a=1
Xa, ZD = ZA〈Θ〉
2, (C.9)
where 〈Θ〉 is the average value of the charge Θ.
D. Comparison with the Fateev-Zamolodchikov model
In this appendix we present an explicit comparison between the SG model, studied in this paper,
and the Fateev-Zamolodchikov lattice model with Zp symmetry [FZ82]. The Lax operator
which describes the FZ model has the following expression in terms of the Lax operator of the
SG model:
LFZn (λ) = L
SG
n (λ)σ1. (D.1)
In the case N(= 2M) even we can construct a map which transforms the transfer matrix of the
SG model into the one of the FZ model. Let us introduce the unitary operators:
ΩnunΩn = u
−1
n , ΩnvnΩn = v
−1
n , (D.2)
which in the momentum space play the role of parity operators. Then the unitary operator:
πFZ ≡
M∏
n=1
Ω2n (D.3)
has the following action on the Lax operators:
πFZL
SG
2n−a(λ)πFZ = (σ1)
1−a LSG2n−a((−1)
(1−a)λ) (σ1)
1−a , a = 0, 1. (D.4)
so that we get:
MFZ(λ) = σ1πFZM
SG(λ)πFZσ1 −→
{
TFZ(λ) = πFZT
SG(λ)πFZ ,
QFZ(λ) = πFZQ
SG(λ)πFZ ,
(D.5)
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after the flipping ξ2n−a → (−1)1−a ξ2n−a of the inhomogeneities.
In the case N odd the situation is different; the transfer matrices in the two model have different
spectrum. We use the next two subsections to present an explicit comparison of their spectrum
in the special case of q3 = 1 and N = 1.
D.1 Q-spectrum in Sine-Gordon model for q3 = 1 and N = 1
In this case in the z-representation the operator QSG(λ) is a 3× 3 matrix12:
QSG(λ) ≡ ||〈z = q2(i−1)|QSG(λ)|z′ = q2(j−1)〉 ≡Wλ+(q2(i+j−2))W λ−(q2(i−j))||i,j∈{1,2,3}
(D.6)
and λ± ≡ ǫλκ±. Now, we observe that
Wλ(1) ≡ 1, Wλ(q
2) = Wλ(q
4) =
1 + λq
λ+ q
≡ Wλ, (D.7)
W λ(1) ≡ 1, W λ(q
2) = W λ(q
4) =
λ− 1
λq − q−1
≡ Wλ, (D.8)
so that in the z-representation:
QSG(λ) ≡
 1 Wλ+ Wλ− Wλ+Wλ−Wλ+Wλ− Wλ+ Wλ−
Wλ+Wλ− Wλ− Wλ+
 . (D.9)
Then the eigenvalues of QSG(λ) read:
q
(SG)
1 (λ) = (Wλ+ − Wλ−), q
(SG)
± (λ) =
1
2
(
1 + Wλ+ + Wλ− ±∆λ
)
, (D.10)
with ∆λ ≡
(
(Wλ+ − 1)
2 + 2(Wλ+ − 1)Wλ− + (1 + 8W
2
λ+
)W2λ−
)1/2
and clearly QSG(λ) has
simple spectrum for all the values of the local parameter κ ∈ C.
D.2 Q-spectrum in Fateev-Zamolodchikov model for q3 = 1 and N = 1
In this case in the z-representation the operator QFZ(λ) is a 3× 3 matrix13:
QFZ(λ) ≡ ||〈z = q2(i−1)|QFZ(λ)|z′ = q2(j−1)〉 ≡Wλ(q2(i−j))W λ(q2(i−j))||i,j∈{1,2,3}, (D.11)
12Note that to make more simple the comparison with the Q-operator of the FZ model, here we have considered
for QSG(λ) the operator Y(λ) defined in (3.10) just with a different normalization.
13Here we have rewritten in our notation the (5.12) of [BS90] for k = 0.
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explicitly:
QFZ(λ) ≡
 1 WλWλ WλWλWλWλ 1 WλWλ
WλWλ WλWλ 1
 . (D.12)
It is then clear that QFZ(λ) has degenerate spectrum with eigenvalues:
q
(FZ)
1 (λ) = 1 + 2WλWλ, q
(FZ)
± (λ) = 1− WλWλ. (D.13)
References
[Ba72] R.J. Baxter, Partition function of the Eight-Vertex lattice model. Annals of Physics 70
(1972) 193-228
Eight-vertex model in lattice statistics and one-dimensional anisotropic heisenberg chain.
I. Some fundamental eigenvectors Annals of Physics 76 (1973) 1-24
[Ba08] V.V. Bazhanov, Chiral Potts model and the discrete Sine-Gordon model at roots of unity,
Preprint arXiv:hep-th/0809.2351
[BBR96] V. Bazhanov, A. Bobenko, N. Reshetikhin, Quantum discrete sine-Gordon model at
roots of 1: integrable quantum system on the integrable classical background. Comm.
Math. Phys. 175 (1996), no. 2, 377–400
[BFKZ] H. Babujian, A. Fring, M. Karowski, A. Zapletal, Exact Form Factors in Integrable
Quantum Field Theories: the Sine-Gordon Model Nucl.Phys. B538 (1999) 535-586,
H. Babujian, M. Karowski, Exact form factors in integrable quantum field theories: the
sine-Gordon model (II), Nucl.Phys. B620 (2002) 407-455
H. Babujian, M. Karowski, Sine-Gordon breather form factors and quantum field equa-
tions, J.Phys. A35 (2002) 9081-9104
[BKP93] A. Bobenko, N. Kutz and U. Pinkall, The discrete quantum pendulum, Phys. Lett.
A177 (1993) 399-404
[BS90] V.V. Bazhanov, Yu. G. Stroganov, Chiral Potts model as a descendant of the six-vertex
model, Journal of Statistical Physics 59 (1990) 799-817
[BT09] A.G. Bytsko, J. Teschner, The integrable structure of nonrational conformal field the-
ory, Preprint arXiv:0902.4825 (hep-th)
[DDV87] C. Destri, H.J. de Vega, Light-cone lattice approach to fermionic theories in 2D :
The massive Thirring model Nucl.Phys. B290 (1987) 363-391
42
[DDV92] C. Destri, H.J. De Vega, New thermodynamic Bethe ansatz equations without strings,
Phys. Rev. Lett. 69 (1992) 2313-2317
[DDV94] C. Destri, H.J. de Vega, Unified Approach to Thermodynamic Bethe Ansatz and Finite
Size Corrections for Lattice Models and Field Theories Nucl.Phys. B438 (1995) 413-454
[DDV97] C. Destri, H.J. de Vega, Non linear integral equation and excited–states scaling func-
tions in the sine-Gordon model, Nucl.Phys. B504 (1997) 621-664
[F94] L.D. Faddeev, Current-Like Variables in Massive and Massless Integrable Models, Lec-
tures delivered at the International School of Physics ”Enrico Fermi”, held in Villa Monas-
tero, Varenna, Italy, 94; arXiv:hep-th/9408041
[FV92] L.D. Faddeev, A. Yu. Volkov, Quantum inverse scattering method on a space-time
lattice, Theor. Math. Phys. 92 (1992) 837-842
[FV94] L.D. Faddeev, A. Yu. Volkov, Hirota Equation as an Example of an Integrable Sym-
plectic Map, Letters in Mathematical Physics 32 (1994) 125-135
[FST80] L.D. Faddeev, E.K. Sklyanin, L.A. Takhtajan, Quantum inverse problem method: I
Theor. Math. Phys. 40 (1980) 688-706
[FMQR97] D. Fioravanti, A. Mariottini, E.Quattrini, F. Ravanini, Excited state Destri-De Vega
equation for sine-Gordon and restricted sine-Gordon, Phys. Lett. B390 (1997) 243-251
[FRT98] G. Feverati, F. Ravanini, G. Takacs, Truncated conformal space at c=1, nonlinear
integral equation and quantization rules for multi-soliton states, Phys. Lett. B430 (1998)
264-273
[FRT99] G. Feverati, F. Ravanini, G. Takacs Nonlinear Integral Equation and Finite Volume
Spectrum of Sine-Gordon Theory, Nucl.Phys. B540 (1999) 543-586
[FZ82] V. A. Fateev, A. B. Zamolodchikov, Self-dual solutions of the star-triangle relations in
ZN-models, Phys. Lett. A92 (1982) 37-39
[KMT99] N. Kitanine, J.M. Maillet, and V. Terras, Form factors of the XXZ Heisenberg spin
1/2 finite chain, Nucl. Phys. B554 (1999) 647-678
[KP91] A. Klu¨mper, P.A. Pearce, Analytic calculation of scaling dimensions: Tricritical hard
squares and critical hard hexagons, J. Stat. Phys. 64 (1991) 13-76
[KBP91] A. Klu¨mper, M. Batchelor, P.A. Pearce, Central charges of the 6- and 19-vertex mod-
els with twisted boundary conditions, J. Phys. A23 (1991) 3111-3133
43
[Ko80] V. E. Korepin, The mass spectrum and the S-matrix of the massive Thirring model in
the repulsive case, Comm. Math. Phys. 76(1980) 165-176
[IK82] A.G. Izergin, V.E. Korepin, Lattice versions of quantum field theory models in two
dimensions Nuclear Physics B205 (1982) 401-413
[KT77] M. Karowski, H.J. Thun, Complete S Matrix of the Massive Thirring Model. Nucl.Phys.
B130 (1977) 295
[Lu01] S. Lukyanov, Finite temperature expectation values of local fields in the sinh-Gordon
model. Nuclear Phys. B 612 (2001), no. 3, 391–412.
[LZ01] S. Lukyanov, A. Zamolodchikov, Form factors of soliton-creating operators in the sine-
Gordon model, Nucl.Phys. B607 (2001) 437-455
[MT00] J. M. Maillet and V. Terras, On the quantum inverse scattering problem. Nucl. Phys.
B575 (2000) 627-644
[MTV] E. Mukhin, V. Tarasov, A. Varchenk,o Bethe Algebra of Homogeneous XXX Heisenberg
Model has Simple Spectrum. Comm. Math. Phys. 288 (2009) 1-42
[Sk85] E.K. Sklyanin, The quantum Toda chain, Lect. Notes Phys. 226 (1985) 196–233
[Sk92] E.K. Sklyanin, Quantum inverse scattering method. Selected topics. In: Quantum
groups and quantum integrable systems (World Scientific, 1992) 63–97
[Sk95] E.K. Sklyanin, Separation of variables – new trends, Prog. Theor. Phys. Suppl. 118
(1995) 35–60
[Sm92] F.A. Smirnov, F.A. Form-factors in Completely Integrable Models of Quantum Field
Theory. Singapore: World Scientific (1992)
[Ta91] V. Tarasov, Cyclic monodromy matrices for the R-matrix of the six-vertex model and the
chiral Potts model with fixed spin boundary conditions. Infinite analysis, Part A, B (Kyoto,
1991), 963–975, Adv. Ser. Math. Phys., 16, World Sci. Publ., River Edge, NJ, 1992.
[T08a] J. Teschner, On the spectrum of the Sinh-Gordon model in finite volume,
Nucl.Phys.B799 (2008) 403-429
[Za77] A.B. Zamolodchikov, Exact Two Particle s Matrix of Quantum Sine-Gordon Solitons.
Pisma Zh.Eksp.Teor.Fiz. 25 (1977) 499-502, Commun.Math.Phys. 55 (1977) 183-186.
[Za94] Al. B. Zamolodchikov Painleve III and 2D Polymers Nucl.Phys. B432 (1994) 427-456
44
[Za06] Al.B.Zamolodchikov, On the Thermodynamic Bethe Ansatz Equation in Sinh-Gordon
Model, J.Phys. A39 (2006) 12863-12887
[ZZ95] A.B.Zamolodchikov, Al.B.Zamolodchikov Structure Constants and Conformal Boot-
strap in Liouville Field Theory, Nucl.Phys. B477 (1996) 577-605
