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1 Summary
This thesis has two parts.
1. Investigating the homotopy of ΣSO(n) and showing that it has nonzero
homotopy groups.
2. Investigating the homotopy of ΩΣX for some special spacesX and giving
some product decomposition.
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2 Homotopy theory of suspended Lie groups
2.1 Introduction
Homotopy group is one of the most important fundamental concept of alge-
braic topology. In algebraic topology, we usually use homotopy groups to clas-
sify topological spaces. However it is still not being fully understood. Even for
the homotopy groups of the spheres, which seem to be the most fundamental
one. And the question of computing pin+k(Sn) turns to be one of the central
question in algebraic topology.
Let X be a n-connect topology space. It is well known that, when i is less
than or equal to n, pii(X) = 0. It is natural for us to ask, ”Is it true that pii(X) 6=
0 for all i greater than n?” Obviously, the answer is no, a quick example is
pi2(S
1) = 0. However for some particular spaces, the answer is yes. Curtis [2]
showed that pii(S4) 6= 0 for all i ≥ 4. In this article, a similar result is obtained
on ΣSO(n), that is
Theorem 2.1.
pii(ΣSO(n)) 6= 0
for all i ≥ 2 and n ≥ 3.
This theorem follows from the following two facts: Firstly there exists a
homotopy decomposition of ΩΣSO(3), that is
Theorem 2.2. There exist a homotopy decomposition
ΩΣSO(3) ' SO(3)× Ω(ΣRP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2) ∨ S7)
Secondly by observing the spherical classes of H∗(ΩΣSO(3);Z), and the
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monomorphism ([3] Proposition 3D.1)
H∗(ΩΣSO(3);Z)→ H∗(ΩΣSO(n);Z)
for n ≥ 3, it can be shown that Hm(ΩΣSO(n);Z) contains a spherical class for
m ≥ 1 and n ≥ 3.
The splitting for ΩΣSO(3) can also be used to compute its homotopy groups.
During the computation of pi∗(ΣSO(3)), it is interesting to know that pi7(ΣRP 2∧
RP 2) contains an order 8 element, which may be helpful to the exponent prob-
lem.
A few homotopy groups of ΣRP 2 ∧ RP 2 and ΣSO(3) are given in the fol-
lowing two theorems.
Theorem 2.3. The first few 2-local homotopy groups of ΣRP 2 ∧ RP 2 are given as
• pin(ΣRP 2 ∧ RP 2) = 0 for n ≤ 2
• pi3(ΣRP 2 ∧ RP 2) = Z/2
• pi4(ΣRP 2 ∧ RP 2) = Z/4
• pi5(ΣRP 2 ∧ RP 2) = Z/2⊕ Z/2
• pi6(ΣRP 2 ∧ RP 2) = Z/2⊕ Z/2⊕ Z/2⊕ Z/4
• pi7(ΣRP 2 ∧ RP 2) contains an element of order 8.
Theorem 2.4. The first few 2-local homotopy groups of ΣSO(3) are given as
• pi1(ΣSO(3)) = 0
• pi2(ΣSO(3)) = Z/2Z
• pi3(ΣSO(3)) = Z/2Z
• pi4(ΣSO(3)) = Z⊕ Z/4Z
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• pi5(ΣSO(3)) = Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z
• pi6(ΣSO(3)) = Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/4Z
• pi7(ΣSO(3)) contains an element of order 8
The article is organized as follows.
In section 2, we study the homotopy of ΣmSO(3) form ≥ 1. Recall that there
exist a homotopy decomposition [4] ΣmSO(3) ' Sm+3 ∨ Pm+2(2) for m ≥ 2.
And it can be shown that ΣSO(3) is indecomposable. Hence the homotopy of
ΣSO(3) might be interesting to study. And a decomposition of ΩΣSO(3) can be
given by Hopf construction.
In section 3, we study the homotopy decomposition of Σ(SO(3) ∧ SO(3)),
which is needed to get a finer decomposition of ΩΣSO(3). And it can be shown
that H7(Σ(SO(3) ∧ SO(3))) contains a spherical class.
In section 4 and 5, we will compute some homotopy groups of ΣRP 2 ∧RP 2,
which is a factor of Σ(SO(3)∧SO(3)). It is interesting to know thatH5(ΩΣRP 2∧
RP 2) contains a spherical class and pi7(ΣRP 2∧RP 2) contains a order 8 elements.
In section 6, we summarize the results we get from sections 2-5, and the
main theorem is proved.
In this article, we assume that every space is a CW-complex, localized at 2,
path-connected with a non-degenerate base point and every decomposition is
2-local. Homology and homotopy are 2-local homology and homotopy. We are
going to use ik to denote the inclusion into the kth factor, and pk to denote the
projection of the kth factor.
2.2 Preliminaries
Recall that given a CW-complex X , which is also a H-space, we can obtain the
following decomposition from Hopf construction.
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Proposition 2.1. [10] If X is a CW-complex and also a H-space, then there exists a
homotopy fibration
X → ΣX ∧X → ΣX
further more there exists a homotopy decomposition
ΩΣX ' X × ΩΣ(X ∧X)

In particular, SO(3) is a H-space, hence we have
ΩΣSO(3) ' SO(3)× ΩΣ(SO(3) ∧ SO(3))
Noted that SO(3) is a Stiefel manifold V2(R3), which is the set of all orthonor-
mal 2-frames in R3. Since SO(3) and RP 3 are both the orbit space S3/(Z/2Z)
[5], SO(3) ' RP 3. Let skn denote the kth skeleton, then RP 2 ' sk2(RP 3) '
sk2(SO(3)), and the mod 2 Moore spaces P n(2) ' skn(Σn−2SO(3)). Stable de-
composition for Stiefel manifold was given by James, I. M. in 1971, particularly
we have:
Proposition 2.2. [4] There is a homotopy decomposition
Σ2SO(3) ' S5 ∨ P 4(2)

It can be shown that P n(2) is indecomposable by Steenrod algebra. Recall
that Steenrod algebra [11] is the algebra of stable cohomology operations for
mod p cohomology. When p = 2, Steenrod algebra is generated by Sqi for i > 0,
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where Sqi is natural transformation
Sqi : Hn(X;Z/2)→ Hn+i(X;Z/2)
The basic properties of Sqi are listed as
1. For all integer i ≥ 0 and n ≥ 0, Sqi is a homomorphism
Sqi : Hn(X;Z/2)→ Hn+i(X;Z/2)
2. Sq0 is the identity homomorphism.
3. Sqn(x) = x ∪ x, if |x| = n > 0.
4. If i > |x|, then Sqn(x) = 0.
5. Cartan Formula:




Noted that H∗(RP 3;Z/2) is the quotient of polynomial ring generated by
H1(RP 3;Z/2) = Z2[x], by the ideal generated by x4. Thus Sq1(x) = x2. If
we write Sqi∗ : Hn(X;Z/2) → Hn−i(X;Z/2) as the dual-action of Sqi. Then
H¯∗(P n(2);Z/2) = H¯∗(Σn−2(RP 2);Z/2) is a module generated by u,v with |v| =
n, |u| = n − 1 and Sq∗(v) = u. Therefore P n(2) is indecomposable. Thus
Σ2SO(3) ' S5 ∨ P 4(2) is already the finest decomposition. However it can
be shown that ΣSO(3) is indecomposable.
Proposition 2.3. ΣSO(3) is indecomposable.
Proof. Suppose for the contradiction that ΣSO(3) has a non-trivial decompos-
able, that is ΣSO(3) ' A ∨ B for some non-trivial space A and B. Notice
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that dim(H¯∗(ΣSO(3);Z/2)) = 3. Since A and B are non-trivial, we must have
dim(H¯∗(A;Z/2)) = 1 or 2. Recall that P 3(2), which is a subcomplex of ΣSO(3),
is indecomposable by Steenrod algebra. We can assume that A contains P 3(2).
Therefore dim(H¯∗(B;Z/2)) = 1 and B ' S4. From the homotopy cofibration:
P 3(2)→ ΣSO(3)→ S4
if ΣSO(3) is not indecomposable, then B ' S4. That is
ΣSO(3) ' S4 ∨ P 3(2)
Assuming that, ΣSO(3) ' S4 ∨ P 3(2). Notice that pi3(S4) = 0 and pi3(P 3(2)) =
Z/4Z [15], we have
pi3(ΣSO(3)) = pi3(S




On the other hand, since SO(3) is a H-space, we have
ΩΣSO(3) ' SO(3)× ΩΣ(SO(3) ∧ SO(3))
and also recall that
pi2(SO(3)) = pi2(RP 3) = pi2(K(1,Z/2Z)) = 0






= pi2(SO(3))× pi2(ΩΣSO(3) ∧ SO(3))
= Z/2Z
We get a contradiction.
Let α be the attaching map of the 3-cell of RP 3, that is the following is a
homotopy cofibration:
S2
α→ RP 2 → RP 3
Then it follows that
Proposition 2.4. Let α be the attaching map of the 3-cell of RP 3. Then
Σ2α ' ∗
Σα 6' ∗
Proof. Immediate from the facts that Σ2SO(3) ' S5 ∨P 4(2) and ΣSO(3) is inde-
composable.
Proposition 2.5. Let α be the attaching map of the three cell of RP 3. Then the map
α ∧ α : S2 ∧ S2 → RP 2 ∧ RP 2
is null homotopic.
Proof. Observed that the map α ∧ α is homotopic to the composition
S2 ∧ S2 α∧idS2−→ RP 2 ∧ S2 idRP2∧α−→ RP 2 ∧ RP 2
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Hence α ∧ α is null homotopic, since α ∧ idS2 ' Σ2α is null homotopic.
2.3 A decomposition for ΣSO(3) ∧ SO(3)
Recall that we already have the following decomposition by Hopf construction.
ΩΣSO(3) ' SO(3)× ΩΣ(SO(3) ∧ SO(3))
We claim that
ΣSO(3) ∧ SO(3) ' ΣRP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2) ∨ S7
To prove the claim, we first need to study the cell structure of the CW-complex
ΣSO(3) ∧ SO(3). Recall that SO(3) ' RP 3 and RP 2 is a sub-complex of RP 3,
therefore ΣRP 3 ∧ RP 2 is a sub-complex of ΣSO(3) ∧ SO(3). An unpublished
result of Jie Wu shows that
Proposition 2.6. [Wu Jie] These is a homotopy decomposition
ΣRP 3 ∧ RP 2 ' ΣRP 2 ∧ RP 2 ∨ P 6(2)
To prove the above proposition, we need the following:
Proposition 2.7. Let [2] : Σ2RP 3 → Σ2RP 3 be the degree 2 map. Then
[2]∗(α) = 2α
for any α ∈ pi5(Σ2RP 3).
Proof. Let α¯ ∈ pi4(ΩΣ2RP 3) be the adjoint of α ∈ pi5(Σ2RP 3). Then by Hilton-
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Milnor theorem and Proposition 4.3.4 in [5],
Ω[2] ◦ α ' 2 ◦ α + Ωω[Σ2RP 3,Σ2RP 3] ◦H2 ◦ α
whereH2 : ΩΣ2RP 3 → ΩΣ3RP 3∧RP 3 is the Hopf invariants. And ω[Σ2RP 3,Σ2RP 3] :
Σ(ΣRP 3 ∧ ΣRP 3) → Σ2RP 3 is the Whitehead product. Consider the following
commutative diagram








The Whitehead product ω3 : S5 → S3 is null homotopic, since S3 is a H-space.
It follows that
(Ωω[Σ2RP 3,Σ2RP 3])∗ : pi4(ΩΣ
3RP 3 ∧ RP 3)→ pi4(ΩΣ2RP 3)
is trivial. That is Ωω[Σ2RP 3,Σ2RP 3] ◦ H2 ◦ α is null homotopic. Hence [2]∗(α) =
2α.
Proof of Proposition 2.6. Recall Σ2RP 3 ' S5 ∨ P 4(2), let f : S5 → Σ2RP 3 be a
map which induces isomorphism on H5. By Proposition 2.7, there is homotopy
commutative diagram of cofibre sequence
S5 S5 P 6(2) S6
Σ2RP 3 Σ2RP 3 ΣRP 3 ∧ RP 2 Σ3RP 3








[2] //   // //
where f¯ is the induced map. Let j : ΣRP 2∧RP 2 ↪→ ΣRP 3∧RP 2 be the inclusion.
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Then the map
(f, j) : P 6(2) ∨ ΣRP 2 ∧ RP 2 → ΣRP 3 ∧ RP 2
induces an isomorphism on mod 2 homology so that the result follows.
If X is a CW-complex, let skn(X) denote the k-th skeleton of X .
Proposition 2.8. These is a homotopy decomposition
sk6(ΣSO(3) ∧ SO(3)) ' ΣRP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2)
Proof. Let
f1 : P
6(2)→ ΣRP 3 ∧ RP 2 ' P 6(2) ∨ ΣRP 2 ∧ RP 2
f2 : P
6(2)→ ΣRP 2 ∧ RP 3 ' ΣRP 2 ∧ RP 2 ∨ P 6(2)
be the retractions obtained from the decomposition of ΣRP 3∧RP 2 and ΣRP 2∧
RP 3. And let
i1 : ΣRP 3 ∧ RP 2 ↪→ ΣSO(3) ∧ SO(3)
i2 : ΣRP 2 ∧ RP 3 ↪→ ΣSO(3) ∧ SO(3)
i : ΣRP 2 ∧ RP 2 ↪→ ΣSO(3) ∧ SO(3)
be the natural inclusions. Then the map
(ΣRP 2 ∧ RP 2) ∨ P 6(2) ∨ P 6(2) i∨(i1◦f1)∨(i2◦f2)−→ sk6(ΣSO(3) ∧ SO(3))
induces an isomorphism in homology, so the result follows.
To have a fully understanding about the CW structure of ΣSO(3) ∧ SO(3),
we still need to consider the attaching map of the 7-cell of it.
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Proposition 2.9. There is a homotopy decomposition
ΣSO(3) ∧ SO(3) ' ΣRP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2) ∨ S7
Proof. Let α be the attaching map of the 3-cell of RP 3. Consider the following
commutative diagram
S2 ∧ S2 RP2 ∧ RP2 RP2 ∧ RP2 ∪α∧α e5
S2 ∧D3 RP2 ∧ RP3 RP2 ∧ RP3
D3 ∧ S2 RP3 ∧ RP2 RP3 ∧ RP2
S5 sk5(RP3 ∧ RP3) RP3 ∧ RP3
α∧α'∗ //   //
// //
// //










where each rows are homotopy cofibrations and the vertical squares are homo-
topy push-out. Hence we have a homotopy push-out diagram by suspending
the right vertical square.
ΣRP 2 ∧ RP 2 ∪Σα∧α e6 ΣRP 2 ∧ RP 3




Consider the following commutative diagram
ΣS2 ∧ S2 ΣS2 ∧ S2 ∗
ΣS2 ∧ RP 2 ΣRP 2 ∧ RP 2 ΣRP 3 ∧ RP 2





 Σα∧idRP2 // //
  f // //
where all the rows and columns are homotopy cofibration, and the induced
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map f is given as
f(x) = (Σα ∧ id)(x) if x ∈ ΣS2 ∧ RP 2
f(λv) = λv if v is a unit vector in e6, and 0 ≤ λ < 1
By Proposition 2.4, ΣidS2 ∧ α ' ∗. Let H be the homotopy with H0 = ∗ and
H1 = ΣidS2 ∧ α. We can define a homotopy equivalence
ϕ : ΣS2 ∧ RP 2 ∪ΣidS2∧α e6 → ΣS2 ∧ RP 2 ∨ S6




2λv 0 ≤ λ < 1
2
H(v, 2λ− 1) 1
2
≤ λ ≤ 1
Let G be the homotopy of Σα ∧ α ' ∗ defined by G = (Σα ∧ idRP 2) ◦ H .
Hence G1 = Σα ∧ α and G0 = ∗. Define a homotopy equivalence
φ : ΣRP 2 ∧ RP 2 ∪Σα∧α e6 → ΣRP 2 ∧ RP 2 ∨ S6




2λv 0 ≤ λ < 1
2
G(v, 2λ− 1) 1
2
≤ λ ≤ 1
Therefore we get the following commutative diagram with φ ◦ f = ϕ ◦ g,
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where g = (Σα ∧ idRP 2) ∨ idS6 .
ΣS2 ∧ RP 2 ∪ΣidS2∧α e6 ΣRP 2 ∧ RP 2 ∪Σα∧α e6






Let a ∈ H6(ΣS2∧RP 2∪ΣidS2∧αe6) be a spherical class, such a exists since Σα∧
α ' ∗ by Proposition 2.5. Then ϕ∗(a) is also spherical, since ϕ is a homotopy
equivalence. Then (g ◦ ϕ)∗(a) is spherical, since g|S6 is the identity map on
S6. Therefore (φ ◦ f)∗(a) is spherical, thus f∗(a) is spherical. Hence we have a
homotopy commutative diagram
S6 S6








with the last row to be a homotopy cofibration.
Now consider following commutative diagram
S6 ∗ S7
∗ S7 S7
ΣRP2 ∧ RP2 ∪Σα∧α e6 ΣRP3 ∧ RP2 ΣS3 ∧ RP2 ∪Σ4α e7















where all the rows are homotopy cofibrations, all the horizontal squares are
homotopy push-out squares. By consider homology of above diagram, the in-
duced map β : S7 → ΣRP 3 ∧ RP 3 induces isomorphism on H7. Since
sk6(ΣSO(3) ∧ SO(3)) ' ΣRP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2)
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We must have
ΣSO(3) ∧ SO(3) ' ΣRP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2) ∨ S7
2.4 The homotopy fibre of the pinch map of ΣRP 2 ∧ RP 2
In this section, let H∗(−) = H∗(−;Z/2Z), and we are going to use ik to denote
the inclusion to the kth factor and pk to denote projection from the kth factor. Let
the generators of the reduced mod 2 homology of H¯∗(RP 2) be denoted by u and
v, with |u| = 1 and |v| = 2. Then by the Bott-Samelson theorem H∗(ΩΣRP 2 ∧
RP 2) is isomorphic to the tensor algebra T (uu, uv, [u, v], vv). Also H∗(ΩS5) is
isomorphic to a tensor algebra T (ι4), where ιn is the generator for H¯∗(Sn).
We have the following homotopy cofibration:
P 4(2) ∨ S4 ↪→ ΣRP 2 ∧ RP 2 q→ S5
where q is called the pinch map for ΣRP 2 ∧ RP 2. Let F be the homotopy fibre
of the pinch map q : ΣRP 2 ∧ RP 2 → S5. There is a homotopy fibration
ΩS5
s→ F → ΣRP 2 ∧ RP 2
For α ∈ H¯q(X), we denote Σα for the corresponding homology class of α in
H¯q+1(ΣX).
Proposition 2.10. The reduced mod 2 homology of H¯∗(F ) is a free Z/2Z-module on
generators ιk−14 ⊗ Σuu,ιk−14 ⊗ Σuv,ιk−14 ⊗ Σ[u, v] with k ≥ 1.
Proof. Notice that H¯n(ΣRP 2 ∧ RP 2) = Z/2Z for n = 3, 5, H¯4(ΣRP 2 ∧ RP 2) =
Z/2Z ⊕ Z/2Z and H4k(ΩS5) = Z/2Z for positive integer k. On the mod 2 Serre
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spectral sequence of the homotopy fibration ΩS5 s→ F → ΣRP 2 ∧ RP 2, the E2p,q
page is given by
E2p,q = Hp(ΣRP 2 ∧ RP 2;Hq(ΩS5)) = Hp(ΣRP 2 ∧ RP 2)⊗Hq(ΩS5)
and E2 = E5. Since (Ω(q))∗(vv) = ι4 and s∗(ι4) = 0, we have d5(Σvv) = ι4 and
d5(Σuu) = d5(Σuv) = d5(Σ[u, v]) = 0. It follows that E6 = E∞. Therefore H¯∗(F )
is a free Z/2Z-module generated by ιk−14 ⊗ Σuu,ιk−14 ⊗ Σuv,ιk−14 ⊗ Σ[u, v] with
k ≥ 1.
From the homotopy cofibration
S4 → P 4(2) ∨ S4 → ΣRP 2 ∧ RP 2
we have a commutative diagram
S4 P 4(2) ∨ S4 ΣRP 2 ∧ RP 2 S5
ΩS5 F ΣRP 2 ∧ RP 2 S5





// // pinch //
where the first row is cofibre sequence and the second row is fibre sequence. By
the computation of the mod 2 homology of F in Proposition 2.10, the inclusion
P 4(2) ∨ S4 ↪→ F induces an isomorphism on mod 2 homology
Hn(P
4(2) ∨ S4) ∼=−→ Hn(F )
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for n ≤ 6. That is sk6(F ) ' P 4(2) ∨ S4. Consider the following diagram
ΩS5 (P 4(2) ∨ S4)× ΩS5 P 4(2) ∨ S4 S5
ΩS5 F ΣRP 2 ∧ RP 2 S5





s // // pinch //
where both rows are homotopy fibre sequences. f ′ is the induced map by the
null homotopic of the homotopy fibration. Then the map f ′ must satisfy the
followings:
f ′|P 4(2)∨S4 : P 4(2) ∨ S4 ↪→ F
is homotopic to the natural inclusion. And the composite
f ′|ΩS5 : ΩS5 → F
is homotopic to the map s.
Proposition 2.11. There exists a cofibre sequence
P 7(2) ∨ S7 α→ P 4(2) ∨ S4 ↪→ sk8(F )
Proof. Given a fibration A → B → C, we can have a cofibration [13] A → B →
C × A/ ∗ ×A. Thus by the commutative diagram of fibre sequence
ΩS5 (P 4(2) ∨ S4)× ΩS5 P 4(2) ∨ S4








there is diagram of cofibre sequence










where the third column is induced from the natural inclusion
P 4(2) ∨ S4 ↪→ ΣRP 2 ∧ RP 2
Since the composite
S4 ↪→ ΩS5 i2↪→ (P 4(2) ∨ S4)× ΩS5
is the inclusion into the second factor of (P 4(2) ∨ S4) × ΩS5, it factors through
the space (P 4(2) ∨ S4) × S4. By taking the 4th skeleton of the first column, and
noted that the top cell of (P 4(2)∨S4)×S4 is of degree 8. We get a new diagram
of cofibrations.










Notice that the third column induce a monomorphism in mod 2 homology.
Thus h, which is induced from the map f ′, induces an isomorphism on ho-
mology for n = 7, 8
h∗ : Hn((P 4(2) ∨ S4)× S4)→ Hn(sk8(F ))
by the long exact sequence of mod 2 homology.
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Let ω¯ : (P 3(2) ∨ S3) ∧ S3 → ΩΣ((P 3(2) ∨ S3) ∨ S3) be Samelson product.
And let ω : P 7(2) ∨ S7 → (P 4(2) ∨ S4) ∨ S4 be the adjoint of ω¯. Then we get a
homotopy cofibre sequence
P 7(2) ∨ S7 ω→ (P 4(2) ∨ S4) ∨ S4 ↪→ (P 4(2) ∨ S4)× S4
since it induces a long exact sequence of homology.
Let F ′ be the homotopy fibre of the inclusion P 4(2)∨S4 ↪→ sk8(F ). Then we
get a commutative diagram
P 7(2) ∨ S7 (P 4(2) ∨ S4) ∨ S4 (P 4(2) ∨ S4)× S4
F ′ P 4(2) ∨ S4 sk8(F ′)







//   //
such that the top row is a cofibration and the bottom row is a fibration. The
map g′ is induced from the null homotopic, and the f is induced from h, that is
the restriction of f on the first factor:
f |(P 4(2)∨S4))∨∗ : P 4(2) ∨ S4 → P 4(2) ∨ S4
is homotopic to the identity map. And the restriction of f on the second factor:
f |(∗∨∗)∨S4 : S4 → P 4(2) ∨ S4
is homotopic to the attaching map of the 5-cell of ΣRP 2 ∧ RP 2.
By computing the mod 2 Serre spectral sequence of the fibration
F ′ → P 4(2) ∨ S4 ↪→ sk8(F )
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it can be showed that
H¯n(F




′) = Z/2Z⊕ Z/2Z
also notice that transgression τn : Hn(sk8(F )) → Hn−1(F ′) is an isomorphism
for n = 7, 8. Thus the null homotopic
sk7(F
′)→ P 4(2) ∨ S4 ↪→ sk8(F )
is a cofibration, since it forms a long exact sequence of homology. Notice that
the map g′ factors through sk7(F ′), therefore we get a commutative diagram
P 7(2) ∨ S7 (P 4(2) ∨ S4) ∨ S4 (P 4(2) ∨ S4)× S4
sk7(F
′) P 4(2) ∨ S4 sk8(F ′)







α //   //
where both rows are cofibrations and g is induced from g′.
Since h induces an isomorphism on homology:
h∗ : Hn((P 4(2) ∨ S4))× S4 → Hn(sk8(F ))
for n = 7, 8. Therefore g induces an isomorphism on homology, sk7(F ′) '
P 7(2)∨S7 and the map g is a homotopy equivalence. Hence we have α◦g ' f◦ω,
α ' f ◦ ω ◦ g−1
To study the map α, we need to study the composition f ◦ ω.
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Let f1 and f2 be the restriction of f : (P 4(2)∨S4))∨S4 → P 4(2)∨S4. That is
f1 = f |P 4(2)∨∗∨S4 : P 4(2) ∨ S4 → P 4(2) ∨ S4
and
f2 = f |∗∨S4∨S4 : S4 ∨ S4 → P 4(2) ∨ S4
Let ω1 : P 7(2)→ P 4(2)∨S4 and ω2 : S7 → S4∨S4 be the adjoint of the Samelson
products:
ω¯1 :P
6(2)→ ΩΣ(P 3(2) ∧ S3)→ ΩΣ(P 3(2) ∨ S3)
ω¯2 :S
6 → ΩΣ(S3 ∧ S3)→ ΩΣ(S3 ∨ S3)
We claim that




↪→ P 7(2) ∨ S7
i2 : S
7 i2↪→ P 7(2) ∨ S7
then we have the following homotopy equivalences:
f ◦ ω ◦ i1 ' f1 ◦ ω1 : P 7(2)→ P 4(2) ∨ S4
f ◦ ω ◦ i2 ' f2 ◦ ω2 : S7 → P 4(2) ∨ S4
Proof. By naturality of the Samelson products, we have the following commu-
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tative diagrams
(P 3(2) ∨ ∗) ∧ S3 ΩΣ((P 3(2) ∨ ∗) ∨ S3) ΩΣ(P 3(2) ∨ S3)
(P 3(2) ∨ S3) ∧ S3 ΩΣ(P 3(2) ∨ S3) ∨ S3) ΩΣ(P 3(2) ∨ S3)






ω¯ // Ωf //
and
(∗ ∨ S3) ∧ S3 ΩΣ((∗ ∨ S3) ∨ S3) ΩΣ(P 3(2) ∨ S3)
(P 3(2) ∨ S3) ∧ S3 ΩΣ(P 3(2) ∨ S3) ∨ S3) ΩΣ(P 3(2) ∨ S3)






ω¯ // Ωf //
The result follows by consider the adjoint.
Since pi6(P 7(2) ∨ S7) = pi6(P 7(2)) and pi7(P 7(2) ∨ S7) = pi7(P 7(2)) ⊕ pi7(S7),
we have
(f ◦ ω)∗ = (f ◦ ω ◦ i1)∗ = (f1 ◦ ω1)∗ : pi6(P 7(2) ∨ S7)→ pi6(P 4(2) ∨ S4) (2.1)
and in pi7(P 7(2) ∨ S7)→ pi7(P 4(2) ∨ S4), we have
(f ◦ ω)∗ = (f ◦ ω ◦ i1)∗ + (f ◦ ω ◦ i2)∗ = (f1 ◦ ω1)∗ + (f2 ◦ ω2)∗ (2.2)
Before continuing, we need some notations: Let ηn ∈ pin(P n(2)) be given by
the composite Sn η→ Sn−1 ↪→ P n(2) for n ≥ 3. pi7(S4) = Z⊕ Z/4Z are generated
by v4 and v′, such that v4 have infinite order and v′ is of order 4 [12]. And the
Whitehead product on S4 is given by ω4 = 2v4 + v′.
Proposition 2.13. pi6(F ) = pi6(P 4(2) ∨ S4). And pi7(F ) has an element of order 8.
Proof. We claim that
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1. (f1 ◦ ω1)∗ : pi6(P 7(2))→ pi6(P 4(2) ∨ S4) is trivial and
2. f2 ◦ ω2 = 4v4 + 2v′ + η7 ∈ pi7(P 4(2))⊕ pi7(S4)⊕ pi7(P 7(2)) ∼= pi7(P 4(2) ∨ S4)
We are going to prove them in Proposition 2.14 and 2.15.
Claim 1 and equation 2.1 imply
(f ◦ ω)∗ = (f1 ◦ ω1)∗ = 0 : pi6(P 7(2) ∨ S7)→ pi6(P 4(2) ∨ S4) (2.3)
Since S7 η7→ P 7(2) is homotopic to the composite S7 → S6 ↪→ P 7(2), together
with claim 1, we conclude that
(f1 ◦ ω1)∗ = 0 : pi7(P 7(2))→ pi7(P 4(2) ∨ S4)
Thus for (f ◦ ω)∗ : pi7(P 7(2) ∨ S7)→ pi7(P 4(2) ∨ S4), by equation 2.2 we have
(f ◦ ω)∗ = (f ◦ ω ◦ i1)∗ + (f ◦ ω ◦ i2)∗ = (f1 ◦ ω1)∗ + (f2 ◦ ω2)∗ = (f2 ◦ ω2)∗ (2.4)
Recall that we have a commutative diagram of cofibrations by Proposition
2.11:
P 7(2) ∨ S7 (P 4(2) ∨ S4) ∨ S4 (P 4(2) ∨ S4)× S4
sk7(F








α // i //
where F ′ is the homotopy fibre of the inclusion i, and g is the homotopy equiv-
alence. Thus (f ◦ω)∗ = (α ◦ g)∗ = α∗ ◦ g∗ where g∗ is an isomorphism. Therefore
Im(α∗) = Im(f ◦ ω)∗. Considering the 6th and 7th homotopy groups respec-
tively, by claim 1, 2 and equations 2.3, 2.4 we get
Im(α∗) = 0 ∈ pi6(P 4(2) ∨ S4)
Im(α∗) =< 4v4 + 2v′ + η7 >⊂ pi7(P 4(2) ∨ S4)
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For pi6(F ), we have a exact sequence
pi6(F
′) α∗=0→ pi6(P 4(2) ∨ S4)→ pi6(sk8(F ))→ pi5(F ′) = 0
Hence pi6(F ) = pi6(P 4(2) ∨ S4).
For pi7(F ), considering the exact sequence
pi7(sk7(F
′)) α∗→ pi7(P 4(2) ∨ S4)→ pi7(sk8(F ))→ pi6(F ′) = Z/2Z→ 0
thus, we have the following exact sequence for pi7(F ),
0→ pi7(P 4(2) ∨ S4)/ < 4v4 + 2v′ + η7 >→ pi7(F )→ Z/2Z→ 0
Recall that in the decomposition pi7(P 4(2)∨S4) ∼= pi7(P 4(2))⊕pi7(S4)⊕pi7(P 7(2)),
v, v′ ∈ pi7(S4) and η7 ∈ pi7(P 7(2)), also v is of infinite order, v′ is of order 4 and η7
is of order 2. Since that 4v4 +2v′+η7 = 0 implies 8v4 = 0 and 4v4 = −2v′−η 6= 0,
the following composite
v¯4 ∈ pi7(F ) : S7 v4→ S4 i2↪→ P 4(2) ∨ S4 ↪→ F
is of order 8.
Now we will prove the claims.
Proposition 2.14. (f1 ◦ ω1)∗ : pi6(P 7(2))→ pi6(P 4(2) ∨ S4) is the trivial map.
Proof. Since f1 : P 4(2) ∨ S4 → P 4(2) ∨ S4 is a restriction of f , by its definition
we must have
f1|P 4(2) : P 4(2)→ P 4(2) ∨ S4
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is homotopic to the inclusion into the first factor i1.
And the restriction
f1|S4 : S4 → P 4(2) ∨ S4
is homotopic to the composite
S4
comult.−→ S4 ∨ S4 η4∨[2]−→ P 4(2) ∨ S4
Considering the adjoint of f1 ◦ ω1
P 6(2)
ω¯1→ ΩΣ(P 3(2) ∨ S3) Ωf1→ ΩΣ(P 3(2) ∨ S3)
and we will show that it is a trivial map in pi5. By using Hilton-Milnor theorem
ΩΣ(P 3(2) ∨ S3) ' ΩP 4(2)× ΩS4 × ΩΣ(P 3(2) ∧ S3)× ...
we only interest in the first three terms in the decomposition, since the rest




Ωf1◦ω¯1−→ ΩΣ(P 3(2) ∨ S3) p¯1→ ΩP 4(2)
h2 : P
6(2)
Ωf1◦ω¯1−→ ΩΣ(P 3(2) ∨ S3) p¯2→ ΩS4
h3 : P
6(2)
Ωf1◦ω¯1−→ ΩΣ(P 3(2) ∨ S3) p¯3→ ΩΣ(P 3(2) ∧ S3)
where p¯1, p¯2 and p¯3 are the natural projections from the decomposition by using
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Hilton-Milnor theorem on ΩΣ(P 3(2) ∨ S3). We are going to consider them one
by one.
1 h1: Notice that p1 ◦ f1 : P 4(2) ∨ S4 f1→ P 4(2) ∨ S4 p1→ P 4(2) is homotopic to
the composite
P 4(2) ∨ S4 id∨η4→ P 4(2) ∨ P 4(2) ∇→ P 4(2)
Thus we have a commutative diagram by the naturality of Samelson product
and Hilton-Milnor decomposition
P 6(2) ΩΣP 3(2) ∧ S3 ΩΣ(P 3(2) ∨ S3)
ΩΣ(P 3(2) ∧ P 3(2)) ΩΣ(P 3(2) ∨ P 3(2))
ΩΣP 3(2)












where g1 is induced by id and η3, that is g1 is homotopy to
ΩP 7(2) ' ΩΣP 3(2) ∧ S3 ΩΣ(id∧η3)−→ ΩΣP 3(2) ∧ P 3(2)
Thus h1 is homotopic to the composite
P 6(2) ↪→ ΩΣP 3(2) ∧ S3 g1→ ΩΣP 3(2) ∧ P 3(2) ΩωP4(2)→ ΩΣP 3(2)
From the naturality of Samelson product we have
S5 ΩS5 ΩΣS2 ∧ S2 ΩΣS2
ΩΣP 3(2) ∧ S3 ΩΣP 3(2) ∧ S2 ΩΣP 3(2) ∧ P 3(2) ΩΣP 3(2)
E◦η // ' // Ωω3'∗ //
 _




where g1 ' ΩΣ(id ∧ i) ◦ ΩΣ(id ∧ η). Hence the h1∗ : pi5(P 6(2)) → pi5(ΩP 4(2)) is
trivial.
2 h2: Notice that p2 ◦ f1 : P 4(2) ∨ S4 f1→ P 4(2) ∨ S4 p2→ S4 is homotopic to the
composite
P 4(2) ∨ S4 ∗∨[2]→ S4 ∨ S4 ∇→ S4
We have a commutative diagram by the naturality of Samelson product and
Hilton-Milnor decomposition
P 6(2) ΩΣP 3(2) ∧ S3 ΩΣ(P 3(2) ∨ S3)
ΩΣS3 ∧ S3 ΩΣ(S3 ∨ S3)
ΩS4










Thus, g2 is homotopic to the null homotopic
ΩΣP 3(2) ∧ S3 Ω(∗∧[2])→ ΩΣS3 ∧ S3
Hence the h2∗ : pi5(P 6(2))→ pi5(ΩS4) is trivial.
3 h3: Let φ : P 4(2) ∨ S4 → P 4(2) ∨ S4 be the map such that
φ|P 4(2) : P 4(2) ↪→ P 4(2) ∨ S4
is the inclusion into the first factor, and φ|S4 be homotopic to the composite
S4
comult.→ S4 ∨ S4 η4∨id−→ P 4(2) ∨ S4
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Hence f1 is homotopic to the composite
P 4(2) ∨ S4 φ→ P 4(2) ∨ S4 id∨[2]−→ P 4(2) ∨ S4
Consider the following diagram from the naturality of Samelson product
and Hilton-Milnor decomposition
ΩP 7(2) Ω(P 4(2) ∨ S4)
P 6(2) Ω(P 4(2) ∨ S4) ΩP 7(2)

















Ω[2]∗ : pi5(ΩP 7(2))→ pi5(ΩP 7(2))
is trivial. Therefore the h3∗ : pi5(P 6(2))→ pi5(ΩP 7(2)) is trivial.
Thus we must have (f1 ◦ ω1)∗ : pi6(P 7(2)) → pi6(P 4(2) ∨ S4) is the trivial
map.
Proposition 2.15. f2 ◦ ω2 : S7 → P 4(2) ∨ S4 is homotopic to 4v4 + 2v′ + η7 in
pi7(P
4(2) ∨ S4).
Proof. Since f2 : S4 ∨ S4 → P 4(2) ∨ S4 is a restriction of f , we must have
f2|S4∨∗ : S4 → P 4(2) ∨ S4
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is homotopic to the inclusion into the second factor i2. And the restriction
f2|∗∨S4 : S4 → P 4(2) ∨ S4
is homotopic to
S4
comult.−→ S4 ∨ S4 η4∨[2]−→ P 4(2) ∨ S4
We consider the adjoint of f2 ◦ ω2
S6
ω¯2→ ΩΣ(S3 ∨ S3) Ωf2→ ΩΣ(P 3(2) ∨ S3)
By Hilton-Milnor theorem
ΩΣ(P 3(2) ∨ S3) ' ΩP 4(2)× ΩS4 × ΩΣ(P 3(2) ∧ S3)× ...
We only interested in the first three terms in the decomposition, since the rest
terms have connectivity greater than 6. That is we are going to consider the
following three compositions
h4 : S
6 Ωf2◦ω¯2−→ ΩΣ(P 3(2) ∨ S3) p¯1→ ΩP 4(2)
h5 : S
6 Ωf2◦ω¯2−→ ΩΣ(P 3(2) ∨ S3) p¯2→ ΩS4
h6 : S
6 Ωf2◦ω¯2−→ ΩΣ(P 3(2) ∨ S3) p¯3→ ΩΣ(P 3(2) ∧ S3)
where p¯1, p¯2 and p¯3 are the natural projections from the decomposition by using
Hilton-Milnor theorem on ΩΣ(P 3(2) ∨ S3). We are going to consider them one
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by one.
1 h4: Notice that p1 ◦ f2 : S4 ∨ S4 f2→ P 4(2) ∨ S4 p1→ P 4(2) is homotopic to the
composite
S4 ∨ S4 ∗∨η4→ P 4(2) ∨ P 4(2) ∇→ P 4(2)
Hence we get a commutative diagram by the naturality of Samelson products
and Hilton-Milnor decomposition
S6 ΩΣS3 ∧ S3 ΩΣ(S3 ∨ S3)
ΩΣP 3(2) ∧ P 3(2) ΩΣ(P 3(2) ∨ P 3(2))
ΩΣP 3(2)










Thus h4 is null homotopic.
2 h5: Notice that p2 ◦ f2 : S4 ∨ S4 f2→ P 4(2) ∨ S4 p2→ S4 is homotopic to the
composite
S4 ∨ S4 id∨[2]−→ S4 ∨ S4 ∇→ S4
Hence we get a commutative diagram by the naturality of Samelson products
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and Hilton-Milnor decomposition
S6 ΩΣS3 ∧ S3 ΩΣ(S3 ∨ S3)
ΩΣS3 ∧ S3 ΩΣ(S3 ∨ S3)
ΩS4












Recall that the composite
S7
[2]→ S7 ωS4→ S4
is homotopic to 2ω4 ∈ pi7(S4) [12]. Thus we have
h5 = 2ω4 = 4v4 + 2v
′ ∈ pi6(Ω(P 4(2) ∨ S4))
3 h6: Let ϕ : S4 ∨ S4 → S4 ∨ S4 be the map such that ϕ|S4∨∗ : S4 → S4 ∨ S4 is
homotopic to the inclusion into the second factor. And ϕ|∗∨S4 : S4 → S4 ∨ S4 is
homotopic to i1 + 2i2 : S4 → S4 ∨ S4, where i1 and i2 are the natural inclusions
into the first and second factors respectively. Then ϕ induces an isomorphism
on homology, which means ϕ is a homotopy equivalence. Observe that f2 is
homotopic to the composite
S4 ∨ S4 ϕ→ S4 ∨ S4 η4∨id→ P 4(2) ∨ S4
then we get a homotopy commutative diagram by the naturality of Samelson
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products and Hilton-Milnor decomposition
ΩS7 Ω(S4 ∨ S4)
S6 Ω(S4 ∨ S4) ΩΣ(S3 ∧ S3)















Notice that the composition
ΩS7 → Ω(S4 ∨ S4) Ωϕ→ Ω(S4 ∨ S4) proj.→ ΩS7
induces an isomorphism on H6 since
(proj∗) ◦ (Ωϕ)∗ ◦ i∗ ◦ E∗(ι6) = (proj∗) ◦ (Ωϕ)∗([ι3, ι′3])





We conclude that h6 is non-trivial in pi6(ΩP 7(2)) = Z/2Z. Thus h6 = E(η6).
From h4, h5 and h6, we get f2 ◦ ω2 = 4v4 + 2v′ + η7 ∈ pi7(P 4(2) ∨ S4).
2.5 Some homotopy groups of ΣRP 2 ∧ RP 2
Some of the homotopy groups of P 4(2) will be needed in the computing of the
homotopy of ΣRP 2 ∧ RP 2. It would be useful to have a list of them.
Proposition 2.16 (Wu Jie [15]). Some homotopy groups of P 4(2) are given as
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• pii(P 4(2)) = 0 for i = 1, 2
• pi3(P 4(2)) = Z/2
• pi4(P 4(2)) = Z/2
• pi5(P 4(2)) = Z/2
• pi6(P 4(2)) = Z/2⊕ Z/4
• pi7(P 4(2)) = Z/2⊕ Z/2

Theorem 2.5. The first a few homotopy groups of ΣRP 2 ∧ RP 2 are given as
• pin(ΣRP 2 ∧ RP 2) = 0 for n ≤ 2
• pi3(ΣRP 2 ∧ RP 2) = Z/2
• pi4(ΣRP 2 ∧ RP 2) = Z/4
• pi5(ΣRP 2 ∧ RP 2) = Z/2⊕ Z/2
Proof. By the connectivity of ΣRP 2 ∧ RP 2, pin(ΣRP 2 ∧ RP 2) = 0 for n ≤ 2.
Also pi3(ΣRP 2 ∧RP 2) ∼= H3(ΣRP 2 ∧RP 2;Z) ∼= Z/2, by Hurewicz isomorphism
theorem.
Consider the following diagram
S4 P 4(2) ∨ S4 ΣRP 2 ∧ RP 2 S5
ΩS5 F ΣRP 2 ∧ RP 2 S5





// // pinch //
where the top row is sequence of homotopy cofibration and the bottom row
is sequence of homotopy fibration, F is the homotopy fibre of the pinch map.
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By Serre Spectral sequence, sk6(F ) ' P 4(2) ∨ S4. Also pi4(P 4(2) ∨ S4) =
Z/2Z⊕ Z, which is generated by η4 and ι4. Hence we get a exact sequence
pi4(S
4)
s∗→ pi4(P 4(2) ∨ S4)→ pi4(ΣRP 2 ∧ RP 2)→ 0
Notice that
S4
s→ P 4(2) ∨ S4 p1→ P 4(2)
is η4 of order 2 and
S4
s→ P 4(2) ∨ S4 p2→ S4
is the degree 2 map. Thus pi4(ΣRP 2 ∧ RP 2) is the quotient group of pi4(P 4(2) ∨
S4), by the subgroup generated by η4 +2ι4. Therefore we get pi4(ΣRP 2∧RP 2) =
Z/4.
Since the kernel of pi4(S4)




s∗→ pi5(P 4(2) ∨ S4)→ pi5(ΣRP 2 ∧ RP 2)→ 0
Let η be the generator of pi5(S4). Notice the composite
S5
η→ S4 s→ P 4(2) ∨ S4 p1→ P 4(2)
is two times the generator of pi5(P 4(2)) ∼= Z/4 [15]. And the composite
S5
η→ S4 s→ P 4(2) ∨ S4 p2→ S4
is trivial. We have pi5(ΣRP 2 ∧ RP 2) = Z/2⊕ Z/2.
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Theorem 2.6. pi6(ΣRP 2 ∧ RP 2) = Z/2⊕ Z/2⊕ Z/2⊕ Z/4
pi7(ΣRP 2 ∧ RP 2) contains an element of order 8.
Proof. Consider the fibration
ΩS5
s→ F → ΣRP 2 ∧ RP 2
We already have
pi6(P
4(2) ∨ S4) ∼= pi6(F )
Recall sk6(F ) = P 4(2) ∨ S4 with the inclusion i : P 4(2) ∨ S4 ↪→ F . We want
to show that
pi6(ΩS
5) ∼= pi6(S4) s∗→ pi6(F ) ∼= pi6(P 4(2) ∨ S4)
is trivial, that is we need to show that the following two composites
S6
β→ S4 s→ P 4(2) ∨ S4 p1→ P 4(2)
S6
β→ S4 s→ P 4(2) ∨ S4 p2→ S4
are trivial for any β ∈ pi6(S4). Observing that p1 ◦ s = η4 and p2 ◦ s = [2].
For p1 ◦ s ◦ β = η4 ◦ β ,consider
S6 S4 P 4(2)
S3 P 4(2)




Notice that η ◦ β ∈ pi6(S3) is trivial or of order 2, since S3 is a H-space. If η ◦ β is
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of order 2. Then since S3 is a H-space and pi6(S3) = Z/4Z [12], we have
S6 S4 P 4(2)
S3 S3 P 4(2)
β // p1◦s=η4 //

η
[2] //   //
hence p1 ◦ s ◦ β is trivial.
Since β ∈ pi6(S4) = Z/2Z is in the stable range, therefore [2] ◦ β ' β ◦ [2] ' ∗,
which implies p2 ◦ s ◦ β is trivial. Thus
pi6(ΣRP 2 ∧ RP 2) ∼= pi6(P 4(2) ∨ S4) ∼= Z/2Z⊕ Z/4Z⊕ Z/2Z⊕ Z/2Z
For pi7(ΣRP 2 ∧ RP 2), we have a long exact sequence
pi8(S
5)
s∗→ pi7(F ) q∗→ pi7(ΣRP 2 ∧ RP 2)→ pi7(S5) = Z/2Z→ 0
Recall that in Proposition 2.13, v¯4 ∈ pi7(F ) is an element of order 8. We want to
show that q∗(v¯4) ∈ pi7(ΣRP 2 ∧ RP 2) is also of order 8.
Since the extension pi7(S4)
E∗→ pi8(S5) is surjective, and pi8(S5) is generated by
E(v4) [12]. The image of s∗(pi8(S5)) is determined by map
S7
v4→ S4 s→ P 4(2) ∨ S4
The composition
S7
v4→ S4 s→ P 4(2) ∨ S4 p1→ P 4(2)
is homotopic to S7 v4→ S4 η4→ P 4(2), which is null homotopic by the computation




v4→ S4 s→ P 4(2) ∨ S4 p2→ S4
is homotopic to S7 v4→ S4 [2]→ S4, which is homotopic to 4v4 + v′ [12].
Thus we have a short exact sequence
0→ A→ pi7(ΣRP 2 ∧ RP 2)→ Z/2Z→ 0
where A is a quotient group of pi7(F ), by the subgroup generated by the follow-
ing relation:
4v4 + 2v
′ + η7 = 0
Recall that pi7(F ) is the quotient group of pi7(P 4(2) ∨ S4), by the subgroup gen-
erated by the relation:
4v4 + v
′ = 0
which implies a short exact sequence
0→ pi7(P 4(2) ∨ S4)/ < 4v4 + 2v′ + η7, 4v4 + v′ >→ pi7(ΣRP 2 ∧ RP 2)→ Z/2Z→ 0
Notice that the relations:
4v4 + 2v




are equivalent to the relations:
v′ = η7
4v4 = η7
From the decomposition pi7(P 4(2)∨S4) ∼= pi7(P 4(2))⊕pi7(S4)⊕pi7(P 7(2)) and
v, v′ ∈ pi7(S4) and η7 ∈ pi7(P 7(2)), we must have
A ∼= pi7(P 4(2))⊕ Z/8Z
Thus q∗(v¯4) ∈ pi7(ΣRP 2 ∧ RP 2) is of order 8. Hence the result follows.
2.6 Homotopy of ΣSO(n)
Recall we already have a homotopy decomposition for ΩΣSO(3), that is
ΩΣSO(3) ' SO(3)× Ω(ΣRP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2) ∨ S7)
By Hilton-Milnor theorem, We can decomposite it further
ΩΣSO(3) 'SO(3)× Ω(ΣRP 2 ∧ RP 2)× ΩP 6(2)× ΩP 6(2)× ΩS7×
Ω(ΣRP 2 ∧ RP 2 ∧ P 5(2))× ...
Recall we have a covering map S3 → RP 3, and RP 3 ' SO(3). Therefore
pii(SO(3)) ∼= pii(S3) for i ≥ 3. By the computation of the homotopy groups of S3
[12], we have
Proposition 2.17. Some of the homotopy groups of SO(3) are given as
• pi1(SO(3) = Z/2Z
• pi2(SO(3)) = 0
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• pi3(SO(3)) = Z
• pi4(SO(3)) = Z/2Z
• pi5(SO(3)) = Z/2Z
• pi6(SO(3)) = Z/4Z

By the computation of the homotopy groups of ΣRP 2 ∧ RP 2, we have
Proposition 2.18. The first few homotopy groups of ΣSO(3) are given as
• pi1(ΣSO(3)) = 0
• pi2(ΣSO(3)) = Z/2Z
• pi3(ΣSO(3)) = Z/2Z
• pi4(ΣSO(3)) = Z⊕ Z/4Z
• pi5(ΣSO(3)) = Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z
• pi6(ΣSO(3)) = Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/2Z⊕ Z/4Z
• pi7(ΣSO(3)) contains an element of order 8

Curtis [2] shows that pii(S4) 6= 0 for i ≥ 4. A similar result can be given on
ΣSO(n) by observation on the spherical class of ΩΣSO(3) for n ≥ 3. That is
pii(ΣSO(n)) 6= 0
for n ≥ 3 and i ≥ 2.
Proposition 2.19. There exists a spherical class in Hn(ΩΣSO(3);Z), for n ≥ 1.
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Proof. Clearly H1(ΩΣSO(3);Z) is spherical. Recall that we have the following
homotopy decompositions:
ΩΣSO(3) ' SO(3)× ΩΣ(SO(3) ∧ SO(3))
ΩΣ(SO(3) ∧ SO(3)) ' Ω(ΣRP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2) ∨ S7)
By Hilton-Milnor theorem, there exists retract for a ≥ 0
Ω(Σ(RP 2 ∧ RP 2)(a) ∧ P 5(2)) ↪→ ΩΣSO(3)
where (RP 2 ∧ RP 2)(a) is the a-fold self-smash product of RP 2 ∧ RP 2. No-
tice that Hn(RP 2 ∧ RP 2;Z) contains s spherical class for n = 2, 3, therefore
Hn(ΩΣSO(3);Z) contains a spherical class for n = 2a1 +3a2 +4, where a1 +a2 =
a ≥ 0. This is Hn(ΩΣSO(3)) contains a spherical class for n ≥ 6. Also by the
retract
ΩP 6(2) ↪→ ΩΣSO(3)
ΩΣRP 2 ∧ RP 2 ↪→ ΩΣSO(3)
H2(ΩΣSO(3);Z) ,H3(ΩΣSO(3);Z) andH4(ΩΣSO(3);Z) contains a spherical class.
Also notice that the inclusion P 4(2) ∨ S4 ↪→ ΣRP 2 ∧RP 2 induces the following
isomorphism by Theorem 2.6:
pi5(Ω(P
4(2) ∨ S4)) ↪→ pi5(ΩΣRP 2 ∧ RP 2)
Also because of the natural inclusion P 2(2) ∨ S3 ↪→ RP 2 ∧ RP 2,
H5(Ω(P
4(2) ∨ S4);Z) ↪→ H5(ΩΣRP 2 ∧ RP 2;Z)
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is a monomorphism. SinceH5(Ω(P 4(2)∨S4);Z) = H5(ΩP 4(2)×ΩS4×ΩP 7(2));Z)
contains a spherical class and Hurewics maps are natural, H5(ΩΣRP 2∧RP 2;Z)
contains a spherical class. Therefor H5(ΩΣSO(3);Z) contains a spherical class.
Hence the result follows.
Proposition 2.20. H∗(SO(3);Z) is a summand of H∗(SO(n);Z) for n ≥ 3.
Proof. From the CW-structure of SO(n) [3], there exists a a cellular map
ρ : P n−1 × P n−2 × ...× P 1 → SO(n)
such that if In = {i1, i2, ..., im} is admissible satisfying n > i1 > ... > im > 0 and
ei denote the i-cell of P i, then the cellular chain complex C∗(SO(n)) of SO(n) is
generated by the elements of the form
ei1ei2 ...eim







• σj = i1 + ...+ ij−1,
• dei = 2ei−1 for even i > 0 and dei = 0 for odd i,
• ei1ei2 ...deij ...eim = 0 if ij = ij+1 + 1.
Considering SO(3), we have Cn(SO(3)) = 0 for n ≥ 4. And C3(SO(3)) = Z,
C2(SO(3)) = Z and C1(SO(3)) = Z are generated by e2e1, e2 and e1 respectively.
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Therefore Hn(SO(3)) = 0 for n = 2 or n ≥ 4, H3(SO(3)) = Z and H1(SO(3)) =
Z/2.
For n ≥ 4,
• C4(SO(n)) = Z⊕ Z is generated by e4 and e3e1,
• C3(SO(n)) = Z⊕ Z is generated by e2e1 and e3,
• C2(SO(n)) = Z is generated by e2,
• C1(SO(n)) = Z is generated by e1.
Notice that d(e4) = 2(e3), d(e3e1) = (de3)e1 + 0 = 0 and de3 = 0. Hence
H3(SO(n)) = Z⊕ Z/2, H2(SO(n)) = 0 and H1(SO(n)) = Z/2.
Therefore the natural inclusion SO(3) ↪→ SO(n) induces a monomorphism
H∗(SO(3);Z) ↪→ H∗(SO(n);Z)
And furthermore, H∗(SO(3);Z) is a summand of H∗(SO(n);Z) for n ≥ 3.













By The Kunneth formula for smash products, we have
H¯∗(SO(n)∧k;Z) ∼= H¯∗(SO(n);Z)⊕k
It follows from Proposition 2.20 that
H¯∗(SO(3);Z)⊕k ↪→ H¯∗(SO(n);Z)⊕k
is a monomorphism. Hence
H∗(SO(3)∧k;Z) ↪→ H∗(SO(n)∧k;Z)
is a monomorphism. The statement follows.
Theorem 2.7. For i ≥ 2, pii(ΣSO(n)) 6= 0 for n ≥ 3.
Proof. From Propositon 2.19 and 2.20, there exists a spherical class inHn(ΩΣSO(3);Z)
for n ≥ 1. The statement follows.
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3 Decomposition of loop spaces
3.1 Introduction
In this article, we will look into the decomposition of ΩΣX for some special
spaces X . We are particular interested in the following scenario:
ΩΣiX → ΩΣX is a retract for some i > 1
which may imply ”Stable homotopy as a summand of unstable homotopy.”
Beben and Wu provided a family of such spaces localized at odd prime number.
In this article, we will provid another family of such example localized at 2.
These spaces are constructed as smash product of some special CW-complexes.
Our main result are the following two theorems.
Theorem 3.1. Let X be a path-connected 2-local CW-complex, such that H¯∗(X;Z/2)





where 2 < k1 < k2 < ... are all prime numbers greater than 2, and A is some topology
space.
Theorem 3.2. For each 1 ≤ i ≤ n, let Xi be a path-connected 2-local CW-complex,
such that H¯∗(Xi;Z/2) is of dimension 2 with generators ui, vi and |ui| < |vi|. Then









for k ≥ 1.
The significance of these two results is that they all lead to the scenario ”Sta-
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ble homotopy as a summand of unstable homotopy.”
Proposition 3.1. For each 1 ≤ i ≤ n, let Xi be a path-connected 2-local CW-complex,




k − 1)(|ui| + |vi|)), and Σ
∧n
i=1 Xi is (m − 1)-connected. Then
pisj (Σ
∧n
i=1 Xi) is a summand of pij+bk(Σ
∧n
i=1 Xi) for large enough k such that j ≤
bk + 2m.
In particular, if X = P n(2) for n ≥ 2, then we have:
Proposition 3.2. There exists a retract
ΩP n+1+k(2n−1)(2) ↪→ ΩP n+1(2)
for k ≥ 1 and n ≥ 2.
The above proposition can be used to find the Z/8Z-summand of pi∗(P n(2)),
which improves the results on the first possible Z/8Z-summand of pi∗(P n(2))
given by Cohen and Wu [1]. In particular Cohen and Wu showed that the first
noticed Z/8Z-summand in the homotopy groups of P 4n+1(2) occurs roughly 15
times of its stable range, however the following proposition implies that first
noticed Z/8Z-summand in the homotopy groups of P 4n+1(2) occurs within 7
times of its stable range.
Proposition 3.3. There exists homotopy equivalences for n ≥ 1
1. ΩP 4n(2) ' ΩP (8k+4)n−3k(2)×?
Thus pi(16k+8)n−6k−2(P 4n(2)) contains a Z/8Z-summand, for all k ∈ Z≥0 such
that k ≡ 2(mod 4).
2. ΩP 4n+1(2) ' ΩP (8k+4)n+1−k(2)×?
Thus pi(16k+8)n−2k(P 4n+1(2)) contains a Z/8Z-summand, for all k ∈ Z≥0 such
that k ≡ 3(mod 4).
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3. ΩP 4n+2(2) ' ΩP (8k+4)n+2+k(2)×?
Thus pi(16k+8)n+2k+2(P 4n+3(2)) contains a Z/8Z-summand, for all k ∈ Z≥0 such
that k ≡ 0(mod 4).
4. ΩP 4n+3(2) ' ΩP (8k+4)n+3+3k(2)×?
Thus pi(16k+8)n+6k+4(P 4n+3(2)) contains a Z/8Z-summand, for all k ∈ Z≥0 such
that k ≡ 1(mod 4).
where ?s are some unknown factors.
In this article, we assume that every space is a CW-complex, localized at
2, path-connected with a non-degenerate base point and every decomposition
is 2-local. The mod 2 homology and cohomology are denoted by H∗(−) and
H∗(−), and the integral homology and cohomology are denoted by H∗(−;Z)
and H∗(−;Z). We are going to use ik to denote the inclusion into the kth factor,
and pk to denote the projection of the kth factor.
3.2 Preliminaries
Let X be a path-connected, finite generated, 2-local CW-complex. Wu Jie have
given a functorial decompositions for the self-smash product [15]. In particular
the decomposition of self smash product of RP 2 is given as
ΣRP 2 ∧ RP 2 ∧ RP 2 ' CP 2 ∧ RP 2 ∨ P 6(2) ∨ P 6(2)
The permutation group Sn can act on X(n) by permuting factors. For each
δ ∈ Z/2(Sn), δ =
∑
σ∈Sn kσσ where σ : X
(n) → X(n) is permuting factors. There-
fore
Σσ : ΣX(n) → ΣX(n)
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Let β2 = 1 + (1, 2) ∈ Z/2(S2). We can define βn ∈ Z/2(Sn) inductively as
βn = βn−1 ∧ id+ (1, 2, ..., n) ◦ (βn−1 ∧ id)
for each βn ∈ Z/2(Sn), it induces a self map β˜n : ΣX(n) → ΣX(n). If n is odd,




denote V = H¯∗(X;Z/2), it happens that 1n β˜n∗ is given by ΣV
⊗n Σβn−→ ΣV ⊗n. No-
tice that 1
n
β˜n∗ is an idempotent, we have 1n β˜n∗ is factoring through H∗(L˜n(X)),
that is 1
n
β˜n∗ = Σβn is given by the composite:
H∗(ΣX(n))
p∗→ H∗(L˜n(X)) i∗→ H∗(ΣX(n))
where p : ΣX(n) → L˜n(X) is the projection, and i : L˜n(X) → ΣX(n) is the
natural inclusion. Notice that L˜n(X) is a co-H-space, since it is a retract of the
co-H-space ΣX(n). For example, when X = RP 2, L˜3(X) = P 6(2) [15].
Proposition 3.4. LetX be a 2-local CW-complex, such that H¯∗(X;Z/2Z) is of dimen-
sion 2 with generators u and v, also |v| = m and |u| = n. There exists a map
α : Sm+n → X ∧X
such that α is spherical in Hm+n(X ∧X;Z/2Z) and the image is given by uv + vu.
Proof. When m = n, X is just a wedge product of two spheres, the statement is
trivial. Let us assume that m > n. Let f : Sm−1 → Sn be the attaching map of
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the m-cell to the n-cell of X . Thus we have the homotopy cofibration
X ∧ Sm−1 idX∧f−→ X ∧ Sn → X ∧X
By consider the (2m-1)th skeleton of X ∧X , we get a homotopy cofibration
Sn ∧ Sm−1 i∧f−→ X ∧ Sn → sk2m−1(X ∧X)
with Sn ∧ Sm−1 ' sk2m−2(X ∧ Sm−1). We want to show i ∧ f is null homotopic.
Notice that i ∧ f is the composite
Sn ∧ Sm−1 idSn∧f−→ Sn ∧ Sn i∧idSn−→ X ∧ Sn
Consider the diagram
Sn ∧ Sm−1 Sn ∧ Sn





f∧idSn // i∧idSn //
where the bottom row is homotopy cofibreation, and τ ′ and τ are switching
maps.
The map Sn∧Sn τ→ Sn∧Sn is of degree 1 or -1. If deg(τ) = 1, then τ ' idS2n ,
hence
i ∧ f ' (i ∧ idSn) ◦ τ ◦ (idSn ∧ f)
' (i ∧ idSn) ◦ (f ∧ idSn) ◦ τ ′
' ∗
If deg(τ) = −1, then because all spaces are localized at 2, by distributivity
50
law
Ω[−1] ' (Ω[ι2n, ι2n] ◦H2)− 1
where H2 : ΩS2n → ΩS4n−1 is the Hilton-Hopf invariant.
Let ˜idSn ∧ f : Sn−1 ∧ Sm−1 → ΩΣSn−1 ∧ Sn be the adjoint of idSn ∧ f . From
the homotopy commutative diagram
Sn−1 ∧ Sm−1 ΩΣSn−1 ∧ Sn ΩΣS4n−2
Sn−1 ∧ Sn





Ω[ι2n, ι2n] ◦H2 ◦ ˜idSn ∧ f ' ∗
hence Ω[−1] ◦ ( ˜idSn ∧ f) ' ( ˜idSn ∧ f) ◦ [−1]. Hence
(idSn ∧ f) ◦ [−1] ' τ ◦ (idSn ∧ f)
Then
idSn ∧ f ' (idSn ∧ f) ◦ [−1] ◦ [−1]
' τ ◦ (idSn ∧ f) ◦ [−1]
' (f ∧ idSn) ◦ τ ′ ◦ [−1]
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it follows
i ∧ f ' (i ∧ idSn) ◦ (idSn ∧ f)
' (i ∧ idSn) ◦ (f ∧ idSn) ◦ τ ′ ◦ [−1]
' ∗
Hence we conclude that i ∧ f is null homotopic. Similarly f ∧ i is also null
homotopic. From following homotopy cofibrations
Sn ∧ Sm−1 i∧f−→ X ∧ Sn → sk2m−1(X ∧X)
Sm−1 ∧ Sn f∧i−→ Sn ∧X → sk2m−1(X ∧X)
we get
sk2m−1(X ∧X) ' (Sn ∧ Sm) ∨ (X ∧ Sn)
' (Sm ∧ Sn) ∨ (Sn ∧X)
Since vu ∈ H∗(X ∧ Sn;Z/2) and uv ∈ H∗(Sn ∧X;Z/2), [u, v] ∈ H∗(X ∧X;Z/2)
is always spherical.
Proposition 3.5. LetX be a path-connected 2-local CW-complex, such that H¯∗(X;Z/2Z)
is of dimension 2 with generators u and v, |u| < |v|. Then there exists a retract
Σ1+k(|u|+|v|)X → L˜2k+1(X)
for k ≥ 1.
Proof. Let pn : ΣX(n) → L˜n(X) be the projection to the homotopy colimit, and
in : L˜n(X)→ ΣX(n) be the inclusion. Recall that 1n β˜n∗ : H∗(ΣX(n))→ H∗(ΣX(n))
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factor through H∗(L˜n(X)). That is 1n β˜n∗ is given by the composite
H∗(ΣX(n))
pn∗−→ H∗(L˜n(X)) in∗−→ H∗(ΣX(n))
both of which are the same as Σβn : H∗(ΣX(n))→ H∗(ΣX(n)).
We first show the case when k = 1, then use induction to prove the cases
when k > 1.
Let α be the spherical class given in Proposition 3.4. Let φ1 be the composite
ΣX ∧ S|u|+|v| id∧α−→ ΣX ∧X ∧X
Στ1,2−→ ΣX ∧X ∧X
i3◦p3−→ ΣX ∧X ∧X
Since
φ1∗(ι1 ⊗ u⊗ ι|u|+|v|) = ι1 ⊗ (β3 ◦ τ1,2)(uuv + uvu)
= ι1 ⊗ (β3)(uuv + vuu) = ι1 ⊗ [[u, v], u]
and similarly φ1∗(ι1 ⊗ v ⊗ ι|u|+|v|) = ι1 ⊗ [[u, v], v]. Notice that β3([[u, v], u]) =
[[u, v], u] and β3([[u, v], v]) = [[u, v], v] and observe that H¯∗(L˜3(X)) is of dimen-
sion 2, with generators ι1 ⊗ [[u, v], u] and ι1 ⊗ [[u, v], v]. Thus p3 ◦ φ1 induces an
isomorphism in homology. Hence
Σ1+|u|+|v|X ' L˜3(X)
by the fact that i3 ◦ p3 : ΣX(3) → ΣX(3) factor through L˜3(X).
Let ϕ1 = p3. Suppose that the statement is true for 2k + 1, and there exists
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maps φk and ϕk such that
Σ1+k(|u|+|v|)X
φk→ ΣX(2k+1) ϕk→ Σ1+k(|u|+|v|)X
is a homotopy equivalence. And
φk∗(ι1+k(|u|+|v|)u) = ι1 ⊗ adk([u, v])(u) ∈ H∗(ΣX(2k+1))
φk∗(ι1+k(|u|+|v|)v) = ι1 ⊗ adk([u, v])(v) ∈ H∗(ΣX(2k+1))
where ad(x)(y) = [x, y] and adk+1(x)(y) = [adk(x)(y), x]. First notice that
β3(ad([u, v])(u)) = β3([[u, v], u]) = [[u, v], u] = ad([u, v])(u)
Also
β2k+3([u, v]⊗ (adk([u, v])(u))
=β2k+3(uv ⊗ (adk([u, v])(u)) + β2k+3(vu⊗ (adk([u, v])(u))







k([u, v])(u), [u, v]])
= β2k+3((ad
k([u, v])(u))⊗ [u, v]) + β2k+3([u, v]⊗ (adk([u, v])(u)))
= β2k+3((ad
k([u, v])(u))⊗ [u, v]) + 0
= β2k+3((ad
k([u, v])(u))⊗ uv) + β2k+3((adk([u, v])(u))⊗ vu)
= [[[β2k+1((ad
k([u, v])(u)))], u], v] + [[[β2k+1((ad
k([u, v])(u)))], v], u]
= [β2k+1(ad









By induction we have
β2k+3(ad
k+1([u, v])(u)) = adk+1([u, v])(u)
Similarly
β2k+3(ad
k+1([u, v])(v)) = adk+1([u, v])(v)
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Let us define φk+1 by the composition
Σ1+k(|u|+|v|)X ∧ S|u|+|v| φk∧α−→ L˜2k+1 ∧X(2)
ik∧id−→ ΣX(2k+3)
i2k+3◦p2k+3−→ ΣX(2k+3)
and let ϕk+1 be the composite
ΣX(2k+3)
p2k+1∧id−→ L2k+1(X) ∧X(2)
ϕk∧id−→ Σ1+k(|u|+|v|)X ∧X ∧X
Σ1+k(|u|+|v|)p3−→ Σ1+(k+1)(|u|+|v|)X
Then
φk+1∗(ι1+k(|u|+|v|) ⊗ u⊗ ι|u|+|v|) = ι1 ⊗ β2k+3(adk([u, v])(u)⊗ [u, v])
= ι1 ⊗ β2k+3([adk([u, v])(u), [u, v]])
= ι1 ⊗ adk+1([u, v])(u)
Also notice that pk∗(ι1 ⊗ [u, v]⊗ ...) = 0. Therefore
(p2k+1 ∧ id)∗(ι1 ⊗ [adk([u, v])(u), [u, v]]) = ι1 ⊗ adk([u, v])(u)⊗ [u, v]
56
Hence we have
ϕk+1∗(ι1 ⊗ adk+1([u, v])(u))
= (Σ1+k(|u|+|v|)p3)∗((ϕk∗ ⊗ id)(ι1 ⊗ adk([u, v])(u)⊗ [u, v]))
= (Σ1+k(|u|+|v|)p3)∗(ϕk∗((ι1 ⊗ adk([u, v])(u))⊗ [u, v])
= (Σ1+k(|u|+|v|)p3)∗(ι1+k(|u|+|v|)u⊗ [u, v])
= ι1+(k+1)(|u|+|v|) ⊗ u
Similarly we have ϕk+1∗ ◦ φk+1∗(ι1+k(|u|+|v|) ⊗ v ⊗ ι|u|+|v|) = ι1+(k+1)(|u|+|v|) ⊗ v.
Hence ϕk+1 ◦φk+1 induces an isomorphism on homology, also it factors through
L˜2k+3(X) since i2k+3 ◦ p2k+3 is. Thus the statement follows.
Further more, we have:
Proposition 3.6. For each 0 ≤ k ≤ n, let Xk be a path-connected 2-local CW-
complexes, such that H¯∗(Xk;Z/2) is of dimension 2 with generators uk, vk and |uk| <








Proof. Recall for each k, we have a projection pi : ΣX
(3)
k → Σ1+|uk|+|vk|Xk, and an












































where τ is a reordering of smash products, such that
τ(⊗nk=1xkykzk) = (Πnk=1xk)⊗ (Πnk=1yk)⊗ (Πnk=1zk)
for xk, yk, zk ∈ Xk. Then α∗(ι1 ⊗nk=1 xkykzk) is computed as
ι1 ⊗nk=1 xkykzk
(Στ)∗7−→ ι1 ⊗ (Πnk=1xk)⊗ (Πnk=1yk)⊗ (Πnk=1zk)
(Σβ3)∗7−→ ι1 ⊗ [[(Πnk=1xk), (Πnk=1yk)], (Πnk=1zk)]
(Στ)∗7−→ ι1 ⊗ (⊗nk=1xkykzk +⊗nk=1ykxkzk +⊗nk=1zkxkyk +⊗nk=1zkykxk)
Observe that
p∗(ι1 ⊗ ...⊗ uuv ⊗ ...) = 0
Therefore
(p ◦ α)∗(ι1 ⊗nk=1 (ukukvk + vkukuk)) = ι1 ⊗ (⊗nk=1[[vk, uk], uk] +⊗nk=1[[uk, vk], uk]
+ 2n ⊗nk=1 [[vk, uk], uk] +⊗nk=1[[vk, uk], uk])
= ι1 ⊗nk=1 (ukukvk + vkukuk)
Similarly we have
(p ◦ α)∗(ι1 ⊗nk=1 (vkvkuk + ukvkvk)) = ι1 ⊗nk=1 (vkvkuk + ukvkvk)
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Since α factors through L˜3(
∧n
k=1Xk), the statement follows.
3.3 Decomposition of loop spaces
Let X be a 1-connected 2-local CW-complexes. Recall that L˜2k+1(X) is a retract
of ΣX(2k+1), therefore L˜2k+1(X) is a co-H-space. There exists a homotopy de-
composition of ΩΣ(X):





where 2 < k1 < k2 < ... are all prime numbers greater than 2, and A is some topology
space.
Wu Jie has shown the case when X = ΣX ′ a suspension [14]. When X is
not a suspension, we can use the idea [8] of Paul Selick and Wu Jie to prove the
above propersition.
Apply Proposition 3.5 and Proposition 3.6 to Proposition 3.7, we have
Theorem 3.3. LetX be a simply connected 2-local CW-complex, such that H¯∗(X;Z/2)





where 2 < k1 < k2 < ... are all prime numbers greater than 2, and A is some topology
space.
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Proof. Immediate from Proposition 3.7 and the retract in Proposition 3.5:
Σ1+k(|u|+|v|)X → L˜2k+1(X)
Theorem 3.4. For each 1 ≤ i ≤ n, let Xi be a path-connected 2-local CW-complex,
such that H¯∗(Xi;Z/2) is of dimension 2 with generators ui, vi and |ui| < |vi|. Then









for k ≥ 1.








Notice that the reduced mod 2 homology of Σ|ui|+|vi|Xi is still generated by two
generators for each i. Apply the above retract k times, we get the result.
In Theorem 3.3 when X = P n(2), the mod 2 Moore space, we have
Proposition 3.8. There exists a retract
ΩP n+1+k(2n−1)(2) ↪→ ΩP n+1(2)
for k ≥ 1 and n ≥ 2.

60
3.4 Z/8Z-summand of pi∗(P n(2))
Cohen and Wu showed that pi∗(P n(2)) contains a Z/8Z-summand for all n ≥ 4.
They first discovered the following.
Proposition 3.9. [1] If n ≥ 4 and n ≡ 1(2), then pi4n−2(P 2n(2)) contains a Z/8Z
summand.

By the following homotopy equivalences
ΩP n+1(2) = ΩP 3n(2)× A
ΩP n+1(2) = ΩP 5n−1(2)×B
for some topology spaces A and B.
They gave a formula for when a Z/8Z-summand of pi∗(P n(2)) will occur: Fix
integer n ≥ 1 and k ≥ 0. Define an integer µ(k, n) which is divisible by 4 with
the following equation
µ(k, n) = 9k(4n) + (9k−1 + 9k−2 + ...+ 9 + 1)4
Proposition 3.10. [1] There exists homotopy equivalences for n ≥ 1
1. ΩP 4n(2) ' ΩP µ(k,5n−2)+2(2)×?
Thus pi2+2µ(k,5n−2)(P 4n(2)) contains a Z/8Z summand.
2. ΩP 4n+1(2) ' ΩP µ(k,15n−2)+2(2)×?
Thus pi2+2µ(k,15n−2)(P 4n+1(2)) contains a Z/8Z summand.
3. ΩP 4n+2(2) ' ΩP µ(k,n)+2(2)×?
Thus pi2+2µ(k,n)(P 4n+1(2)) contains a Z/8Z summand.
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4. ΩP 4n+3(2) ' ΩP µ(k,3n+1)+2(2)×?
Thus pi2+2µ(k,3n+1)(P 4n+3(2)) contains a Z/8Z summand.
where ?s are some unknown factors.

Thus we see that for some n the first Z/8Z-summands occur far beyond
the stable range, especially for P 4n+1(2). The first noticed order 8 elements
of P 4n+1(2), pi120n−14(P 4n+1(2)), occurs roughly 15 times the stable range. It is
asked that whether P 4n+1(2) has Z/8Z-summands in lower degree[1].
We will give a better formula for Z/8Z-summands in pi∗(P 4n+1(2)), that is
the following:
Proposition 3.11. There exists homotopy equivalences for n ≥ 1
1. ΩP 4n(2) ' ΩP (8k+4)n−3k(2)×?
Thus pi(16k+8)n−6k−2(P 4n(2)) contains a Z/8Z-summand, for all k ∈ Z≥0 such
that k ≡ 2(mod 4).
2. ΩP 4n+1(2) ' ΩP (8k+4)n+1−k(2)×?
Thus pi(16k+8)n−2k(P 4n+1(2)) contains a Z/8Z-summand, for all k ∈ Z≥0 such
that k ≡ 3(mod 4).
3. ΩP 4n+2(2) ' ΩP (8k+4)n+2+k(2)×?
Thus pi(16k+8)n+2k+2(P 4n+3(2)) contains a Z/8Z-summand, for all k ∈ Z≥0 such
that k ≡ 0(mod 4).
4. ΩP 4n+3(2) ' ΩP (8k+4)n+3+3k(2)×?
Thus pi(16k+8)n+6k+4(P 4n+3(2)) contains a Z/8Z-summand, for all k ∈ Z≥0 such
that k ≡ 1(mod 4).
where ?s are some unknown factors.
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Proof. From Proposition 3.8, we have a retract
ΩP (4+8k)n+(2k+1)m−3k(2) ↪→ ΩP 4n+m(2)
where 0 ≤ m ≤ 3. In order to get a Z/8Z-summand, we need (4 + 8k)n+ (2k +
1)m− 3k + 2 ≡ 0(mod 4). The result follows when we set m = 0, 1, 2, 3.
Hence pi56n−6(P 4n+1(2)) contains a Z/8Z summand, which is in a lower de-
gree compare to pi120n−14(P 4n+1(2)).
3.5 Stable homotopy as a summand of unstable homotopy
Beben and Wu have showed that
Proposition 3.12. [6] Let X be the p-localization of a suspended CW -complex. Set
V = H¯∗(X), let M denote the sum of the degrees of the generators of V , and define the
sequence of integers bi recursively, with b0 = 0 and
bi = (1 + dimV )bi−1 +M
Suppose that Vodd = 0 or Veven = 0, and 1 < dimV ≤ p.
1. If dimV ≤ p− 1, then ΩΣbi+1X is a homotopy retract of ΩΣX for each i ≥ 1;
2. If dimV = p, there exist spaces Yi such that ΩΣYi is a homotopy retract of ΩΣX ,
and H¯∗(Yi) ∼= H¯∗(ΣbiX) for i ≥ 1.

Proposition 3.12 leads to an example of ”Stable homotopy as a summand of
unstable homotopy”, that is
Proposition 3.13. [6] Take the integers bi and the suspended p-local CW-complex X
as in Proposition 3.12, and let V = H¯∗(X), 1 < dimV < p − 1, and Vodd = 0 or
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Veven = 0. Assume X is (m− 1)-connected for some m ≥ 1. Then for each j the stable
homotopy group pisj (ΣX) is a homotopy retract of pij+bi(ΣX) for all i large enough such
that j ≤ bi + 2m.

Proposition 3.13 fails when p = 2. To get around the case for p = 2, let us
consider theorem 3.4, which leads to
Proposition 3.14. For each 1 ≤ i ≤ n, letXi be a path-connected 2-local CW-complex,




k − 1)(|ui| + |vi|)), and Σ
∧n
i=1 Xi is (m − 1)-connected. Then
pisj (Σ
∧n
i=1 Xi) is a summand of pij+bk(Σ
∧n
i=1 Xi) for large enough k such that j ≤
bk + 2m.
Proof. Theorem 3.4 implies that pij+bk(Σ
∧n
i=1 Σ
(2k−1)(|ui|+|vi|)Xi) is a summand
of pij+bk(Σ
∧n
























Notice that when we set X =
∧n
i=1 Xi, all the bi in Proposition 3.14 are the
same as the bi in Proposition 3.13. Combine Proposition 3.13 and 3.14 together
we have
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Proposition 3.15. Take the integers bi and the suspended p-local CW-complex X as in
Proposition 3.12. AssumeX is (m−1)-connected for somem ≥ 1, and let V = H¯∗(X),
If either one of the following is satisfied:
• 1 < dimV < p− 1, and Vodd = 0 or Veven = 0.
• 2 = p = dim(Vi), and X =
∧n
i=1Xi, where Vi = H¯∗(Xi) and 1 ≤ i ≤ n.
Then for each j the stable homotopy group pisj (ΣX) is a homotopy retract of pij+bi(ΣX)
for all i large enough such that
j ≤ bi + 2m
.

LetG be a abelian group. We say thatG has a bounded exponent pr at prime
p if pr(p-torsion in G) = 0 for some integer r. For a space X , X has a bounded
exponent pr at prime p if pr is a bounded exponent of pii(X) for all i ≥ 1. By us-
ing Stanley’s theorem [9], we can show that, ifXi’s are rationally nontrivial with
H¯∗(Xi;Z/2Z) is of dimension 2, then pi∗(Σ
∧n
i=1Xi) has no bounded 2-exponent.
Proposition 3.16. (Stanley’s theorem) Let X be a simply connected CW-complex.
Then the stable homotopy groups of X has a bounded exponent at prime p if and only if
X is rationally trivial.
Similarly to the discussion given by Beben and Wu [6]: When localized at 2,
if Xi’s are rationally nontrivial, then Σ
∧n
i=1Xi is rationally nontrivial. Thus the
stable homotopy group pisj (Σ
∧n





a summand of pij+bk(Σ
∧n
i=1Xi), we must have that Σ
∧n
i=1Xi has no bounded
2-exponent.
The same result can also be obtained from Selick’s work [7]: a finite simply
connected CW-complexes X has no bounded p-component whenever X is a
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