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Introduction
In terms of classification-speed, SVMs [13] are still outperformed by many standard classifiers when used in large problems. For non-linear kernels k, the classification function can be written as in Eq. (1), thus, the classification complexity lies in Ω(n) for a problem with n SVs. However, for linear problems, the classification function has the form of Eq. (2), allowing classification in Ω(1) by calculating the dot product with the normal vector w of the hyperplane. In order to achieve a classification speedup we propose a classification method based on a tree whose nodes consist of linear SVM (Fig.(1) ).
f (x) = sign ( w, x + b)
This paper is structured as follows: first we give a brief overview of related work. Section 2 describes our algorithm in detail including a discussion of the zero solution problem. Experiments are presented in Section 3, followed by conclusions in Section 4. 
Related Work
Recent work on SVM classification speedup mainly focused on the reduction of the decision problem: A method called RSVM (Reduced Support Vector Machines) was proposed by Lee [10] , it preselects a subset of training samples as SVs and solves a smaller Quadratic Programming problem. Lei and Govindaraju [11] introduced a reduction of the feature space using principal component analysis and Recursive Feature Elimination. Burges and Schölkopf [3] proposed a method to approximate w by a list of vectors associated with coefficients α i . All these methods yield good speedup, but are fairly complex and computationally expensive. Our approach on the other hand, was endorsed by the work of Bennett et al. [1] who experimentally proved that inducing a large margin in decision trees with linear decision functions improved the generalization ability.
SVM Trees
The algorithm is described for binary problems, an extension to multiple-class problems can be realized with different techniques like one vs. one or one vs. rest [7] . Basic Algorithm At each node i of the tree, a hyperplane is found that correctly classifies all samples in one class (this class will be called the "hard"' class, denoted hc i ). Then, all correctly classified samples of the other class (the "soft" class) are removed from the problem, decision which class is to be assigned "hard" is taken in a greedy manner for every node (see Section 2.2). The algorithm terminates when the remaining samples all belong to the same class. 
Training In order to train a SVM that classifies perfectly one class, different weights of the slack-variables C i are set for each class in Equations (3) and (7). We define a "hard" class C k with D k → ∞ and one "soft" class Ck with Dk << D k in each node, where k = 1 andk = −1, or k = −1 andk = 1. For large D k , most samples of the class k will be correctly classified, while the errors of the "soft" class will be minimized.
Linear SVM Primal Problem
Linear SVM Dual Formulation
Zero Solution
The described algorithm works fine for many problems, but in some cases the optimization process converges to a trivial solution: the zero vector. In order to get a deeper understanding of the zero solution problem, we take advantage of the convex hull interpretation of SVMs [1] , where the solution of a SVM is interpreted as the orthogonal hyperplane to the segment between the two closest points of a reduced convex hull of the classes.
Theorem 1
If the convex hull of the "hard" class C 1 intersects the convex hull of the "soft" class C −1 , then w = 0 is a feasible point for the primal Problem (3) if
is a convex combination for a point p that belongs to both convex hulls.
Proof Sketch This can be easily shown by setting ∀i ∈ 
H1-SVM Problem Formulation
To avoid the zero vector, the penalization value for the hard class can be reduced. Another solution is proposed by the modification of the original SVM optimization problem:
where k = 1 andk = −1, or k = −1 andk = 1. This new formulation constraints Eq. (10) to classify all samples in the class C k perfectly, forcing a "hard" convex hull (H1) for C k . The number of misclassification on the other class Ck is added to the objective function, so, the solution is a trade off between a maximal margin and a minimal of misclassification in the "soft" class Ck.
H1-SVM Dual Formulation
where k = 1 andk = −1, or k = −1 andk = 1. This problem can be similarly solved as Problem (6) by using the same algorithm (SMO [12] ), and adding some modifications to force α i = 1 ∀i ∈ Ck. Theorem 3 For the H1-SVM the zero solution can only occur if |C k | ≥ (n−1) and there exists a linear combination of the sample vectors in the "hard" class x i ∈ C k and the sum of the sample vectors in the "soft" class, i∈Ck x i .
Proof Without loss of generality, let the "hard" class be class C 1 . Then,
If we define
The usual threshold calculation ( [9] and [12] ) can no longer be used to define the hyperplane since this will give some mistakes in the "hard" class. For this approach, letting the "hard" class = 1, the threshold is calculated as in Eq. (16).
If the "hard" class = -1, b is calculated as in Eq. (17).
Four hyperplanes are calculated at each node i: two with the solution of the Linear-SVM Problem (one with hc i = C 1 , other with hc i = C −1 ) and similarly, two more with the H1-SVM Problem.The hyperplane that reduces the problem most is added to the tree. Further analysis has to be done to avoid calculating unnecessary hyperplanes since each one has a computational cost equivalent to one SMO resolution.
Tree Optimization Heuristics
The basic algorithm can be improved with some heuristics. First, a greedy heuristic (Gr-Heu) of choosing the "hard"
Speedup comparison with similar works is difficult to state since most publications ( [1] , [10] ) used datasets with less than 1000 samples, where the training and testing time are negligibles.
Conclusion
We have presented a new method for fast SVM classification. Compared to non-linear SVM and speedup methods our experiments showed a competitive speedup (up to factor 13 -see Faces Table 1 ) while achieving reasonable classification results (loosing about 2% compared to non-linear methods). The advantages of this approach clearly lies in its simplicity since no parameter has to be tuned. A possible extension would be the introduction of non-linear kernels at a lower level of the tree to improve the classification rate.
