On the nonlinear Dirac equation on noncompact metric graphs by Borrelli, William et al.
ON THE NONLINEAR DIRAC EQUATION ON NONCOMPACT
METRIC GRAPHS
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Abstract. The paper discusses the Nonlinear Dirac Equation with Kerr-type nonlin-
earity (i.e., |ψ|p−2ψ) on noncompact metric graphs with a finite number of edges, in the
case of Kirchhoff-type vertex conditions. Precisely, we prove local well-posedness for the
associated Cauchy problem in the operator domain and, for infinite N -star graphs, the
existence of standing waves bifurcating from the trivial solution at ω = mc2, for any
p > 2. In the Appendix we also discuss the nonrelativistic limit of the Dirac-Kirchhoff
operator.
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1. Introduction and main results
Following the discussion initiated in [19], in this paper we investigate the NonLinear
Dirac Equation (NLDE) on noncompact metric graphs with a finite number of edges. In
particular, we address both the local well-posedness of the time-dependent problem in
the operator domain and the existence of the standing waves. Precisely, while the former
problem is studied under very general assumptions, the result concerning the standing
waves is limited to the so-called infinite N -star graphs. On the other hand, both the
questions are discussed for any superquadratic power nonlinearity.
Before presenting the main results of the paper, however, some basics on metric graphs
and some comments on the existing literature are in order.
1.1. Basics on metric graphs. Metric graphs (see, e.g., Figure 1) are connected multi-
graphs G = (V,E) endowed with a parametrization that associates each bounded edge
e ∈ E with a closed and bounded interval of the real line Ie = [0, `e], and each unbounded
edge e ∈ E with a copy of the half-line Ie = R+ (for details see, e.g., [5, 13]). As a con-
sequence, they are locally compact metric spaces, the metric being given by the shortest
distance along the edges. The orientation of the variable xe of each edge is free on the
bounded edges, while on the unbounded edges, we set xe = +∞ for the vertices at infinity.
Figure 1. An example of noncompact metric graph.
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In addition, metric graphs are said to be compact if they consist of a finite number of
bounded edges and noncompact otherwise. In particular, noncompact graphs consisting
only of a finite number of unbounded edges incident at the same vertex are called infinite
N -star graphs (see, e.g., Figure 2).
Figure 2. Example of infinite N -star graph (N = 12).
In view of their metric structure, one can define functions on metric graphs, i.e. u :
G → C, as families of functions (ue)e∈E defined on each edge, i.e. ue : Ie → C, in such a
way that u|e = ue. Consistently,
Lp(G) :=
⊕
e∈E
Lp(Ie), p ∈ [1,∞],
and
Hm(G) :=
⊕
e∈E
Hm(Ie), m ∈ [1,∞],
both equipped with the natural norms and, in the latter case, scalar products. Analogously,
one can define spinors on graphs, i.e. ψ = (φ, χ)T : G → C2, as a collection of 2-spinors
(ψe)e∈E defined on each edge, i.e. ψe = (φe, χe)T : Ie → C2, so that Lebesgue and Sobolev
spaces are again given by
Lp(G,C2) :=
⊕
e∈E
Lp(Ie,C2), p ∈ [1,∞],
and
Hm(G,C2) :=
⊕
e∈E
Hm(G,C2), m ∈ [1,∞],
equipped with the natural norms.
1.2. Background and known results. Metric graphs gained a certain popularity in the
last years as they are supposed to be an effective model for the study of physical systems
confined in branched thin structures. The main applications of these models concern
Bose-Einstein Condensates (BEC) and nonlinear optical fibers [38, 41]. More precisely,
the main features of these physical systems are well described by the focusing NonLinear
Schro¨dinger Equation (NLSE), i.e.
ı
∂w
∂t
= −∆Gw − |w|p−2w, p > 2, (1)
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where −∆G is a suitable self-adjoint realization of the standard Laplacian on a graph (see,
e.g., [7, 36, 38, 45] and references therein).
Most of the studies on this equation has focused on the standing-waves, i.e. L2-solutions
of (1) of the form w(t, x) := e−ıλtu(x), in the case where −∆G represents the self-adjoint
operator usually called Kirchhoff Laplacian, which is defined as follows.
Definition 1.1 (Kirchhoff Laplacian). The Laplacian with Kirchhoff vertex conditions,
denoted by −∆G , is the operator with action
−∆Gu|e := −u′′e , ∀e ∈ E,
(where ′ denotes the derivative with respect the xe variable) and domain
dom(−∆G) :=
{
u ∈ H2(G) : (2) and (3) are satisfied},
with
ue(v) = uf (v), ∀e, f  v, ∀v ∈ VK, (2)∑
ev
due
dxe
(v) = 0, ∀v ∈ VK, (3)
e  v meaning that e is incident at v, and VK denotes the set of vertices on the compact
core K of the graph (i.e., the subgraph of the bounded edges) and duedxe (v) representing
u′e(0) or −u′e(`e) depending whether v is the initial or terminal vertex of the edge.
Looking for standing waves of (1) is equivalent to finding functions u such that{
u ∈ dom(−∆G), u 6= 0,
−u′′e − |ue|p−2ue = λue, ∀e ∈ E,
(4)
which are also called bound states. Results on the existence and multiplicity or nonex-
istence of the bound states for noncompact graphs with a finite number of edges can be
found, for instance, in [5, 6, 8, 9, 43, 46, 47], while for the investigation of periodic graphs
(e.g., Figure 3) and compact graphs (e.g., Figure 1 without the two half-lines) we mention,
for instance, [4, 28, 35, 49] and [25, 27]. In addition, other self-adjoint realization of the
Laplacian on graphs have been discussed in the last years. We recall [1, 40, 39] for the
study of time-dependent problems and [3, 26] for the study of the standing waves. Finally,
it is worth recalling that also some problems of control theory have been studied on graphs
(see [10, 31]).
Recently, the NLDE with Kerr-type nonlinearity
ı
∂Ψ
∂t
= DΨ− |Ψ|p−2Ψ, p > 2,
where D is the d-dimensional Dirac operator, has attracted growing interest, mainly in the
case d = 2. Indeed, it has been proposed as an effective equation for the so-called Dirac
materials (such as, for instance, graphene and germanene [59]) and for BEC in some
particular regimes where relativistic effects cannot be neglected (see [41]). The deriva-
tion of these effective models has been discussed in [11, 32, 33, 34], while an exhaustive
investigation of the standing waves can be found in [15, 16, 17, 21].
In addition, some recent works proposed the NLDE as an effective equation for BEC
in branched thin domains and optical fibers, in the presence of relativistic effects (see
[52, 58]). The self-adjoint realization of the Dirac operator employed in these applications
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(a) one-dimensional periodic graph.
(b) two-dimensional grid.
Figure 3. Two examples of periodic graphs.
is the so-called Kirchhoff-type one (for details see [19, Appendix A] and [20]), which is
defined as follows:
Definition 1.2 (Dirac-Kirchhoff). The Dirac operator with Kirchhoff-type vertex condi-
tions, that we denote by DG , is an operator with action
DGψ|e = Deψe := −ıcσ1ψ′e +mc2σ3ψe, ∀e ∈ E, (5)
m > 0 and c > 0 representing the mass of the generic particle of the system and a
relativistic parameter (respectively), and σ1 and σ3 representing the Pauli matrices
σ1 :=
(
0 1
1 0
)
and σ3 :=
(
1 0
0 −1
)
, (6)
and domain
dom(DG) := {ψ = (φ, χ)T ∈ H1(G) : (7) and (8) are satisfied},
where
φe(v) = φf (v), ∀e, f  v, ∀v ∈ K, (7)∑
ev
χ±e (v) = 0, ∀v ∈ K, (8)
χ±e (v) denoting χe(0) or −χe(`e) depending on the orientation of the edge.
Remark 1.1. It is clear that the operator DG does depend on both m and c. However, in
the following, this dependence will be omitted whenever it is not relevant. Also, we recall
that the constant c > 0 appearing in (5) usually represents the speed of light in relativistic
theories. Anyway, since the model in the present paper is just an effective one, in this case
it should be meant as a generic physical parameter that formally plays the same role.
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Remark 1.2. The operator DG is said Dirac-Kirchhoff operator since, if one considers the
operator D2G on spinors consisting of the first component only, then one obtains precisely
the Kirchhoff-Laplacian, plus zero-order terms. This is not the unique possible choice
to find a selfadjoint realization of the Dirac operator on graphs; other choices have been
studied, e.g., in [14, 24, 42, 50].
From the mathematical point of view, the sole study of the NLDE on graphs, i.e.
ı
∂Ψ
∂t
= DGΨ− |Ψ|p−2Ψ, p > 2, (9)
has been presented in [19]. More precisely, the paper discusses a slightly modified model
in which the nonlinear potential affects just the compact core of the graph, i.e.
ı
∂Ψ
∂t
= DGΨ− χK|Ψ|p−2Ψ, p > 2. (10)
This idea of considering a localized nonlinearity was first introduced in [37] and widely
studied in [29, 30, 54, 55, 57] in the Schro¨dinger case, with a specific focus on exis-
tence/nonexistence and multiplicity of the bound states, which in this case read{
u ∈ dom(−∆G), u 6= 0,
−u′′e − χK|ue|p−2ue = λue, ∀e ∈ E,
(11)
(see also [18] for an overview on the subject).
Also regarding (10), the discussion developed in [19] concerns the bound states, here
defined as the spinors ψ such that{
ψ ∈ dom(DG), ψ 6= 0,
Deψe − χK|ψe|p−2ψe = ωψe, ∀e ∈ E,
(12)
(so that Ψ(t, x) = e−ıωtψ(x) is an L2-solution of (10), namely a standing wave). In par-
ticular, [19] proves that for every ω ∈ (−mc2,mc2) there exist infinitely many distinct
bound states and discusses their behavior in the so-called nonrelativistic limit “c→ +∞”.
More precisely, one shows that for any sequence cn → +∞, there exist (at least) a se-
quence ωn → +∞ such that any associated sequence of bound states (ψn)n converges
(up to subsequences) to a spinor (u, 0)T where u is a bound state NLSE with localized
nonlinearity.
Remark 1.3. Actually, the limit function u solves a version of (11) with a coefficient 2m in
front of the nonlinearity. However, this is consistent with the fact that in the nonrelativistic
limit the kinetic part of the hamiltonian of a particle is formally given by −∆G2m , in place
of −∆G .
Remark 1.4. Recall that, since the spectrum of DG is given by
σ(DG) = (−∞,−mc2] ∪ [mc2,+∞)
(as proved in [19, Appendix A] and [20]), then (−mc2,mc2) = R\σ(DG).
1.3. Main results. In this paper, in contrast to [19], we aim at discussing the NLDE on
graphs without the assumption of the localization of the nonlinearity.
The first result that we present is the local well-posedness in dom(DG) of the Cauchy
problem associated with (9).
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Theorem 1.1 (Local well-posedness). Let G be a noncompact metric graph with a finite
number of edges and let p > 2. Then:
(i) for any Ψ0 ∈ dom(DG), there exists T > 0 such that there exists a unique solution
Ψ ∈ C([0, T ],dom(DG)) ∩ C1([0, T ], L2(G,C2)), (13)
of the Cauchy problem ı
∂Ψ
∂t
= DGΨ− |Ψ|p−2Ψ
Ψ(0, · ) = Ψ0
; (14)
(ii) a blow-up alternative holds, namely, letting T ∗ be the supremum of the times for
which (i) holds, there results
lim sup
t→T ∗
‖Ψ(t, · )‖DG <∞ =⇒ T ∗ = +∞,
where ‖ · ‖DG denotes the graph norm associated with DG, i.e.
‖ψ‖DG := ‖ψ‖L2(G,C2) + ‖DGψ‖L2(G,C2);
(iii) the L2-norm of the solution is preserved along the flow, i.e.
‖Ψ(t, · )‖L2(G,C2) = ‖Ψ0( · )‖L2(G,C2), ∀t ∈ (0, T ∗);
(iv) the energy of the solution is preserved along the flow, i.e.
E
(
Ψ(t, · )) := 1
2
∫
G
〈Ψ(t, x),DGΨ(t, x)〉C2 dx+
− 1
p
∫
G
|Ψ(t, x)|p dx = E(Ψ0), ∀t ∈ (0, T ∗) (15)
(where 〈 · , · 〉C2 denotes the standard hermitian product of C2).
Remark 1.5. Note that the sign in front of the nonlinearity in (14) is not relevant for the
proof of Theorem 1.2. The result can be proved as well with the opposite sign.
In addition, in the case of infinite N -star graphs, we obtain an existence result for the
bound states of the NLDE, i.e., spinors ψ such that{
ψ ∈ dom(DG), ψ 6= 0,
Deψe − |ψe|p−2ψe = ωψe, ∀e = 1, . . . , N
(16)
(with a little abuse of notation we denote by e both the edge itself and its index). In
particular, we proved such bound states to be strictly related to those of the NLSE,
precisely to 
u ∈ dom(−∆G), u 6= 0,
u′′e
2m
+ |ue|p−2ue = ue, ∀e ∈ E.
(17)
Theorem 1.2 (Standing waves). Let G be an infinite N -star graph and let p > 2. Then,
there exists ε0 > 0 such that for every ω ∈ (mc2−ε0,mc2) there is at least a spinor ψω 6= 0
that satisfies (16).
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More precisely, for every real valued solution U to (17), there exist ε0 > 0 such that for
all ω ∈ (mc2 − ε0,mc2 + ε0) there exists (uω, vω)T ∈ dom(DG), uω, vω 6= 0, that satisfies
−ıv′ω,e + uω,e =
(|uω,e|2 + (mc2 − ω)|vω,e|2) p−22 uω,e
−ıu′ω,e − (mc2 + ω)vω,e = (mc2 − ω)
(|uω,e|2 + (mc2 − ω)|vω,e|2) p−22 vω,e (18)
with
(uω,e, vω,e)
T
|ω=mc2 =
(
Ue,−ı U
′
e
2m
)
,
for every e = 1, . . . , N , and such that for every ω ∈ (mc2 − ε0,mc2) the spinor ψω =
(φω, χω)
T defined by
φω,e := (mc
2 − ω) 1p−2 uω,e
(√
mc2 − ω xe
)
, ∀e ∈ E,
χω,e := (mc
2 − ω)
p
2(p−2) vω,e
(√
mc2 − ω xe
)
, ∀e ∈ E,
(19)
fulfills (16).
In other words, Theorem 1.2 claims two things. The first one is that there exists at
least one branch of nontrivial bound states of the NLDE which bifurcate from the trivial
solution at the bifurcation point ω = mc2. Indeed, one can construct a branch of bound
states of the NLDE from any real-valued bound state of the NLSE, since each bound state
of the NLSE gives rise to a family of solutions of (18), by the scaling (19).
Also, from the very statement of Theorem 1.2, it is clear that in this case, one has
to use a completely different proof strategy with respect to [19], where the problem of
localized nonlinearity was addressed. More precisely, the results present in [19] relied on
the fact that the compactness of the nonlinearity simplifies the compactness analysis of
the Palais-Smale sequences of the action functional
L(ψ) := E(ψ)− ω
2
∫
G
|ψ(x)|2 dx.
At the moment, it is not clear how to adapt the techniques used in [19] to problems
with an extended nonlinearity on a graph, even in the Schro¨dinger case. Nevertheless,
it is possible to adapt a method introduced by Stuart in [56] (see also [23, 48]) based
on a suitable scaling of the equation and on the use of the Implicit Function Theorem
(see Section 3). Unfortunately, this approach requires the restriction of the discussion to
infinite N -star graph (see Remark 3.2).
Remark 1.6. It is worth recalling that, if the number of half-lines is odd, then there exists
only one real-valued bound state of the NLSE; while, if the number of half-lines is even,
then there exist infinitely many real-valued bound states (see [2] and Section 3.2.1). As a
consequence, in the first case, our procedure allows constructing only one branch of bound
states of the NLDE, whereas in the second case the possible branches are infinitely many.
Finally, we present a result that clearly explains the reason for which we call the operator
DG introduced in Definition 1.2 Dirac-Kirchhoff operator. We show that DG converges (up
to a suitable re-normalization) to −∆G , in the norm-resolvent sense, as c→ +∞. In other
words, the Kirchhoff Laplacian is the nonrelativistic limit of the Dirac-Kirchhoff operator.
Let us start by recalling the definition of the following self-adjoint (see e.g., [53]) oper-
ator.
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Definition 1.3 (Homogeneous δ′ Laplacian). The Laplacian with homogeneous δ′ vertex
conditions, denoted by −∆˜G , is an operator with the same action of −∆G and domain
dom(−∆˜G) :=
{
u ∈ H2(G) : (20) and (21) are satisfied},
with
due
dxe
(v) =
duf
dxf
(v), ∀e, f  v, ∀v ∈ K, (20)
∑
ev
u±e (v) = 0, ∀v ∈ K. (21)
Proposition 1.3 (Nonrelativistic limit of DG). Let G be a noncompact metric graph with
a finite number of edges. Then, for every k ∈ C\R
(DG,c −mc2 − k)−1 −→
(−∆G
2m
⊗ P+ − k
)−1
, as c→ +∞, (22)
in the L∞-operator norm, with P+ the projector on the first component of the spinor,
represented by the matrix
(
1 0
0 0
)
. Moreover,
(DG,c +mc2 − k)−1 −→
(−∆˜G
2m
⊗ P− − k
)−1
, as c→ +∞, (23)
in the same norm, with P− the projector on the second component of the spinor, repre-
sented by the matrix
(
0 0
0 1
)
.
First, we observe that the two different renormalizations of DG given by (22) and (23)
(respectively) yield two different limits. In the first case, one obtains the expected Kirch-
hoff Laplacian, while in the second case, one obtains a Laplacian with a so-called homo-
geneous δ′ vertex condition (see, e.g., [12]).
On the other hand, it is immediate by [51, Theorem VIII.21] that Proposition 1.3 entails
the strong L2 convergence of the propagators, i.e.
e−ıt(DG,c−mc
2) −→ eıt
(
∆G
2m
⊗P+
)
, ∀t ∈ R,
e−ıt(DG,c+mc
2) −→ eıt
(
∆˜G
2m
⊗P−
)
, ∀t ∈ R.
1.4. Organization of the paper. The paper is organized as follows:
(i) in Section 2 we prove Theorem 1.1;
(ii) in Section 3 we give the proof of Theorem 1.2;
(iii) in Appendix A is devoted to the proof of Proposition 1.3;
(iv) in Appendix B we show the explicit form of the resolvent kernel of DG for an
infinite 3-star graph.
2. Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1.
Recall that, using the anti-commutation properties of the Pauli matrices,∫
G
|DGψ|2 dx =
∫
G
|ψ′|2 dx+m2
∫
G
|ψ|2 dx, ∀ψ ∈ dom(DG),
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so that
‖ψ‖H1(G,C2) ∼ ‖DGψ‖L2(G,C2) ∼ ‖ψ‖DG , ∀ψ ∈ dom(DG).
We also note that, in the above formulas as well as in the next two sections, we will always
assume c = 1 since such parameter does not play any role in the proofs.
In addition, we will often use (with a little abuse) both Ψ(t, · ) and Ψ(t) to denote the
function of space that one obtains freezing the time variable. On the other hand, the
notation “x” in the following has to be meant as a generic point of the graph, without a
precise specification of the edge one refers too.
2.1. Local well-posedness in the operator domain and blow-up alternative. In
order to prove Theorem 1.1 we first show the following lemma, which states the equivalence
between (14) and the associated Duhamel formula. Note that in the following, we will
always denote e−ıtDG by U(t).
Lemma 2.1 (Duhamel formula). Let G be a noncompact metric graph with a finite num-
ber of edges and let p > 2. For every T > 0, a function Ψ ∈ C([0, T ], dom(DG)) ∩
C1([0, T ], L2(G,C2)) is a solution of (14) if and only if it solves
Ψ(t, x) = U(t)Ψ0[x] + ı
∫ t
0
U(t− τ)(|Ψ(τ)|p−2Ψ(τ))[x] dτ (24)
in L2(G,C2), for every t ∈ [0, T ].
Proof. It is sufficient to prove that (24) entails (14). The converse can be easily checked
simply retracing backward the following computations.
First we show that Ψ(0) = Ψ0. Since U(t) is a strongly continuous group on L2(G,C2)
it is left to prove that the integral term in (24) vanishes as t → 0. To this aim it suffices
to see that, for every T > 0,
U(T − · )(|Ψ( · )|p−2Ψ( · ))[ · ] ∈ L1([0, T ], L2(G,C2)) (25)
and exploit the absolute continuity of the Lebesgue integral. However, (25) is a direct
consequence of the fact that U(t) is an isometry of L2(G,C2), which yields∫ T
0
∥∥U(T − τ)(|Ψ(τ)|p−2Ψ(τ))∥∥
L2(G,C2) dτ =
∫ T
0
∥∥|Ψ(τ)|p−2Ψ(τ)∥∥
L2(G,C2) dτ
6 T‖Ψ‖p−1
C([0,T ],H1(G,C2)) < +∞
were we used Ψ ∈ C([0, T ], dom(DG)) and dom(DG) ↪→ H1(G,C2).
On the other hand, one has to prove that the function Ψ that satisfies (24) also fulfills
(9) in L2(G,C2). Let us, then, compute ı∂Ψ∂t using (24). Fix t ∈ [0, T ]. From the properties
of the free propagator one immediately sees that
ı
∂ U( · )Ψ0
∂t
= DG U( · )Ψ0 in L2(G,C2), ∀t > 0. (26)
Now, let us define the map N as
N (Ψ)[t, x] :=
∫ t
0
U(t− τ)(|Ψ(τ)|p−2Ψ(τ))[x] dτ
=
∫ t
0
U(y)(|Ψ(t− y)|p−2Ψ(t− y))[x] dy. (27)
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Using that Ψ ∈ C1([0, T ], L2(G)), one can compute
∂N (Ψ)
∂t
[t, x] = U(t)(|Ψ0|p−2Ψ0)[x] + ∫ t
0
U(t− τ)(∂τ |Ψ(τ)|p−2Ψ(τ))[x] dτ (28)
and, arguing as before, obtain that also N (Ψ) ∈ C1([0, T ], L2(G)). In addition, one can
check that for h small
h−1(U(h)− I)(N (Ψ)[t, · ])[x]
=
1
h
∫ t
0
U(t+ h− τ)(|Ψ(τ)|p−2Ψ(τ))[x] dτ − 1
h
∫ t
0
U(t− τ)(|Ψ(τ)|p−2Ψ(τ))[x] dτ
=
N (Ψ)[t+ h, x]−N (Ψ)[t, x]
h
− 1
h
∫ t+h
t
U(t+ h− τ)(|Ψ(τ)|p−2Ψ(τ))[x] dτ
Using the Mean Value Theorem, (25) and the properties of U(t), if one takes the limit in
the L2(G,C2) as h→ 0 of the above formula, then there results
− ıDGN (Ψ) := lim
h→0
h−1(U(h)− I)(N (Ψ)) = ∂N (Ψ)
∂t
− |Ψ|p−1Ψ. (29)
Finally, combining this with (24) and (26), one gets
ı
∂Ψ
∂t
= DG U( · )Ψ0 + ıDGN (Ψ)− |Ψ|p−2Ψ,
that is (9), thus concluding the proof. 
The second preliminary step required for the proof of the local well posedness is the
following regularity lemma.
Lemma 2.2 (Regularity enhancement). Let G be a noncompact metric graph with a fi-
nite number of edges and let p > 2. For every T > 0, if Ψ ∈ L∞([0, T ],dom(DG)) ∩
W 1,∞([0, T ], L2(G,C2)) is a solution of (24) in L2(G,C2) for almost every t ∈ [0, T ], then
Ψ ∈ C([0, T ],dom(DG)) ∩ C1([0, T ], L2(G,C2)).
Proof. Preliminarily, we note that the function U( · )Ψ0 belongs to C([0, T ], dom(DG))
∩C1([0, T ], L2(G,C2)) from the Stone’s Theorem. Then, owing to (24), it is sufficient to
prove that N (Ψ) ∈ C([0, T ], dom(DG))∩C1([0, T ], L2(G,C2)), with N (Ψ) defined by (25).
First, it is clear that (25) holds also for L∞([0, T ], dom(DG))-functions and this implies
Ψ ∈ C([0, T ], L2(G,C2)) and, via (24), N (Ψ) ∈ C([0, T ], L2(G,C2)). On the other hand,
one can check that (28) is valid even if Ψ only belongs to W 1,∞([0, T ], L2(G,C2)). As a
consequence, using again the properties of U(t) and the absolute continuity of the Lebesgue
integral, one obtains that actually N (Ψ) ∈ C1([0, T ], L2(G,C2)).
Finally, it is left to show that DGΨ ∈ C([0, T ], L2(G,C2)). To this aim, we can use
again the representation of DG given by (29) and then, since Ψ ∈ L∞([0, T ],dom(DG)) ∩
C([0, T ], L2(G,C2)) and ∂N (Ψ)∂t ∈ C([0, T ], L2(G,C2)), the claim is proved. 
Now, we have all the ingredients for the proof of the local well-posedness of (14) in the
operator domain. We only recall that, for every z in the resolvent set of DG , the resolvent
operator (DG − z)−1 maps L2(G,C2) onto dom(DG).
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Proof of Theorem 1.1: point (i). In view of Lemmas 2.1 and 2.2, in order to prove point
(i) of Theorem 1.1 it suffices to show that (24) admits a unique solution in
XT := L
∞([0, T ],dom(DG)) ∩W 1,∞([0, T ], L2(G,C2)) (30)
for T > 0 small enough. In particular, in the following we prove that the mapM : XT −→
XT , defined by
M(Ψ)[t, x] := U(t)Ψ0[x] + ı
∫ t
0
U(t− τ)(|Ψ(τ)|p−2Ψ(τ))[x] dτ (31)
is a contraction if restricted to
BR = {Ψ ∈ XT : Ψ(0) = Ψ0 and ‖Ψ‖XT 6 R}, (32)
for some suitable T, R > 0, where Ψ(0) = Ψ0 has to be meant as an equality in L
2(G,C2),
Ψ0 ∈ dom(DG) and
‖Ψ‖XT := ess sup
t∈[0,T ]
‖DGΨ(t)‖L2(G,C2) + ess sup
t∈[0,T ]
‖∂tΨ(t)‖L2(G,C2) (33)
∼ ‖Ψ‖L∞([0,T ],dom(DG)) + ‖Ψ‖W 1,∞([0,T ],L2(G,C2)).
Since the mapM can be checked to be well defined from XT into itself (arguing as in the
proof of Lemma 2.2) it is left to prove that
(a) the map preserves the set BR,
(b) the map is contractive,
provided T is small enough.
Item (a): M(BR) ⊂ BR. Fix R > 0, T > 0 and t ∈ [0, T ]. Preliminarily, note that,
arguing again as in the proof of Lemma 2.2 one can easily see that M(Ψ)[0, · ] = ψ0. In
addition, as Ψ0 ∈ dom(DG), using (26), the commutation of DG and U(t) on dom(DG),
and the unitarity of U(t) on L2(G,C2), there results
‖U( · )Ψ0‖XT 6 2‖Ψ0‖DG . (34)
Furthermore, in order to estimate the integral term of (31), we argue as follows. Exploiting
the regularity of Ψ ∈ BR, (again) the propeties of the propagator U(t) and the fact that
12 W. BORRELLI, R. CARLONE, AND L. TENTARELLI
D−1G maps L2(G,C2) onto dom(DG), we can integrate by parts in (27) thus obtaining
ıN (Ψ)[t, x] = ı
∫ t
0
U(t− τ)DGD−1G
(|Ψ(τ)|p−2Ψ(τ))[x] dτ
= −
∫ t
0
∂
∂t
U(t− τ)D−1G
(|Ψ(τ)|p−2Ψ(τ))[x] dτ
=D−1G
(|Ψ(t)|p−2Ψ(t))[x]− U(t)D−1G (|Ψ0|p−2Ψ0)[x]+
−
∫ t
0
U(t− τ)D−1G
(
∂s|Ψ(s)|p−2Ψ(s)
)
[x] dτ
=D−1G
(|Ψ(t)|p−2Ψ(t))[x]− U(t)D−1G (|Ψ0|p−2Ψ0)[x]+
−
∫ t
0
U(t− τ)D−1G
(|Ψ(s)|p−2∂sΨ(s))[x] dτ+
− (p− 2)
∫ t
0
U(t− τ)D−1G
(|Ψ(s)|p−4Re{〈∂sΨ(s),Ψ(s)〉C2})[x] dτ.
Now, easy computations yield
ı
∂
∂t
N (Ψ)[t, x] = − U(t)(|Ψ0|p−2Ψ0)[x]− ∫ t
0
U(t− τ)(|Ψ(s)|p−2∂sΨ(s))[x] dτ+
− (p− 2)
∫ t
0
U(t− τ)(|Ψ(s)|p−4Re{〈∂sΨ(s),Ψ(s)〉C2})[x] dτ
=:A1(t, x) +A2(t, x) +A3(t, x)
and
ıDG
(N (Ψ)[t, · ])[x] = |Ψ(t, x)|p−2Ψ(t, x)︸ ︷︷ ︸
=:A4(t,x)
+A1(t, x) +A2(t, x) +A3(t, x),
and hence, in order to conclude, it suffices to estimate A1, . . . , A4 in L
∞([0, T ], L2(G,C2)).
Arguing as in (34), one immediately sees that
‖A1‖L∞([0,T ],L2(G,C2)) 6 ‖Ψ0‖p−1DG .
On the other hand
‖A2(t)‖2L2(G,C2) + ‖A3(t)‖2L2(G,C2) 6 Cp
∫ t
0
∥∥|Ψ(τ)|p−2|∂τΨ(τ)|∥∥2L2(G,C2) dτ
6 Cp
∫ t
0
‖Ψ(τ)‖p−2DG ‖∂τΨ(τ)‖2L2(G,C2) dτ,
so that
‖A2‖L∞([0,T ],L2(G,C2)) + ‖A3‖L∞([0,T ],L2(G,C2)) 6 CpT‖Ψ‖p−1XT .
Moreover, the previous computations also entail that |Ψ|p−2Ψ ∈ W 1,1([0, T ], L2(G,C2))
and thus
|Ψ(t, x)|p−2Ψ(t, x) = |Ψ0(x)|p−2Ψ0(x) +
∫ t
0
∂τ |Ψ(τ, x)|p−2Ψ(τ, x) dτ.
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Therefore, arguing as before one finds that
‖A4‖L∞([0,T ],L2(G,C2)) 6 ‖Ψ0‖p−1DG + CpT‖Ψ‖
p−1
XT
and then, summing up,
‖M(Ψ)‖XT 6 2‖Ψ0‖DG + 3‖Ψ0‖p−1DG + CpT‖Ψ‖
p−1
XT
.
As a consequence, letting
R := 2 (2‖Ψ0‖DG + 3‖Ψ0‖p−1DG ),
when T is sufficiently small we have that ‖M(Ψ)‖XT 6 R, which proves the claim.
Item (b): M is contractive on BR. Following a classical strategy by Kato [44], we aim
at proving thatM is contractive on BR, with BR endowed with a weaker norm than that
of XT . This allows to avoid regularity requirements on the nonlinearity, so that no further
prescription on p is required.
Precisely, we consider the following norm
‖Ψ‖BR := ‖Ψ‖L∞([0,T ],L2(G,C2)). (35)
Hence, using the C1 regularity of the nonlinearity (given by p > 2) and the unitarity of
U(t) on L2(G,C2), we get
‖M(Ψ)−M(Ω)‖BR 6T
∥∥|Ψ|p−2Ψ− |Ω|p−2Ω∥∥
BR
6CT
(‖Ψ‖p−2XT + ‖Ω‖p−2XT )‖Ψ− Ω‖BR
62Rp−2CT‖Ψ− Ω‖BR , ∀Ψ,Ω ∈ BR (36)
and then M is a contraction on BR equipped with the norm (35), for T > 0 sufficiently
small. However, in order to use the Banach-Caccioppoli Theorem one has to also check
that (BR, ‖ · ‖BR) is a complete metric space.
To this aim, consider a sequence (Ψn)n ⊂ BR which is a Cauchy sequence with respect
to the norm ‖ · ‖BR . Clearly Ψn → Ψ in L∞([0, T ], L2(G,C2). Then, it is left to prove
that Ψ ∈ BR. First, note that
XT =
(
L1([0, T ],dom(DG)) +W 1,1([0, T ], L2(G, C2))
)∗
,
and thus, since (Ψn)n is equibounded in XT by assumption, from the Banach-Alaoglu
Theorem Ψn converges (up to subsequences) to Ψ in the weak-∗ topology of XT . In
addition, since Ψn ⊂ BR, by the weak-∗ lower semicontinuity of the norm ‖Ψ‖XT 6 R.
Finally, if (Ψn)n is equibounded in XT , then it is also equibounded in C([0, T ], L
2(G,C2)).
Hence,
(
Ψn(0)
)
n
is equibounded in L2(G,C2) and, since Ψn(0) = Ψ0 by assumption,
exploiting again Banach-Alaoglu there results that Ψ(0) = Ψ0, which concludes the proof.

The argument to prove the so-called blow-up alternative, i.e. the fact that a solution
either is global or it blows up in a finite time, is quite classical. We report it for the sake
of completeness.
Proof of Theorem 1.1: point (ii). Let Tmax be the supremum of the times for which point
(i) of Theorem 1.1 holds and let
Mmax := sup
t∈[0,Tmax)
‖Ψ(t)‖DG <∞. (37)
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By definition, there exists (tn)n ⊂ R+, tn → Tmax, such that
lim
n
‖Ψ(tn)‖DG = M 6Mmax.
Assume, now, that Tmax < +∞. First, recall that the proof of point (i) does not depend
on the initial time t0, but only on the fact that Ψ(t0) ∈ dom(DG). In particular, one sees
that, in view of (37), ‖Ψ(t0)‖DG 6 Mmax for every t0 ∈ (0, Tmax). Hence, the existence
time τ(t0), that one obtains starting from any t0 ∈ (0, Tmax) and arguing as in the proof
of point (i) of Theorem 1.1, has to satisfy
τ(t0) > C(Mmax) > 0,
for some suitable constant C(Mmax) depending only on Mmax. Therefore, if one sets
t0 = tnˆ with tnˆ > Tmax − C(Mmax), then obtains that the solution of (14) does exist
beyond Tmax, which is a contradiction. 
2.2. Mass and energy conservation. Finally, we prove the conservation of the L2–
norm, also called mass, and of the energy associated with the solution of (14).
Both the proofs strongly rely on the fact that the solution Ψ ∈ C([0, T ], dom(DG))
∩C1([0, T ], L2(G,C2)) for every T < Tmax; mainly, on the fact that
Ψ(t) ∈ dom(DG), ∀ t ∈ [0, Tmax). (38)
Remark 2.1. In this section we use ∂∂xe in place of
′ to denote the derivative with respect
to xe to avoid misunderstandings with the derivative with respect to t.
Proof of Theorem 1.1: point (iii). Let Ψ = (Φ, X)T be a solution of (14) on [0, Tmax).
One can rewrite (9) componentwise thus obtaining that, on each edge e ∈ E,
ı
∂Φe
∂t
= −ı∂Xe
∂xe
+mΦe − |Ψe|p−2Φe
ı
∂Xe
∂t
= −ı∂Φe
∂xe
−mXe − |Ψe|p−2Xe
(39)
Multiplying by Φ∗e the former equation and by X∗e the latter, summing up and taking the
imaginary part of the resulting equation one obtains
Re
{
Φ∗e
∂Φe
∂t
+X∗e
∂Xe
∂t
}
= −Re
{
Φ∗e
∂Xe
∂xe
+X∗e
∂Φe
∂xe
}
, ∀ e ∈ E.
Finally, integrating on G and using (38) yield
d‖Ψ(t)‖2L2(G,C2)
dt
= − 2Re
{∑
e∈E
∫
Ie
(
Φ∗e(t, xe)
∂Xe(t, xe)
∂xe
dxe +X
∗
e (t, xe)
∂Φe(t, xe)
∂xe
)
dxe
}
= − 2Re
{∑
e∈E
∫
Ie
∂
∂xe
(
Φ∗e(t, xe)Xe(t, xe)
)
dxe
}
= − 2Re
{∑
e∈E
[
Xe(t, `e)Φ
∗
e(t, `e)−Xe(t, 0)Φ∗e(t, 0)
]}
= 2Re
{∑
v∈K
Φ∗e(t, v)
∑
ev
X±e (t, v)
}
= 0,
which concludes the proof 
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Proof of Theorem 1.1: point (iv). First, note that,since DG is self-adgoint on dom(DG),
the kinetic part of the energy defined by (15), namely
Q(ψ) := 1
2
∫
G
〈ψ,DGψ〉 dx,
is the diagonal of a hermitian sesquilinear form, which is continuous with respect to the
graph norm. Therefore, from (13) and (9), we have that
dE(t)
dt
= Re
{∫
G
〈
∂tΨ(t, x),DGΨ(t, x)
〉
dx−
∫
G
|Ψ(t, x)|p−2〈∂tΨ(t, x),Ψ(t, x)〉 dx}
= Re
{∫
G
〈
∂tΨ(t, x),DGΨ(t, x)− |Ψ(t, x)|p−2Ψ(t, x)
〉
dx
}
= Re
{∫
G
〈
∂tΨ(t, x), ı∂tΨ(t, x)
〉
dx
}
= Re
{
ı‖Ψ(t)‖2L2(G,C2)
}
= 0,
which concludes the proof. 
3. Proof of Theorem 1.2
In this section, we prove the existence of branches of bound states for the NLDE bifur-
cating from the trivial solution at the positive threshold of the spectrum of DG , i.e. ω = m
(recall that also here we set c = 1 for the sake of simplicity). Precisely, we prove how to
construct these branches, up to a proper scaling, form the bound states of the NLSE.
Unfortunately, the method holds only for infinite N -star graphs. Hence, in the sequel
of the section we always assume that G consists of a finite bunch of half-lines, R1, . . . ,RN ,
all incident at the same vertex v.
3.1. Rescaling the stationary NLDE. Recall that (setting ψ = (φ, χ)T ) the equation
in (16) can be rewritten componentwise as −ıχ
′
e + (m− ω)φe =
(|φe|2 + |χe|2)(p−2)/2φe,
−ıφ′e − (m+ ω)χe =
(|φe|2 + |χe|2)(p−2)/2χe, e = 1, . . . , N. (40)
The first step of the proof is, then, to show that solving (40) in dom(DG) is equivalent, up
to the scaling (19), to solving (18) in dom(DG).
Since (19) clearly yields that, if (u, v)T ∈ dom(DG), then ψ = (φ, χ)T ∈ dom(DG) (and
viceversa), it is sufficient to prove the equivalence between (40) and (18).
To this aim, fix a generic half-line e and set
φe(xe) = αue(λxe), χe(xe) = βeve(λxe), xe > 0, (41)
where α, β, λ > 0 are three constants that must not depend on the halfline e and that will
be chosen later. Plugging (41) into (40), dividing the first equation by λβ and the second
one by β and setting ye = λxe, there results
−ıv′e +
α(m− ω)
λβ
ue =
αp−1
λβ
(
|ue|2 + β
2
α2
|ve|2
)(p−2)/2
ue
−ıλα
β
u′e − (m+ ω)ve = αp−2
(
|ue|2 + β
2
α2
|v|2
)(p−2)/2
ve
,
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where here ′ denotes the derivative with respect to ye. Now, assuming ω < m and setting
ε := m− ω, α = λβ
ε
, αp−1 = λβ, λα = β, (42)
one gets  −ıv
′
e + ue =
(|ue|2 + ε|ve|2)(p−2)/2ve
−ıu′e − 2mve + εve = ε
(|ue|2 + ε|ve|2)(p−2)/2ue (43)
(where we also used the fact that m + ω = 2m − ε), which is clearly equal to (18), but
parametrized by ε in place of ω. Note that, while (43) is meaningful for any ε ∈ R, the
equivalence with (40) is valid only for ε > 0.
Remark 3.1. In the new parameter ε, the branch point of the solutions is given by ε = 0.
Moreover, from (42), one immediately sees that
λ =
√
ε, α = ε1/(p−2), β = εp/(2p−4). (44)
Remark 3.2. We emphasize that the previous computations holds only for infinite N -
star graphs, since they are the unique example of scale invariant metric graph. As a
consequence the equivalence proved in this section is the reason for which we must restrict
the topology of the graphs for the proof of Theorem 1.2.
3.2. Solutions of the rescaled problem. In view of the previous section, in order to
prove Theorem 1.2 it is sufficient to prove that there exists a vector (uε, vε)
T ∈ dom(DG),
uε, vε 6= 0, which solves (43) on each half-line (at least for small ε).
To this aim it is convenient to rewrite the problem as follows. First, define the map
F : R×X × Y −→ L2(G)× L2(G) =: L2(G,C2),
with
X = {u ∈ H1(G) : u satisfies (7)} and Y = {v ∈ H1(G) : v satisfies (8)},
whose action is given by
F(ε, u, v)|e = Fe(ε, ue, ve) :=
 −ıv′e + ue − (|ue|2 + ε|ve|2)(p−2)/2ve
−ıu′e − 2mve + εve − ε
(|ue|2 + ε|ve|2)(p−2)/2ue
 (45)
for every e = 1, . . . N . Therefore, solving the original issue is equivalent to solving
(ε, uε, vε) ∈ R×X × Y
uε, vε 6= 0
F(ε, uε, vε) = 0.
(46)
3.2.1. Solutions for ε = 0. The first step is the investigation of the case ε = 0.
We look for solutions of (46) with ε = 0, belonging to X\{0} × Y \{0}{ −ıv′e + ue = |ue|p−2ue
−ıu′e − 2mve = 0
, e = 1, . . . N ,
namely, u solves (17) and ve =
−ıu′e
2m . In [2] it is proved that, if N is odd, then there exists
a unique positive solution U0 to (17) given by
U0,e(xe) = ϕ(xe), e = 1, . . . , N, (47)
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while, if N is even, then there exists a family (Uα)α>0 of positive solutions given by
Uα,e(xe) =
{
ϕ(xe − α), if e = 1, . . . , N/2;
ϕ(xe + α), if e = N/2 + 1, . . . , N,
(48)
where
ϕ(t) := cpsech
γp(δp,mt), (49)
and
cp :=
(
p
2
) 1
p−2
, γp :=
2
p− 2 , δp,m :=
√
2m
γp
.
Summing up, denoting by U a generic real-valued solution of (17), (u0, v0)
T with
u0,e = Ue, v0,e =
−ıU ′e
2m
, e = 1, . . . , N, (50)
belongs to X\{0} × Y \{0} and satisfies F(0, u0, v0) = 0.
Remark 3.3. Note that real-valued solutions of (17) cannot change sign. Hence, they are
either always positive or always negative.
3.2.2. Solutions for small ε. The solutions obtained for ε = 0 in the previous section
suggest the use of the Implicit Function Theorem in order to prove existence of solutions
of (46) for small values of ε.
It is not hard to check that the map F is of class C1, so that one has to prove the
following
Proposition 3.1. Let U be a generic real-valued solution of (17). Then, the differential
of F with respect to the second and third variables evaluated at (0, u0, v0), with u0, v0
defined by (50), is an isomorphism from X × Y to L2(G,C2).
We denote the differential of F with respect to the second and third variables evaluated
at (0, u0, v0) by D(X,Y )F(0, u0, v0). The first step is to show that
Lemma 3.2. The operator D(X,Y )F(0, u0, v0) : X × Y → L2(G,C2) is injective.
Proof. Our aim is to prove that ker
{
D(X,Y )F(0, u0, u0)
}
is trivial. Suppose preliminarily
that U is positive, as this is not restrictive because of Remark 3.3. Easy computations
entail that this is equivalent to prove that the unique pair (h, k)T ∈ X × Y that solves{
−ık′e + he = (p− 1)Up−2e he
−ıh′e − 2mke = 0
, e = 1, . . . , N, (51)
is (0, 0)T , or rather (arguing as in Section 3.2.1) that the unique solution h ∈ dom(−∆G)
of 
h ∈ dom(−∆G),
h′′e
2m
+ (p− 1)Up−2e he = he, e = 1, . . . , N
(52)
is the trivial one.
To this aim, fix a generic half-line e, and discuss all the possible nontrivial solutions of
the equation in (52). More precisely, we first deal with ODE in (52) and then consider
vertex conditions.
Simply differentiating the e-th equation in (17), one easily sees that U ′e is a solution of
the equation e-th equation in (52) and U ′e ∈ H2(Re). Now, denote by w another solution
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of the equation, so that w and U ′e are linearly independent. Abel’s identity implies that
the Wronskian determinant of U ′e and w is constant, that is
U ′′e w − U ′ew′ = c, with c ∈ C. (53)
Clearly, c 6= 0, since otherwise w and U ′eˆ would be linearly dependent. Also, integrating
(by parts) (53) we have
cxe = U
′
e(xe)w(xe)− U ′e(0)w(0)− 2
∫ xe
0
U ′e(ye)w
′(ye) dye, ∀xe ∈ Re. (54)
As a consequence, if we assume that w ∈ H2(Re) and pass to the limit in (54) as xe → +∞,
then there results that the first term at the r.h.s. tends to zero, the second and the third
ones are finite, while the l.h.s. diverges, which is a contradiction. Hence, the unique (up
to a multiplicative constant) solution of the equation in (52) that belongs to H2(Re) is
given by U ′e.
Now, it is left to discuss if the function U ′ = (U ′e)Ne=1 is in dom(−∆G), namely if it
satisfies (2) and (3). Note that U is given by (47) or (48) depending on the fact that N
is odd or even (respectively). Assume, first, that is of type (47), namely, it consists of the
same function (49) on each half-line. In this case (2) is satisfied, but an easy computation
shows that Ue is strictly concave at xe = 0 on each half-line and hence U
′ cannot satisfy
(3). On the other hand, assume that U is of type (48). However, since U is not symmetric,
but satisfies (3), U ′ cannot fulfill (2).
Summing up, there are no nontrivial solutions to (52), and this concludes the proof. 
Now, we want to prove that D(X,Y )F(0, u0, v0) is surjective, using an argument based
on the Fredholm’s Alternative. Precisely, from classical Perturbation Theory for linear
operators (see e.g. [44]), it suffices to show that D(X,Y )F(0, u0, v0) is the sum of an
isomorphism and of a compact operator.
Therefore, let
D(X,Y )F(0, u0, v0) = J +K(U), (55)
with J,K(U) : X × Y → L2(G,C2) defined by
J [h, k]|e = Je[he, ke] := (−ık′e + he,−ıh′e − 2mke)T , e = 1, . . . , N (56)
and
K(U)[h, k]|e = Ke(Ue)[he, ke] = (−(p− 1)|Ue|p−2he, 0)T , e = 1, . . . , N. (57)
Lemma 3.3. The operator J : X × Y → L2(G,C2) is an isomorphism.
Proof. Since J is clearly continuous, one has to prove only injectivity and surjectivity.
Step (i): J is injective. Let (h, k)T ∈ X × Y be a solution of J [h, k] = 0. Arguing as in
the proof of Lemma 3.2, one can check that this is equivalent to claim that
h ∈ dom(−∆G) and − h
′′
e
2m
+ he = 0, e = 1, . . . , N.
However, multiplying by h∗e, integrating by parts and using (2) and (3)∫
G
(|h′|2 + |h|2) dx = 0,
and thus h ≡ 0 and, as ke = −ıh
′
e
2m on each halfline, k ≡ 0.
ON THE NLDE ON NONCOMPACT METRIC GRAPHS 19
Step (ii): J is surjective. In order to prove this we prove that the range of J is dense
and closed in L2(G,C2). Therefore, let a, b ∈⊕ne=1C∞0 (Re\{0}). We want to prove that
there exists (h, k)T ∈ X × Y such that
J [h, k] = (a, b)T , (58)
namely, such that {
k′e = −ıhe + ıae
h′e = 2mıke + ıbe
, e = 1, . . . , N.
First, if we assume that b ≡ 0, then the problem is to find
h1 ∈ dom(−∆G) such that −
h′′1,e
2m
+ h1,e = ae, e = 1, . . . , N, (59)
or rather, in a weaker form, h1 ∈ X such that
q(h1, ϕ) = 〈a, ϕ〉L2(G), ∀ϕ ∈ X,
with q : X ×X → C defined as
q(µ, ϕ) :=
N∑
e=1
〈µe, ϕe〉L2(Re).
However, simply using the Lax-Milgram Lemma, one can immediately see that such func-
tion h1 does exist and also satisfies
‖h1‖H1(G) 6 ‖a‖L2(G).
As a consequence, letting k1,e =
−ıh′1,e
2m , the pair (h1, k1)
T ∈ X × Y solves (58) with b ≡ 0
and fulfills
‖(h1, k1)T ‖H1(G,C2) 6 C‖a‖L2(G). (60)
Now, arguing exactly as before (with k in place of h and Y in place of X), one can also
find a solution (h2, k2)
T ∈ X × Y of (58) with a ≡ 0 such that
‖(h2, k2)T ‖H1(G,C2) 6 C‖b‖L2(G).
Hence, using the linearity of J , one has that for every a, b ∈ ⊕ne=1C∞0 (Re\{0}) there
exists (h, k)T ∈ X × Y that satisfies (58) and
‖(h, k)T ‖H1(G,C2) 6 C‖(a, b)T ‖L2(G,C2), (61)
and, since
⊕n
e=1C
∞
0 (Re\{0}) is dense in L2(G), there results that Ran(J) is dense in
L2(G,C2).
It is, then, left to prove that Ran(J) is closed in L2(G,C2). To this aim, consider a
generic sequence(
(an, bn)
T
)
n
⊂ L2(G,C2), (an, bn)→ (a, b) in L2(G,C2), (62)
such that, for every n, there exists (hn, kn) ∈ X × Y satisfying
J [hn, kn] = (an, bn). (63)
Since in Step (i) we proved that J is injective, it admits a left inverse J−1, which is a
continuous map from L2(G,C2) to H1(G,C2) by (61) and the density of Ran(J). Then,
by (62) and (63), we have that
(hn, kn)
T = J−1[an, bn] −→ J−1[a, b] =: (h, k)T inH1(G,C2). (64)
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Hence, in order to conclude we just need to show that (h, k)T ∈ X × Y , namely, that h
satisfies (2) and k satisfies (3). However, this is immediate by (64) since (hn, kn)
T ∈ X×Y ,
for every n, and X, Y ↪→ ⊕ne=1C(Re), and thus Ran(J) is closed in L2(G,C2), which
completes the proof. 
Lemma 3.4. The operator K(U) : X × Y → L2(G,C2) is compact.
Proof. Preliminarily, assume that U is positive (since it is not restrictive). Since K(U) is
clearly continuous, we only prove that, for every bounded sequence
(
(hn, kn)
T
)
n
⊂ X×Y ,
there exist
(
(hnj , knj )
T
)
j
⊂ X×Y such that (K(U)[hnj , kn−j ])j is convergent in L2(G,C2).
First note that, up to subsequences,
(hn, kn) −→ (h, k) in L2loc(G,C2). (65)
On the other hand, from (47), (48), (49), one sees that for all η > 0 there exists Mη > 0
such that Ue(xe) < η for every |xe| > Mη and every e = 1, . . . , N . Thus,
‖K(U)[hn, kn]−K(U)[h, k]‖L2(G,C2) = ‖Up−2(hn − h)‖L2(Ωcη ,C2)+
+ ‖Up−2(hn − h)‖L2(Ωη ,C2) 6 Cηp−2 + o(1), as n→∞.
where Ωη is the compact metric space obtained cutting all the half-lines at distance Mη
from the common vertex and Ωcη = G\Ωη. Hence
lim
n
‖K(U)[hn, kn]−K(U)[h, k]‖L2(G,C2) 6 Cηp−2, ∀η > 0,
so that the statement follows. 
Now, we can combine all the previous results to prove Proposition 3.1.
Proof of Proposition 3.1. Since D(X,Y )F(0, u0, v0) is clearly continuous, it is only neces-
sary to prove that it is bijective. From Lemma 3.2 we have that it is injective. On the
other hand, Lemmas 3.3 and 3.4, in view of (55), show that D(X,Y )F(0, u0, v0) is the sum
of an isomorphism and of a compact operator. As a consequence, by the Fredholm’a Al-
ternative (see e.g., [44]), injectivity and surjectivity are equivalent and then the claim is
proved. 
Finally, we have all the ingredients to complete the proof of Theorem 1.2.
Proof of Theorem 1.2. From Section 3.2.1 we know that (46) admits the solution (0, u0, v0)
with u0, v0 defined by (50), with U a generic real-valued solution of (17). In addition,
from Proposition 3.1, the assumptions of the Implicit Function Theorem are satisfied in
(0, u0, v0). Hence, there exists ε0 > 0 and a C
1-map
(−ε0, ε0) 3 ε 7→ (uε, vε) ∈ X × Y
such that (ε, uε, vε) is a solution of (46) for every ε ∈ (−ε0, ε0). Thus, the proof follows
from the results obtained in Section 3.1. 
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Appendix A. Nonrelativistc limit of DG
In this first appendix, we prove Proposition 1.3, namely we show that the operator DG
(introduced by Definition 1.2) converges in the norm-resolvent sense to the Schro¨dinger
operator either with Kirchoff or with homogeneous δ′ conditions at the vertices, according
to the sign of the renormalization term ±mc2 (which is known as the “rest energy” of the
particle and has to disappear when relativistic effects become negligible).
To this aim, we need a representation formula for the resolvent operator of DG,c ±mc2
on C\R. Note that here we will always make explicit the dependence of DG,c on c.
Lemma A.1. For every k ∈ C\R, there results that
(DG,c ∓mc2 − k)−1 =(
P± ± D˜G,c + k
2mc2
)(
I∓
(−∆
2m
− k
)−1 k2
2mc2
)−1(−∆
2m
− k
)−1
, (66)
where D˜G,c is an operator with the same domain as DG and action
D˜G,cψ|e = D˜e,cψe := −ıcσ1ψ′e, ∀e ∈ E,
P± are the projections on the first and the second component of the spinors given by(
1 0
0 0
)
and
(
0 0
0 1
)
,
respectively, and
−∆ := (−∆G ⊗ P+)⊕ (−∆˜G ⊗ P−), (67)
with −∆G and −∆˜G given by Definitions 1.1 and 1.3.
Remark A.1. Note that, both the operator D˜G,c and the operator −∆ are clearly self-
adjoint by definition.
Proof of Lemma A.1. We only consider the case (DG,c −mc2 − k)−1, since the proof for
(DG,c +mc2 − k)−1 is completely analogous.
Preliminarily note that
D2G,c = −c2∆ +m2c4I, (68)
namely, D2G,c has action
D2G,cψ|e = D2e,cψe = −c2ψ′′e +m2c4ψe
and the same domain as −∆, i.e.
dom(D2G,c) := {ψ = (ϕ, χ)T ∈ H2(G,C2) : φ satisfies (2)&(3) and χ satisfies (20)&(21)},
and it is, therefore, clearly self-adjoint.
Now, for every k ∈ C\R, one easily sees that
(DG,c −mc2 − k)(DG,c +mc2 + k) = −c2∆− 2mc2k − k2,
whence, with some algebra,
(DG,c −mc2 − k)−1 = DG,c +mc
2 + k
2mc2
(−∆
2m
− k − k
2
2mc2
)−1
. (69)
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In addition, using the identity
(A+B)−1 = (I+A−1B)−1A−1
with
A :=
−∆
2m
− k and B = − k
2
2mc2
,
there results
(DG,c −mc2 − k)−1 = DG,c +mc
2 + k
2mc2
(
I−
(−∆
2m
− k
)−1 k2
2mc2
)−1(−∆
2m
− k
)−1
. (70)
Then, as one can easily check
DG,c +mc2 + k
2mc2
= P+ +
D˜G,c + k
2mc2
which, plugging into (70), yields (66). 
Proof of Proposition 1.3. Again, we only consider the case (DG,c −mc2 − k)−1, since the
proof for (DG,c +mc2 − k)−1 is completely analogous.
The goal is to prove that (DG,c − mc2 − k)−1 converges to
(−∆G
2m ⊗ P+ − k
)−1
in
L(L2(G,C2)). As one can check that(−∆G
2m
⊗ P+ − k
)−1
= P+
(−∆
2m
− k
)−1
,
the claim is equivalent to the fact that
(DG,c −mc2 − k)−1 − P+
(−∆
2m
− k
)−1
−→ 0, in L(L2(G,C2)).
Easy computations yield
(DG,c −mc2 − k)−1 − P+
(−∆
2m
− k
)−1
= Ac +Bc,
where
Ac := P
+(Hc − I)Λ and Bc := ΓcHcΛ,
with
Λ :=
(−∆
2m
− k
)−1
, Hc :=
(
I− Λ k2
2mc2
)−1
, Γc :=
D˜G,c + k
2mc2
.
First, one sees that Λ, k
2
2mc2
and (when c is large) Hc belong to L(L2(G,C2)) and that∥∥ k2
2mc2
∥∥
L(L2(G,C2)) =
|k|2
2mc2
Hence, one gets Ac → 0 in L(L2(G,C2)), as c→∞.
On the other hand, the Open Mapping Theorem gives
Γc ∈ L(dom(DG,c), L2(G,C2)) and Hc ∈ L(L2(G,C2), dom(−∆)).
Moreover,
dom(−∆) ↪→ dom(DG,c)
and
‖Γc‖L(dom(DG,c),L2(G,C2)) . c−1
Therefore, Bc → 0 in L(L2(G,C2)), as c→∞, which concludes the proof. 
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Appendix B. The resolvent of DG on an infinite 3-star graph
Finally, we include, for the sake of completeness, an explicit form of the (integral kernel
of the) resolvent operator of DG in the case of an infinite 3-star graph (see, e.g., Figure 4).
The strategy to obtain the resolvent for a generic infinite N -star graph is the same (up to
a burdening of the computations).
Figure 4. Infinite 3-star graph.
Since in this context we cannot use standard tools as the Fourier transform, we obtain
the kernel of the resolvent making first the ansatz that it can be decomposed as the sum
of a “free part” (equal to that of the real line) and a “correction term” and then deriving
a suitable form of such correction term. This strategy has been introduced in [1] for the
Schro¨dinger case.
Remark B.1. In what follows we set c = 1, since such parameter does not play any role.
Preliminarily, recall the expression of the resolvent kernel on the real line. Throughout,
let k ∈ ρ(D) = C\σ(D). Then,
(D − k)(D + k) =
(
− d2
dx2
+m2 − k2
)
⊗ I2×2. (71)
Choosing λ ∈ C such that k2 = m2 + λ2, with Im{λ} > 0, the Green’s function of
(−∆− λ2)⊗ I2×2 is given by
Gλ(x) =
ı
2λ
eıλ|x| ⊗ I2×2, x ∈ R. (72)
Hence, by (71) and (72), the Green’s function of the operator (D − k) on R reads
(D − k)−1 = (D + k)Gλ(x),
where, with a little abuse of notation, we identify operators and their integral kernels.
Finally, a straightforward computation yields
(D − k)−1 = ı
2λ
eıλ|x|
(
m+ k λ sign(x)
λ sign(x) −m+ k
)
. (73)
Now, we search for the resolvent kernel on the infinite 3-star graph, ”truncating” the
kernel (73) on half-lines and adding a correction term, in order to meet vertex conditions.
To this aim, recall first that a spinor in this case is actually a triple of spinors ψ = (ψe)
3
e=1
with ψe : [0,∞)→ C2. Set, now,
Rk = (DG − k)−1 : L2(G,C2) −→ dom(DG), k ∈ ρ(DG)
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and assume that on the e-th half-line
(RkΨ)e(xe) =
ı
2λ
∫ ∞
0
eıλ|xe−ye|
(
m+ k λ sign(xe − ye)
λ sign(xe − ye) −m+ k
)
ψe(ye) dye+
+
ı
2λ
eıλxe
(
m+ k λ
λ −m+ k
)(
αe
βe
)
, e = 1, 2, 3, xe > 0,
where the parameters αe, βe ∈ C are to be determined. A direct computation shows that
(DG − k)(Rkψ) = ψ, ∀ψ ∈ L2(G,C2),
and then we only need to impose the vertex conditions to find αe, βe such that Ran(Rk) =
dom(DG). In order to fulfill vertex conditions, one has to set∫ ∞
0
eıλye
(
m+ k −λ
−λ −m+ k
)
ψe(ye) dye +
(
m+ k λ
λ −m+ k
)(
αe
βe
)
=
∫ ∞
0
eıλyf
(
m+ k −λ
−λ −m+ k
)
ψf (yf ) dyf +
(
m+ k λ
λ −m+ k
)(
αf
βf
)
, e 6= f.
(74)
and ∑
e=1,2,3
∫ ∞
0
eıλye
(
m+ k −λ
−λ −m+ k
)
ψe(ye) dye +
(
m+ k λ
λ −m+ k
)(
αe
βe
)
= 0. (75)
Now, letting αe = βe and observing that the integration variable ye is silent and can be
always denoteb by y, there results by (74) that
αe =
1
m+ k + h
∫ ∞
0
eıλy [(m+ k)φ1 − λχ1 − (m+ k)φe + λχe] dy + α1, e = 2, 3.
In addition, one sees that m+ k+λ 6= 0. Indeed, if one assumes m+ k+λ = 0 and recalls
that k2 = λ2 + m2, a simple computation gives k = −2m, which is a contradiction since
k ∈ ρ(DG). On the other hand, one can check in the very same way that m− k − λ 6= 0.
Hence, exploiting (74), one can express α2,3 in terms of α1 and, plugging those values into
(75), obtain
α1 =
1
3(m− k − λ)
∑
e=1,2,3
∫ ∞
0
eıλy(−λφe + (−m+ k)χe) dy+
− 1
3(m+ k + λ)
[
2
∫ ∞
0
eıλy((m+ k)φ1 − λχ1) dy −
∫ ∞
0
eıλy((m+ k)φ2 − λχ2) dy
]
+
− 1
3(m+ k + λ)
∫ ∞
0
eıλy((m+ k)φ3 − λχ3) dy.
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As a consequence
α2 =
1
3(m− k − λ)
∑
e=1,2,3
∫ ∞
0
eıλy(−λφe + (−m+ k)χe) dy+
− 1
3(m+ k + λ)
[
2
∫ ∞
0
eıλy((m+ k)φ2 − λχ2) dy −
∫ ∞
0
eıλy((m+ k)φ1 − λχ1) dy
]
+
− 1
3(m+ k + λ)
∫ ∞
0
eıλy((m+ k)φ3 − λχ3) dy.
and
α3 =
1
3(m− k − λ)
∑
e=1,2,3
∫ ∞
0
eıλy(−λφe + (−m+ k)χe) dy+
− 1
3(m+ k + λ)
[
2
∫ ∞
0
eıλy((m+ k)φ3 − λχ3) dy −
∫ ∞
0
eıλy((m+ k)φ2 − λχ2) dy
]
+
− 1
3(m+ k + λ)
∫ ∞
0
eıλy((m+ k)φ1 − λχ1) dy.
At this point, (after some further computations) we can give the expression of the kernel
of Rk on each half-line as follows (we omit the index e to all the following quantities not
to weigh down the notation):
R(x, y, k) = A(x, y, k) +B(x, y, k),
where A(x, y, k) is a block-diagonal matrix given by
A(x, y, k) :=
ıeıλ|x−y|
2
×
×

m+k
λ sign(x− y) 0 0 0 0
sign(x− y) −m+kλ 0 0 0 0
0 0 m+kλ sign(x− y) 0 0
0 0 sign(x− y) −m+kλ 0 0
0 0 0 0 m+kλ sign(x− y)
0 0 0 0 sign(x− y) −m+kλ

and
B(x, y, k) :=
3∑
e=1
Be(x, y, k),
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with
B1(x, y, k) := ıe
ıλ(x+y) (m+ k + λ)
6λ(m− k − λ)×
×

−λ (−m+ k) −λ (−m+ k) −λ (−m+ k)
0 0 0 0 0 0
−λ (−m+ k) −λ (−m+ k) −λ (−m+ k)
0 0 0 0 0 0
−λ (−m+ k) −λ (−m+ k) −λ (−m+ k)
0 0 0 0 0 0

,
B2(x, y, k) := −ıeıλ(x+y)×
×

−2(m+ k) 2λ (m+ k) λ (m+ k) λ
−λ (−m+ k) −λ (−m+ k) −λ (−m+ k)
(m+ k) λ −2(m+ k) 2λ (m+ k) λ
−λ (−m+ k) −λ (−m+ k) −λ (−m+ k)
(m+ k) λ (m+ k) λ −2(m+ k) 2λ
−λ (−m+ k) −λ (−m+ k) −λ (−m+ k)

,
and
B3(x, y, k) := ıe
ıλ(x+y) (k −m+ λ)
6λ(m+ k + λ)
×
×

0 0 0 0 0 0
−2(m+ k) 2λ (m+ k) λ (m+ k) λ
0 0 0 0 0 0
(m+ k) λ −2(m+ k) 2λ (m+ k) λ
0 0 0 0 0 0
(m+ k) λ (m+ k) λ −2(m+ k) 2λ

.
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