Abstract. In this paper we study tangentially degeneracy of the orbits of s-representations in the sphere. We show that an orbit of an s-representation is tangentially degenerate if and only if it is through a long root, or a short root of restricted root system of type G 2 . Moreover these orbits provide many new examples of tangentially degenerate submanifolds which satisfy the Ferus equality.
Introduction
A submanifold is called tangentially degenerate if its Gauss mapping is degenerate. The investigation of tangentially degeneracy of submanifolds has long history. For example the classification of surfaces in R 3 with degenerate Gauss mapping is equivalent to the classification of flat surfaces in R 3 . As a result, that is one of planes, cylinders, cones or tangent developable surfaces. In this paper we shall investigate the Gauss mapping of a submanifold in the sphere, that is defined as a mapping to a Grassmannian manifold. The definition of the Gauss mapping, which here we deal with, will be given in Section 2. Ferus [4] obtained a remarkable result for tangentially degeneracy of submanifolds in the sphere. He showed that there exists a number, so-called the Ferus number, such that if the rank of the Gauss mapping is less than the Ferus number, then a submanifold must be a totally geodesic sphere. However, in general it is still unknown whether there exist submanifolds which satisfy the Ferus equality, that is, the equality of the Ferus inequality. In their papers [9, 10, 11] , Ishikawa, Kimura and Miyaoka studied submanifolds with degenerate Gauss mappings in the sphere via a method of isoparametric hypersurfaces. They showed that Cartan hypersurfaces and some focal submanifolds of homogeneous isoparametric hypersurfaces are tangentially degenerate. Moreover, some of them satisfy the Ferus equality.
A homogeneous isoparametric hypersurface in the sphere is obtained as an orbit of an s-representation of a compact symmetric pair of rank 2. Therefore we shall study submanifolds with degenerate Gauss mappings via a method of symmetric spaces. Our strategy is to investigate the space of relative nullity of the orbits. In fact, the index of relative nullity is equal to the rank of tangentially degeneracy. We will study the second fundamental form of the orbits of s-representations by restricted root systems, and determine their spaces of relative nullity. As a result, we will obtain that the space of relative nullity of the orbits through a long root, or a short root of restricted root system of type G 2 , is coincide with the root space of that root. Hence these orbits are tangentially degenerate. We note that these orbits are weakly reflective submanifolds as we showed in the previous paper [8] . Moreover, we will show that the orbits of s-representations with degenerate Gauss mapping are exhausted with above orbits. Finally we shall observe that these orbits provide many new examples of tangentially degenerate submanifolds in the sphere which satisfy the Ferus equality.
Submanifolds with degenerate Gauss mappings
Let f : M −→ S n be an immersion of an l-dimensional manifold M into an n-dimensional sphere S n . The Gauss mapping γ of f is defined as a mapping from M to a Grassmannian manifold G l+1 (R n+1 ) of all (l + 1)-dimensional subspaces in R n+1 by:
We denote by r the maximal rank of the Gauss mapping γ of an immersion f . If the Gauss mapping is degenerate, i.e. r < l, then an immersed submanifold f (M ) ⊂ S n is said to be tangentially degenerate or developable. We note that γ is constant, i.e. r = 0, if and only if f (M ) is a part of a totally geodesic sphere. We denote by h and A the second fundamental form and the shape operator of f , respectively. Chern and Kuiper [3] introduced the notion of the index of relative nullity at x ∈ M , that is the dimension of the vector space
ker(A ξ ).
It is easy to show ker(dγ) x = N x , therefore the index of relative nullity is equal to the degeneracy of the Gauss mapping at each point. Let f : M −→ S n be an immersion of a compact, connected manifold M of dimension l. Ferus [4] showed that there exists a number F (l), which only depends on the dimension l of M , such that the inequality r < F (l) implies r = 0. Then f (M ) must be an l-dimensional great sphere in S n . Here the number F (l) is called the Ferus number and given by
where A(k) is the Adams number, that is the maximal number of linearly independent vector fields at each point on the (k − 1)-dimensional sphere S k−1 . Any positive integer k can be written as (2s + 1)2 t by some non-negative integers s and t. We write t = c + 4d by some 0 ≤ c ≤ 3 and 0 ≤ d. In this situation the Adams number A(k) can be calculated by (2) If the above problem is true, classify tangentially degenerate immersions M l → S n with r = F (l).
For these problems, they obtained the following results using isoparametric hypersurfaces in the sphere. It is well-known that the number g of distinct principal curvatures of an isoparametric hypersurface in the sphere is 1, 2, 3, 4 or 6. A minimal isoparametric hypersurface with g = 3 is called a Cartan hypersurface. 
Orbits of s-representations
A linear isotropy representation of a Riemannian symmetric pair is called an s-representation. In the following section, we will study orbits of s-representations which are tangentially degenerate. For this purpose, we shall provide some fundamental notions of orbits of s-representations in this section.
Let G be a compact, connected Lie group and K a closed subgroup of G. Assume that θ is an involutive automorphism of G and G
and G 0 θ is the identity component of G θ . Then (G, K) is a compact symmetric pair with respect to θ. We denote the Lie algebras of G and K by g and k, respectively. The involutive automorphism of g induced from θ will be also denoted by θ. Then we have k = {X ∈ g | θ(X) = X}.
Take an inner product , on g which is invariant under θ and the adjoint representation of G. Set m = {X ∈ g | θ(X) = −X}, then we have a canonical orthogonal direct sum decomposition
Fix a maximal abelian subspace a in m and a maximal abelian subalgebra t in g containing a. For α ∈ t we set
and define the root systemR of g by (3.2)R = {α ∈ t − {0} |g α = {0}}.
For λ ∈ a we set
and define the restricted root system R of (g, k) by
SetR 0 =R ∩ k and denote the orthogonal projection from t to a by H →H. Then we have
We take a basis of t extended from a basis of a and define the lexicographic orderings > on a and t with respect to these bases. Then for H ∈ t,H > 0 implies H > 0. We denote byF the set of simple roots ofR with respect to the ordering >. Set
then the set of simple roots F of R with respect to the ordering > is given by
We setR
Under these notations, we have the following lemma.
Lemma 3.1.
(1) We have orthogonal direct sum decompositions
(2) If H ∈ a and λ, H = 0, then ad(H) gives a linear isomorphism between m λ and k λ .
We define a subset D of a by
A connected component of a − D is a Weyl chamber. We set
Then C is an open convex subset of a and the closure of C is given bȳ
For a subset ∆ ⊂ F , we define
Lemma 3.2.
(1) For ∆ 1 ⊂ F , the decomposition
For each λ ∈ F , we take H λ ∈ a such that
Then, for ∆ ⊂ F , we have
We set
we have the following:
Now we shall study an orbit Ad(K)H of the linear isotropy representation of (G, K) through H ∈ m. We set 
4. Orbits of s-representations with degenerate Gauss mappings 4.1. Tangentially degenerate orbits. Let (G, K) be a compact symmetric pair. We assume that (G, K) is irreducible, namely K acts irreducibly on m. We consider the orbit Ad(K)H through H ∈ a. In this section, we study the orbits with degenerate Gauss mappings. Since the tangentially degeneracy of the orbit is invariant under scalar multiples on the vector space m, we do not discriminate the difference of the length of a vector H. When (G, K) is of rank 1, K acts on the sphere in m transitively. Therefore we only consider a symmetric pair whose rank is greater than or equal to 2. The following theorem is the main result of this paper. Proof. First we note that
For ξ ∈ a ∩ H ⊥ the set of eigenvalues of A ξ is given by
and the eigenspace associated with eigenvalue − λ, ξ / λ, H is given by
See [8] for details. The space ker A ξ is nothing but the eigenspace associated with 0-eigenvalue. Thus ker
Therefore we have
Consequently, if Ad(K)H is tangentially degenerate, then H must be a constant multiple of a restricted root.
From the above proposition, hereafter, we may consider the orbit through a restricted root, i.e., we may put H = λ ∈ R + . We set
Then we have λ ∈ C ∆ . If 2λ / ∈ R + , then k 0 + k λ is a Lie subalgebra of k. We denote by K(λ) the analytic subgroup of K which corresponds to k 0 + k λ .
Proof. Since the tangent space of the orbit Ad(K)λ at λ is given as in (3.3), the image of λ by the Gauss mapping γ is
and its orthogonal complement in m is
From a rule of the bracket product of root spaces and the assumption (b), we have
This yields
Since γ is K-equivariant, we have
We denote by δ ∈ R + the highest root of R.
Proof. Since δ is the highest root, clearly λ + δ is not a root. We express δ-series
Now we shall show p = 0, −1 or −2. If we assume that p ≤ −3, then µ = λ − 3δ is a root. Then, from the square norm of 3δ = λ − µ, we have
From λ ≤ δ , µ ≤ δ and Cauchy's inequality
we have 9 δ 2 ≤ 4 δ 2 . This is a contradiction. In the case of p = 0, λ is perpendicular to δ and λ − δ is not a root. In the case of p = −1, λ, δ / δ 2 = 1/2 and λ − δ is a root. When p = −2, then λ = δ from Cauchy's inequality. Proof. We will follow the notations of root systems in [2] .
In the case of type B, the restricted root system is given by
If we add ±e j to a short root ±e i (i = j), then it becomes a root again. Thus any short root does not satisfy the condition (b).
In the case of type C, the restricted root system is given by
Short roots are ±e i ± e j . By the action of the Weyl group, it suffices to consider a short root e 1 + e 2 . The set of roots which are perpendicular to e 1 + e 2 is
Since (e 1 + e 2 ) + (e 1 − e 2 ) = 2e 1 ∈ R, (e 1 + e 2 ) − (e 1 − e 2 ) = 2e 2 ∈ R, e 1 + e 2 does not satisfy the condition (b).
In the case of type G 2 , we can easily see that all short roots satisfy the conditions (a) and (b).
In the case of type BC, the restricted root system is given by
We can see that short roots ±e i , ±e i ± e j do not satisfy the condition (b) by a similar way in the case of types B and C. The root system of F 4 contains a root system of type B 2 as a sub-system. Then a short root of type F 4 can be regarded as a short root of type B 2 . Thus in this case a short root does not satisfy the condition (b).
By the above discussion we obtained that the orbits stated in Theorem 4.1 are tangentially degenerate. In order to determine the spaces of relative nullity of these orbits and to show other orbits are not tangentially degenerate, we give the following criterion for an orbit of an s-representation to be tangentially degenerate. 
Hence Ad(K)λ is tangentially degenerate. Conversely, we assume that Ad(K)λ is tangentially degenerate. Then
is a non-zero subspace, and we denote it by V . Then for any g ∈ (Z
Thus V is invariant under Ad((Z 
Corollary 4.8. An adjoint orbit of a compact, connected semisimple Lie group through a root α is tangentially degenerate if and only if there exists a non-zero subspace of
g ∩ (g α ⊕ g −α ) which is invariant under ad(z α G ).
In addition, if the action of
On the other hand, 
Hence we have  Proof. The Lie algebra z
From Lemma 4.4, we have δ ± ν ∈ R for any ν ∈ R + which is perpendicular to δ.
Hence from Lemma 4.9, m δ is invariant under ad(z δ K ).
From this lemma, we have the following proposition immediately. Proof. We have already shown that the orbit through a long root, or a short root of the simple Lie group G 2 is tangentially degenerate. Therefore it suffices to show that, in the case of G = G 2 , the orbit Ad(G)α through a short root α ∈ R + is not tangentially degenerate.
V is a complex vector space which is invariant under ad(z α G ). We take v ∈ V C and express as v = X α + X −α (X ±α ∈ g ±α ). In this case, from Proposition 4.6, there exists β ∈ R + which satisfies β, α = 0 and α ± β ∈ R. We take a non-zero vector X β ∈ g β . Then
This shows X ±α = 0, since [g β , g ±α ] = g β±α . Thus we obtain V = {0}. Hence from Corollary 4.8, Ad(G)α is not tangentially degenerate.
In Proposition 4.11 we obtained the spaces of the relative nullity of the orbit through a highest root except the case of type BC. In the rest of this subsection, we shall study the space of relative nullity of the orbit through a highest root in the case of the restricted root system of type BC p . In this case we can put
We already know that the space of relative nullity N λ of Ad(K)λ satisfies
First we determine the space of relative nullity of the orbit through a long root when (G, K) is a Hermitian symmetric pair with restricted root system of type BC. For this purpose, we recall the following two lemmas. 
We denote the Hopf fibration by π : Proof. Without loss of generality we can put λ = 2e 1 , and we consider the orbit Ad(K)λ through λ. The tangent space of Ad(K)λ at λ is given by
We denote by π : S −→ CP n the Hopf fibration from the hypersphere S in m to the complex projective space. Then the image π(Ad(K)λ) of the orbit Ad(K)λ is a submanifold of CP n , and its tangent space at π(λ) is given by
Therefore from Lemma 4.14, π(Ad(K)λ) is a complex submanifold of CP n . Obviously π(Ad(K)λ) is not a complex projective subspace when p ≥ 2. Thus from Lemma 4.15 the index of the relative nullity of Ad(K)λ ⊂ S is equal to 1. Hence N λ = m 2e1 .
Proposition 4.17. In the case of (G, K) = (Sp(2p + n), Sp(p) × Sp(p + n)) (p ≥ 2, n ≥ 1), the space of relative nullity of the orbit through a long root λ ∈ R is given by N λ = m λ .
Proof. We shall give the restricted root space decomposition of (G, K) = (Sp(2p + n), Sp(p) × Sp(p + n)). We express g as
We define an involutive automorphism θ on g by
where I r denotes the r × r identity matrix. Then the eigenspaces k and m of θ associated to eigenvalues ±1 are given by
We take a maximal abelian subspace a of m by
where E ij denotes a matrix whose (i, j) element is 1 and all other elements are 0. We define e i ∈ a by
Then the restricted root system of (g, k) is of type BC p . We note that, when n = 0, the restricted root system is of type C p .
In the case of type BC, the restricted root spaces k ei and m ei which correspond to e i are given by
In order to prove the proposition, we will show that N λ does not contain m e1 -component. We take X ∈ m e1 arbitrarily.
This yields X = 0. Thus N λ does not contain m e1 -component. Hence N λ = m λ .
Tangentially non-degenerate orbits.
In the above subsection we have proved that all orbits stated in Theorem 4.1 are tangentially degenerate. In this subsection, we shall show that other orbits are not tangentially degenerate. From Lemma 4.14 we have JX ∈ m e1−e2 . This implies JX = 0, hence X = 0.
In the case of (G, K) = (F 4 , SU (2) · Sp(3)), (G, K) is a compact symmetric pair which corresponds to a normal real form. In this case, we shall show that the orbit through a short root is not tangentially degenerate (Proposition 4.19).
For this purpose, we shall recall some definitions. A real form g of a semisimple Lie algebra l over C is called normal if in each Cartan decomposition g = k + m the space m contains a maximal abelian subalgebra of g. It is known that there exists a normal real form for each semisimple Lie algebra over C, moreover that is unique up to isomorphism ( Proof. Since (G, K) is a compact symmetric pair which corresponds to a normal real form, k and m can be expressed as
where
Here E α ∈ g α satisfies that, for α, β ∈ R, if α + β ∈ R then [E α , E β ] = N α,β E α+β and N α,β is non-zero real number which satisfies N α,β = −N −α,−β .
When α is a short root, as we showed in the proof of Proposition 4.6, there exists β ∈ R + such that α ⊥ β and α ± β ∈ R. Then we have
Thus, from Lemma 4.9, the orbit Ad(K)α through α is not tangentially degenerate.
From Proposition 4.19, in the case of (G, K) = (F 4 , SU (2) · Sp(3)), the orbit through a short root is not tangentially degenerate.
Proposition 4.20. In the case of (G, K) = (SO(2p + n), S(O(p) × O(p + n))) (p ≥ 2, n ≥ 1), the orbit Ad(K)λ through a short root λ is not tangentially degenerate.
Proof. In this case the restricted root system R of (G, K) is of type B p , that is R = {±e i | 1 ≤ i ≤ p} ∪ {±e i ± e j | 1 ≤ i < j ≤ p}. Without loss of generality we can put λ = e 1 . The action of k 0 = o(n) on m λ = R n is irreducible, thus m λ is the only non-zero subspace of m λ invariant under k 0 . Restricted root spaces m ei , k ei (1 ≤ i ≤ p) are given by
Therefore, when i ≥ 2, we have that e i is perpendicular to e 1 and
Hence, from Lemma 4.9, the orbit Ad(K)λ is not tangentially degenerate.
Proposition 4.21. In the case of
, the orbit Ad(K)λ through a restricted root λ = e 1 + e 2 is not tangentially degenerate.
Proof. When n ≥ 1, the restricted root system of (G, K) is of type BC p . And when n = 0, the restricted root system is of type C p . However, we shall consider both cases uniformly. In order to prove the proposition, it suffices to show that {0} is the only subspace of m e1+e2 invariant under ad(z Under the notation of the proof of Proposition 4.17, restricted root spaces m ei+ej and k ei−ej are given by
Therefore x must be zero for the right-hand side to be {0}. Hence V = {0}. Consequently we have that {0} is the only subspace of m e1+e2 invariant under ad(z λ K ). Next we shall show when (G, K) = (E 6 , SU (2) · SU (6)), (E 7 , SU (2) · SO(12)), (E 8 , SU (2) · E 7 ), the orbit through a short root λ is not tangentially degenerate. In these cases, G/K is a compact quaternionic symmetric space whose restricted root system is of type F 4 . See Appendix in detail.
Let ν be in R + such that ν ⊥ λ. Note that [ν, m λ ] = {0}. We take X ∈ m λ arbitrarily. From Lemma 4.9, it is sufficient to prove that [k ν , X] = 0 implies X = 0. Now we assume that [k ν , X] = 0. Then, from the Jacobi identity and (2) of Lemma 3.1, we have
Hence [k ν + m ν , X] = 0. Applying the inverse Φ −1 of the Cayley transform to the equality above, we have
Here we used Lemma 5.6. Since
Using Lemma 5.6 again, we have
Hence it is sufficient to prove that if
then Y must be 0. We shall prove the above claim for each of the three cases.
Proposition 4.22. In the case of (G, K) = (E 6 , SU (2) · SU (6)), the orbit Ad(K)λ through a short root λ is not tangentially degenerate.
Proof. We may put λ = π(Φ(α 1 )). Then λ is a short root, and
We set ν = π(Φ(α 3 + α 4 + α 5 + α 6 )). Then ν is a short root perpendicular to λ, and (πΦ) −1 (ν) = {α 3 + α 4 + α 5 + α 6 , α 1 + α 3 + α 4 + α 5 }.
Now we assume that
satisfies the condition (4.3). We note that the set of roots of the form α 3 + α 4 + α 5 + α 6 ± α where α ∈ (πΦ) −1 (λ) is
This The following two propositions can be proved in a similar way to the proof of Proposition 4.22. So we write only the essentials of their proofs.
Proposition 4.23. In the case of (G, K) = (E 7 , SU (2)·SO (12)), the orbit Ad(K)λ through a short root λ is not tangentially degenerate.
Proof. We may put λ = π(Φ(α 4 )). Then λ is a short root, and
We set ν = π(Φ(α 3 + α 4 )). Then ν is a short root perpendicular to λ, and
We get the assertion from the following: The set of roots of the form α 3 + α 4 ± α where α ∈ (πΦ) −1 (λ) is
The set of roots of the form α 3 +α 4 +α 5 ±α where α ∈ (πΦ)
Proposition 4.24. In the case of (G, K) = (E 8 , SU (2) · E 7 ), the orbit Ad(K)λ through a short root λ is not tangentially degenerate.
We set ν = π(Φ(α 1 + α 2 + α 3 + 2α 4 + 2α 5 + 2α 6 + α 7 )). Then ν is a short root perpendicular to λ, and
, α 1 + α 2 + 2α 3 + 2α 4 + 2α 5 + 2α 6 + α 7 , α 1 + α 2 + 2α 3 + 3α 4 + 2α 5 + 2α 6 + α 7 , α 1 + 2α 2 + 2α 3 + 3α 4 + 2α 5 + 2α 6 + α 7 , α 1 + α 2 + 2α 3 + 3α 4 + 3α 5 + 2α 6 + α 7 , α 1 + 2α 2 + 2α 3 + 3α 4 + 3α 5 + 2α 6 + α 7 , α 1 + 2α 2 + 2α 3 + 4α 4 + 3α 5 + 2α 6 + α 7 ,
We get the assertion from the following: The set of roots of the form α 1 + α 2 + α 3 + 2α 4 + 2α 5 + 2α 6 + α 7 ± α where α ∈ (πΦ) −1 (λ) is
The set of roots of the form α 1 + α 2 + 2α 3 + 2α 4 + 2α 5 + 2α 6 + α 7 ± α where
The set of roots of the form α 1 + α 2 + 2α 3 + 3α 4 + 2α 5 + 2α 6 + α 7 ± α where
The set of roots of the form α 1 + 2α 2 + 2α 3 + 3α 4 + 2α 5 + 2α 6 + α 7 ± α where
4.3.
List of tangentially degeneracy. At the end of this section, we give the list of symmetric pairs whose ranks are equal or greater than 2 such that the orbits of their s-representations have degenerate Gauss mappings. All of them are orbits through long roots except the case of type G 2 . In the case of type G 2 both of orbits through a long root and a short root have degenerate Gauss mappings, and both of them have the same dimension and the same rank of Gauss mapping. In Table 1 , we denote the dimension of the orbit by l and the rank of Gauss mapping by r. Then tangentially degeneracy is equal to l − r.
In the list, we can find many orbits which satisfy the equality r = F (l). In order to observe this we state some properties of the Ferus number. The definition of the Ferus number immediately implies F (l) ≤ l. 
Proof. The relation {k |
e 6 so(10) ⊕ R 21 20 1 Table 1 .
Proof. It is sufficient to show
by some non-negative integers s and t, and t = c + 4d by some 0 ≤ c ≤ 3 and d ≥ 0. Then t < q and we get
Here
Therefore we obtain A(k) + k < 2 q D 
The above proposition shows the following equalities:
By the use of the above equalities, we can see many orbits of the s-representations which satisfy the Ferus equality F (l) = r in Table 1 . For example, the orbits of the s-representations of the following symmetric pairs through a long root satisfy F (l) = r:
(e 6 ⊕ e 6 , e 6 ), (e 7 , su (8)), (e 7 ⊕ e 7 , e 7 ), (e 8 , so(16)), (e 8 ⊕ e 8 , e 8 ),
(e 7 , su(2) ⊕ so(12)),
Furthermore the orbits of s-representations of symmetric pairs (g 2 , so (4)) and (g 2 ⊕ g 2 , g (2)) through a long root or a short root satisfy the Ferus equality F (5) = 4 or F (10) = 8. We will review a construction of a quaternionic symmetric space from a compact simple Lie algebra g whose rank is greater than or equal to 2 (see [13] in detail). Set G = Int(g), which is a compact connected semisimple Lie group. We denote by , a biinvariant Riemannian metric on G. Take a maximal torus T in G and denote its Lie algebra by t. For α ∈ t we setg α as (3.1), and define root systemR by (3.2). We have then
For α ∈R we can take E α ∈g α such that
and that if we define N α,β by [E α , E β ] = N α,β E α+β , then N α,β = −N −α,−β where we put N α,β = 0 if α + β ∈R. LetF be a fundamental system ofR and denote bỹ R + the set of positive roots with respect toF . For α ∈R + set
then we have
For each α ∈R + , we define a subalgebra g(α) of g by
which is isomorphic to su(2). We denote the highest root by δ ∈R + . By Lemma 4.4, s = exp ad 2π δ 2 δ is an involutive automorphism of g. The fixed points set k of s in g is given by
The subalgebras g(δ) and t ∩ δ ⊥ + α⊥δ (RF α + RG α ) are ideals of k. The (−1)-eigenspace m of s is given by
Since there exists a subsetR + (δ) inR
the dimension of m is a multiple of 4. We also denote by s the involutive automorphism of G induced from s. Since the fixed point set of s in G is closed and G is compact, the identity component K of the fixed points set is also compact. The Lie algebra of K coincides with k and (G, K) is a compact symmetric pair. Hence the coset manifold G/K is a compact Riemannian symmetric space. Moreover G/K is a quaternionic symmetric space since (5.2) defines a quaternionic structure. Conversely it is known that every compact quaternionic symmetric space is obtained in this way. We omit its proof. See [13] in detail.
Quaternionic symmetric spaces have a similar property with Hermitian symmetric spaces as we shall mention below: Two roots γ 1 , γ 2 ∈R + (δ) are said to be strongly orthogonal if γ 1 ± γ 2 ∈R. Using Lemma 4.4, α + β ∈R implies α + β = δ.
If Q is any subset ofR
Remark that mRm
Lemma 5.4. We denote by z mQ (E γ + E −γ ) the centralizer of E γ + E −γ in m Q . Then
Proof. Since β ± γ / ∈R ∪ {0} for β ∈ Q(γ), we have
Hence we have
Conversely let X be in z mQ (E γ + E −γ ). Since X ∈ m Q , we can express X as
We consider the components of [X, E γ + E −γ ] = 0 in the root space decomposition.
Since the t C -component is
we have c γ = c −γ , which implies that
Here Therefore we get the assertion.
Proof of Proposition 5.1. We inductively define a sequence of subsets R m + = Q 1 Q 2 · · · Q s Q s+1 = ∅ as follows: Let γ i be the lowest root in Q i and set Q i+1 = Q i (γ i ). Since the cardinal numbers of {Q i } are strictly monotone decreasing, the operation is finished at finitely many times. Hence we can define γ 1 , . . . , γ s ∈R m + . Set
We shall show thatb is a maximal abelian subspace of m C . By the definition of γ i , two distinct roots γ i and γ j are strongly orthogonal. In particularb is an abelian subspace. In order to prove the maximality ofb, set m i = m Qi and define a sequence of subspaces in m C by m C = m 1 = m 1 +b ⊃ m 2 +b ⊃ · · · ⊃ m s +b ⊃ m s+1 +b =b.
We shall show that if X ∈ m C satisfies [X,b] = {0}, then X ∈b. In order to prove this, it is sufficient to show that if X ∈ m p +b then X ∈ m p+1 +b. We can express X ∈ m p +b as Hence the Cayley transform Φ maps t onto t ′ . We denote by R the restricted root system of (G, K) with respect to a. Let π : t ′ = a + b → a be the orthogonal projection, then R = π(Φ(R)). Since Proof. For H = x j λ j ∈ a, we have
where we used (5.1).
Lemma 5.6. Hence we get the assertion.
