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We consider assets for which priceXt and squared volatility Yt are jointly driven by Heston joint stochastic
differential equations (SDEs). When the parameters of these SDEs are estimated from N sub-sampled
data (XnT , YnT ), estimation errors do impact the classical option pricing PDEs. We estimate these
option pricing errors by combining numerical evaluation of estimation errors for Heston SDEs parameters
with the computation of option price partial derivatives with respect to these SDEs parameters. This is
achieved by solving six parabolic PDEs with adequate boundary conditions. To implement this approach,
we also develop an estimator λˆ for the market price of volatility risk, and we study the sensitivity of
option pricing to estimation errors affecting λˆ. We illustrate this approach by fitting Heston SDEs to 252
daily joint observations of the S&P 500 index and of its approximate volatility VIX, and by numerical
applications to European options written on the S&P 500 index.
Keywords: Heston SDEs, Option pricing errors, initial boundary value problems, option price
sensitivities
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1. Introduction
Option based hedging relies on accurate pricing of option contracts, generally computed after
modeling the joint dynamics of the underlying asset price Xt and squared volatility Yt. The
shortcomings of Black-Scholes models (Black and Scholes (1973)) have been well identified (see
Black (1976),Melino and Turnbull (1990), Stein (1989) ), and have led to studies of a wide
range of stochastic volatility models (e.g. Bates (1996), Heston (1993), Hull and White (1987),
Johnson and Shanno (1987), Scott (1987), Stein and Stein (1991),Wiggins (1987)). For option pric-
ing, one needs to estimate the parameters of the stochastic dynamics driving Xt and Yt. We study
here the option pricing errors due to the parameter estimation errors induced by model fitting to
actual data, since these errors can indeed be sizeable for small or moderately large market data
sets.
This paper focuses on computing the impact of parameter estimation errors on European op-
tion pricing, when Xt and Yt are driven by the classical Heston joint stochastic differential
equations (SDEs). The Heston model (Heston (1993)), which has often been applied to con-
crete market data, does enable the numerical computation of option prices, either by Fourier
inversion ( Carr and Madan (1999)) or by solving directly the well-known option pricing PDE
(Achdou and Pironneau (2005), Heston (1993)).
∗Corresponding author. Email: yutheeka@gmail.com
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To fit Heston model parameters to data, we use discretized maximum likelihood parameter es-
timators, as developed and studied in Azencott and Gadhyan (2009) and Azencott and Gadhyan
(2015). These estimators have explicit closed form expressions, combining sub-sampled data XnT
and YnT . In practice volatility “data” are not directly available, and are naturally replaced by
well-established estimates, such as “implied volatility” or “realized volatility”.
Volatility estimation has been intensively studied, often in combination with parameter estima-
tion for stochastic volatility models. We refer for instance to Ait-Sahalia and Kimmel (2007)
and to papers such as Andersen et al. (2009), Atiya and Wall (2009), Bollerslev and Zhou (2002),
Broto and Ruiz (2004), Gallant and Tauchen (1996), Genon-Catalot et al. (1999), Jacquier et al.
(2002), Kim et al. (1998) and Shephard (2005). Parameter estimation based on both asset
and option prices data has been explored in Avellaneda et al. (2003), Bakshi et al. (1997),
Chernov and Ghysels (2000), Duffie et al. (2000), Fouque et al. (2000) and Pan (2002) See also
our companion studies (see Azencott et al. (2015b), Azencott et al. (2015a), Ren (2014)) which
analyze the impact of replacing true volatilities by realized volatilities in large classes of consistent
estimators of the Heston parameters.
Heston SDEs have often been used to model actual intra-day data, even though they do not model
volatility behaviour at very fine time scales. Indeed they generate log-volatility trajectories with
Holder exponent close to H = 1/2, but (see Gatheral et al. (2014)), for many assets and any q > 0,
actual estimates of E(|log(Yt)− log(Y0)|q are of the order of tHq with H << 1/2. This has led (see
Comte et al. (1998) and Gatheral et al. (2014) ) to model log-volatility dynamics by stationary
Ornstein-Uhlenbeck processes driven by a fractional Brownian motion with small Hurst exponent
H ≤ 0.2. Our study could be extended to these types of log-volatility dynamics, but at the cost of
several technical complications, including a detailed accuracy analysis for model coefficients esti-
mations. So we have deliberately restricted our paper to the simpler Heston SDEs models.
We consider generic European options on assets for which price and volatility are driven by Heston
joint SDEs. The parabolic PDEs verified by option prices involve four Heston model parameters
as well as the unknown market price of volatility risk. We define option price sensitivities to these
five parameters through partial derivatives of the option price with respect to these parameters.
We derive the five PDEs and boundary conditions satisfied by the option price sensitivities, and
we outline the efficient numerical schemes we have implemented to compute these sensitivities.
We present our discretized maximum likelihood estimators for SDEs parameters, as well as an
estimation technique for the market price of volatility risk. We then indicate how to quantify and
compute the impact of parameter estimation errors on option pricing.
Finally, we illustrate our approach by analyzing market data for options based on the S&P 500
index, using the VIX index as a proxy for the S&P 500 volatility.
2. Heston Stochastic Volatility Model
Let Xt be the asset price at time t ≥ 0. The squared instantaneous volatility Yt of the returns
process is defined by Ytdt = var(dXt/Xt).
In the classical Heston model (Heston (1993)), the pair {Xt, Yt} is a progressively measurable
stochastic process defined on a probability space (Ω,Ft, P ), endowed with an increasing filtration
Ft, and is driven by the following system H of SDEs under the market measure P ,
dXt = µXtdt+
√
YtXtdWt, (1)
dYt = κ(θ − Yt)dt+ γ
√
YtdBt. (2)
Here Wt and Bt are standard Brownian motions on R, adapted to the filtration Ft, and have con-
stant instantaneous correlation ρ, so that E[dWtdBt] = ρdt. The parameter vector Θ = (κ, θ, γ, ρ)
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is required to verify the well-known constraints
|ρ| < 1, κ > 0, θ > 0, γ > 0, 2κθ > γ2, (3)
where the last inequality ensures the almost sure positivity of Yt as soon as Y0 > 0. There are no
constraints on the drift parameter µ, which as is well known does not appear at all in option pricing
equations. Yt is the “mean reverting” process studied by Feller (Feller (1951)) and originally used
in (Cox et al. (1985)) to model short-term interest rates. In practice Θ is unknown and has to be
estimated from market data, which are usually sub-sampled at N +1 successive times nT starting
with n = 0, for some fixed T > 0 and positive integer N . Moreover while the stock price Xt is
directly observable in the market, the squared volatility Yt is not directly available and has to be
estimated, generally by “realized volatility” or by “implied volatility”. From a theoretical point
of view, our companion studies (see Azencott et al. (2015b), Azencott et al. (2015a), Ren (2014))
provide an accuracy analysis for the approximation by realized volatilities.
2.1. Option pricing PDE
A European call option based on an asset A is a contract signed at time t = 0, which fixes a strike
or exercise price K and a maturity time or exercise date τ . At maturity time, the option holder
has the option to buy at price K, from the option writer, one share of asset A.
Call Xt the price of asset A at time t. The pay-off of the option at maturity time is then given by
Ψ(Xτ ) where the pay-off function Ψ(x) is defined for x > 0 by
Ψ(x) = (x−K)+ = max(x−K, 0).
We systematically assume that the price Xt and the squared volatility Yt of A are driven by the
joint Heston SDEs (1) (2) with coefficients verifying (3). European call option prices based on
asset A verify then a well-known parabolic PDE associated to the elliptic second order differential
operator L defined for x > 0, y > 0 by
L = 1
2
x2y∂2x +
1
2
γ2y∂2y + ργxy∂x∂y + rx∂x + [κ(θ − y)− λγ
√
y]∂y − r (4)
The coefficients of L involve the known risk free rate of return r, and the four unknown parameters
κ, θ, γ, ρ of the Heston SDEs. Note that the drift parameter µ of these SDEs does not appear in L
.
As in Heston (1993) and Ikonen and Toivanen (2004), the classical coefficient λγ
√
y of ∂y in L
involves the market price of volatility risk λ ≥ 0, which, as in Heston’s classical presentation, is
here taken to be a deterministic constant, which theoretically remains the same for all European
call options based on the fixed asset A (see Bjo¨rk (2009)).
The emergence of λ in L and the associated option pricing PDE is due to the fact that the
squared volatility Yt is typically a non tradable asset (see Bjo¨rk (2009) ). Several empirical
studies have shown that λ cannot be neglected ( Bakshi and Kapadia (2003), Bollerslev et al.
(2011), Buraschi and Jackwerth (2001), Carr and Wu (2009), Eraker (2008), Fouque et al. (2000),
Lamoureux and Lastrapes (1993)). Since our numerical applications below involve only short term
options, we have safely assumed, as in Fouque et al. (2000), that the unknown market price of risk
λ is a constant which does not depend on time. Since λ is unknown, we do estimate λ from market
data, as outlined in section 7 below.
As is well known (see Heston (1993)), the option price Zt is of the form
Zt = g(Xt, Yt, τ − t),
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where g(x, y, t) is of class 2 in (x, y) and class 1 in t, and is the unique solution of the parabolic
PDE
[∂t − L]g = 0 for 0 < x, 0 < y, 0 < t < τ, (5)
verifying on the boundary ∂G of G = R+ ×R+ × [0, τ ] the following boundary conditions
g(x, y, 0) = Ψ(x) = (x−K)+ for 0 < x, 0 < y, (6)
g(0, y, t) = 0 for 0 < y, 0 < t ≤ τ, (7)
[∂t − rx∂x − κθ∂y + r] g(x, 0, t) = 0 for 0 < x, 0 < t ≤ τ, (8)
lim
x→∞
∂xg(x, y, t) = 1 for 0 < y, 0 < t ≤ τ, (9)
lim
y→∞
∂yg(x, y, t) = 0 for 0 < x, 0 < t ≤ τ. (10)
The first condition asserts that at maturity time, the option price is equal to the option pay-off.
The second condition states that when the asset price x = 0, the option price must also be 0. The
third condition is the formal limit, as y → 0, of the PDE (5). Indeed note that, as y → 0, the
elliptic operator L does degenerate into the first order differential operator D = rx∂x + κθ∂y − r.
The fourth and fifth boundary conditions require the option price to be approximately linear in
the asset price x for large x, and to be roughly independent of the squared volatility y for large y.
Four of the boundary conditions are standard, namely the initial value (6), the Dirichlet condition
(7), and the two Neumann boundary conditions (9) and (10). But the boundary condition (8) at
y = 0 is of a more general type (see Glowinski (2003)).
2.2. Option price as a function of the Heston SDE parameters
The coefficients of the elliptic operator L are explicitly determined by the parameter vector
p = [κ, θ, γ, ρ, λ]. Due to the specificity of the 3rd boundary condition in (6) - (10) and to the
degenerescence of the elliptic operator L on the boundary y = 0, classical generic results on
parabolic PDEs (see Singler (2008), Yu et al. (2003)) do not directly imply the differentiability of
g(x, y, t) with respect to the vector p. To prove differentiability of g with respect to p, we now
naturally use the Heston closed formulas for g(x, y, t).
The option price g(x, y, t) is actually a function of x, y, t, p, τ,K. For x, y, t, p, τ fixed, Heston showed
that one can write g(x, y, t) as a linear combination of two inverse Fourier transforms
g(x, y, t) =
1
2
+
∫ +∞
0
Re{e
iz log(K)
ipiz
(xeF1(z) −KeF2(z))}dz (11)
where F1(z) and F2(z) are explicit complex valued functions of z and x, y, t, p, τ (see Heston (1993)).
Heston’s formulas for F1 and F2 involve sums of complex values rational fractions in z, x, y, t, p, τ
and of square roots of similar complex valued rational fractions.
The option price g(x, y, t) can be computed by numerical implementation of equation (11) because
the two integrals in z > 0 do converge fast enough as z → +∞. But in this paper, we are specifically
focused on quantifying option price sensitivities to estimation errors on the parameter vector p, a
goal which requires computing the gradient of g(x, y, t)with respect to p, denoted by
∂pg = [∂κg, ∂θg, ∂γg, ∂ρg, ∂λg] (12)
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Formally, equation (11) yields the formula
∂pg(x, y, t) =
∫ +∞
0
Re{e
iz log(K)
ipiz
∂p(xe
F1(z) −KeF2(z))}dz (13)
The gradients ∂pe
F1(z) and ∂pe
F2(z) can be computed explicitly and this yields 10 quite cumbersome
formulas for the 5 partial derivatives of eF1(z) and those of eF2(z). Each such formula is a function of
z, x, y, t, p, τ involving compositions of exponentials, square roots, products, and sums of complex
valued rational fractions.
We have checked the absolute convergence of the 10 integrals in z involved in equation (13), in
particular by verifying that the modulus of their 10 integrands is for large z > 0 necessarily in-
ferior to zαe−βz for some positive α and β determined by x, y, t, p, τ . These extensive but tedious
verifications have led us in fine to the validation of formula (13).
On the practical level, the full reliability of these formulas is slightly impaired due to the mul-
tiple ambiguities generated by simultaneously selecting the determinations of many square roots
of complex rational functions (and of their derivatives). Making sure that one chooses the proper
combinations of such square roots determinations in all parameter configurations is not a standard
computing task, and this point led us to avoid computing ∂pg by numerical implementation of
equation (13).
So for concrete numerical computations of the option price gradient ∂pg with respect to the param-
eter vector p, we have definitely preferred to derive and solve the 5 parabolic PDEs (15) verified by
the 5 coordinates of ∂pg. This generic approach has the merit of extending easily to parameterized
pairs of driving SDEs much more general than the Heston SDEs. Moreover the 5 PDE solvers used
here are essentially similar and converge reasonably fast as seen below.
3. Option price sensitivity to parameters estimation errors
3.1. Option price sensitivity : definition
In practical option pricing, the parameter vector p has to be estimated from price data, approximate
volatility data, and/or observed option trading prices. The unavoidable estimation errors on p
necessarily induce option pricing errors.
We define the five sensitivities of the option pricing function f(x, y, t) = g(x, y, τ − t) with respect
to small errors affecting the parameter vector p by the formulas
Senκ = |∂κg| Senθ = |∂θg| Senγ = |∂γg| Senρ = |∂ρg| Senλ = |∂λg| (14)
where all partial derivatives are computed at the point (x, y, τ − t). These option price sensitivities
are hence functions of (x, y, t, p, τ,K). The numerical computation of option price sensitivities
has been explored in Broadie and Kaya (2004), Chan and Joshi (2010) and we propose here an
alternate approach.
3.2. Option Price Sensitivity PDEs
Differentiating equation (5) with respect to each one of the coordinates of the parameter vector p,
one obtains the five independent PDEs verified by the 5 coordinates of the gradient ∂pg(x, y, t), in
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the open domain 0 < x, 0 < y, 0 < t < τ .
(
∂
∂t
− L) ∂κg = (θ − y)∂g
∂y
(15)
(
∂
∂t
−L) ∂θg = κ∂g
∂y
(16)
(
∂
∂t
− L) ∂γg = γy ∂
2g
∂y2
+ ρxy
∂2g
∂x∂y
− λ√y∂g
∂y
(17)
(
∂
∂t
− L) ∂ρg = γxy ∂
2g
∂x∂y
(18)
(
∂
∂t
− L) ∂λg = −γ√y∂g
∂y
(19)
Each one of these five PDEs is associated to five boundary conditions. The first four of these
conditions are given in compact form by the following vector equations, where [0] is the vector of
R5 with all coordinates equal to 0,
∂pg = 0 for 0 < x, 0 < y, t = 0 (20)
∂pg = 0 for x = 0, 0 < y, 0 < t ≤ τ (21)
lim
x→∞
∂x[∂pg] = [0] for 0 < y, 0 < t ≤ τ (22)
lim
y→∞
∂y[∂pg] = 0 for 0 < x, 0 < t ≤ τ (23)
The fifth boundary conditions are obtained by differentiating equation (8) with respect to each one
of the parameters. This yields the following boundary conditions, valid for 0 < x, y = 0, 0 < t ≤ τ ,
D ∂κg = θ ∂yg, D ∂θg = κ∂yg, D ∂γg = 0, D ∂ρg = 0, D ∂λg = 0. (24)
where D is the 1st order differential operator given by
D = ∂
∂t
− rx ∂
∂x
− κθ ∂
∂y
+ r. (25)
We now outline the numerical scheme we have implemented to solve the option price PDE and the
five preceding non homogeneous PDEs.
4. Numerical computation of option price sensitivities to parametric errors
In concrete numerical option pricing, the asset price x > 0 and the squared volatility y > 0 have
obvious explicit realistic upper bounds xB , yB, so it is standard computing practice to replace the
unbounded domain G = R+ × R+ × [0, τ ] by the bounded domain U = [0, xB ] × [0, yB ] × [0, τ ]
where xB, yB are fixed large positive numbers.
Then g(x, y, t) will be computed as the unique function verifying the parabolic PDE (5) for (x, y, t)
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in the interior Uo of U and the following five conditions on the boundary ∂U of U
g(x, y, 0) = Ψ(x) = (x−K)+ for 0 < x < xB, 0 < y < yB (26)
g(0, y, t) = 0 for 0 < y < yB , 0 < t ≤ τ (27)
[∂t − rx∂x − κθ∂y + r] g(x, 0, t) = 0 for 0 < x < xB , 0 < t ≤ τ (28)
lim
x→xB
∂xg(x, y, t) = 1 for 0 < y < yB , 0 < t ≤ τ (29)
lim
y→yB
∂yg(x, y, t) = 0 for 0 < x < xB , 0 < t ≤ τ (30)
To solve the PDE (5), we discretize the elliptic operator L in (4), by standard numerical schemes
well known to be stable under discretization refining. Numerical schemes for option pricing
are discussed in multiple papers such as Achdou and Pironneau (2005), Ikonen and Toivanen
(2004). For European options under the Heston model, the papers Haentjens (2013) and
O’sullivan and O’sullivan (2013) both present explicit specific numerical schemes.
We apply a uniform space-time finite difference grid on the domain U using the second order space
discretization outlined in Ikonen and Toivanen (2004) and the backward differentiation formula for
time discretization given in Oosterlee (2003) .
Let the number of grid steps be m,n and s in the x, y and t directions respectively. Grid step sizes
in each direction are denoted
∆x = xB/m; ∆y = yB/n; ∆t = τ/s.
At grid points, the values of g are indexed as follows
gkij = g(xi, yj , tk) = g(i∆x, j∆y, k∆t) for i = 0, . . . ,m; j = 0, . . . , n; k = 0, . . . , s.
4.1. Space discretization
All space partial derivatives in the parabolic PDE (5) have variable coefficients, so that in
some parts of the domain the first order derivative terms may dominate the second order
terms. To discretize these spatial derivatives we apply a space discretization scheme used in
Ikonen and Toivanen (2004) for American options. After discretization, L becomes a matrix A
well studied in Ikonen and Toivanen (2004).
Recall that M-matrices which are strictly diagonally dominant with positive diagonal elements
and non-positive off diagonal elements have good stability properties (see Varga (2000), Windisch
(1989)). In general A is not an M-matrix but as remarked in Ikonen and Toivanen (2004), when
the time discretization of (5) has sufficiently small time steps, A becomes diagonally dominant.
We apply the seven point spatial discretization scheme of Ikonen and Toivanen (2004) to solve for
the option price. We use a second order accurate finite difference scheme for the space derivatives,
namely the classical central difference scheme for first order derivatives and the usual three point
scheme for second order derivatives.
The corresponding finite difference operators are then
δxg
k
i,j =
gki+1,j − gki−1,j
2∆x
, δyg
k
i,j =
gki,j+1 − gki,j−1
2∆y
, (31)
δ2xg
k
i,j =
gki+1,j − 2gki,j + gki−1,j
∆x2
, δ2yg
k
i,j =
gki,j+1 − 2gki,j + gki,j−1
∆y2
. (32)
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On the boundary j = 0, the derivative in the y direction in (28) is evaluated by the following
upwind discretization scheme (see Glowinski (2008)),
δyg
k
i,0 =
−3gki,0 + 4gki,1 − gki,2
2∆y
.
As proposed in Ikonen and Toivanen (2004), the mixed derivatives are discretized using a seven
point stencil δxy, where 2∆x ∆y δxy g
k
i,j is given by
2gki,j + g
k
i+1,j+1 + g
k
i−1,j−1 − gki+1,j − gki−1,j − gki,j+1 − gki,j−1. (33)
We handle the Neumann boundary conditions (29) and (30) in the same way as in
Ikonen and Toivanen (2004). This space discretization leads to a semi-discrete equation,
dg
dt
+Ag = B,
where A is an mn×mn matrix and B is a column vector of length mn. The vector g of length mn
gathers all the option price values at grid points. The vector B gathers terms due to the Neumann
boundary condition in the x direction and does not depend on t.
4.2. Time discretization
For time discretization, as in Oosterlee (2003), we use the BDF2 scheme (Backward Difference
Formula), which is an implicit scheme with second order accuracy Oosterlee (2003). At time k∆t
the BDF2 scheme reads,
3gk+1 − 4gk + gk−1
2∆t
+Agk+1 = B,
for k = 1, 2, . . . , l − 1. The stability properties of this scheme are studied in Ikonen and Toivanen
(2004) and Oosterlee (2003). At each iterate of the BDF2 scheme we require the value of the last
two iterates. To obtain the 1st iterate, we use an Implicit Euler scheme Glowinski (2008) : given
the initial value g0, we compute g1 by
g1 − g0
∆t
+Ag1 = B.
At moderate grid sizes, we have numerically verified that this choice of space-time discretization
of our initial-boundary value problem gives us stable solutions for the option price. At each time
step, we use an LU decomposition to solve the following system of linear equations,
(I +
2
3
∆tA)gk+1 =
4
3
gk − 1
3
gk−1 +∆tB, (34)
where I is the mn×mn identity matrix.
Once the function g has been computed on our discrete grid, we solve the sensitivity equations (15)-
(19) by a numerical scheme quite similar to the scheme just described. To evaluate the right-hand
side of equations (15), we use a central difference scheme to discretize the first spatial derivatives
of g, a 3-point stencil similar to (32) for the second spatial derivatives of g, and a 7 point stencil
similar to (33) for the mixed second derivative of g. The space-time discretization of the sensitivity
equations is the same as above, and we can then solve these discretized equations on the same grid
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used to compute the option price.
We have verified empirically, by successive grid refinements, that this numerical scheme generates
converging approximations for the solutions of the sensitivity equations.
5. Estimation of Parameters for Heston joint SDEs
Asset prices Xt are directly observed, but squared volatilities Yt are not directly observable
and have to be estimated indirectly. The most common estimators of Yt are the “implied”
squared volatility derived by analysis of option prices and the “realized” squared volatility (see
Andersen et al. (2003), Barndorff-Nielsen (2002), Dacunha-Castelle and Florens-Zmirou (1986),
Garman and Klass (1980), Genon-Catalot and Jacod (1994) for estimation of realized volatility).
For our study of S&P500 daily data below, a standard approximation of
√
Yt is provided by a fixed
multiple of the V IX index.
In concrete contexts, the available price data are N observations Un = XnT , n = 1, 2, . . . , N, ,
where T is a fixed user selected sub-sampling time, with standard values such as T = 1/252
for daily data. The subsampled squared volatilities Vn = YnT are not observable and are esti-
mated by Vˆn, usually computed by squaring either implied volatilities or realized volatilities. Call
Θ = (κ, θ, γ2, ρ) the unknown parameter vector of the Heston SDEs driving Xt, Yt. In compan-
ion preprints (see Azencott et al. (2015b), Azencott et al. (2015a), Ren (2014)) we have studied
how the replacement of Vn by squared realized volatilities Vˆn impacts estimation consistency for
the parameter vector Θ of the Heston SDEs. These results identify large classes of asymptotically
consistent estimators FN = FN (V1, . . . , VN ) of Θ, such that the associated observable estimators
FˆN = FN (Vˆ1, . . . , VˆN ) of Θ remain asymptotically consistent, provided the window length r and
the subsampling step T are forced to depend on N at specific but explicit polynomial rates. We
conjecture that under adequate hypotheses, asymptotic stability results also hold for the replace-
ment of Vn by squared implied volatilities.
This type of asymptotic stability suggests to estimate Θ as follows. Start with N observable data
(Un = XnT , Vˆn = YˆnT ) subsampled from the asset price Xt and from estimates Yˆt of the unknown
square volatility Yt of Xt. Concretely Yˆt is computed either by squared realized volatilities or by
squared implied volatilities. In Azencott and Gadhyan (2015) we have introduced and studied at
length explicit discretized maximum likelihood estimators FN (V1, . . . , VN ) of Θ. Asymptotically in
N, these estimators are consistent and nearly most efficient, but of course they are not directly
observable since they involve the true squared volatilities Vn. However in the explicit formulas
FN recalled below, we then replace each Vn by its estimate Vˆn, which provides us with observable
estimators of Θ, of the form
ΘˆN = FN (Vˆ1, . . . , VˆN )
Let us describe how the “non observable” estimator FN is computed from the true volatilities VN
in Azencott and Gadhyan (2015), where it is derived by likelihood maximization after formal Euler
discretization of the Heston joint SDEs. This approach leads to define the five sufficient statistics
a, b, c, d, f
a =
1
N
N−1∑
n=0
(Vn+1 − Vn)2
Vn
, b = − 2
N
N−1∑
n=0
Vn+1 − Vn
Vn
, c =
2
N
(VN − V0)
d =
2
N
N−1∑
n=0
1
Vn
, f =
2
N
N−1∑
n=0
Vn.
(35)
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These statistics almost surely verify
a > 0 , d > 0 , f > 0 , df − 4 > 0 , 2af − c2 > 0 d+ f − 4 > 0.
Our nearly maximum likelihood estimators of κ, θ, γ2 are then explicitly given by
κˆ = − 2b+ cd
T (df − 4) , θˆ =
bf + 2c
2b+ cd
, γˆ2 =
a
T
− b
2f + 4bc+ c2d
2T (df − 4) . (36)
When N → ∞ and with T fixed and small enough, we have shown in Azencott and Gadhyan
(2015) that, with probability tending to 1, these three estimators verify all the required natural
constraints (3) and converge in probability to the true parameters.
Recall that the Heston SDEs (1) - (2) involve two Brownian motions Wt and Bt. Once κ, θ, γ are
estimated, the discretization of the SDEs (1) and (2) with time step T provides natural estimates
µˆ for µ and DZn, DBn for the Brownian increments W(n+1)T − WnT and B(n+1)T − BnT . The
natural estimator ρˆ of ρ is then the empirical correlation of DZn and DBn, which is an explicit
rational fraction involving only N,T and V1, V2, . . . , VN .
At this point the “non observable” estimator FN = (κˆ, θˆ, γˆ
2, ρˆ) is fully and explicitly specified in
terms of V1, . . . , VN . In the preceding formulas giving a, b, c, d, f and FN , we now replace all the
Vn by the observable Vˆn, to obtain an explicit observable estimator ΘˆN , which is asymptotically
consistent as N →∞ provided T is fixed and small enough. For brevity below we will often omit
the subscript N in ΘˆN since the number N of observations is fixed in our data studies below.
Call ∆Θ the vector (Θˆ − Θ) of parameter estimation errors. These theoretical errors are not
necessarily in L2, because 1/Yt does not always have a finite second moment but any slight
truncation of our estimators eliminates this difficulty in numerical applications to concrete
data. The covariance matrix Σ of ∆Θ provides then the L2-sizes of estimation errors and their
correlations.
We have validated in ( Azencott and Gadhyan (2015), Gadhyan (2010) ) that for N moderately
large, one can generate reasonable empirical estimates Σˆ of the error covariance matrix Σ as
follows. Use the N observations XnT , YnT to compute the associated value Θ0 of our vector of
estimators Θˆ. Then simulate a moderately large number q of random diffusion trajectories ωj of
duration NT driven by joint Heston SDEs parameterized by Θ0. This is achieved by a standard
Euler time discretization of the Heston SDEs, with very small discretization time step δ << T .
The explicit estimation formulas outlined above then provide one value Θj of the random vector
Θˆ for each simulated trajectory ωj. The empirical covariance matrix Σˆ of the Θj − Θ0 is then a
natural estimator of the covariance matrix Σ .
6. Impact of parametric estimation errors on option pricing
To implement option pricing, we start from N joint observations (XnT , YnT ) of the underlying asset
price and squared volatility, where T is a fixed known (or user selected) sub-sampling time step.
As just described, we use these data to compute an estimator Θˆ for the vector Θ of Heston model
coefficients.
Consider a European option based on this asset, with given strike price K and maturity date τ .
In the option pricing PDE (5), the unknown Heston model coefficients are then replaced by the
estimators just computed. The option price f(x, y, t) = g(x, y, τ − t) computed by solving (5) is
then affected by a (random) error ∆f(x, y, t). Our objective is to compute numerical bounds for
this option pricing error. The option price f(x, y, t) = g(x, y, τ − t) depends also on the underlying
parameter vector Θ and λ. For the moment we consider the impact of errors in the parameter vector
Θ only. The impact of estimation errors affecting λ will be studied separately below in section 7. To
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simplify notations we often omit below the variables (x, y, t,Θ, λ) for f and the associated variables
(x, y, τ − t,Θ, λ) for g.
With this shorthand convention, the option pricing error ∆f is equal to the error ∆g affecting
g(x, y, τ−t). For NT large enough and T small enough, the vector of estimation errors ∆Θ = Θˆ−Θ
becomes arbitrarily small (see Azencott and Gadhyan (2015)), so that one can legitimately apply
a first order Taylor expansion to obtain the approximation
∆f = ∆g ≃ ∂Θg. ∆Θ. (37)
For each fixed quadruplet (x, y, t,Θ), parameter estimation errors have a perturbation impact on
option pricing, and we quantify this impact by the L2-norm ε of ∆f . Due to equation (37), we
have the approximation
ε2 ≃ ∂Θg∗. Σ. ∂Θg, (38)
where the gradient ∂Θg should be evaluated at (x, y, τ − t,Θ), and ∗ denotes matrix transpose.
Since Σ is positive definite, we have |Σi,j| <
√
Σi,iΣj,j for all i, j ∈ {1, 2, 3, 4}, which implies, for
all v ∈ R4, the inequality
0 ≤ v∗.Σ. v ≤ (
∑
i=1...4
|vi|Σ1/2i,i )2. (39)
The squared L2-norms s
2
κ, s
2
θ, s
2
γ , s
2
ρ of estimation errors on κ, θ, γ, ρ are the diagonal terms Σi,i of
Σ, so that equations (39) and (38) yield the upper bound
ε ≤ sκ |∂κg| + sθ |∂θg|+ sγ |∂γg|+ sρ |∂ρg|. (40)
Introducing the option price sensitivities Senκ, Senθ, Senγ , Senρ as defined in section 3.1, the last
inequality becomes
ε ≤ sκ Senκ + sθ Senθ + sγ Senγ + sρ Senρ = εκ + εθ + εγ + ερ, (41)
where the individual impacts on option pricing of the estimation errors respectively affecting
κ, θ, γ, ρ are defined by
εκ = sκ Senκ , εθ = sθ Senθ, εγ = sγ Senγ , ερ = sρ Senρ. (42)
6.1. Joint SDEs model fitting for S&P 500 and VIX
For the stock market example studied below, we fix a subsampling time T and we consider that
the N observable data (Un = XnT , Vˆn = YˆnT ) are subsampled from the asset price Xt and from
estimates Yˆt of the unknown squared volatilities Yt. To illustrate how we quantify the impact of
parameter estimation errors on option pricing, we study the case of two options written on the
index S&P 500. We used a dataset (SPX)n, (V IX)n of N = 252 joint daily observations recorded
in 2006 for the S&P 500 index and its approximate annualized volatility VIX. Recall that VIX, as
maintained by CBOE, estimates SPX volatility through the implied volatility of options with a 30
day maturity, and is annualized on the standard basis of 252 trading days per year (see Exchange
(2003)). We consider the historical time series of (SPX)n and its volatility proxy as being viewed
under the market measure P . After fixing a conventional time interval T = 1/252 between two
successive daily observations, the daily SPX observations are denoted by (SPX)n = XnT where
(Xt, Yt) is an underlying Heston process driven by standard Heston SDEs with unknown parameter
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vector Θ.
Given N joint daily data (SPX)n, (V IX)n, we thus set Un = XnT = (SPX)n, and we estimate the
unobservable squared volatilities Vn = YnT by Vˆn = b×(V IX)2n where the fixed coefficient b simply
takes account of the fixed annualization coefficient involved in VIX. As explained in section 5, to
estimate Θ, we then first write the explicit formulas (36) giving our consistent maximum likelihood
estimators, expressed in terms of the Vn and the Un; in these formulas, we replace each Vn by the
observable estimates Vˆn, and this provides us with observable asymptotically consistent estimators
ΘˆN of Θ.
From the N = 252 data (SPX)n, (V IX)n recorded in 2006, we generate the time series
(SPX)n, Vˆn = b × (V IX)2n to which we apply our parameter estimators, as defined in equations
(35) and (36). This yields the vector Θˆ of estimated parameter values
κˆ = 16.6 ; θˆ = 0.017 ; γˆ = 0.28 ; ρˆ = −0.54. (43)
The estimated drift µ is not listed since it has no impact on option pricing.
As outlined in section 5, we then fix Θ at the estimated values just obtained to simulate 5000 tra-
jectories of the just fitted Heston SDEs, and this enables the computation of empirical evaluations
for the root mean squared errors of estimation sκ, sθ, sγ , sρ. This easily yields the values
sˆκ ∼ 5.7 ; sˆθ ∼ 0.002 ; sˆγ ∼ 0.01 ; sˆρ ∼ 0.06. (44)
The number N = 252 of joint daily observations is realistic but rather small, so that the relative
errors of estimation on SDEs parameters are naturally still fairly high.
For numerical evaluations below, we consider that with reasonably high probability, the parameters
κ, θ, γ, ρ belong to four intervals centered around κˆ, θˆ, γˆ, ρˆ, and with half-widths sˆκ, sˆθ, sˆγ , sˆρ.
The product J ⊂ R4 of these four intervals is then a high probability “localization box” for the
true vector Θ of unknown parameters.
7. An estimator for the market price of volatility risk
7.1. Estimation of the market price of volatility risk
To compute the option price, one first has to estimate the unknown market price λ of volatil-
ity risk which depends on investors preferences, liquidity concerns, risk aversion, etc. For vari-
ous approaches to estimate λ, see for instance Bjo¨rk (2009), Fouque et al. (2000), Heston (1993),
Lamoureux and Lastrapes (1993).
In the spirit of Fouque et al. (2000), and since in our numerical examples we consider only short
term options maturing within the same short period of time, we have safely assumed that λ is an
unknown constant, and we use a small pool of short term options to estimate λ as follows.
Consider q benchmark options Ωj, j = 1 . . . q, with strikes Kj and maturity τj, written on the
same underlying asset. Consider the underlying asset denoted by Xt and its volatility Yt are driven
by SDEs (1)-(2). Call T the user selected time step between observations. Then for each day k,
let XkT be the closing asset price and Ωj(kT ) be the average of closing bid and ask for Ωj. We
will estimate the unknown constant λ by minimizing a distance between the predicted option price
and the observed market option price across all times t and all options Ωj. Let fj,λ(x, y, t) be the
solution of the option pricing PDE (5) for option Ωj. The predicted option price Ωˆj(kT ) for day
k becomes fj,λ(XkT , YkT , kT ). To compare this option price predictor to the observed option price
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Ωj(kT ), we compute the root mean squared prediction error RMSj(λ) defined by
RMSj(λ)
2 =
T
τj
τj/T∑
k=1
[
( Ωˆj(kT )− Ωj(kT ) )2
]
Let pj be the median price of Ωj over its lifetime. To combine option pricing accuracy across
multiple options, introduce the relative size of pricing prediction errors RMSj(λ)/pj for each j.
Consider any estimator λˆ of λ, computed from the pool of options Ωj. If λˆ takes the value L, we
quantify the associated prediction error prederr (L) by the median of relative pricing prediction
errors over all benchmark options, so that
prederr (L) = median j=1...q [ RMSj(L)/pj ]
We will hence compute our estimator λˆ by minimizing the median pricing error prederr (L) overall
L, so that λˆ = L∗ where L∗ > 0 is determined by
prederr (L∗) = arg min
L>0
prederr (L)
Note that our approach to estimate λ works just as well if we replace the median by the mean of
the RMSj/pj; but we prefer to use the median to gain in robustness to outliers.
7.2. Numerical estimate of λ for options written on S&P 500
For the option pricing sensitivity results presented below, we have focused on the S&P 500 index
SPX and its approximate annualized volatility VIX in the first quarter of 2007. In the previous
section, we have modeled the joint process (SPX, V IX) by joint Heston SDEs with sub-sampling
time T = 1/252 and parameters estimated on the basis of 252 daily observations recorded in 2006.
To estimate λ we have selected 16 benchmark options Ωj observed over 22 trading days. Eight of
these options were maturing on Feb 17th 2007, with strike prices 1380, 1400, 1410, 1420, 1425,
1430, 1450, 1460. The other 8 options had the same strike prices but with maturity date Mar 17th
2007.
The risk free rate of return is set at r = 1%. Fix any tentative value L of the unknown λ As
indicated above, for each option Ωj, we solve the Ωj pricing PDE to evaluate the mean squared
difference RMSj(L) between real and computed Ωj price over the 22 days option lifetime. We
then compute the median prederr (L) of the 16 relative pricing errors RMSj(L)/pj where pj is the
median price of Ωj over its lifetime. The graph of prederr (L) is displayed in figure 1 as a function of
L, which reaches a minimum of 8% for L∗ = 2.0. We thus estimate the unknown λ by λˆ = L∗ = 2.0
This estimate of λ then enables us to compute all the of option pricing sensitivities we present for
options based on S&P 500.
7.3. Numerical computing of option price sensitivities
We study two benchmark European options Ω1 and Ω2 written on the SPX index, maturing at 63
days and 126 days, and with identical strike price K = 1380. These options were actively traded
during the 1st quarter of 2007.
The time between daily observations for the underlying asset model has been conventionally set at
T = 1/252, so in option pricing PDEs (5), the maturity τ must be τ1 = 63/252 = 0.25 for Ω1 and
τ2 = 126/252 = 0.5 for Ω2.
The risk free rate of return is set at r = 1%.
As detailed in section 7 above, we assume that the market price λ of volatility risk is constant, and
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Figure 1. For each potential value λ of the market price of volatility risk, and each one of 16 benchmark option
written on SPX, we compute the relative error of option pricing, and display the median prederr (λ) of these 16
pricing errors. Note that prederr (λ) reaches its minimum at λ = 2.0 which becomes our estimate λˆ
.
we estimate it by analysis of 16 other options written on SPX, which yields the estimate λˆ = 2.
In the first quarter of 2007, SPX ranged from 1370 to 1460 with median 1426, and V IX ranged
from 10% to 20% with median 11%. We use these values to determine realistic domains in R3 for
the triple Xt, Yt, t defined by 0 < x < 2800, 0 < y < 1, 0 < t < τ , with τ = τ1 = 0.25 for Ω1 and
τ = τ2 = 0.5 for Ω2.
In these two domains, we need to solve the option pricing PDE (5) for g(x, y, t) = f(x, y, τ − t)
with boundary conditions (6)-(10).
After checking numerically that for 100 < x < 2800 option prices are not significantly affected
when the initial boundary x = 0 is shifted to the position x = 100, we did implement this shift for
substantial CPU reduction.
The computing domain is then
100 < x < 2800, 0 < y < 1, 0 < t < τ, with τ1 = 0.25 and τ2 = 0.50.
We discretize this domain by a grid G1 of size 90×80×63 for Ω1, and a grid G2 of size 90×80×126
for Ω2. As indicated in section 4, we then solve the four PDEs (15) – (18), verified by option
price partial derivatives with respect to κ, θ, γ, ρ, to obtain the vector SEN(Θ) of option pricing
sensitivities (Senκ, Senθ, Senγ , Senρ).
By refining the grids G1 and G2, we have numerically validated that these discretizations were
dense enough to accurately solve all the necessary PDEs.
Since the unknown Θ may essentially be any point of the high probability localization box J ⊂ R4
defined above in 7.3, the individual impacts on option pricing of parameter estimation errors,
denoted εκ, εθ, εγ , ερ in equation (42), are then evaluated by their upper bounds for Θ in a large
finite subgrid of J .
On a standard desktop PC, solving all the option pricing and sensitivity PDEs as above required
for each Θ a CPU-time of 1 minute for option Ω1 and 2 minutes for option Ω2. When the grid size
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m × n × p increases, these CPU times are roughly linear in the grid time size p and behave like
low degree polynomials in the grid spatial size mn; indeed, a key computational cost is the LU
decomposition and backward substitution for a single mn×mn matrix.
8. Impact of parameter estimation errors on option pricing
We now present numerical results for the two European options Ω1,Ω2 written on the SPX index,
with strike price and maturities that were actually traded in 2007. The 3D-graphs in Fig. 2 display
the prices of options Ω1,Ω2 computed at option creation time, as functions of current SPX price
x ∈ [1120, 1570] and VIX value with √y ∈ [11%, 38%]. For options Ω1 and Ω2, the figures Fig. 3, 4,
5, 6 display the individual impacts εκ, εθ, εγ , ερ of parameter estimation errors on option pricing.
These separate error impacts on option pricing are computed by equation (42), and are displayed
in our 3D-graphs as functions of the SPX price 1120 < x < 1570 and of its volatility, covering
deep-out-of-the money cases as well as deep-in-the money cases.
Note that the estimation errors on κ and θ induce option pricing errors which tend to be decreasing
functions of |x−K| where x = SPXt and K is the option strike price. Since the individual impacts
of estimation errors on option price are clearly stronger for κ and θ than for γ and ρ, we see that
option pricing tends to be more sensitive to parameter estimation errors for options close to the
money than for options far from the money.
The bound on the global option pricing error ε induced by the combined effects of all parametric
estimation errors was computed as the upper bound of the right-hand-side of equation (41) for Θ
in a large finite subgrid of the localization box J and displayed in Fig. 7 and 8 as a function of
current asset price and volatility.
Relative global option pricing errors are defined by ε(x, y, t)/f(x, y, t) and are displayed in Fig. 9
and 10 for 1120 < x < 1270, 22% < y < 38%.
8.1. Impact on option price of estimation errors in λ
Our estimate λˆ = 2.0 was derived by minimizing the median option pricing error, where the median
was computed over a set K of 16 benchmark options Ωj written on SPX within a short trading
period. To evaluate the error of estimation sλ affecting λˆ, we implement a rough “bootstrap”
evaluation as follows. For each subset Q of 12 options arbitrarily selected in K, one can as above
compute prederrQ(λ) as the median pricing accuracy over the 12 options in Q and then minimize
prederrQ(λ) in λ, which yields another estimate λˆ(Q) of λ.
The average of the 16!4!12! shifts |λˆ(Q)−λˆ| is a rough evaluation of the error sλ affecting the estimate
λˆ. This procedure provides here the value sλ ∼ 0.5.
The sensitivity Senλ = |∂λf(x, y, t)| of the option price f(x, y, t) to errors affecting λ is computed
by solving the adequate PDE as indicated in section 3.2. Fig. 11 displays the sensitivities of options
Ω1 and Ω2 with respect to λ, computed at option creation time.
9. Conclusion
Our main goal was to quantify the impact on European call option pricing of the parameter es-
timation errors generated by fitting Heston joint SDEs to market data. Since volatility data are
unobservable we consider that they are systematically estimated either by realized volatilities or
by implied volatilities.
We have developed and numerically tested an impact quantification technique combining the com-
putation of consistent estimators for the underlying Heston SDEs parameters, the evaluation of
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root mean squared accuracy for these estimators, and the numerical solution of six parabolic partial
differential equations in R2, namely the option pricing PDE and the PDEs verified by the partial
derivatives of option price with respect to model parameters.
We have also derived and implemented an algorithm to estimate the market price of volatility risk
by analysis of multiple benchmark options
We have tested our approach by numerical fitting of Heston joint SDEs to the 252 daily data
recorded in 2006 for the S&P 500 and VIX indices, and by studying several European call options
written on S&P 500. For two such options, we compute and display the average option pricing
shifts induced by errors of estimation on the SDEs coefficients, as well as by approximation errors
for the market price of volatility risk. Since our algorithmic implementations are fairly fast on a
standard laptop, our study strongly suggests that quantification of errors induced on option pric-
ing by model parameters estimation errors should not be neglected, and could be systematically
computed when option pricing is performed after fitting joint Heston SDEs to daily or intraday
market data. Our numerical results indeed show that Heston SDEs fitting to a year of daily data
can generate sizeable inaccuracies for European option pricing.
We expect that our methods will perform just as well for American options as for European options.
We also plan to extend our approach to develop fast accuracy monitoring algorithms for portfolio
hedging.
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Figure 2. Computed price of options Ω1(top) and Ω2(bottom) written on SPX. Option prices are computed at
option creation time; the horizontal coordinates x and
√
y denote the SPX price and its approximate volatility VIX.
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Figure 3. Option pricing errors due to estimation errors on κ, computed at option creation time.
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Figure 4. Option pricing errors due to estimation errors on θ, computed at option creation time.
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Figure 5. Option pricing errors due to estimation errors on γ, computed at option creation time.
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Figure 6. Option pricing errors due to estimation errors on ρ, computed at option creation time.
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Figure 7. Global option pricing errors in dollars for option Ω1, computed at option creation time.
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Figure 8. Global option pricing errors in dollars for option Ω2, computed at option creation time.
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Figure 9. Relative Errors on option prices for option Ω1, computed at option creation time.
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Figure 10. Relative Errors on option prices for option Ω2, computed at option creation time.
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Figure 11. Option price sensitivity with respect to λ, computed at option creation time.
