Safe and efficient crowd navigation for mobile robot is a crucial yet challenging task. Previous work has shown the power of deep reinforcement learning frameworks to train efficient policies. However, their performance deteriorates when the crowd size grows. We suggest that this can be addressed by enabling the network to identify and pay attention to the humans in the crowd that are most critical to navigation. We propose a novel network utilizing a graph representation to learn the policy. We first train a graph convolutional network based on human gaze data that accurately predicts human attention to different agents in the crowd as they perform a navigation task based on a top down view of the environment. We incorporate the learned attention into a graph-based reinforcement learning architecture. The proposed attention mechanism enables the assignment of meaningful weightings to the neighbors of the robot, and has the additional benefit of interpretability. Experiments on real-world dense pedestrian datasets with various crowd sizes demonstrate that our model outperforms state-of-art methods, increasing task completion rate by 18.4% and decreasing navigation time by 16.4%.
I. INTRODUCTION
W ITH the rapid development of artificial intelligence technologies, mobile robot navigation has many vital applications in crowded pedestrian environments such as hospitals, shopping malls, and canteens. In these scenarios with dense crowds, navigating robots safely and efficiently is a crucial, yet still challenging, problem [1] .
Traditional approaches often treat pedestrians as simple dynamic obstacles and focus only on the next step [2] , [3] . Since these approaches do not model human behavior, they result in robot behavior that can seem unnatural and short-sighted. To achieve better long-term navigation, many research efforts have included reasoning about human intention and prediction Manuscript of human trajectories before planning [4] , [5] . However, doing prediction and planning separately may cause the freezing robot problem when crowd density grows, because the planner believes every forward path will cause collision [6] . To address this problem, a key solution is to consider the impact of the motion of the robot on the crowds. Current solutions can be divided into two categories: modelbased and learning-based. Model-based methods mainly extend existing multi-agent collision avoidance solutions with explicit models of social interactions [7] , [8] . However, the model parameters need to be tuned for different application scenarios. More recent research has used deep reinforcement learning (RL) successfully to learn efficient policies that model the cooperation and interactions implicitly [9] - [11] .
Deep RL methods proposed for crowd navigation have been model-based. They use reinforcement learning to learn a deep neural network that estimates the value function of a given robotcrowd configuration. This value function is used in conjunction with a state transition function to perform action selection. Previously proposed approaches differ primarily in the structure of the networks used to encode the robot-crowd state and to estimate the corresponding value. There are several limitations of current models, which cause their performance to degrade when the crowd density increases [9] , [10] . First, existing models have considered only pairwise interactions between the robot and each human in the crowd. By estimating these pairwise interactions independently, these approaches do not completely capture the global and dynamic nature of crowd interactions. Second, information about the crowd is obtained by combining information from these pairwise interactions by pooling [9] , [12] , [13] , a maximum operation [11] or an LSTM that combines information about the humans in the crowd sequentially according to their proximity to the robot [10] . This does not completely capture important geometric information about the configuration of crowds and the robot.
This work addresses these shortcomings in two ways. First, we use a graph structure to represent the crowd state. Second, we use gaze data from humans performing a navigation task to learn a network that assigns different weights to different agents in the crowd according to their importance as measured by attention. Previous research has shown that deep networks trained for many visuomotor tasks such as driving [14] , [15] and video games [16] can benefit from the guidance of human attention as measured by gaze.
As depicted in Fig. 1 , for robot navigation in dynamic crowds, it is natural to use a graph structure, which captures the relations Fig. 1 . We represent the interactions among the humans and the robot as a graph whose node state and edge strength both vary over time. We aggregate crowd features using a graph convolutional network whose adjacency matrix is modulated by attention.
(edges) between agents (nodes) to represent the crowd state. Recently, Graph Convolutional Networks (GCNs) with arbitrarily structured graphs have been applied successfully in various areas, such as social networks [17] and citation networks [18] . A GCN takes a feature matrix that represents the attributes of each node as the input, and efficiently aggregates features from neighborhoods defined by an adjacency matrix. One advantage of using a GCN to encode the state is that the interactions between nodes can be modulated easily by changing the adjacency matrix.
There are three primary contributions of our work. First, we demonstrate that it is possible to train an attention network that accurately predicts human attention in crowd navigation scenarios. Second, we propose a novel graph-represented reinforcement learning method for the crowd navigation task and demonstrate the architecture has significant benefits in scalability and extensibility. Third, we show that incorporating adjacency weights based on the human attention model into the method results in performance that exceeds the state-of-the-art on five real world pedestrian trajectory datasets.
II. RELATED WORK

A. Robot Navigation in Crowds
Previous researchers have proposed many methods to solve the navigation problem. The Social Force Model [19] is one of the representative methods that has been successfully applied and extended in different environments [7] , [20] , [21] . Reciprocal velocity obstacles (RVO), which consider communications with other agents, were proposed in multi-agent navigation scenarios [2] . More recently, ORCA enables multiple robots to avoid collisions when navigating in a cluttered workspace [3] . The main limitations of these model-based methods are that they require tedious parameter selection and that they may lead to unnatural robot behaviors, since they do not fully capture real human behavior.
Alternatively, imitation learning aims to learn optimal policies directly from human demonstration. In the context of robot navigation, previous work has used imitation learning to obtain policies supervisedly from raw 2D laser data [22] or depth inputs [23] . Inverse reinforcement learning has also been applied to model human cooperative navigation behavior through maximum entropy [24] , [25] .
Deep reinforcement learning algorithms learn policies while the robot interacts with the environment through trial-and-error. For robot navigation, recent work has used reinforcement learning methods to learn policies from raw sensor inputs [26] or agent-level representations of the environment [9] , [10] . Learning from raw sensor representation has the benefit that static and dynamic obstacles can be considered together through a single neural network. However, an agent-level representation can provide a richer high-level representation of pedestrian intent, which is difficult to extract from raw sensor information. One challenge is the varying crowd size. Everett et al. [10] converted the state of a variable-sized crowd to a fixed-length vector using an LSTM module that processed each pedestrian's state in descending order of their distance from the robot. However, assigning importance according to distance is not always reasonable. For example, a pedestrian closely following a robot may be less important than a pedestrian farther in front of it. Chen et al. adopted a self-attention module to assign different relative importances to different parts of the crowd [9] . Here, we infer the relative importance of agents in the crowd to the robot by learning attention weights from gaze data collected from humans performing a crowd navigation task based on a top down view of the environment.
B. Graph Representation Learning
Graph Convolutional Networks (GCNs) have attracted much attention for graph representation learning since they generalize the convolution operation to graph-structured data efficiently. GCNs have achieved remarkable successes in various research areas such as citation networks [18] , social networks [17] and material property prediction [27] . In the training of a GCN, a static binary adjacency matrix is commonly used. However, the entries in the adjacency matrix can also be continuous real valued functions of time, which enables adaptive and dynamic aggregation of neighbors' information.
A Graph Attention Network (GAT) is a GCN variant that adopts a self-attention mechanism allowing for the assignment of different importances to different nodes [28] . Similarly, the Edge Attention based multi-relational GCN replaces the adjacency matrix with a learned real-valued attention matrix, and has been used to optimize chemical property prediction [29] . Here, we modulate the interactions in the crowds using attention weights learned from human gaze data to determine the adjacency matrix.
C. Human Attention in Visuomotor Learning
Human attention has been proved to be beneficial in learning effective policies for many visuomotor tasks, such as autonomous driving [14] , [15] and Atari games [16] . Liu et al. [14] trained a conditional GAN to predict human attention and incorporated it into an end-to-end autonomous driving network. They added the predicted gaze map as an extra input to the network. Similarly, Zhang et al. [16] proposed an attention guided imitation learning network, which also treats the gaze map as additional image input in the task of eight Atari Games. Chen et al. proposed a novel form of dropout modulated by human gaze maps, and applied it to an imitation learning network for autonomous driving [15] . The proposed gaze-modulated dropout leads to significant improvements in driving performance. Fig. 2 shows the proposed network structure for attentionbased value-learning (V-learning) using a graph representation. As shown in the top left of the framework, we first train a two-layer GCN to predict human attention to agents in the crowd. The learned attention weights are incorporated into the adjacency matrix of a second GCN, which aggregates the crowd information. Finally, the aggregated crowd features and robot state are combined to estimate the value of the crowd/robot state.
III. NETWORK ARCHITECTURE
In this section, we first introduce the use of graph convolutional networks to process crowd information in the attention network and the crowd aggregation network. We then describe each of the three parts of Fig. 2 in detail. This section describes only the structure of the network. Training and testing are described in the next section.
A. Graph Convolutional Networks for Crowds
Handling the varying numbers and large densities of humans has always been a problem for crowd robot navigation. However, the problem can be solved neatly with graph representations. Nodes in the graph correspond to the robot, the agents in the crowd, and the goal. For simplicity, we will refer to the agents in the crowd as humans, but the framework applies equally well if the crowd includes other robots. We assume the number of humans, N , is known.
We propose to use graph convolutional networks (GCNs) to process information about the crowd. To each node in the network, we associate a feature vector, which contains important information about the node. The graph convolutional layer is the key building block of a GCN. It takes input feature vectors for each node and transforms them to output feature vectors for each node by combining information both within and across nodes. The set of input feature vectors for the nodes in layer l are contained in a matrix H l ∈ R M ×I , where M is the number of nodes in the graph and I is length of the input feature vector. These are transformed into a set of output vectors contained in a matrix H l+1 ∈ R M ×O (O is the output feature dimensionality) according to the layer-wise update rule:
The adjacency matrix A ∈ R M ×M defines the weights for combining the features from different nodes in the graph. We normalize it so that each row sums to one. σ(·) denotes the activation function. To increase complexity, successive graph convolutional layers can be cascaded.
The adjacency matrix reflects the topology of the graph structure. Zero values represent no connections between corresponding nodes. Larger values represent stronger connections. For the graph of interactions among the robot and humans, the meaning of the adjacency matrix is shown in Fig. 3 . The adjacency matrix is divided into three functional areas. The red and green areas are related to the human-robot interactions. Elements in the red area represent the importance that the robot assigns to the humans and itself, which can also be interpreted as attention. Elements in the green area indicate the influence of the robot on the humans. The blue area determines the interactions among the crowd.
Since we were primarily interested in modeling the robot's perspective, we used a star topology that included self-loops with the robot as the central connection point [18] . We focused on how to set the weights in the red area. For the green and blue areas, we set the values by first defining a binary array indicating connections, and the normalizing each row, resulting in the following assignments:
where i, j ∈ {g, 1, . . ., N}.
Note that we can easily extend the size of the GCN as the crowd size N grows, simply by increasing the number of nodes (M ) and the size of the adjacency matrix. The size of the weight matrix is determined by the input and output feature dimensionality, and does not change with M .
B. Attention Network
We use a two-layer GCN to compute the attention weights. The robot, goal and humans are all included as nodes. Thus, the total number of nodes is M = N + 2, where N is the total number humans in the crowd.
The input features of each node are the corresponding position and velocity, expressed in robot-centric coordinate system where the x axis points in the direction of the goal. For node i ∈ {r, g, 1, . . . , N}, the input features are
We set the output feature dimensionality of each node in the first layer to 128. The output of each node in the second layer is a scalar value corresponding to the attention of the robot to that node. For both layers, the activation function is the ReLU. The weights in the red part of the adjacency matrix A a are all set to the same value, as shown in Fig. 2 .
C. Crowd Aggregation Network
The robot and humans, but not the goal, were included as graph nodes for the crowd aggregation network. Thus, the total number of nodes in the GCN is M = N + 1.
The input features for each node included information about the robot, the goal and the corresponding agent. For node i ∈ {r, 1, . . . , N}, the input features were:
The vector p contains information about the state of the robot and the goal, including distance between the robot and the goal d goal , the robot's preferred velocity v pref , the robot's moving direction θ, the radius of the robot r robot and the robot's velocity (v xr , v yr ). q i represents the state of the node, including its position (x i , y i ), velocity (v xi , v yi ), radius r i , distance to the robot d i and sum of the radii r robot + r i . All positions and velocities are in a robot-centric coordinate system where the x axis points in the direction of the goal. We refer to the entire collection of input node features as the crowd/robot state, S cr . As shown in Fig. 2 , the input state of each node first passes through a two-layer multilayer perceptron (MLP) to increase the feature length to 100 for sufficient expressive power. The outputs of the MLP {e i } are then sent into a two-layer GCN. For both layers, the activation function is the ReLU.
In our experiments, we considered four ways to set the weights in the red part of the adjacency matrix A v . In our proposed method, which we refer to as Gaze modulated GCN-based RL (G-GCNRL), we set the weights by first passing the outputs of the robot and human nodes of the attention network through a softmax function to normalize them, and then using the outputs of the softmax function as the corresponding adjacency weights. For comparison, we also trained three baseline models with the weights from the self-attention module of SARL [9] (SA-GCNRL), distance-related weights (D-GCNRL) and uniform weights (U-GCNRL). The distance-related weights capture the intuition that humans closer to the robot should exert a stronger influence on it. These weights decayed with the distance between the human and the robot according to
The parameter σ 2 was set to 2, based on a brute force search to maximize success rate of the D-GCNRL after imitation learning. The uniform weights were all equal and summed to one, resulting in an adjacency matrix similar to A a .
D. Value Network
The output features of the robot node in the second layer of the crowd aggregation network, c r , are used to represent the influence of the crowd on the robot. There are concatenated with the robot state p before being sent into the value network, which is a four-layer MLP with (150, 100, 100, 1) neurons in the layers. The scalar output of the network represents the value of the crowd/robot state and is used for action selection, as described in the next section.
IV. TRAINING AND TESTING
We learned the attention network G with supervision from human gaze data.
To collect the gaze data, we reproduced overhead scenes from the Students001 and Students003 real world crowd datasets [30] in a simulator, and asked subjects to navigate a virtual robot through the crowd from a starting point to the goal using a joystick, while avoiding collisions. We used a Tobii Pro X60 remote eye tracker to collect gaze data at 60 Hz while subjects were performing the task. This experimental setup is similar to work collecting human gaze data while subjects played Atari games [16] .
To generate the ground truth attention weights for each robot/crowd state configuration in the dataset, we first created a Gaussian mixture density over space by placing a Gaussian at each gaze point from a temporal window from −0.1 to +0.1 seconds around the current time point. The Gaussian standard deviation was set to two degrees of visual angle so that it covered the entire foveal region and part of the periphery. We assigned attention weights to each node by first sampling from this Gaussian mixture density at each node location, and then normalizing so that the attention weights of all nodes summed to one. We collected gaze data for multiple starts with varying crowd sizes and densities, resulting in around 1700 state-attention pairs.
We used the L1 loss function and trained the network for 400 epochs until convergence using the data from the Stu-dents001 dataset. Dropout was applied after each graph convolutional layer with a drop probability of 0.5. The data collected from the Students003 dataset was reserved for testing. The network trained on the Students001 dataset was used to set the attention weights in all experiments.
We trained the crowd aggregation and value networks simultaneously following the deep reinforcement learning approach described in [9] [11] . For completeness, we describe the approach briefly here, and refer the reader to the original publications for more details.
The training algorithm is shown in the table titled Algorithm 1. The value function F(·) is computed by the cascade of the crowd aggregation network and the value network, as described above. The reward function R(·) awards the robot for reaching its goal and penalizes it for getting too close to or colliding with humans [11] .
Training consisted of two stages: imitation learning followed by reinforcement learning. All training was performed using the robot simulator with human data from the Students001 dataset, example trajectories of which are shown in Fig. 4 . Start frames were selected randomly, as were starting positions and goals (shown as opposite pairs of black triangles) We used the same unicycle robot model as used in [9] . Collected datasets were augmented by mirroring.
In the first stage, the crowd aggregation and value networks were trained with supervision. They learned to imitate the demonstrations of ORCA, which drives the robot through the crowd to the destination. We collected data in the simulation environment from the augmented crowd dataset, which contains real human trajectories with high crowd density. We simulated the sequential state update of humans as the robot navigated inside the crowd. Both successful cases and failure cases were recorded in the training dataset. For imitation learning, we collected 3000 episodes.
In the second stage, the networks were refined by reinforcement learning in the simulation environment. For each episode, we sampled multiple actions from the action space (U ) at every step. For unicycle robot, U is defined to be a set of
We either selected the optimal action according to the current value function, or chose randomly to ensure exploration. The percentage of random actions decreased over time. States of the robot and humans were then updated. State-value pairs were stored in the replay buffer. We kept a size limit on the buffer so the old pairs were replaced by new ones gradually. For the state prediction (Ŝ t+1 cr ), we assumed the humans move following a constant velocity model. For the state update (S t+1 cr ), we obtained the new states from the next frame of the dataset. The robot always moved with constant velocity (u t ) between timesteps. For reinforcement learning, we ran 20000 episodes and set the buffer size to 100000 state-value pairs. We followed the buffer size setting of SARL [9] , and doubled the episodes for training, as the training environment is more complicated and we need more episodes to get a stable reward. Training was conducted in the Students001 dataset.
For testing of the entire system, we performed navigation experiments on the five real world pedestrian trajectories datasets shown in Fig. 4 : the Students003 dataset [30] (average crowd size 26), NYC Grand Central dataset [31] (average crowd size 30), the ZARA2 dataset [30] (average crowd size 7), the Hotel dataset [32] (average crowd size 6), and the the ETH dataset [32] (average crowd size 6). These datasets cover a wide range of crowd sizes and traffic patterns.
We evaluated the performance of models by success rate and average navigation time in successful trials. For each dataset, we collected the results of each model over 2500 trials. During testing, we used greedy action selection (no exploration) to select the best action for each step. 
V. EXPERIMENTAL RESULTS
This section evaluates the performance of our system with example trajectories and summary statistics: success rate and average navigation time in successful trials. We also encourage readers to view the video 1 for a better understanding of the system dynamics. The robot's path to the goal was blocked by two humans moving to the left. To avoid them, the human operator steered the robot so that it followed the human moving to the right. The human operator's gaze is concentrated on the two humans moving left. The learned attention weights are also the largest for those two. This suggests that the attention network has learned to infer correctly which humans in the crowd are most important for trajectory planning. Videos of this and more examples can be found on our website. 1 To evaluate the predicted attention weights quantitatively, we calculated the similarity between predicted attention weights and the ground truth weights using two standard metrics: the Kullback-Leibler divergence (KLD) and the Correlation Coefficient (CC). Smaller KL and larger CC denote better similarity. As shown in Table I , the attention weights predicted by our network closely match the ground truth weights. The KL divergence for the predicted attention weights is 50.5% smaller than for the distance related weights and 46.7% smaller than for the weights computed by SARL. Similarly, the CC for the predicted attention weights is 21.3% larger than for the distance related weights and 17.5 % larger than for the weights computed by SARL. 
A. Attention Network Evaluation
B. System Performance
We first compare the performance of our proposed G-GCNRL network with the state of the art, SARL. We then give the results of ablation studies showing the impact of the use of the graph representation and the use of attention weights trained by human gaze. We conclude with an analysis of the performance of our system in different environments.
1) Comparison With SARL: Fig. 6 shows example trajectories generated by G-GCNRL and SARL in a sparse environment (Zara2) and a dense environment (NYC-GC). For both environments, G-GCNRL achieves the goal faster than SARL: 12.4 seconds vs. 14 seconds (sparse) and 9.2 seconds vs. 10 seconds (dense). SARL took more conservative policies, i.e. the robot waited somewhere or changed direction unnecessarily, whereas G-GCNRL drove the robot more smoothly. In the sparse environment, the SARL robot almost stopped between 6 and 8 seconds, whereas the velocity of the G-GCNRL robot remained fairly constant. In the dense environment, the path taken by the G-GCNRL robot after 6 seconds is much straighter than the path taken by the SARL robot.
We used two measures to quantify the smoothness of each robot trajectory: the standard deviation of the speed std(||v||) and the average absolute angular difference between two successive steps mean(|Δθ|). Both measures capture the idea that we wish the robot to move at a fairly constant speed with only small velocity variations. Lower values of both metrics suggest better smoothness. We compute the metrics over all the robot trajectories by our G-GCNRL and SARL. We find the average std(||v||) over all datasets for G-GCNRL (0.161) is significantly lower than for SARL (0.255). The average mean(|Δθ|) over all datasets for G-GCNRL (0.358) is significantly lower than SARL (0.426). Both have p-value < 0.001. Table II compares the success rate and average navigation time of G-GCNRL with SARL on all of the testing environments. On average, G-GCNRL has an 18.4% higher success rate and a 16.4% shorter navigation time.
Both G-GCNRL approach and SARL assign different importance to different humans. There are two main differences in their approaches. G-GCNRL uses a GCN to estimate the value function and uses human gaze data to learn the attention weights.
To evaluate the effect of these two differences, we implemented an intermediate model, SA-GCNRL, which used the GCN but the attention weights from SARL. SA-GCNRL achieves a 7.9% higher success rate and a 6.0% shorter navigation time on average than SARL, demonstrating the advantage of using the GCN to estimate the value function. G-GCNRL achieves a 9.7% higher success rate and an 11.1% shorter navigation time than TABLE III  ABLATION STUDY TO SHOW THE ADVANTAGE OF ATTENTION WEIGHTS TRAINED WITH HUMAN GAZE DATA   TABLE IV  ABLATION STUDY TO SHOW THE ADVANTAGE OF THE GRAPH STRUCTURE SA-GCNRL, demonstrating the advantage of using attention weights trained from human gaze. Thus, both innovations are important in achieving the reported improvement.
2) Ablation Studies: To evaluate the benefits of learning attention from human gaze, Table III compares the results of G-GCNRL with GCNRL where the weights in the adjacency matrices were set according to SARL (SA-GCNRL), the distance from the robot (D-GCNRL) and uniformly (U-GCNRL). Using attention weights learned from human gaze resulted in the best performance (10.5% higher than SA-GCNRL and D-GCNRL, and 5.0% higher than U-GCNRL). When crowd size is small (Zara2, Hotel, ETH), the gain in success rate by using attention (G-GCNRL vs. U-GCNRL) is around 1-2%. However, as crowd size increases, such as Students003 and NYC-GC, the gain in success rate of G-GCNRL reaches 10%. The navigation time of G-GCNRL is also shorter. This suggests that when crowd size grows larger, the network should allocate attention correctly.
To evaluate the benefits using the GCN structure to estimate the crowd state, Table IV compares the performance when using a SARL-like network to estimate the value function with the performance when using a GCN to estimate the value function. If uniform weights are used (U-GCNRL vs. UARL), using GCN improves success rate by 23.7% and reduces navigation time by 23.2%. If SARL weights are used (SA-GCNRL vs. SARL), success rate improves by 7.9% and navigation time reduces by 6.0%.
3) Performance in Different Environments: Comparing across Tables II-IV, we find all models had the worst performance on the NYC-GC dataset, which is the most complex one with on average 30 humans/frame and the most diversity in crowd movement. In this complex situation, the success rate of the models with uniform attention (UARL and U-GCNRL) performed the worst. For datasets with lower density crowds (Zara2, Hotel and ETH), the performance of different models was relatively even. Our intuition: when crowd size is small, it is relatively easy to keep track of all the humans, but when crowd size grows, attention becomes critical in preventing the system from becoming overwhelmed, by allowing it to focus on the most important parts of the crowd. Across all environments, G-GCNRL achieves highest success rate.
VI. DISCUSSION
Interestingly, we find U-GCNRL achieves shortest navigation time on the datasets with small crowd size (shown in Table III ). The reason might be that when the crowd size becomes small, the attention is no longer a critical factor. This suggests that a hybrid strategy depending on the crowd size may achieve better results. For example, we could train multiple attention networks with different variances of the Gaussian distributions used to assign the ground truth attention weights. Small variances could focus attention on only a few humans near the gaze points whereas variances near infinity could allocate attention uniformly. Different attention networks could be used for different crowd sizes.
VII. CONCLUSION
This letter presents a crowd navigation method for mobile robots and demonstrates its efficacy on real-world dense pedestrian data. The proposed method outperforms the state-of-theart. There are two key innovations in our work. The first innovation is the introduction of a graph convolutional network (GCN) for reinforcement learning to integrate information about the environmental context of the robot. The GCN makes our approach immediately extensible to varying crowd sizes in a simple and principled way. The influence of different agents can be controlled by changing the adjacency matrix. The second innovation is the introduction of an attention network trained using human gaze data for assigning adjacency values. The two innovations enhance the performance of the network, and may also be useful in other applications.
