We present algorithms for interactive rendering of largescale NURBS models. The algorithms convert the NURBS surfaces to Bézier surfaces, tessellate each Bézier surface into triangles and render them using the triangle-rendering capabilities common to current graphics systems. This paper presents algorithms for computing tight bounds on surface properties in order to generate high quality tessellation of Bézier surfaces. We introduce enhanced visibility determination techniques and present methods to make efficient use of coherence between successive frames. In addition, we also discuss issues in parallelization of these techniques. The algorithm also avoids polygonization anomalies like cracks. Our algorithms work well in practice and, on high-end graphics systems, are able to display models described using thousands of Bézier surfaces at interactive frame rates. Additional
Introduction
Current graphics systems are capable of rendering millions of transformed, shaded and z-buffered triangles per second [Ake93, Fea89] . However, in many applications involving CAD/CAM, virtual reality, animation and visualization, the geometric models are described in terms of non-uniform rational B-spline (NURBS) surfaces, not polygons. This class includes Bézier surfaces and other rational parametric surfaces like tensor product and triangular patches. Description of large-scale models like automobiles, submarines, airplanes, etc. contain tens of thousands of surfaces. Surface fitting over scattered data or surface reconstruction are other techniques that produce a large number of NURBS surfaces. Current renderers of sculptured models on commercial graphics systems, while faster than ever before, are not able to render at interactive rates for applications involving virtual worlds, walkthroughs and immersive design.
Curved surface rendering has been an active area of research for more than two decades. The main techniques are based on pixel-level surface subdivision, ray tracing, scan-line display and polygonization [Cat74, Cla79, LR81, For79, Kaj82, NSK90, LCWB80] . Techniques based on ray tracing, scan-line display and pixel-level display do not make efficient use of the hardware capabilities available on current graphics systems. As a result, algorithms based on polygonization are, in general, faster. A number of different methods, based on adaptive or uniform subdivision, have been proposed for polygonization of surfaces [LR81, Baj90, AES93, BEWD91, DBB + 89, Luk93, LC93, Che93, SC88, SL87, FK90, RHD89, Roc87, AES91, FMM86]. These are based on adaptive or uniform subdivision of NURBS surfaces. In particular, Rockwood et. al. [RHD89] have proposed a real time algorithm for trimmed surfaces. A variant of this algorithm has been implemented as SGI GL and OpenGL primitives. However, the bounds used for tessellating the Bézier surfaces are, in general, not tight for rational surfaces and in some cases even undersample the surface. Some techniques to improve the quality of tessellation and the efficiency of its computation are presented in [AES93, AES91, FMM86] . The algorithm presented in this paper exhibits considerable improvements over previous algorithms.
This paper presents the components of an algorithm for interactive 1 display of large-scale NURBS models (see Color plate B) on current graphics systems. At an abstract level, the NURBS representation is converted to Bézier and the resulting Bézier surfaces are uniformly tessellated and triangulated based on the current viewing position. The algorithm computes tight bounds for on-line tessellation. It performs back-patch culling, an extension of back-face culling to curved-surface solid models, and makes use of coherence between successive frames. It is portable and its actual performance is a function of the resources available on a system (memory, CPUs, and special purpose rendering hardware etc.). Our current implementation on a 1 processor Silicon Graphics Onyx with RealityEngine 2 can display more than a thousand Bézier surfaces and on Pixel-Planes 5 [Fea89] , about thirty thousand Bézier surfaces at interactive frame rates. These surfaces were of degrees varying from two to 15. See color images for examples. On multiple-processor machines the algorithm statically partitions the model, distributing it to the processors to balance the load. A preliminary version of this paper has appeared as [KML95] .
In the rest of this paper, a basic familiarity with NURBS and Bézier surfaces is assumed. In Section 2 we analyze the problem of computing polygonal approximations to surface models and give an overview of our approach. In Section 3, we consider visibility processing and explain back-patch culling. The algorithm for dynamic tessellation of Bézier surfaces, based on tight bounds, is presented in Section 4. The use of coherence is demonstrated in Section 5. We discuss our implementation in Section 6 and compare its performance with that of earlier algorithms.
Polygonal Approximation of Surfaces
Any polygonization-based surface rendering algorithm first needs to allocate resources to generate these polygons. The desirable tessellation must be computed, and vertices and normals evaluated. The total time is thus a function of the number of polygons generated. The performance of polygon rendering is system dependent and typically is a function of the number of polygons and the size and distribution of these polygons on the screen. It is possible to compute a one-time highly dense polygonization and to render all the polygons for each frame. In this case, almost no time is spent in polygon generation and all of the time is spent on rendering. However, the number of polygons needed for close-up (zoomed) views of some surfaces can be extremely high (a few thousand) and, for models consisting of thousands of surfaces, this approach requires hundreds of megabytes of storage, and the capability of rendering hundreds of millions of polygons per second. We can reduce the demand on polygon rendering capability by computing different levels of detail of each surface and, for each frame, choosing one of the approximations as a function of the viewing parameters. Unfortunately, the memory requirements only get worse.
On the other hand, we can compute, on-line, the minimum number of polygons required for a smooth image as a function of the viewing parameters for each frame. This minimizes the demand on the graphics hardware. The resulting algorithm is based on adaptive subdivision and spends considerable time on the polygon generation for each frame. As a result, the generation of polygons may become the bottleneck, thus preventing interactive performance.
Depending on the system architecture, there are two possible design goals for polygonal approximation:
Minimize total time: If the two stages are performed sequentially on the same processor, we only need to minimize the sum of times spent in each stage. This is typically the case when rendering without specialized graphics hardware.
Balance individual time:
If the two stages are pipelined, we need to balance the time spent in generating with that in rendering the polygons, while minimizing the time in each stage. This case, being the norm for interactive graphics today, is the subject of this paper.
Overview
Our approach to interactive display of large-scale models has the following features: 
Dynamic Tessellation:
Given the viewing parameters, we dynamically compute the tessellation appropriate for smooth shading. As a result, we need only a few megabytes of memory to store the triangulation of large-scale models. We use tight bounds to optimize the number of polygons generated.
Coherence:
We make use of coherence between successive frames to minimize the overall computations for triangle generation. In particular, we perform incremental triangulation, re-triangulating only when necessary.
Parallelization:
The computation is distributed over all available processors such that any data that a processor needs is locally available. This is done without any significant duplication of data.
Overall Pipeline
An overall pipeline of the polygonization algorithm is shown in Fig. 1 . It consists of four phases. Initially, we perform a visibility-based rejection check -backpatch culling. It compares a volume corresponding to a superset of normals of the Bézier patch with the viewing direction and rejects the patch if the entire volume is not visible. Otherwise the patch is tessellated into triangles as a function of the viewing parameters. The resulting set of triangles are transformed and rendered. The actual implementation and performance of each phase varies with the graphics system. In particular, we demonstrate the performance on an SGI Reality Engine and a PixelPlanes 5 graphics system.
Background
This section introduces our notation and the mathematical theory on which some of our methods are based. The 3D coordinate system in which the NURBS model is defined is referred to as object space. We assume a left handed system. Viewing transformations, like rotation, translation and perspective, map it onto a viewing plane known as image space. Associated with this transformation are the viewpoint, viewing cone and clipping planes. Finally, screen space refers to the 2D coordinate system defined by projecting the image space onto the plane of the screen. Given a NURBS model, we use knot insertion to decompose each NURBS surface into a series of rational Bézier patches [Far93] . Knots spaced closer than a user specified tolerance 2 are coerced to the same value before knot insertion. Each NURBS surface is thus decomposed into a set of Bézier surfaces.
A Bézier patch F of degree m n defined by parameters u; v 2 0; 1], is specified by a mesh of control points C ij ; 0 i m; 0 j n: 
Visibility Computations
Given a large model consisting of Bézier patches, not all patches are typically visible from a particular viewpoint. A good part of the model may be clipped by the viewing volume. The rest of the model is tessellated and the triangles are sent down the rendering pipeline. On the other hand if we detect that a Bézier patch is invisible from a given viewpoint, we don't need to even generate the triangles for that patch. In general, the exact computation of the visible portions of a NURBS model is a non-trivial problem requiring silhouette computation [KM94] . In this section, we show that it is relatively simple to perform a visibility check to find most of the patches that are completely invisible. A Bézier surface,
is contained in the convex polytope of the control points [Far93] . Let us denote this convex polytope as P F . We also compute an axis-aligned bounding box, B F , defined by eight vertices as the smallest volume bounding box enclosing P F .
Patch Clipping
The first phase of visibilityprocessing involves checking whether a patch lies in the viewing volume at all. As a gross approximation, we transform the eight corners of B F to screen space and check whether any part of it lies inside the viewing volume.
Back-patch Culling
Large-scale models typically consist of a large number of small patches. Given a closed solid model whose boundary is composed of Bézier patches, many of the patches are occluded because they are located on the part of the model opposite to the viewer. Back-facing polygons are commonly culled out to improve the rendering performance. Analogously, for a Bézier patch, if all the surface normals point away from the eye point we refer to it as a back patch (Fig. 2a) .
In general, a point p on a patch with normalñ is If S is a bounding sphere for the patch, with radius r and center C, we can find the region in space such that a the point p(u; v) in S is backfacing ifñ(u; v) lies in that region. Indeed, if allñ(u; v)'s lie in this region, the entire patch must be back facing. We call this region the backpatch region. This is demonstrated in 2D in Fig. 2(b) . The rays l1 and l2 bound the patch, and lines p1 and p2 are, respectively, perpendicular to them. The half spaces p1 ? and p2 ? potentially contain normal directions corresponding to visible points: normal directions lying outside this cone cannot form an acute angle to any ray bounded by l1 and l2, which bound the directionẽp for all points on the patch. Hence the intersection of halfspaces p1 + and p2 + , call it H, must form the backpatch region. If the entire pseudo-normal surface lies in this region, the entire patch is back-facing.
We compute a minimum-volume, eight vertex, axisaligned box, B N , bounding the control points of the pseudo-normal surface, N. Each point on N(u; v) corresponds to a direction on F(u; v) and P N and B N define a multi-faced pyramid in which all these directions lie [KM96] . Testing for visibility reduces to checking whether each of these control points, or just the bounding box B N , is in the half-space H.
In fact, we may use a rectangular box or the convex hull to bound the surface as well. This increases the effectiveness of the technique but also increases the number of tests performed. Similarly, for the normal patch, a spherical bounding volume can be used. For patches with highly varying normal directions, the pseudo-normal surface seldom lies in the backpatch region, rendering the test ineffective. Indeed there exist few view points from which all parts of such patches are back-facing. Subdividing such patches and performing visibility test on each sub-patch yields increased effectiveness.
For most solid models we have examined, back-patch culling eliminates about 30-40% of the patches. Table 1 lists the performance of backpatch culling for some representative models. Note that some models have almost half of the patches culled away. Since most patches do not have highly varying curvatures, we have found that using bounding boxes is good enough. Using back-patch For small systems where calculating or keeping extra bounding boxes is too expensive, the view-frustum can be used as the bounding volume of the patch, especially for applications that use a narrow field of view.
Polygonization
We dynamically compute the polygonization of the surfaces as a function of the viewing parameters. Polygonization can be computed using uniform or adaptive tessellation for each frame. Uniform tessellation involves choosing constant step sizes along each parameter, and evaluating points on a regular grid in the parametric domain of a patch. It normally generates more polygons than are necessary for a given viewpoint. By comparison, adaptive tessellation may generate fewer polygons. In general, adaptive tessellation algorithms [For79, Luk93, Che93, SC88, SL87, FK90, Far93] recursively subdivide patches until each patch is flat or small enough. Empirical results, which we describe next, suggest that, for lage models, uniform subdivision methods are faster in practice than adaptive subdivision methods. (Also see [FMM86] .)
Adaptive Tessellation
Different algorithms for adaptive subdivision are presented in the literature [For79, Luk93, Che93, SC88, SL87, FK90, Far93]. We stored the sequence of viewpoints from a user-runof the system. For each of these viewpoints, we computed, off-line, an adaptive tessellation of each patch using the following algorithm:
1. Transform the control points of the patch to screen space.
2. Approximate the patch by a quadrilateral defined by its four corner control points.
3.
-If the maximum deviation of the patch from the approximating rectangle is more than 10 pixels, say at the parametric point (u 1 ; v 1 ), subdivide the patch into four sub-patches at isoparametric lines u = u 1 and v = v 1 and recursively tessellate each sub-patch.
-if the diagonal of the approximating rectangles is longer than 50 pixels, subdivide the patch into four sub-patches at isoparametric Thus, on-line, only a few polygons are generated and no tests to check whether the tessellation is satisfactory need to be performed, but the points on the surfaces and their normals are evaluated. We recorded the time spent in the four phases of the pipeline shown in Fig.1 . For a given patch, all these computations were performed by the same processor. The total number of processors used in an experiment was determined by the amount of memory needed for the model. This polygonization time, including the transformation time, was compared with the overall time, including the rasterization. As Table 2 shows, the adaptive tessellation stage was already the bottleneck. This means that any more computation that is of the order of the number of polygons generated will considerably slow down the system. It also implies that any time spent in computation of uniform tessellation must be relatively insignificant. In fact, as shown in Section 5, using frame-to-frame coherence we are able to achieve just that.
Uniform Subdivision
The following are some of the reasons that rendering time of algorithms that use uniform tessellation tend to out-perform those that use adaptive tessellation:
1. Simplicity of tessellation algorithm. Uniform tessellation involves one bound computation per patch, while adaptive tessellation typically requires a number of them.
2. Simple evaluation algorithms based on uniform forward differencing or modified Horner's rule, of average complexity O(n) as opposed to O(n 2 ) based on de Casteljau's algorithm (for a curve of degree n). 3. No good and simple algorithms are known for quick determination of the flatness of parts of a patch, a measure necessary for dynamic tessellation.
4. Ability to easily combine uniform tessellation with spatial and temporal coherence.
5. Most of the large-scale models consist of surfaces that do not have highly varying curvatures. This is indeed the case after converting B-spline models to Bézier surfaces. Adaptive subdivision does well on surfaces with highly varying curvatures. Uniform tessellation may oversample such surfaces.
The performance of uniform tessellation algorithms is a direct function of the step sizes. A number of related criteria can be used to define the image quality and thus fix the step size of tessellation.
Size criterion:
The size of the approximating triangles in screen space should be bounded.
2. Deviation criterion. The deviation of triangles from the surface should be bounded.
Tangent criterion:
The change of tangent between consecutive tessellants should be bounded.
Normal criterion:
The change of normal between consecutive tessellants should be bounded.
Normal Deviation criterion:
The deviation of triangle normals from the surface normals should be bounded.
To compute the bound on the step size in the parametric domain to satisfy these criteria, we need to compute bounds on polynomials. There is considerable literature on computation of such bounds. [LR81, Roc87, AES91, FMM86]. The criteria listed above are related to each other and not all of them need to be used. Further, these criteria are functions of the first, second and higher order derivatives of the surface vector. The size criterion works well only if the size parameter is small and the surface does not have small area and high curvature. The deviation criterion generates good approximations but is computationally expensive. The other criteria are even more costly to compute, and may not have significant impact on the image quality. In particular for rational surfaces, the degree of the second order derivative vector goes up by a factor of four and, therefore, any kind of computation for the deviation criterion takes a large fraction of the overall time.
These bounds can be applied in two ways for step size computation:
1. Compute the bounds on the surface in object space as a preprocessing step. The step size is computed as a function of these bounds and viewing parame-
2. Transform the surface into screen space based on the transformation matrix. Use the transformed representation to compute the bounds and the step size as a function of these bounds [RHD89, Roc87] .
We require only two mathematical formulations: one for the computation of the 'deviation' bounds, and another for the 'difference' bounds. Let us first consider the bound computations for the size criterion.
A rational Bézier surface 
for (1 i m, 1 j n).
In practice these bounds are good for polynomial surfaces only, when W ij = 1. However, after the perspective transformation, all of the polynomial parametrizations are transformed into rational formulations. Furthermore, since the weights tend to vary considerably (typically by an order of two to three), these bounds oversample the curved surface for a given TOL. As a result, the polygon rendering becomes a bottleneck for the overall process.
Bound Computation
We compute improved bounds for the rational surfaces in object space as part of a preprocessing phase. They are used to compute the step sizes as a function of the viewing parameters as shown in [AES93, FMM86] . An algorithm for computation of bounds based on the size criterion is presented in [AES91] . However, we must modify the bounds presented in [AES91] to use the mean value theorem for vector valued functions. By performing exact extrema computation, for a given TOL, we improve the tightness of their bounds. We illustrate the derivation of tighter bounds for Bézier curves. It is applied in a similar manner to surfaces. Given a rational curve C(t) = ? x(t); y(t); z(t); w(t) ; let X(t) = x(t) w(t) ; : : :; Z(t) = z(t) w(t) :
Given a step size in the domain, we want to compute tight bounds on the length of the vector C(t+ ) ?C(t).
It follows from the Mean Value theorem that
where t 1 ; t 2 ; t 3 2 t; t + ]. t 1 ; t 2 and t 3 need not be It may also occur at one of fx(0; 0); fx(0; 1); fx(1; 0) or fx(1; 1). We compute all roots of these equations and pick the maxima of those.
Therefore, the problem of computing the maximum derivative vector is equivalent to computing zeros of polynomial equations. In fact, it geometrically corresponds to curve intersection [MD92, Sed89] . In the first case, the two curves are algebraic plane curves, given as:
The degrees of these curves are (3m ? 2; 3n) in (u; v) for the first curve and (3m; 3n ? 2) in (u; v) for the second curve. This is rather high but using the method described in the appendix we are able to compute accurate solutions without numerical problems. Note that all these computations are part of the preprocessing stage.
Similarly, the maxima of fx(0; v) corresponds to computing the roots of fx v (0; v) = 0, which can be computed using root-finders or subdivision properties of Bézier curves [LR81] . Based on the solutions of these Given these bounds in object space, we compute the step size in screen space as a function of the viewing transformations. These bounds are invariant to rigid body transformations like rotations and translations. They vary with the perspective transformation matrix as shown in [AES93] .
Curve

Small tessellation step
The bounds for the other difference criteria can be computed similarly. In one case we seek to bound the length of the vector connecting two points on the surface, and in the others we seek to bound the angle between tangents or normals. These can be computed by starting with F u ; F v and F u F v . Owing to the inefficiency of such computations, we do not explicitly satisfy any of these criteria.
Deviation Bounds
For small values of TOL the size-criterion bound, derived above, works quite well. In case the surface area is small and curvature is high, they may undersample the surface. For example see Fig 3: the curve C is tessellated into two segments PQ and QR, each of magnitude less than TOL. The optimal solution to that problem would be based on the deviation criterion. The bound on deviation is computed using results from [FMM86] : We can reduce the computations of M 1 , M 2 and M 3 to finding zeros of polynomials and solve them using techniques from elimination theory. However, in practice this method typically oversamples the surface as the degree of these polynomials are quite high and the bounds become loose. Therefore we instead use a simple estimate based on the geometry of the transformed control points in screen space. To the number of steps, n u , computed for the size criterion, using the method detailed in the previous section, we add: to n v . This works well in practice because these numbers provide a fair idea of the curvature of the surface for most real life models. Most surfaces do not have highly varying curvature and are uniformly parametrized.
Comparison of Methods
We empirically compared our bound with those of Rockwood et. al. [Roc87] and Abi-Ezzi & Shirman [AES91] . For each model, these comparisons were performed over a large number of user-driven model inspection runs with different user-specified tolerance values. We collated the averages of the number of triangles generated for each model. The degrees of the patches in these models were between two and three in u as well as v. Some models, e.g. Dragon, contained no rational patches, keeping [Roc87] 's bounds tight. For a given tolerance, our bounds result in about 31% fewer triangles than [Roc87] and about 20% fewer than [AES91] . Color plate B displays the wireframes and shaded images of the pencil and goblet models computed using the three methods. 
Crack Prevention
Since the bound for required tessellation for each patch is evaluated independently, different tessellations on two adjacent patches are possible. This could result in cracks in the rendered image. To address this issue [RHD89, FMM86] suggested that the amount of tessellation at the boundary be based solely on the boundary curve, and a strip of filling triangles be generated at the boundary. However, this method does not work if the common boundary curves of the two adjacent patches do not have exactly the same parametric representation in terms of their control points. A common example occurs when one of the patches is subdivided into two, resulting in a T-joint at the common boundary. At T-joints, there is no way to prevent cracks without using information about the adjacent patches. To illustrate this fact, suppose we calculated the required tessellation for a boundary curve of a patch F. We can always subdivide one of the patches adjacent to this boundary, say F 0 , into two, say F 0 1 and F 0 2 , and reparametrize each of them in such a way that the tessellation points on the boundaries of F 0 1 and F 0 2 are different from F 0 and hence from F.
Our algorithm computes the adjacency information between the patches during the preprocessing phase. We assume that the patches share the same boundary curves geometrically. The algorithm computes the bounding boxes of the boundary curves and sorts them along their projections on the X, Y and Z axes to compute the overlapping pairs. For each pair of overlapping boxes the algorithm checks whether the two curves form a common boundary as follows:
Let the two boundary Bézier curves be C 1 (t) and C 2 (t). The curves are common only if 1. There exist t 0 and t 1 such that both C 1 (0) = C 2 (t 0 ) and C 1 (1) = C 2 (t 1 ), and 2. At least one of t 0 and t 1 lie in [0,1].
In degenerate cases these two conditions may be satisfied for boundary pairs that are not common. For example in Fig. 4a , Patch C may be marked adjacent to Patch A. Since we assume that the model does not have any holes, only one of the marked patches is actually adjacent, Patch B in this case. Such conflicts are resolved by considering a third point, arbitrarily chosen, on the boundary curve. We cannot have three common points on patches that do not have common boundaries.
Location of these points reduces to an inversion problem: given a point P and a curve C, find the parameter value t such that C(t) = P. Again using techniques from elimination theory, we first solve for t using the equation for the x coordinate:
At the actual root t 0 , the expressions Y (t 0 ) ? P y and Z(t 0 ) ? P z must also evaluate to zero. In practice the expressions do not evaluate to zero due to finite precision arithmetic. The t 0 that minimizes kC(t)?Pk is chosen.
We associate one of the adjacent patches, chosen arbitrarily, with each patch boundary. If we have two different representations for the boundary curve, we store the representation of the boundary curve of the associated patch with the other one also. To calculate the bounds on the curves and tessellate them, we use this stored representation.
Clearly, this algorithm does not handle cases when one boundary is tangent to another. Fortunately we do not need to compute such adjacencies. The topological consistency of the approximation is still maintained if the point of adjacency is always used in the tessellation. That this actually occurs can be seen by noting that, on each side of the tangency, there exists a patch with one corner at the point of tangency (see Fig. 4b ). To ensure that, we always pick the corners as tessellants.
Coherence
Typically, the change in the position of the model on screen between successive frames is small. As a result, the bounds for tessellation do not change much between successive frames. Most times the change in n u and n v is small, if not zero. We exploit this coherence by performing a minimal amount of computation to calculate the new polygonization of the curved model. At each frame we cache the vertices of the generated polygons, and their surface normals. As the new bounds are computed, we perform a few extra evaluations on the surface. If we need fewer triangles now as compared to the last frame, some polygons may be removed from the list. For most of our models, we typically do not need to store more than about 100,000 triangles, requiring less than 5 megabytes of memory. With more memory, some triangles that are not immediately needed can also be stored. Thus the memory requirements are not stringent for current graphics systems.
Given the tessellation size for the last frame (n u ; n v ) and that for the current frame (n u ; n v ), we want to update the polygonization while attempting to satisfy the tolerances closely. Let kn u ?n u k = ∆ u and kn v ?n v k = ∆ v .
For simplicity we present a description of the algorithm for tessellation along the u-axis. It is applied in a similar manner along the v-axis.
Let us first consider the case when n u > n u . We need to choose n u ?n u additional points in the domain 0; 1], such that the resulting polygonization is smooth. One simple solution is to use tessellations that are powers of two. Thus we need to introduce n u new tessellants subdividing the old tessellation, thereby halving the step size. For large values of n u , this results in a much denser tessellation than is required. Hence, instead of adding all the n u new tessellants, we pick just n u ? n u . Each of these is chosen as follows:
Of the candidate intervals we introduce the new tessellant in the intervals across which the change in the magnitude of the derivative vector is the maximum.
Formally, let n u2 = 2 dlg nue be the next power of 2 for n u . Thus there are at most nu 2 2 intervals to choose from, and of the . The chosen i is based on the derivative vectors: for tessellants at u 1 ; u 2 on the isoparametric line v = v 0 , let v 0 (u 1 ; u 2 ) = kF u (u 2 ; v 0 ) ? F u (u 1 ; v 0 )k 2 . We drop u 2 when it is understood to be the tessellant at smallest u greater than u 1 , i.e. the one next to u 1 (see example in Fig. 5) . We store the sum 01 of 0 (u 1 ) and 1 (u 1 ) for each evaluated tessellant in [0,1). Of these, the nu 2 2 candidate intervals are maintained in the sorted order. The next tessellant is added at the i corresponding to the head of this list.
Note that two sorted lists are maintained -a current list and a future list. The newly subdivided intervals do not become candidates till the required tessellation becomes greater than n u2 . The two lists are merged and a new list created when n u = n u2 i.e. it becomes a power of two. The algorithm is:
1. If CurrentList is empty, CurrentList := FutureList, Create empty FutureList.
2. Subdivide the interval corresponding to head(CurrentList), delete the head. In case n u < n u , we need to discard some tessellants. This is done analogously to the previous case. This time the last interval in the sorted order is removed first. Notice that this algorithm does not preserve the uniformity of tessellation. However, we always decompose the domain into rectangles whose edges are parallel to the u and v axis. Furthermore, whenever we introduce an additional tessellation along the u or v axes, all the points are computed based on a generalized Horner's rule or forward differencing which still takes linear time. This technique works well in practice because it includes some benefits of adaptive tessellation, increasing tessellation where the curvature is high. In addition, in doing so, the general efficiency of uniform tessellation is not compromised.
The graph in Fig. 6 shows the effect of coherence on rendering rate. This graph shows the frame rendering times of a short inspection of the car model shown on the color plate. Notice that not only does the coherence based rendering provide a speedup of about 7 ? 8, but it also exhibits a more consistent frame rate. The short peak in the rendering time, when all required points were evaluated every frame, occurred when most of the model went off screen. On average, the coherence-based scheme required the tessellation of only 15-20% of the model each frame.
In fact, since even in dynamic environments only local changes are made to a model most of the time, the coherence-based optimization is quite effective in such cases as well.
Implementation and performance
We have implemented our algorithm on a Silicon Graphics (SGI) R3000 with a VGX graphics accelerator, a SGI Onyx (single CPU) with a RealityEngine 2, and on the Pixel-Planes 5 system. The Pixel-Planes implementation is fully parallel, using the maximum number of available processors.
The performance of the algorithm on the SGI Onyx is shown in Table 4 . The images were rendered with Gouraud shading. The standard SGI-GL implementation is based on the algorithm presented in [RHD89, Nas93] and has a microcoded geometry engine implementation for surface evaluations. Although it is difficult to compare two different algorithms and implementations (for example, the design constraints may be different), we performed the following experiments using identical sets of viewing parameters. Also, a count of the number of patches is not necessarily the correct measure of model or rendering complexity. However, assuming that the model was designed to solve a particular problem, such as mechanical design, and not designed for rendering speed, a count of patches gives, in general, a fair idea of performance. Table 4 shows the relative speedups of our algorithm on the SGI Onyx. The third column shows the performance of the standard GL implementation as a baseline, while the fourth shows the performance of our algorithm with no optimizations. The fifth column shows backpatch culling only, while the sixth shows the effectiveness of coherence. Note that the visibility preprocessing optimizations improve performance significantly. Since the optimizations, phases I and II in Fig. 1 , are performed on the workstation's CPU, any reduction in the number of triangles generated during visibility and tessellation result in better rasterization rate. Currently, we are able to render models consisting of seven to eight hundred Bézier patches at 12 ? 16 frames a second.
Parallel Implementation
Pixel-Planes 5 [Fea89] uses extensive parallelism to increase rendering performance. This has become the practice in high-performance graphics accelerators [Ake93] . Figure 4 presents a block diagram of the PixelPlanes 5 system. Front-end geometry processing, such as transformation, clipping, and setup for rasterization, is performed on the Graphics Processors (GPs) which contain Intel i860 RISC microprocessors running at 40 MHz, 8 MB of main memory, and communications hardware. Triangle rasterization, and shading is performed on renderer boards which contain arrays of 128 by 128 1-bit processors with local memory [Fea89] and an instruction sequencer. The processing units are connected by a 160 million word per second ring communications network.
Since we have access to the GPs of Pixel-Planes 5, a parallel implementation of the tessellation algorithm seemed natural. Even though Pixel-Planes 5 is a retained-mode graphics accelerator, a feature of the software architecture is the ability to call user-programmed routines running on the GPs. These routines may generate arbitrary geometry in immediate mode for the rendering engine to display. This feature has been used successfully for problems which require close coupling between computation and the generation of geometry [Ban92] . The tessellation algorithm is implemented as a set of user functions running on the GPs. The algorithm does not require any inter-processor communication during execution. This property not only improves the parallel speedup, but also will make it easier to port the code to another multi-processor machine. Note that a disadvantage with running phases I and II of the tessellation on the same processors responsible for rendering is that any time spent executing tessellation code is subtracted from the rendering time. This makes some of the visibility optimizations less advantageous on the Pixel-Planes 5 implementation than on the SGI implementation.
The 8 MB of memory on each GP node allows us to take advantage of frame-to-frame coherence by caching the triangles generated by the tessellation for a previous frame. During display list traversal, we examine the current tessellation for each patch. If the cached tessellation is within the current bounds, it is rendered, otherwise, a new tessellation is computed. This coherence technique provides a considerable increase in performance.
It is not easy to evaluate the tessellation performance of a particular implementation of this algorithm separately from the triangle rendering performance of the machine on which it is executing. In Figure 7 , we show the total system performance -tessellation and rendering as a function of the number of GPs, for three models, a simple Utah teapot modeled with 32 Bezier patches, a car body panel consisting of 1700 patches, and a dragon modeled with 5354 patches.
The experiments were run on a medium-sized PixelPlanes 5 configuration with a maximum of 31 GPs, and 11 renderers. We varied the number of GPs to obtain an idea of the speedup obtained from parallelism. The size of the dragon model constrains us to a configuration with a minimum of 20 GPs. The graphs show the frame rate for a high resolution frame buffer (1280 1024 pixels). The update rate of the Pixel-Planes 5 frame buffer in high-resolution mode is limited to approximately 25 frames a second. We have been able to achieve 10 ? 20 frames per second on models consisting of five to ten thousand Bézier patches.
Load Balancing
Load balancing is done statically, as one of our goals is to eliminate communication between processors. Each processor is allocated a set of patches and passed the control points for each patch. Once this distribution is complete, the processors must transform their part of the model each frame. If the patches allocated to a processor, call it P, are adjacent in world space, and if the user zooms in to that part of the model, processor P becomes highly overloaded. At the same time, processors with patches occupying a small area on screen may be idle.
We experimented with a number of distribution schemes. A random distribution scheme [EGT90] does not perform well for our application. The reason is that the cost of rendering a patch can vary significantly. We made an explicit adjacency-based distribution and achieved better performance (see Table 5 ). This distribution ensures that adjacent patches are allocated to different processors, thus making sure that the set of 'zoomed-in' patches are well distributed across processors. We associate a cost with each patch. The cost of a patch F of degree m n is given by m n V F where V F is the volume of the convex hull bounding its control points. The total cost for a processor is the sum of costs of the patches allocated to it. The load-balancing algorithm for model distribution is listed below:
For each patch i Table 5 shows the effectiveness of the two algorithms. The values listed are the ratio of maximum load to minimum load across all processors. For each model, 10 userdriven sequences, of 500 frames each, were recorded, the maximum load-imbalance for each sequence was recorded, and the average of these 10 maxima was reported. These are runtime loads, i.e. load is equivalent to the time spent by these processors tessellating and transforming the model (see the pipeline in Fig. 1 
Visibility Preprocessing and Bounds
On average, visibility preprocessing improves the frame rate by about 25%. The actual performance is a function of the model and the graphics system. In particular, all the four phases of the pipeline shown in Fig. 1 are implemented on the GP's on Pixel-Planes 5. On the other hand, phase I and II are implemented on the host CPU on the SGI Onyx and the tessellated triangles are transformed, checked for back-face culling and scan-converted on the hardware rendering pipeline. Therefore, all the four phases in Fig. 1 constitute the triangle generation phase on Pixel-Planes 5, whereas it consists of phase I and II on the SGI Onyx. Although we have significantly improved on earlier algorithms for bound computations, the algorithm at times produces dense tessellation for some models. Due to this, the triangle rendering phase often becomes the bottleneck. In terms of the overall performance, it may be worthwhile to use more sophisticated algorithms for bounds computation so that fewer triangles are generated, thus alleviating the triangle rendering bottleneck. This is an especially attractive option for implementations, such as those on the SGI machines, where the tessellation is being performed independently of the graphics accelerator.
Conclusions
We have presented algorithms for interactive display of large-scale curved surface models on current graphics systems. The algorithms are portable and make use of improved techniques based on uniform subdivision, back-patch culling and frame-to-frame coherence. These algorithms can be easily implemented on machines with multiple processors as well, though for large-scale models the triangle rendering performance is the bottleneck. In this paper we have demonstrated these techniques on tensor-product surface models only. However, they are easily extended to models composed of triangular patches as well. The preprocessing is costly for applications involving interactive design. It would be useful to extend some of techniques presented in this paper to cases when models can be modified on-line.
The techniques described in this paper have been extended to trimmed Bézier surfaces [KM95] . In particular, coherence allows us to efficiently triangulate simple polygons without any artifacts. In addition, the backpatch detection scheme can be used to find patches that potentially contain the silhouette -this can be efficiently utilized by an algorithm performing more adaptive tessellation.
.1 Gauss Maps
The derivatives of a Bézier patch, F, with respect to u and v, respectively F u and F v , both lie in the tangentplane at F(u; v). Therefore, the pseudo-normal surface can be written as: 
Thus, the pseudo-normal surface is a 3m 3n rational Bézier surface and can be represented by a (3m + 1) (3n + 1) mesh.
.2 Elimination theory
In our application we need to find common roots of polynomials. In particular we use the method of resultants [Usp48] .
The resultant of a set of polynomials is a function of the coefficients and variables of the equations which evaluates to zero iff the polynomials have a non-trivial common root.
In particular, we use the Sylvester's resultant: Given two polynomials f(x) = a n x n + a n?1 x n?1 + : : : + 
