Continuing Chicone and Jacobs' work for planar Hamiltonian systems of Newton's type, in this paper we study the local bifurcation of critical periods near a nondegenerate center of the cubic Liénard equation with cubic damping and prove that at most 2 local critical periods can be produced from either a weak center of finite order or the linear isochronous center and that at most 1 local critical period can be produced from nonlinear isochronous centers.
Introduction
The theory of weak centers and local bifurcation of critical periods was investigated systematically and applied to both quadratic Bautin's systems and planar Hamiltonian systems of Newton's type by Chicone and Jacobs [3] in 1989. Since then, great efforts have been made for systems of higher degree in the direction of quadratic Bautin's systems. More concretely, for systems of a linear isochronous center perturbed with homogeneous cubic polynomials Rousseau and Toni [12] proved that at most 3 critical periods can be produced from either a weak center of finite order or a linear isochronous center and that at most 2 critical periods are produced from a nonlinear isochronous center. Romanovski and Han [11] investigated local critical period bifurcations for such cubic systems with an improved algorithm of computational algebra. Efforts were also made for systems of linear isochronous center perturbed with nonhomogeneous cubic polynomials, e.g., the reduced Kukles system by Rousseau and Toni [13] and reversible cubic perturbations of a quadratic isochronous center by Zhang, Hou and Zeng [14] . However, in the other direction of special physical systems no further results are found yet.
In this paper, continuing Chicone and Jacobs' work [3] on planar Hamiltonian systems, we study the weak centers and bifurcations of local critical period for Liénard equationẍ + f (x)ẋ + g(x) = 0, i.e., x = y,ẏ = −g(x) − f (x)y, (1.1) where f, g are both cubic polynomials. As in a similar notion in [6] , such a system is called simply as the cubic Liénard equation with cubic damping. Liénard equation is one of the most important differential equations and contains planar Hamiltonian systems of Newton's type as a special case. Since all equilibria of (1.1) lie on the x-axis and translations on the x-axis do not destroy the form of this system, in this paper we assume that the equilibrium of interest is at the origin O : (0, 0). This requires g(0) = 0. Moreover, the condition that O is of nondegenerate center type requires that f (0) = 0 and g (0) > 0. So we assume
where
, we can assume that b 1 = 1. In this paper we discuss system (1.1) with (1.2), where λ := (a 1 , a 2 , a 3 , b 2 , b 3 ) ∈ R 5 is regarded as the parameter. We first apply the results in [4, 5] on centers of polynomial Liénard equations to give a necessary and sufficient condition for coefficients under which the cubic Liénard equation with cubic damping has a center at O and finding the set of coefficients in which the center is isochronous. Then, we identify the weak centers of various possible order and discuss the local bifurcation of critical periods.
Conditions for center and isochronous center
The following necessary and sufficient condition for center was given in [4] . 
for some polynomials A, B and M such that M (0) = 0 and M (0) = 0.
Applying this lemma to the case of degree 3, i.e.,
which is system (1.1) with f and g assumed in (1.2), we give the following condition of center directly for coefficients.
Lemma 2.
O is a center of system (2.2) if and only if λ ∈ S I ∪ S II , where
Proof. Our proof is based on the method developed by Cherkas [2] . In order to solve system (2.1) with m = n = 3, we choose
In fact, Substituting those formal polynomials (2.3) in (2.1) and comparing coefficients, we obtain two recursive systems of α i , β i and m i : :
1 /9}. Proof. When λ ∈ S I , Corollary 1 in [5] implies that system (2.2) has an isochronous center at O if and only if
and a 2 = a 3 = b 2 = 0, implying that λ ∈ S III . Consider λ ∈ S II . By Theorem 3 in [5] , (2.5) is a necessary condition for system (2.2) to have an isochronous center at O. From (2.5) we get
which holds if and only if
Obviously,
In the next section we discuss the weak centers of finite order for λ ∈ (S I ∪ S II ) \ S III .
Weak centers of finite order
Let P(r, λ) denote the minimum period of the periodic orbit around the origin through a nonzero point (r, 0). By the Period Coefficient Lemma [3] , P(r, λ) is analytic locally and can be represented as its Taylor series
2) has a weak center of order k at O.
Lemma 4.
O is a weak center of order at most 2 of system (2.2) when λ ∈ S I \ S III and the center is of order k (k = 0, 1, 2) if and only if λ ∈ Λ k I , where
1 /9, a 1 a 3 = 0}, and
Proof. When λ ∈ S I , with the computer algebra system Maple V9 we calculate Let V (h 1 , . . . , h m ) denote the algebraic variety of h 1 , . . . , h m , the set of common zeros of h 1 , . . . , h m as seen in [1, 8] . In order to handle the followed polynomials of higher degree, the technique of pseudodivision [10] will be employed. For h 1 , h 2 ∈ R[x], let prem(h 1 , h 2 , x) denote the pseudoremainder of h 1 divided by h 2 . As known in [9] , h 1 (x) = h 2 (x) = 0 if and only if h 2 (x) = prem(h 1 , h 2 , x) = 0, i.e.,
where prem( p 6 , p 2 , b 3 ) = 6772 211 712a 3 (20a 3 1 − 63a 3 ).
Noting that V ( p 6 , p 4 , p 2 ) = S III , we see that O is a weak center of order at most 2 when λ ∈ S I \ S III . Moreover, O is a weak center of order 0 if and only if p 2 = 0, implying that λ ∈ Λ 0 I . Similarly, O is of order 1 if and only if
I . Using the same arguments we also obtain that O is a weak center of order 2 if and only if λ ∈ Λ 2 I .
Lemma 5. O is a weak center of order at most 2 of system (2.2) when λ ∈ S II \ S III and the center is of order k (k = 0, 1, 2) if and only if λ ∈ Λ k II , where
: λ lies on curves Υ ± }, and
Proof. Since λ ∈ S II we get, up to a nonzero constant multiple, that Obviously, V ( p 2 ) = {λ : In order to use the technique of resultants (see [7] ), we consider both prem( p 4 , p 2 , b 3 ) and prem( p 6 , p 2 , b 3 ) as polynomials in b 2 , i.e., we take the order of variables b 3 ≺ b 2 in elimination. Both prem( p 4 , p 2 , b 3 ) and prem( p 6 , p 2 , b 3 ) have nonzero leading coefficients. By the Product Formula in [7, p. 398 
if and only if a 1 = 0. Furthermore, from the expressions of V ( p 2 ), prem( p 6 , p 2 , b 3 ) and prem( p 4 , p 2 , b 3 ), we obtain that V ( p 6 , p 4 , p 2 ) = {(0, 0, 0, 0, 0)}, but the origin is isochronous by Lemma 3. Thus, without calculation for p j 's ( j ≥ 8) we make sure that O is a weak center of order at most 2 when λ ∈ S II \ S III .
By the definition of order of weak centers, the origin O is of order 0 if and only if p 2 = 0, implying λ ∈ Λ 0 II ; of order 2 if and only 
II . From Lemmas 4 and 5 we conclude the following result.
2) has a weak center of order at most 2 at O and the center is of order k (k = 0, 1, 2) if and only if λ ∈ Λ k I ∪ Λ k II .
Bifurcations of critical periods
In this section we investigate how many local critical periods can be produced from a perturbed system of (2.2) near O. By the definition in [3] , a local critical period is a period corresponding to a critical point of the period function P(·, λ) which arises from a bifurcation from a weak center. We say that k local critical periods bifurcate from a weak center at O corresponding to the parameter λ * if for every ε > 0 and every neighborhood W of λ * (in the region of parameters for which the system has a center at O) there is a point λ 1 ∈ W such that P (r, λ 1 ) = 0 has k solutions in U = (0, ε). Moreover, we say that at most k local critical periods bifurcate from a weak center at O corresponding to the parameter λ * if for every ε > 0 there is a neighborhood W of λ * such that P (r, λ) = 0 has at most k solutions in U = (0, ε) for any λ ∈ W . As defined in [3] , real functions g 1 , . . . , g on R N are said to be independent with respect to real function g +1 on R N at λ * ∈ V (g 1 , . .
. . , g j ) and g j+1 (λ) = 0 then every neighborhood W of λ contains a point σ ∈ V (g 1 , . . . , g j−1 ) such that g j (σ )g j+1 (λ) < 0, and (iii) if λ ∈ V (g 1 ) and g 2 (λ) = 0, then every open neighborhood of λ contains a point σ such that g 1 (σ )g 2 (λ) < 0. It is easy to see that if g 1 , . . . , g are independent with respect to g +1 at λ * ∈ V (g 1 , . . . , g ) then, for each k = 2, . . . , , g 1 , . . . , g k−1 are independent with respect to g k at every λ ∈ V (g 1 , . . . , g k−1 ) such that g k (λ) = 0.
Theorem 2. For each k = 1, 2, at most k local critical periods occur in a perturbed system of (2.2) for λ ∈ Λ k I ∪ Λ k II . Moreover, there are perturbations of (2.2) where λ ∈ Λ k I ∪ Λ k II with exactly one or exactly two critical periods. Proof. We obtain the first assertion directly by Lemma 2.2 in [3] . In order to prove the second, by Theorem 2.1 in [3] we need to check conditions for independence. It suffices to discuss the case of k = 2 and prove the independence of p 2 , p 4 with respect to p 6 at each λ ∈ Λ 2 I ∪ Λ 2 II by checking (i) and (iii) only. Consider some λ * ∈ Λ 2 I ∪ Λ 2 II . If λ * ∈ Λ 2 I , by Lemma 4, λ * = (0, 0, a 3 * , 0, 0), where a 3 * = 0. Obviously, every open neighborhood of λ * contains a point λ 1 = (−sgn(a 3 * )ε, 0, a 3 * , 0, ε 2 /9), where ε > 0 is sufficiently small. We can check that p 2 (λ 1 ) = 0, p 4 (λ 1 ) = −1152sgn(a 3 * )a 3 * ε, p 6 (λ 1 ) = 73 156 608a 2 3 * − 23 224 320a 3 * ε 3 , implying that p 4 (λ 1 ) p 6 (λ 1 ) < 0 for sufficiently small ε. Thus condition (i) of independence is checked for λ = λ * ∈ Λ 2 I . On the other hand, if λ * ∈ Λ 2 II , by Lemma 5, λ * = (a 1 * , a 2 * , a 3 * , b 2 * , b 3 * ) lies on Υ ± , where a 1 * = 0, a 3 * = (a 3 1 * + 10a 1 * b 2 2 * )/9, b 3 * = (a 2 1 * + 10b 2 2 * )/9. Then every open neighborhood of λ * contains a point λ 1 = (ã 1 * ,ã 2 * ,ã 3 * , b 2 * ,b 3 * ), wherẽ a 1 * = a 1 * − sgn(a 1 * )ε,ã 2 * =ã 1 * b 2 * ,ã 3 * =ã 1 * b3 * ,b 3 * = (ã 2 1 * + 10b 2 2 * )/9 and ε > 0 is sufficiently small. It is easy to check that p 2 (λ 1 ) = 0, p 4 (λ 1 ) = −(66 − 2 √ 385)sgn(a 1 * )a 3 1 * ε + O(ε 2 ) and p 6 (λ 1 ) = (2256 + 396 √ 385/7)a 6 1 * + O(ε). It implies that p 4 (λ 1 ) p 6 (λ 1 ) < 0 for sufficiently small ε, which verifies condition (i).
In order to check condition (iii), consider λ ∈ V ( p 2 ) and p 4 (λ) = 0. By Theorem 1, it is equivalent to say
) and a 1 a 3 = 0. Clearly, for sufficiently small ε > 0, σ := (a 1 − sgn(a 3 )ε, 0, a 3 , 0, a 2 1 /9) lies in a small neighborhood of λ and satisfies p 2 (σ ) = −4 sgn(a 3 )a 1 ε + 2ε 2 , p 4 (λ) = 1152a 1 a 3 .
Then p 2 (σ ) p 4 (λ) < 0 for sufficiently small ε, which verifies condition (iii). Then p 2 (σ ) p 4 (λ) < 0 for sufficiently small ε. Thus condition (iii) also holds.
Besides the bifurcations from weak centers of finite order, we are also interested in local critical periods occurring from an isochronous center. As known in Lemma 3, O is an isochronous center if and only if λ ∈ S III . In addition, O is a linear isochronous center when a 1 = 0 or nonlinear isochronous center when a 1 = 0. which is the same as given by S III in our Lemma 3. If (5.3) does not hold, Theorems 3.3, 3.4 and 3.7 in [13] show that O is a weak center of order at most 1, at most one local critical period occurs in perturbations of system (5.2) and there are perturbations with exactly one local critical period. On the other hand, when (5.3) does not hold, one can easily check that λ ∈ S III ∪ Λ 2 I ∪ Λ 2 II , implying the same by our Theorems 1 and 2.
