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In this report it is shown that a tree-connected network n binary automata can compute any 
Boolean transformation on n variables if and only if the underlying graph is a star. 
1. INTRODUCTION 
A network N of n finite-state automata is a collection of n machines M, , Ml,..., M, 
having a common nonempty state-set X, and connected together according to a 
directed graph of order n. Each machine Mi can synchronously change its state at 
discrete time steps as a function J of the states of the machines from which it can 
directly receive information; this function can change from time step to time step, and 
the simultaneous action of the local functions h defines global transition functions 
which act on the entire network, changing patterns of machine states to other 
patterns. A function F from X” into itself is said to be computable on N if it is 
equivalent to the application of F, followed by I;,, F3,..., F,, where every Fi is a 
global transition function of N. 
Such networks are closely related to those introduced in [2, 121 to solve graph 
problems, and in [ 10, 111 to generalize the tiring squad synchronization problem; 
however our model is more general because the local transition functions are 
independent from each other and need not be constant in time. 
We show that if a network of n binary automata is strongly connected and admits 
a machine which can directly receive information from any other machine, then it can 
compute any function from (0, 1)” into itself; then, we show that this sufficient 
condition is also necessary in the class of tree-connected networks. 
Amoroso and Epstein [ 11, and more recently Butler [3], have studied a similar 
computation problem in the context of cellular automata, i.e., infinite regular arrays 
of finite-state machines where the local functions can change from time step to time 
step, but are identical for each machine in the array. More precisely, it is shown in 
[ 1 ] that for any neighborhood interconnection pattern on a one-dimensional binary 
tessellation structure, there exist indecomposable parallel maps, i.e., parallel maps 
that cannot be composed from a sequence of parallel maps of a one-dimensional 
binary cellular automaton with a simpler neighborhood interconnection. 
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2. PRELIMINARIES 
For any positive integer n, and for any finite nonempty set X, A,(X) denotes the 
set of mappings from X” into itself. 
A directed graph of order rt is denoted by G = ([n], V), where [n] = { 1, 2,..., n) is 
the set of vertices and U c [n] x [n] is the set of arcs. 
A mapping f from X” into X is said to depend on xi if there exist a, b E X”, 
a = (a, ,..., a,), b = (b, ,..., b,) such that ai = bi for 1 < i # j < n and f(a) #f(b). 
A mapping F = df, ,..., f,) E A,(X) is said to be compatible with a directed graph G 
of order n is every fi does not depend on variables xj, j # i, such that (j, i) is not an 
arc of G. 
A network of size n is a couple N = (G, X), where 
(i) G is a directed graph of order n and can be thought of as the intercon- 
nection pattern between the machines in the network. 
(ii) X is a finite nonempty set and can be thought of as the set of states that 
the machines in the network can assume. 
In such a network, the machine Mi at vertex i can directly receive information from 
its neighbouring machines Mj such that (j, i) is an arc of G. Each machine M, can 
synchronously change its state at discrete time steps as a function fi of its state and 
the states of its neighbours; these functions can change from time step to time step 
and their simultaneous action defines transition functions of the network, 
F = (f, ,..., f,), which transform the current state x = (xi ,..., x,,) into another state 
Y = dfi(x),..*,f,(x)). Cl ear y, 1 a mapping FE ,4,,(X) is a possible transition function if 
and only if it is compatible with G. 
EXAMPLE 1. If G is a chain of order n with suitable boundary conditions, and if 
the functions f, are equal and constant in time, then (G, X) is afinite one-dimensional 
iterative automaton [ 8). 
EXAMPLE 2. If all the machines in the network have the same number of 
neighbours, and if the functions fi are equal and constant in time, then (G, X) is a 
cellular network [ 61. 
EXAMPLE 3. Let us assume the existence of a quiescent state w E X such that for 
any i, fi(w,..., w) = w, and let us consider the functions ri E A,(X) defined by 
ri(Xi )***9 XJ = (Y, 9***, y,), where yj = xj if (j, i) is an arc of G, and yj = w, otherwise. 
If there exists a function 4 E A,(X) such that for any i, fi = 4 0 Zi, then (G, X) 
belongs to the class of networks introduced in [2, 121. 
DEFINITION. Let S be a submonoid of A,(X), i.e., a subset of A,(X) stable with 
respect to composition. Then S is said to be computable on a network N = (G, X), if 
any function F E S can be decomposed into the form F = F, o F,_ , o a.. o F, , where 
every F, is an element of S compatible with G. 
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FIGURE 1 
Clearly, starting from an initial state x E X” at time t = 0, if F,, F*,..., F, is the 
sequence of transition functions of the network, then the state at time t = r will be 
F(x) = F, 0 F,_, 0 +.a 0 F,(x). 
Before coming to the computation of Boolean functions, let us recall two results. 
PROPOSITION 2.1 [ 131. Let N = (G, X) be a network of size n, where (X, +, +) is 
a field. The set of linear mappings from X” into itself is computable on N if and only 
if G is strongly connected. 
Comment. Kim and Roush [7] have generalized this result to the case where the 
graph G can change from time step to time step. 
Let us identify any permutation of order n, u E S,, with the mapping p, E A,(X) 
defined by P,(x, ,.-, x,,) = (x,(~), T,(~),..., x0(,,) ). Therefore S, can be considered as a 
submonoid of A,(X). 
PROPOSITION 2.2 [9, 141. Zf we except the two graphs of Fig. 1, S, is computable 
on a network N = (G, X) of size n if and only if the following conditions are satisfied: 
(i) G is strongly connected, 
(ii) G contains at least two elementary circuits, and 
(iii) G contains an elementary circuit of even length. 
3. COMPUTATION OF BOOLEAN FUNCTIONS 
In the sequel, K denotes the fieZd ((0, I}, +, a) of integers module 2; K” is thus a 
vector space and e, = (O,..., 0, 1, O,..., 0) denotes the ith element of its canonical basis. 
A polynomial P E K[X, ,..., X,] is said to be reduced if its degree with respect to 
any variable is 0 or 1. The importance of this notion follows from the classical result 
which says that any mapping from K” into K can be represented by a unique reduced 
polynomial P E K[X, ,..., XJ. From now on, every function f from K” into K will be 
identified with its reduced representative polynomial. 
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Let a = (a, ,..., a,) E K” and 1 < i ,< n. It is easily 
(a) The mapping #a,i E A,,(K) defined by 
verified that: 
the transposition of K” which exchanges a with a + ei. 
(b) The mapping Yd,i E A,,(K) defined by 
yd,i(xl 9***? xn> = 
t 
xl 9.*=9 xi_ 15 x/ + fi (1 + a.i -t Tj>V xi+ 1 Y-**Y X,1) 
.j= I 
such that Y,,i(a) = a + e, and YQ.i(x) = x if x # a. 
LEMMA 3.1. Every mapping FE A,,(K) can be generated by 
{#a,;, Yb,i; a E K”, 1 < i < n}. 
Proof: We proceed by induction on Z(F) = 1(x E K”: (F- ‘(F(x))/ > 2}1, where we 
write ( ( to denote cardinality. 
Let us identify K” with the vertices of the n-dimensional hypercube. The mappings 
#(l,i are transpositions which exchange two adjacent vertices; since the hypercube is 
connected, it follows that (#,,i; a E K”, 1 < i ,< n} generates all the bijections from 
K” into itself. On the other hand, if FE A,,(K) is such that Z(F) = 1, it is easily 
verified that there exist bijective mappings FiF” E A,(K) and a mapping lu,,i such 
that F = F’ o Ya,i o F”; hence the result is true for Z(F) ( 1. 
Assume F E A,(K) is such that Z(F) = r > 2 and the result holds for all F’ E A,,(K) 
such that Z(F’) < r - 1. Let a, u E K” be such that IF- ‘(F(u))1 > 2, F-‘(u) = 0, and 
let F,, F, E A,,(K) be defined by 
F,(x) = F(x), if x f a, and F,(x) = x, if x # 24, 
= 24, ifx=a; = F(a), if x = U. 
Since Z(F,) = r - 1, Z(F,) = 1, and F = F, o F, , the result holds for F. This ends the 
proof of Lemma 3.1. I 
PROPOSITION 3.2. Let N = (G, K) be a network of order n such that G is strongly 
connected and contains a vertex r such that for any i dl@erent from r, (i, r) is an arc 
of G. A,,(K) is computable on N. 
Proof: For any a E K”, #,,, and Ug,r are compatible with G; for any 
transposition u = (i, r) E S,, the mapping P, E A,,(K) defined by P,(x,,...,x,,) = 
(X,(I) )“.9 X,(“)) is a linear transformation of the vector space K” and is thus 
computable on N (Proposition 2.1); since P, o 4,,, o P, = #a,i and P, 0 YO$, 0 P, = 
Y,,i it follows that A,,(K) is computable on N (Lemma 3.1). a 
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FIG. 2. Chain of order 4. 
4. BINARY TREE-CONNECTED NETWORKS 
A network N = (G, K) is said to be tree-connected if G is connected, for any arc 
(i, j) of G, (j, i) too is an arc of G, and G does not admit any circuit of length greater 
than two; a pair of arcs ((i, j), (j, i)) is called an edge and in figures, it is represented 
by a line joining vertex i to vertex j. 
EXAMPLES OF TREES. The chain of order n (see Fig. 2) is defined by 
G = ([n], U), khere U = {(i, i + l), (i + 1, i); 1 < i < n - 1). The star of order n (see 
Fig. 3) is defined by G = ([n], U), where U= ((1, i), (i, 1); 2 < i < n). 
MAIN THEOREM. Let N = (G, K) be a tree-connected network of n binary 
automata. The symmetric group over K” is computable on N if and only if G is a star. 
Before coming to the proof of this theorem, we need some preliminary results. 
LEMMA 4.1. Let F = (f l,...,fn) EA,(K) be bijective and let I s [n] be such that 
(I( < n - 1. The reduced form of nke, fk is of degree at most n - 1. 
Proof. F can be written F = F, 0 F,_, 0 ..e 0 F,, where every Fi belongs to 
{Q,,i; a E K”, 1 < i < n}. 
If r= 1, F(X)=~,,i(X)=(X1,...,Xi_l,Xi+nj,i(l +aj+Xj),Xi+l,...,X”). For 
i&l9 Ilkerfk=IXk.r~k and the result holds. For iE I, nkE, fk = nkE,xk + 
Iljzi C1 + aj + Xj)lYIkcr-~i) x . On the right side of the equality, the second term does k 
. 1 . 
FIG. 3. Star of order 5. 
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not depend on xi. Since in K, x2 =x, any polynomial which depends on at most 
n - 1 variables is of degree at most n - 1; hence the result is true. 
The case r > 1 is easily carried out by induction on Y. 1 
A function f from K” into Km, n > m, is said to be balanced if for any a E K”, 
If-‘(a)/ = 2”-“. 
LEMMA 4.2. A function ffrom K” into K is balanced if and only if there exists a 
bijective mapping F = dfi ,..., f ) E A,(K) and an index i such that fi = J n 
Proof (Necessary). If f is balanced, let us denote f-‘(O) = {a’; 1 < i < 2”-‘), 
f-‘(l)=(b’,l<i<2”-‘j, K”-‘={ c’; 1 < i < 2”-‘}. Let F’ = (fi,...,f,) be the 
mapping from K” into K”-’ defined by F’(a’) = F’(b’) = ci, 1 ,< i < 2”-‘. It is easily 
verified that F = (A f2 ,..., f,) E A,,(K) is bijective. 
SuJTcient. Let us assume that i = 1. F = (f,, fi,...,f,) is bijective, thus for any 
a E K, 2”-’ = /{a) X K”-‘J = IF-‘({a) x K”-‘)I = If -‘(a)/ hence f is balanced. i 
LEMMA 4.3. Let F = (f, ,..., n f ) E A,(K) be bijective, v& depends on r variables, 
then it is of degree at most r - 1. 
Proox Let us assume that i = 1 and f, depends on x,, x2,..., x,. The mapping z 
from K’ into K defined by x(x, ,..., x,) = f,(x, ,..., x,, 0 ,..., 0) is such that for any 
a E K,, I_?;‘(a)/ = 2’-” 1 f;‘(a)/, thus j: is balanced, and there exists a bijective 
mapping F’ = (s, ,..., g,) E A,(K) such that g, =T, (Lemma 4.2). Since?, and f, have 
the same reduced representative polynomial, it follows that f, is of degree at most 
r- 1 (Lemma 4.1). I 
LEMMA 4.4. Let F = (f,, f2 ,.,., f,,) E A,,(K), n > 3, be bijective. If there exists an 
index i such that for any j dlflerent from i, fi does not depend on Xi andfj does not 
depend on xi, then F is an even permutation of K”. 
Proof: Let us assume that i= 1. It follows from Lemma 4.3, that f,(x) =x, + a, 
a E K. 
The mapping F’ E A,(K) defined by F/(x, ,..., x,,) = (x, + 1,x, ,..., x,) is the 
product of 2”-’ transpositions of K” and is thus even. Let F(x) = 
(x1 3 f*(x* >***, xn),..., fJx,,..., x,)) and let F,,, F, E A,(K) be defined by 
F,,(x) = F(x), if x, = 0, and F,(x) = F(x), if x, = 1, 
= x, if x, # 0; = x, if x,fl. 
It is easily verified that F, = F’ oF,oF’,andF=F,oF,=F,oF’~F,oF’,hence 
F is even. For F(x) = (x, + I,f,(x, ,..., x,,) ,..., f,(x, ,..., x,~)) one has F 0 F’(x) = 
(x,rfz(x2,*.., x,),...,fn(x*,..., x,)). Since F’ and F o F’ are even as shown above, F is 
even. I 
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Comment. It is well known (see, for instance, [4]), that any afline transformation 
from K” into itself is a product of mappings of the form 
E;,$(x, ,..., x,) = (x, ,..., xi _ , , xi + axj i- b, xi + , ,..s, x,). 
From Lemma 4.4, it follows that any bijective aftine transformation FE A,(K), 
n > 3, is an even permutation of K”. 
LEMMA 4.5. Every bijective mapping FE A.,(K) compatible with the chain of 
order 4 is an even permutation of K4. 
ProoJ F is of the form F(x) = (f,( Xl Y x2), .Mx, 3 x7.3 -4f3(XZ~ x3~4ux3 9 x4)>. 
Since for any a E K”, n > 2, the mapping F’ E A,(K) defined by F’(x) = x + a is an 
even permutation of K” (Lemma 4.4), we shall assume that the mapping F does not 
admit any constant term in its reduced representative polynomial. 
Case 1 
f,(xi , x2) = x2 (or symmetrically,f,(x,, x4) = x3). The mappings F, , F,, F, E A,(K) 
defined by F,(x) = (x2, xl, x3, x,), F,(x) = (x, ,.Mx,, x1, x3 ), x3, x4) and FAX) = 
(xI,x*,f3(x2,x3,xq),f4(x3,x4)) are even. Since F = F, 0 F, Q F, 0 F, 0 F,, it follows 
that F is even. 
Case 2 
f,(x, , x2) = x, (or symmetrically &(x3, x,) = x4). It is sufficient to show that the 
restrictions F,, and Fl of F to I, = {x E K”: x, = 0) and I, = (x E K”: x, = 1) are 
both even or odd. From Case 1, we can assume that f,(x) = x, + 8x,. 
Subcase 2a. If f,(O, xt, xj) = f2( 1, x2, x3) + a, a E K, then F, and F, are both 
odd or even, hence F is even. 
Subcase 2b. f,(O, x2, x3) = x2 + a and f2( 1, x2, x3) = x3 + px, + y (or sym- 
metrically, fi( 1, x2, x,) = x2 + a and f*(a, x2, x3) = x3 + /lx2 + y) by successive 
application of Lemma 4.1 to the products f2(0, x2 Y MxX2~ x3 7 -4 
f,(l, x2, x3)f3(x2, x3, x4), and f3(x2, x3, x,).f4(x3, x,), it follows that f3 is afine; 
therefore, F,, and F, are even; hence F is even. 
Subcase 2c. f,(O, x2, x3) = x3 + a and f2( 1, x2, x3) = x2 +/lx, + y (or sym- 
metrically, &( I, x2, xj) = x3 + a and f,(O, x,, x3) = x2 + /?xs + y. As in Subcase 2b, 
the successive application of Lemma 4.1 to the products fz(O, x2, x3)f3(x,, x3, x4), 
_fA L x2, x3)f3(x2, x3, x4), and f,(x, , x3, xp).f4(x3, x,) shows that I;, and F, are affme, 
hence F is even. 
Case 3 
f,(x) =x1 -t x2 (or symmetrically fq(x3, x4) = x3 + x4). Let us consider the 
mappings F,, F, E A,(K) defined by F,(x) = (x, + x2, x2, x3, x4) and F,(x) = 
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FIGURE 4 
(xl, fi(x, + x2, x2, x3),f3(x),f~(x)); F = F, 0 F, . Since F, is even (Lemma 4.4) and 
F2 is even (Case 2), it follows that F is even. 
This ends the proof of Lemma 4.5. 1 
Proof of the Main Theorem. For the necessary condition, we are going to show 
that if G is a tree of order n different from a star, then any bijective mapping 
F EA,(K) compatible with G, is an even permutation of K”. Let us proceed by 
induction on n. The case n = 4 follows from Lemma 4.5. Let G be a tree of order 
II > 5 and let us assume that the result holds for all trees of order n - 1. As 
illustrated in Fig. 4, there exists a pendant vertex i such that the tree G’ obtained 
from G by removing vertex i is not a star: let j be the vertex adjacent to i in G. If 
F = (f, ,..., f,) E A,(K) is compatible with G,h can depend only on xi, xj and is thus 
affine. We then proceed as in the proof of Lemma 4.5 by noticing that in Case 2, F, 
and F, are even from the induction hypothesis. 
The sutkient condition follows from Proposition 3.2. 1 
As an immediate consequence of the main theorem, one has 
COROLLARY 4.6. A,(K) is computable on a tree-connected network N = (G, K) of 
n binary automata, if and only if G is a star. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
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