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showed that high diapause was
associated with amino-acid-changing
variation in two sites in the 30 end of
exon 5: one polymorphism changed
alanine to valine and the other
isoleucine to lysine. The strongest
association was found with the latter
polymorphism [6]. It is not clear how
this amino-acid polymorphism might
be related to the differences in cpo
transcript abundance between the high
and low diapausing recombinant
inbred lines.
While the above results firmly
establish a role for cpo in fly diapause,
some important questions remain.
For example, how does the cpo
amino acid polymorphism translate to
phenotypic variation in diapause?
How do tim, Dp110 and cpo interact to
affect natural variation in diapause and
its associated adaptive phenotypes,
such as lifespan, fecundity, lipid
levels and stress resistance?
The cpo gene was first identified
through a screen for genes expressed
in sensory organ precursor cells during
peripheral nervous system
development: cpo mutant flies exhibit
a variety of behavioural phenotypes,
including abnormal responses to
light [7]. The cpo gene is expressed in
the peripheral and central nervous
systems of embryos, larvae and
adults and in the midgut, glia, salivary
glands and in the ring gland which is
the primary endocrine structure of
Drosophila [15]. This expression
pattern is intriguing as diapause is
known to be under neuroendocrine
control [2]. Further studies
addressing the temporal and spatial
patterning of cpo required for
natural variation in diapause are
warranted.
The coordination of metabolism and
reproduction with circadian cycles is
found among yeast, worms, flies and
mammals [16]. Synchronization of
reproduction in spring time can occur
as a result of mammalian embryonic
diapause [17]. In human seasonal
obesity, climatic factors alter the
coordination of resource use and
reproduction [18,19]. Future research
on the mechanisms of diapause will
not only expand our understanding
of the function and evolution of this
fascinating overwintering strategy in
insects, it will also provide us with
candidate genes and pathways
modulating the diverse responses of
a variety of organisms to seasonal
changes.
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Nerve cells adjust their electrical excitability and the overall strength of
synaptic connections to maintain their functional identity. A recent study
suggests that they may also regulate dendritic branch patterns to compensate
for the variability of synaptic contacts and help ensure appropriate connectivity
in the brain.
Dirk Bucher
The elaborate morphology of neuronal
dendrites and the complex spatial
distribution of synapses they receive
are cell-type specific and determine
how signals are integrated, thereby
lending considerable computational
power to a single neuron [1]. However,
even in the case of individually
identified invertebrate neurons, which
can unambiguously be compared
across individuals, neuron morphology
is variable [2,3]. Furthermore, the
number and distribution of physical
synaptic contact sites throughout the
dendrites are variable. Despite this
variability, nerve cells have to function
in a consistent manner that is
appropriate for their role in circuit
activity (Figure 1). How does
variability arise? During development,
the precise branching patterns and
the placement of synapses are
Dispatch
R65established in different steps [4,5].
In a complex temporal sequence
involving both activity-dependent and
activity-independent mechanisms,
branches are added, eliminated,
increased in size or retracted.
Concurrently, synaptic contacts are
formed or eliminated, strengthened or
weakened, and the overall size of the
neuron increases.
The interplay of synaptogenesis and
dendritic growth has been studied
extensively, but there is no consistent
picture across different model systems
and developmental stages. In some
cases, the arrival of synaptic inputs
stimulates dendritic elaboration, while
in others it stops arbor growth and
stabilizes existing branches. Either
way, how is the functional identity of
specific cell types maintained in the
face of structural dynamics and
variability? A recent paper by Tripodi
et al. [6] suggests that some forms of
dendritic structural plasticity can be
homeostatic in the sense that they
compensate for the variability of
synaptic inputs.
Homeostatic mechanisms balance
plasticity and developmental changes
in order to keep neuronal activity
within functional boundaries [7,8].
Even though the detailed cellular
mechanisms are elusive, the basic idea
is that a target average electrical
activity is as much part of neuronal
identity as is its transmitter phenotype.
In consequence, the abundance of
different types of ion channels and the
relative strengths of inhibitory and
excitatory synaptic inputs can only
change in a balanced manner that
ensures stable overall electrical
activity.
Neuronal homeostasis is
conceptually intertwined with the
observation that virtually all of the
components that determine a neuron’s
function and identity to some degree
vary quantitatively across individuals
[9]. This variability is seen in the
expression levels of receptors and
ion channels, in the strength and
distribution of synaptic contacts, and
in the detailed dendritic morphology
of neurons. Variability arises from
different biological processes. Genetic
differences, epigenetic factors and
plasticity give rise to component
variability, which is the reason
compensatory mechanisms are
needed in the first place. Conversely,
homeostatic mechanisms themselves
result in variability because there maybe different solutions to the same
problem — quantitatively different
combinations of subcellular
components may be found that give
rise to consistent functional properties.
Not surprisingly, it is not always easy to
tell if some variable cellular property
is the cause of homeostatic regulation
or part of the regulatory mechanism in
action.
Dendritic morphology is a good
example of this predicament. Structural
variability could be the consequence
of developmental processes and
may therefore need to be compensated
by homeostatic changes in excitability
and synaptic function. Alternatively,
it could be the result of structural
plasticity that itself compensates
for variability of synaptic inputs.
Tripodi et al. [6] argue the latter.
They studied a motor neuron during
Drosophila embryonic development.
This choice came with a number of
distinct experimental advantages.
First of all, this motor neuron is an
identified individual and can be
unambiguously compared across
individuals. Second, its dendritic
arbors can be visualized
in conjunction with all presynaptic
contacts in transgenic flies. And finally,
genetic manipulations allow studying
the role of presynaptic contacts and
activity in establishing dendritic
morphology.
The findings of Tripodi et al. [6] are
summarized schematically in Figure 2.
There appear to be two sequential
effects of forming a synaptic contact.
Synaptic contacts act as a local
stop-growing signal for the
contacted branch. This process is
activity-independent, as it is not
affected by altered presynaptic
activity. However, synaptic contacts
also stop elongation in adjacent
sister branches and this process
does depend on synaptic activity: it
is absent when synapses are
formed but release no transmitter.
The activity-dependent effect
appears to be mediated by protein
kinase A (PKA), as overexpressing
constitutively active PKA rescues the
effect of blocking transmitter release,
and expression of a PKA inhibitor
induces dendritic overgrowth.
Consistent with these findings,
synaptic overgrowth leads to
reduced dendritic complexity and
the absence of synapse formation
leads to dendritic overgrowth.
These mechanisms have important
implications. Forming a synaptic
contact would very locally stabilize the
branching pattern, whereas branches
that receive no inputs will continue to
parse the neuropil by elongating and
branching. This can be viewed as
a compensatory mechanism for
variability in spatial synaptic input
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Figure 1. Neuronal homeostasis.
Nerve cells of the same type within and across individuals vary in their detailed dendritic
morphology and in the number and distribution pattern of synaptic contacts that they receive
from other neurons. Despite this variability, their physiological activity and functional identity
within the circuit has to be consistent.
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densities of contact sites. However,
this is interestingly different from
the common understanding of
neuronal homeostasis. Ultimately,
homeostasis aims at stabilizing
electrical activity — the important
measure to provide feedback to
regulatory mechanisms is a global
consequence of dynamic changes.
In contrast, the stabilizing effect of
regulating the density of synaptic
input arises from local regulation and
is not activity-dependent in the
sense that it does not rely on
feedback from the electrical behavior
of the cell.
Even the effect of synaptic input on
adjacent branches, which is dependent
on transmitter release and requires
PKA activation, is not dependent on
synaptic efficacy and increased
transmitter release has no effect on
dendritic branching. Tripodi et al. [6]
suggest that structural compensatory
mechanisms act in concert with
homeostatic regulation of electrical
properties to ensure functional stability
in the brain. This is reminiscent of
other stabilizing cellular properties
that are not activity-dependent but
support neuronal homeostasis.
For example, cell-type specific
correlated expression of different
ion channels with opposing effects
on electrical activity may help to
promote stable electrophysiological
phenotypes [10,11].
What happens after development
and growth? It is not clear to what
degree the same toolkits are used
for assembly and maintenance. In
principle, homeostaticmechanisms are
just as important in the adult as they are
during development. Even in the
absence of drastic developmental or
plastic changes, neurons have to
continuously regulate the expression
of ion channels, receptors and
signaling molecules, as such
proteins have relatively short turnover
rates [12]. But stabilizing regulatory
mechanisms can be different at
different ages [13]. How stable is
dendritic morphology after the
period of rapid growth and
development? In the mammalian
cortex, structural changes in adult
neurons are common at the level
of dendritic spines [14] and
axonal boutons [15,16]. Structural
remodeling of the actual branching
patterns depends on the cell type,
however, and in the adult cortex
affects GABAergic interneurons but
not pyramidal cells [17]. If structural
dendritic remodeling is due to circuit
rearrangement, and therefore
potentially a substrate of adult
plasticity, it may well also be
a substrate for homeostatic forms
of plasticity. Both our ability to image
nerve cells in high resolution for
long periods of time in the living
brain, and the tools to analyse
three-dimensional structural data
with speed and ease are developing
rapidly. As these techniques are
refined, a more cohesive
understanding may emerge of the
interplay of structure and function,
and of regulatory mechanisms that
govern both.
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Figure 2. The effects of synaptic contacts on dendritic branching in a Drosophila motor
neuron.
The diagram shows relevant events at: (A) an active synapse; (B) a silent synapse; (C) following
synaptic overgrowth. The formation of a synaptic contact acts as a stop-growth signal on the
contacted branch (red lines). This process is not dependent on activity and persists when
synapses do not release transmitter (B). Synaptic contacts also stop elongation and branching
in adjacent sister branches; orange line in (A). This effect is PKA-mediated and dependent on
transmitter release. In the absence of synaptic activity, adjacent branches continue to grow;
green arrows in (B). Branches that do not receive synaptic input, and are not in the immediate
vicinity of those that do, also continue to elongate and branch; green arrows in (A). Conversely,
synaptic overgrowth leads to reduced branch complexity (C).
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The question of how a cell specifies
the position of its cytokinetic furrow,
and can thereby divide into two
appropriately-sized daughter cells,
has long fascinated cell biologists.
The factors that influence furrow
positioning have remained frustratingly
obscure, however, despite decades
of experimentation. One central
question is whether it is a positive
signal to the cell equator or negative
signals to everywhere else on the
cortex, or some combination of
both, that leads to specification of
the furrow position [1]. Two new
experimental studies [2,3] and one
computationalmodelling paper [4] have
now significantly clarified the issue.
One possible mechanism through
which the furrow could be positioned
is via microtubules, which could
deliver regulatory signals to the cell
cortex. A critical positive regulator
of cytokinesis is the small GTPase
Rho, whose active form is known to
localise to the equatorial cortex
before furrow ingression, thereby
promoting the recruitment of both
actin and myosin. Rho is in turn
regulated by a Rho guanine exchange
factor (RhoGEF) and by centralspindlin,
a complex of the microtubule-binding
motor protein MKLP1 and a Rho
GTPase-activating protein (RhoGAP),
all of which also concentrate at furrows.
Here, RhoGAP binds to RhoGEF,
which in turn generates active Rho.
Most microtubules are highly
dynamic, undergoing successive
cycles of rescue and catastrophe.
However, previous work had16. Gogolla, N., Galimberti, I., and Caroni, P.
(2007). Structural plasticity of axon terminals
in the adult. Curr. Opin. Neurobiol. 17,
516–524.
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uncovered the existence of a subset
of unusually stable microtubules
that tended to point towards the
equatorial cortex, precisely the
region of furrow formation [5].
Using centralspindlin, these stable
microtubules could potentially
deliver the activator RhoGEF directly
to the site of furrow initiation.
The vital importance of stable versus
dynamic microtubules has now been
further underlined in the new studies
through the use of precisely timed
treatment with the microtubule
polymerization inhibitor nocodazole.
Murthy and Wadsworth [2] examined
the effects of nocodazole on
fluorescently labelled Rho and actin
in kidney epithelial LLC-Pk1cells,
whereas Foe and von Dassow [3]
investigated its effects on myosin
activation using antibodies against
the serine 19-phosphorylated form
of myosin regulatory light chain
(pRLC), a stimulatory phosphorylation,
in fixed sea urchin zygotes.
In sea urchin zygotes without drug
treatment, levels of pRLC were initially
uniform throughout the cortex during
prophase andmetaphase, before being
globally reduced at the start of
anaphase, after which pRLC levels
increased but only at the equatorial
cortex associated with the furrow.
Prior to anaphase, essentially all
non-kinetochore microtubules
were dynamically unstable and
were therefore depolymerised by
nocodazole treatment. During early
anaphase, astral microtubules were
observed to extend towards the cortex.
Nocodazole treatment at this time
again caused depolymerisation of theThe Whitney Laboratory for Marine
Bioscience and Department of Neuroscience,
University of Florida, St. Augustine,
FL 32080, USA.
E-mail: bucher@whitney.ufl.edu
DOI: 10.1016/j.cub.2008.11.042predominantly dynamic microtubules,
and this correlated with inhibition
of furrowing. However, later during
anaphase, treatment with nocodazole
failed to prevent abscission. In fact,
successful division was found to
correlate with a stable subset of
nocodazole-resistant microtubules
that pointed to the equatorial cortex.
In this case, compared to untreated
cells, pRLC concentrations at the
cortex and furrow width were both
increased. More generally, in cells
that completed division, high levels of
pRLC during anaphase were always
associated with stable microtubule tips
at the equatorial cortex, whereas lower
pRLC levels elsewhere correlated with
nearby dynamic microtubules. For the
case of LLC-Pk1 cells, similar results
were found, with the additional
interesting finding that fluorescently
labelled actin exhibited unusual
travelling wave-like behaviour in
nocodazole-treated cells.
Previous work had uncovered the
presence of two specifying signals
from the mitotic apparatus that
regulate furrow positioning [6]. Here,
stable microtubules appear to be an
activating factor for furrow formation,
as found previously [5]. Furthermore,
the correlation between low pRLC
levels and proximity to dynamic
microtubules, and the increase in
furrow width and pRLC intensity in
nocodazole-treated cells, indicate
that dynamic microtubules are an
important inhibitory component of
the furrow-positioning system.
This finding confirms and extends
previous work that implicated astral
microtubules in inhibiting furrowing [7].
How can these two conflicting roles
for microtubules be resolved? Both
Murthy and Wadsworth [2], and Odell
and Foe [4] suggest a similar resolution.
Stable equatorial microtubules are able
to deliver high enough concentrations
of positive regulators to reliably induce
furrowing. However, the dynamic
nature of other astral microtubules
prevents the delivery of these positive
