The Rosenbrock function optimization belongs to unconstrained optimization problems, and its global minimum value is located at the bottom of a smooth and narrow valley of the parabolic shape. It is very difficult to find the global minimum value of the function because of the little information provided for the optimization algorithm. According to the characteristics of the Rosenbrock function, this paper specifically proposed an improved differential evolution algorithm that adopts the self-adaptive scaling factor F and crossover rate CR with elimination mechanism, which can effectively avoid premature convergence of the algorithm and local optimum. This algorithm can also expand the search range at an early stage to find the global minimum of the Rosenbrock function. Many experimental results show that the algorithm has good performance of function optimization and provides a new idea for optimization problems similar to the Rosenbrock function for some problems of special fields. This paper proposes an improved differential evolution algorithm with selfadaptive mutation and control parameters to solve this kind of problem and optimize the characteristic design of the Rosenbrock function. In this algorithm, the scaling factor F can be adaptively changed by the previous learning experience, and the level of the crossover rate CR depends on the fitness value of the individual. Experiments show that the improved DE algorithm has better convergence speed and accuracy than other types of improved schemes.
Introduction
Differential evolution (DE) is a simple yet powerful search technique introduced by Storn and Price in 1995 [1] . It soon became a popular tool for solving global optimization problems because of several attractive features like having fewer control parameters, ease in programming, efficiency, etc. DE has a very special connection with artificial life, especially evolutionary algorithms. DE and par-ticle swarm optimization (PSO) are optimization algorithms based on collective intelligence theory [2] . They all use collective intelligence to optimize the result of searching, which comes from individual cooperation and competition within the group. However, compared to the evolutionary algorithm, DE retains the global search strategy based on population and uses real number coding, differential-based simple mutation operation and one-to-one competitive survival strategy, which reduces the complexity of genetic operations. At the same time, DE has special memory ability to track current search status dynamically to adjust the strategy of search. This capability indicates that the DE algorithm has strong global convergence ability and robustness without relying on the feature information of the problem, and the DE algorithm is suitable for solving optimization problems that cannot be solved by conventional mathematical programming methods in complex environments. Therefore, it is very academic and engineering value to conduct theoretical and applied research on DE [3] , as an efficient parallel search algorithm.
In the minimization of the function, the phenomenon of "super valley" often occurs (at least in the local range) on the contour plane of the objective function.
This shape is similar to the parabola with an upward opening. The global minimum value of the objective function is located at the bottom of the narrow valley. The optimization algorithm should have the ability to gradually approach the global minimum of the objective function along a narrow valley, and the Rosenbrock function of Rosenbrock, as a typical test function, was created for testing whether the optimization algorithm has this capability of searching the global minimum [4] .
Many optimization algorithms now have a good optimization performance for most test functions, but much literature shows that many efficient algorithms and even many intelligent search algorithms are difficult to find global minimum values for the optimization of the Rosenbrock function, such as gradient descent, genetic algorithm (GA), particle swarm optimization (PSO) [5] . Specifically, for the gradient descent: when the objective function f(x) is minimized by the gradient descent, the gradient of the function is the vector in the direction of maximum local growth of f(x), and the opposite direction of the vector is the steepest downward direction. Because at point x, the negative gradient of f(x) points to the direction in which f(x) decreases the fastest for each component of x and is orthogonal to the contour of f(x) at x. Since the response surface of the 
Basic Differential Evolution Algorithm
Starting from a population of randomly initialized solutions, the DE algorithm employs simple mutation and crossover operators to generate new candidate solutions and utilizes a one-to-one competition scheme to deterministically decide whether the offspring will replace their parents in the next generation. The steps of the standard DE algorithm are as follows:
1) Population initialization
The matrix X defining N × D is used to store the data of the current population, where D is the dimension of the individual in the population, N is the size of the population. At first, it randomly generates N × D data obeying the uniform distribution law and satisfying the specific constraint conditions. Put them into the matrix X to form the initial population
2) Variation operation
Let the population size be N, the current evolutionary individual is represented 
where F is the scaling factor that controls the disturbance factor. Individuals in a group are composed of D components, then variant individuals
3) Crossover operation
Generate random integers ( ) i X t is greater. This will help ensure the diversity of the population and the global optimization of the algorithm.
4) Selection operation
In the case of seeking a minimum solution, the smaller the fitness value, the better. If the fitness value of ( ) i U t is less than the fitness value, the intermediate individual
the selection operation can be expressed as follows (3):
5) Evaluation
In summary, the DE algorithm has the following advantages: a) The algorithm is generic and does not depend on the problem information; b) The algorithm principle is simple and easy to implement; c) Group search, with the ability to memorize the optimal solution of individuals; d) Collaborative search, with the ability to further search using individual local information and group global information guidance algorithms;
e) It is easy to mix with other algorithms to construct an algorithm with better performance.
The search performance of the DE algorithm depends on the balance between the global exploration of the algorithm and the local development capability, which depends to a large extent on the selection of the control parameters of the algorithm, including population size, scaling factor and crossover probability. Compared with other evolutionary algorithms, the DE algorithm requires fewer parameters to adjust. It is necessary to select reasonable parameters for the guidance of selection. 
The Analysis of the Rosenbrock Function

Definition of the Rosenbrock Function
The Rosenbrock function is defined as follows:
Each contour of the Rosenbrock function is roughly parabolic, whose global minimum is also in a parabolic valley (banana-type valley). It is easy to find this valley but quite difficult to find the minimum of the whole domain because the value in the valley does not change much.
The global minimum of the function is at (x, y) = (1, 1) and the value is f(x, y) = 0. Sometimes the coefficient of the second term (100 in the above formula) is different, but it does not affect the position of the global minimum. This paper mainly focuses on the Rosenbrock function in the two-dimensional case.
The three-dimensional map of the two variables of the Rosenbrock function is shown in Figure 1 .
The more complex form of Rosenbrock function under multivariate [6] as follows:
It can be proved that when N = 3, this form of Rosenbrock function has only a minimum value, and the position is ( ) 
The Analysis of the Rosenbrock Function
As you can see in Figure 1 , 
Improved Differential Evolution Algorithm
Scaling Factor F
By literature [7] , it can be seen that when the scaling factor F is between [0.5, 1], the algorithm obtains better results. When F < 0.5 or F > 1, the quality of the solution obtained by the algorithm is not high. And the literature shows that the average optimal value is ideal for almost all test functions at F = 0.5. Therefore, we take the benchmark value min max 0.5, 1 F F = = in the paper.
It can be known from Equation (1) that the value of F directly affects the convergence speed and convergence of the algorithm: the scaling factor F controls the amplitude of the difference vector, and its value also affects the convergence and convergence speed. When F is small, the convergence speed is faster, but if it is too small, it tends to converge to the non-optimal solution; if F is large, it is conducive to convergence to the optimal solution, but the convergence speed is slower.
We need to maintain the diversity of the population in the initial stage of the search, and we should get as many individuals as possible globally optimal when doing a global search. We should also strengthen the ability of local search in the later stage of the search to improve the accuracy of the algorithm. Therefore, we take such a measure for the value of F: The previous F takes a larger value to increase the mutation rate and ensure the ability of global search.
And we reduce the F as the number of iterations increases, which can improve the ability of local search. We can propose an improved scheme of self-adaptive F: By literature [8] , a linearly decreasing
are the maximum and minimum values of F, t is the current number of iterations, and T is the maximum number of iterations) was proposed instead of the traditional fixed value F. By literature [9] , a nonlinearly decreasing F strategy
(g is the current number of iterations, max G is the maximum number of iterations), the function of the strategy is similar to a parabola with an opening down.
This paper uses an exponential declining strategy that is flatter and smoother than the first two.
In the above formula, 0 F is equivalent to min F , t and T are the current number of iterations and the maximum number of iterations, respectively. At the beginning of the algorithm, the self-adaptive mutation operator F is 0 2F , which means that the individual diversity can be maintained at the initial stage because of a large mutation rate; as the algorithm progresses, the mutation rate decreases gradually and will be close to 0 F at the end of the algorithm, thus avoiding the destruction of the optimal solution.
Crossover Rate CR
The size of the crossover rate CR has a great influence on the convergence and convergence speed of the algorithm. It can be seen from Equation (2) that the larger the value of CR, the more V i (t) contributes to U i (t), which means that there will be more variant individuals in the crossover operation. This trend is conducive to opening up new space and accelerating convergence.
However, the mutated individuals tend to be the same at a later stage (the self-adaptive values of the mutated individuals tend to be the same), which is not conducive to maintaining diversity, so it is easy to fall into the local optimal solution, and the stability of this kind of algorithm is poor; the smaller the value of CR, the more X i (t) contributes to U i (t). In this way, the ability of the algorithm to develop new space is weakened, and the convergence speed is relatively slow, but it is beneficial to maintain the diversity of the population (retaining the original individual characteristics), and thus the algorithm has a higher success rate. Therefore, we should choose to preserve the diversity of the population more stable in the early stage, and develop slowly, gradually increasing the CR to accelerate the accurate convergence in the later stage, and not easily fall into the local optimum.
By literature [10] , four improvement strategies were proposed to improve the original fixed value CR. As a result, the optimization performance of the open-up parabola form is the best. The parameters are as follows:
max min max , , , CR CR g G are the maximum and minimum values of CR, the current iteration number and the maximum number of iterations, respectively.
In this paper, we consider that the differential evolution algorithm only eva-Journal of Computer and Communications luates the fitness of the function in the final selection. Is it possible to filter the mutated individuals in advance at the crossover operation, which provides more opportunities for excellent individuals to be selected at the crossover operation; while disadvantaged individuals are given a lower probability and constantly being eliminated. Therefore, this paper proposes a kind of elimination mechanism based on the fitness of individuals (taking the minimum value as an example):
( ) ness value of the individual i f , we can treat this individual as an inferior individual. The crossover rate CR for the individual will be set to the lowest min CR . Therefore, the dominant individual will be continued, and the inferior individual will gradually decrease. The method also follows the principle that the CR increases with the number of iterations.
As the algorithm reaches the end, the better fitness value of the function will be retained, the CR will be closer to the minimum value of the current iteration, which will help accelerate the convergence of the algorithm and improve the accuracy. The following Figure 2 shows the flow chart of the improved differential evolution algorithm.
We can call this strategy of simultaneously improved F-CR parameters as IEDE (Index-Elimination Differential Evolution Algorithm).
Experimental Results and Performance Analysis
Parameter Settings
In the experiment, we select the standard DE algorithm and the improved algorithm for performance test comparison. The parameters selected in the experiment are as follows: the population size is N = 5D -10D and N = 50 in this paper. CR = 0.5, F 0 = 0.5, f min = 0.5, f max = 1, CR min = 0.3, CR max = 0.9 in the im- 
Experimental Results and Performance Analysis
Take the standard differential evolution algorithm and the improved algorithm (IEDE) as an example, and use python to make graphs and compare them. As shown in Figure 3 below. Journal of Computer and Communications It can be seen from Figure 3 that the fitness of the newly improved differential evolution algorithm is closer to the optimal value (f = 0) than the standard differential evolution algorithm, and the best solution of this iteration in the figure is (x 0 , x 1 ) = (0.9999999999935465, 0.9999999999860919), the final function value is
At the same time, we perform each algorithm of the other literature20 times and record the number of times it takes to reach the number of stable iterations to verify the superiority of the newly improved differential evolution algorithm.
The results are shown in Table 1 and Table 2 .
It can be seen from Table 2 that in the two improved schemes of the crossover rate CR, the CR-elimination mechanism is obviously superior to the CR parabolic line, and it has achieved excellent results. It can be seen from the comparison of the standard deviation that the standard deviation corresponding to the CR-elimination mechanism is the smallest, indicating that the scheme has high repeatability.
Among three schemes of the scaling factor F, the effect of the F-parameter in the exponential form is better than that of the linear and parabolic methods (we adopt the control variable method: The CR is consistent with the parameters in the standard DE algorithm when we test F), but the iteration cost is more than the standard DE algorithm. This is because the self-adaptive characteristics of the F parameter are not reflected when the dimension is low, and the global optimum can be easily found without changing the F. Therefore, the second round of testing is carried out to increase the dimension and increase the maximum number of iterations. In all the schemes with improved F parameters, the CR factor uniformly adopts the CR-elimination mechanism proposed in this paper. This time, we take a maximum number of iterations of 1000 and a dimension of 5. Considering that only D = 5 is taken, the third round of testing is performed, taking D = 10, and the maximum number of iterations is 3000. We perform 20 times for each scheme and calculate the mean and standard deviation.
The experimental results are shown in Table 3 , Table 4 below.
It can be seen from the table that the standard DE algorithm cannot adapt to the computational difficulty brought by high-dimensional with the improvement of the dimension. At this time, the self-adaptive change advantage of F is reflected. The original standard algorithm cannot meet the requirements of highdimension, so we draw a graph comparison in these three schemes. As shown in Figure 4 and Figure 5 below. We can see from Figure 4 and Figure 5 that in the three improved schemes, the improved DE algorithm in the F-index form proposed in this paper takes the least number of times to achieve stable iteration. When D = 5, the efficiency of the IEDE is increased by 128.4% compared with the standard DE algorithm, and the standard deviation is the lowest among the four schemes, which means that the scheme of the IEDE is the most efficient and stable, and the repeatability of the IEDE is higher than other schemes. It can be seen that the improved DE algorithm (IEDE) using the F-index-CR elimination mechanism can effectively improve the operation speed of the original algorithm.
Conclusion
Many optimization algorithms are difficult to find its global minimum because of the fact that the global minimum of the Rosenbrock function is at the bottom of a narrow valley. This paper proposes a new improved DE algorithm (IEDE).
The improved algorithm studies and analyzes various improvement schemes and proposes a new exponential strategy of a self-adaptive scaling factor in the mutation, and adopts the individual elimination mechanism which can adjust the crossover rate by distinguishing between superior individuals and inferior individuals in the crossover. Experimental studies show that the IEDE algorithm has very good performance for the optimization of the Rosenbrock function and further improves the convergence speed and accuracy of the algorithm and it can maintain certain stability even in high dimensions. At the same time, the Rosenbrock function also proves that the IEDE algorithm is a good performance optimization algorithm. The next research work is how to further improve the efficiency of the IEDE algorithm and to extend it to all optimization problems.
