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It is desirable to have systems which can noninvasively monitor the brain function of 
patients, especially coma patients, as they cannot communicate with their physicians. 
It is deemed that a hybrid imaging technique using functional magnetic resonance 
imaging (fMRI) and electroencephalogram (EEG), which complement each other’s 
strengths and weaknesses, can be used to achieve such a system. Moreover, both 
techniques are neither radioactive nor invasive and, thus are extremely safe for the 
patients. 
 
fMRI is a new technique for localising brain activity and independent component 
analysis (ICA) is a relatively new technique for blind source separation (BSS). The 
principle of brain modularity states that different regions of the brain perform 
different functions independently. Thus, spatial ICA can be applied on fMRI to 
localise the functions of the brain. Brain signal has long been shown to be nonlinear, 
so applying a nonlinear ICA method to analyse fMRI signals should yield improved 
results. However nonlinear ICA yields non-unique solutions, therefore alternative 
methods are needed. The post-nonlinear (PNL) ICA model has been used here 
because of its close resemblance to a simplified balloon model. The balloon model is 
a biomechanical model of the haemodynamic system, which includes transient states. 
Both linear and PNL-ICA was applied to the fMRI data. 
 
There are two purposes of applying linear ICA to fMRI data. Firstly, it served to 
familiarise fMRI data and ICA algorithms. Secondly, it provides a reference for 
comparison with the PNL-ICA algorithm at a later stage. Linear ICA was able to 
 v
decompose the fMRI signals into their respective independent components in this 
study. The results also indicate that the choice of algorithm could be important to the 
success of decomposition. PNL-ICA was subsequently applied to the fMRI data and 
the results were compared with those from the linear ICA. The results of PNL-ICA 
were less satisfactory. 
 
There are two possible reasons for this. The simplest possibility is that the 
assumptions used to represent the simplified balloon model with the PNL model are 
incorrect. Another less likely possibility is that the PNL model cannot sufficiently 
represent the simplified balloon model, even though the simplified balloon model is 
correct. However to ascertain this, we need data sets with the CBF, CBV, CMRO2 and 
BOLD signal to compare the effect of simplifying the balloon model. Although the 
results obtained are not as encouraging as expected, it is premature to disregard the 
PNL-ICA technique for fMRI signal deconvolution. Further studies need to be 
conducted on more definitive fMRI data sets before any concrete conclusions can be 
drawn on the method tested. 
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Medical imaging has helped doctors in their daily diagnosis, since the application of 
X-ray in medical diagnosis [1]. There have been vast improvements to the imaging 
techniques and quality of the medical image since then. Imaging has improved from 
the simple two dimensional (2D) X-ray to three dimensional (3D) and four 
dimensional (4D) scans. X-ray, computer tomography (CT) and magnetic resonance 
imaging (MRI) are some examples of anatomical scans. Later, technology advanced 
such that functional image of the body could be taken, using Positron Emission 
Tomography (PET) and Single Photon Emission Computed Tomography (SPECT). 
Unfortunately, all of these scans are either radioactive or invasive1 in nature [2]. 
Radioactive substances emit energetic particles and photons by disintegration of the 
nucleus. These energetic particles are harmful to the body especially in high exposure; 
hence, there is a limit to the number of scans which can be performed. Functional 
magnetic resonance imaging (fMRI), where a high Tesla magnetic field (combined 
with radiofrequency (RF) pulse and magnetic gradient) is used to image the patient’s 
brain, based on the principle of nuclear magnetic resonance (NMR). It is neither 
radioactive nor invasive with few known side effects. 
1.1.1 Magnetic Resonance Imaging – A Brief History 
The brief history of the development of magnetic resonance imaging (MRI), leading 
to functional MRI (fMRI), is discussed here. The text is taken from “Naked to the 
                                                 
1 Involving entry into the living body (as by incision or by insertion of an instrument). 
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Bone: Medical Imaging in the Twentieth Century” by Kevles [1]. It covers historical 
developments of medical imaging (including CT, PET, ultrasound MRI etc) since the 
X-ray years. A timeline for the major events is also provided on page 304 of the book, 









Isador Rabi measures the magnetic moment of the 
nucleus of an atom.
Edward Purcell and Felix Bloch measure NMR in bulk 
matter.
Ronald Bracewell uses a series of 1D strips to 
reconstruct a 2D image with Fourier transform.
Raymond Damadian publishes evidence that NMR can 
distinguish healthy from malignant tissue.
Paul Lauterbur extracts an image from NMR signals.
Richard Ernst introduces 2D NMR.
Damadian announces first whole body NMR scanner.
Mansfield introduces echoplanar MRI.
Seiji Ogawa introduces BOLD contrast agents in fMRI
MRI used clinically
fMRI used in brain mapping
 
Figure 1.1 Timeline of the development of fMRI. 
 
In 1924, Wolfgang Pauli suggested that protons or neutrons (or both) move with 
angular momentum and become magnetic under certain condition. In 1937, Isador 
Rabi actually measured the magnetic moment of the nucleus, for which he called it 
NMR. In the late 1960s, Raymond Damadian showed interest in the then controversial 
theory of biologist Gilbert Ling, who argued that water in malignant cell differs in 
organisation from water in healthy cell. He subsequently produced NMR spectra of 
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rats’ tumour in 1970, which showed different T1 and T2 readings for cancerous tissue 
and healthy tissue. However, it is Paul Lauterbur, who succeeded in producing the 
first NMR image in 1973, before Raymond Damadian, who subsequently produced 
the first human NMR image in 1976. By the early 1980s, most MRI hardware had 
been developed and the four theoretical contributions that explain why magnetic 
resonance (MR) can produce images of the body’s interior were at hand. They are 
namely, (i) Paul Lauterbur’s discovery that an image can be extracted for NMR using 
single-line projection data – 1D MRI, (ii) Richard Ernst’s implementation of the 
mathematics of Fourier transform that brought on data from 2D, (iii) Peter Mansfield 
showed how practical imaging could be developed using echoplanar technique, that 
leds to functional, or fast, magnetic resonance imaging a decade later, and (iv) 
Raymond Damadian’s design for a practical whole body magnet capable for 
performing imaging and spectroscopy. 
 
Ordinary MRI data is acquired line by line, whereas echoplanar method acquires and 
processes data from an entire plane at one time. This will be described in detail in 
Section 2.1.6. Speed has the advantage of avoiding distortions caused by the motions 
of breathing, heartbeats, blood flow, and intestinal moments, or movements of patient. 
The initial breakthrough for fMRI came from Seiji Ogawa when he investigated the 
radiofrequency (RF) signals when the brain functions [3]. He worked with the 
knowledge that activated brain cells used more oxygen than cells at rest. The 
deoxy-haemoglobin is paramagnetic and changes the magnetic field around it. This 
distortion of the magnetic field, in turn, affects the magnetic resonance of nearby 
water protons amplifying their signal as much as 10,000 times. Ogawa called this 
effect blood oxygenation level dependent (BOLD) contrast imaging and published a 
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paper in 1990 [4]. The BOLD contrast image is exceptionally good when acquired 
with magnet stronger than 4 Tesla. Ogawa’s discovery leads to the development of 
effective fMRI. 
1.1.2 Functional Magnetic Resonance Imaging 
fMRI is a technique for localising brain activity. An fMRI machine is basically an 
advance magnetic resonance imaging (MRI) machine that is programmed to detect a 
functional signal rather than a structural signal. fMRI usually measures the blood 
oxygenation level dependent (BOLD) signal on a voxel by voxel basis, which 
increases with increased brain activity. With the availability of a functional scan, it is 
possible to develop a method which can monitor a patient’s health continuously. This 
is especially so in the case of a coma patient, where communication with the doctors 
is not possible. The brain controls the whole body functions. Thus, a continuous 
monitoring of the patient’s brain should tell a lot about the patient’s health. 
 
Unfortunately, due to the cost of the equipment and shielding requirements, it is not 
economical or practical to use fMRI for continuous monitoring. Furthermore, it is 
technically impossible, as the BOLD signal will saturate under long exposure of a 
constant strong magnetic field. Moreover, the use of RF pulses also restricts the 
duration of scan on patients. Specific absorption rate (SAR) is the physiological 
measure of the intensity of RF energy measured in Watts/kg (W/kg). Table 1.1 shows 
the United States Food and Drug Administration (FDA) guideline on the safety 




Table 1.12  FDA guidelines on the safety limits 
Type of exposure FDA limits 
Static magnetic field 2 T Magnetic Field Transient magnetic field 3.0 T/s 
Whole body 0.4 W/kg 
1g of tissue 2.0 W/kg RF Field 
Whole head 3.2 W/kg 
 
Though fMRI has many advantages, due to the use of strong magnetic field, patients 
with certain conditions cannot be scanned in the MRI machine. Cardiac pacemakers 
and ferromagnetic metallic implants are known to be affected by the strong magnetic 
field. The switches inside a cardiac pacemaker could become inoperative under a 
static magnetic field of 0.2mT [6]. Ferromagnetic metallic implants, e.g. surgical clip, 
could be twisted under the influence of the static magnetic field; this twisting effect3 
could cut vital blood vessels. Non-ferromagnetic metal implants can also cause 
artefacts in MRI scans, rendering the scan useless if the implant is near the region of 
interest. The strong magnetic field may also cause eddy currents in metallic implants 
and devices, which may heat4 up and might cause damage to the surrounding tissue. 
Pregnant women are also advised against undergoing MRI scans, as the long term 
effects of a strong magnetic field on the foetus are not well studied. These safety 
aspects are well documented in [6] and usually discussed in various chapters of 
standard MRI literature [5,7]. 
 
 
                                                 
2 Table 1.1 is extracted from [5], Chapter 29. 
3 Magnitude of twisting depends on several factors, like strength of static magnetic field, degree of 
ferromagnetism, and size, shape and mass of the surgical clip [5]. 
4 The amount of heat generated depends on the MRI scan parameters and type of material used in the 
implants or devices. However, this is rarely an issue because body heat loss mechanisms are very 
efficient. 
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The principle of brain modularity states that different regions of the brain perform 
different functions and hence measured brain signals should be able to decomposed 
into their independent sources [8]. Independent component analysis (ICA) is a 
powerful signal processing technique for blind source separation (BSS) which can 
decompose mixed signals into their independent sources [9,10]. Therefore, ICA can 
be applied to fMRI data for extracting the independent components. The fMRI signals 
comprise effects from the applied stimulant, background activities (breathing, 
heartbeat etc) and motion of patient etc. These effects are deemed to be independent 
events, which could be separated using ICA. Linear ICA, because of its simplicity, 
has been applied to fMRI brain signal data and has shown reasonably good results for 
separating the brain’s activations due to stimulant from other causes (which are 
considered as noise) [8].  
 
However, EEG are widely accepted as nonlinear [11,12] and the BOLD signal has 
also shown to be nonlinear [13,14]. This coincides with the balloon model, which 
shows that the haemodynamic system is nonlinear [15]. The balloon model is a 
biomechanical model of the haemodynamic system. Hence, a nonlinear algorithm 
should be able to achieve a better decomposition of the fMRI data than a linear one. 
1.2 Motivation 
Currently, researchers especially in the medical field are using hybrid-techniques (e.g. 
fMRI & EEG and fMRI & PET), where two or more different techniques are 
combined to achieve better imaging qualities [16-18]. A hybrid method could prove to 
be possible to achieve the desired continuous monitoring especially in an intensive 
care unit environment. Electroencephalogram (EEG) is a well-established method to 
 7
understand the conditions of the brain using 1D/2D signal processing techniques. It 
was suggested that it might be possible to combine the two techniques (fMRI with 
EEG) [16,18] for better understanding of brain function. These two techniques 
complement each other; fMRI has a high spatial but low temporal resolution, whereas 
EEG has a low spatial but high temporal resolution. The hybrid scheme might then 
result in high spatial and temporal resolution. Besides, EEG can be used for 
continuous monitoring of the brain without any harmful effects to the patient. The 
strategy is to use the high spatial resolution property of fMRI to map out the location 
that generates the respective EEG signal. From there, it might be able to gauge the 
health of the patient; perhaps even determine the state of coma and the chance of the 
patient waking up from coma. This is especially so in view of the recent development 
in brain computer interface (BCI) for completely paralysed patients [19].   
 
From the background study, it is hypothesized that applying nonlinear ICA to the 
fMRI signal data will result in better source separation of signals by their spatial 
origin of fMRI signals than linear ICA algorithm. For this study, the PNL-ICA 
algorithm was applied to fMRI signal data and the results was compared to that from 
linear ICA algorithms for this application. This project is focused on the development 




THEORY AND LITERATURE REVIEW 
 
2.1 Magnetic Resonance Imaging  
As the name implies, magnetic resonance imaging (MRI) makes use of resonance of 
the atomic nucleus as signal for imaging. Atomic nuclei possess angular moment, 
known as spin. This spin depends on the number of neutrons and protons in the 
nucleus. Any nucleus with an even atomic mass number and even charge number has 
no spin and hence has no nuclear magnetic resonance (MR) signal. Fortunately, 
hydrogen-1, which has one of strongest spins, is relatively abundant in human body. 
This section is mostly referenced from the book, “MRI – the basics” [20]. 
 
Magnetic susceptibility is the measure of how magnetised the substance is under a 
magnetic field. Different substances have different degree of magnetisation; this 
difference is the basis of image contrast in the MRI. There are three categories of 
magnetic susceptibility commonly dealt with in MRI. They are diamagnetic, 
paramagnetic and ferromagnetic. Diamagnetic substances have no unpaired electrons. 
When place under an external magnetic field, B0, they have a weak induced magnetic 
field, M, in the opposite direction to B0, thereby reducing the net magnetic field. 
Paramagnetic substances have unpaired electrons. Under an external magnetic field, 
B0, they produce an induced magnetic field, M, in the direction of B0, thereby 
increasing the net magnetic field. Both diamagnetic and paramagnetic substances will 
lose their magnetisation when the external magnetic field, B0, is removed. In contrast, 
ferromagnetic substances retain their magnetisation even after the external field is 
removed and are strongly attracted to the magnetic field. 
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In MRI, a constant magnetic field, B0, is applied to the patient. Then a RF pulse of a 
specific frequency (resonance frequency of the tissue being examined) is directed at 
the patient; this induces an oscillating magnetic field, B1, in the patient. The nuclei of 
the tissue will be realigned due to the B1. After the RF pulse is removed, the nuclei 
return to their original position, releasing a signal as they do so. This signal is 
captured as the MR signal from the tissue. Figure 2.1 illustrate this basic concept of 
MRI. Three orthogonal gradient coils are used to change the magnetic field’s 
homogeneity applied to the patient. This is to allow spatial encoding of the received 
signal. 
 
Figure 2.15 Basic ideology of MRI  
2.1.1 Larmor Frequency 
In a magnetic field, the nucleus with a spin number, I, will have (2I + 1) discrete 
energy levels [21]. Using hydrogen-1 as an example, it will have two energy states. 
Hence, in a magnetic field, the hydrogen-1 nucleus will align either in parallel (lower 
energy state) with the magnetic field or opposite (higher energy state) to it. However, 
by applying a radiofrequency magnetic field, it is possible to attain a transition energy 
                                                 
5 Figure 2.1 is extracted from [20], Chapter 2. 
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state in between the highest and the lowest energy states. The Larmor equation, 
Equation (2.1) below, shows this relationship. 
 γ=ω B  (2.1) 
where, ω is the Larmor frequency in MHz, γ is the gyromagnetic ratio in MHz/Telsa 
and B is the magnetic field strength in Tesla. Table 2.1 shows the various properties 
and relative abundance of nuclei found in the human body.  






Without any external magnetic field, the proton only rotates about its own axis, as 
shown in Figure 2.2(a). When a magnetic field, B0, is applied to the proton, besides 
rotating about its own axis, it will also precess about the axis of the axis of B0, as 
shown in Figure 2.2(b). Protons spin much faster along their own axis than around the 
axis of B0, that is, ωspin is much faster than ω0. ω0 is the Larmor frequency 
corresponding to B0 as shown in Equation (2.1). 
                                                 
6 Table 2.1 is extracted from [21], Chapter 3. 
Nucleus Natural Abundance(%) Spin 
Frequency/Tesla 
(MHz/T) 
1H 99.9 1/2 45.577 
13C 1.1 1/2 10.708 
14N 99.63 1 3.078 
15N 0.37 1/2 4.316 
23Na 100 3/2 11.268 
19F 100 1/2 40.007 







Figure 2.2 (a) A proton rotates about its own axis (b) When external magnetic field, B0, is applied, the 
proton not only rotates about its own axis, but also rotates about the axis of B0. 
2.1.2 Radio Frequency Pulse and Precession 
Figure 2.3 illustrates the nuclei’s alignment at equilibrium (a) before and (b) after a 
longitudinal magnetic field, B0, is applied to an ensemble of hydrogen-1 nuclei. As 
seen in Figure 2.3(a), the nuclei are randomly aligned; thus there is no net 
magnetisation. However, in Figure 2.3(b) when B0 is applied to the ensemble of 
nuclei, they align in parallel with this magnetic field. At equilibrium, a small majority 
of the hydrogen-1 nuclei align in the direction of B0, thus forming a single net 
magnetisation, M0 in the direction of B0. Note that there is no net transverse magnetic 
field perpendicular to B0, since the nuclei do not precess in phase with each other.  
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Figure 2.3 Illustration of the nuclei’s alignment at equilibrium (a) before and (b) after B0 is applied 
 
Figure 2.4(a) shows 3D coordinate system to depict the net magnetisation of the 
system after B0 was applied but before the RF pulse was transmitted. In Figure 2.4(b), 
an RF pulse perpendicular to B0, is transmitted to the ensemble of nuclei. The RF 
pulse, being an electromagnetic wave, will also have an oscillating magnetic field, B1, 
perpendicular to B0. Note that the strength of B0 (≥1T) is much greater than B1 
(~50mT). Figure 2.4(b) also shows the presence of transverse magnetic field, Mxy, 
and the flipping of net magnetisation7, Mnet, at an angle of θ away from z-axis. The 
causes of flipping of Mnet and degree of flipping, θ, will be explained below. 
                                                 
7 Note that B1 causes the flipping of the individual spins, Mnet flips because of the summation of these 







Figure 2.4 Net magnetisation (a) before and (b) after the RF pulse is applied 
When B0 is applied towards the z-axis, the nuclei will precess about the z-axis. 
Similarly, when B1 is applied along the x-axis, the nuclei will precess about the x-axis. 
The only difference is their frequency of precession. Since B0 is stronger than B1, ω0 
will be higher than ω1, where ω0 and ω1 are the precessional frequencies about B0 and 
B1 respectively. This can be determined using the Larmor equation. As the nuclei 
precess about the both axes (z-axis and x-axis) at the same time, this results a spiral 
motion of the M0 from z-axis towards the x-y plane. This is known as nutation, as 
shown in Figure 2.5. 
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Figure 2.58 Illustration of nutation, the spiral motion of Mnet from z-axis towards x-y plane 
However, it must be noted that the RF pulse transmitted must be at the Larmor 
frequency (precessional frequency) of the nuclei for resonance to occur. In this case, 
ω0 is the resonance frequency. Resonance is necessary for the nuclei to absorb the 
energy transmitted by the RF pulse. The oscillating magnetic field, B1, caused the 
nuclei to precess in phase about the z-axis (compared with Figure 2.3(b), the nuclei 
precess out of phase without the RF pulse). This generates a transverse magnetic field, 
Mxy, which also contributes to the flipping of Mnet. Meanwhile, some nuclei would 
attain a higher energy level and aligned in opposite direction as B0. This will slightly 
decrease Mz and cause slightly more flipping. This creates the NMR RF signal, which 
will be released when the RF pulse is removed and the system shifted back to 
equilibrium. 
 










                                                 
8 Figure 2.5 is extracted from [20], Chapter 3. 
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where τ is the duration of the RF pulse. Thus, to have a larger flip angle, we could 
increase either the strength of the RF pulse or the duration of the RF pulse. 
Conversely, the same flip angle can be achieved by using a shorter duration and 
stronger pulse or longer duration and weaker pulse. There are three common flip 
angles used in medical imaging, namely, 90° flip, 180° flip and partial flip. 
 
The 90° flip occurs when Mnet flips into the x-y plane and Mz is equal to zero. This 
happens because the nuclei absorb energy from the RF pulse, causeing the number of 
nuclei at higher energy level and lower energy level to be equal. Meanwhile, the RF 
pulse also causes the nuclei to precess in phase with each other, thereby generating a 
transverse magnetic field. The RF pulse that causes this 90° flip is known as the 90° 
RF pulse. From Equation (2.2), the time needed for the 90° flip is given by, 
 
1 1 1





The 180° RF pulse has either twice the power or the duration of the 90° RF pulse. The 
180° RF pulse causes more nuclei to be in the higher energy level that points towards 
the negative z-axis. After the 180° RF pulse, the final net magnetisation is -M0, in the 
opposite direction of B0. Note that the 180° RF pulse does not induce any phase 
coherence, thus no transverse magnetisation. Similarly to Equation (2.3), the duration 
of the 180° RF pulse is given by, 
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Partial flip is defined as being less than 90° and is achieved by having less power or a 
shorter pulse duration, as defined in Equation (2.2). The final magnitude of Mxy is less 
than the magnitude of M0 and is given by, 
 0 sinxy θ=M M  (2.5) 
2.1.3 T1, T2 and T2* Relaxation Times 
T1 and T2 relaxation times are inherent properties of the substances, and are fixed for 
a specific substances. Another signal decay time constant, T2*, also depends on the 
inhomogeneities of the magnetic field. The term “relaxation” means going back to the 
equilibrium state, which is the lowest energy state. 
 
T1 relaxation time is called the longitudinal relaxation time or the spin-lattice 
relaxation time. T1 is the time constant taken for the longitudinal magnetic field, Mz, 
to return to the magnitude of (1-e-1)M0 after the RF pulse is removed. It is also the 
time taken for the spins to return the energy (absorbed from RF pulse) back to the 
surrounding lattice. The recovery of Mz to its initial magnetisation M0 is characterised 
by the time constant, T1, as shown in Equation (2.6). 
 ( ) ( )T1z 0 1- tt e−=M M  (2.6) 
 
The decay of Mxy is characterised by the T2 relaxation time constant, as shown in 
Equation (2.7). 
 ( ) T2xy 0 tt e−=M M  (2.7) 
Besides returning to the lower energy state, the spins will also start to precess out of 
phase with each other. These result in the rapid decrease of Mxy and the slow recovery 
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of Mz. T2 relaxation time is also known as the transverse relaxation time or spin-spin 
relaxation time, because the dephasing of the spins is due to the spin-spin interaction 
within the ensemble of nuclei. Figure 2.6 illustrates this spin dephasing process. 
Figure 2.6(a) shows the net transverse just after the RF pulse is removed. Figure 2.6(b) 
illustrates that after the RF pulse is removed, spins that are aligned with B0 will have a 
slightly stronger magnetic field, Mstronger, for their neighbours, whereas spins that are 
aligned against B0 will have a slightly weaker field, Mweaker, for their neighbours. 
These cause slight inhomogeneities in the magnetic field experience by the spins. 
Those spins that are exposed to higher magnetic field will have a higher precessional 
frequency; likewise, those in the weaker magnetic field will have a lower precessional 
frequency. Thus, this results in a smaller Mxy. In time, the spins will get completely 
out of phase with each other, resulting in a zero net transverse magnetic field, as 
shown in Figure 2.6(c). This magnetic inhomogeneity caused by spin-spin interactions 
is an inherent property of any tissue. In the MR system, T2 decays 5 to 10 times faster 
than T1 recovery. 
 
Figure 2.6 Illustration of the spin dephasing. (a) Mxy just after RF pulse is removed, (b) spin-spin 
interaction caused inhomogeneities in magnetic field, (c) spins completely out of phase, with no net 
transverse magnetic field 
 
Another factor causing spin dephasing is external magnetic field inhomogeneities. 
These external inhomogeneities are caused mainly by the irregular geometry and 
composition of the sample taken, and to a less extent by the imperfection of the main 
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magnet. T2* relaxation time accounts for these external magnetic field 
inhomogeneities, as shown in Equation (2.8). 
 * inhomo
1 1 1
T2 T2T2 = +  (2.8) 
Sample components with very different magnetic susceptibility will have very rapid 
local T2* relaxation. This difference is also seen in blood vessels due to differences in 
vascular and extravascular concentration of haemoglobin iron bound in different 
oxidation states, which is the basis of the BOLD effect. It is clear that if these 
inhomogeneities are removed, then T2* will be equal to T2.  
 
As mentioned earlier, a RF signal is released from the sample along with the decay of 
the transverse magnetic field, Mxy. Free induction decay (FID) is the signal picked up 
by the MRI RF receiver (usually the coil acts both as a transmitter and a receiver). 
This is the result of the oscillating spins generating oscillating magnetic field and the 
decay of the transverse magnetic field, given by Equation (2.9), where ω0 is the 
oscillating frequency. 
 ( ) ( )*20 0cost Txy t e t−=M M ω  (2.9) 
2.1.4 Pulse Sequence 
Repetition Time (TR) is the time between the two successive RF pulses applied. Echo 
Time or Echo Delay Time (TE) is the time delay before measurement was taken, after 
the RF pulse was applied. The choice of TR and TE can determine the image contrast. 
Image contrast is commonly termed T1 weighted (T1W), T2 weighted (T2W) and 
Proton density weighted (PDW). Intuitively, T1W and T2W contrast are based on T1 
and T2 relaxation time respectively, whilst PDW contrast emphasises the proton 
density. They are termed “weighted” because it is impossible to remove the other 
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effects; T2 relaxation time will have some effects on T1W contrast and vice versa. 
Table 2.2 shows the durations of TR and TE for the various types of weighted images. 
Table 2.29  Image contrast and their respective TR and TE 
 TR TE 
T1W Short Short 
T2W Long Long 
PDW Long short 
 
MRI pulse sequences are grouped into two principal schemes of image acquisition, 
namely, spin echo (SE) and gradient echo (GE) [5]. SE applies a 180° RF pulse after a 
90° RF pulse to refocus the dephasing spins in the xy-plane, whilst GRE uses a 
magnetic gradient. These two pulse sequences are described in details below. Note 
that there are many variations of these two pulse sequences, thus only the basic 
schemes will be discussed. 
 
From Figure 2.6, we can see that spin dephasing effects take place after the removal 
of the 90° pulse. In order to remove the effect of the external magnetic field 
inhomogeneities, a 180° refocusing or rephasing pulse is applied along the xy-plane. 
Figure 2.7 illustrates the SE pulse sequence. From Figure 2.7,  
i. The 90° RF pulse is applied at time 0 and removed at time τ. 
ii. The 180° refocusing pulse is applied at time t after the application of 90° pulse 
(at time 0). The spins are flipped about the xy-plane, in this case, about the 
y-axis. This flip brings the faster spins (Mstronger) behind the slower spins 
(Mweaker). Therefore, the faster spins will have to travel a longer distance back 
to the initial point, while the slower spins needs to travel a shorter distance. 
                                                 
9  Table 2.2 is extracted from [20], Chapter 7. 
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iii. Hence, the spins are able to refocus again at time 2t. The time 2t is also known 
as the echo time (TE). 
Using this method, the effects of T2* is removed and a true T2W contrast can be 
achieved [7].  
 
Figure 2.7 Illustration of the spin echo pulse sequence 
 
Using a simple modification, inversion recovery (IR) imaging is able to attain a better 
T1W image. A 180° RF pulse is used to flip the longitudinal net magnetisation to the 
negative z-axis, before starting the SE pulse sequence. As the net magnetisation 
recovers, it will pass through the null point before returning to the positive z-axis. 
Different tissues’ magnetisation will cross the null point at different time because they 
have different T1 relaxation time. By starting the SE pulse sequence at the time where 
a particular tissue’s magnetisation is at the null point, the effect of this tissue (on the 
final MRI image) can be removed. 
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GE was introduced in 1984 because of the desire for faster imaging [5]. GE uses a 
partial flip angle, α, smaller than 90°, therefore it can use a shorter TR than SE. 
However, since the longitudinal magnetisation, Mz, will be large, the 180° refocusing 
RF pulse cannot be used. This is because Mz will be flipped onto the negative z-axis, 
thus requiring a long recovery time. In place of the 180° refocusing RF pulse, a 
bipolar magnetic field gradient is used to refocus the spins. The flip angle chosen is 
optimised for the T1 of the desired tissue. This optimal flip angle, where the 
maximum signal can be achieved, is known as the Ernst angle [5]. 
 
A bipolar magnetic gradient is applied at time t, when the spins start to dephase, that 
is, when the FID occurs. Firstly, the negative magnetic gradient speeds up the 
dephasing process (which leads to a shorter TR). Secondly, a positive magnetic 
gradient is applied for twice the duration of the negative magnetic gradient. The spins 
will start to rephase for the first half of the positive magnetic gradient, being fully in 
phase at the end of the first half. Then the positive magnetic gradient will cause the 
spins to dephase again, becoming fully dephased at the end of the positive magnetic 
gradient. This is illustrated in Figure 2.8. 
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Figure 2.8 Illustration of the gradient echo pulse sequence 
As a magnetic gradient was used to accelerate the dephasing process, the signal 
intensity is predominated by T2* relaxation, rather than the T2 relaxation. Thus, a T2* 
weighted (T2*W) image is obtained instead10. 
                                                 
10 Note that the GE method does not fully correct for static inhomogenities in the sample or the external 
field, on ly for spins that are precessing. 
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2.1.5 Spatial Encoding 
 
Figure 2.911 Usual direction of axes in a MRI machine. 
Figure 2.9 shows the usual direction of the axes used in the MRI machine. By 
applying a magnetic gradient, Gz, along the z-axis, the MRI machine changes the 
Larmor frequency of the tissue according to the Larmor equation, Equation (2.1). 
Thus, the desired slice of the subject can be selected by varying the frequency of the 
RF pulse. A slice is divided into a 2D matrix, where each element is known as a voxel 
(volume element), analogues to pixel (picture element) in a 2D image. It is called a 
voxel because each slice consists of certain thickness, instead of being flat as in a 2D 
picture. After locating the desired slice, the exact location of the voxel is determined 
by two more magnetic gradient fields, one for each axis. They are known as the 
frequency encoding gradient and phase encoding gradient. 
 
                                                 
11 Figure 2.9 is extracted from [5], Chapter 16. 
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Assume a slice is divided into a simple 3x3 matrix, forming nine voxels as seen in 
Figure 2.10. When a phase encoding gradient, Gy, is applied along the y-axis, as 
shown in Figure 2.10(a), it causes changes to the phases of precession along the row 
of the matrix. The magnetic gradient is applied in such a way that the top row 
experienced higher magnetic field, the middle row experience no magnetic field, 
whereas the bottom row experiences a lower magnetic field. Therefore, according to 
the Larmor equation, the top row will precess faster, the middle row will be 
unchanged and the bottom row will precess slower. After sometime, Gy is turned off 
and all the spins will precess at the same frequency again. Nonetheless, a permanent 
phase shift has been created between the rows. Thus, the middle row has no change in 
precessional phase (ω0), whereas the top row has a positive precessional phase shift 
(ω0+θ) and the bottom row has a negative precessional phase shift (ω0-θ). Note that 
the precessional frequency, ω0, remains unchanged. 
 
The frequency encoding gradient, Gx, is applied along the x-axis, as shown in Figure 
2.10(b). Gx affects the precessional frequency across the column of the matrix. The 
column on the left will experience a lower magnetic field, the middle column 
experiences no magnetic field and finally, the right column will experience a higher 
magnetic field. Hence the left column will have a lower precessional frequency, the 
middle column no change in the precessional frequency and the right column will 
have a faster precessional frequency. Therefore combining both phase and frequency 
encoding makes it possible to differentiate the exact location of the voxels in the slice. 
From Figure 2.10(c), it is clear that each voxel has a unique combination of 


















































































Figure 2.10 Illustration of the changes (a) in phases when a phase encoding gradient is applied, (b) in 
precessional frequencies when a frequency encoding gradient is applied, and (c) in both phases and  
precessional frequencies when both phase and frequency encoding gradient are applied. 
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2.1.6 Echo Planar Imaging 
K-space is the spatial-frequency domain whereby the detected echoes from the MRI 
scan are stored during the MRI scan. A single k-space data set represents each 
individual slice of the MRI scan. The k-space is represented as a 2D area, where the 
vertical axis represents the phase axis and the horizontal axis represents the frequency. 
This area will be divided into a matrix space (e.g. 256x256), with size depending on 
the resolution of the scan. Each echo will fill up a single horizontal row, so a 256x256 
image  requires 256 echoes to fill up k-space. Conventional SE and GE take one TR 
to get one echo, thus it will require 256 TR to fill the entire slice. Faster scan 
methods12, like multi-slice techniques and  multi-echo techniques obtain more echoes 
within a single TR, hence the k-space can be filled up faster [22]. These techniques 
are briefly described below, using SE as the pulse sequence. 
i. Multi-slice techniques – Within a single TR, a successive 90° and 180° RF 
pulse of different frequency is delivered, exciting a series of up to 32 different 
slices (depends on pulse sequence) before repeated the first slice. The shorter 
the TE as compared to the TR, the more slices can be interleaved. Interleaving 
avoids cross-talk and eliminates the need for a gap between the slices. 
ii. Multi-echo techniques – After each 90° RF pulses, two or more successive 
180° RF pulses produce successive echoes with increasing TE. The peak 
amplitudes of the successive echoes decrease with time constant T2. 
Interleaving is also possible. 
Multi-slice and multi-echo techniques usually fill up k-space line by line. Fast spin 
echo (FSE) uses the multi-echo technique, except that each echo is phase encoded 
with a different phase-encoding gradient. In this way, the k-space is filled with Necho 
                                                 
12 There are other variants of fast acquisition methods; however, they will not be discussed here. 
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lines within a single TR, where Necho is the number of echoes. However, the number 
of slices that can be acquired is reduced. This reduces the acquisition time of a single 
slice by a factor of the Necho. For example, if the FSE receives 8 echoes within the TR, 
then it will only require 32 (256/8) repetitions to acquire an entire slice. 
 
EPI is the fastest MRI technique available [20]. It can fill up the entire k-space using a 
single RF excitation (in one TR), however this ability requires extremely fast and high 
amplitude gradient switching, and rapid data acquisition [5]. The early versions of EPI 
filled k-space in zigzag manner, which leads to some artefacts during the Fourier 
transformation compared to conventional k-space trajectories. Blipped EPI, a newer 
version of EPI that fills the k-space in a rectilinear fashion, solves this problem. There 
are two types of EPI, single-shot and multi-shot EPI. As the name implies, single-shot 
EPI fills k-space with a single RF pulse, while multi-shot EPI uses multiple RF pulses. 
Multi-shot EPI requires less demanding hardware because the gradient switching can 
be slower, but it will take longer to acquire an image slice compared to single-shot 
EPI. Thus, multi-shot EPI is also more prone to motion artefacts.  
 
The relatively high temporal resolution of EPI13 is required to make fMRI effective. 
The fast acquisition is required because of the signal stability over time [21]. During 
neural activities, cerebral blood flow (CBF) increases in response to these activities. 
This haemodynamic response occurs over a few seconds, ans so to resolve this MRI 
must be performed over a similar period. EPI can be obtained at radiographic speed, 
approximately at 50ms [5]. The image contrast is provide by blood, through an effect 
known as blood oxygen level dependent (BOLD) signal, which will be discussed in 
                                                 
13 GE imaging is acceptable, but EPI is the most successful [5]. 
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Section 2.2.2. Unfortunately, the BOLD effect produces an amplitude increase of only 
2% to 3% compared to the baseline condition (at rest). Thus, the BOLD signal can 
easily be overshadow by cardiac cycle, respiratory motion or head motion. 
 
Despite being fast, EPI has some disadvantages. The rapid switching of the magnetic 
gradient has the possibility of generating electric voltage, thereby causing a sensation 
of “electric shock” to the patient. This is a well-known fact of the electromagnetic 
theory, whereby rapid switching of magnetic field induces electric current in a 
conductor (the patient) [20]. Magnetic field inhomogeneities, in both B0 and 
diamagnetic susceptibility effects, can also result in variable resonant frequencies and 
increasing phase errors. 
2.2 Functional Magnetic Resonance Imaging 
fMRI is a relatively new method of localising brain function. A stimulant is applied in 
a controlled fashion to the subjects and the subjects’ brain will be activated in 
response. By detecting the area of activation, the region of brain that is used for this 
particular task can be determined. For example, the subject could wear a headphone 
and different audio tone and band-pass noise is applied at regular interval to find out 
the hierarchical organisation of the human auditory cortex [23]. Figure 2.11 shows the 
spatial, temporal resolution of the various medical imaging technologies with respect 
to their degree of invasiveness. It shows that fMRI occupies a niche area, uncharted 
by other traditional functional brain mapping techniques.  
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Figure 2.1114 Chart showing the spatial, temporal resolution and invasive nature of various functional 
brain mapping technique 
2.2.1 Functional Magnetic Resonance Imaging Data Formation and 
Terminology 
This section will describe the fMRI scanning procedure and some common 
terminology used in fMRI. It is similar to the MRI scanning procedure, except that the 
stimulant is absent in a MRI scan. Figure 2.12 is an illustration of the fMRI scanning 
procedure and the signal collected. Figure 2.12(a) shows the time when the stimulant 
is applied (ON) and when it is absent (OFF). It usually has the same number of 
volumes for each condition. A volume is the set of signals gathered in a point of time, 
represented by the dots in Figure 2.12(a). Figure 2.12(b) shows that the volume 
consists of a full brain scan, as in this experiment. Figure 2.12(c) depicts the fact that 
the volume actually made up of individual 2D slices. The slices are taken at slightly 
different times (in milliseconds). There is also a slight gap in between the slices, in 
                                                 
14 Figure 2.11 is extracted from [24] 
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the order of 10-1 millimetres. Figure 2.12(d) shows that each slice has a certain 
thickness, lthickness, with a resolution of millimetres. The elements that form the 2D 
slice are known as the voxels (volume elements), analogous to pixels (picture 
elements) in a 2D image. The signals collected from the MRI machine are stored in 
the k-space which are Fourier transformed into voxel intensity data, which eventually 
form the fMRI image. Each 3D voxel can be taken as a 2D pixel during simulations 
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Figure 2.12 Illustration of fMRI scanning procedure and signal collected 
 
The principle of functional magnetic resonance imaging is the same as MRI, but the 
signal of interest is different. A number of signals can be used to detect functional 
activities of the brain, for example, water diffusion, blood oxygenation level of the 
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brain’s capillaries, etc. Blood oxygenation level dependent (BOLD) signal is currently 
the most commonly used signal to detect activities of the brain. BOLD works on the 
basis that the blood oxygen level in a voxel increases proportionally with the adjacent 
brain’s activities, thus this would in turn reveal the amount of activity in that 
particular region of the brain [21]. Here, blood is the contrast agent which offers a 
great advantage over other radioactive contrast agent used in PET and SPECT [2]. 
Radioactive contrast agents are injected into the body, invasive, they also incur 
additional cost and time for the examination. More importantly, they have known 
harmful effects on the body. fMRI has a relatively high spatial resolution (~1 -10 mm) 
though it has a poor temporal resolution. This is limited by the nature of the 
haemodynamic changes that accompany neuronal depolarisation [21] as described in 
the next section. 
2.2.2 Blood Oxygenation Level Dependent (BOLD) Signal 
In 1982, Thulborn et. al. [25] discovered that decreases in blood oxygenation led to a 
decrease in the T2 and T2* relaxation time of blood. Ogawa et. al. [4] first described 
true BOLD contrast imaging experiment with a cat’s brain, showing signal loss 
around blood vessels when the cat was made hypoxic15. This effect is reversed with 
normoxia16. Ogawa then suggested that this effect could be used to image the smaller 
changes in the relative blood oxygenation that accompany neuronal activation in the 
brain. BOLD contrast image was used to image human brain activation in 1991 and 
the results were published in 1992 [21]. 
 
                                                 
15 Deficiency of oxygen reaching the tissues of the body 
16 A state in which the partial pressure of oxygen in the inspired gas is equal to that of air at sea level 
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BOLD signal is caused by the changes in local magnetic susceptibility. Blood can be 
considered as a solution of haemoglobin (10-15 gm/100cm3) [21]. Oxygenated 
haemoglobin is diamagnetic17, whereas deoxygenated haemoglobin is paramagnetic18. 
Deoxy-haemoglobin increases magnetic flux, whereas oxy-haemoglobin decreases 
magnetic flux. As mentioned in Section 2.1, T2* depends on inhomogenities of the 
magnetic flux. Therefore, a higher concentration of deoxy-haemoglobin will have a 
lower BOLD signal and a lower concentration of deoxy-haemoglobin will have a 
higher BOLD signal. As mentioned in Section 2.1.6, the relatively high temporal 
resolution of EPI is required to detect the BOLD signal over time. This is due to the 
nature of the haemodynamic response, which occurs over a few seconds. 
 
When a region of brain is activated, its metabolism increases. This results in an 
increase in the cerebral blood flow (CBF) to carry more oxygen and glucose to the 
activated region. However, the rate of increase of oxygenated blood is much higher 
than the rate of oxygen absorption and there is an increase of the oxy-haemoglobin 
concentration in that region. Conversely, the concentration of the deoxy-haemoglobin 
decreases in that region leading to an increase in the BOLD signal. Figure 2.13 
depicts the idea of the change in the concentration of the oxy and deoxy-haemoglobin 
in the activated and non-activated blood vessels. 
                                                 
17 Diamagnetic materials are those that are repelled or distort magnetic flux. 
18 Paramagnetic materials are those that attracts or increased magnetic flux. 
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Figure 2.13 Illustration of oxy and deoxy-haemoglobin concentration in blood vessels 
Since the speed of CBF will affect the deoxy-haemoglobin concentration, BOLD 
signal is also affected by the time lag of the CBF into the vessels upon the onset of the 
appropriate stimulant. In fact, there is an initial dip of the BOLD signal, which 
represents this time lag, where the blood system takes to react to an increased need of 
oxy-haemoglobin. Then this BOLD signal steadily increases, peaks a few seconds 
after the stimulant ends, and then decreases slowly with a undershoot, before it returns 
to the normal baseline signal strength. Figure 2.14 shows the BOLD signal vs time 
graph, upon the onset of stimulant until the BOLD signal returns to the baseline 
condition. 
 
Figure 2.1419 BOLD signal strength vs time during stimulant onset 
                                                 
19 Figure 2.14 is extracted from [21]. 
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Although the idea of blood flowing faster to react to the increase oxygen need is quite 
intuitive, researchers do not understand why CBF is almost twice as high as the 
cerebral metabolic rate of oxygen (CMRO2). In Fox et. al. [26], it was suggested that 
CBF and CMRO2 are uncoupled. However, it was Hoge et. al., who showed a graded 
relation or close coupling exists between the CBF and CMRO2 [24,27],. Finally, the 
oxygen limitation model was presented by Buxton et. al., as a possible explanation for 
this discrepancy [28]. The balloon model was devised based on improvements to the 
oxygen limitation model [15]. It is a biomechanical model that represents the 
haemodynamic of the blood system during activation. 
2.2.3 Oxygen Limitation Model and Balloon Model 
When a region is activated, the deoxy-haemoglobin concentration increases to signify 
the increased CMRO2. This leads to an increase in CBF in order to carry more 
oxy-haemoglobin to the activated region. The oxygen limitation model states that, 
under this circumstance an increased blood flow reduces the oxygen extraction. This 
is because the blood stays in the capillaries for a shorter time interval due to the 
increased CBF. The rate of oxygen delivery, which is proportional to the product of 
flow and oxygen extraction fraction, increases much less than the flow itself. Based 
on this, the model explains why a small increase in oxygen requirement leads to a 
much larger increase in the CBF. It also shows that CMRO2 and CBF are coupled. 
 
However, detailed investigations on the time courses of the oxy-haemoglobin and 
deoxy-haemoglobin concentration changes during the activation period have revealed 
a complex pattern that may contain evidence of transient relationship between CBF, 
CMRO2 and cerebral blood volume (CBV). The balloon model, as shown in Figure 
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2.15, takes care of these transient effects. These transient effects are described as 
below: 
i. Initial undershoot (as explained in Section 2.2.2) – As the CBF cannot 
increase as fast as the initial increase in CMRO2, the concentration of 
deoxy-haemoglobin increases and the BOLD signal decreases. 
ii. Initial overshoot – occurs because CBV does not react as fast as CBF to the 
stimulant. CBV increases slowly, leading to a drop in BOLD signal, towards 
the steady state [29]. 
iii. Final undershoot – CBV reduces slower than the CBF, thus the BOLD signal 
continues to drop below the baseline [29]. 
 
Figure 2.15 Block diagram of the balloon model 
 
The effect of CBV on BOLD signal is reported to be much lower than CBF [30] so 
that it can be safely removed from the balloon model. Moreover, changes in CBV 





α⎛ ⎞ ⎛ ⎞=⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 (2.10) 
where, α is reported to be 0.38 in [31]. CBV0 and CBF0 are the baseline values of 
CBV and CBF respectively. 
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Since, the transient effects (overshoot and undershoot) are usually only evident under 
high magnetic field (B0≥3T) [21], it can be assumed that these effects are not obvious 
under low (1.5T) magnetic field. Furthermore, CMRO2 is proved to be tightly coupled 
to CBF, despite the transient effects, and CMRO2 is linearly proportional to CBF [15]. 
The simplified balloon model is shown in Figure 2.16. 
 
Figure 2.16 Simplified balloon model 
Since, the blood flows (CBF) from vessels to vessels, these flows are summed up 
linearly in the activated region. This forms the regional CBF (rCBF) which is detected 
as BOLD signal. Thus, this particular portion of the balloon model is as shown in 
Figure 2.17. Incidentally, it is similar to the PNL-ICA model, which will be described 







Figure 2.17 PNL-ICA model based on simplified balloon model 
Figure 2.18 shows the relationship between CBF, BOLD and CMRO2 [27]. From 
Figure 2.18(a), it is clear that there exist three regions for the BOLD-CBF 
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relationships. The curve has a linear region, a nonlinear region, and an asymptotic 
region. Figure 2.18(b) shows how the changes in CMRO2 rate affects the BOLD-CBF 
curve, where CMRO2+ are region of increasing oxygen extraction rates and CMRO2- 
are region of decreasing oxygen extraction rates. 
 
Figure 2.1820 Relationship between BOLD-CBF and CMRO2 
2.3 Independent Component Analysis 
Independent component analysis is a popular signal processing method for blind 
source separation (BSS). ICA can retrieve the independent sources from the mixture 
of signals without much assumption or prior knowledge of the mixed signals. A 
concise literature review is given in [10]. There are variants of ICA models such as 
linear ICA, nonlinear ICA, noisy ICA, post-nonlinear (PNL) ICA and ICA for 
overcomplete bases. The two models which were used in this thesis are linear and 
PNL-ICA models. The aim of this thesis is to derive a nonlinear algorithm for the 
analysis of fMRI data, so a nonlinear model of ICA is needed. However, linear ICA 
model was chosen as it is the fundamental model of ICA, provides the basic insight to 
ICA and can be compared to the performance of nonlinear ICA. Noisy ICA is 
essentially linear ICA with noise removal; hence, it is not further explored. PNL-ICA 
                                                 
20 Figure 2.18 is extracted from [21]. 
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is a modified form of nonlinear ICA, which solves the non-uniqueness problem 
inherent in nonlinear ICA. Therefore, it was selected as a potential replacement 
analysis method. Only linear ICA, nonlinear ICA and PNL-ICA will be discussed in 
the coming sections. 
2.3.1 Linear Independent Component Analysis 
Linear independent component analysis discussed here is the most fundamental model 
of ICA. It is assumed that the sources (S) are linearly mixed and the 
mixing matrix (M) is an invertible square matrix such that the number of sources and 
number of mixed signals are equal.  
 
Figure 2.19 Mixing and demixing stage of the linear ICA model 
Figure 2.19 shows the mixing and demixing stage of the linear ICA model. A mixture 
of signals, X, is formed by mixing m number of sources, S, with a mixing matrix, M. 
ICA decomposes X to form an approximation of S which is represented by Y.  
 =X MS  (2.11) 
 ≈ =S Y WX  (2.12) 
 1−=M W  (2.13) 
Using this model, linear ICA has some restrictions as follows: 
i. The independent components must be statistically independent – This is the 
basis of the principle of ICA, which will only work if the initial sources are 
independent. 
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ii. The independent components must have non-Gaussian distributions – Higher 
order (3rd order or more) cumulants are important for the estimation of ICA 
model. However, Gaussian distributions have zero higher order cumulants. It 
is noted that, in theory, it is still possible to separate a mixture with only one 
Gaussian source in the mixture, depending on the type of algorithm used. 
iii. The mixing matrix is assumed to be square – This is to simplify the model. 
The number of independent sources is equal to the number of observed 
mixtures. It is also assumed that M must be invertible. 
 
Besides these restrictions, there are two ambiguities in this ICA model. They are, 
i. Indeterminacy of the variances of the independent components – With both M 
and S being unknown, it is clear from Equation (2.14) that any scalar 
multiplication of a row si of S can always be cancelled out by dividing the 
corresponding column mi of M by the same scalar, say αi. That is, 
 ( )1 i i i
i i
αα
⎛ ⎞= ⎜ ⎟⎝ ⎠∑x m s  (2.14) 
Normally, the magnitudes of the independent components are fixed such that 
each component has unit variance. This still leaves the ambiguity of the sign, 
where a multiplication of -1 on the independent components does not affect 
the model. However, this indeterminacy is not important in most applications. 
ii. Indeterminacy of the order of the independent components – With both M and 
S unknown, there exist a permutation matrix P and its inverse P-1, where 
 ( )( )1−=X MP PS  (2.15) 
 Each row of PS has the same elements as S, but in different order. Hence, 
MP-1 is just another mixing matrix. This is in contrast to principal component 
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analysis (PCA) where the order of the principle component is clearly defined 
by the components’ variances. Other methods are required to determine the 
independent components that are of interest to us. One method is by 
correlating the components with a reference signal. 
 
Linear ICA has been successfully applied in several areas like feature extraction, 
brain imaging and telecommunications. In particular, in this research area 
McKeown et. al., have successfully demonstrated the capability of linear ICA on 
fMRI signals in extracting the relevant information of the brain activation 
corresponding to the applied stimulant [32]. 
2.3.2 Nonlinear Independent Component Analysis 
In real world problems, the underlying mixing may be nonlinear and the linear ICA 
would not give the optimal solution. Hence, there is a great interest in adopting 
nonlinearity in ICA. By modifying the transfer function of the linear ICA model, the 
nonlinear ICA model can be constructed as shown in Figure 2.20. 
 
Figure 2.20 Mixing stage of signals and demixing stage of the nonlinear ICA model 
Here f(•) and h(•) are the nonlinear mixing function and demixing function, 
respectively. Similarly,  
 ( )=X f S  (2.16) 
 ( )≈ =S Y h X  (2.17) 
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 ( ) ( )1−• = •f h  (2.18) 
One fundamental characteristic of nonlinear ICA is that multiple solutions always 
exist, and they are highly non-unique [33]. For a simple 2D case, it is possible to get a 
unique solution if f(•) is restricted to a conformal mapping, along with some other 
assumptions, such as known and bounded supports for the densities of the 
independent components (IC). For higher dimensions, regularisation is needed to limit 
the search space [33]. In short, independence alone is not strong enough to determine 
the exact solution in the nonlinear case. Thus in Chapter 17 of [10], the author 
explicitly defined the difference between nonlinear BSS and nonlinear ICA – the 
former is finding the actual sources whilst the latter only finds independent sources 
which might not be the actual sources. Lastly, the computational requirement of 
nonlinear BSS or ICA is tremendous and increases rapidly with the dimensionality of 
the problem. A simplified potential solution is to use post-nonlinear ICA. 
2.3.3 Post-Nonlinear Independent Component Analysis 
Taleb et. al., suggested a new model, the post-nonlinear (PNL) model, as a special 
case of nonlinear model [34]. Figure 2.21 shows the PNL-ICA model. From this 
figure, it is clear that the PNL model simply adds a nonlinear mixer after the linear 
mixing model. Similarly, a nonlinear demixer is added before the linear demixing 
model. This model can account for the nonlinear sensor noise with the nonlinear 
mixing. It requires the same assumptions and has the same indeterminacies as the 
linear ICA model. However, it accounts for nonlinear signals, and although the 
computational requirement is much higher than the linear model, it is lower than that 
for the nonlinear model. 
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Figure 2.21 Post-Nonlinear ICA model 
Equations below describe the signal flow of the PNL-ICA model in Figure 2.21. 
Equation (2.19) represents the linear mixing model, where S is the input source 
signals, M is the linear mixing matrix, and R is the linear output mixture. Each 
individual linear output, Ri, then goes into a nonlinear transformation, fi, as seen in 
Equation (2.20). The output of this nonlinear transformation, Xi, is nonlinearly 
unmixed by hi, as given in Equation (2.21). Finally the outputs (Q) from the nonlinear 
demixing stage, is linearly unmixed with W as the demixing matrix. This in turns 
produce Y, which is an estimate of S, as shown in Equation (2.22). 
 [ ]1,     , , Tmwhere= =R MS R R R…  (2.19) 
 ( ) [ ],   1, ,i i if where i m= =X R …  (2.20) 
 ( ) [ ],   1, ,i i i where i m= =Q h X …  (2.21) 
 [ ]1,     , , Tmwhere≈ = =S Y WQ Q Q Q…  (2.22) 
where m is the number of independent components. 
 
The derivation of the demixing matrices requires the score function (ψ) as given in 
Equation (2.23). It was observed that the estimation of the score function, takes up 










where x = [xi,…,xN] is the data vector, N is the number of data points, d(x) is the 
probability density of x and d’(x) is the first derivative of d(x). The PNL-ICA 
algorithm uses the inputs as both test points and sample points, hence the 
computational time increases exponentially as the inputs increases. Therefore, a faster 
density estimation method will improve the computational time. In the original code 
provided, kernel density estimation is used. 
2.4 Kernel Density Estimation 
In [35] various issues pertaining to kernel density estimation are discussed. Kernel 
density estimation has been proven to be computationally fast and efficient. The 
probability density, d(xi), is estimated as, 
 ( )
1




d x K x x i N
Nh =
= ∀ = …∑  (2.24) 
where N is the total number of data points, xi is the ith data point, xj is the jth test point, 
and h is the width of the Gaussian kernel, K, which is defined as, 





K x x π
⎡ ⎤−= −⎢ ⎥⎢ ⎥⎣ ⎦
 (2.25) 
The width of the kernel is of crucial importance to density estimation. It is suggested 
that the optimal width for a Gaussian kernel is [35], 
 1/50.9h AN −=  (2.26) 
where A = min(standard deviation, interquartile range/1.34). It is important to note 
that this is optimal for most distributions, but for others it is still a good starting point 
for subsequent tuning. 
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2.4.1 Cluster-Kernel Density Estimation 
Cluster kernel density estimation was suggested by Zhang et. al. [36]. It combined the 
hierarchical clustering [37] and the kernel density estimation to achieve an algorithm 
that is both space and time efficient. The algorithm in [37] was derived for clustering 
large data sets with limited physical memory which is very similar to our research 
problem. Hence, Balanced Iterative Reducing and Clustering using Hierarchies 
(BIRCH) algorithm, restricted the size of each cluster to conserve memory. A 
Clustering Feature (CF) contains a summary of each cluster as shown in 
Equation (2.27), where c is the cluster number, N is the number of data points (xj), LS 
is the linear sum of data (Equation (2.28)) , and SS is the square sum of the data 
(Equation (2.29)).  


















= ∑  (2.29) 
The CF is updated incrementally when data are added to the cluster. It can be shown 
that CF is additive, which means that, 
 [ ]1 2 1 2 1 2 1 2, ,N N LS LS SS SS+ = + + +CF CF . (2.30) 
This speeds up the update of clusters when clusters are merged and the CF takes up 
less memory than the number of data points in the clusters. 
 
BIRCH was then combined with the kernel density estimation to achieve a faster 





CK c c c
c




= ∑  (2.31) 
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where CKd  is the clustered density estimation, nc is the number of data points in 
cluster c and M is the number of clusters, and 












⎛ ⎞−⎜ ⎟≈ −⎜ ⎟++ ⎝ ⎠
 (2.32) 
where µc and σc are the mean and standard deviation of cluster c, respectively. 
2.5 Independent Component Analysis of fMRI data 
The basis of applying ICA on fMRI data lies strongly on the principle of brain 
modularity. The principle of brain modularity states that different regions of the brain 
perform different functions independently. Hence, this independence can be exploited 
to reveal the functionality of that brain area. As described in Section 2.1, an 
appropriate external stimulant is applied to check for activation in a particular region 
of the brain. However, it must be noted that some other natural stimulants, such as 
respiratory, heartbeat or other physiological processes, will be present continuously. 
 
fMRI scans show activations in cortical grey matter for both the natural bioprocesses 
and the externally applied stimulants. Moreover, the sensor noise, subject movement 
and other image artefacts are also present. fMRI scans are first pre-processed using 
image processing techniques before performing ICA. This is where ICA will prove 
useful in extracting just the signal of interest, that is, activation caused by the 
externally applied stimulant. Using the simpler linear model, the basic ICA ideology 
is shown in Figure 2.22. Inside each dotted rectangle are the independent components 
with their respective time course. These independent components are summed up to 



































Figure 2.23 The IC maps are linearly mixed, forming the measured signals 
The time course that is closest to the reference signal has the respective component 
map of interest to us. That is, the activated region shown by this particular component 
map is activated because of the externally applied stimulant. The reference signal is 
formed by convolving the BOLD signal with the stimulant pulse train. The stimulant 
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pulse train, as shown in Figure 2.24, is just a simple time course of the applied 
stimulant: the numerical value 1 represents the time when the stimulant is applied and 
0 represents the time when the stimulant is absent. The time course of the component 
maps are compared with the reference wave using correlation techniques. The 
corresponding time course of the component map with the highest correlation 
coefficient contains the activations caused by the input stimulant. 
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3.1 Equipment for Simulations 
Simulations with computational time recorded or mentioned, were carried out on a PC 
using Matlab© 6.5 on a Pentium 4, 1.9GHz with 1GBytes of RAM. Others were 
computed using various available computers. 
3.2 fMRI Data 
The fMRI data used for this research is readily available from the fMRI Data Center 
[38]. The data used is in the unmodified ANALYSETM 7.5 format. Each scan image 
consists of two files: a header file and an image file. The header file contains various 
information of the image file. The header filename “xxxx####.hdr” will correspond to 
image filename of “xxxx###.img” where xxxx, is some common chosen name for the 
file and #### is the continuous running scan number starting from 0001 to the number 
of scans. The scan numbers have prefix of zeros for the scans to be arranged 
sequentially. 
 
The data set used in this research was acquired by Ng et. al. [39] with a fMRI Data 
Center accession number 2-2001-111JJ. Subjects were 16 normal (13 males and 3 
females) right-handed persons aged between 16-43 years (mean age of 29.25 years). 
The subjects carry out two different tasks namely, the judgement of line orientation 
and mental rotation task. However, eight persons performed both tasks, making 24 
subjects; 12 subjects are allocated for each experiment. In this thesis, only the 
judgement of line orientation data set was used. During activation, the subjects were 
shown two stimulus lines in the top half of the screen, and an exemplar consisting of 
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nine radial lines arranged in a semi-circle in the bottom of the screen. The two 
stimulus lines can be any two of the nine radial lines in the exemplar. The subjects 
had to decide if these two stimulus lines matched the two highlighted lines on the 
exemplar. During the baseline condition, the subjects were asked to ascertain if the 
two stimulus lines were on the same level, the lines are always horizontal and thus did 
not involve judgement of angle. The details of the stimulant applied can be found in 
[39]. 
 
Although the pre-processed fMRI data was also provided, only the raw data was used 
for our study. This was so as to have a better control and understanding of the 
pre-processing performed. The pre-processing of the data was carried out using 
Statistical Parametric Mapping (SPM) [40,41]. SPM is a software which also provides 
a platform to visualise the fMRI image.  
 
Figure 3.1 The pre-processing steps 
Figure 3.1 shows the steps involved in the pre-processing procedure. It has six 
modules, namely, 
i. Slice Timing Adjustment – Since the fMRI scan is taken slice by slice, there is 
a time lag between each slice. This step is to adjust the intensity of image such 
that the fMRI scans correspond to the same point in time. Usually, the first 
slice is the reference slice. 
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ii. Realignment – This is to compensate for the translation and the rotation error 
between slices. It is usually resulted from the subject’s movement. Usually an 
intra-modality coregistration is also carried out to align the whole fMRI 
time-series. 
iii. Coregister – As the functional scan and anatomical scan are of different 
modality and resolution (usually the anatomical scan has a higher resolution), 
this step is needed to map the functional image onto the anatomical image for 
accurate localisation. 
iv. Spatial Normalisation – This step transforms the image into a standard or 
common reference space. The purpose of this step is three fold, a) to improve 
the statistical power of the analysis, b) for inter-subject comparison and c) to 
locate the task-related activities in a common reference plane. Usually the 
Talairach and Tournoux atlas [42] is used and it is used in the SPM. 
v. Spatial Smoothing – This step is used for removing artefacts, especially 
outliers, to increase the signal-to-noise ratio. 
vi. Segmentation – Segmentation step is used to separate white matter, grey 
matter and the cerebral spinal fluid (CSF). 
3.3 Generation of Reference Functions 
Two models of haemodynamic response functions (HRF) are tested — they are the 
simple rectangular function and the gamma function. As mentioned in Section 2.5, the 
period where stimulant is applied is represented by 1, else it is 0. The simple 
rectangular function is shifted by the expected haemodynamic delay as shown in 
Figure 3.2. The haemodynamic delay is set at 4.5s and peaks for 7.5s. 
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HRF approximation using rectangular function
 
Figure 3.2 HRF model using a simple rectangular function 
The gamma function is suggested by Friston et. al. as a suitable HRF model [43]. It is 
formed by the difference of two gamma functions and was able to model the small dip 
after the HRF returned to the baseline. The gamma equations are shown below, 
 ( ) ( ) ( )1 21 2
1 1 2 2
exp exp
a at d t dt th t c
d b d b
− − − −⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
 (3.1) 
where, dj = ajbj is the time to the peak, aj is the shape parameter and bj is the scale 


















The resultant HRF model using the gamma functions is illustrated in Figure 3.3. 
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Figure 3.3 HRF model using difference of two gamma function 
 
The stimulant pulse train is shown in Figure 3.4. The pulse train starts from volume 6 
instead of volume 1, as in Figure 2.24 in Section 2.5. This is because the BOLD signal 
take some time to stabilise under the magnetic field of fMRI machine. Sometimes 
there will be some dummy scans before the actual experiment for this reason. Since 
no dummy scan was done for this set of data, the first five scans were discarded. 
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Figure 3.4 Stimulant input pulse train 
 
The HRF are then convolved with the stimulant impulse train to arrive at the reference 
function or the expected waveform of the task-dependent independent component. 
Figure 3.5 shows the reference wave function derived from convolving rectangular 
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HRF function and the stimulant impulse train. Figure 3.6 shows the reference wave 
function derived from convolving gamma HRF function and the stimulant impulse 
train. Notice that both these reference waves start at 18 seconds. This is because the 
scan interval is 3 seconds and 18 seconds corresponds to the sixth scan. 

















Figure 3.5 Reference Wave derived from rectangular HRF 


















Figure 3.6 Reference Wave derived from gamma HRF 
3.4 Linear Independent Component Analysis on fMRI 
The purpose of applying linear ICA is two fold. Besides using the results as a baseline 
for comparison with the PNL-ICA model, this phase is important in gathering a basic 
understanding of ICA and fMRI. As this phase is just a stepping stone, a readily 




Linear ICA was applied to data from 12 subjects who scored 100% in judgement of 
line orientation accuracy. The time course was then filtered with a band pass filter. 
Intuitively, the high pass cut-off frequency must be lower than the stimulant 
frequency. The high pass cut-off period, Thp , was selected using the formula 
suggested in [21], and is shown in equation (3.3). The quantity in this expression Von 
is the number of volume scanned when the stimulant is “on”. Similarly, Voff is the 
number of volume scanned when the stimulant is “off” and TR is the repetition time 
































The problem lies with the low pass cut-off frequency selection. Low pass filtering 
might remove transient signals, which was often present in the event related 
experiment with brief stimulation. Another issue is that it will cause neighbouring 
intensities to be closer to each other. This effectively reduces the number of truly 
independent time points. It is suggested not to apply any low pass filtering [21,46], 
although other more sophisticated  technique are being tried, their general benefits are 
not conclusive [21].  
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3.5 Post-Nonlinear Independent Component Analysis on fMRI 
In the midst of this research, it was realised that it is not possible to apply nonlinear 
ICA without any regularisation, because of the non-unique solutions issue [33]. 
Finding the appropriate regularisation parameter is also not a straightforward task. 
Although a tempting regularisation parameter could be the reference functions, 
however, due to the non-unique nature of the solution, there is no simple way to 
ascertain the results obtained, even if the independent component’s time course has a 
high correlation. 
 
The PNL model was chosen because of its close resemblance to the balloon model 
mentioned in Section 2.2.3. The Matlab© code provided by Taleb et. al. [47] was 
applied on the fMRI data set. The major problem with this algorithm was that it uses 
matrix manipulation, which runs out of memory while dealing with large sets of fMRI 
data. Hence, the PNL-ICA was modified to work with large data sets. Unfortunately, 
in the modified PNL-ICA algorithm, the kernel density estimation (KDE) becomes 
very time consuming. Therefore, optimization has to be carried out to increase the 
speed of the computation. 
3.5.1 Modification of the Original PNL-ICA Algorithm 
As mentioned in Section 2.3.3, it was observed that the estimation of the score 
function (ψ) in Equation (2.23) (reproduced as Equation (3.5)) takes up half of the 
computational effort. d(x) is the probability density of x and d’(x) is the first 









In Section 2.4, it was noted that the computational time of the KDE increases 
exponentially as the number of inputs increase. Furthermore, the choice of a 
computationally efficient kernel function is limited, as the estimation of the score 
function needs the derivative of the probability density. 
 
As mentioned in Section 2.4.1, cluster density estimation was proved to be a viable 
way to reduce the computational requirement [36]. The first step to this is to cluster 
the data. A simplified clustering algorithm was devised from the original clustering 
algorithm (BIRCH) suggested by Zhang et. al. [37]. In fact, the simplified algorithm 
is just a modification of the first step of the BIRCH; therefore, it is definitely faster 
than BIRCH. It must be noted that the clusters formed will be less accurate or less 
precise than BIRCH. Nevertheless, subsequent simulations show that it is sufficient 
for our purposes. 
 
It was decided that two clustering algorithms, namely, kmeans clustering and the 
simplified clustering algorithm, were to be used for the clustering purpose. kmeans 
clustering was chosen because it is a popular clustering algorithm. It is a clustering 
process whereby k number of clusters is fixed a priori. The initial centers of the 
clusters are then chosen randomly. Each data point is then allocated to the various 
clusters based on certain criteria, for example, nearest Euclidean distance. After all 
the data are fully allocated to the clusters, the mean of the members in the cluster will 
form the new cluster’s center. Then the data are reallocated based on the new centers. 
These procedures are repeated until there is no change in any data cluster membership. 
The simplified clustering algorithm is described in the next paragraph. 
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The simpler clustering algorithm works by setting a fixed threshold value σ/1000, 
where σ is the standard deviation of the input data. The first input is placed into the 
first cluster and then subsequent data is compared with the mean of the cluster. If the 
Euclidean distance of the data and mean of the cluster is less than the threshold, the 
data is put in that cluster. Otherwise, a new cluster is formed to accommodate that 
data. In this manner, the total number of clusters grows. When there is more than one 
cluster, the Euclidean distances of the data to all clusters’ centers are computed and 
the data will be placed in the closest cluster. This clustering algorithm is similar to the 
popular kmeans algorithm. The difference is that the number of clusters is not fixed 
here. 
 
In this thesis, the CF-kernel algorithm, developed by Zhang et. al. [37], has been 
modified using a simpler clustering KDE (C-KDE). The CF-kernel algorithm is a fast 
KDE method that requires little memory. Though the simpler clustering algorithm 
may not converge to the best clusters, simulation results showed that it is sufficient 
for the purpose of density estimation. This C-KDE is then replaces the KDE in the 
original PNL-ICA algorithm. This effectively doubles the processing speed compared 
to the original PNL-ICA algorithm. 
3.5.2 Verification of Modified Kernel Density Estimation 
The modified kernel density is checked for accuracy though it can be safely assumed 
that it is accurate as shown in [36]. To measure the accuracy of the algorithm, 
randomly generated Gaussian data (100 to 20,000 points), bi-Gaussian (20,000 points) 
and actual fMRI data (19,915 points) are used for the density estimation. Both the 
computational time and the mean square error (MSE) were noted for analysis later. 
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Since the plots are similar, only the Gaussian data with 20,000 points is shown. From 
Figure 3.7 and Figure 3.8, it is clear that both C-KDE and kmeans-KDE are as good 
as the normal KDE. However, upon closer examination on the plot of density 
estimation of the Gaussian data, as seen in Figure 3.9, it is evident that kmeans-KDE 
has a ringing effect at the tail of the density estimation. This means that kmeans-KDE 
fails to estimate the density accurately at the ends of the graph. It is possible to 
prevent the ringing effect by increasing the number of centers. However, this will also 
increase the computational requirement. Hence, kmeans-KDE is less appropriate for 
the task. 
 
Secondly, from Figure 3.10, it is noted that the computational time of kmeans-KDE is 
closer to KDE but higher than that of C-KDE. Besides, it is highly unpredictable. 
From Figure 3.10, there is a sudden increase of computational time at the 10,000 point 
and it is even higher than that at the 20,000 point. This is because the convergence 
speed of the kmeans clustering depends highly on the randomly selected starting 
points and the number of centers, which was fixed at 20 in this experiment. Thus, 
there is a chance that the smaller data set might take longer time to run than a larger 
data set, as in this experiment. In addition, this also means that the computational time 
of the same data set is not necessarily the same at different run. Therefore, the 
computational requirement is highly unpredictable. From Figure 3.10, it is clear that 
the computational needs of the normal KDE and kmeans-KDE algorithms increase 




Figure 3.11 shows the density estimation of the actual fMRI data. Estimation of both 
kmeans-KDE and C-KDE is visually indistinguishable from the KDE. However, on 
the right end of the plot, the ringing effect of the kmeans-KDE is quite visible. 
Therefore, due to the erratic computational requirement and the possible ringing 
effects, kmeans-KDE is not a good choice for the density estimation and it was left 
out in the next few simulations. Table 3.1 shows the relationship between 
computational time and mean square error (MSE) of kmeans-KDE and C-KDE as 
compared to KDE. It is clear that, the MSE for both algorithms is very low, in the 
range of 10-5 to 10-7. 















Figure 3.7 Density estimation of 20,000 randomly generated Gaussian data 
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Figure 3.8 Density estimation of 20,000 randomly generated bi-Gaussian data 











 Magnified View of Density Estimation of 20,000 Gaussian Data
 
Figure 3.9 Magnified view of the Gaussian density estimation 
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Figure 3.10 Plot of computational time of the three algorithms 
















Figure 3.11 Plot of actual fMRI data density estimation 
Table 3.1 Computational Time and the mean square error of the various algorithms 
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Computational Time / s MSE no. of samples 
KDE kmeans-KDE C-KDE kmeans-KDE C-KDE 
100 0.10 0.16 0.04 7.04e-06 6.26e-06 
200 0.03 0.06 0.04 4.64e-05 2.52e-05 
300 0.05 0.11 0.05 9.26e-06 1.75e-05 
400 0.08 0.17 0.05 1.11e-05 1.64e-07 
500 0.11 0.17 0.06 1.61e-05 1.14e-05 
600 0.16 0.16 0.08 1.44e-05 5.55e-08 
700 0.22 0.27 0.08 1.98e-05 8.49e-06 
800 0.26 0.21 0.10 2.79e-05 2.31e-07 
900 0.36 1.42 0.10 1.43e-05 6.02e-07 
1000 0.43 0.90 0.11 6.00e-05 1.03e-05 
2000 1.61 5.15 0.20 2.74e-05 8.81e-07 
3000 3.44 3.77 0.29 3.10e-05 5.25e-06 
4000 6.03 5.13 0.39 2.84e-05 1.21e-06 
5000 9.77 8.75 0.47 2.24e-05 2.51e-06 
6000 13.81 14.82 0.58 6.83e-06 2.05e-06 
7000 18.46 16.81 0.65 7.27e-06 1.58e-06 
8000 24.29 24.52 0.77 4.94e-06 1.00e-06 
9000 30.67 26.50 0.83 3.01e-06 6.06e-06 
10000 36.91 107.15 0.90 2.30e-06 2.52e-06 
20000 143.53 102.71 1.96 5.63e-07 3.60e-06 
20000 (bi-Gaussian) 141.69 137.48 2.52 6.58e-08 7.04e-06 
19915 (fMRI data) 143.51 718.65 1.93 6.01e-06 4.31e-06 
 
3.5.3 Testing of Modified PNL-ICA Algorithm 
In this experiment, a mixture of sine and saw-tooth waves and the actual fMRI data 
was used to test the modified PNL-ICA algorithm against the original PNL-ICA 
algorithm. Again, the computational time and MSE were used as a measure of 
comparison. 
 
Figure 3.12 shows both the original saw-tooth and sine wave generated, and the 
mixed signal. The mixing matrix, M, is a 4x4 randomly generated matrix as shown in 





⎛ ⎞= ⎜ ⎟⎝ ⎠
M  (3.6) 
The two nonlinear functions used are, 
 1 1 1( ) tanh(1.5 )f =R R  (3.7) 
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 32 2 2( )f =R R  (3.8) 
where R1 is the first output from the linear mixing stage whereas R2 is the second 
output.  
 
Figure 3.12(a) shows the saw-tooth wave whereas Figure 3.12(b) shows the sine wave. 
They are the original input sources. Figure 3.12(c) depicts the mixture after f1 
nonlinearity is applied to the linear mixtures, whereas Figure 3.12(d) is the mixture 


































Figure 3.12 Plots showing the original signals and the mixed signals 
From Figure 3.13, it is evident that results of both original and modified PNL-ICA 
algorithms are very close. Although the plots are quite noisy, it can be easily solved 
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by smoothing the data. It is showed that the modified PNL-ICA algorithm can achieve 
similar results as the original PNL-ICA algorithm with a shorter computational time. 
 



















Figure 3.13 Plot comparing the results of original and modified PNL-ICA algorithm 
Table 3.2 shows the average computational time per iteration for the simulated data 
when different KDE algorithms are applied. From the table, it is clear that the 
modified PNL-ICA algorithm outperform the original PNL-ICA algorithm in terms of 
computational speed. It is almost 80% faster than the original code, while achieving 
similar results. With KDE as the reference, the differences in output between both 
algorithms are within 5%. 
Table 3.2 Average computation time per iteration for the simulated data 





Linear ICA is also applied to this mixture to show that linear ICA cannot decompose 
the PNL mixtures. FastICA is applied to the mixtures using both nonlinearity, namely, 
Gaussian and hyperbolic tangent. The results are show in Figure 3.14 and Figure 3.15 
respectively. From these figures, it is clear that linear ICA cannot decompose the PNL 
mixture effectively. 











Figure 3.14 FastICA with Gaussian nonlinearity on PNL mixture 











Figure 3.15 FastICA with tanh nonlinearity on PNL mixture 
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3.5.4 Modified PNL-ICA Algorithm on fMRI data 
Both original and modified PNL-ICA algorithms were then applied on a set of the 
fMRI data set of size [95, 19915]. As expected, the modified algorithm is faster than 
the original algorithm. It took about 2 weeks to complete the simulations, whereas the 
original algorithm took almost 3 weeks. The results of the modified PNL-ICA 
algorithm on fMRI data will be discussed in Section 4.3. Table 3.3 shows the average 
computational time per iteration for the fMRI data for the original and modified 
algorithms 
Table 3.3 Average computation time per iteration for fMRI data 
Algorithm Computational time per iteration (hr) 
Original PNL-ICA (KDE) 10 
Modified PNL-ICA (C-KDE) 6 
3.5.5 Computational Complexity of the PNL-ICA Algorithm 
The complexity of both the original and modified algorithm is computed using the 
“flops” command in Matlab© 5.1. The number of slices is kept at 95, same as the data 
set that we have. Then the number of voxels are varied from 1000 to 20,000, with an 
increment of 1000. With each set of data randomly generated, the modified PNL-ICA 
algorithm is run for a single iteration. The number of flops (floating-point operations) 
needed is recorded and plotted with respect to number of voxels. This plot is then 
fitted with a power curve using Matlab© curve fitting toolbox. Equation (3.9) is the 
resultant power curve for the original algorithm, while Equation (3.10) is the result of 
the power curve for the modified algorithm. They are plotted as shown in Figure 3.16. 
 1.9972057y x=  (3.9) 
 1.9881296y x=  (3.10) 
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where y is the number of flops and x is the number of voxels. Therefore, it is clear that 
the y is approximately proportional to x2, and the modified algorithm is about 60% 
faster than the original algorithm. 


























Figure 3.16 Plot of number of flops vs number of voxels 
3.6 Tools for Analysis of Results 
A simple graphic user interface (GUI) was written using Matlab© to display the time 
course of the component map, the filtered time course of the component map and the 
reference wave used to calculate the correlation coefficient. The correlation 
coefficient was displayed on top of each time course. Figure 3.17 shows the GUI 
displaying the component map of Subject 01, after linear ICA decomposition. There 
are some functions on the right hand side of the GUI, which are magnified and shown 
in Figure 3.18. Figure 3.19 shows the correlation coefficient of the (a) unfiltered time 
course and (b) filtered time course. Both are in their absolute values. From this figure, 
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it is clear that using unfiltered time course, the correlation coefficient of the IC map of 
interest to us is significantly higher than the rest. Thus, it stands out clearly in the 
scatter plot. However, this significance is greatly reduced in the filtered time course, 
as seen in Figure 3.19(b). 
 




Figure 3.18 Magnified view of the GUI control 
With reference to the numbering in Figure 3.18, the various functions are described 
below. 
i. The number in this button is the unfiltered time course of the IC map with the 
highest correlation coefficient as compared to the reference function. When 
pressed, the time course will be plotted as shown in Figure 3.17. 
ii. Similar function as in part (i), but it shows the filtered time course of the IC 
map with the highest correlation coefficient. 
iii. When pressed, a scatter plot of the correlation coefficient of the component 
maps will be plotted in a new figure, as shown in Figure 3.19. 
iv. This text box display the current IC map number being plotted. In addition, it 
also accepts user input for any IC map number, and plot the time course of the 
IC map. If the number key in invalid the first IC map will be plotted. 
v. The slider allows user to browse through the IC maps, and the current time 
course plotted will be updated in the text box, as described in (iv). 
vi. When pressed down, IC maps will be converted to its absolute magnitude. 
This is a necessary function as ICA has the ambiguity of sign; hence, the 
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magnitude of the time course can be reverse. This will be discussed further in 
Section 4.2. 











of Unfiltered Time Course   
IC Map Number















Figure 3.19 Scatter plot of correlation coefficient of components maps 
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CHAPTER 4 
RESULTS AND DISCUSSION 
 
4.1 Preprocessing 
Size of the data poses a great challenge in the analysis of fMRI data set. Hence, it is 
important to remove any useless voxels. Areas outside the skull can be removed 
without affecting the analysis. This is easy as the intensities outside the skull are 
much lower than that of the skull and brain. A simple threshold algorithm is used to 
remove them. The problem lies in removing of the skull from the fMRI image. The 
skull is physically close to the brain and has intensity close to the brain. The skull is 
removed using an automated tool, the brain extraction tool (BET) [48]. It is well 
proven and is incorporated into several freeware applications such as like SPM and 
Analysis of Functional NeuroImage (AFNI) [49].  
4.2 Result of Linear ICA on fMRI 
Linear ICA was applied to the data from 12 subjects. Note that the subject number 
follows directly from the original data set; the numbers are not in sequential order. 
Figure 4.1 shows the scatter plot of the correlation coefficient for Subject 01. Figure 
4.1(a) show the scatter plot of the correlation coefficient, in Figure 4.1(b) its absolute 
values is plotted. From these figures, it is clear that the correlation coefficient of the 
task-related IC map stands out from the rest. However, in Figure 4.1(a) it does not 
have the highest correlation coefficient because of its negative value and hence it is 
necessary to plot the correlation coefficient using its absolute value as shown in 
Figure 4.1(b). Moreover, ICA has the ambiguity of sign. For the rest of the results, 
correlation coefficient will be discussed in terms of its absolute value. 
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Figure 4.1 Scatter plot of the correlation coefficient (a) before and (b) after taking their absolute value 
The fastICA algorithm uses either Gaussian or hyperbolic tangent nonlinearity for the 
estimation of negentropy [10]. Since the fastICA algorithm is extremely fast, less than 
sixty minutes for one fMRI data set, both nonlinearities are tested. Table 4.1 shows 
the result of the linear ICA using hyperbolic tangent nonlinearity of fastICA, whereas, 
Table 4.2 shows the result of the linear ICA using Gaussian nonlinearity of fastICA. 
Both tables only show the maximum absolute correlation coefficient when compared 
to gamma and rectangular reference waves. 
 
From Table 4.1 it is clear that if the IC map is indeed task-related, no matter what 
reference wave is used, filtered or unfiltered, its time course will emerge with highest 
correlation coefficient. For example, for Subject 01, the IC map for all four cases are 
the same at number 44. This trend follows for all subjects, except for subjects that are 
shaded in both Table 4.1 and 4.2. 
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Table 4.1 Linear ICA result using tanh nonlinearity in fastICA 
Gamma Reference Wave Rectangular Reference Wave 
Unfiltered Filtered Unfiltered Filtered Subject 
IC Map Correlation Coefficient IC Map
Correlation
Coefficient IC Map 
Correlation 
Coefficient IC Map 
Correlation
Coefficient
01* 44 0.6604 44 0.6575 44 0.7094 44 0.8078 
02* 76 0.6305 76 0.6402 76 0.5968 76 0.7319 
03* 68 0.5327 77 0.6841 68 0.6208 68 0.8477 
04* 82 0.5871 82 0.5860 82 0.7777 82 0.8683 
09* 16 0.8202 16 0.7573 16 0.7128 16 0.8076 
10 40 0.3863 40 0.6301 84 0.5010 83 0.7613 
11 49 0.3543 49 0.6150 76 0.3541 76 0.6965 
12* 78 0.6515 78 0.7452 78 0.5220 78 0.7782 
13* 21 0.6117 21 0.6654 21 0.6213 21 0.7853 
14* 77 0.6474 77 0.6595 77 0.6278 77 0.8535 
15 87 0.3653 57 0.5993 87 0.3875 57 0.7937 
16 26 0.3869 58 0.6530 80 0.3920 80 0.7290 
 
Table 4.2 Linear ICA result using Gaussian nonlinearity in fastICA 
Gamma Reference Wave Rectangular Reference Wave 
Unfiltered Filtered Unfiltered Filtered Subject 
IC Map Correlation Coefficient IC Map
Correlation
Coefficient IC Map 
Correlation 
Coefficient IC Map 
Correlation
Coefficient
01* 42 0.7056 42 0.6806 42 0.7343 42 0.7998 
02* 9 0.5614 9 0.6345 9 0.5544 9 0.6858 
03* 19 0.6247 19 0.7469 19 0.6576 19 0.8410 
04* 1 0.5821 1 0.6089 1 0.7673 1 0.8715 
09* 27 0.8141 27 0.7615 27 0.7181 27 0.8074 
10 86 0.4870 86 0.6693 86 0.4272 86 0.7969 
11 44 0.3727 87 0.6091 44 0.3381 34 0.7059 
12* 83 0.6044 83 0.7333 83 0.5034 83 0.8044 
13* 46 0.5698 46 0.6736 46 0.5643 46 0.7463 
14* 17 0.6814 17 0.6857 17 0.6406 17 0.8462 
15 39 0.4183 31 0.5564 60 0.2929 28 0.6800 
16 25 0.5187 57 0.6293 25 0.5718 25 0.7353 
 
The shaded subjects are those who failed to show consistent task-related IC map. A 
slightly different observation is noted in Subject 03 and 16; both are in darker shade 
as seen in Table 4.1. Subject 03 has a different highest correlation coefficient when its 
time course is filtered and compared with the gamma reference wave. This could be 
                                                 
* denotes Subjects whom are considered as good samples. 
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due to the incompetent or unnecessary filtering used, as discussed in the later 
paragraph. In short, time course of Subject 03 shows a good representation of the 
reference wave and is considered to be a good sample. This is justified in Table 4.2, 
where Subject 03 shows a consistent IC map with the highest correlation coefficient.  
 
In the other case, Subject 16 failed to show task-related component using hyperbolic 
tangent nonlinearity. However using Gaussian nonlinearity (Table 4.2), it managed to 
uncover the task-related component. This could imply that the choice of nonlinearity 
play an important role in ICA. Further literature review shows that the choice of ICA 
algorithm is indeed important in uncovering the type of spatially independent 
components in fMRI [50]. From Figure 4.2, it is clear that the time course was close 
resemblance to that of Figure 4.3. This is in contrary to the observation earlier, as this 
would mean that the choice of nonlinearity has little influence on the output. However, 
one possible explanation is that these data set are less noisy, hence both nonlinearities 
can extract the independent components with ease. Thus, it is possible that the 
Gaussian nonlinearity could give a more robust negentropy estimation. However, 
Subject 16 is not considered as a good sample when we finally examined its IC map. 
This will be discussed below. 
 
Figure 4.2 shows the unfiltered time course of Subject 01 with hyperbolic tangent 
nonlinearity used, conversely Figure 4.3 shows the unfiltered time course of 
Subject 01 with Gaussian nonlinearity used. Notice that the IC map number in Figure 
4.2 is different from that of Figure 4.3. This is because ICA does not rank its 
components like PCA. In fact, the IC map numbers are different in each run of 
simulations. It is also noted that the transient effects as described in Section 2.2.3 are 
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not evident, or at least not obvious, in the time course of the IC map. This corresponds 
to the observation made by other researchers that, with a low magnetic field (1.5T) 
fMRI machine, these transients are not detected [21]. Although the shape of Figure 
4.2 is a close resemblance to Figure 4.3, it is observed that the amplitude is different. 
This is an inherent issue with ICA, whereby the variance of the IC is normalised as 
mentioned in Section 2.3.1. Figure 4.4 is the scatter plot of the unfiltered time course 
of the independent components. From this figure, another characteristic of the 
task-related IC map is observed. The correlation coefficient of the task-related IC map 
stands out prominently from the rest, as seen in Figure 4.4.  











Figure 4.2 Time course of Subject 01 with tanh nonlinearity 












Figure 4.3 Time course of Subject 01 with Gaussian nonlinearity 
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Figure 4.4 Correlation coefficient of unfiltered task related IC map from Subject 01 
Figure 4.5 shows the filtered time course of the task-related IC map. It is band-pass 
filtered using a Kaiser filter window with a cut-off of [1/90 1/15] Hz. Initially, a 
low-pass filter with a cut-off frequency of 1/90 Hz is used, however there is no 
observable difference between the filtered and unfiltered time course. Therefore, a 
band-pass filtering was attempted. 













Figure 4.5 Filtered time course of the task related IC map from Subject 01 
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As there is no guideline for choosing the low-pass cut-off frequency, it was arbitrarily 
set using trial and error method. However, all the tested cut-off frequencies, achieved 
either no noticeable difference with the unfiltered time course, or have a time course 
as in Figure 4.5. It is obvious that the time course in Figure 4.5 is over filtered, as it 
resembles simple mixtures of sine wave, rather than the expected reference wave. 
Thus, perhaps the suggestion of not doing a low-pass filtering to the time course is 
valid [21].  
 
Figure 4.6 is the scatter plot of the filtered time course of the independent components. 
From this figure, it is clear that band-pass filtering destroyed the prominently 
displayed correlation coefficient of the task related IC map, as seen in Figure 4.4. The 
correlation coefficient of the task related IC map does not improve as significantly as 
the correlation coefficients of the other IC maps. In addition, since the high-pass 
filtering does not make any notable difference, it might be easier to access the results 
without any filtering. 
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Figure 4.6 Correlation coefficient of filtered task related IC map from Subject 01 













Figure 4.7 Time course of a poorly performed subject 
Figure 4.7 shows the time course of a poorly performing subject. It is clear that the 
time course does not resemble the reference wave. From the scatter plot of the 
correlation coefficient, shown in Figure 4.8, it is clear that none of the correlation 
coefficient is significantly higher than the rest. Thus, those poorly performing subjects 
can easily be identified from the scatter plot of the correlation coefficient and the time 
course. 
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Figure 4.8 Scatter plot course of a poorly performed subjects 
. 
The activated region of the subjects are detected by using the absolute of the z-score, 
zscore, which is defined as follows, 
 ( )score
xz x µσ
−=  (4.1) 
where x is the data point, µ  and σ  are the mean and variance of the ensemble of data 
respectively. The zscore cut-off is set at 3.3 to have a probability, p< 0.0001 of false 
activation. Thus, any voxel with a z-score of greater than 3.3 is considered to be 
activated. The final activation map is the average of IC map from the eight subjects, 
which are considered to be good samples. The z-score with a cut-off of 2 is then used 
for the average activation map. The z-score is lower here because in a way, the 
average activation map has already been checked. The final activation map given in 
the figures below are further tuned by removing clusters that has less than 4 activated 
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neighbours. Figure 4.9 shows the activated region using fastICA with hyperbolic 
tangent nonlinearity, whereas Figure 4.10 shows the activated region using fastICA 
with Gaussian nonlinearity. From both figures, we can see that both nonlinearities 
give similar activation regions. 
 
Figure 4.9 Activation regions detected by hyperbolic tangent nonlinearity 
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Figure 4.10 Activation regions detected by Gaussian nonlinearity 
 
Figure 4.11 shows the activation regions given by fastICA with Gaussian nonlinearity 
on Subject 16. It is clear that the activated regions are not clustered together, thus 
linear ICA failed to decompose the fMRI data. This is in contrast to what was 
suggested earlier, where Gaussian nonlinearity gave a better decomposition than 
hyperbolic tangent. Here, it is clear that the Gaussian nonlinearity has given an 
incorrect detection of the IC map. Thus the choice of nonlinearity type does affect the 
result, and both time course and activation map has to be examined before deciding if 
the IC map is task-related or not. The time course and scatter plot does however give 
a good indication of the quality of the decomposition. One observation from Figure 
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4.11, there is some similarity in the region of activation in the posterior part of the 
brain, as compared to Figure 4.9 and 4.10, though the clusters are smaller and deem 
insignificant. This might again be that the activation is at the nonlinear region of the 
BOLD-CBF transfer function. Thus, the linear ICA can only give some degree of 
decomposition as seen in Figure 3.14 and 3.15, where fastICA is applied on the PNL 
mixtures. 
 
Figure 4.11 Activation area for Subject 16 with Gaussian nonlinearity, IC map 25 
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4.3 Result of PNL-ICA on fMRI 
Due to the tremendous computing time required (about 2-3 weeks per subjects), only 
six subjects were tested with the modified PNL-ICA algorithm. Those tested were 
Subject 01, 02, 03, 04, 11 and 16. Unfortunately, the PNL-ICA result did not turn out 
to be consistent with the simplified balloon model. The results obtained indicate that 
each volume scanned is independent with respect to the stimulant, which is 
impossible. As the subjects form a good mix of both good and bad sample from the 
linear ICA analysis, it can be concluded the PNL-ICA algorithm failed to extract the 
independent components from the fMRI data set. 
 
The results (correlation coefficients of the unfiltered timecourse) of the PNL-ICA 
algorithm are shown in Table 4.3. It indicates that the correlation coefficient of the 
subjects are very low; all subjects’ correlation coefficient are well below 0.2. Figure 
4.12 shows the typical correlation coefficients of the unfiltered timecourse of one of 
the subject we have analysed. From this figure, it is also clear that there is no 
independent component that stands out from the rest. Thus, it is impossible to 
pinpoint the desired component(s). 
Table 4.3 Maximum correlation coefficient of the unfiltered timecourse of the various subjects 
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Figure 4.12 Correlation coefficient of the unfiltered timecourse of Subject 11 
 
With six subjects giving consistent results, this bring out two possibilities as follows, 
i. The simplified balloon model is invalid – one or more of the assumptions used 
to simplify the balloon model is invalid, hence the simplified balloon model 
might have become less accurate than the original balloon model. Therefore, 
even if the PNL-ICA model matches the simplified balloon model, it does not 
represent the underlying fMRI model, and thus the model failed to extract the 
independent components. 
ii. The simplified balloon model is correct, but is not adequately represented by 
the PNL-ICA model – from the discussion and analysis in Section 2.2.3, this 







Motivated by the aspiration of having a continuous health monitoring system of the 
brain, analysis of the fMRI data was taken as the first step to achieve the final 
objective. In this thesis, both linear and PNL-ICA models were applied to the fMRI 
data set. The linear ICA has proved to be popular and successful signal processing 
algorithm in BSS applications. In particular, linear ICA has given good results for 
separation of fMRI data. Therefore, it is used as a comparison for the results of 
PNL-ICA on fMRI. 
 
The results of linear ICA showed that it is effective in detecting the task-related 
components from the fMRI data, although the choice of algorithm is also important. 
However, the results of PNL-ICA in this study are unsuccessful for the six subjects 
studied. There are two possible explanations for this. 
 
The simplest and most likely possibility is that the assumptions that were used to 
represent the simplified balloon model with the PNL model are wrong. If this was so, 
the PNL-ICA cannot be applied to fMRI data. Another less likely possibility is that 
the PNL model cannot adequately represent the simplified balloon model, although 
the simplified balloon model is correct. In short, these two questions need to be 
answered sequentially: Firstly, are the assumptions for the simplified balloon model 
correct? If so, can the PNL model sufficiently represent the simplified balloon model? 
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Therefore, it is premature to disregard the PNL-ICA model for analysis of fMRI. 
Further study needs to be conducted on more definitive fMRI data sets before drawing 
any concrete conclusion on the proposed model. 
5.2 Future Work and Recommendation 
The following are suggested as possible future work: 
i. If the research is developing in this direction, then the two fundamental 
questions must be answered. That is, a) the correctness of the assumptions for 
the simplified balloon model and b) the effectiveness of PNL model to 
represent the resultant simplified balloon model. However, this might proved 
difficult if we cannot get another data set with the CBF, CBV, CMRO2 and the 
BOLD signal. 
ii. A more sophisticated segmentation algorithm can be developed to separate the 
brain from the unwanted portion. This is to reduce the size of fMRI data, so 
that computational time can be greatly reduced. Currently, only the skull and 
region outside the skull were removed. The CSF and the white matter within 
the brain is a potentially large area, which can reduce significant data size 
when removed. 
iii. Further improvement on the computational speed of the PNL-ICA algorithm, 
as the modified PNL-ICA algorithm is still computationally intensive. 
Estimation of the nonlinearity function has yet to be optimised. It is currently 
the most computationally intensive part, which takes up more than 50% of the 
total computational time. 
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