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I. INTRODUCTION
Classical biotechnology is the science of production of human-useful products under controlled conditions, applying biological agents micro-organisms, plant or animal cells, their exo-and endo-products, e.g. enzymes, etc. [7] . Cultivation of recombinant micro-organisms e.g. E. coli, in many cases is the only economical way to produce pharmaceutical biochemicals such as interleukins, insulin, interferons, enzymes and growth factors. To maximize the volumetric productivity of bacterial cultures it is important to grow E. coli to high cell concentration.
In order to optimize a real biotechnological production process, the model must describe those aspects of the process that significantly affect the process performance. The cost of development of mathematical models for bioprocess improvements is often too high and the benefits are too low. The main reason for this is related to the intrinsic complexity and non-linearity of biological systems.
Mathematical forms and their parameters used to describe cell behavior constitute the key problem of bioprocess modelling. The model building leads to information deficiency and to non unique parameter identification. While searching for new, more adequate modeling metaphors and concepts, methods which draw their initial inspiration from nature have received the early attention.
In this paper a Simulated Annealing (SA) algorithm is proposed to identify the unknown parameters in a non-linear mathematical model of a fed-batch cultivation process. SA as an optimization technique first was introduced to solve problems in discrete optimization, mainly combinatorial optimization. Subsequently, this technique has been successfully applied to solve optimization problems over the space of continuous decision variables.
SA is a local search method where the search mechanism is modelled on the Metropolis et al. [4] algo-rithm and the principles of thermodynamic annealing. Kirkpatrick et al. [3] and Cerny [2] were the first to follow such a technique to solve optimization problems. SA can deal with arbitrary systems and cost functions; statistically guarantees finding an optimal solution (SA has the ability to avoid getting stuck at local minima); guarantees a convergence upon running sufficiently large (infinite) number of iterations; is relatively easy to code, even for complex problems. This makes annealing an attractive option for optimization problems This paper is organized as follows. Outline of the introduced SA algorithm is described in Section 2. In Section 3 the problem formulation is presented. In Section 4 a discussion of the obtained numerical results of E. coli cultivation process model parameter identification is presented. Concluding remarks are made in Section 5.
II. OUTLINE OF THE SIMULATED ANNEALING ALGORITHM
SA is a stochastic relaxation technique [3] . SA is named by analogy to the annealing of solids, in which a crystalline solid is heated to its melting point and then allowed to cool gradually until it is again in the solid phase at some nominal temperature. At the absolute zero final temperature, the resulting solid achieves its most regular crystal configuration -corresponding to a (global) minimal value of the system's energy.
The SA algorithm performs the following steps:
The algorithm generates a random trial point. Initial temperature is 100. The SA chooses the distance of the trial point from the current point by a probability distribution with a scale depending on the current temperature. The trial point distance distribution could be set as a function that generates a point based on the current point and the current temperature using different distributions. Here Boltzman distribution is used:
where E is the system energy; T -the system temperature; k -Boltzman's constant (k = 1.380650 × 10 −23 m 2 kgs −2 k −1 ); Z(T ) -a normalization function of the form:
The algorithm determines whether the new point is better or worse than the current point. If the new point is better than the current point, it becomes the next point. If the new point is worse than the current point, the algorithm can still make it the next point. The algorithm accepts a worse point based on an acceptance function. The probability of acceptance is:
where ∆ = new objective -old objective, T -current temperature. Since both ∆ and T are positive, the probability of acceptance is between 0 and 1/2. Smaller temperature leads to smaller acceptance probability. Also, larger ∆ leads to smaller acceptance probability. The algorithm systematically lowers the temperature, storing the best point found so far. The function that the algorithm uses to update the temperature is:
where r denotes the annealing parameter.
Reannealing sets the annealing parameters to lower values than the iteration number, thus raising the temperature in each dimension. The annealing parameters depend on the values of estimated gradients of the objective function in each dimension:
where r i is the annealing parameter for component i, T 0 -the initial temperature of component i, T i -current temperature of the component i, s i -gradient of the objective in direction i times difference of bounds in direction i. The algorithm stops when the average change in the objective function is sufficiently small with respect to the predefined tolerance.
The SA algorithm can be described by the scheme:
Find initial solution (by generating it randomly) Set initial value for the parameter T = T 0 Set a value for r, the rate of cooling parameter j = 0 Generate a new solution S Calculate the difference in cost: The important part of model building is the choice of a certain optimization procedure for parameter estimation, so that to calibrate the model with a given set of experimental data in order to reproduce the experimental results in the best possible way. The estimation of model parameters with high parameter accuracy is essential for successful model development.
A. E. coli MC4110 fed-batch cultivation model
The mathematical model of the considered process can be represented by [5] : 
For the parameter estimation problem real experimental data of the E. coli MC4110 fed-batch cultivation process are used. The cultivation experiments are performed in the Institute of Technical Chemistry, University of Hannover, Germany during the collaboration work with the Institute of Biophysics and Biomedical Engineering, BAS, Bulgaria, granted by DFG. The cultivation conditions and the experimental data are presented in details in [1] , [6] .
B. Optimization Criterion
The optimization criterion is a certain factor, which value defines the quality of an estimated set of parameters. The objective function is presented as a minimization of a distance measure J between experimental and model predicted values, represented by the vector y:
where n is the number of data for each state variable m; y exp -the experimental data; y mod -model predictions with a given set of the parameters.
IV. NUMERICAL RESULTS AND DISCUSSION
A series of parameter identification procedures for the considered model Eq. (6) - (10), using SA is performed. The computer specifications to run all optimization procedures are Intel Core i5-2320 CPU @ 3.00GHz, 8 GB Memory (RAM), Windows 7 (64bit) operating system, Matlab 7.5 environment.
A. Tuning of SA Algorithm Parameters
Each algorithm has its own influential parameters that affect its performance in terms of solution quality and computational time. In order to increase the performance of the SA it is necessary to provide the adjustments of the parameters depending on the problem domain. Parameters of the FA are tuned on the basis of a large number of pre-tests according to the parameter identification problem, considered here. The algorithm performance is tested varying the following function and parameters: 1) Annealing function AF a) generates a point based on the current point and the current temperature using Student's distribution (A f ast ); b) generates a point based on the current point and the current temperature using multivariate normal distribution (A boltz ). 2) Temperature function T F a) uses fast annealing by updating the current temperature based on the initial temperature and the current annealing parameter k (T f ast ); b) "temperatureexp" -uses exponential annealing schedule by updating the current temperature based on the initial temperature and the current annealing parameter k (T exp ); annealing by updating the current temperature based on the initial temperature and the current annealing parameter k (T boltz ). Table I .
On the basis of the obtained results functions A f ast for AF and T f ast for T F are chosen as more appropriate. Using these functions the IT and RI are varied in the considered ranges. First, the IT is decreased to 50. The resulting main J is 6.4575. Then the RI is decreased to 50. At RI = 50 J is 6.4262 and at both IT and RI set to 50 -J = 6.3801. Further decreasing of RI do not improve considerably the objective function -for RI = 40 mean J is 6.3798 and for RI = 10 mean J is 6.3857. After that further decreasing of IT is considered. For the values T I of 10, 1, 0.5, 0.1 and 0.001 the resulting main J are as follows: 7.4391, 6.1989, 6.2442, 6.4040 and 6.8768. The lowest mean value of J is obtained at IT = 1 and RI = 50.
After tuning procedures the main SA parameters are set to the following optimal settings: AF -A f ast ; T F -T f ast ; IT = 1 and RI = 50.
B. Results from Parameter Optimization Procedure
Because of the stochastic characteristics of the applied algorithm a series of 30 runs is performed. The best, the worst and the average results of the 30 runs, for the J value and execution time are observed. The obtained results from parameter identification procedures are presented in Table II. The resulting model parameters values are in admissible range according to [8] , [9] , [10] . In Fig. 1 some graphical results about algorithms performance (parameters estimation through generations) are presented.
A quantitative measure of the differences between modelled and measured values is important criterion The presented graphics show a very good correlation between the experimental and predicted data. The model predicts successfully the process variables dynamics during the fed-batch cultivation of E. coli MC4110. However, graphical comparisons can clearly show only the existence or absence of systematic deviations between model predictions and measurements. It is evident that a quantitative measure of the differences between calculated and measured values is an important criterion for the adequacy of a model. The most important criterion for the valuation of models is that the deviations between measurements and model calculations (J) should be as small as possible.
The obtained criteria values show that the developed model is adequate and has a high degree of accuracy. As a result of the identification procedure accurate model parameters estimations are obtained. The presented results are a confirmation of successful application of the SA algorithm and of the appropriate choice of SA algorithm parameters. In this paper the metaheuristic SA is applied for parameter identification of non-lineal model of cultivation process. Real E. coli MC4110 fed-batch cultivation process is considered. The mathematical model is presented by a system of ordinary differential equations, describing the regarded cultivation process variables. Particular procedure for model parameter identification is performed using SA. Numerical and simulation results reveal that correct and consistent results are obtained. Resulting non-linear model predicts adequately and to a high degree of approximation the variation of the considered state variables. Simulation results reveal that accurate and consistent estimates can be obtained using SA algorithm.
