In this paper we compute the trace formula for Hecke operators acting on automorphic forms on the hyperbolic 3-space for the group PSL 2 (O K ) with O K being the ring of integers of an imaginary quadratic number field K of class number H K > 1. Furthermore, as a corollary we obtain an asymptotic result for class numbers of binary quadratic forms.
Introduction
The first mathematician to study class numbers and their behaviour intensively was Gauß and in [6] he stated a formula for the mean value of the product log . Here denotes the class number of primitive binary quadratic forms [ ], ∈ Z, of discriminant > 0, and is the fundamental solution of the Pell equation 2 − 2 = 4. Although and are defined for all > 0 such that is not a square and ≡ 0 1 (mod 4), Gauß only considered those quadratic forms whose discriminant is not a square and ≡ 0 (mod 4). The first written proof for the asymptotic behaviour of ≤ log was given by Siegel [21] . However, one disadvantage of the formulae given by Gauß and Siegel is that ordering the terms by the size of the discriminant does not allow us (so far) to separate the class number from the regulator. This is due to our lack of knowledge of the solutions of the negative Pell equation 2 − 2 = −4. On the other hand, if we order the terms by the size of the regulator, then this problem disappears as Sarnak [16] recognized. Using the Selberg trace formula as well as a bijection between indefinite binary quadratic forms and hyperbolic elements of SL 2 (Z) and partial summation he proved that
N. Raulf as → ∞, where Li( ) = 2 1/log . An early treatment of the Selberg trace formula can be found in Selberg's important paper [18] . For an extensive analysis of the Selberg trace formula see [8, 9 ]. Sarnak's result (1) has been generalized to the case of class numbers of quadratic forms with coefficients in the ring of integers of an imaginary quadratic number field of class number one [17] and to the case of class numbers of orders in complex cubic fields [3] .
In the situation of the hyperbolic 3-space a detailed treatment of the Selberg trace formula for cofinite subgroups of PSL 2 (C) is given in [5] . Furthermore, Bauer-Price [2] wrote the Selberg trace formula for SL 2 (O K ) with O K being the ring of integers of an imaginary quadratic number field of arbitrary class number explicitly down and Efrat [4] considered the Selberg trace formula for Hilbert modular forms. Apart from the Selberg trace formula Hecke operators play an important role in the theory of automorphic forms, e.g. they can be used to understand the Fourier coefficients of automorphic (cusp) forms. One trace formula involving Hecke operators is the Eichler-Selberg trace formula. In [24] Zagier expressed the trace of a Hecke operator on the space of cusp forms for the modular group SL 2 (Z) with the help of quadratic forms. Moreover, Serre [20] used the Eichler-Selberg trace formula to prove an equidistribution result for Hecke eigenvalues. The equivalent of the Eichler-Selberg trace formula for Maaß forms can be found in [12] . By means of the Selberg trace formula Li expressed the trace of a Hecke operator acting on the space of Maaß cusp forms belonging to a fixed eigenvalue of the Laplace operator on L 2 SL 2 (Z) \ H 2 as the residue of an L-series whose coefficients involve class numbers. Furthermore, in [15] a formula is given for the trace of a Hecke operator acting on fixed eigenspace of the Laplace operator on ∼ C ( ) 2 → ∞
Here we sum over all ∈ D and ∈ O K for which there is ∈ O K such that 2 − 2 = 4 and ( ± √ )/(2 √ ) = 1. For a more detailed treatment of the results of [15] see [14] .
In this paper we extend the results of [15] to imaginary quadratic number fields K = Q( √ D), D < 0, of class number H K > 1 and prove a new asymptotic result for class numbers in the spirit of (1) by developing a trace formula for Hecke operators using the classical approach of the Selberg trace formula as in [5] . Let us describe the results of this paper in more detail: We work with the hyperbolic 3-space H 3 that is equipped with the hyperbolic metric and denote the corresponding Laplacian by ∆. Furthermore, let Γ = PSL 2 (O K ) where O K is the ring of integers of K . If λ is a positive discrete eigenvalue of −∆ acting on L 2 (Γ \ H 3 ), E λ denotes the eigenspace generated by all square integrable eigenfunctions of −∆ with eigenvalue λ. We prove the following theorem for the trace tr λ T of the Hecke operator T , ∈ O K \ {0}, acting on the eigenspace E λ .
Theorem A.
Let D P be the set of all primitive discriminants and for ∈ O K \ {0} let D
where ( ) is given by cos ( 
The series L * converges absolutely and is holomorphic for Re > 2. It can be meromorphically continued into the halfplane Re ≥ 1 with a possible pole of order two at = 1 and simple poles at = 2, at those = 1 ± µ, µ ∈ C \ {0}, for which 1 + µ 2 ≥ 1 is a positive discrete eigenvalue of −∆, and at those = 1 + µ for which 1 + µ 2 < 1 is a positive discrete eigenvalue of −∆. Moreover, 
if λ = 1 is a discrete eigenvalue of −∆, then
Furthermore, by a Tauberian theorem we obtain
Corollary.
We have ∈D (1) d∈D P | |<
In Section 2 we introduce the setting we are working with, recall some definitions and give an integral representation for the trace of the Hecke operator.
In Section 3 we calculate the various contributions to the trace. The contributions of the non-cuspidal elements, i.e. of those elements that do not stabilize cusps of Γ, do not depend on the class number of K and are the same as in [15] . However, the contribution of the cuspidal part of the spectrum to the trace of the Hecke operator is more involved than those in [15] . This is due to the fact that H K > 1 implies that we have several cusps and to the lack of unique factorization in the H K > 1 case. We also express the trace of the Hecke operator in terms of certain elements of PSL 2 (C) and in Theorem 3.23 we give an explicit formula for 1 (C Γ ) appearing in Theorem A.
In the last section we translate the results obtained in the previous section into the language of quadratic forms and prove the main theorem as well as the corollary for the asymptotic behaviour of class numbers. Also in this section additional difficulties caused by the lack of unique factorization have to be overcome.
The spectral side of the trace
We consider the hyperbolic 3-space H 3 = { + : ∈ C > 0} equipped with the hyperbolic metric. In order to describe the action of the groups GL 2 (C) and PSL 2 (C) on H 3 we view it as a subset of Hamilton's quaternions with the standard R-basis 1 . Then GL 2 (C) and PSL 2 (C) act on H 3 as follows: For M = ∈ GL 2 (C) we have
where = √ det M and the inverse is taken in the skew field of quaternions (see e.g. [7, Definition 9.1, p. 60]). The volume element corresponding to the hyperbolic metric is given by (P) = / 3 and the corresponding Laplace operator is
For a detailed treatment of its theory and the spectral decomposition of L 2 (Γ \ H 3 ) see [5] .
Selberg [18] observed that an eigenfunction of −∆ with eigenvalue λ is also an eigenfunction of every invariant integral operator with the corresponding eigenvalue depending only on λ and the kernel of the integral operator. Namely, if the kernel of the integral operator is given by the point-pair invariant K = • δ, then the new eigenvalue is the Selberg transform of evaluated at λ.
is basically the hyperbolic distance between P = + and P = + ∈ H 3 (see [5, Proposition 1.6, p. 6] ). For the explicit formulae see [5, p. 114] and [5, Theorem 5.3, p. 119] . The Selberg transform and its Fourier transform also appear in the Selberg trace formula. We will use the same notations for the Selberg transform of and as in [5, Lemma 5.5, p. 121] . Depending on the chosen point-pair invariant the Selberg trace formula can be used to treat a variety of problems. The appropriate point-pair invariant for our problem that allows us to obtain a formula for the trace tr λ T of the Hecke operator T on the eigenspace E λ of −∆ with eigenvalue λ is the same that was already used in [15] (see also [14] and [5, pp. 282-283] ). Let us briefly recall the notation used in [15] and the important properties of the point-pair invariant used in this paper. Definition 2.1.
One can show that the following lemmata hold.
Lemma 2.2.
For Re > 1, ( ) = 2π − 1 (cosh ) 1− .
Lemma 2.3.
For Re > 2 and ∈ C, 
Definition 2.5.
For Re > 2 and the chosen point-pair invariant K we define
It is well known that the cusps of Γ are elements of K ∪ {∞} and that we have H K Γ-inequivalent cusps. This is due to the fact that there exists a bijection between PSL 
with suitable α and β ∈ K so that η = A Since the group Γ has cusps the spectral decomposition of the automorphic kernel K Γ consists of a discrete and a continuous part. The part corresponding to the continuous part of the spectrum is described with the help of the Eisenstein series that is defined as follows. Definition 2.6.
η ∞ is a cusp of Γ, A η being a quasi-integral matrix, the Eisenstein series corresponding to the cusp η is given by
A detailed analysis of the Eisenstein series for the group PSL 2 (O K ) can be found in [5, Chapter 8] .
The following function appears in the spectral decomposition of K Γ .
Definition 2.7.
For Re > 2 and the Selberg transform we set
We are interested in the behaviour of the Hecke operators acting on Γ-invariant functions. Let us briefly recall their definition where we follow [7] who developed the theory of Hecke operators for the three-dimensional case. For ∈ O K \ {0} let T be a system of representatives of SL
with being a Γ-invariant function. In order to obtain the trace formula for Hecke operators we introduce the functions K
Definition 2.8.
Here the Hecke operator is applied to the Pvariable, and
Remark 2.9.
Remark 2.10.
According to [7, Theorem 5.7, p. 29] , the following decomposition holds:
Here m η = (1 η) denotes the ideal in M corresponding to the cusp η. Furthermore, by [7, Corollary 5.9 , p. 32] we have
Using the previously introduced notations we give an integral representation for the trace of the Hecke operator T .
Theorem 2.11.
For Re > 2 the following equation holds:
Here F is a fundamental domain of Γ and the last sum extends over all µ ∈ C/{±1} with the property that 1
This theorem follows from the spectral decomposition of K 
Computing the trace components
In order to compute the integral appearing in Theorem 2.11 we use the approach of the Selberg trace formula as in [18] and evaluate the integral by dividing Γ * into Γ-conjugacy classes
has no cusps of Γ as fixed points, we set
is a fundamental domain of the centralizer C(M) = {γ ∈ Γ : γM = Mγ} of M in Γ. We call the elliptic or loxodromic elements of Γ * that do not stabilize cusps of Γ non-cuspidal elliptic or non-cuspidal loxodromic elements, respectively.
The following lemma implies that the integral defining (M) converges absolutely for Re > 2.
Lemma 3.1.

If ∈ C ([1 ∞)) satisfies | ( )| ≤ A
− for some A > 0 and some > 2, then the integral
exists. Here the prime indicates that we only include in the sum those M ∈ Γ * \ {I} that do not stabilize cusps of Γ.
Proof. Using the notation introduced in the previous section we choose the fundamental domain F of Γ as in
Here F 0 is an appropriate compact subset of H 3 and F η (A) = { + : ∈ P η ≥ A} with P η being a fundamental set for the action of
In order to show the existence of the integral in question, it suffices then to prove that for every η ∈ C Γ ,
Moreover, due to the growth restriction on K (P Q) we can restrict ourselves to study the integrals
with the obvious restrictions on ζ ζ and ζ . The primes appearing in (3) indicate that we only sum over those M ∈ Γ * that do not stabilize cusps of Γ and over those γ ∈ Γ such that
has no cusps of Γ as fixed points. In the following discussion we fix ζ ∈ C Γ as well as ζ ζ and ζ , and show the existence of each
separately. For this we define η ∈ K ∪ {∞} by
Furthermore,
Since in the case that η ∼ Γ η the identity A η γA η −1 ∞ = ∞ holds for every γ ∈ Γ η η we infer that
and therefore
By a similar argumentation to the one of [5, pp. 171-172] we conclude
with a suitable constant C and V η being a set of representatives of ( 
) as → ∞, uniformly in . If on the other hand, η and η are Γ-equivalent then the last series on the right-hand side of (4) 
Remark 3.3.
A similar argumentation as in the proof of Lemma 3.1 can also be found in [19, pp. 633-634 ].
The contribution of the non-cuspidal elements to the trace
Since the argumentation of [15] for the contribution of the non-cuspidal elements to the trace does not depend on the restriction on the class number H K of K and is also valid if H K is greater than one, we quote in the following results from [15, 
As usual we call an element T ∈ PSL 2 (C) loxodromic if it is PSL 2 (C)-conjugate to
where
Theorem 3.5. 
Let T be a loxodromic element of Γ * whose centralizer C(T ) = T 0 × E(T ) contains at least one element of infinite order. Then we obtain
Here |E(R)| is the order of the maximal finite subgroup of C(R), T 0 is a primitive loxodromic element from C(R) and θ is defined by tr R = 2 cos θ.
The non-parabolic cuspidal elements
In the following we treat the loxodromic and elliptic elements of Γ * that stabilize cusps of Γ and we will refer to them as cuspidal elliptic or cuspidal loxodromic elements, respectively. Note that in contrast to the group Γ whose loxodromic elements never fix cusps of Γ (see [5, 
Lemma 3.7.
Let R be a set of representatives of O K /{±1}, Proof. Let
be loxodromic or elliptic, respectively, and assume that + ∈ R, = 0, tr M = 0 and that the fixed points η and ζ of M are cusps of Γ. By the fixed point formula we infer that either both fixed points of M belong to K ∪ {∞} or neither of them does. Furthermore, without loss of generality we can also assume that η ∈ C Γ . Let A η be the quasi-integral matrix corresponding to η. Then η and then the same argumentation as before shows that we can interchange and . Furthermore, the appearing in this case is an element of Λ η . Thus we obtain that M is Γ-conjugate to an element of the form
Conjugating afterwards with γ ∈ Γ η yields that M is Γ-conjugate to an element of S 1 .
Now let M 1 and M 2 be two elements of 
so that we also obtain M 1 = M 2 due to the fact that 1 − 1 and 2 − 2 ∈ R. This proves the lemma for those elements whose trace is not equal to 0.
If the trace of M is equal to 0 the previous discussion yields that M is Γ-conjugate to
But since we are working with PSL 2 (C) we can also consider
Then the same discussion as above yields that
(mod 2 Λ η ) and η = η, then the element we started with does not become another element of S 2 by Γ-conjugation. Moreover, a short computation shows that in this case |C(M)| = 2. If on the other hand |C(M)| = 2, then there exists an element γ 2 ∈ Γ, γ 2 = I, so that
Since γ = 0 implies γ 2 = I we have to consider the case γ − 2 δ = 0. In this situation the two fixed points of M are Γ-equivalent and ≡ −α 2 (mod 2 Λ η ) and we finally obtain that M is not Γ-conjugate to another element of S 2 . This proves the lemma for those elements whose trace is equal to zero.
In order to compute the contribution of the cuspidal loxodromic and cuspidal elliptic elements of Γ * to the trace we use the standard approach of the trace formula and integrate over a truncated fundamental domain of Γ. Choosing the same fundamental domain for Γ as in the proof of Lemma 3.1 (see (2) ) and using the same notations as before we now introduce a truncated fundamental domain of Γ and a "truncated" contribution of the loxodromic and elliptic elements of Γ * whose fixed points are cusps of Γ to the trace.
Definition 3.8.
For A large enough set
We remind the reader that in Definition 3.8 we choose A large enough such that A 
A η ∈ S, then for Re > 2 its contribution to the trace is given by
(M) A = 2| | | − | 2 log (A| ( )|) log | | | | + | | | − | 2 ∞ (| | 2 +| | 2 )/2| | Q ( ) + | − | 2 /2| | − (| | 2 + | | 2 )/2| | + (1) = 2| | | − | 2 log (A| ( )|) log | | | | + | | | − | 2 ∞ |log (| |/| |)| ( ) sinh cosh + | − | 2 /2| | − (| | 2 + | | 2 )/2| | + (1)−1 ζ ∞ = /( − ), ζ ∈ C Γ . Proof. If η ∈ C Γ , ± ∈ R, = and ∈ Λ η /( − )Λ η , then (M) A = M A K (P MP) (P) = AηM A K P 1 √ 0 P (P) = AηM A K T P 1 √ 0 0 T P (P) =H 3 \ (H A ∪ H * ) = H A 2ρ( ) ∪ L A where H A 2ρ( ) = + ∈ H 3 : 2ρ( ) ≤ ≤ A L A = H 3 \ (H 2ρ( ) ∪ H * ) = + ∈ H 3 : | | 2 + ( − ρ( )) 2 ≥ ρ 2 ( ) ≤ 2ρ( )
The parabolic elements
The following lemma generalizes [ 
Proof. Let 
be parabolic and η be its fixed point. We may assume that η ∈ C Γ . Then 
implies that η η 2 ∈ O K \ {0} and consequently ∈ Λ η \ {0}. Therefore M is Γ-conjugate to an element of V.
Moreover, it is not difficult to show that if two elements of V are Γ-conjugate, then they are equal.
In order to simplify the notation we set δ = 1 if is a square and δ = 0 otherwise. 
Proof. By dividing the sum into Γ-conjugacy classes
follows with M * A = γ∈C(M)\Γ γF A . Hence it suffices to compute
for every η ∈ C Γ . If A η denotes the quasi-integral matrix corresponding to η, we infer
The sum on the right-hand side of this equation is a slightly modified version of the sum appearing in [15] . 
The contribution of the Eisenstein series
It remains to determine the contribution of the Eisenstein series. For this the Fourier expansions of the various Eisenstein series appearing are helpful. In order to write down the Fourier expansion of the Eisenstein series we define for every character χ of the character group I of the ideal class group I of K the L-series
Then the scattering matrix of Γ is given by Φ( ) = (φ mn ( )) (m n)∈I×I . Moreover, we introduce the following matrix that will also be important in our discussion:
Furthermore, as in [7, Definition 5.1, p. 25] for χ ∈ I, m ∈ I and ∈ C we set
We finally obtain the following theorem for the Fourier expansion of the Eisenstein series. 
Here K denotes the usual Bessel function and δ m n = 1 if m and n belong to the same ideal class, and δ m n = 0 otherwise.
In the case H K > 1 the computations are more involved than in the case H K = 1 due to the fact that the Eisenstein series are not eigenfunctions of the Hecke operators. Thus we have to find an appropriate linear combination that is an eigenfunction of the Hecke operators. This has already been done in [7] and following Definition 15.1 there we define Definition 3.14.
For a character χ of the class group I of K and η m being the cusp corresponding to the ideal m let 
For every character χ of the ideal class group the function F χ is an eigenfunction of the Hecke operator T , i.e. T F χ
Furthermore, we can recover the Eisenstein series E η (P ) from the set {F χ : χ ∈ I} by the following formula.
Lemma 3.16.
Let η ∈ C Γ and m η be the ideal corresponding to η. Then we obtain
Proof. Let χ 1 χ H K be the characters of the ideal class group. We consider the two matrices M 1 and M 2 defined by 
This proves the lemma.
Thus we can now describe the effect the Hecke operator T has on the Eisenstein series. Namely, from Theorem 3.15 and Lemma 3.16 we obtain Theorem 3.17.
For computing the contribution of the Eisenstein series to the trace we introduce the so-called cut-off Eisenstein series following [5, p. 109 ].
Definition 3.18. In order to simplify the notation during the computations we also define Definition 3.19.
Remark 3.20. 
Proof. Let the set {χ (6) by I. Then with the help of Definition 3.14 and Theorem 3.17 we infer
The last identity in (7) follows from an application of Fubini's Theorem. The application of Fubini's Theorem is justified as the integral is finite if we replace the integrand by its absolute value as can be seen from the calculations that follow (see also the remark at the end of the proof for more explanations). From
(see [7, Corollary 5.3, p. 26] ) and the character relations we infer for every ∈ {1 H K } and m ∈ I,
as A → ∞ finally follows from the behaviour of the Bessel function and (1 + 2 ). The inner integrals appearing on the right-hand side of (8), F E A ηm (P )E A η (P ) (P), are computed for every pair (m η ), m ∈ I, = 1 H K , separately using the Maaß-Selberg relations. They can e.g. be found in [5, Theorem 3.9, pp. 109-110] and yield
Let us first of all consider the term including log A. For this term we get
since according to [5, (2.12) 
From the second term in (9) we obtain
as A → ∞ if we use a similar argumentation to [10, p. 155] . Moreover, from the last term in (9) we infer
using [5, (2.20) , p. 369]. Thus by inserting (10), (11) and (12) into (8) the theorem follows.
Let us just add a few comments concerning the application of Fubini's Theorem in (7) . Replacing the integrand by its absolute value we obtain the finiteness of the integral by modifying the argumentation above. The main modifications that have to be made concern the analogues of (8) and (11) . In the case that the Eisenstein series appearing in the counterpart of (8) belong the same cusp we can apply the Maaß-Selberg relations directly. However, if the Eisenstein series belong to different cusps we first have to use the Cauchy-Schwarz inequality before applying the Maaß-Selberg relations. Then the finiteness of the analogue of (10) is a result of the rapid decay of (1 + 2 ) and the behaviour of Φ * ( ), Re = 0. Furthermore, the finiteness of (11) and (12) follows from the behaviour of (1 + 
A trace formula for Hecke operators
As in [15] we define (C Γ ) to be the cuspidal contribution to the trace.
Definition 3.22.
Here the prime indicates that the sum extends over all Γ-conjugacy classes {M} of non-parabolic cuspidal elements M ∈ Γ * \ {I} and
The following theorem is the multi-cusp analogue of [15, Theorem 3.21, p. 130 ].
Theorem 3.23.
For Re > 2 we have
(C Γ ) can be meromorphically continued into the half-plane Re ≥ 1 with only one pole of order 2 at = 1. Moreover, )
for every m ∈ I and ∈ {1 H K }. We note that
Hence we also have to consider the integrals
According to [5, pp. 379-380] (14) follows by an argumentation similarly to the argumentation for the integral
in [15, pp. 132-134] . The continuation of (15) results by a similar argument.
Having computed all the trace components we obtain the following analogue of [15, Theorem 3.23, p. 135] .
Theorem 3.24.
For Re > 2 the following identity holds: 
• if λ = 1 is an eigenvalue of −∆, then
Proof. 
is holomorphic for Re > 2 and can be meromorphically continued into the half-plane Re > 0, the only poles being a possible pole of order two at = 1 and simple poles at = 2 and at those = 1 + µ, µ ∈ C \ {0}, for which 1 + µ 2 is a positive discrete eigenvalue of −∆. Then, similarly to the proofs of [15 
Quadratic forms and traces of Hecke operators
In this section we rewrite the results of Theorem 3.25 using the language of quadratic forms. Doing this we face the same difficulties as Bauer-Price [2] and Efrat [4] , namely the lack of unique factorization, and in order to overcome these difficulties we generalize the arguments of [4] and [2] We mention briefly that the equivalence relation used in this paper differs slightly from the equivalence relations used by Speiser [22] and [4] 
Introducing as in [4, pp. 22-23] the order [22] ), and its norm-1-group For simplifying the notation we introduce the following set that contains the discriminants of those quadratic forms that play a role in our discussion.
Definition 4.1.
For ∈ O K \ {0} let
In order to express the trace of the Hecke operator with data coming from the theory of quadratic forms we extend [2, Lemma 7.5.1, p. 59] so that we can also handle matrices of determinant . By an easy calculation we get (see also [15 is a bijection between Q and P .
Using this bijection we rewrite the sum over the non-cuspidal loxodromic elements. To deduce an asymptotic result for class numbers and a formula for the trace of the Hecke operator the following two L-series are useful.
Definition 4.4.
For Re > 2 let 
Corollary.
We have ∈D (1) d∈D P | |< 
