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„A little hybridization goes a long way.“
(Robert S. Mulliken, J. Chem. Phys 1951, 19, 900.)

1 Motivation & Zielsetzung
Die Modellierung von Materialien, die eine spezifische Eigenschaft für eine be-
stimmte Anwendung aufweisen, hat sich im Laufe der Zeit mit steigender Rechen-
kapazität etabliert. Mit Hilfe dieser Rechnungen können sowohl neue Kandidaten
für eine gewisse Materialklasse bestimmt als auch die Ursache für die Eigenschaf-
ten einer Verbindung verstanden werden. [1] Die Grundlage für eine Beschreibung
eines Materials und seinen Eigenschaften bildet die Quantenmechanik, wie sie zu-
nächst von Schrödinger in einer Wellengleichung formuliert wurde. [2–5] Eine ex-
akte Lösung dieser Gleichung ist aber für realistische Systeme mit einer zweistel-
ligen Elektronenzahl nicht möglich, [6] da die Gleichungen selbst bei der Vernach-
lässigung der relativistischen Eﬀekte, wie Dirac bemerkte, viel zu kompliziert wer-
den. [7]
Eine Möglichkeit, eine Modellierung größerer Systeme durchzuführen, liegt in der
Anwendung der Dichtefunktionaltheorie (DFT) [8, 9]. Wie der Name bereits nahe
legt, stellt die Elektronendichteverteilung ρ(r) die zentrale Größe dieser Theorie
dar. Dabei handelt es sich im Gegensatz zur komplexen Wellenfunktion um ein
skalares Feld im dreidimensionalen Realraum, aus dem sich alle Eigenschaften des
Grundzustands eines Systems bestimmen lassen. [8] Tom Ziegler erkannte als einer
der Ersten das Potential der DFT, [10] diese auch auf chemische Fragestellungen
anzuwenden. [11, 12] Anders als bei der Wellenfunktion handelt es sich bei der
Elektronendichteverteilung um eine Observable, was die Möglichkeit eines direk-
ten Vergleichs zwischen Theorie und Experiment ermöglicht. Neben demVergleich
ist auch eine direkte Interpretation der Elektronendichteverteilung möglich, wo-
hingegen die Bedeutung der Wellenfunktion ungeklärt ist. [13] Eine Möglichkeit,
die Elektronendichte zu interpretieren, stellt die von Richard Bader entwickelte
Quantum Theory of Atoms in Molecules (QTAIM) dar, die sich auf grundlegende
physikalische und chemische Fragestellungen anwenden lässt. [14] Eine Analyse
der chemischen Bindung im Rahmen der QTAIM stellt gewissermaßen eine quan-
titative Beschreibung der von London geäußerten Vorstellung dar, dass die Atome
durch eine Brücke aus Elektronendichte verbunden sind. [15]
Die damit verknüpfte Erkenntnis, dass Atome in einer Verbindung nicht mehr
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in ihrer sphärisch symmetrischen Form vorliegen, formulierte bereits im Jahr 1920
Bragg basierend auf einer experimentellen Studie an einem Diamant. [16] [17] Die
Grundlage dieses Experiments wurde von Friedrich, Knipping und Laue gelegt,
welche die Beugung von Röntgenstrahlen [18–20] an Kristallen beschrieben haben.
[21] Debye, der die Theorie der Beugung von Röntgenstrahlung an den Elektro-
nen eines Atoms lieferte, [22] erkannte auch die Möglichkeit, dadurch die „beson-
dere Anordnung der Elektronen im Atom experimentell festzustellen“. [22] Auch
wenn dieser Eﬀekt der nicht-sphärischen Elektronendichteverteilung von Atomen
im Kristall bekannt war, ließ sich das Ausmaß der Abweichung im Jahr 1931 noch
nicht bestimmen. [23]
Erst in den sechziger Jahren wurden erste Studien z.B. von de Marco und Weiss
[24–26], Dawson [27–35] Kurki-Suonio [36] und Hirshfeld [37] angestellt, bei de-
nen die Atomformfaktoren der Pseudoatome auf einer asphärischen Elektronen-
dichteverteilung basieren. Die systematischen Grundlagen zur Beschreibung der
Elektronendichteverteilung durch eine Multipol (MP)-Entwicklung legte schließ-
lich Stewart, [38–45] dessen Ideen in dem heute gängigen Modell immer noch
sichtbar sind. Grundlage für das Modell stellt die Trennung der Core- und Valenz-
Anteile eines Atoms dar, [38] welche für atomare Streufaktoren bereits von Amorós
und Canut-Amorós vorgeschlagen wurde. [46] Coppens et al. konnten schließlich
die Anwendbarkeit des MP-Formalismus zur Beschreibung von experimentell be-
stimmten Röntgenstrukturfaktoren zeigen [47–52] und der leicht modifizierte An-
satz von Stewart wird in der Literatur als Hansen-Coppens-Multipolmodell (HC-
Modell) [53] bezeichnet. Das HC-Modell ermöglicht die Bestimmung einer che-
misch und physikalisch sinnvollen Elektronendichteverteilung aus dem Röntgen-
Beugungsexperiment, die wie eine theoretisch bestimmte im Rahmen der QTAIM
analysiert und mit den chemischen oder physikalischen Eigenschaften des Systems
verknüpft werden kann. [54–73] In Anbetracht dieser Ergebnisse stellte Coppens
im Jahr 2005 fest, dass die Ladungsdichteanalyse erwachsen geworden ist. [74, 75]
Kombinierte theoretische und experimentelle Ladungsdichtestudien konnten so
zum Beispiel die physikalische Grundlage des VSEPR-Konzepts (valence shell elec-
tronpair repulsion) [76, 77] belegen, [54] welches ursprünglich rein empirisch her-
geleitet wurde. Dafür werden die Minima der zweiten Ortsableitung der Elektro-
nendichteverteilung betrachtet, die als lokale Ladungskonzentrationen (LCC, lo-
cal charge concentrations) bezeichnet werden. [78, 79] Solche LCCs wurden erst-
mals 2003 in einer experimentellen Ladungsdichtestudie nachgewiesen [60] und
nehmen im erweiterten VSEPR-Modell die Rolle der Elektronenpaardomänen ein.
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[54, 80–82] Diese Verallgemeinerung des VSEPR-Konzeptes erlaubt auch die kor-
rekte Vorhersage der Molekülgeometrie von Übergangsmetallverbindungen, selbst
in den Fällen, bei denen eine Anwendung des ursprünglichen VSEPR-Konzepts zu
falschen Ergebnissen führt. [61, 81–86]
Neben dem Einfluss auf die Geometrie von Verbindungen [61, 87] lässt sich das
Auftreten von LCCs in Übergangsmetallverbindungen (TM-Verbindungen), spe-
ziell in der Valenzschale des TM-Atoms, mit der chemischen Verschiebung der
Kerne aus der NMR-Spektroskopie verbinden. [88–92] So ist zum Beispiel in pla-
naren, β-agostischen Ni-Verbindungen das Signal des agostischen 1H-Atomkerns
hochfeldverschoben, wenn es auf eine lokale Ladungsverarmungszone (LCD, local
charge depletion) in der Valenzschale des TM-Atoms ausgerichtet ist. [88]
Diese beiden Beispiele heben die Bedeutung der LCCs hervor, deren Natur auch
in weiteren Studien untersucht wurde. [62, 67, 78, 93–95] So konnte für frühe
Übergangsmetallverbindungen gezeigt werden, dass das Auftreten der LCCs in
der Valenzschale auf die an der chemischen Bindung beteiligten Molekülorbita-
le zurückzuführen ist. [60, 61] Die Beiträge der chemischen Bindung zeigen sich
also nicht nur im Bereich zwischen den Atomen, sondern setzen sich auch in die
Valenzschale der Atome fort. Tatsächlich formulierte bereits 1951 Mulliken, dass
eine Hybridisierung, also eine Vermischung von unterschiedlichen Orbitalbeiträ-
gen, einen weiten Weg zurücklegt. [96] Diese Aussage traf er bei der Berechnung
und Tabellierung von Überlappintegralen, bei der er auch einen nicht zu vernach-
lässigenden Überlapp zwischen den Hybriden der Valenz- und Core-Orbitale fest-
stellte. [96] Dies war ein erster Hinweis darauf, dass der Einfluss der chemischen
Bindung auch bei Abständen zum Atomkern kleiner als der Radius der Valenz-
schale eine Rolle spielt. Zur Analyse der Elektronendichte in diesem Bereich der
inneren elektronischen Schalen sind Studien bei subatomarer Auflösung notwendig,
wohingegen die atomare Auflösung eine Beschreibung der Valenzregion erlaubt.
Die Ursache für das Auftreten eines solchen Überlappintegrals kann man zum Bei-
spiel in einem Atommodell finden, in dem sich die Elektronen eines Valenzorbitals
durch eine sogenannte Tauchbahn [97] nahe der Atomposition aufhalten können.
In der Tat konnten Bentley und Stewart 1974 eine Deformation der Elektronen-
dichte nahe der Atomposition feststellen, [98] als sie die Gültigkeit der im HC-
Modell angenommenen sphärisch-symmetrischen Elektronendichteverteilung in
diesem Bereich überprüften. Sie schlossen aber, dass die gefundene Deformation
zu klein ist, um in experimentellen Röntgenbeugungsstudien detektiert zu werden.
[98] Diese damalige Aussage muss durch die technische Entwicklung mittlerweile
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in Frage gestellt werden, denn es konnte zum Beispiel im Rahmen einer kombi-
nierten theoretischen und experimentellen Ladungsdichtestudie bei subatomarer
Auflösung eine entsprechende Deformation nahe der Kohlenstoﬀatome in Diamant
gefunden werden. [99] Darüber hinaus gibt es in letzter Zeit mehrere Versuche, sol-
che Studien bei weiteren Verbindungen experimentell durchzuführen. [100–102]
Sowohl die Studie von Bentley und Stewart [98] als auch von Fischer et al. [99]
wurden an Verbindungen mit Hauptgruppenelementen der ersten Periode durch-
geführt. Ziel der vorliegenden Arbeit ist es, zu überprüfen, ob und inwieweit sich
die Ergebnisse auf Übergangsmetallverbindungen übertragen lassen. Zum Einen
besitzen letztere Verbindungen durch die Beteiligung der d-Orbitale an der che-
mischen Bindung ein qualitativ unterschiedliches Polarisationsmuster in der Va-
lenzschale. [61] Zum Anderen besitzen die schwereren Elemente mehrere innere
elektronische Schalen, die im Fokus dieser Arbeit stehen und detailliert analysiert
werden.
Die vorliegende Arbeit besteht dabei im Wesentlichen aus zwei Teilen: Im ers-
ten werden grundlegende Überlegungen zu den theoretischen Hintergründen und
den Modellen vorgestellt, die benötigt werden, um die Elektronendichteverteilung
von Übergangsmetallatomen in Ladungsdichtestudien bei subatomarer Auflösung
basierend auf Strukturfaktoren zu untersuchen. Im zweiten Teil soll auf diesen
grundlegenden Ergebnisse aufbauend die Relevanz solcher Studien für experimen-
telle Untersuchungen diskutiert werden.
Im Detail gliedert sich die vorliegende Arbeit folgendermaßen: Zu Beginn wird
auf die theoretischen Grundlagen eingegangen, die zum Verständnis der Ergeb-
nisse in der darauﬀolgenden Kapiteln notwendig sind (Kapitel 2). Dabei wird
zunächst die observable Größe der Elektronendichteverteilung eingeführt (Ab-
schnitt 2.1) sowie die Möglichkeit erörtert, wie diese z.B. im Rahmen der QTAIM
analysiert werden kann (Abschnitt 2.2). Außerdem wird das bereits erwähnte
Hansen-Coppens-Modell vorgestellt, mit dem sich die Elektronendichteverteilung
aus Strukturfaktoren rekonstruieren lässt (Abschnitt 2.3). Dabei kann das Modell
an gemessene Strukturfaktoren angepasst werden oder, wenn die Genauigkeit des
Modells bestimmt werden soll, an theoretische (d.h. berechnete) Strukturfaktoren.
Deren Berechnung aus der Elektronendichteverteilung wird vorgestellt und da-
bei speziell auf die Möglichkeit eingegangen, die thermische Bewegung der Atome
zu berücksichtigen (Abschnitt 2.4). Zum Abschluss dieses Kapitels wird die Scha-
lenstruktur von Atomen diskutiert (Abschnitt 2.5), die man aus dem Bohr’schen
Atommodell kennt, die sich aber in der Elektronendichteverteilung selbst nicht
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zeigt. Hierfür werden die in der vorliegenden Arbeit verwendeten Funktionen vor-
gestellt, welche in der Lage sind, die Schalenstruktur von Atomen wiederzugeben.
Dazu zählen das Laplacefeld, welches ebenfalls in der QTAIM eine entscheidende
Rolle spielt, sowie die Elektronenlokalisierungsfunktion (ELF) [103] und der Elek-
tronenlokalisierungsindikator (ELI-D) [104].
Im darauﬀolgenden Kapitel 3 wird das Polarisationsmuster von frühen Über-
gangsmetallverbindungen in allen Elektronenschalen, also bei atomarer und
subatomarer Auflösung, untersucht. Die Studie wird an den Modellsystemen
[TM(CH3)]
2+ (TM = Sc (1), Y (2), La (3)) durchgeführt, 1 die als Dikationen mit
einer formalen d0 Elektronenkonfiguration vorliegen. Die hohe katalytische Ak-
tivität von homoleptischen Seltenerdalkylkomplexen rückt solche Verbindungen
immer wieder in den Fokus aktueller Studien. [105] Am Beispiel dieser Modellsys-
teme lässt sich der Einfluss der an der chemischen Bindung beteiligten Molekülor-
bitale auf die Elektronendichteverteilung insbesondere bei subatomarer Auflösung
diskutieren (Abschnitt 3.1). Bei Verbindung 3 lässt sich auf Grund der besonderen
Lage des Lanthanatoms im Periodensystem der Elemente eine Beteiligung der f -
Orbitale an der chemischen Bindung vermuten. Daher soll geklärt werden, ob die-
ser Einfluss im Polarisationsmuster, also in der Elektronendichteverteilung, sicht-
bar ist.
Für Verbindungen mit Lanthaniden oder Actiniden existieren nur wenige experi-
mentelle Ladungsdichtestudien. [106–109] Auch daher soll in Abschnitt 3.2 unter-
sucht werden, wie gut sich die Elektronendichteverteilung der Modellsysteme 1, 2
und 3 aus berechneten Strukturfaktoren rekonstruieren lässt. Dabei liegt der Fokus
auf der Überprüfung der Möglichkeit, die Elektronendichteverteilung mit einem
Multipolmodell bei subatomarer Auflösung zu extrahieren. Dazu werden systema-
tische Erweiterungen des HC-Modells eingeführt, die nötig sind, um die inneren
elektronischen Schalen mit einem solchen Modell zu beschreiben. Anschließend
wird die Genauigkeit der rekonstruierten Elektronendichteverteilung für die Mo-
dellsysteme 1, 2 und 3 untersucht. Da bereits 1939 ein Einfluss der maximalen
Datenauflösung2 auf die Beschreibung der chemischen Bindung festgestellt wur-
de, [111] wird auf die Auflösungsabhängigkeit der Elektronendichteverteilung bei
subatomarer Auflösung eingegangen. Da auch die thermische Bewegung der Ato-
me die Intensität der in Röntgenbeugungsexperimenten gemessenen Maxima ver-
1 Für ein Verzeichnis der im Rahmen der vorliegenden Arbeit betrachteten Systeme, siehe Abschnitt
B im Anhang.
2 Die maximale Datenauflösung ergibt sich über die Bragg-Gleichung [110] aus der Wellenlänge λ
der Röntgenstrahlung.
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ändert [112] und damit einen Einfluss auf die aus Röntgen-Strukturfaktoren bei
subatomarer Auflösung rekonstruierte Elektronendichteverteilung besitzt, wurden
deshalb für die Modellsysteme 1, 2 und 3 dynamische Strukturfaktoren berechnet,
um auch den Einfluss atomarer Schwingungen auf die aus Strukturfaktoren rekon-
struierte Elektronendichteverteilung detailliert zu untersuchen.
Für die im Rahmen der vorliegenden Arbeit untersuchten Übergangsmetall-
elemente spielen relativistischen Eﬀekte eine immer größere Rolle, je mehr in-
nere elektronische Schalen im Rahmen von Ladungsdichtestudien bei subatoma-
rer Auflösung untersucht werden. Für die späten Übergangsmetallverbindungen
TM(C2H2) 4 (TM = Ni, Pd, Pt) wurde bereits der Einfluss der relativistischen Ef-
fekte auf die Elektronendichteverteilung untersucht. [113] Die gleichenModellsys-
teme 4werden in Kapitel 4 verwendet, um den Einfluss der relativistischen Eﬀekte
auf Strukturfaktoren zu bestimmen (Abschnitt 4.1). Um die Relevanz der relativis-
tischen Eﬀekte für potentielle experimentelle Ladungsdichtestudien zu beurteilen,
wird die Größenordnung der relativistischen Eﬀekte mit denen der Bildung einer
chemischen Bindung verglichen.
Für eine solche theoretische Studie ist die Bestimmung relativistischer Eﬀektemög-
lich, in experimentellen Studien fehlt hierfür eine geeignete nicht-relativistische
Referenz. Daher beruht die Bestimmung relativistischer Eﬀekte auf chemische Ei-
genschaften in der Regel auf theoretischen Studien. [114] In Abschnitt 4.2 wird
ein Verfahren vorgestellt, das auf der Anwendung des erweiterten HC-Modells be-
ruht und mit dessen Hilfe die Größe der relativistischen Eﬀekte aus (experimentel-
len) Strukturfaktoren abgeschätzt werden kann. Die Genauigkeit dieses Verfahrens
wird zunächst an berechneten Strukturfaktoren überprüft und anschließend wer-
den die relativistischen Eﬀekte aus gemessenen Strukturfaktoren bestimmt.
In den verbleibenden beiden Kapiteln der vorliegenden Arbeit soll überprüft
werden, ob die Elektronendichteverteilung bei subatomarer Auflösung einen direk-
ten Einfluss auf die Eigenschaften bzw. experimentelle Messgrößen einer Verbin-
dung besitzt. Dies wird in Kapitel 5 am Beispiel des elektrischen Feldgradienten
(EFG) untersucht, der aus der Elektronendichteverteilung eines Moleküls berech-
net werden kann. Hierzu wird zunächst die Serie der frühen Übergangsmetallver-
bindungen ScX 5 in Abschnitt 5.1 bzw. anschließend für die späten Übergangsme-
tallverbindungen CuX 6 in Abschnitt 5.2 (X =H, Li, F, Cl, Br, I) betrachtet. Der EFG
kann mit verschiedenen spektroskopischen Methoden, z.B. der NMR, bestimmt
werden. Durch einen Vergleich des gemessenen mit dem im Rahmen der Arbeit
berechneten EFG wird zunächst die Genauigkeit der zugrunde liegenden Methode
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der quantenchemischen Rechnung beurteilt. Darauf aufbauend wird in beiden Se-
rien untersucht, inwiefern die Analyse der Elektronendichteverteilung bei subato-
marer Auflösung notwendig ist, um sowohl den Betrag als auch das Vorzeichen des
EFGs verstehen zu können. Abschließend wird auf die Möglichkeit eingegangen,
den EFG aus Strukturfaktoren sowie einer daraus rekonstruierten Elektronendich-
teverteilung zu bestimmen.
Eine weitere spektroskopische Größe, die auf den kernnahen Bereich sensitiv
reagiert, stellt die Spin-Spin-Kopplungskonstante der NMR dar. Während der
EFG sich sensitiv auf die Abweichung von der lokalen sphärischen bzw. kubischen
Symmetrie um einen Atomkern zeigt, [115] hängt die Kopplungskonstante von
den sphärisch-symmetrischen s-Beiträgen ab. [116–118] Somit handelt es sich
beim EFG und bei der Kopplungskonstante in gewisser Weise um komplementäre
Größen, denn während die erste von asphärischen Deformationen der Elek-
tronendichteverteilung hervorgerufen wird, spielen sphärische Kontraktionen
im letzten Fall eine wichtige Rolle. Daher wird in Kapitel 6 die Spin-Spin-
Kopplungskonstante J(Si,H) diskutiert, wie sie bei Silanen gemessen werden
kann. Zunächst wird am Beispiel des freien Silans SiH4 erläutert, wie dessen
Kopplungskonstanten berechnet werden (Abschnitt 6.1). Dabei wird vor allem auf
die Möglichkeit eingegangen, die Kopplungskonstante zur weiteren Analyse in
einzelne Beiträge der Molekülorbitale zu zerlegen und den Zusammenhang von
sowohl Betrag als auch Vorzeichen von J(Si,H) mit der elektronischen Struktur im
kernnahen Bereich herzustellen.
Anschließend werden diese Methoden angewandt, um die Kopplungskonstante
des Silans HSiMe3-nCln (n = 0, 1, 2, 3), dessen Si–H-Bindung von einem Über-
gangsmetallzentrum aktiviert wird, zu bestimmen (Abschnitt 6.2). Für ein solches
Szenario wurde von Scherer et al. ein vereinheitlichendes Konzept vorgeschlagen,
um die Bindung im TM–Si–H-Fragment zu beschreiben. [119–121] Die Analyse
der Kopplungskonstante J(Si,H) wird zunächst für die frühe Übergangsmetall-
verbindungen Cp2Ti(PMe3)(HSiMe3-nCln) (7, n = 0, 1, 2, 3), [122] durchgeführt.
Durch das Zusammenspiel von theoretischen und experimentellen Studien (letz-
tere in Kooperation mit Petra Meixner [123]) lässt sich sowohl der Betrag als auch
das Vorzeichen von J(Si,H) bestimmen, wodurch die Unterschiede zwischen den
Verbindungen der Serie 7 bezüglich ihrer Si–H-Aktivierung aufgeklärt werden
können. Dafür wird die Veränderung der Kopplungskonstante bei der Zunahme
der Anzahl elektronegativer Chlorsubstituenten entlang der Serie n = 0 bis 3 und
die dafür verantwortlichen chemischen Wechselwirkungen in der Ti–Si–H-Einheit
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untersucht. Damit verbunden ist die Analyse des Einflusses dieser Wechselwir-
kungen auf die Elektronendichteverteilung bei subatomarer Auflösung.
Eine vergleichbare Methodik wird anschließend auf die Verbindung
Cp#Mn(CO)2(HSiMe3-nCln) (8, n = 0,1,2,3, Cp
# = MeCp) angewandt, [124, 125]
um deren Kopplungskonstante zu verstehen. Neben der Änderung der Kopp-
lungskonstante innerhalb der Serie 8 soll insbesondere auch der Unterschied zu
den Systemen 7 untersucht werden, wobei der Fokus wiederum auf der Elektro-
nendichteverteilung der inneren elektronischen Schalen und dem Vergleich früher









δ(r− ri ) (2.1)
sowohl aus dem Experiment (siehe Abschnitt 2.3) als auch aus der N -Teilchen-
Wellenfunktion ψ(x1,x2, . . . ,xN ) bestimmt werden, deren Koordinaten xi des i-ten
Elektrons von den drei räumlichen Koordinaten ri und des Spins σi abhängen. Die
Elektronendichteverteilung





dx2 · · ·
∫
dxNψ
∗(x1,x2, . . . ,xN )
N∑
i=1
δ(r− ri )ψ(x1,x2, . . . ,xN ) (2.2)
berechnet sich als Erwartungswert des Elektronendichteoperators, wobei über alle
räumlichen und alle Spinkoordinaten integriert wird. Dabei ergibt sich die Wahr-
scheinlichkeit, alle N Elektronen irgendwo im Raum zu finden∫
dx1
∫
dx2 · · ·
∫
dxNψ
∗(x1,x2, . . . ,xN )ψ(x1,x2, . . . ,xN ) = 1 (2.3)
durch die Integration des Betragsquadrats der Wellenfunktion über alle Koordina-
ten. Die Elektronendichteverteilung beschreibt die Wahrscheinlichkeit, ein Elek-
tron irgendwo im Raum des Volumenelements dr zu finden. Nach der Integration
von Gleichung 2.2 über alle Spinkoordinaten sowie eine der räumlichen Koordina-
ten lässt sich die Gesamtelektronendichte auch als
ρ(r) =N
∫
dr2 · · ·
∫
drNψ
∗(r,r2, . . . ,rN )ψ(r,r2, . . . ,rN ) (2.4)
schreiben und wird durch die Integration über die verbleibenden räumlichen Va-
riablen berechnet. Dabei wurde die räumliche Integration jeweils über die Koor-
dinate ausgeführt, bei der der Elektronendichteoperator einen Beitrag liefert. Im
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Falle einer Gesamtwellenfunktion, die nur aus einer Slater-Determinante besteht,





ohne eine Integration aus der Summe der Einteilchen-Wellenfunktionen ψi(r) be-
rechnen. Die Gleichung 2.5 lässt sich ebenfalls anwenden um die Elektronendich-
teverteilung im Rahmen der Dichtefunktionaltheorie (DFT) aus den Kohn-Sham-
Orbitalen zu berechnen. [9] Bei der Gesamtelektronendichte ρ(r) handelt es sich,
so wie sie in Gleichung 2.2 eingeführt wurde, um eine Teilchendichte und sie be-
schreibt die Zahl der Elektronen pro Volumen. Die elektronische Ladungsdichte
ρ′(r) = −e · ρ(r) (2.6)
ergibt sich aus der Elektronendichte durch die Multiplikation mit der Ladung, ob-
wohl die Begriﬀe Elektronendichte und elektronische Ladungsdichte oft gleichge-
setzt werden. [127] Die Ladungsdichte beschreibt somit die Ladung pro Volumen-
element dr. Im Rahmen dieser Arbeit wird ausschließlich die Elektronendichte be-
trachtet und diese wird in der Einheit eÅ−3 angegeben. Dabei handelt es sich immer
noch um eine Teilchendichte und der Faktor e beschreibt lediglich, dass es sich bei
den betrachteten Einheiten um Elektronen handelt.
Neben demVorteil, dass die Elektronendichteverteilung ρ(r) sowohl in der Theo-
rie als auch im Experiment zugänglich ist, ist sie auch die zentrale Größe der Dich-
tefunktionaltheorie. [6] Nach dem ersten Theorem von Hohenberg und Kohn kann
das externe Potential eindeutig aus der Elektronendichte bestimmt werden, [8]
woraus sich ableiten lässt, dass in der Elektronendichteverteilung des Grundzu-
standes implizit alle Informationen über das betrachtete System enthalten sind.
Daher liegt es nahe, die Elektronendichteverteilung direkt zu analysieren, worauf
in den folgenden Abschnitten näher eingegangen wird.
2.2 Atome in Molekülen
Im Denken vieler Chemiker spielen Oxidationsstufen und formale Ladungen von
Atomen eine entscheidende Rolle. Dagegen scheinen die Atome bei einer quan-
tenchemischen Betrachtung von delokalisierten Molekülorbitalen ihre individuel-
len Eigenschaften zu verlieren. Richard Bader beantwortete die Frage, ob es Ato-
me in Molekülen (AIM) gibt im Rahmen einer topologischen Analyse der Elektro-
nendichteverteilung, [14] deren Grundlage im folgenden Abschnitt dargestellt ist.
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Allerdings gibt es neben diesen sogenannten Bader-Atomen in der Literatur noch
weitere Definition von Atomen in Molekülen, [128] von denen die in dieser Arbeit
relevanten im darauﬀolgenden Abschnitt dargestellt werden.
2.2.1 Quantentheorie der Atome in Molekülen
Wie bereits angedeutet gibt es mehrere Definition eines Atoms in einem Molekül
(AIM), aber die in diesem Abschnitt vorgestellte ist die sogenannte Quantentheo-
rie der Atome in Molekülen (QTAIM). Dabei können diese AIMs im Rahmen der
Quantenmechanik hergeleitet werden, wobei das Virialtheorem
2〈T 〉+ 〈V 〉 = 0 (2.7)
eine entscheidende Rolle spielt. Das Virialtheorem gilt auch in der klassischen Me-
chanik zum Beispiel bei der Bewegung von Planeten, deren Wechselwirkung mit
einem 1/r2-Kraftgesetz beschrieben wird. [129] Unter der Annahme, dass sich das
N -Teilchensystem durch reelle, natürliche Orbitaleφi beschreiben lässt, [130] kann

























λiφ(r)v(r)φi(r) = 0 (2.8)
geschrieben, wobei der Faktor λi die Besetzung des natürlichenOrbitals beschreibt.
Für die QTAIM ist es von entscheidender Bedeutung, dass man Gleichung 2.8 so









abhängt. [131] Der zweite Term auf der linken Seite von Gleichung 2.8 lässt sich
ohne größere Umformungen durch die Elektronendichte ausdrücken, wobei der
Integrand oft als potentielle Energiedichte
V (r) = v(r)ρ(r) (2.10)
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2φi(r) + 2∇φi(r) · ∇φi(r)] (2.13)
und deren Zusammenhang mit den natürlichen Orbitalen. Durch den Vergleich











= L˜(r) +G(r) (2.14)
in Abhängigkeit der Elektronendichte darstellen, wobei die beiden Funktionen L˜(r)
und G(r) durch die beiden Therme auf der rechten Seite definiert werden. [131]
Die Größe K(r) wurde in Gleichung 2.11 als kinetische Energiedichte eingeführt,




des Systems durch die Integration der kinetischen Energiedichte über den gesam-
ten Raum ergibt. Der Zusammenhang aus Gleichung 2.15 muss ebenfalls gelten,
wenn man die kinetische Energiedichte K(r) durch die Größen L˜(r) und G(r) er-
setzt. Mit Hilfe des Green’schen Theorems lässt sich zeigen, dass die gesamte kine-


















dr∇φi(r) · ∇φi(r) = 〈T 〉 (2.16)
bereits vollständig beschrieben wird. Dabei wurde die Randbedingung verwendet,











drG(r) = 0 (2.17)
über L˜(r) keinen Beitrag zur kinetischen Energie. Diese Gleichung bildet nun die
Grundlage für die Definition eines Atoms im Rahmen der QTAIM, denn jeder Be-
reich Ω, über den L˜(r) keinen Beitrag zur kinetischen Energie liefert, kann nach
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Tabelle 2.1: Bezeichnung der kritischen Punkte der Elektronendichteverteilung im
Rahmen der QTAIM sowie deren (r,s)-Nomenklatur.
Akronym Name (r,s)
NA (nuklearer) Attraktor (nuclear attractor) (3,−3)
BCP bindungskritischer Punkt (bond critical point) (3,−3)
RCP ringkritischer Punkt (ring critical point) (3,+1)
CCP käfigkritischer Punkt (cage critical point) (3,+3)
Bader prinzipiell als eigenständiges quantenmechanisches Subsystem betrachtet
werden und legt daher die Atome im Molekül fest. Mit Hilfe des Gauß’schen Inte-





∇ρ(r) ·n(r) = 0 (2.18)
der Funktion L˜(r) über das atomare Volumen Ω durch die Integration über die so-
genannte „Zero-Flux“-Oberfläche (ZFS) ersetzten, die durch ihren Normalenvektor
n(r) beschrieben wird. Dabei wird kein Punkt der ZFS von einem Gradientenpfad
gekreuzt, da für jeden Punkt auf der Oberfläche die „Zero-Flux“-Bedingung
∇ρ(r) ·n(r) = 0 (2.19)
gilt. Innerhalb dieses Bassins kann nicht nur die atomare Ladung durch die Inte-
gration der Elektronendichte über das atomare Volumen bestimmt werden, son-
dern auch weitere atomare Eigenschaften [133] wie zum Beispiel das Dipol- und
Quadrupolmoment [134, 135] oder die Zerlegung der Energie von Silanen in ato-
mare Beiträge [136].
Die Gleichung 2.19 ist automatisch erfüllt, wenn der Gradient der Elektronen-
dichte verschwindet und somit ein Extremum von ρ(r) vorliegt. Ein solcher Punkt
wird imRahmen der QTAIM als kritischer Punkt (CP, vomEnglischen critical point)
bezeichnet, von dem wiederum vier unterschiedliche Arten unterschieden wer-
den. Dazu wird die Hesse-Matrix, die die partiellen zweiten Ableitungen der Elek-
tronendichte beinhaltet, diagonalisiert und mit Hilfe derer Eigenwerte die (r,s)-
Nomenklatur erstellt. Der Rang r ist die Anzahl der von null verschiedenen Eigen-
werte λi , welche in der QTAIM für eine dreidimensionale Elektronendichtevertei-
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ist die Summe des Signums der Eigenwerte der Hessematrix. Die in einer dreidi-
mensionalen Elektronendichteverteilung möglichen kritischen Punkte und deren
Nomenklatur sind in Tabelle 2.1 aufgelistet. Der Endpunkt der Gradientenpfade
stellt der NA dar, [137] der mit der Atomposition zusammenfällt. [138] Ein be-
sonderer Gradientenpfad stellt die sogenannte atomic interaction line dar, welche
am BCP beginnt und an einem NA endet. [78, 139] Befindet sich das System im
Grundzustand wird dieser Gradientenpfad auch Bindungspfad genannt. [56] Da-
bei formulierte bereits 1928 London die Idee, dass Atome in einem Molekül durch
eine Brücke der Elektronendichte miteinander verknüpft sind. [15] Die Existenz
eines Bindungspfades zwischen zwei Atomen ist ein universeller Indikator für ei-
ne Bindung zwischen den auf diese Weise verbundenen Atomen, [140] wobei es
sich laut Bader dabei nicht zwingend um eine chemische Bindung 1 handeln muss.
[141]
Für den Fall einer chemischen Bindung zwischen den Atomen kann man neben





betrachten, wobei die beiden negativen Eigenwerte der Hesse-Matrix (mit λ1 ≤ λ2)
betrachtet werden. Der Eigenvektor des positiven Eigenwerts λ3 zeigt entlang des
Bindungspfades. Wenn λ1 = λ2 gilt, ist ǫ = 0 und die Elektronendichteverteilung
zylindersymmetrisch, was bei einer Einfach- oder Dreifachbindung der Fall ist. Bei
einer Elliptizität größer als 0 weist die Bindung wie im Falle einer Doppelbindung
einen π-Charakter auf. Als weiteren Parameter lässt sich die Größe L˜(rc) am BCP
betrachten, mit deren Hilfe sich ionische (L˜(rc) < 0) oder kovalente (L˜(rc) > 0) Bin-
dungen unterscheiden lassen. Diese strikte Unterscheidung in den Lehrbüchern
(z.B. [142, 143]) muss jedoch bei Übergangsmetallverbindungen aufgeweicht wer-
den und ein negatives L˜(rc) kann zusammen mit einer hohen Elektronendichte
auch eine kovalente Bindung beschreiben. [62, 144] Der Grund, warum sich das
Bindungsszenario anhand von L˜(r) klassifizieren lässt, kann man aus dem lokalen
Virialtheorem [14, 143, 145, 146]
2G(r) +V (r) = −L˜(r) (2.22)
ableiten. Die Größe L˜(r) stellt den Zusammenhang zwischen der (stets positiven)
kinetischen Energiedichte G(r) und der (stets negativen) potentiellen Energiedich-
1 R. Bader legt in seinen späten Arbeiten (z.B. [141]) Wert auf die Unterscheidung der Begriﬀe bond
im Sinne des Konzepts der chemischen Bindung und bonded im Kontext der Observable des Bin-
dungspfades, die sich nur schwer in die deutsche Sprache übertragen lassen.
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te dar. Bei einem positiven Wert von L˜(r) (die rechte Seite von Gleichung 2.22 ist
damit negativ) wiegt die potentielle Energiedichte an diesem Punkt die kinetische
Energiedichte auf und die Elektronen sind lokal konzentriert. Dieser Zusammen-
hang wird in Abschnitt 2.5 genutzt um die Schalenstruktur von Atomen darzustel-
len.
Die oben skizzierten Grundlagen der QTAIM sind immer wieder Gegenstand für
die Diskussionen von aktuellen Literatur [147–154]. Eine strittige Frage ist, ob die
ZFS nach Gleichung 2.19 eindeutig definiert ist, oder ob sich nicht für eine ande-
re Oberfläche die Bedingung 2.18 erfüllen lässt. Neben diesen Diskussionen lässt
sich noch eine weitere Schwachstelle der QTAIM ausmachen. Bei der oben geführ-
ten Diskussion wurden die kinetischen Energieopratoren der nicht-relativistischen
Schrödingergleichung [2–5] verwendet. Wenn relativistische Eﬀekte bei einem Sys-
tem eine Rolle spielen, ist die Wahl des kinetischen Energieoperators nicht mehr
eindeutig. [155] Da die Herleitung der QTAIM stark mit dem Operator der kineti-
schen Energie verknüpft ist, muss die Herleitung im Rahmen der Dirac-Gleichung
[156, 157] oder geeigneter quasi-relativistischer Näherungen nicht ohne weiteres
möglich sein. Bei der Verwendung des skalaren ZORA-Operators [158–161] wird
das atomare Volumen nach wie vor durch die ZFS begrenzt, [162] wodurch hier
die QTAIM weiter verwendet werden darf. Auch wenn eine ähnliche Ableitung für
vierkomponentige Methoden nicht existiert, [163] kann die Analyse der Topologie
des Skalarfeldes ρ(r) durchgeführt werden. Speziell die zweite Ableitung ∇2ρ(r)
lässt sich auch geometrisch interpretieren. Wenn ρ¯(r) der Mittelwert der Elektro-
nendichte in einer Kugel mit Radius τ ist, dann kann der Unterschied




zu der Elektronendichte zumMittelwert beschrieben werden. [164] Wenn die Elek-
tronendichte höher als der Mittelwert um den Punkt ist, dann ist die Elektronen-
dichte an dieser Position lokal konzentriert, was nach Gleichung 2.23 einem posi-
tiven Wert von L˜(r) entspricht. Diese Interpretation von L˜(r) ist für jedes Skalar-
feld gültig und somit ist sie unabhängig davon, ob eine relativistische Korrektur
bei der Bestimmung der Elektronendichteverteilung verwendet wurde. Allerdings
lässt sich mit Gleichung 2.23 der Vorfaktor von 1/4 für L˜(r) aus Gleichung 2.14
nicht mehr rechtfertigen. Daher wird der gängigen Praxis in der Literatur folgend
im Rahmen dieser Arbeit die Funktion
L(r) = −∇2ρ(r) (2.24)
verwendet um zu beschreiben, ob die Elektronen lokal konzentriert sind.
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2.2.2 Weitere Konzepte
Neben den bereits beschriebenen Bader-Atomen gibt es in der Literatur noch wei-
tere Ansätze ein Atom in einem Molekül zu definieren. Dabei lassen sich die ver-
schiedenen Vorschläge für die Bestimmung von atomaren Ladungen in vier Grup-
pen aufteilen. [165]
In die erste Gruppe fallen intuitive Ansätze, die auf einem empirischen Zusam-
menhang zwischen einer Observable und der atomaren Ladung beruhen und bei
denen kein Bezug zur Quantenmechanik notwendig ist. Verbreitete Modelle sind
die partial equalization of orbital electronegativity [166], die auf einem Zusammen-
hang zwischen der Elektronegativität eines Atoms und seiner Ladung basiert sowie
dessen Erweiterung zu den geometry-dependent atomic charges (GDAC) [167] oder
dem Ladungsausgleichmodell (QEq) [168].
In der zweiten Klasse bestimmt man die atomaren Ladungen aus der Partitionie-
rung der Wellenfunktion. Eine weit verbreitete Methode bei quantenchemischen
Rechnungen mit atomzentrierten Basisfunktionen stellen die Mulliken-Ladungen
dar. [169–172] Dabei müssen aber die Zweizentren-Terme auf die jeweiligen Atome
aufgeteilt werden, was durch die Verwendung von orthonormalen Basisfunktionen
wie im Verfahren von Löwdin nicht der Fall ist. [173, 174] Eine weitere Methode ist
die natürliche Populationsanalyse (NPA) [175], die bei der Verwendung von großen
Basissätzenmeist zu stabileren Ladungen konvergiert. [165] Allerdings sind die Er-
gebnisse bei allen Ladungen dieser Klasse stark vom Basissatz abhängig [165] und
sie sind nur in der Theorie zugänglich.
Im Gegensatz dazu beruhen die Ladungen bei Modellen der Klasse drei auf ei-
ner Observablen: So wird für den generalized atomic polar tensor [176] das Dipol-
moment herangezogen und für die charges from electrostatic potentials (CHELPG)
[177] oder die restricted electrostatic potentials (RESP) [178] wird das elektrostati-
schen Potential [179] verwendet. Im Rahmen der in Abschnitt 2.2.1 vorgestellten
QTAIM oder den DDEC-Atomen (density derived electrostatic and chemical) [180]
wird die Elektronendichte herangezogen. Diese kann im dreidimensionalen Raum
ebenfalls durch Voronoi-Polyeder [181] eingeteilt werden, für die sich gezeigt hat,
dass der Unterschied zwischen der Elektronendichte des Moleküls und des Pro-
moleküls (man spricht hier von der Voronoi deformation density, VDD), also die
Summe der Elektronendichte der freien Atome, mit den Mulliken-Ladungen ver-
gleichbare Ergebnisse liefert. [182] Eine weitere Möglichkeit ist die Entwicklung
der Elektronendichte in Einzentren-Terme, wie es bei dem Multipol-Modell für
eine experimentelle Bestimmung der Elektronendichteverteilung verwendet wird
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(siehe Abschnitt 2.3). Ein ähnliches Verfahren wird auch im Programmpaket ADF
verwendet um das Austausch-Korrelations-Potential eﬃzienter zu berechnen, wo-
durch sich automatisch auch Ladungen und Multipolmomente der einzelnen Ato-
me berechnen lassen. [183]
In der Klasse vier ist der Ausgangspunkt eine Ladung der Klasse zwei oder drei,
die in einer semi-empirischen Prozedur optimiert wird ummöglichst gut mit einer
Observable übereinzustimmen. Bekannte Vertreter dieser Klasse sind charge mo-
del 1 (CM1) [184], CM2 [185, 186] und CM3 [187]. Diese Art von Ladungen wird
in der Regel in der Kombination mit einem semi-empirischen Hamilton-Operator
verwendet und ist im Rahmen dieser Arbeit daher nicht von Bedeutung.
Diese Aufzählung ließe sich noch fortsetzen, aber im Folgenden sollen die Par-
titionierungsmethoden erläutert werden, die im Rahmen dieser Arbeit verwendet
werden, wobei alle vorgestellten Methoden auf der Partitionierung der Elektronen-
dichte beruhen. Eine Möglichkeit stellt hierbei die Einteilung der Atome nach der
Methode von Becke [188] dar. Dabei wird der Raum in sich überlappende Bereiche
eingeteilt, wobei es sich zunächst um eine rein mathematische Zerlegung in atom-
zentrierte Grids handelt. Zunächst wird bei der Becke-Partitionierung das Molekül





aus dem Abstand rA bzw. rB zum Atomkern A bzw. B und dem Abstand der Atom-










eines Atoms A zu der Summe über alle Atome berechnet. Die Funktion s(µij ) wird
cutoff profile genannt. Verwendet man dafür eine Stufenfunktion, ergeben sich dar-





[1− f k(µij )] (2.28)
als cutoff profile vorgeschlagen, wobei f k(µij ) durch mehrmaliges Anwenden der
Funktion
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Abbildung 2.1: Vergleich der Gewichtungsfunktion der Becke- mit der Becke-ρ-
Partitionierung sowie der Bader-Atome am Beispiel von [Sc(CH3)]2+ entlang der
dreizähligen Achse des Moleküls. Das Sc bzw. C Atom befindet sich am linken
bzw. rechten Rand des Ausschnitts in a, während in b der Bereich um den BCP
vergrößert dargestellt wird.
auf sich selbst entsteht und in der Regel k = 3 verwendet wird. Dabei sind sowohl
das cutoff profile als auch die Gewichtung an den Atompositionen der anderen Ato-
me null und an der eigenen Atomposition eins. Bei dieser Zerlegung handelt es
sich eigentlich um eine Zerlegung in atomzentrierte Grids, die zunächst keine che-
mische Bedeutung haben. Daher wurde bereits von Becke vorgeschlagen, das cutoff
profile über den Slater-Bragg-Radius [189, 190] an die tatsächliche Atomgröße an-
zupassen. Dafür wird die Koordinatentransformation
νij = µij + aij (1−µ
2
ij ) (2.30)










j berechnet wird und an-
schließend in das cutoff profile eingesetzt wird. Im Falle einer homonuklearen Ver-
bindung gilt νij = µij und die Atome werden wie in der ursprünglichen Methode
in der Mitte geteilt.
Eine solche Anpassung der Atomgröße ist aber immer noch nicht sensitiv ge-
genüber der chemische Umgebung, weshalb vorgeschlagen wurde, die Größe des
Atoms über die Extremstellen der Elektronendichte entlang der Verbindungsli-
nie der Atomkerne abzuschätzen. [191] Dieses Verfahren wird in der Literatur als
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Becke-ρ-Partitionierung bezeichnet. [192] Dabei hat sich gezeigt, dass die atoma-
ren Eigenschaftenmit denen der Bader-Atome vergleichbar sind. [193–195] Dies ist
nicht verwunderlich, da man sich die Becke-ρ-Atome als sich überlappende Bader-
Atome vorstellen kann. Es wurde aber bereits ein Verfahren vorgeschlagen, bei dem
explizit die kritischen Punkte in der Elektronendichteverteilung (siehe Abschnitt
2.2.1) verwendet werden, wobei für unterschiedliche Bindungspartner auch unter-
schiedliche Abstände in der Gewichtung verwendet werden. [194] Dabei hat das
cutoff profile am BCP denWert 0.5, was bedeutet, dass die Elektronendichte zu glei-
chen Teilen zwischen den Atomen aufgeteilt wird. Allerdings muss in Molekülen
mit mehr als zwei Atomen die endgültige Gewichtung nicht mit dem cutoff profile
übereinstimmen (siehe Abbildung 2.1). In dem gezeigten Beispiel [Sc(CH3)]2+ sind
die Ladungen für das Sc Atom (+2.48 für Becke bzw. +2.44 für Becke-ρ, siehe auch
Tabelle A.5 im Anhang) vergleichbar, für das C-Atom unterscheiden sie sich aber
deutlich (+0.93 für Becke bzw. -0.14 für Becke-ρ), wobei nur die negative Ladung
der Becke-ρ-Partitionierung mit den anderen Modellen für die Ladung (z.B. -0.27
aus der Voronoi Deformation Density) übereinstimmt.
Eine andere Möglichkeit überlappende Atome in Molekülen zu definieren ist die
sogenannte Stockholder-Methode (zum Teil auch nach ihrem Erfinder Hirshfeld-





aus der Summe der Elektronendichte der freien Atome ρ0i (r) berechnet. In der Elek-
tronendichte des Promoleküls sind keinerlei Wechselwirkungen zwischen den ein-





der Gesamtelektronendichte des Promoleküls von dem i-ten Atom stammt. Un-
ter der Annahme, dass dieser Anteil wi(r) an der Gesamtelektronendichte im Mo-
lekül erhalten bleibt, lassen sich die Stockholder-Ladungen berechnen. [197] Die
Stockholder-Partitionierung des Moleküls [Sc(CH3)]2+ wird in Abschnitt 2.4.2 im
Detail dargestellt.
Dabei sind die Atome überlappend und es gibt keine feste Grenze zwischen ih-
nen, wie es durch die ZFS der Bader-Atome der Fall ist. Allerdings kann man für
die Stockholder-Atome ebenfalls eine feste Grenze definieren, und zwar diejenige,
bei der die Gewichtung 1/2 beträgt. Man spricht in diesem Fall von der Hirshfeld-
Oberfläche, [198] die in der Literatur häufiger betrachtet wird. [199–204] Wird
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die Hirshfeld-Oberfläche verwendet um die Elektronendichte ausschließlich einem
Atom zuzuordnen, spricht man auch von dominanten Hirshfeld-Atomen, die zum
Beispiel für die Dispersionskorrektur im Rahmen der DDsC (density-dependent di-
spersion correction) benutzt werden können. [205]
Allerdings hängt diese Methode von der Wahl der Referenz, also dem Promo-
lekül, ab. Das oben betrachtete Modellsystem [Sc(CH3)]2+ besitzt als Dikation 28
Elektronen, während das Promolekül als Summe der freien Atome 30 Elektronen
enthält. In diesem Beispiel ist es also sinnvoll, das Promolekül aus Ionen zusam-
menzusetzen. Zunächst ist aber nicht eindeutig bestimmt, welche Atome durch
Ionen ersetzt werden sollen und welche Ladung diese haben sollen. Es konnte aber
gezeigt werden, dass das Promolekül aus denjenigen Ionen bestehen soll, die die
gleiche Ladung besitzen wie die Atome imMolekül.[206] Darauf aufbauend wurde
ein iteratives Verfahren vorgeschlagen um die sogenannten Hirshfeld-I-Ladungen
zu bestimmen. [207] Zu Beginn (in der nullten Iteration) werden zunächst die ge-
wöhnlichen Stockholder-Ladungen bestimmt. Anschließend wird eine neue Elek-
tronendichte des Promoleküls berechnet, wozu die Elektronendichte der atoma-
ren Beiträge im Promolekül aus den freien Ionen mit ganzzahliger Ladung inter-
poliert wird. Mit dieser neuen atomaren Elektronendichte werden erneut die La-
dungen berechnet. Dieses Verfahren wird solange wiederholt, bis die Ladungen
konvergiert sind. Mit dieser Methode lassen sich auch atomare Ladungen gelade-
ner Moleküle berechnen, denn nach der ersten Interpolation der Elektronendich-
te des Promoleküls hat dieses automatisch die gleiche Anzahl an Elektronen wie
das Molekül. Die dadurch berechneten Ladungen hängen praktisch nicht von dem
verwendeten Basissatz ab. [208] Auch wenn die Hirshfeld-I-Atome ursprünglich
für Moleküle definiert sind, so lassen sie sich auch auf Festkörper übertragen (sie-
he auch Abschnitt 2.4). [209] Allerdings überschätzen die Hirshfeld-I-Ladungen
im Festkörper oft die Polarität der Verbindung, [180, 210–212] weshalb eine er-
weiterte Version (Hirshfeld-E) [213] vorgeschlagen wurde, bei der die Elektronen-
dichte der Atome des Promoleküls durch die sphärisch-gemittelte Fukui-Funktion
[214, 215] ausgedrückt wird. Eine weitere Alternative sind die sogenannten iterier-
ten Stockholder-Atome (ISA), [216, 217] bei denen die Elektronendichte der Ato-
me im Molekül numerisch auf einem Grid berechnet wird. Bei der Bestimmung
der Stockholder-Ladungen werden diese automatisch ermittelt, wenn die Integra-
tion in Kugelkoordinaten durchgeführt wird. Denn durch die angulare Integration
wird die sphärisch-gemittelte Elektronendichte des Stockholder-Atoms berechnet.
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Werden Röntgenstrahlen kohärent an der Elektronenhülle einer Verbindung ge-
streut, können die Positionen und Intensitäten der Bragg-Reflexe gemessen wer-
den. Die Möglichkeit „[..] die besondere Anordnung der Elektronen im Atom ex-
perimentell festzustellen“ [22] wurde bereits von Bragg [16] experimentell am Bei-
spiel des (222) Reflexes in Diamant bestätigt. [218] Die Informationen über die
Elektronische Struktur der Verbindung lassen sich allerdings nicht direkt aus den
Strukturfaktoren extrahieren, da anstelle des im allgemeinen komplexwertigen
Strukturfaktors dessen Betragsquadrat ermittelt wird. Zunächst muss dieses so-
genannte Phasenproblem gelöst werden, was meistens durch die Aufstellung und
Verfeinerung eine Strukturmodells erfolgt. Im Falle eines Standardstrukturmodells
wird das Modell aus nicht wechselwirkenden Atomen zusammengesetzt (indepen-
dent atom model, IAM). Ein solches IAM ist in der Physik, Chemie und den Mate-
rialwissenschaften weit verbreitet, [219] es enthält aber keine Informationen über
den Einfluss von interatomarenWechselwirkungen wie z.B. chemischer Bindungen
auf die Elektronendichteverteilung.
Die Vernachlässigung dieser Eﬀekte führt zu den sogenannten asphericity shifts und
kann einen signifikanten Einfluss auf das Strukturmodell haben, da die binden-
de Elektronendichte einer kovalenten Bindung oder Elektronendichte eines freien
Elekronenpaares besser beschrieben werden, wenn das sphärische Atom aus sei-
ner eigentlichen Position verschoben wird. [47, 220–222] Um Atompositionen zu
erhalten, die besser mit denen aus Neutronenexperimenten übereinstimmen, muss
man die Atomformfaktoren der nicht wechselwirkenden Atome durch solche erset-
zen, die eine Deformation zulassen. Eine Möglichkeit ist das sogenannte Hirshfeld
atom refinement (HAR), [223–226] welches zum Beispiel im Programmpaket Tonto
implementiert ist. [227] Dabei werden aus der (meist molekularen) Gesamtelektro-
nendichteverteilung des Systems die Elektronendichte der Hirshfeld-Atome (siehe
Abschnitt 2.2.2) sowie deren Strukturfaktoren berechnet. Mit diesen asphärischen
Atomformfaktoren lassen sich nun sehr genaue Atompositionen bestimmen. Ei-
ne andere Alternative ist die Verwendung von Datenbanken wie INVARIOM, bei
der die Atome durch eine Multipolentwicklung beschrieben werden. [228, 229]
Dabei werden die Multipolparameter von Atomen in einer ähnlichen Umgebung
29
2.3 Die Bestimmung der Elektronendichteverteilung aus
Röntgen-Strukturfaktoren
zunächst gegen theoretische Strukturfaktordaten gefittet und für die Auswertung
übernommen. [230, 231]
Diese beiden Methoden liefern in der Regel genauere Atompositionen als das IAM,
aber bei beiden wird die Deformation der Elektronendichteverteilung nicht aus
den gemessenen Strukturfaktoren extrahiert, sondern es handelt sich um zusätz-
liche Informationen, die zur Auswertung bereit gestellt werden. Der INVARIOM-
Ansatz lässt sich dahingehend erweitern, da er eng mit der gängigen Methode zur
Beschreibung der Elektronendichte aus dem Experiment, einem Multipol-Modell,
verknüpft ist [232] und dessen Multipolparameter auch an das Experiment ange-
passt werden können. [233]
2.3.1 Das spherical atom-κ-Modell
Der Ausgangspunkt des spherical atom-κ-Modell stellt das IAM dar, bei dem die
Gesamtelektronendichte des Moleküls oder Festkörpers durch die Superposition
der Elektronendichte nicht wechselwirkender Atome beschrieben wird. Durch die






aus dem Atomformfaktor fi(H) und einem Phasenfaktor, welcher lediglich von
der Atomposition im Realraum Ri abhängt, berechnet. Da die Beschreibung der
Gesamtelektronendichte durch freie Atome jedoch Schwächen aufweist, kann das
IAM erweitert werden, so dass auchDeformationen der atomaren Elektronendichte
erlaubt werden. Im Fall des spherical atom-κ-Modells [234, 235] werden sphärisch
symmetrische Deformationen zugelassen. Die atomare Elektronendichteverteilung
der freien Atome
ρat(r) = Pcρc(r) +Pvκ
3
vρv(κv , r) (2.35)
wird in einen core- (ρc(r)) und einen Valenzteil (ρv(r)) aufgeteilt. Die Besetzungs-
faktoren Pc und Pv ergeben sich aus den Besetzungen der Orbitale. Während Pc
während der Verfeinerung fest gehalten wird, kann Pv an die experimentell gemes-
senen Strukturfaktoren angepasst werden. Der Faktor Pv beschreibt dann den La-
dungsübertrag einer ionischen Bindung, welcher meist von einer radialen Skalie-
rung der Elektronendichte begleitet wird. Dieser Eﬀekt wirdmit dem κv-Parameter
beschrieben, der bei einem Wert größer 1 eine Kontraktion bzw. bei einem Wert
kleiner 1 eine Expansion bezogen auf ein Referenzatom beschreibt. Werden für die
Berechnung der atomaren Elektronendichten zum Beispiel die atomaren Wellen-
funktionen der VM [236] Datenbank des Programmpakets XD [237] als Grundlage
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verwendet, welche auf einer Quadrupel-ζ-Basis beruhen, [238] wie sie auch in ADF
implementiert ist, besteht der Radialteil
Rn(κv , r) =Nr
n−1e−κvζr (2.36)
aus Slater-artigen Funktionen. Durch den κ-Parameter ist somit eine radiale Skalie-
rung analog zum Slater-Konzept möglich. [239, 240] Mit Hilfe des spherical atom-
κ-Modells können somit Eigenschaften wie das Dipolmoment einer Verbindung
mit Hilfe von Röntgen-Diﬀraktionsexperimenten bestimmt werden. [241] Aller-
dings bleibt die Einschränkung bestehen, dass eine asphärische Deformation der
Elektronendichte nicht beschrieben werden kann. Die dahingehende Verallgemei-
nerung von Gleichung 2.35 soll daher im Folgenden diskutiert werden, wobei his-
torisch betrachtet das in diesem Abschnitt vorgestellte spherical atom-κ-Modell ein
Spezialfall des unten beschriebenen Ansatzes darstellt.
2.3.2 Das Hansen-Coppens-Modell
Eine erste systematische Studie der (asphärischen) Deformation der Elektronen-
dichteverteilung von Diamant, Silizium und Germanium aus Diﬀraktionsdaten
wurde von Dawson durchgeführt, wobei auf Grund der Symmetrie cubic harmo-
nics für die Beschreibung der asphärischen Beiträge zur Gesamtelektronendichte-
verteilung verwendet wurde. [29, 30, 32–35] Eine davon unabhängig entwickelte
Version der Multipolentwicklung der Elektronendichte wurde in ihrer endgültigen
Fassung 1968 von Kurki-Suonio publiziert. [36] Dabei werden die Eigenfunktionen
des harmonischen Oszillators als Radialfunktionen verwendet, da deren Fourier-
Transformierte leicht zu berechnen ist. Später wurde von Stewart eine weitere Ver-
sion der Multipolentwicklung vorgeschlagen, [44] die nun auf einer Faltung einer
statischen Elektronendichte mit der thermischen Bewegung beruht. [242] Für die
Beschreibung der statischen Elektronendichte werden Slaterfunktionen als Radial-
teil verwendet und eine Bestimmung molekularer Eigenschaften aus dem Modell
ist möglich. [243] Auf diesem Multipol-Modell von Stewart baut das heute weit
verbreite Hansen-Coppens-Modell auf, [53] das auch ihm Rahmen dieser Arbeit
verwendet wird.
Im Gegensatz zum IAM oder dem spherical atom-κ-Modell setzt sich der Struk-
turfaktor F(H) des Modells nicht nur aus sphärisch symmetrischen Beiträgen zu-
sammen, sondern die Elektronendichte eines Pseudoatoms
ρat(r) = Pcρc(r) +Pvκ
3
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enthält neben den Beiträgen des spherical atom-κ-Modells aus Gleichung 2.35 einen
zusätzlichen dritten Term auf der rechten Seite, der die asphärische Verteilung der
atomaren Elektronendichte beschreibt. Für den Radialteil
Rl(κ
′








werden radial knotenlose single-ζ-Funktionen verwendet, die durch einen weite-
ren Parameter κ′l für jede Quantenzahl l radial skaliert werden können. Der Ko-
eﬃzient nl aus Gleichung 2.38 muss die Bedingung nl ≥ l erfüllen, da sonst die
Poisson-Gleichung an der Atomposition verletzt wird. [44] Der Exponent ζ basiert
im Falle der Datenbank von Clementi et al. [244] auf energieoptimierten atoma-
ren single-ζ-Funktionen [244, 245] oder wird wie in der Datenbank von Volkov
und Macchi [236] durch eine Anpassung an die Elektronendichte des Atomorbitals
einer DFT-Rechnung mit einer quadrupel-ζ-Basis bestimmt. Die Radialfunktion
Rl(κ
′





ein Maximum, dessen Position von den während der Verfeinerung festen Parame-




Die Parameter Plm stellen die Gewichtungsfaktoren für den winkelabhängigen
Teil in Gleichung 2.37 dar, für die reelle, dichtenormierte Kugelflächenfunktionen
dlm(θ,φ) (im Folgenden als Multipole bezeichnet) verwendet werden. Diese Multi-
pole werden aus den assoziierten Legendre-Polynomen Ll |m|(cos(θ)) gemäß
dlm(θ,φ) =NlmLlm(cos(θ))cos(mφ) für m ≥ 0
dlm(θ,φ) =NlmLl |m|(cos(θ)) sin(mφ) für m < 0 (2.40)
konstruiert, wobei die Normierungskonstante Nlm so gewählt ist, dass∫
dΩ|dlm| = 1 für l = 0∫
dΩ|dlm| = 2 für l > 0 (2.41)
erfüllt ist. Der Multipol d00 stellt einen weiteren sphärischen Beitrag zur Valen-
zelektronendichte dar, der auf ein Elektron normiert ist. Dessen Populationspara-
meter P00 weist bei einer Anpassung an experimentelle Daten eine starke Korrelati-
on mit dem Parameter Pv der sphärisch symmetrischen Valenzelektronendichte ρv
auf, weshalb er in experimentellen Ladungsdichtestudien nur selten benutzt wird.
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Abbildung 2.2: Schematische Darstellung der Funktionsweise der einzelnen Bei-
träge zum HC-Modell am Beispiel eines Kohlenstoﬀatoms mit einem fiktiven Bin-
dungspartner in z-Richtung: a) asphärische Valenzdeformation durch die Dich-
tefunktionen d10 und d20; b) Überlagerung der sphärischen Valenzelektronen-
dichte ρv(r) mit den Beiträgen der asphärischen Valenzdeformation zur Valenz-
elektronendichte; c) Konstruktion der Gesamtelektronendichte ρat(r) des Pseudoa-
toms aus der Valenzelektronendichte sowie der Elektronendichte ρc(r) der core-
Elektronen. Positive Konturwerte in rot, negative in blau; Isokonturoberflächen-
wert: 0.01 au ≈ 0.068eÅ−3 in a) und 0.3d10 + 0.3d20 in b) bzw. 0.20 au ≈ 1.350eÅ−3
in b) (außer 0.3d10 +0.3d20) und c); Abbildung nach [67].
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Für alle weiteren Multipole bedeutet die Normierung auf den Wert zwei, dass ein
Elektron von den negativen Bereichen des Multipols in die positiven verschoben
wird.
Im Folgenden soll nun die Funktionsweise der einzelnen Beiträge2 des HC-
Modells in Gleichung 2.37 am Beispiel eines Kohlenstoﬀatoms mit einem hypo-
thetischen Bindungspartner in z-Richtung veranschaulicht werden. In Abbildung
2.2a sind die asphärischen Beiträge zur Valenzelektronendichte (dritter Term auf
der rechten Seite von Gleichung 2.37) am Beispiel der Multipole d10 und d20 darge-
stellt, die jeweils einen Populationsparameter von +0,3 besitzen. Die beiden Keulen
des Multipols überlagern sich auf der dem Bindungspartner zugewandten cis-Seite
konstruktiv und auf der dem Bindungspartner abgewandten trans-Seite destruk-
tiv, weshalb in Summe der Beitrag auf der cis-Seite überwiegt. Durch die Überla-
gerung des Torus von d20 mit den Keulen des d10 verschiebt sich der Torus in der
Linearkombination auf die trans-Seite. Wird die Summe dieser beiden Beiträge mit
der sphärischen Valenz ρv(r) (mit Pv = 4) überlagert (siehe Abbildung 2.2b), so er-
gibt sich die Valenzelektronendichte als die Summe des zweiten und des dritten
Terms auf der rechten Seite von Gleichung 2.37. Diese Größe ist nun überall im
dreidimensionalen Raum positiv3 und besteht im Valenzbereich aus zwei Keulen,
wobei die auf der cis-Seite die stärkere ist. Im letzten Schritt wird die Valenzelek-
tronendichte zu der Elektronendichte ρc(r) der core-Elektronen addiert, wobei im
Falle eines Kohlenstoﬀatoms Pc = 2 gilt. Die Elektronendichte des Pseudoatoms
ρat(r) = ρc(r) + ρv(r) zeigt nun keine lokalen Maxima im Valenzbereich, aber man
erkennt eine deutliche Polarisation der Elektronendichte auf die cis-Seite (siehe
Abbildung 2.2c).
Dieses Beispiel verdeutlicht das Zusammenspiel der einzelnen Parameter des HC-
Modells, wobei anzumerken ist, dass die Parameter Pc und Pv positiv sein müssen
um eine physikalisch sinnvolle Gesamtelektronendichte zu erhalten. DieWerte der
Plm-Parameter können allerdings beliebige Werte annehmen, wodurch die Elektro-
nendichte ρat(r) auch in Richtung der trans-Seite hin polarisiert sein kann.
2 Der Einfachheit halber wird für die radialen Skalierungsparameter κv und κl durchgehend der
Wert 1 verwendet, da sich das qualitative Ergebnis, das hier vorgestellt wird, nicht wesentlich
ändert, wenn die κ-Werte variiert werden.
3 Eigentlich muss nur die Gesamtelektronendichte nach der Addition der Beiträge aller Pseudoato-
me positiv sein. Für die Elektronendichteverteilung eines einzelnen Pseudoatoms muss dies nicht
zwingend gelten, aber ein solches Szenario führt zu starken Korrelationen bei der Anpassung der
Parameter an die experimentellen Strukturfaktordaten, weshalb man in der Regel auf dieses stren-
gere Kriterium achtet. Die gleichen Argumente gelten auch für die Valenzelektronendichte, wenn
diese interpretiert werden soll.
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2.4 Berechnung von Strukturfaktoren
Experimentelle Ladungsdichtestudien, bei denen die Elektronendichteverteilung
aus den Röntgen-Strukturfaktoren mit Hilfe des HC-Modells extrahiert wird, bein-
halten oft einen Vergleich der Topologie der Elektronendichte aus Theorie und Ex-
periment. Ein direkter Vergleich der Elektronendichte wird oft dadurch erschwert,
dass in beiden Fällen bestimmte Annahmen und Näherungen angewandt werden.
Bei der Betrachtung der Elektronendichteverteilung aus der Theorie spielt die Be-
schreibung der Korrelation [246–252] sowie die Wahl des Basissatzes [253, 254]
und des Modell-Hamilton-Operators zum Beispiel für die Beschreibung der re-
lativistischen Eﬀekte [255–261] eine entscheidende Rolle. Im Experiment hängt
die Genauigkeit der Elektronendichte neben statistischen und systematischen Feh-
lern bei der Messung der Strukturfaktoren [262] im Wesentlichen von dem zur
Rekonstruktion der Elektronendichte ρ(r) verwendeten Modell ab. Im Experiment
können außerdem nicht alle Bragg-Reflexe im reziproken Raum ermittelt werden,
sondern nur diejenigen bis zu einer bestimmten Auflösung sin(θ)/λ, die im Ex-
tremfall von der Wellenlänge λ der verwendeten Röntgenstrahlung abhängt. Da-
mit eng verknüpft ist die Beschreibung der thermischen Bewegung im Rahmen des
HC-Modells, denn nur bei Datensätzen mit hinreichend hoher Auflösung ist eine
präzise Entfaltung der statischen Elektronendichte von der thermischen Bewegung
möglich. Daneben beeinflusst der Grad der MP-Entwicklung lmax sowie die im HC-
Modell zu Grunde liegenden single-ζ-Radialfunktionen die Genauigkeit der expe-
rimentell bestimmten Elektronendichteverteilung.
Um die Auswirkungen der Näherungen und Fehler auf den direkten Vergleich
der Elektronendichte aus der Theorie und einem Multipolmodell zu betrachten,
wird das HC-Modell für die Beschreibung von statischen, theoretischen Struktur-
faktoren verwendet. [263–266] Die dazu notwendigen Strukturfaktoren F(H) las-




drρ(r)e2πiH·r = F(H)eiφ (2.42)
aus der in der Theorie bestimmten Elektronendichte ρ(r) in der Elementarzelle mit
Volumen V berechnen. Dabei ist F(H) ein Vektor in der komplexen Zahlenebene
und besteht somit aus einem Betrag F(H) = |F(H)| und einer Phase φ. Durch die Dif-
fraktion von Röntgenstrahlen lässt sich experimentell nur die Intensität I ∝ |F(H)|2
bestimmen, während die Phase nicht bestimmt werden kann. Daher ist eine di-
rekte Rekonstruktion der Elektronendichte aus den Strukturfaktoren mit Hilfe der
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nicht möglich. Daher muss, wie bereits erwähnt, ein Modell an die gemessenen
Strukturfaktoren angepasst werden um das sogenannte Phasenproblem zu lösen
(siehe auch Abschnitt 2.3). Allerdings lässt sich auch aus den theoretischen Struk-
turfaktoren, bei denen die Phase bekannt ist, die Elektronendichte nicht mit aus-
reichender Genauigkeit direkt aus den Strukturfaktoren gewinnen. So wird z.B. die
Elektronendichte von [Sc(CH3)]2+ (siehe Abbildung 2.3a) von den Abbrucheﬀekten
der Fourier-Transformation dominiert und weist sowohl Bereiche mit positiven als
auch negativen Werten von ρ(r) auf. Der Grund für das Auftreten dieser Abbruch-
eﬀekte liegt in der begrenzten Anzahl der gemessenen bzw. berechneten Struktur-
faktoren, welche nur bis zu einem Wert von sin(θ)/λ bestimmt werden. [111] Bei
θ handelt es sich hierbei um den Winkel, bei welchem ein Reflex nach der Bragg-
Gleichung auftritt. Im Experiment ist die maximale Auflösung durch die Wellen-
länge λ der Röntgenröhre vorgegeben, weshalb bei hoch auflösenden Messungen
Röntgenquellen mit möglichst kurzer Wellenlänge, wie Ag-Kα-Strahlung bei La-
borquellen bzw. die Röntgenstrahlung von Synchrotrons, verwendet werden. Auch
wenn diese Grenze bei der Berechnung von Strukturfaktoren formal nicht besteht,
lässt sich die Fourier-Transformation der Elektronendichte in der Praxis dennoch
nur bis zu einer bestimmten, wenn auch meist willkürlich gewählten Auflösung
durchführen. In Abbildung 2.3 wurde sin(θ)/λ < 1.8Å−1 verwendet, was in etwa
der limiting sphere einer Röntgenröhre aus Silber entspricht. Für eine erste Ab-
schätzung, bis zu welcher Auflösung man die Strukturfaktoren berechnen muss,
damit keine signifikanten Abbrucheﬀekte mehr auftreten, wird im Folgenden der
Atomformfaktor des Sc-Atoms betrachtet (siehe Abbildung 2.5 in Abschnitt 2.4.1).
Damit eine Summe (in diesem Fall die inverse FT) konvergiert, ist es notwendig,
dass die Glieder der Summe gegen null konvergieren. Dies ist allerdings für den
Auflösungsbereich von sin(θ)/λ < 10Å−1 nicht der Fall und der Atomformfaktor ist
deutlich von null verschieden. Im Gegensatz dazu ist die inverse FT einer Diﬀerenz









zeigt einen glatten Verlauf (siehe Abbildung 2.3b,d). Dabei steht der Index o für
observed und c für calculated, was der gängigen Notation im Experiment entspricht,
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bei der man oft die gemessenen Strukturfaktoren mit Index (o) mit den berechne-
ten desModells (c) vergleicht. Allerdings lassen sich auf dieseWeise beliebige Sätze
von Strukturfaktoren mit einander vergleichen, zum Beispiel auch zwei berechne-
te. Dann ist auch die im Experiment übliche Näherung φo = φc nicht notwendig
und die Phase von Fo kann explizit berücksichtigt werden. Für Systeme mit Inver-
sionssymmetrie stellt die Annahme, dass Fo die gleiche Phase wie Fc besitzt, keine
signifikante Einschränkung dar. Aber für Systeme ohne Inversionssymmetrie ist
der Fall anders und in der Diﬀerenzfourierkarte (siehe 2.3b) zeigt sich ein zwei-
ter, sogenannter Geisterligand. Dieser verschwindet, wenn man die Phase von Fo
explizit berücksichtigt (siehe 2.3c).
Abbildung 2.3: Elektronendichte ρ(r) durch die direkte FT der Strukturfaktoren
(a); die Restelektronendichte ∆ρ(r) für ein Molekül in der Elementarzelle mit ge-
näherten Phasen (φo = φc) (b) und exakten Phasen für φo (c); ∆ρ(r) für zwei zen-
trosymmetrisch angeordnete Moleküle in der Elementarzelle mit genäherten Pha-
sen (d); jeweils aus statischen, berechneten Strukturfaktoren mit sin(θ)/λ < 1.8Å−1.
Konturwerte bei ±n · 0.5eÅ−3 (n = 1,2, . . .10) in (a) und sonst ±n · 0.05eÅ−3 (n =
1,2, . . .19), positive Werte als rote durchgezogene sowie negative Werte als blaue
gestrichelte Linien.
Für molekulare Systeme bietet es sich jedoch an, ein zweites Molekül so anzu-
ordnen, dass die Elektronendichte des so erhaltenen Dimers eine Inversionssym-
metrie aufweist. Der Vorteil dieser Methode wird sichtbar, wenn man versucht, die
Elektronendichte mit Hilfe eines Modells zu rekonstruieren. Denn zum Teil sind
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die dafür verwendeten Programme für experimentelle Daten optimiert und igno-
rieren daher die Phase φo. Da das zweite Molekül in der Elementarzelle lediglich
dazu dient, eine Inversionssymmetrie zu erzeugen und nicht dazu, intermolekulare
Wechselwirkungen zu untersuchen, kann man wie gewohnt ein einzelnes Molekül
in der Gasphase berechnen. Aus dessen Elektronendichte ρ1(r) und der Elektro-
nendichte des dazu invertierten Moleküls ρ1¯(r) = ρ1(−r) lässt sich die Gesamtelek-
tronendichte des Dimers
ρ(r) = ρ1(r) + ρ1¯(r) (2.45)
erzeugen ohne das zweite Molekül explizit berechnet zu haben. Durch die Lineari-





2πiH·r = F1(H) +F1¯(H) (2.46)
in den Strukturfaktor des Moleküls F1(H) und des symmetrieerzeugten Moleküls
F1¯(H) zerlegen. Der erste wird wie gewohnt berechnet, während auf Grund der
Inversionssymmetrie für letzteren
F1¯(H) = F1(−H) (2.47)








−iφ1 = 2|F1(H)|cos(φ1) (2.48)
berechnet werden. Dabei verringert sich der Rechenaufwand im Vergleich zu einer
expliziten Berücksichtigung des zweiten Moleküls näherungsweise um den Fak-
tor zwei, da nur die Elektronendichte eines Moleküls berechnet und numerisch
Fourier-transformiert werden muss. Die Restelektronendichtekarte (siehe Abbil-
dung 2.3d) weist in einem solchen Fall keinen Geisterliganden mehr auf und ist
mit der Restelektronendichtekarte, bei der die Phasen explizit berücksichtigt wer-
den, vergleichbar. Auf Grund des verringerten Rechenaufwands wird diese Metho-
de im Rahmen der vorliegenden Arbeit verwendet um die Strukturfaktoren von
Molekülen zu berechnen.
2.4.1 Numerische Integration für die Berechnung der Strukturfaktoren
Die Integration im Rahmen der Fourier-Transformation zur Berechnung der Struk-
turfaktoren kann für Programmpakete wie GAUSSIAN [268], ORCA [269] oder
GAMESS [270, 271], die den Radialteil der Wellenfunktion in Gauß-Funktionen
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(GTO) entwickeln, analytisch durchgeführt werden. Im Allgemeinen, wie et-
wa bei der Verwendung von Slater-Funktionen (STO) im Programmpaket ADF
[272–274], muss die FT numerisch berechnet werden, da in der Elektronen-
dichte Zweizentren-Therme enthalten sind, die sich nicht analytisch Fourier-
transformieren lassen. Dazu wird die Elektronendichte zunächst in atomzentrierte,
sich überlappende Grids zerlegt, was im verwendeten Programmpaket DENPROP
[253] entweder über die Becke- [188] oder die Stockholder-Partitionierung [196]
geschieht (siehe Abbildung 2.2.2). Prinzipiell sind aber auch noch weitere Partitio-
nierungsverfahren wie das von Savin [275], Stratmann [276] oder eine der in Ab-
schnitt 2.2.2 dargestellten Methoden möglich. Durch eine solche Partitionierung
erhält man eine „atomare“ Elektronendichteverteilung ρi(r), welchen nun nume-
risch integriert wird. Die angulare Integration4 wird auf einem Lebedev-Grid aus-
geführt. [277–281] Mit einem Lebedev-Grid der Ordnung L können Kugelfächen-
funktionen mit l ≤ L exakt integriert werden. [282] Für ein sphärisch symmetri-
sches Atom l = 0 reicht das kleinste verfügbare Lebedev-Grid der Ordnung 3 aus,
um die Elektronendichte zu integrieren. Dies ändert sich, wenn die Elektronen-
dichteverteilung nicht sphärisch symmetrisch ist und d-Orbitale (l = 2) am LCAO
(linear combinations of atomic orbitals beteiligt sind. Nach den Gaunt-Regeln [283]
wird ein doppelt so hohes l der Kugelflächenfunktionen wie in der Wellenfunktion
benötigt um in diesem Falle die Elektronendichte zu beschreiben. Betrachtet man
z.B. die Kugelflächenfunktion Y4,0(θ¯, φ¯) sin(θ¯) (blaue Kurve in Abbildung 2.4a), wo-
bei der zusätzliche Term sin(θ¯) (schwarze Kurve) aus der Jacobi-Determinante in
Kugelkoordinaten stammt und für jede Kugelflächenfunktion eine Nullstelle bei
0 bzw. π erzeugt, lässt sich ein Oszillieren der Funktion erkennen, die im oﬀenen
Intervall (0,π) vier Knoten aufweist. Ein solches Oszillieren wird aber nicht nur
von den Kugelflächenfunktionen hervorgerufen, sondern auch durch die komple-
xe Exponentialfunktion e2πiH·r der FT. Für ein Atommit der Elektronendichte ρ(r),
welche sphärisch symmetrisch ist und damit ein Inversionszentrum aufweist, kann














4 Die angularen Koordinaten des Realraums werden im Folgenden als θ¯ und φ¯ bezeichnet, um eine
Verwechslung mit dem Beugungswinkel θ der Bragg-Gleichung bzw. der Phase φ der Struktur-
faktoren zu vermeiden.
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analytisch ausgeführt werden, wobei der Imaginärteil auf Grund der Symmetrie
vernachlässigt werden kann. Betrachtet man g(r, θ¯) auf der Einheitskugel (r = 1)
(siehe Abbildung 2.4a), dann oszilliert die angular zu integrierende Funktion
g(r = 1, θ¯). Die Zahl der Knoten steigt mit dem Wert von sin(θ)/λ = H/2 und
beträgt im Intervall (0,π) acht für sin(θ)/λ = 1.0Å−1 bzw. 16 bei sin(θ)/λ = 2.0Å−1.
Dabei ist ±sin(θ¯) die Einhüllende der Funktion g(r = 1, θ¯). Wenn sowohl eine
Kugelflächenfunktion mit l > 0 als auch die komplexe Exponentialfunktion
bei der Integration berücksichtigt werden müssen, wird die Abhängigkeit des
Integranden Yl,m(θ,φ)g(r = 1, θ¯) noch komplizierter. So weist die Funktion
Y4,0(θ¯, φ¯ = 0)g(r = 1, θ¯) im Bereich (0,π) 12 Knoten auf, von denen in vier Fällen
zwei Knoten so Nahe zusammen liegen, dass sie nur schwer als einzelne Knoten
zu erkennen sind. Somit wird mit steigendem sin(θ)/λ eine höhere Ordnung des
Lebedev-Grids benötigt, um die FT exakt auszuführen.
Abbildung 2.4: a) Integrand des Angularteils der Fourier-Transformation für ver-
schiedene maximale Werte für sin(θ)/λ = H/2 und die Quantenzahl l, aufgetra-
gen gegen den Winkel θ¯. Die dargestellt Funktion berechnet sich aus dem Produkt
von g(r = 1, θ¯) (definiert in Gl. 2.49) und der Kugelflächenfunktion Yl,0(θ¯, ¯φ = 0),
wobei der erste Beitrag hier für den Wert r = 1 dargestellt wird und im Wesent-
lichen vom Beitrag des Realteils der komplexen Exponentialfunktion abhängt. b)
Grad des Lebedev-Grids, das benötigt wird, um die angulare Integration der FT
mit einem absoluten Fehler von weniger als 10−8 durchzuführen. Die zusätzlich
eingefügte Graphik stellt den Bereich von sin(θ)/λ = 0.0 bis 0.2 Å−1 dar.
Um die mit steigendem sin(θ)/λ steigende notwendige Genauigkeit der angula-
ren Integration zu quantifizieren, wurde für diverse Werte von sin(θ)/λ der Grad
des Lebedev-Grids bestimmt, der benötigt wird um die Integration mit einer ab-
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soluten Genauigkeit von 10−8 durchzuführen. [284] Dabei entspricht der Grad des
Lebedev-Grids der Zahl der verwendeten Punkte und lässt sich näherungsweise
mit L(L + 1)/3 aus der Ordnung L berechnen. Für ein Atom werden, wie bereits
erwähnt, mindestens sechs Punkte oder die dritte Ordnung benötigt, was man an
dem Wert bei sin(θ)/λ = 0Å−1 in Abbildung 2.4b ablesen kann. Für die Elektro-
nendichte eines d-Orbitals (l = 4) werden bereits 14 Punkte benötigt. Da in der
Elektronendichte von Molekülen auch sogenannte Zweizentren-Terme auftreten,
ist das höchste benötigte l nicht mehr durch die Gaunt-Regeln gegeben, die nur für
Kugelflächenfunktionen an der selben Position gelten. Wenn man die Elektronen-
dichte in Einzentren-Terme entwickelt, werden Kugelflächenfunktionen bis l = 18
benötigt um die Topologie der Elektronendichte an den kritischen Punkten richtig
zu beschreiben. [265] Dadurch werden bereits mindestens 144 Punkte benötigt um
die Zahl der Elektronen eines solchen Multipols zu integrieren.
Die Zahl des Grades für die exakte Integration steigt anschließend monoton an,
wobei ein größeres l der Kugelflächenfunktion auch immer ein größeres Lebedev-
Grid benötigt. Nur bei dem Atom (l = 0) kann die angulare Integration bis
sin(θ)/λ = 10.0Å−1 exakt ausgeführt werden. Bei Molekülen, bei denen d-Orbitale
zum LCAO beitragen, können solch hohe Werte von sin(θ)/λ selbst mit dem größt-
möglichen Lebedev-Grid des Grades 5810 nicht erreicht werden. Wenn in zukünf-
tigen Studien die Strukturfaktoren für solch hohe Auflösungen numerisch berech-
net werden sollen, dann wird es unausweichlich sein, ein anderes Verfahren für
die angulare Integration zu verwenden. Für experimentell zugängliche Auflösun-
gen ist die numerische FT auf den Lebedev-Grids genau genug. So reichen für die
maximale Auflösung von Ag-Kα-Strahlung (sin(θ)/λ = 1.8Å−1) 974 Punkte um die
Integration der Kugelflächenfunktion mit l = 18 durchzuführen. Diese Abschät-
zung der benötigten Genauigkeit stellt aber nur eine Untergrenze des benötigten
Grades des Lebedev-Grids dar, da sie lediglich die Einheitskugel betrachtet. Streng
genommen müsste man das Produkt r · sin(θ)/λ betrachten, welches in Gleichung
2.49 auftritt. Demzufolge hat ein doppelt so großer Abstand zur Atomposition r
den gleichen Eﬀekt wie eine Verdopplung von sin(θ)/λ. Für den Radius r sind zwar
prinzipiell Werte gegen∞möglich, diese müssen aber nicht betrachtet werden, da
die Elektronendichte für hohe Werte von r nach null konvergiert. Der benötigte
Grad des Lebedev-Grids für die numerische FT hängt dadurch auch von der Größe
des Atoms ab und lässt sich somit nur schwer allgemein vorhersagen. Es lässt sich
jedoch eine Obergrenze bestimmen, indemman den höchstenWert von r des Grids
der abschließenden radialen Integration verwendet. Dafür lässt sich zum Beispiel
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das Verfahren von Mura und Knowles [285] oder die Näherungsformel von Gauß
[286] wie in der Gauß-Tschebyscheﬀ-Quadratur [287] in Kombinationmit demM4-
Mapping [288] verwenden. Im Rahmen dieser Arbeit wurde bevorzugt die Gauß-
Legendre-Quadratur für die radiale Integration verwendet. Diese integriert eigent-






auf das Intervall [0,∞) gebracht. [188] Durch den Bragg-Slater-Radius rBS [189,
190] wird das radiale Integrationsgrid auf die Größe des jeweiligen Atoms ange-
passt. Die Funktion wird dann an den Nullstellen des Legendre-Polynoms [289]






aus dem Gewichtungsfaktor αi der gewöhnlichen Gauß-Legendre-Quadratur be-
rechnet wird.
Abbildung 2.5: a) Der Atomformfaktor f des Sc-Atoms aus einer Rechnung mit
ADF/QZ4P/B3LYP/ZORA aus einer analytischen FT (schwarze Linie) sowie aus
einer FT mit einer numerischen Integration des Radialteils und einer analytischen
angularen Integration (rote Punkte); b) Unterschied ∆f zwischen der analytischen
und der numerischen FT des Radialteils mit 200 radialen Punkten der Gesamt-
elektronendichte (rot), der am meisten kontrahierten s-Basisfunktion (grün) und
der diﬀusesten s-Basisfunktion (blau) sowie mit 400 radialen Punkten (türkis) und
mit einer numerischen angularen Integration auf einem Lebedev-Grid mit 5810
Punkten (lila, 200 radiale Punkte).
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Eine solche numerische radiale Integration wird im Folgenden für das Sc-Atom
durchgeführt, dessen Atomformfaktor in Abbildung 2.5a dargestellt ist. Dabei wur-









numerisch mit 200 Gridpunkten ausgewertet (rote Punkte in Abbildung 2.5). Der
Vergleich mit der vollständig analytischen FT (schwarze Linie) zeigt zunächst ei-
ne gute Übereinstimmung des Atomformfaktors, allerdings auf einem sehr groben
Maßstab. Daher wird im folgenden die Diﬀerenz des Atomformfaktors betrach-
tet um die Genauigkeit der numerischen radialen Integration abzuschätzen (siehe
Abbildung 2.5b). Als Referenz wird dabei der Atomformfaktor aus der analytisch
FT verwendet, der von dem Atomformfaktor aus der numerischen FT abgezogen
wird. Sofern nichts anderes erwähnt wird, wurde die angulare Integration analy-
tisch und anschließend die radiale Integration numerisch unter der Verwendung
von 200 Gridpunkten durchgeführt. Dabei zeigt sich, dass die numerische radiale
Integration der Gesamtelektronendichte (rote Punkte in Abbildung 2.5b) bis etwas
mehr als 2Å−1 praktisch keine Abweichungen zeigt. Für höhere Auflösungen er-
geben sich Unterschiede auf der dritten Nachkommastelle, die sowohl größer als
auch kleiner als null sind. Um den Ursprung dieser Abweichung zu klären wurde
die FT für einzelne Basisfunktionen (BFs) des Sc-Atoms durchgeführt, wobei die
Elektronendichte auf 1 normiert ist. Dabei wurde die am stärksten kontrahierte
(1s mit ζ = 98.00au−1) und die diﬀuseste (4s mit ζ = 0.74au−1) s-BF ausgewählt,
wodurch man feststellen kann, in welchem Bereich, also in welchem Abstand vom
Atom im Realraum, die Fehler der numerischen radialen Integration auftreten.
Für die 1s-BF (grüne Punkte) zeigt sich, dass die numerische radiale Integration
über den gesamten betrachteten Bereich des reziproken Raums genau ist. Für die
4s-BF (blaue Punkte) zeigt sich eine andere Situation, denn für die hohen Auflö-
sungen weicht die numerische Rechnung deutlich vom exakten Wert ab. Dies ist
erstaunlich, da der Beitrag dieser BF zum Atomformfaktor für diese Auflösungen
verschwindend gering ist. Der Fehler des Atomformfaktors der 4s-BF lässt sich
auch eindeutig auf die ungenügende numerische Integration zurückführen, denn
eine numerische radiale Integration, bei der 400 Punkte verwendet wurden (tür-
kise Punkte), zeigt kleinere Fehler und diese erst bei höheren Auflösungen. Diese
treten erst in Bereichen größer 4Å−1 auf, während die Abweichungen bei der nume-
rischen radialen Integration mit 200 Punkten schon im Bereich um 2Å−1 auftreten.
Prinzipiell ließe sich auch hier wie bei der angularen Integration wieder die Zahl
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der Punkte bestimmen, ab denen die numerische Integration genau wird. Aller-
dings zeigt sich, dass für die hohen Auflösungen nicht die radiale Integration der
limitierende Faktor ist, sondern die angulare. Dies zeigt der Fehler des Atomform-
faktors der 4s-BF, bei dem sowohl die radiale (200 Punkte) als auch die angulare
Integration (5810 Punkte) numerisch durchgeführt wurde (lila Punkte). In dem
Bereich bis etwa 3Å−1 ist der Fehler auf die radiale Integration zurückzuführen, da
sich die Werte kaum von denen mit der analytischen angularen Integration (blaue
Punkte) unterscheiden. Für höhere Auflösungen dominiert aber der Fehler der nu-
merischen angularen Integration und die Abweichung befindet sich bereits auf der
zweiten Nachkommastelle. Somit ist der limitierende Faktor der numerischen FT
die angulare Integration, vor allem wenn diﬀuse Beiträge zur Elektronendichte be-
trachtet werden. Die im Rahmen dieser Arbeit im Fokus stehenden Beiträge im
kernnahen Bereich sind davon aber kaum betroﬀen. Außerdem lässt sich im expe-
rimentell zugänglichen Bereich die numerische Berechnung der Strukturfaktoren
genau genug durchführen.
Eine solche numerische Berechnung der statischen Strukturfaktoren lässt sich
nicht nur wie beschrieben für das Programmpaket ADF durchführen, sondern für
jedes Programm wie zum Beispiel DIRAC [290], das die Elektronendichte an ei-
nem beliebigen Punkt im Realraum berechnen kann. Somit lässt sich das obige
Verfahren auch von Molekülen auf Festkörper übertragen, die zum Beispiel mit
dem FP-LAPW-Programm WIEN2K [291] berechnet werden. In solchen Fällen be-
sitzt die Gesamtelektronendichte bereits die Translationssymmetrie, jedoch lässt
sich die Gewichtung für ein Atom, das nun von unendlich vielen Atomen um-
geben ist, nicht berechnen. Deshalb wird die Zahl der Atome, die zur Gewich-
tung beitragen, bei einem bestimmten Abstand abgeschnitten. Betrachtet man die
Stockholder-Partitionierung, so erkennt man, dass die Beiträge der weit entfern-
ten Atome zur Gewichtung verschwinden, da deren Elektronendichte bei großen
Abständen gegen null konvergiert und man ohne einen Verlust der Genauigkeit
die Beiträge von weit entfernten Atomen abschneiden kann. [209] Da für die
Stockholder-Partitionierung die Atome mit der gleichen Methode wie der Festkör-
per berechnet werden sollen, liegt es nahe, die atomaren Rechnungen des jewei-
ligen Programmoakets zu verwenden. Diese werden im Falle von WIEN2K nu-
merisch auf einem Grid berechnet, dessen größter Abstand zum Atom etwa 16
bohr beträgt und je nach verwendeten Parametern für jedes kristallographisch un-
abhängige Atom leicht unterschiedlich ist. Dies ermöglicht die Abschätzung des
Abstandes, ab dem die Atome für die Gewichtung vernachlässigt werden können,
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nämlich wenn der Abstand größer ist als die Summe des jeweils größten Abstan-
des des Grids der beteiligten Atome (etwa 32 bohr). Zur Berechnung der Gewichte
der Stockholder-Partitionierung wird die Elektronendichte der Atome wenn nötig
mit der Lagrange-Interpolation berechnet. [292] Mit der so generierten Gewich-
tung lässt sich die numerische FT durchführen, wobei die Simpson-Regel für die
radiale Integration verwendet wird, die auch in WIEN2K benutzt wird.
2.4.2 Dynamische Strukturfaktoren
Die nach Gleichung 2.42 berechneten Strukturfaktoren werden als statisch be-
zeichnet, da sie aus der statischen Elektronendichte gewonnen werden. Im Expe-
riment wird dagegen nur ein dynamischer Strukturfaktor Fdyn(H) gemessen, da
die Atomkerne um ihre Ruhelage schwingen, wobei diese Bewegung bei steigender
Temperatur in der Regel zunimmt. Um einen direkteren Vergleich der berechneten
Strukturfaktoren mit gemessenen zu ermöglichen oder die Auswirkung der ther-
mischen Bewegung auf die Topologie der Elektronendichte untersuchen zu kön-
nen, [293] müssen dynamische Strukturfaktoren berechnet werden. Dazu geht man
von der im Experiment wesentlichen zeitlich gemittelten Elektronendichte ρdyn(r)






unter der Annahme starr schwingender Atome berechnen lässt. Zusätzlich wird
vorausgesetzt, dass sich die dynamische Gesamtelektronendichteverteilung als





schreiben lässt, welche durch eine Faltung der atomaren statischen Elektronen-
dichte ρi,static(r − u) mit der „probability density function“ (p.d.f.) P(u) entstehen.
[294] Die p.d.f. gibt die Wahrscheinlichkeit an, dass das i-te Atom um den Vektor
u gegenüber der Ruhelage ausgelenkt ist, während ρi,static(r − u) die Wahrschein-
lichkeit angibt ein Elektron am Ort r zu funden, wenn sich das Atom an der Po-
sition u relativ zur Ruhelage befindet. Die Fouriertransformierte von P(u) defi-
niert den Debye-Waller Faktor Q(H) [112, 295] der statischen Elektronendichte
ρi,static(r), wobei eine spätere quantenmechanische Betrachtung die Ergebnisse be-
stätigte. [296]
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Im Rahmen des sogenannten IAM („independent atom model“) einer Röntgen-
strukturanalyse wird die Gesamtelektronendichte durch die Summe von N nicht-















kann als Linearkombination der Atomformfaktoren fi(H) berechnet werden, wenn
die entsprechenden Atome unabhängig voneinander im Kristall um ihre Ruhelage
schwingen. Die Stärke dieser Schwingung wird durch den atomaren Temperatur-
faktor B beschrieben, mit dem für den Debye-Waller-Faktor
Q(H) = e−2π
2HT ·U ·H = eBsin
2(θ)/λ2 (2.56)
gilt, wobei U = 〈u2〉 der Mittelwert des Quadrats der Auslenkung des Atoms aus
seiner Ruheposition darstellt. Der Zusammenhang zwischen dem Wellenvektor
H und sin2(θ)/λ2 ist über die Bragg-Gleichung gegeben. [110] Im Allgemeinen
schwingen die Atome anisotrop um ihre Ruhelage, weshalb anstelle des skalaren



















in Gleichung 2.56 verwendet wird.
Allerdings unterliegt das oben beschriebene Verfahren der Einschränkung, dass die
Gesamtelektronendichte im Rahmen des IAM aus nicht-wechselwirkenden Ato-
men zusammen gesetzt wird. Da die dadurch entstandene Elektronendichte des
Promoleküls keine Informationen über die chemische Bindung enthält, muss das
Verfahren so angepasst werden, dass es auf die Gesamtelektronendichte eines Mo-
leküls oder Festkörpers angewandt werden kann. Im Falle von Rechnungen mit ei-
ner atomzentrierten GTO-Basis lässt sich die thermische Bewegung analytisch ein-
führen, was von unterschiedlichen Autoren beschrieben wurde. [297–304] Da die
FT einer Gauß-Funktion wieder eine Gauß-Funktion ist, muss durch die thermi-
sche Bewegung lediglich der Exponent dieser Gauß-Funktion im reziproken Raum
angepasst werden. Allerdings treten dabei Zweizentren-Terme auf, die nicht ein-
deutig einem Atom zugeordnet werden können. Es gibt unterschiedliche Ansätze,
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wie diese Terme auf die Atome aufgeteilt werden. [39, 305, 306] Neben den Proble-
men mit den Zweizentren-Termen ist dieses Verfahren nicht allgemein, zum Bei-
spiel bei Verwendung einer STO-Basis, gültig. Allerdings lässt sich auch in diesem
Fall eine dynamische Elektronendichte analytisch berechnen [307–309], jedoch ist
der anisotrope Auslenkungfaktor nach Gleichung 2.57 auf die Diagonalform be-
schränkt. Daher wird im Rahmen der vorliegenden Arbeit eine andere Methode
verwendet, die auf der Partitionierung der Elektronendichte im Realraum in ato-
mare Beiträge basiert. Für den Fall einer Struktur mit nur einem Atom in der asym-
metrischen Einheit (N = 1 in Gleichung 2.55) wie in Diamant oder α-Silizium ist
die genaue Kenntnis der atomaren Elektronendichteverteilung nicht nötig. Da nur






durch eine Multiplikation des statischen Temperaturfaktors mit dem Debye-
Waller-Faktor berechnet und somit der Eﬀekt der thermischen Bewegung auf Struk-
turfaktoren betrachtet werden. [310, 311]
Im allgemeinen Fall, bei dem sich mehrere Atome in der asymmetrischen Einheit
der Elementarzelle befinden, muss die Gesamtelektronendichte in atomare Beiträ-
ge zerlegt werden, wofür im Rahmen dieser Arbeit die Stockholder-Partitionierung
[196] gewählt wird (siehe Abschnitt 2.2.2). Dabei wird die Elektronendichte ge-
mäß des Beitrages des nicht-wechselwirkenden Atoms zum Promolekül gewich-
tet. Ein ähnliches Verfahren, welches speziell für eine STO-Basis entwickelt wur-
de, da Laguerre-Polynome an die Elektronendichte der Stockholder-Atome ange-
passt werden, bevor die FT analytisch durchgeführt wird, wurde bereits in der
Literatur verwendet. [312–316] Für atomzentrierte Basissätze ist die Mulliken-
Partitionierung [169–172] ebenfalls möglich und im Programmpaket CRYSTAL
[317, 318] implementiert, [319] diese Methode aber ist nicht auf die FP-LAPW-
Methode übertragbar. Eine Partitionierungsmethode mit harten Grenzen wie die
QTAIM ist dagegen nicht sinnvoll. Im statischen Fall ist die Elektronendichtever-
teilung an einem bindungskritischen Punkt stetig. Wenn die Atome aber unter-
schiedlich stark schwingen, ist die resultierende Gesamtelektronendichte am BCP
nicht mehr stetig. Durch die im Abschnitt 2.4.1 beschriebene numerische FT da-
gegen lassen sich die dynamischen Strukturfaktoren für eine beliebige Methode
(GTO- oder STO-Basis, FP-LAPW-Methode) bestimmen. Die Bestimmung einer dy-
namischen Elektronendichteverteilung ist in dem beschriebenen Fall nur nume-
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risch möglich. Jedoch kann diese auch durch eine inverse FT in den Realraum aus
den dynamischen Strukturfaktoren gewonnen werden. [310, 320, 321]
Abbildung 2.6: (a) Schnitt durch ρ(r) entlang der Sc-C Bindung in [Sc(CH3)]2+, die
sowohl die molekulare Gesamtelektronendichte als auch die aus der Stockholder-
Partitionierung gewonnenen atomaren Beiträge zeigt; (b) statische bzw. (c) dyna-
mische Atomformfaktoren (00l) und (0k0) des Scandiums- (in grün und schwarz)
und Kohlenstoﬀatoms (in blau und hellblau) der asphärischen Stockholder-Atome
durch numerische Integration bzw. nach der Faltung mit isotropen Temperaturfak-
toren (Details siehe Text).
Das im Rahmen der vorliegenden Arbeit verwendete Verfahren soll nun am Bei-
spiel des in Abschnitt 3 betrachteten Modelsystems [Sc(CH3)]2+ illustriert werden.
Die Gesamtelektronendichteverteilung ρ(r) (siehe Abbildung 2.6a) wird in die ato-
maren Beiträge zerlegt, von denen die des Sc- (grün) und des C-Atoms (blau) dar-
gestellt sind. Nach der numerischen FT ergeben sich die statischen Atomform-
faktoren, die in Abbildung 2.6b anhand der (00l) bzw. (0k0) Reflexe dargestellt
sind. Diese sind wie die Elektronendichte des jeweiligen Stockholder-Atoms nicht
sphärisch symmetrisch, was sich für das Scandiumatom vor allem im Bereich um
sin(θ)/λ ≈ 0.2Å−1 zeigt. Dort hat der Atomformfaktor der (0k0) Reflexe (schwarz)
einen höheren Wert als der der (00l) Reflexe (grün). Bei genauer Betrachtung zeigt
sich die nicht sphärische Symmetrie ebenfalls bei dem Kohlenstoﬀatom (siehe In-
sert in Abbildung 2.6b), bei dem der Wert der (00l) Reflexe (blau) im gezeigten
Bereich (sin(θ)/λ = 0.4− 0.6Å−1) höher ist als der der (0k0) Reflexe (hellblau). Die
Faltung der statischen Atomformfaktoren mit einem isotropen Temperaturfaktor
(Uiso: Sc 0.029, C 0.042, H 0.057) [322] führt schließlich zu der erwarteten Aus-
dämpfung der Atomformfaktoren bei hohen Beugungswinkeln, wie sie in Abbil-
dung 2.6c dargestellt ist. Anhand dieses Beispiels wird ebenfalls deutlich, dass
der Atomformfaktor des Scandiumatoms stärker von der Abschwächung bei hohen
Werten von sin(θ)/λ betroﬀen ist als der des leichteren Kohlenstoﬀatoms, obwohl
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dieses einen höheren Temperaturfaktor besitzt, dessen statischer Atomformfaktor
aber in diesen Bereichen wesentlich kleiner ist. Eine ausführliche Analyse der dy-
namischen Strukturfaktoren der Modellsysteme 1, 2 und 3 wird in Abschnitt 3.2.2
durchgeführt.
2.5 Schalenstruktur der Atome
Die Schalenstruktur stellt ein wichtiges Konzept in der Chemie dar, denn nach dem
Aufbauprinzip bilden die Elektronen gemäß ihrer Haupt- bzw. Drehimpulsquan-
tenzahl n bzw. l Schalen im Periodensystem der Elemente. Dieses Bild lässt sich
allerdings nicht direkt in der Elektronendichteverteilung ρ(r) beobachten, die aus-
gehend von der Atomposition ein monoton fallendes Skalarfeld darstellt [323] und
in der daher keine subatomare Struktur eines Atoms aufgelöst werden kann. In
der Literatur wurden eine Reihe von Funktionen vorgeschlagen, die eine Darstel-
lung der Schalenstruktur eines freien Atoms ermöglichen. [324] Eine weit verbrei-
tete Methode stellt die Verwendung der radialen Dichteverteilungsfunktion D(r)
dar, die eng mit der Aufenthaltswahrscheinlichkeit der Elektronen ρ(r) an dem Ort











dθρ(r) sin(θ) =N (2.59)
wird in Kugelkoordinaten durchgeführt und ergibt die Anzahl der Elektronen des
Atoms. Bei der radialen Dichteverteilungsfunktion D(r) handelt es sich per Defi-
nition um eine Funktion, die nur vom Abstand zur Atomposition r abhängt und




ebenfalls die Anzahl der Elektronen ergibt. Vergleicht man Gleichung 2.59 und
2.60, so ergibt sich die radiale Dichteverteilungsfunktion als
D(r) = 4πr2ρ(r) (2.61)
durch die Ausführung der angularen Integration. Die Funktion D(r) beschreibt,
wie groß die Wahrscheinlichkeit ist ein Elektron im Intervall von r bis r+dr zu fin-
den. [325] Bereits 1953 konnte mit Hilfe von Elektronenbeugungsstudien gezeigt
werden, dass ein Argonatom drei lokale Maxima in D(r) besitzt, die mit den drei
besetzten Schalen mit den Hauptquantenzahlen n = 1, 2 und 3 korreliert werden
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können. [326] In theoretischen Studien konnte gezeigt werden, dass sich auf die-
se Weise die korrekte Zahl an Schalen nur für Elemente mit einer Ordnungszahl
Z ≤ 18 zuverlässig finden lässt. [327–329]
2.5.1 Der Laplacian der Elektronendichte
Eine weitere direkt aus der Elektronendichteverteilung abgeleitete Funktion, die
die Schalenstruktur eines Atoms abbildet, stellt die zweite Ortsableitung der Elek-
tronendichte ∇2ρ(r) dar. Diese Größe wird im englischen Sprachgebrauch als „La-
placian der Elektronendichte“ bezeichnet. Für die Diskussion der Schalenstruktur









einzuführen, die sich aus der radialen Dichteverteilung D(r) berechnet und die
Anzahl der Elektronen in einer Kugelschale mit dem inneren Radius r und der
















































unabhängig von den angularen Koordinaten θ und φ ist. Erstmals wurde von Ba-
der et al. die Größe ∇2ρ¯(r) verwendet um die Schalenstruktur der freien Atome
der Elemente Li bis Ne bzw. Argon aufzulösen. [78, 79] Aufbauend auf diese Stu-
dien wurden von Sagar et al. die Schalenstruktur in ∇2ρ¯(r) der Elemente Helium
bis Barium [331] und von Shi und Boyd die Elemente Lithium bis Xenon [332] de-
tailliert untersucht. Beide Studien, die auf den nichtrelativistischen, numerischen
Rechnungen von Clementi und Roetti beruhen, [244] beobachten höchstens fünf
Bereiche mit positiven und negativen Vorzeichen von ∇2ρ¯(r). Diese Beobachtung
wurde von Kohout et al. auf der Basis von relativistischen Rechnung für die Ele-
mente der Gruppe 2 und 11-14 bestätigt. [333] Auf dieser Beobachtung aufbauend
definierten Bader et al. die äußerste in ∇2ρ¯(r) als Minimum aufgelöste Schale als
effektive Valenzschale. [54, 60, 61] Der Grund für das Fehlen weiterer Schalen, die
nach dem Aufbauprinzip erwartet werden, wurde von Eickerling und Reiher un-
tersucht, [255] wobei in dieser Publikation wie im Rahmen dieser Arbeit die Funk-
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tion L(r) = −∇2ρ¯(r) (bzw. L(r) = −∇2ρ(r) für Verbindungen) verwendet wird und
dadurch die Ladungskonzentrationen bei positiven Werten von L(r) auftreten.
Abbildung 2.7: L(r) (in eÅ−5, aufgetragen gegen den Abstand r in Å) oﬀenbart die
Schalenstruktur des Lanthan Atomsmit einer 5d16s2 Elektronenkonfiguration. Die
einzelnen Schalen sind unterschiedlich eingefärbt und werden nummeriert. In der
Vergrößerung (rechts) wird der Grund für das Fehlen der fünften Schale als Ma-
ximum mit einem Positiven Wert in L(r) verdeutlicht, indem die Funktion für die
einzelnen Beiträge gruppiert nach ihrer Hauptquantenzahl n aufgeschlüsselt sind.
Die Funktion L(r) eines Lanthan-Atoms in der 6s25d1-Elektronenkonfiguration
(siehe Abbildung 2.7 a) zeigt lediglich vier Bereiche mit positiven und negativen
Funktionswerten, die zur besseren Unterscheidbarkeit farbig hinterlegt wurden.
Das vierte Maximum tritt in einem Abstand von 0.30Å zur Atomposition auf und
besitzt einen Wert von 3238.2eÅ−5. Eine fünfte und sechste Schale, wie man sie
nach dem Aufbauprinzip erwarten würde, zeigt sich allerdings nicht. Betrachtet
man nun die Beiträge der Orbitale mit gleicher Hauptquantenzahl n, so zeigt sich,
das die Beiträge der Orbitale mit n = 5 in der Tat fünf Maxima mit jeweils positiven
Werten in L(r) besitzen. Das äußerste Maximum bei einem Abstand von 0.64Å und
einer Höhe von +59.6eÅ−5 wird allerdings von den Beiträgen der Orbitale mit n = 4
zu L(r) überdeckt, die an der Position des Maximums eine stark negativen Beitrag
(-194.1eÅ−5) leisten und es zeigt sich in L(r) der Gesamtelektronendichte ein loka-
les Maximum bei 0.87Å, das aber einen negativen Wert in L(r) (-4.4eÅ−5) besitzt.
Da die Beiträge der Orbitale mit n = 1-3 in diesem Abstand keine signifikante Rolle
spielen, ist der negative Beitrag der Orbitale mit n = 4 dafür verantwortlich, dass
kein Maximum in L(r) der Gesamtelektronendichte im positiven Bereich auftritt.
Da die Position und Höhe dieses Maximums von der Elektronenkonfiguration des
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Lanthan-Atoms abhängt, kann dieser Bereich dennoch als Schale interpretiert wer-
den. [255] Eine sechste Schale kann allerdings in L(r) nicht als lokales Maximum
aufgelöst werden (siehe Abbildung 2.8 im Bereich von r ≥ 2.0Å), auch wenn der
Laplacian in diesem Bereich immer noch sensitiv auf die Elektronenkonfiguration
reagiert. [255]
Abbildung 2.8: Der Zusammenhang der Schalenstruktur des Lanthan-Atoms (a)
aus L(r) = −∇2ρ¯(r) (blau) und der kinetischen (G(r), grün) und der potentiel-
len (V (r), rot) Energiedichte, wie sie im Rahmen des lokalen Virialtheorems der
QTAIM wiedergegeben wird, sowie (b) die Schalenstruktur aus dem Verhältnis
−0.5V (r)/G(r) (schwarz, b) gegen den Abstand r in Å (alle anderen Größen in ato-
maren Einheiten).
Durch die Abhängigkeit von L(r) von der Elektronenkonfiguration kann die
fünfte Schale als effektive Valenzschale des Lanthan-Atoms interpretiert werden,
analog zu der dritten Schale in Scandium oder der vierten Schale in Yttrium. Bei
den letzten beiden Elementen treten die Maxima der effektiven Valenzschale aber
bei positiven Werten in L(r) auf. Die Bedeutung des Vorzeichens von L(r) lässt sich
mit Hilfe des lokalen Virialtheorems der QTAIM (Gleichung 2.22) erklären, die die
Größe L(r) mit der kinetischen Energiedichte G(r) und der potentiellen Energie-
dichte V (r) verknüpft. Zeigt L(r) ein Maximum bei positiven Werten, überwiegt
die potentielle Energiedichte V (r) betragsmäßig den doppelten Wert der kineti-
schen Energiedichte G(r), oder kurz −V (r) > 2G(r). Dies erkennt man in dem Insert
von Abbildung 2.8a, wo in dem Bereich, in dem L(r) ein positives Vorzeichen in
der vierten Schale besitzt, der Betrag von V (r) größer als 2G(r) ist. An den Stel-
len, an denen L(r) = 0 gilt, hebt sich der Beitrag der beiden Energiedichten zum
Virialtheorem (Gleichung 2.22) gerade auf. Betrachtet man aber den Bereich der
fünften Schale in L(r), so zeigt sich das sich 2G(r) zwar −V (r) annähert, aber nie
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kleiner wird. Da der Abstand zwischen 2G(r) und −V (r) in dem Bereich minimal
wird, zeigt sich in L(r) ein lokales Maximum, das man als fünfte Schale interpretie-
ren kann, das aber keine positivenWerte in L(r) erreicht. Betrachtet man allerdings
das Verhältnis −V (r)/(2G(r)) (siehe Abbildung 2.8b), zeigt sich zunächst eine posi-
tive Funktion, die ebenfalls eine Schalenstruktur abbildet. In den Bereichen mit
positiven Werten von L(r) ist dieses Verhältnis größer als 1, bei negativen Werten
kleiner als 1. In dem Verhältnis −V (r)/(2G(r)) lässt sich neben den Maximum, das
der fünften Schale zugeordnet wird, auch die sechste Schale als lokales Maximum
erkennen.
Eine weitere Größe, die mit L(r) verknüpft ist und die Schalenstruktur von Ato-

















vonHunter, [334, 335] wobei im Falle eines Atoms die Gesamtelektronendichte ρ(r)
analog zu oben durch die entsprechende sphärisch gemittelte Größe ρ¯(r) ersetzt
wird. Diese Größe wurde später in einer unabhängigen Arbeit als Steric Potential
aus der DFT hergeleitet. [336] Es wurde bereits gezeigt, dass das OEP die korrek-
te Anzahl atomarer Schalen von schweren Elementen auflöst. [333, 337, 338] Für
leichte Elemente zeigt sich ein qualitativ vergleichbares Verhalten des OEPmit L(r)
[339] und die Funktion wurde bereits angewandt um Ladungskonzentrationen von
Verbindungen zu bestimmen. [340, 341] Die physikalische Bedeutung des OEP ist
die einer kinetischen Energie eines klassischen Teilchens mit der Wellenfunktion√
ρ(r), das sich (klassisch betrachtet) nur in Bereichen aufhalten darf, in denen sei-
ne kinetische Energie physikalisch sinnvolle Werte größer als null aufweist. [334]
Analog dazu werden Bereiche, in denen das OEP negativ ist, als Potentialbarrie-
ren angesehen, in deren Bereich die Elektronen Quanteneﬀekte zeigen. [339] So-
mit kann das OEP eine Alternative für die Darstellung der Schalenstruktur aus
der (experimentellen) Elektronendichte sein, wenn sich kein lokales Maximum in
L(r) wie in der sechsten Schale des Lanthan Atoms mehr auflösen lässt. Eine wei-
tere Möglichkeit die vollständige Schalenstruktur schwerer Elemente aufzulösen
wird durch eine Referenz zurWellenfunktion ermöglicht, worauf im folgenden Ab-
schnitt näher eingegangen wird.
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2.5.2 Die Elektronenlokalisierungsfunktion und der
Elektronenlokalisierungsindikator
Neben der Funktion L(r) = −∇2ρ(r) existieren in der Literatur noch weitere Vor-
schläge wie die Elektronenlokalisierungsfunktion (ELF) [103] oder den Elektro-
nenlokalisierungsindikator (ELI-D) [342, 343] um die Schalenstruktur insbeson-
dere von schweren Atomen darzustellen und zu analysieren. Diese beiden Größen
sind im Gegensatz zu L(r) nicht ohne weitere Näherungen aus der Gesamtelektro-
nendichte zugänglich. Allerdings werden von ELF und ELI-D auch für schwere
Elemente z.B. die Edelgase bis Radon die richtige Anzahl der Schalen wiedergege-
ben. [103]
Die ELF wurde zunächst im Rahmen der Hartree-Fock-Theorie aus der Elektro-
nenpaardichte hergeleitet [103], wurde aber später auch auf die Interpretation der
kinetischen Energiedichte angewandt, [344] was die Herleitung der ELF aus der








hat die äußere Form einer Lorentzfunktion, deren Kernel das Verhältnis der kine-
tischen Energiedichte nach Pauli
DP (r) = t(r)− tW (r) (2.67)






∇φi ∗ ∇φi (2.68)
















beschreibt, wobei der letzte Term lediglich von der Gesamtelektronendichte ρ(r)
abhängt. Wie aus den Gleichungen 2.67 bzw. 2.68 ersichtlich ist, lässt sich die ELF
nicht direkt aus der Elektronendichte bestimmen, sondern hängt von der Wellen-
funktion ab. Wenn die ELF aus einer experimentell bestimmten Elektronendich-
teverteilung berechnet wird, so muss eine Näherungsformel wie die von Abramov
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[346] oder Tsirelson [347] zur Bestimmung der kinetischen Energiedichte verwen-
det werden. Anschaulich spiegelt die ELF das Pauli-Prinzip wider, denn wenn ein
Elektron an einer Position im Raum lokalisiert ist, besitzt es dort eine geringe ki-
netische Energiedichte und dementsprechend einen hohen Wert in der ELF. Durch
ihre Definition ist die ELF eine relative Größe, die Werte zwischen 0 und 1 an-
nimmt. Eine besondere Rolle nehmen die Orte im Raum ein, bei denen η = 0.5 gilt.
Dort entspricht die kinetische Energie des Systems der kinetischen Energie eines
bosonischen Systems mit gleicher Gesamtelektronendichte ρ(r).
Neben der Darstellung der Schalenstruktur können aus der ELF Hinweise über
die Natur der Bindung in Molekülen und Festkörpern gewonnen werden. [348]
Darüber hinaus wurde gezeigt, dass sich die ELF direkt im Hinblick auf die (angu-
lare) Knotenstruktur der an der Bindung beteiligten Orbitale interpretieren lässt.
[349]
Abbildung 2.9: Die ELF enthüllt alle sechs atomaren Schalen eines Lanthan-Atoms
mit einer 5d16s2-Elektronenkonfiguration; Werte aufgetragen gegen den Abstand
r in Å.
Betrachtet man die ELF eines Lanthan-Atoms in der Elektronenkonfiguration
5d16s2 (siehe Abbildung 2.9), so werden alle sechs Schalen als Maxima der ELF mit
einemWert größer als 0.5 aufgelöst. Vergleicht man die Position derMaxima in ELF
mit denen von L(r), so zeigt sich, dass die ELF diﬀuser ist als L(r). Die ELF besitzt
z.B. das fünfte lokale Maximum bei r = 0.95Å, während es in L(r) bei r = 0.87Å, al-
so näher an der Atomposition auftaucht. Dies ist vermutlich der Grund, warum die
Zahl der Elektronen einer Schale, die sich zwischen zwei Minima der ELF befindet,
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besser als in L(r) mit der Zahl, die nach dem Aufbauprinzip erwartet wird, über-
einstimmt. [350] Für große Abstände vom Kernort nähert sich die ELF von oben
an null an, was das erwartete Verhalten darstellt und bis auf wenige Ausnahmen
beobachtet wird. [103]
Für kleine Abstände von der Atomposition, also im Limes r → 0 nähert sich die
ELF ihrem Maximalwert 1 an, wie es in der Literatur basierend auf den nichtre-
lativistischen Wellenfunktionen von Clementi und Roetti [244] bzw. McLean und
McLean [351] beschrieben wurde. [103] Allerdings wurde von Fuentealba eine al-
ternative Formulierung der ELF vorgeschlagen, die auf dem elektrostatischen Po-
tential beruht, [352] und die an der Atomposition einen Wert von 0 aufweist. [353]
Abbildung 2.10: ELF eines Platin-Atoms in der 6s05d10-Elektronenkonfiguration,
berechnet mit dem HF, SO-ZORA, DKH2, SO-DKH2 und DHF Hamilton-Operator
in der a) Gesamtansicht und b) in der Nähe der Atomposition, aufgetragen gegen
den Abstand r von der Atomposition in Å.
Betrachtet man aber die relativistischen Eﬀekte auf die ELF, stellt man
fest, dass das Verhalten der ELF für r → 0 stark von dem verwendeten
Hamilton-Operator abhängt, was am Beispiel eines Platin-Atoms in der 6s05d10-
Elektronenkonfiguration in Abbildung 2.10 gezeigt wird. Für eine nichtrelativis-
tische Rechnung (HF), deren ELF als blaue Linie in Abbildung 2.10 dargestellt
ist, erkennt man in der Gesamtansicht (Abbildung 2.10a), dass diese Kurve im
Vergleich zu der vierkomponentigen Rechnung (im Folgenden als DHF bezeich-
net, rot) [354] diﬀuser ist, was die skalar-relativistische Kontraktion der betei-
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ligten Orbitale widerspiegelt. Die verwendeten quasi-relativistischen Hamilton-
Operatoren ZORA [158–161] (zeroth order regular approximation, mit Berücksich-
tigung der Spin-Bahn-Wechselwirkung; kurz: SO-ZORA in dunkelrot) und DKH2
[355, 356] (Transformation nach Douglas-Kroll-Hess bis einschließlich der zwei-
ten Ordnung, grün bzw. unter näherungsweiser Berücksichtigung der Spin-Bahn-
Kopplung (SO-DKH, dunkelblau)) zeigen in der Gesamtansicht (Abbildung 2.10a)
keine signifikanten Abweichungen zu dem Verlauf der ELF der DHF-Rechnung.
Diese Abweichungen zeigen sich aber, wenn man den Bereich nahe der Atompo-
sition (Abbildung 2.10b) betrachtet. Während die ELF bei HF wie in der Literatur
beschrieben sich ihrem Maximalwert nähert, fällt die ELF der DHF-Rechnung auf
null. Die ELF der betrachteten ZORA-Rechnung (dunkelrot) folgt dem Verlauf der
ELF der DHF-Rechnung. Die ELF der beiden DKH-Rechnungen beschreiben zu-
nächst eher den Verlauf der ELF der HF-Rechnung. Bei sehr kleinen Abständen
zum Atomkern (ca. 10−5Å) fällt die ELF von SO-DKH2, bei deren Berechnung bis
auf die Berücksichtigung der Spin-Bahn-Wechselwirkung die identischen Parame-
ter wie bei DKH2 verwendet wurden, aber und erreicht an der Atomposition ein
Minimum bei 0.795. Das Beispiel der ELF des Platinatoms zeigt, dass das Verhalten
der ELF und damit die Elektronenlokalisation stark von der verwendeten Beschrei-
bung der relativistischen Eﬀekte abhängt. [357]
Das Verhalten, dass die Elektronen an der Atomposition nicht lokalisiert sind,
wurde auch von Baranov bei relativistischen Rechnungen in der ELI-D beobach-
tet. [358] Der Elektronenlokalisierungsindikator ELI-D beruht wie die ELF auf der
Wiedergabe des Pauli-Prinzips, kommt aber im Gegensatz zu der ELF ohne eine
Referenz zu dem freien Elektronengas aus und ist auch für explizit korrelierte Wel-
lenfunktionen zugänglich. [104, 359, 360] Die ELI-D






ist ein dimensionsloser Indikator, der sich aus der Wahrscheinlichkeit ein Elektron
am Ort r zu finden, also der Gesamtelektronendichte ρ(r), und dem Volumen eines
Elektronenpaares V˜D(r) an dieser Position berechnet. Das Volumen V˜D(r) ist mit der
Krümmung des Fermi-Austauschloches g(r) verknüpft. Für eine Wellenfunktion,












durch die ELF und die Anzahl der Elektronen N ausdrücken und man erkennt,
dass diese beiden Felder die gleiche Topologie besitzen. [361]
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Ein weiterer Vorteil der Verwendung der ELI-D ist, dass diese in ihre Beiträ-
ge zerlegt werden kann und sich dieser sogenannte partielle Elektronenlokalisie-
rungsindikator p-ELI-D
ΥD,i(r) = ρi(r)V˜D(r) (2.73)
aus dem Produkt des Elektronenpaarvolumens des kompletten Systems und der
Elektronendichte ρi(r) des Anteils der Elektronendichte, den man betrachten will,
berechnet. Auf diese Weise lässt sich die ELI-D eines einzelnen MOs oder einer
Gruppe von MOs berechnen, wobei ausgenutzt wird, dass die ELI-D linear zur
Elektronendichte ist.
Abbildung 2.11: ELI-D ΥD(r) (rot) sowie die partielle ELI-D der großen (ΥD,L(r),
grün) und der kleinen (ΥD,S (r), blau) Komponente einer DHF-Rechnung gegen den
Abstand r in Å aufgetragen.
Betrachtet man nun die ELI-D des Platin-Atoms mit einer 6s05d10-
Elektronenkonfiguration (siehe Abbildung 2.11a), so zeigen sich wie in der ELF
alle fünf Schalen, die man nach dem Aufbauprinzip erwartet. Auch das Verhalten
bei r → 0 zeigt, wie in der Literatur beschrieben wurde, [358] dass die Elektro-
nen an der Atomposition nicht lokalisiert sind (siehe Abbildung 2.11b). Außerdem
werden zwei p-ELI-D betrachtet, aber die Gesamtelektronendichte wird hier nicht
wie üblich in einzelne Atomorbitale aufgeteilt, sondern in die Beiträge der großen
und der kleinen Komponente der DHF-Rechnung. Dabei zeigt sich, dass die klei-
ne Komponente praktisch nur in der ersten Schale von Bedeutung ist und dort ein
lokales Maximum besitzt. Eine Schalenstruktur, die das Aufbauprinzip widerspie-
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gelt, lässt sich hier nicht ablesen. Eine solche Schalenstruktur löst aber die p-ELI-D
der großen Komponente auf, die bei größeren Abständen zur Atomposition mit der
ELI-D praktisch identisch ist. In den ersten beiden Schalen zeigt sich eine Abwei-
chung von ΥD,L(r) von der ELI-D, aber der qualitative Verlauf ist derselbe und es
lassen sich in der p-ELI-D der großen Komponente alle fünf Schalen erkennen.
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In diesem Kapitel wird der Einfluss der Bindungsbildung auf die Polarisation al-
ler Schalen eines Atoms in einem Molekül untersucht, wobei das Hauptaugen-
merk auf den inneren Schalen liegen soll. Als Modellsysteme dienen die Komplexe
[TM(CH3)]
2+ (TM = Sc (1), Y (2), La (3)), die einfache Vertreter von homoleptischen
Alkyl-Übergangsmetallverbindungen darstellen. Verbindungen dieses Typs zeigen
eine hohe katalytische Aktivität, die sie in den Fokus aktueller Forschungen rückt,
[105] obwohl die hohe Reaktivität vor allem bei Elementen der Gruppe III zu einer
herausfordernden Synthese führt. So ließ sich die Substanz Ce(CH3)3 zwar bereits
1903 darstellen, doch ihre Isolation in Reinform für eine weiterführende Charak-
terisierung war nicht möglich. [362] Erst im Jahr 1954 isolierten Wilkinson und
Birmingham mit der Verbindung TM(C5H5)3 (TM = Sc, Y, La, Ce, Pr, Nd, Sm, Gd,
Dy, Er, Yb) den ersten stabilen homoleptischen Komplex in Reinform, [363] bei
dem der Ligand über TM-C-π-Bindungen an das Übergangsmetallatom gebunden
ist. 1 15 Jahre später wurde mit Sc(C6H5)3 die erste metallorganische Verbindung
mit einer σ-Bindung zwischen dem Liganden und einemÜbergangsmetallatom aus
Gruppe III hergestellt, [365] für die 1999 schließlich eine Kristallstruktur über die
Verbindung [Sc(C6H5)3(thf)2] (thf = Tetrahydrofuran) bestimmt werden konnte.
[366] Daher handelt es sich bei der Verbindung TM[CH(Si(CH3)3)2]3 (TM = La und
Sm) um die erste vollständig charakterisierte homoleptische Alkylverbindung mit
(drei) TM-C-σ-Bindungen. [367] Für TM = La weist der Komplex eine trigonal-
pyramidale Koordination (∠(C-La-C) = 109.9(2)) auf und die La-C-Bindungslänge
beträgt 2.515(9) Å.
Im Jahr 1997 wurde eine entsprechende Verbindung mit TM = Er publiziert,
[368] bei der ebenfalls das Metallatom durch die sperrigen Liganden abgeschirmt
1 Die mit diesem Komplex verwandten Seltenerdelement-Verbindungen
[K(2.2.2−Kryptand)][Cp#3Ln] (Ln = Y, La, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Cp#
= C5H4SiMe3) liegen als Salze vor und sind durch ihr hohes magnetisches Moment ein Kandidat
für den Einsatz als molekulare Magneten. [364]
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wird. Verbindungen mit einem (Trimethylsily)methan-Liganden werden sehr häu-
fig bei der Synthese von Alkylkomplexen mit Seltenerdelementen eingesetzt, wes-
halb große Anstrengungen zur Aufklärung deren elektronischer Struktur unter-
nommen werden. Das Molekülorbitalschema von Er[CH(Si(CH3)3)2]3 konnte aus
der Auswertung von linearen Dichronismus-Spektren gewonnen werden, [369]
während für TM = Sa [370] und La [370, 371] quantenchemische Rechnungen im
Rahmen der DFT durchgeführt wurden. In theoretischen Studien werden häufig
die sperrigen Liganden durch kleinere ersetzt, da die lokale elektronische Struk-
tur in der Valenzschale des Seltenerdelement-Atoms zum Verständnis der kataly-
tischen Eigenschaften ausreicht. Indem man die Liganden in La[CH(Si(CH3)3)2]3
durch Methylgruppen ersetzt, lässt sich das Modellsystem La(CH3)3 untersuchen.
[371]
Diese Modellsysteme weisen eine ähnliche Geometrie wie die Fluoride TMF3
(TM = La und Lu) auf, die in Gasphase stabil sind. [372] Daneben wurden
auch die entsprechenden Chloride TMCl3 (TM = La und Lu) in theoretischen
Studien untersucht, ohne jedoch klären zu können, ob die Metall-Halogenid-
Bindung überwiegend ionisch oder kovalent ist. [373] Die TM-Halogenide die-
nen darüber hinaus als Ausgangsverbindung bei der Synthese von diversen me-
tallorganischen Seltenerdelementkomplexen. [105] Die Hexylmethylatkomplexe
[Li(tmeda)]3[TM(C6H6)] (TM = Y, La, Pr, Nd, Sm, Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu)
[105, 374–377] lassen sich aus der Reaktion von TMCl3 mit LiCH3 in Diethylether
in Anwesenheit des Donormoleküls tmeda (N,N,N’,N’-tetramethylethylenediamin)
darstellen. Schließlich ist 2005 die Synthese von [TM(CH3)3]n (TM = Y, Lu) in
Polymerform gelungen. [378] Seine Unlöslichkeit in aromatischen und aliphati-
schen Lösungsmitteln sowie die Zersetzung durch Donormolekülen wie Diethy-
lether und THF verhinderte allerdings die strukturelle Charakterisierung des Po-
lymers durch eine Einkristalldiﬀraktion. [105, 378]
Die Trimethylkomplexe TM(CH3)3 wurden im Rahmen dieser Arbeit noch wei-
ter vereinfacht, um den Einfluss der einzelnen TM-C-σ-Bindung auf die lokale
elektronische Struktur des TM-Atoms anhand der Modellsysteme 1, 2 und 3 zu
untersuchen. Da die Systeme als Dikationen vorliegen, beeinflussen keine nicht
an der Bindung beteiligten d-Orbitale die elektronische Struktur.2 Der Komplex 2
kann als Addukt [Y(CH3)(thf)6]
2+[B(Ph)4]2
– kristallisiert werden und in der Lite-
2 Anhand von Modellsystemen mit einer formalen d0-Elektronenkonfiguration wurde bereits von
Scherer et al. die Natur der lokalen Ladungskonzentrationen in der Valenzschale eine Übergangs-
metallatoms untersucht. [62]
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ratur wurde bereits die Möglichkeit diskutiert, dass diese Verbindung die aktive
Spezies bei der katalytischen Ethylenpolimerisation durch Y(CH2SiCH3)(thf)2 dar-
stellt. [379–381]
Für die genannten Modellsysteme 1, 2 und 3 soll zunächst eine topologische
Analyse der Elektronendichteverteilung aller Schalen, also bei subatomarer Auflö-
sung, durchgeführt werden (siehe Abschnitt 3.1). Dabei wird speziell auf den Zu-
sammenhang zwischen der Elektronendichte und dem MO-Bild eingegangen, bei
denen es sich um zwei Seiten der gleichen Medaille handelt. [382] Zunächst wird
in Abschnitt 3.1.1 auf die lokale elektronische Struktur der Verbindungen 1 und 2
eingegangen, deren TM-C-σ-Bindung zu einem großen Teil aus den Beiträgen der
Sc-d-Orbitale besteht.
Bei dem System 3 handelt es sich um eine formale f 0-Verbindung, bei der sich aber
durch die Lage des La-Atoms im Periodensystem f -Orbitale an der Bindung betei-
ligen können. [383] Daher soll in dem Abschnitt 3.1.2 untersucht werden, wie man
die Beimischung eines f -Orbitals zum LCAO an der Elektronendichteverteilung
ablesen kann.
Als letzter Punkt wird in Abschnitt 3.1.3 die Polarisation der ersten elektronischen
Schale diskutiert, die eine gesonderte Stellung einnimmt. Die Schalenstruktur ei-
nes Atoms (siehe Abbildung 2.7) legt nahe, dass keine Ladungskonzentrationen
als lokale Maxima in L(r) aufgelöst werden können. Daher wird überprüft, inwie-
weit die Elektronenlokalisierungsfunktion und die Deformationsdichte in der Lage
sind, die Polarisation in unmittelbarer Umgebung der Atomposition zu enthüllen.
Nachdem die lokale elektronische Struktur der Modellsysteme 1, 2 und 3 bei
subatomarer Auflösung betrachtet worden ist, soll in dem darauf folgenden Ab-
schnitt 3.2 diskutiert werden, inwiefern eine solche Analyse bei einer aus dem Ex-
periment rekonstruierten Elektronendichteverteilung möglich ist. Dazu wird die
als EHC bezeichnete Erweiterung des HC-Modells vorgestellt und angewandt, um
zu überprüfen, mit welcher Genauigkeit die Elektronendichteverteilung der inne-
ren elektronischen Schalen aus theoretischen Strukturfaktoren bestimmt werden
kann.
Um die Signifikanz der Eﬀekte für experimentelle Ladungsdichtestudien zu über-
prüfen, wird die Abhängigkeit der Ergebnisse von der maximalen Datenauflösung
in Abschnitt 3.2.1 betrachtet. Anschließend werden in Abschnitt 3.2.2 dynamische
Strukturfaktoren berechnet und betrachtet, ob sich die Eﬀekte der thermischen Be-
wegung und der Deformation der inneren elektronischen Schalen entfalten lassen
bzw. wie gut die elektronische Struktur bei subatomarer Auflösung mit der stati-
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schen Referenz aus der DFT-Rechnung übereinstimmt.
3.1 Die Elektronendichteverteilung bei subatomarer
Auflösung
Die für die topologische Analyse zugrunde liegende Elektronendichteverteilung
wurde auf einer optimierten Geometrie (ADF/TZ2P/ZORA) bestimmt, deren Pa-
rameter in Tabelle 3.1 angegeben sind. Weitere Details der Rechnungen befin-
den sich in Abschnitt 7.1. Besonders auf die Y-C-Bindungslänge (2.124 Å) soll-
te ein Augenmerk gelegt werden, da sich dieser Abstand auch für die expe-
rimentellen Systeme bestimmen lässt. Die Y-C-Bindungslänge in der Kristall-
struktur von [Y(CH3)(thf)6]
2+[B(Ph)4]2
– beträgt 2.418(3) Å [379] und weicht so-
mit deutlich von dem Wert des unkoordinierten Kations in der Gasphase ab.
Dies ist vermutlich der Ladung sowie den fehlenden intermolekularen Wech-
selwirkungen 2 geschuldet, denn der Y-C-Abstand in Y(CH3)3, welcher mit der
gleichen Methode wie 2 optimiert wurde, beträgt 2.350Å. Dieser Wert stimmt
deutlich besser mit dem Wert aus der Kristallstruktur (2.384(6)/2.411(6)Å) in
[Y(CH2Si(CH3)3)2(thf)4]
+[Al(CH2Si(CH3)3)4]
– [380, 381]) überein, was für die Zu-
verlässigkeit der mit dieser Methode optimierten geometrischen Parameter spricht.
Tabelle 3.1: Übersicht der geometrischen Parameter der Modellverbindungen 1, 2
und 3, die in der Punktgruppe C3v optimiert wurden.
Verbindung d(TM-C) (Å) d(C-H) (Å) ∠TM-C-H (°)
1 1.973 1.115 108.847
2 2.124 1.113 111.012
3 2.207 1.113 110.926
3.1.1 Topologie der Elektronendichte von 1 und 2
Zu Beginn der detaillierten Analyse der lokalen elektronischen Struktur der Ver-
bindungen 1, 2 und 3 bei subatomarer Auflösung wird zunächst das Polarisations-
muster der eﬀektiven Valenzschale des Übergangmetallatoms in L(r) betrachtet, bei
der es sich in 1 um die dritte Schale handelt (siehe Abbildung 3.1). In dieser Scha-
le besteht das Polarisationsmuster aus einer starken trans-LICC (L(r) = 240eÅ−5)
auf der gegenüberliegenden Seite des Liganden und einer demMethylliganden zu-
gewandten schwachen BCC (166eÅ−5), wobei die Akronyme LICC bzw. BCC für
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die Begriﬀe ligand-induced charge concentration bzw. bonding charge concentration
stehen. Des Weiteren zeigt sich eine torusförmige Ladungskonzentration, die senk-
recht zur Sc-C-Achse angeordnet ist und von der Stärke (169 eÅ−5) zwischen den
beiden anderen CCs liegt. Diese zusätzliche LICC wurde ursprünglich als cis-LICC
eingeführt, [60, 61] aber im Folgenden wird diese torusförmige LICC als t-LICC
bezeichnet. [384]
Der Vorteil dieser Nomenklatur wird in Abschnitt 3.1.2 deutlich, da er sich auf
den Ursprung der Ladungskonzentration bezieht. Wie Scherer et al. zeigen konn-
te, lässt sich das Polarisationsmuster in der Valenzschale von Übergangsmetallato-
men mit formaler d0-Konfiguration durch die an der TM–C-Bindung beteiligten
Orbitale erklären. [60, 61] Das HOMO in 1 (siehe Abbildung 3.2) beschreibt eine
σ-Bindung und der LCAO des Scandiumatoms besteht hauptsächlich aus dz2- und
pz-Beiträgen, bei denen die z-Achse auf Grund der dreizähligen Symmetrie entlang
der Sc–C-Achse orientiert ist. Das Auftreten der trans-LICC und der BCC in L(r)
lässt sich auf die die Beiträge der keulenförmigen Orbitallappen zurückführen,
während die t-LICC aus dem Torus des dz2-artigen Orbitals entsteht.
Der Zusammenhang zwischen dem Orbitalbild und dem Ladungsdichtebild
lässt sich für die beiden axialen CCs auch verdeutlichen, indem man die Beiträ-
ge der Elektronendichte einzelner Orbitale zum negativen Laplacefeld betrachtet.
Dadurch lässt sich L(r) der Gesamtelektronendichte entlang der Sc–C-Achse (siehe
Abbildung 3.3c) in die Beiträge des HOMO (Abbildung 3.3a), welches die binden-
de σ-Wechselwirkung beschreibt, und die der restlichen Orbitale (bezeichnet als
mol-HOMO in Abbildung 3.3b) aufteilen.
Betrachtet man zunächst die eﬀektive Valenzschale (dritte Schale des Sc-Atoms),
so zeigen sich zwei Maxima in L(r) der Gesamtelektronendichte bei etwa ±0.5Å,
die sich als BCC und trans-LICC identifizieren lassen und erneut zeigen, dass die
trans-LICC stärker ausgeprägt ist als die BCC. Diese Asymmetrie kann allein durch
die Beiträge des HOMO erklärt werden, dessen L(r) Beitrag ein Maximum bei etwa
-0.2Å aufweist, also auf der dem Methylliganden abgewandten oder im Folgen-
den kurz trans-Seite. Auf der dem Liganden zugewandten cis-Seite zeigt sich im
relevanten Bereich kein lokales Maximum und die Werte von L(r) sind durchgän-
gig niedriger als auf der trans-Seite. Zusammen mit den zwei lokalen Maxima der
restlichen Beiträge entlang des eindimensionalen Schnittes ergeben sich die loka-
len Ladungskonzentrationen in L(r) der Gesamtelektronendichte. Da die beiden
Maxima in Abbildung 3.3b bei etwa ±0.50Å die gleiche Stärke aufweisen, kann
der Unterschied zwischen trans-LICC und BCC nur durch die Beiträge des HOMO
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Abbildung 3.1: 1d Profil der l-abhängigen Beiträge der TM-Atome zum LCAO
des HOMO, das HOMO und die Elektronendichte des HOMO (gekennzeichnet als
ρHOMO(r)) entlang der TM–C Bindung in 1 (a) und 2 (b). Die radiale Ausdehnung
der einzelnen Elektronenschalen (bestimmt aus den radialen Knotenpunkten der
s-BF des Scandium- bzw. Yttriumatoms) sind durch vertikale Linien gekennzeich-
net. Die Isooberflächendarstellung von L(r) bei 120 (a, oben) bzw. 51,333 eÅ−5 (a,
unten) und 5 (b, oben) bzw. 15,900 eÅ−5 (b, unten) zeigt die Polarisationsmuster
der dritten (a, oben) bzw. zweiten (a, unten) Schale des Scandiumatoms in 1 bzw.
die vierte (b, oben) bzw. dritte (b, unten) Schale des Yttiumatoms in 2. Die zweite
Schale des Yttriumatoms wird in Abbildung A.1 im Anhang dargestellt.
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Abbildung 3.2: Isooberflächendarstellung des HOMO von 1 bei einem Konturwert
von ±0.12 au.
erklärt werden, die bereits mit dem Auftreten der jeweiligen Ladungskonzentra-
tionen korreliert worden sind.
Allerdings besitzt L(r) des HOMO nicht nur das eine lokale Maximum, das bis-
her diskutiert worden ist, sondern auch ein lokales Maximum bei 0.07Å auf der
cis-Seite. Dieses Maximum ist in L(r) beinahe um den Faktor fünf größer als das
auf der trans-Seite und dennoch ist die trans-LICC stärker ausgeprägt als die BCC.
Durch den geringen Abstand zum Sc-Atom befindet sich das Maximum auf der
cis-Seite in einem Bereich, der zu der zweiten elektronischen Schale gehört. Be-
trachtet man L(r) der Gesamtelektronendichte, so zeigt sich dort in dem relevan-
ten Bereich ebenfalls eine Asymmetrie zwischen der cis- und der trans-Seite. Die
größeren Werte auf der cis-Seite lassen sich analog zur dritten Schale nicht mit
den übrigen Beiträgen erklären, sondern sind direkt mit dem HOMO verknüpft.
Somit lässt sich an dieser Stelle bereits festhalten, dass sich die Beiträge des für
die Bindungsbildung verantwortlichen HOMOs auch in die inneren elektronischen
Schalen des Sc-Atoms in 1 fortsetzen.
Um die Asymmetrie in L(r) der inneren Schalen genauer zu untersuchen, wird
im Folgenden die Wellenfunktion des HOMO betrachtet. Dabei wurden die Bei-
träge der Basisfunktionen (BFs) mit gleicher Quantenzahl l einzeln bestimmt und
in Abbildung 3.1 entlang der Sc–C-Achse aufgetragen. Diese Beiträge besitzen eine
unterschiedliche radiale nodale Struktur, wodurch sich vor allem die Beiträge na-
he an der Atomposition unterscheiden und auch für den Unterschied zwischen cis-
und trans-Seite in L(r) der Gesamtelektronendichte verantwortlich sein müssen.
Doch zunächst soll die Wellenfunktion des HOMO im Bereich der dritten Scha-
le betrachtet werden, welche in Abbildung 3.1 durch die Nulldurchgänge der s-
Basisfunktionen gekennzeichnet werden. Diese weist auf der trans-Seite des Sc-
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Atoms bei etwa -0.3Å ein lokales Minimum auf, welches sich in der Elektronen-
dichte des HOMO zu einem Maximum an der gleichen Position ausformt. Dieses
Maximum ist für die Bildung der CC in L(r) des HOMO zuständig, das bei -0.2Å
auftritt (siehe oben sowie Abbildung 3.3). Zusammen mit den Beiträgen der übri-
gen MOs führt dies zum Auftreten der trans-LICC in der Valenzschale des Scandi-
umatoms bei -0.43Å.
Der Grund für das lokale Minimum der Wellenfunktion des HOMOs lässt sich
durch die beteiligten Beiträge zum HOMO (a1 Symmetrie) erklären, denn die dz2-
BFs besitzen entlang der Sc–C-Achse durchweg negative Werte mit einem lokalen
Minimum bei etwa ±0.3Å. In diesem Bereich besitzt auch die Summe der pz-BFs
eine lokale Extremstelle, bei der es sich auf der trans-Seite um ein Minimum bzw.
auf der cis-Seite um ein Maximum handelt. Auf der cis-Seite überlappen sich die
d- und p-BFs destruktiv, was zur Abwesenheit einer lokalen Extremstelle in der
Wellenfunktion des HOMO führt. Die beiden Beiträge überlagern sich aber auf der
trans-Seite konstruktiv, was zu einem starken Minimum im HOMO führt. Diese
lokale Extremstelle kann für das Auftreten der starken trans-LICC in L(r) der Ge-
samtelektronendichte verantwortlich gemacht werden.
Abbildung 3.3: 1d Profilschnitt von L(r) in eÅ−5 gegen die Koordinate relativ zum
Scandiumatom (in Å) entlang der Sc–C Bindungsachse in 1 für (a) das HOMO,
(b) alle MOs außer des HOMO (mol-HOMO) (c) alle MOs (mol) jeweils für die
Valenzregion (unten) und die inneren Elektronenschalen (oben).
Neben diesem Minimum in der dritten Schale zeigt sich noch ein weiteres bei
einem Abstand von 0.1Å auf der cis-Seite, also bei einem Abstand, der der zweiten
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Schale des Scandiumatoms entspricht. In der Elektronendichte des HOMO zeigt
sich an dieser Stelle ein lokales Maximum, das sogar leicht höhere Werte besitzt als
dasMaximum auf der trans-Seite. Im Bereich der zweiten Schale besitzt das HOMO
auf der trans-Seite keine Extremstelle und weist durchgängig kleinere Werte als
auf der cis-Seite auf. Dieses Verhalten sollte in L(r) zu einer Asymmetrie zwischen
der cis- und der trans-Seite des Sc-Atoms in der zweiten Schale führen, die sich
auch auf L(r) des HOMO niederschlägt (siehe Abbildung 3.3a). Während auf der
trans-Seite die Elektronen im HOMO je nach Abstand entweder lokal konzentriert
(L(r) > 0) oder verarmt sind (L(r) < 0) und somit relativ geringe Absolutwerte in L(r)
aufweisen, entsteht auf der cis-Seite ein lokales Maximum. Dieses lokale Maximum
besitzt deutlich größere Werte als das für die Bildung der trans-LICC verantwort-
liche auf der trans-Seite. Daher kann man in der zweiten Schale des Sc-Atoms in
1 ein Polarisationsmuster erwarten, welches von einer sphärisch-symmetrischen
Verteilung abweicht. Auf der cis-Seite sollte dies zu einer Ausbildung einer lokalen
Ladungskonzentration führen, die diese Schale dominiert, während auf der trans-
Seite die Beiträge wenn überhaupt zu einer schwächeren Ladungskonzentration
führen und durch die Nullstelle in L(r) des HOMO im entsprechenden Bereich so-
gar eine Ladungsverarmungszone ausbilden kann.
Diese Vorhersage stimmt gut mit dem tatsächlichen Polarisationsmuster der
zweiten Schale überein, dass in Abbildung 3.1a dargestellt ist. Die stärkste La-
dungskonzentration (53668 eÅ−5) befindet sich auf der cis-Seite (siehe Tabelle 3.2)
und wird als bindende Ladungskonzentration klassifiziert, da sie von den Beiträ-
gen des HOMO und somit der Bindungsbildung erzeugt wird. Für eine eindeuti-
ge Nomenklatur der Ladungskonzentrationen wird für die CCs der inneren Scha-
len die entsprechende Schale hinzugefügt und die Ladungskonzentration wird
als BCC(2) bezeichnet.3 Auf der trans-Seite bildet sich in der zweiten Schale ei-
ne Veramungszone aus, die als trans-CD(2) bezeichnet wird und einen Wert von
51166.5 eÅ−5 besitzt. Neben diesen beiden Extremstellen tritt eine torusförmige
CC auf, die sich deutlich auf der trans-Seite befindet. Diese t-LICC(2) besitzt einen
Wert von 51386 eÅ−5 und damit einenWert zwischen trans-CD(2) und BCC(2). Die
relative Stärke dieser drei Extremstellen in L(r) hat sich im Vergleich zur Valenz-
schale also umgedreht.4
3 Auch den CCs in der Valenzschale können die zusätzliche Information über die Schale hinzugefügt
werden. Darauf wird aber im Rahmen dieser Arbeit verzichtet und die in der Literatur üblichen
Bezeichnungen verwendet.
4 Dieser Trend im Polarisationsmuster zeigt sich nicht nur in L(r) sondern auch in der ELF, deren
Ergebnisse in Tabelle 3.2 und Abbildung A.2 im Anhang zusammengefasst sind.
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Die unterschiedliche Stärke der CCs lässt sich wiederum durch die einzelnen
Beiträge zur Wellenfunktion des HOMO erklären, wie dies bereits für die Valenz-
schale diskutiert wurde. Die d-BFs weisen im Bereich der zweiten Schale zwar kein
lokales Maximum auf, aber sie besitzen nach wie vor signifikante negative Werte
(siehe Abbildung 3.1a). Die p-BFs besitzen in diesem Bereich eine lokale Extrem-
stelle, die sich aber sehr nahe an der Grenze zur ersten Schale befindet. Durch den
radialen Knoten bei ±0.3Å besitzen die p-Beiträge in der zweiten Schale das ent-
gegengesetzte Vorzeichen wie in der dritten Schale und weisen auf der cis-Seite
negative Werte auf. Dieser negative Beitrag der p-BFs verstärkt sich mit denen der
d-BFs zu dem lokalen Minimum bei 0.1Å, das für die Bildung der starken BCC(2)
verantwortlich ist. Auf der trans-Seite schwächen sich diese Beiträge dagegen so
ab, dass die Wellenfunktion des HOMO in diesem Bereich geringere Absolutwerte
besitzt und sich eine Ladungsverarmungszone in L(r) bildet.
Neben den beiden Arten von axialen Ladungskonzentrationen in 1 kann auch
das Auftreten der t-LICC auf die einzelnen Orbitalbeiträge zurückgeführt werden.
Zunächst ist die Existenz dieser CC auf den torusförmigen Orbitallappen der dz2-
Beiträge zurückzuführen. Allerdings ist die t-LICC(2) deutlich auf die trans-Seite
verschoben, was nicht allein durch die d-Beiträge erklärt werden kann, durch die
der Torus um die Atomposition zentriert sein müsste. Hier zeigt sich vielmehr auch
ein Einfluss der p-BFs, die eine angulare Knotenfläche besitzen, in der sich die
Atomposition befindet und die senkrecht auf der Sc–C-Achse steht. Im Valenzbe-
reich besitzen die p-BFs wie in axialer Richtung auf der cis-Seite positive und auf
der trans-Seite negative Werte, während der Torus der d-Beiträge das entgegenge-
setzte Vorzeichen wie in axialer Richtung und damit positive Werte aufweist. Dies
führt zu einer leichten Verschiebung der t-LICC auf die cis-Seite, auch wenn dieser
Eﬀekt auf den ersten Blick kaum wahrnehmbar ist. In der zweiten Schale zeigt sich
eine deutlichere Verschiebung der t-LICC(2) auf die trans-Seite. Analog zu den
Argumenten entlang der Achse ändert sich lediglich für die p-BFs das Vorzeichen,
was zur Umkehr des relativen Vorzeichens und somit zu einer Verstärkung der bei-
den Beiträge auf der trans-Seite führt. Zur Erklärung, warum dieser Eﬀekt in der
inneren Schale ausgeprägter ist als in der dritten Schale, kann man die Beiträge der
s-BFs zu Rate ziehen, die bislang nur zur Definition der Schalengrenze verwendet
worden sind. Diese Beiträge besitzen im Bereich des Torus die gleichen Werte wie
bei entsprechendemAbstand entlang der Achse und sind somit in der dritten Scha-
le positiv. Dies führt zu einer Verstärkung des ebenfalls positiven Torus, wodurch
das Verschieben durch die p-Beiträge auf die cis-Seite erschwert wird. Durch den
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radialen Knoten der s-BF besitzen diese in der zweiten Schale einen negativenWert
und schwächen somit den Torus der d-Beiträge. Ein solcher, schwächerer Torus
kann durch die p-Beiträge, welche in der zweiten Schale zudem größer sind als in
der dritten, signifikant auf die trans-Seite verschoben werden. Durch die Betrach-
tung des LCAO lassen sich für 1 somit die Position sowie die relative Stärke des CCs
der zweiten und dritten Schale vorhersagen. Die Betrachtung der Wellenfunktion
des HOMO legt aber ebenfalls eine asymmetrische Verteilung der Elektronendich-
te in der ersten Schale nahe, so dass auf der trans-Seite mehr Elektronendichte
akkumuliert ist. Ein solcher Eﬀekt kann aber nicht als Ladungskonzentration in
L(r) aufgelöst werden, weshalb auf die Bestimmung des Polarisationsmusters der
ersten Schale in Abschnitt 3.1.3 detailliert eingegangen wird.
Tabelle 3.2: L(r) an den Orten der LCC bzw. ELF an den Orten ihrer Maxima in den
einzelnen Elektronenschalen der Übergangsmetallatome in 1 und 2. Der Radius r
gibt den Abstand des entsprechenden lokalen Maximums von der Atomposition
an, L(r) in eÅ−5 und r in Å.
CC L(rc) rL,c ELF rELF,c
1 trans-LICC 239.9 0.429 0.936 0.607
t-LICC 168.5 0.437 0.906 0.596
BCC 166.4 0.439 0.882 0.555
trans-CD(2) 51,166.5 0.104 0.846 0.151
t-LICC(2) 51,385.8 0.104 0.849 0.152
BCC(2) 53,668.0 0.104 0.854 0.153
2 trans-LICC 25.94 0.633 0.894 0.834
t-LICC 14.74 0.630 0.875 0.798
BCC 6.54 0.647 0.732 0.721
trans-LICC(3) 16,491.8 0.184 0.781 0.238
t-LICC(3) 16,234.1 0.184 0.780 0.238
BCC(3) 15,988.6 0.185 0.780 0.239
trans-LICC(2) 1,927,131.9 0.051 0.779 0.066
t-LICC(2) 1,927,638.0 0.051 0.780 0.066
BCC(2) 1,953,496.0 0.051 0.781 0.066
Die Überlegungen über das Polarisationsmuster der zweiten und dritten Schale
des Sc-Atoms in 1 können auch auf das Modellsystem 2 übertragen werden. Die
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vierte Schale des Y-Atoms stellt die eﬀektive Valenzschale dar, deren Polarisati-
onsmuster in Abbildung 3.1b dargestellt ist. Dabei finden sich die gleichen La-
dungskonzentrationen wie in 1 wieder und die trans-LICC stellt mit 25.9 eÅ−5 die
stärkste Ladungskonzentration dar (siehe Tabelle 3.2). Die Absolutwerte der CCs
sind in 2 niedriger als in 1, was von dem Ausdämpfen der äußeren Schalen durch
die Beiträge der inneren Schalen herrührt. [255] Die relative Stärke der einzelnen
CCs bleibt aber erhalten, denn der Wert der t-LICC (14.7 eÅ−5) liegt zwischen dem
der trans-LICC und der BCC (6.5 eÅ−5).
Das Polarisationsmuster der eﬀektiven Valenzschale lässt sich analog zu dem von
1 durch die am HOMO beteiligten d- und p-Beiträge erklären, die in Abbildung
3.1b dargestellt sind. Sowohl diese beiden Beiträge als auch die Wellenfunktion
des HOMO besitzen in diesem Bereich auf der trans-Seite positive Werte, was zu
einem Maximum in der Wellenfunktion bzw. der Elektronendichte des HOMO bei
-0.6Å führt. Dieses Maximum führt zu der trans-LICC in der Valenzschale des Y-
Atoms bei -0.63Å, das die stärkste CC der Valenzschale darstellt.
Auf der cis-Seite zeigt sich in diesem Bereich wiederum kein Extremum, aber
auch in der zweitäußersten Schale, in diesem Fall die dritte, zeigt sich ebenfalls
kein lokales Maximum der Elektronendichte des HOMO. Dieses befindet sich in
der dritten Schale wie in der Valenzschale auf der trans-Seite bei -0.1Å. Da so-
wohl die d- und die p-BF bei einem Abstand von etwa 0.3Å einen radialen Knoten
besitzen, ändert sich in der dritten Schale das Vorzeichen aller Beiträge und die
Wellenfunktion besitzt nun ein Minimum. Das relative Vorzeichen bleibt aber un-
verändert und führt zu einer lokalen Extremstelle auf der trans-Seite. Dies führt
zu dem qualitativ gleichen Polarisationsmuster in der dritten Schale wie in der Va-
lenzschale (siehe 3.1b ), das durch die starke trans-LICC(3) (16492 eÅ−5) dominiert
wird. Die BCC(3) ist mit 15989eÅ−5 wiederum die schwächste CC, während die t-
LICC(3) mt 16234 eÅ−5 einen Wert zwischen den anderen beiden CCs annimmt.
Die Umkehr der Stärke der CCs findet in der zweiten Schale statt (siehe Abbil-
dung A.1 im Anhang), in der die BCC(2) mit 1953496 eÅ−5 die stärkste CC dar-
stellt. Die t-LICC(2) (1927638 eÅ−5) ist deutlich schwächer als die BCC, aber im-
mer noch die die zweitstärkste CC. Der einzige qualitative Unterschied zur zweiten
Schale in 1 zeigt sich auf der trans-Seite, wo sich in 2 eine trans-LICC bei einem
Wert von 1927132 eÅ−5 befindet. Da es sich dabei um die schwächste CC in dieser
Schale handelt, ist die Abweichung des Polarisationsmusters in der zweiten Schale
beider Verbindungen doch nicht so gravierend. Nur der p-Beitrag besitzt zwischen
zweiter und dritter Schale einen radialen Knoten, weshalb sich das relative Vorzei-
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chen von d- und p-BF imVergleich zu der dritten Schale umkehrt. Dies führt zu der
starken BCC(2), aber auch zu einer gegenseitigen Schwächung auf der trans-Seite,
so dass eine schwächere trans-LICC(2) zurückbleibt. Diese Situation kann analog
zur Existenz der BCC und BCC(3) betrachtet werden, bei der trotz gegenseitiger
Kompensation der einzelnen Beiträge eine CC in L(r) der Gesamtelektronendichte
zu sehen ist.
Zusammenfassend lässt sich feststellen, dass wenn alle für die Ausbildung des
Polarisationsmusters der eﬀektiven Valenzschale beteiligten Beiträge beim Über-
gang zur nächst-inneren Schale ihr Vorzeichen ändern, das relative Vorzeichen und
somit das Polarisationsmuster in dieser Schale erhalten bleibt. Ändert dagegen nur
einer der Beiträge sein Vorzeichen, so ändert sich die relative Phasenlage der je-
weiligen Orbitalbeiträge, was die Umkehr des Polarisationsmusters zur Folge hat.
Beide Fälle treten bei der Betrachtung des Polarisationsmusters von 1 und 2 auf:
Beim Übergang von der vierten in die dritte Schale des Yttriumatoms in 2 bleibt
das Polarisationsmuster qualitativ erhalten, während es sich von der dritten zur
zweiten Schale in beiden Verbindungen invertiert.
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3.1.2 Einfluss der f -Orbitale auf die lokale elektronische Struktur
Nachdem im vorangegangenen Abschnitt der Einfluss der d-Orbitale auf das Po-
larisationsmuster der Modellsysteme 1 und 2 untersucht worden ist, soll eine de-
taillierte Analyse zeigen, inwiefern sich eine Beteiligung der f -Orbitale an der Bin-
dungsbildung auf das Polarisationsmuster von 3 auswirkt. [383] In der eﬀektiven
Valenzschale des La-Atoms, also in der fünften Schale, besitzt L(r) keine Ladungs-
konzentrationen bei positiven Werten, sondern es treten lokale Maxima mit nega-
tiven Werten von L(r) auf. Diese lokalen Maxima können aber analog zu CCs bei
positiven Werten interpretiert werden, weshalb die Studie wie bei 1 und 2 eben-
falls anhand von L(r) durchgeführt wird. Eine analoge Analyse der ELF ist ebenfalls
möglich (siehe Abbildung A.2) und liefert vergleichbare Ergebnisse, was wiederum
die Interpretierbarkeit von L(r) bei solch schweren Elementen wie Lanthan zeigt.
Abbildung 3.4: Isooberflächendarstellungen von L(r) in der Umgebung des
Lanthanatoms in 3 bei (a) ±1.25 eÅ−5, (b) 3220 eÅ−5 und (c) 252,941 eÅ−5. Die
Längenskalen verdeutlichen die Größe des jeweiligen Ausschnitts der einzelnen
Schalen des Lanthanatoms.
Das Polarisationsmuster der fünften Schale des Lanthanatoms in 3 (siehe Ab-
bildung 3.4a) zeigt bereits deutliche qualitative Unterschiede zu dem Polarisati-
onsmuster der Valenzschale von 1 und 2, was auf einen deutlichen f -Beitrag hin-
deutet. Bei der stärksten CC handelt es sich in 3 um die BCC, die mit 4.1 eÅ−5
(siehe Tabelle 3.3) sogar positive Werte aufweist. Außerdem treten zwei torusför-
mige LICCs auf, die beide negative Werte besitzen. Die t-LICC (s. u. für Details zur
Nomenklatur) befindet sich auf der trans-Seite und entsteht durch ein Aufspalten
einer trans-LICC zu einem Torus. Sie ist mit −1.2 eÅ−5 schwächer ausgeprägt als
die t2-LICC, die einen Wert von −0.5 eÅ−5 besitzt und deutlich auf die cis-Seite
verschoben ist.
Da es sich bei den an der Bindungsbildung beteiligten f -Orbitale am ehesten um
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4f -Beiträge handelt, ist ein stärkerer Einfluss dieser Beiträge in der vierten Schale
von L(r) zu erwarten. Das Polarisationsmuster dieser Schale unterscheidet sich von
dem in der Valenzschale qualitativ (siehe Abbildung 3.4b) und wird von einer star-
ken trans-LICC(4) (4187eÅ−5) dominiert. Die BCC(4) ist mit 3339 eÅ−5 deutlich
schwächer ausgeprägt. Des Weiteren treten wie in der Valenzschale zwei torusför-
mige LICC auf, von denen die t2-LICC(4) auf die trans-Seite verschoben ist und
mit 3361 eÅ−5 einen deutlich höheren Wert als die auf die cis-Seite verschobene
t-LICC(4) (3227 eÅ−5) aufweist. Der Vergleich zwischen dem Polarisationsmuster
der vierten und fünften Schale zeigt, dass die Anordnung der lokalen CCs in der
vierten Schale beinahe ein Negativ zu dem der Valenzschale bilden.
Tabelle 3.3: L(r) an den Orten der LCC bzw. ELF an den Orten ihrer Maxima in den
einzelnen Elektronenschalen des Lanthanatoms in 3, L(r) in eÅ−5, der Abstand r
zum Lanthanatom in Å.
LCC L(rc) rLCC ELF rELF
t-LICC -1.18 0.882 0.812 1.066
t2-LICC -0.51 0.845 0.851 1.033
BCC 4.05 0.865 0.755 0.960
trans-LICC(4) 4,187.4 0.302 0.799 0.357
t2-LICC(4) 3,360.6 0.304 0.772 0.356
t-LICC(4) 3,227.3 0.305 0.767 0.357
BCC(4) 3,339.1 0.304 0.772 0.357
t-LICC(3) 253,085.5 0.109 0.759 0.134
t2-LICC(3) 254,627.8 0.109 0.759 0.134
BCC(3) 254,424.2 0.109 0.759 0.134
trans-LICC(2) 18,169,281.2 0.033 0.752 0.041
t-LICC(2) 18,173,137.0 0.033 0.752 0.041
BCC(2) 18,264,230.4 0.033 0.753 0.041
Eine solche Inversion lässt sich nicht allein durch s-, p-, und d-Beiträge erklä-
ren, da diese analog zu 2 alle einen radialen Knoten zwischen der Valenzschale
und der vierten Schale haben. Für einen solchen Fall erwartet man bei einem Po-
larisationsmuster, das mit Hilfe eines einzelnen MOs erklärt werden kann, keine
Umkehr der relativen Stärke der CCs. Um das Polarisationsmuster besser zu ver-
stehen, wird im Folgenden eine MO-Analyse des HOMO durchgeführt (siehe Ab-
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bildung 3.5), welches die La–C-Bindung (entlang der z-Achse) beschreibt. Betrach-
tet man die Beiträge des La-Atoms zum LCAO des HOMO, so besteht dies neben
den 5dz2-Beiträgen (28%) und 6s-Beiträgen (2%) auch zu einem gewissen Anteil
aus einem 4fz3-Orbital. Auf Grund der komplexeren Struktur des HOMO in 3 im
Vergleich zu 1 lässt sich das Polarisationsmuster nicht anhand eines eindimensio-
nalen Schnittes erklären, sondern es wird ein zweidimensionaler Schnitt herange-
zogen, welcher die beiden Tori abbilden kann. In dieser Ebene wird das 5dz2- und
4fz3-AO eines La2+-Ions durch Isokonturlinien dargestellt sowie dessen Vorzeichen
durch die entsprechende Hintergrundfarbe schematisch verdeutlicht (siehe Abbil-
dung 3.5). Diese beiden AOs wurden gemäß ihres Beitrags zum HOMO gewichtet
und das daraus resultierende df -Hybrid wird ebenfalls in Abbildung 3.5 darge-
stellt. Die Hintergrundfarbe verdeutlicht hier das Vorzeichen aus beiden AOs, d.h.
bei einem blauen/roten Hintergrund sind beide AOs negativ/positiv, während eine
Hintergrundfarbe in lila ein unterschiedliches Vorzeichen der AOs verdeutlicht.
Abbildung 3.5: Isooberflächendarstellung des HOMO von 3 bei einem Konturwert
von ±0.08 au.
Durch diese schematische Betrachtung der Beiträge zum df -Hybrid lässt sich
das Polarisationsmuster von 3 größtenteils erklären, wie zunächst am Beispiel der
vierten Schale demonstriert werden soll. Startet man auf der trans-Seite bei ent-
sprechendem Abstand (siehe Abbildung 3.6c), so besitzen beide AOs ein negati-
ves Vorzeichen (−−). Dadurch verstärken sich die Beiträge und in L(r) der Gesamt-
elektronendichte lässt sich eine starke trans-LICC(4) beobachten. Folgt man einem
Kreisbogen auf die cis-Seite, so besitzt zunächst das fz3-AO eine angulare Knoten-
fläche und wechselt das Vorzeichen. Dies führt zu einer destruktiven Überlagerung
(+−) der beiden Orbitalbeiträge und in L(r) zeigt sich eine Ladungsverarmungszo-
ne. Passiert man auch die angulare Knotenfläche es dz2-AOs , so befindet man sich
in einem Bereich, in dem beide AOs eine torusförmige Gestalt annehmen. Da sich
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beide durch ihr positives Vorzeichen verstärken (++), führt dies zu einer Ladungs-
konzentration in L(r), die auf Grund ihres Entstehens aus zwei torusförmigen Bei-
trägen als t2-LICC(4) bezeichnet wird. Sobald man sich auf der cis-Seite befindet,
wechselt das fz3-AO sein Vorzeichen und beide Tori schwächen sich gegenseitig ab
(+−), wodurch sich in L(r) keine Ladungskonzentration in diesem Bereich befindet.
Noch weiter auf der cis-Seite beginnt der Bereich des keulenförmigen Orbitallap-
pens des dz2-AOs, der sich mit dem Torus des fz3-AOs verstärkt (−−). An dieser
Stelle lässt sich in L(r) eine CC auflösen, die als t-LICC(4) bezechnet wird, da sie
sich aus dem Beitrag eines torusförmigen Orbitallappens (und eines keulenförmi-
gen Orbitallappens) zusammensetzt. An dieser Stelle sei angemerkt, dass sich die
für 1 und 2 verwendete Nomenklatur in dieses Schema einfügt. Denn bei diesen
beiden Verbindungen entsteht die t-LICC durch die Überlagerung des torusförmi-
gen Bereichs des dz2-Beitrags mit dem keulenförmigen Orbitallappens der p-BFs.
Die Existenz der BCC(4) in 3 lässt sich allerdings nicht anhand dieses Schemas vor-
hersagen, denn dort erwartet man eine gegenseitige Schwächung (+−) der beiden
Orbitalbeiträge und damit keine lokale Ladungskonzentration. Zur Erklärung die-
ser CC müsste man auch die quantitativen Beiträge der beiden Orbitale zu Rate
ziehen, allerdings konnte bereits bei 1 und 2 das auftreten der BCC nicht allein aus
der qualitativen Überlagerung der Orbitalbeiträge erklärt werden. Die beiden to-
rusförmigen Ladungskonzentrationen, die nur im Fall von 3 auftreten, lassen sich
dagegen korrekt vorhersagen.
Mit ähnlichen Überlegungen wie für die vierte Schale lässt sich auch das Pola-
risationsmuster der fünften Schale von 3 anhand der schematischen Überlagerung
des 5dz2- und des 4fz3-AOs erklären. Startet man in einem entsprechenden Abstand
zum La-Atom auf der trans-Seite, so besitzt das radial knotenlose 4fz3-AO nach wie
vor ein negatives Vorzeichen (siehe Abbildung 3.6). Durch den radialen Knoten des
dz2-AOs zwischen der vierten und fünften Schale führt dies zu einer destruktiven
Überlagerung der beiden AOs. Folgt man einem kreisförmigen Pfad von der trans-
auf die cis-Seite, so kann die Überlagerung der beiden Orbitale in der fünften Scha-
le durch die Sequenz +− → ++→ +− → −− → +− → ++ beschrieben werden. Der
letzte Beitrag erklärt die starke BCC in der Valenzschale, die in L(r) der Gesamt-
elektronendichte auftritt. Auch die beiden torusförmigen CCs lassen sich anhand
dieses Schemas ablesen. Der Beitrag −− auf der cis-Seite entsteht aus zwei torus-
förmigen Orbitallappen der beiden AOs und wird als t2-LICC klassifiziert. Auf
der trans-Seite zeigt sich die t-LICC, die aus der Überlagerung des Torus des fz3-
und der Keule des dz2-AOs entsteht (++). Durch dieses Schema wir deutlich, dass
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C
Abbildung 3.6: Isokonturliniendarstellung (a) des 5dz2-AO, (b) des 4fz3-AO und (c)
deren Linearkombination entsprechend ihrer Gewichtung im LCAO des HOMO
von 3. Die rote bzw. blaue Hintergrundfarbe deutet das jeweilige positive bzw. ne-
gative Vorzeichen der AO bzw. deren Linearkombination an, in c) sind Regionen
mit entgegengesetzten Vorzeichen violett gefärbt; d) 1d-Profile entlang der La–C
Bindungsachse durch die zum HOMO von 3 beitragenden Basisfunktionen, grup-
piert nach dem jeweiligen l sowie des HOMO selbst (in a.u. aufgetragen gegen den
Abstand von der Lanthanatomposition in Å). Unten: Eine Isooberflächendarstel-
lung von L(r)= 18,165,666 bzw. 18,170,486 eÅ−5 der Gesamtelektronendichte, in
der die Polarisation der n = 2 Schale des Lanthanatoms aufgelöst ist.
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sich die t-LICC auf der trans-Seite durch die f -Beiträge vom Auftreten einer trans-
LICC in 1 und 2 unterscheidet.
Abschließend wird noch das Polarisationsmuster der dritten und der zweiten
Schale des La-Atoms in 3 näher betrachtet. Wie man anhand des eindimensiona-
len Schnittes in Abbildung 3.6 erkennt, wird die Wellenfunktion des HOMO imm
Bereich der dritten Schale von den d- und f -Beiträgen dominiert. Dadurch lassen
sich die Position und Stärke der Ladungskonzentrationen durch das df -Hybrid er-
klären. Da das dz2-AO einen weiteren radialen Knoten zwischen der vierten und
der dritten Schale besitzt, zeigt sich in der dritten Schale das gleiche Schema wie in
der fünften Schale. Dies führt zu der Existenz einer BCC(3) und den beiden torus-
förmigen CCs t2-LICC(3) und t-LICC(3) (siehe Abbildung 3.4), wodurch die dritte
Schale wiederum das gleiche Polarisationsmuster besitzt wie die Valenzschale.
In der zweiten Schale sind die f -Beiträge dagegen so weit abgesunken, dass sie
für die Erklärung des Polarisationsmusters keine Rolle mehr spielen. Das Polari-
sationsmuster in der zweiten Schale von 3 setzt sich wie in 1 und 2 aus den s-,
p- und d-Beiträgen zusammen, die anhand des eindimensionalen Schnittes erklärt
werden können. Der negative Wert der d-Beiträge in 3 wird durch die p-Beiträge
in der zweiten Schale auf der trans-/cis-Seite geschwächt/verstärkt. Dies führt zu
der Ausbildung der starken BCC(2) (siehe Abbildung 3.6) und der Existenz einer
schwachen trans-LICC(2). Zieht man noch die t-LICC(2) in Betracht, deren entste-
hen sich analog zu den Argumenten in Abschnitt 3.1.1 erklären lässt, so besitzen
3 und 2 in der zweiten Schale des Übergangsmetallatoms das qualitativ gleiche
Polarisationsmuster.
Ähnlich wie in den Modellsystemen 1 und 2 lässt sich das Polarisationsmuster
der inneren Schalen durch die radiale nodale Struktur der am HOMO beteiligten
BFs erklären. Dabei ist es entscheidend, ob alle Beiträge bei einem Wechsel der
Schalen das Vorzeichen wechseln oder nicht. Im ersten Fall besitzen die beiden be-
trachteten Schalen das gleiche Polarisationsmuster, während sich im letzten Fall
das Polarisationsmuster qualitativ verändert oder invertiert wird. Da sich bei einer
Betrachtung der vierten und fünften Schale des Lanthanatoms die Vorzeichen der
s-, p- und d-Beiträge ändern, kann eine Inversion des Polarisationsmusters für die
Verbindung 3 nur durch die Beteiligung von f -BFs am LCAO des HOMOund somit
an der Bindungsbildung erklärt werden. Für eine solche Verbindung kann somit
die Änderung des Polarisationsmusters zwischen den beiden äußersten Schalen
des Lanthanatoms als Kriterium verwendet werden, um aus der Elektronendich-
teverteilung auf eine Beteiligung der f -Orbitale an der chemischen Bindung zu
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schließen.
3.1.3 Polarisationen in der ersten elektronischen Schale
Durch die topologische Analyse der Elektronendichteverteilung und ihres Laplace-
feldes kann die Polarisation sowohl der Valenz als auch der inneren elektronischen
Schalen in 1, 2 und 3 aufgelöst werden und mit der Struktur des HOMO korre-
liert werden. Die in der Literatur etablierten Funktionen wie L(r) scheitern aber,
wenn das Polarisationsmuster der ersten Schale betrachtet werden soll. Daher soll
im Folgenden eine Funktion vorgestellt werden, mit der sich die Polarisation der
Elektronendichteverteilung in der unmittelbaren Nähe der Atomposition darstel-
len lässt.
Der Ausgangspunkt hierfür stellt die in Abschnitt 2.2.2 vorgestellte Diskussion
dar, welche Atome als Referenz für die Stockholder-Partitionierung [196] verwen-
det werden sollen, um möglichst sinnvolle Ladungen zu erhalten. Eine Antwort
darauf ist die Berechnung der iterierten Stockholder-Atome (ISA) [216, 217], die
in einem iterativen Prozess an die Elektronendichteverteilung des Moleküls an-
gepasst werden. Zur Berechnung der entsprechenden Ladung wird nämlich die
Elektronendichte eines Stockholder-Atoms integriert, wobei die Integration in eine
radiale und eine angulare zerlegt wird. Führt man die letztgenannte Integration zu-
erst aus, erhält man eine sphärisch-gemittelte Elektronendichte eines Stockholder-
Atoms, die als neue atomare Elektronendichte in dem iterativen Verfahren ver-
wendet werden kann. Mit dieser sphärisch-gemittelten atomaren Elektronendichte





berechnen, wennman die promolekulare Elektronendichte aus den atomaren Elek-
tronendichten ρ¯i(|r −Ri |) des i-ten der N Atome des Moleküls an Position Ri zu-
sammensetzt. Dabei wird die atomare Elektronendichte aus dem finalen Zyklus
der ISA-Methode verwendet.5
Die Berechnung der Deformationsdichte erfolgt also in einem zweistufigen Ver-
fahren: Zuerst werden die ISA-Ladungen konvergiert und die entsprechenden
5 Da sich die Stockholder-Gewichtung nahe an der Atomposition durch die Konvergenz der
ISA-Atome kaum ändert, können alternativ auch die sphärisch-gemittelten (nicht iterierten)
Stockholder-Atome als Referenz für die Deformationsdichte verwendet werden. Ein Vergleich der
Deformationsdichten mit unterschiedlichen atomaren Referenzen wurde am Beispiel des Mole-
küls SiH4 in Abbildung 7.4 durchgeführt.
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Elektronendichten der ISA auf dem radialen Integrationsgrid gespeichert. An-
schließend wird die Deformationsdichte berechnet, wobei die Elektronendichte
des Promoleküls an den betrachteten Punkten durch eine Interpolation der atoma-
ren Elektronendichten bestimmt wird. Anders als bei einer Deformationsdichte,
bei der freie Atome im Grundzustand als Referenz verwendet werden, unterschei-
den sich die atomaren Elektronendichten eines Elements, außer wenn die Atome
z.B. durch die molekulare Symmetrie äquivalent sind.
In der Tat lässt sich die erste Schale sowohl der Übergangsmetallatome als auch
des Kohlenstoﬀatoms in 1, 2 und 3 durch die Deformationsdichte mit sphärisch-
gemittelten ISA als Referenz auflösen, wie die Abbildung 3.7 zeigt. Doch bevor die
Polarisation der innersten Schale diskutiert wird, soll der Fokus zunächst auf der
Vergleichbarkeit der Deformationsdichte mit L(r) liegen. So zeigt sich zum Beispiel
für 1 (Abbildung 3.7a, b) ein Maximum auf der trans-Seite des Sc-Atoms und zwei
Maxima über- und unterhalb des Sc-Atoms, welche im dreidimensionalen Raum
Teil eines Torus sind. Die Maxima lassen sich mit der trans-LICC und der t-LICC
korrelieren, wie sie von L(r) in der Valenzschale der Sc-Atoms aufgelöst werden.
Bei einem kleineren Abstand zum Sc-Atom befindet sich in der Deformationsdichte
ein Maximum auf der cis-Seite, das für die Ausbildung der starken BCC(2) in L(r)
verantwortlich ist.
In 2 treten in einemAbstand, der der Valenzschale des Y-Atoms entspricht, eben-
falls das Maximum auf der trans-Seite und der Torus auf, aus denen trans-LICC
und t-LICC in L(r) entstehen. Bei kleineren Abständen zur Position des Y-Atoms
zeigt sich in der Deformationsdichte wiederum die gleiche Struktur, was nicht ver-
wunderlich ist, da die Valenzschale und die dritte Schale in L(r) des Y-Atoms in 2
das gleiche Polarisationsmuster besitzen.
Auch für die Verbindung 3 stimmen das Polarisationsmuster in der Deforma-
tionsdichte und L(r) gut überein. In einem Abstand, der der vierten Schale ent-
spricht, zeigt sich in der Deformationsdichte z.B. ein Maximum auf der trans-Seite
und ein stark auf die trans-Seite verschobener Torus. Diese Maxima lassen sich mit
der trans-LICC(4) und der t-LICC(4) identifizieren, die von L(r) gezeigt werden.
Bei einem größeren Abstand findet sich unter anderem ein Torus auf der cis-Seite,
der in L(r) die t2-LICC ausbildet. Zusammenfassend kann man an dieser Stelle
feststellen, dass sich in der Deformationsdichte die gleichen Informationen able-
sen lassen wie in L(r), auch wenn die Analyse auf den ersten Blick durch die nicht
vollständig aufgelöste atomare Schalenstruktur etwas komplizierter erscheint.
Der Nutzen der Deformationsdichte zeigt sich, wenn man das Polarisationsmus-
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Abbildung 3.7: Deformationsdichtekarte mit sphärisch-gemittelten iterierten
Stockholder-Atomen als Referenz in der Molekülebene von 1 (a,b), 2 (c,d) und
3 (e,f) um das Übergangsmetallatom (a,c,e) sowie im Bereich des kompletten
Moleküls (b,d,f) bei Konturwerten von ±n · 0.05eÅ−3 (n = 1,2, ...,19). Positive
Konturwerte rot und durchgezogen, negative Konturwerte blau gestrichelt sowie
die Nullkontur in schwarz.
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ter der ersten Schale analysieren will. Bei allen drei Übergangsmetallen in 1, 2 und
3 zeigt sich dort ein Dipol, welcher auf der trans-Seite positive und auf der cis-Seite
negative Werte besitzt. An der Atomposition selbst besitzt die Deformationsdichte
einen Wert von null. Ein torusförmiges Maximum findet sich dagegen nicht. Be-
trachtet man die Beiträge des HOMO in diesem Bereich (siehe Abbildung 3.1 und
3.6), so sind die d-BFs nahezu auf Null gefallen und das Polarisationsmuster wird
wie in Verbindungenmit Hauptgruppenelementen durch ein sp-Hybrid dominiert.
Dort verstärken sich die s- und p-Beiträge auf der cis-Seite in der Valenzschale
konstruktiv, was zu der Bildung einer starken BCC in L(r) führt. Eine solche kon-
struktive Überlagerung dieser beiden Beiträge auf der cis-Seite zeigt sich auch in
der zweiten Schale von 1, 2 und 3 und ist neben den d-Beiträgen ein Grund für das
Auftreten der BCC(2). BeimWechsel von der zweiten in die erste Schale ändert der
s-Beitrag durch den radialen Knoten sein Vorzeichen, während die p-Beiträge ra-
dial knotenlos sind. Dadurch ändert sich das relative Vorzeichen der s- und p-BFs
und diese überlagern sich nun auf der trans-Seite konstruktiv. Dies führt zu dem
Maximum auf der trans-Seite, das in der Deformationsdichte aller drei Verbindun-
gen gefunden wird.
Die Deformationsdichte mit sphärisch-gemittelten ISA als Referenz kann aber
auch eingesetzt werden, um die Polarisation der leichteren Elemente wie des Koh-
lenstoﬀs zu untersuchen. Bei einer Deformationsdichte mit freien Atomen als Refe-
renz zeigt sich häufig ein dem Bindungspartner zugewandtes Maximum in einem
Abstand, so dass man es direkt mit der BCC in L(r) korrelieren kann. Betrachtet
man die Deformationsdichte mit sphärisch-gemittelten ISA als Referenz, so befin-
det sich dieses Maximum bei einem größeren Abstand, also im Bindungsbereich.
Diese Deformationsdichte beschreibt also eher die Situation, wie sie die ELF ent-
hüllt. Dort entsteht eine Lokalisierungsdomäne, da beide Atome Elektronen in die
kovalente Bindung einbringen und ein Elektronenpaar ensteht. In der ersten Schale
zeigt sich wiederum ein Dipol, dessen Maximum sich auf der trans-Seite zum TM-
Atom befindet. Während in 1 dieser Dipol kaum ausgeprägt ist, nimmt seine Stär-
ke mit steigender Kernladungszahl des Übergangmetallatoms zu und ist in 3 am
stärksten. Dies bedeutet, dass die kovalente TM–C-Bindung entlang dieser Serie
(relativ zu den jeweiligen C–H-Bindungen) immer stärker wird. Ein solcher Trend
lässt sich am TM–C-BCP nicht ablesen (siehe Tabelle 3.4), denn der Zunahme der
kovalenten Bindung steht die Abnahme der Elektronendichteverteilung der immer
diﬀuseren Übergangsmetallatome gegenüber. Zusätzlich spielen relativistische Ef-
fekte eine Rolle für die Stärke des BCP und entlang der Serie 1, 2 und 3 bildet sich
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das typische V-Muster aus, wenn man die Elektronendichte des BCP betrachtet.
[259] Somit zeigt sich ein erster Hinweis, dass die Deformation der inneren Scha-
len zur Interpretation der chemischen Bindungsverhältnisse herangezogen werden
kann, worauf im Laufe dieser Arbeit (Abschnitt 6.2) noch weiter eingegangen wird.
Bei einer in der Literatur bereits diskutierte Deformation der inneren Schalen
handelt es sich um die Kontraktion, die durch die Bindungsbildung entsteht. [99]
Eine solche sphärisch-symmetrische Deformation ist aber in den gezeigten Defor-
mationsdichtekarten nicht sichtbar, was direkt aus der Definition der verwende-
ten Atome folgt. Diese entstehen durch eine sphärische Mittelung der in (iterier-
te) Stockholder-Atome zerlegte Gesamtelektronendichte und zeigen somit an, in
welchem Bereich die Gesamtelektronendichte höhere bzw. niedrigere Werte be-
sitzt als der Durchschnitt bei diesem Abstand zum Atom. Die Deformationsdich-
te mit sphärisch-gemittelten Stockholder-Atomen zeigt also gerade die asphäri-
schen Deformationen der Elektronendichteverteilung an, während die sphärisch-
symmetrischen Beiträge sich direkt auf das jeweilige Referenzatom auswirken.
Durch die Berechnung der sphärisch-gemittelten ISA lassen sich die beiden Bei-
träge also entkoppeln und eine Kontraktion der inneren Elektronenschalen kann
auf Basis der sphärisch-gemittelten ISA erfolgen.
Eine Möglichkeit, die Kontraktion der Elektronendichte des Kohlenstoﬀatoms
durch die chemische Bindung zu quantifizieren, stellt die Analyse der Elektronen-
dichte ρ(0) an der Atomposition dar. [67, 99] Für Diamant wurde eine Reduktion
von ρ(0) von 865 eÅ−3 des freien Atoms im Grundzustand (s2p2) auf 857 eÅ−3 im
Festkörper beobachtet, [67, 99] wobei der niedrigere Werte von ρ(0) auf die gerin-
gere Anzahl der 2s-Elektronen in der Verbindung im Vergleich zum freien Atom
zurückzuführen ist. Vergleicht man die Elektronendichte an der Atomposition mit
der eines freien, aber sp3-hybridisierten Kohlenstoﬀatoms der SCM-Datenbank
[385, 386], so nimmt die Elektronendichte in der Verbindung höhere Werte als
das Referenzatom an, [99] wie man es für eine Kontraktion erwarten kann. Da im
Allgemeinen die Elektronenkonfiguration eines Atom in einem Molekül nicht be-
kannt ist, bietet es sich an, die Elektronendichte an der Atomposition mit dem
freien Atom im Grundzustand zu vergleichen. Für ein freies Kohlenstoﬀatom, das
mit der gleichenMethode wie die Verbindungen 1, 2 und 3 berechnet wurde, ergibt
sich ρ(0) = 869 eÅ−3. Für das Kohlenstoﬀatom in 1, 2 und 3 findet sich jeweils der
gleiche Wert von 858 eÅ−3. Ein Trend entlang der Serie 1, 2 und 3 kann erst auf der
ersten Nachkommastelle erkannt werden, dieser wird aber nicht weiter diskutiert.
Der Eﬀekt der Kontraktion wird nämlich auch vom Ladungsübertrag im Rahmen
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des ionischen Anteils der Bindung überlagert, der sich ebenfalls ändern und den
Wert ρ(0) beeinflussen kann. Die erhaltenen Werte von ρ(0) in 1, 2 und 3 sind sehr
gut mit demWert in Diamant vergleichbar, da in beiden Fällen die Elektronendich-
te um etwa 1% kleiner wird. Somit kann mit Hilfe der sphärisch-gemittelten ISA
auch die Kontraktion durch die chemische Bindung diskutiert werden.
Abbildung 3.8: Deformationsdichtekarte mit sphärisch-gemittelten iterierten
Stockholder-Atomen als Referenz (a) und die ELF (b bzw. eine Vergrößerung
der ersten beiden Schalen in c) einer DHF-Rechnung von 1 um das Sc-Atom.
Konturen wie in Abbildung 3.7 (a) bzw. bei 0.50 + n · 0.05 (n = 1,2, ..,9), 0.852,
0.860, 0.996345; Kontur bei 0.50 in schwarz sowie Konturen größer/kleiner als
0.50 rot durchgezogen/ blau gestrichelt (b,c).
Abschließend soll noch auf die Zuverlässigkeit eingegangen werden, mit der
die Polarisation der ersten Schale mit Hilfe der Deformationsdichte aufgelöst wer-
den kann. Dazu wird sie mit der ELF verglichen, die, wenn sie aus einer voll-
relativistischen Wellenfunktion eines Atoms bestimmt wird, an der Atompositi-
on einen Wert von null annimmt. [358] Dadurch wird die erste Schale als lokales
Maximum in der ELF aufgelöst, dass bei Abständen größer als null auftritt (siehe
Abbildung 2.10 für das Pt-Atom). Für den Vergleich mit der ELF wurde eine DHF-
Rechnung von 1 durchgeführt, deren ELF und Deformationsdichte mit sphärisch-
gemittelten ISA als Referenz in Abbildung 3.8 dargestellt ist. Durch die Ände-
rung der Rechnungsparameter (Basissatz, relativistische Korrektur und vor allem
die Beschreibung der Korrelation in der DHF- im Vergleich zur BP86-Rechnung)
müssen die Ergebnisse nicht mit den oben diskutierten Resultaten übereinstim-
men, aber die ELF (Abbildung 3.8b) enthüllt in der zweiten und dritten Schale
das qualitativ gleiche Polarisationsmuster, das bereits diskutiert wurde. In der ers-
ten Schale sind die Elektronen auf der trans-Seite lokalisiert (Abbildung 3.8c), was
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mit der Deformationsdichte der DHF-Rechnung (Abbildung 3.8) übereinstimmt,
die (im Einklang mit der DFT-Rechnung) eine stärkere Akkumulation der Elektro-
nendichte auf der trans-Seite anzeigt. Dass die Deformationsdichte und die ELF
die gleichen Ergebnisse bezüglich der Polarisation der ersten Schale liefern, ist ein
Hinweis, dass beide Funktionen für diesen Zweck verwendet werden können. Al-
lerdings ist eine voll-relativistische Beschreibung nur für Modellsysteme möglich,
während für größere Systeme quasi-relativistische Modellhamiltonoperatoren her-
angezogen werdenmüssen, bei deren Verwendung die Polarisation der ersten Scha-
le nicht mit der ELF aufgelöst werden kann. Daher stellt die Deformationsdichte
das Mittel der Wahl dar, wenn es darum geht, die Elektronendichteverteilung aller
Schalen zu analysieren.
3.2 Das Multipol-Modell bei subatomarer Auflösung
Die Ergebnisse des vorangegangenen Abschnitts 3.1 haben gezeigt, dass sich eine
Polarisation, die durch die Bindungsbildung hervorgerufen wird, bis in die Nähe
des Atomkerns fortsetzt und somit die lokale elektronische Struktur aller Schalen
davon betroﬀen ist. Das in Abschnitt 2.3 vorgestellt HC-Modell ist durch seine kno-
tenlosen Radialfunktionen darauf ausgelegt, die Polarisation in der Valenzschale
der Atome zu beschreiben. Eine Fortsetzung der Polarisation der inneren Schalen
findet also nicht statt und, da die energetisch tiefer gelegenen Atomorbitale als
sphärisch-symmetrisch angenommen werden, können diese ebenfalls keine Defor-
mation der inneren Schalen beschreiben. Um die Eﬀekte der Bindungsbildung in
allen Schalen beschreiben zu können, muss also das HC-Modell erweitert werden.
[387]
In der üblichen Form wird die Gesamtelektronendichte im Rahmen des HC-
Modells in atomare Beiträge ρat(r) zerlegt, die aus einem gegenüber dem Atom
unveränderten, sphärisch-symmetrischen Anteil ρc(r), einem veränderbaren, aber
ebenfalls sphärisch-symmetrischen Teil ρv(r) und einem Anteil, der die asphäri-
sche Verteilung der Elektronendichte beschreibt, bestehen. In der erweiterten Form
des HC-Modells, oder kurz EHC-Modell, wird die Elektronendichte eines solchen
Pseudoatoms noch weiter aufgespaltet und durch mehrere MP-Sätze an der ent-
sprechenden Atomposition beschrieben. Die atomare Elektronendichte im Rahmen
des EHC-Modells lässt sich als
86

























































darstellen. Das EHC-Modell kann dabei so konstruiert werden, dass jede Scha-
le eines Atoms durch einen eigenen Satz von Multipolen beschrieben wird. Da-
durch wird die entsprechende Schale als Valenzbeitrag des entsprechenden MP-
Satzes gewählt, die zusätzlich noch einen Beitrag ρc(r) haben kann, aber nicht ha-
ben muss. So wird das Kohlenstoﬀatom in Diamant in [67, 99] durch zwei Mul-
tipolsätze beschrieben, die beide keinen ρc(r)-Anteil besitzen und in einer Kurz-
notation als C1[](1s)/C2[](2s,2p) beschrieben werden können. Die leeren eckigen
Klammer verdeutlichen das Fehlen von ρc(r), das in Gleichung 3.2 ebenfalls in
eckigen Klammern steht. Die veränderbaren Anteile stehen sowohl in der Kurz-
notation als auch in Gleichung 3.2 in runden Klammern. Durch das Pseudoatom
C1, welches die 1s-Elektronen als Valenz besitzt, wird die Deformation im kern-
nahen Bereich beschrieben, während das Pseudoatom C2 wie in einem HC-Modell
den Bindungsbereich beschreibt. Da in Diamant nur die sphärisch-symmetrischen
Beiträge von C1 angepasst werden, wird dieses Modell zum Teil auch als „Core-
κ“-Modell bezeichnet, [67, 99] auch wenn es eigentlich als Spezialfall im Rah-
men der allgemeinen Form des EHC-Modells in Gleichung 3.2 aufgefasst wer-
den kann. Eine Verfeinerung der asphärischen Elektronendichteverteilung einer
inneren Schale wurde ebenfalls in [67, 99] am Beispiel des α-Siliziums durch-
geführt, bei dem das Si-Atom im Rahmen des EHC-Modells in die drei Sätze
Si1[](1s)/Si2[](2s,2p)/Si3[](3s,3p) vonMultipolen aufgespalten wurde.Während in
Si1 nur die sphärisch-symmetrischen Anteile angepasst werden, wird in Si2 wie in
Si3 auch der asphärische Anteil verfeinert. Durch dieses flexible Verfahren lässt
sich auch die Polarisation in der zweiten Schale in L(r) auflösen. [67, 99] [388] Im
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Folgenden soll für die Modellsysteme 1, 2 und 3 untersucht werden, inwiefern
sich die Ergebnisse von Hauptgruppenelementen auf Übergangsmetallverbindun-
gen übertragen lassen und wie ein EHC-Modell für solche Verbindungen angesetzt
werden muss, um die Elektronendichteverteilung akkurat zu beschreiben. Dazu
sollen die MP-Modelle an berechnete Strukturfaktoren angepasst werden, die bis
zu verschiedenen maximalen Auflösungen sin(θ)/λ bestimmt wurden.
Abbildung 3.9: Restelektronendichtekarte in der Molekülebene von 1 nach der
Verfeinerung eines standardHC-Modells mittels berechneten Strukturfaktorenmit
(a) sin(θ)/λ < 1.0 Å
−1
und (b) sin(θ)/λ < 1.8 Å
−1
bzw. eines EHC-Modells bei (c)
sin(θ)/λ < 1.8 Å
−1
. Schrittweite der Konturwerte ±0.05 eÅ−3, negative Werte als
blaue, positive als rote Linien, Nullkontur als graue Linie.
Zunächst wird ein HC-Modell nach Gleichung 2.37 bei sin(θ)/λ < 1.0Å−1 (MP1)
sowie bei sin(θ)/λ < 1.8Å−1 (MP2) für das Modellsystem 1 angepasst und die Ab-
weichung der Strukturfaktoren des finalen Modells von den tatsächlichen mit Hil-
fe einer Restelektronendichtekarte (siehe Abbildung 3.9) betrachtet. Für das MP1
bei sin(θ)/λ < 1.0Å−1 zeigen sich keine ausgeprägten Extremstellen und lediglich
ein Maximum auf der cis-Seite des Sc-Atoms tritt auf. Wird die Auflösung auf
sin(θ)/λ < 1.8Å−1 erhöht, so zeigen sich deutliche Abweichungen des MP2 von den
berechneten Strukturfaktoren. Diese treten in einem Abstand 0.19Å zum Sc-Atom
auf, was in etwa dem Abstand der zweiten elektronischen Schale entspricht. Das
stärkste Maximum befindet sich auf der cis-Seite des Scandiums und dessen Be-
schreibung im Rahmen einer MP-Entwicklung ist notwendig, um die BCC(2) in
L(r) eines solchen Modells zu rekonstruieren. In Übereinstimmung mit [99, 389–
393] kann man an dieser Stelle feststellen, dass ein HC-Modell nicht in der Lage
ist, die Polarisationen im kernnahen Bereich, wie sie in hochaufgelösten statischen
Strukturfaktoren enthalten sind, für Übergangsmetallatome adäquat zu beschrei-
ben. An dieser Stelle sei bereits auf die Abhängigkeit der Restelektronendichte des
HC-Modells von der Auflösung hingewiesen, die in Abschnitt 3.2.1 ausführlich dis-
kutiert wird.
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Da sich lediglich bei MP2 starke Abweichungen in der Restelektronendichte-
karte zeigen, wurde nur für den entsprechenden Datensatz mit sin(θ)/λ < 1.8Å−1
ein EHC-Modell nach Gleichung 3.2 (MP3) verfeinert. Anhand der Restelektro-
nendichtekarte von MP2 in Abbildung 3.9b lassen sich bereits zwei Bedingun-
gen für das EHC-Modell formulieren. (i) Da die Extremstellen in der Restelek-
tronendichte bei etwa dem gleichen Abstand auftreten, wird ein zusätzlicher Satz
an Radialfunktionen benötigt, um die Fortsetzung des Polarisationsmusters zu
beschreiben. Dies resultiert in einem EHC-Modell, das an der Sc-Position insge-
samt zwei Sätze von Multipolen verwendet. (ii) Die Restelektronendichte weist
auch Maxima auf, die sich als Teil eines Torus identifizieren lassen. Daher wird
die Verfeinerung der asphärischen Beiträge auch im kernnahen Bereich bis lmax =
4 durchgeführt. Im Rahmen des EHC-Modells wird das Scandiumatom gemäß
Sc1[1s](2s,2p)/Sc2[3s,3p](3d) beschrieben, wobei die 1s-, 3s- und 3p-Orbitale des
Atoms aus der Datenbank festgehalten werden. Durch das Sc1 wird die Deforma-
tion der zweiten Schale beschrieben, während das Sc2 wie im HC-Modell die Va-
lenzschale beschreibt. Durch die Anpassung des EHC-Modells reduziert sich der
R1-Wert von 0.25% bei MP2 auf 0.05% bei MP3 um den Faktor fünf, was ein ers-
ter Hinweis darauf ist, dass ein EHC auch in Übergangsmetallverbindungen die
Polarisationen der inneren Schalen beschreiben kann.
Das wichtigere Argument liefert aber die Restelektronendichtekarte in Abbil-
dung 3.9c, die kaum Abweichungen von mehr als ±0.05 eÅ−3 aufweist. Lediglich
ein Minimum in einem Abstand von 0.47Å zum Sc-Atom tritt auf, also in einem
Abstand, der nicht zu den inneren Schalen zählt. Dadurch lässt sich mit Hilfe ei-
nes EHC-Modells die Polarisation der zweiten Schale des Scandiumatoms in 1 be-
schreiben, die in den Strukturfaktoren bis sin(θ)/λ < 1.8Å−1 enthalten ist.
Die Anforderungen an ein MP-Modell sind in Verbindung 2 ähnlich wie im Fall
von 1, nur dass bereits in der vierten Schale die radiale Flexibilität nicht mehr
ausreicht, um die Elektronendichteverteilung akkurat zu modellieren. Während
in einem Scandiumatom das radiale Maximum der 3d-Orbitale (0.30Å) mit einem
Maximum der 4s- (0.37Å) und 4p-Orbitale (0.36Å) zusammenfällt, ist dies für das
Y-Atom nicht mehr der Fall. Durch die sogenannte primogenic repulsion [394–396]
wird das 4d-Orbital durch die Wechselwirkung mit dem 3d-AO diﬀuser (Maxi-
mum bei 0.67Å) und das Maximum fällt nicht mehr mit denen der 5s- (0.47Å) und
5p-Orbitale (0.50Å) zusammen. Dadurch wird für das MP1 bei sin(θ)/λ < 1.0Å−1
der Ansatz Y2[1s,2s,2p,3s,3p,3d,4p](4s)/Y3[](4d) gewählt, mit dem sich die Struk-
turfaktoren akkurat beschreiben lassen und die Restelektronendichtekarte (siehe
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Abbildung 3.10: Restelektronendichtekarten in der Molekülebene von (a,b) 2 und
(c,d) 3 nach der Verfeinerung eines EHC-Modells nach Gl. 3.2 mittels berechneten
Strukturfaktoren mit (a,c) sin(θ)/λ < 1.0 Å
−1
bzw. (b,d) sin(θ)/λ < 1.8 Å
−1
. Für die
Beschreibung der Modelle, siehe Text. Schrittweite der Konturwerte ±0.05 eÅ−3,
negative Werte als blaue, positive als rote Linien, Nullkontur als graue Linie.
Abbildung 3.10a) praktisch leer ist. Da bereits für das System 1 gezeigt worden ist,
dass mit einemMP-Modell, das nur die äußerste Schale beschreibt, die Polarisation
der inneren Schale nicht aufgelöst werden kann, wird für die Verbindungen 2 und
3 auf die Verfeinerung eines MP2 (mit gleicher Flexibilität wie MP1, aber bei einer
Auflösung von sin(θ)/λ < 1.8Å−1) verzichtet. Bei dieser Auflösung wurde das MP3
mit dem Ansatz Y1[1s,2s,2p,3s,3p](3d)/Y2[4p](4s)/Y3[](4d) verfeinert, das die Po-
larisation der inneren Schale beschreiben kann. Die Restelektronendichte vonMP3
weist Werte zwischen −0.11 und 0.08 eÅ−3 auf, was gegen eine signifikante Abwei-
chung des Modells spricht.
Für eine Übertragung der Verfeinerungsstrategie auf das Modellsystem 3 ist
zu berücksichtigen, dass die f -Orbitale einen signifikanten Einfluss auf die
Elektronendichteverteilung besitzen, der in der Flexibilität des EHC-Modells
berücksichtigt werden muss. Um die angulare Flexibilität zu erhöhen, muss
der Parameter lmax der Multipolentwicklung vergrößert werden. Zur Beschrei-
bung der f -Orbitale muss dieser Wert mindestens sechs betragen, [108] und
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Tabelle 3.4: Übersicht ausgewählter topologischer Parameter (ρ(r) in eÅ−3, L(r)
in eÅ−5) an den Bindungskritischen Punkten in 1, 2 und 3 wie sie aus den DFT-
Rechnungen und den verschiedenen MP-Modellen erhalten wurden.
Verbindung Bindung Modell ρ(rc) L(rc) ǫ
1 Sc–C DFT 1.00 0.4 0.00
MP1 0.97 -2.1 0.00
MP2 0.96 -2.5 0.00
MP3 0.97 -1.7 0.00
C–H DFT 1.73 21.5 0.05
MP1 1.74 23.1 0.06
MP2 1.74 22.7 0.07
MP3 1.74 22.5 0.06
2 Y–C DFT 0.89 -0.3 0.00
MP1 0.86 -1.4 0.00
MP3 0.86 -1.5 0.00
C–H DFT 1.73 21.0 0.05
MP1 1.72 29.9 0.05
MP3 1.73 21.2 0.04
3 La–C DFT 0.94 0.8 0.00
MP1 0.94 0.2 0.00
MP3 0.94 1.1 0.00
C–H DFT 1.70 21.0 0.05
MP1 1.72 22.1 0.07
MP3 1.71 20.7 0.02
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in den Verfeinerungen wurde schließlich lmax = 7 verwendet. Des Weiteren
muss die radiale Flexibilität des EHC-Modells erhöht werden, denn sowohl
durch die zunehmende Größe des Übergangsmetallatoms als auch durch die
größeren Beiträge der f -Orbitale in den inneren Schalen muss bereits bei
sin(θ)/λ < 1.0Å−1 neben der Valenzschale auch die vierte Schale verfeinert wer-
den. Für die Verfeinerung des EHC-Modells MP1 bei dieser Auflösung wurde
der Ansatz La2[1s,2s,2p,3s,3p,3d,4s,4p](4d)/La3[](5s,5p)/La4[](5d)/La5[](6s)
verwendet6, der die Strukturfaktoren so gut beschreiben kann, dass die
Restelektronendichte in der Molekülebene von 3 weniger als 0.05eÅ−3 be-
trägt (siehe Abbildung 3.10c). Um bei sin(θ)/λ < 1.8Å−1 das EHC-Modell
MP3 zu verfeinern, wurde noch zusätzlich ein MP-Satz zur Beschrei-
bung der dritten Schale eingeführt, was zur Verwendung des Ansatzes
La1[1s,2s,2p,3s,3p](3d)/La2[4s,4p](4d)/La3[](5s,5p)/La4[](5d)/La5[](6s) führt.
Mit dem MP3 lassen sich die Strukturfaktoren ebenfalls beschreiben, was
die geringe Restelektronendichte von maximal 0.05 eÅ−3 in Abbildung 3.10d
nahelegt.
Nachdem bereits die Betrachtung der Restelektronendichtekarten der EHC-
Modelle der Systeme 1, 2 und 3 die Stärke dieses flexiblen Ansatzes gezeigt hatte,
soll nun die Qualität der MP-Modelle anhand der Topologie der Elektronendichte
diskutiert werden. Betrachtet man zunächst die Elektronendichte am TM–C-BCP,
so wird diese von den MP-Modellen in 1 (0.97eÅ−3 für MP1/MP3 im Vergleich
zu 1.00eÅ−3 für die DFT-Rechnung) und 2 (0.86eÅ−3 für MP1/MP3 im Vergleich
zu 0.89eÅ−3für die DFT-Rechnung) leicht unterschätzt. Diese Abweichung liegt in
dem üblichen Rahmen einer MP-Verfeinerung, die durch die Reproduzierbarkeit
von experimentellen Ladungsdichtestudien zu ±0.1eÅ−3 für die Elektronendich-
te am BCP sowie ±2eÅ−5 für L(r) abgeschätzt wurde. [397–399] Der Unterschied
kann vermutlich auf die immer noch zu geringe radiale Flexibilität im Valenz-
bereich zurückgeführt werden, denn für 3 stimmt die Elektronendichte am La–
C-BCP von den beiden EHC-Modellen mit dem aus der DFT-Rechnung (jeweils
0.94eÅ−3) überein. Die gute Übereinstimmung stammt aus der Verfeinerung des
zusätzlichen MP-Satzes La5, der die Elektronendichte nahe am BCP beschreibt. Da
die Elektronendichte und L(r) (siehe Tabelle 3.4) durch die Verwendung eines zu-
sätzlichen MP-Satzes im kernnahen Bereich nicht systematisch verbessert werden,
stellt die Topologie der Elektronendichte am BCP somit nicht das passende Krite-
rium dar, um den Nutzen der Anwendung eines EHC-Modells zu zeigen.
6 Für weitere Details siehe Abschnitt 7.1.5
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Anstelle der Elektronendichte am BCP kann vielmehr die lokale elektronische
Struktur, wie sie von L(r) enthüllt wird, als Kriterium für die Qualität eines MP-
Modells herangezogen werden. Das Polarisationsmuster um das TM-Atom ist in
Abbildung 3.11 für die DFT-Rechnung, MP1 und MP3 von 1, 2 und 3 dargestellt.
Betrachtet man zunächst die Valenzschale des Sc-Atoms in 1, so zeigt sich, dass bei-
de MP-Modelle das Polarisationsmuster der DFT-Rechnung qualitativ reproduzie-
ren. Die stärkste CC ist jeweils die trans-LICC, deren Werte bei den verschiedenen
Ansätzen auch quantitativ gut übereinstimmen (240/243 eÅ−5 für DFT/MP1,siehe
auch Tabelle 3.2). Allerdings wird die Stärke der BCC und der t-LICC im MP-
Modell falsch bestimmt, denn während die t-LICC in MP1 unterschätzt wird
(169/160 eÅ−5 für DFT/MP1), wird die BCC überschätzt (166/175 eÅ−5 für
DFT/MP1), so dass in MP1 die BCC fälschlicherweise als zweitstärkste CC der
Valenzschale angegeben wird. Selbst das MP2, dass die Elektronendichte im kern-
nahen Bereich nicht beschreiben kann, liefert das qualitativ richtige Polarisations-
muster in der Valenzschale, bei dem aber die Stärke der trans-LICC und der BCC
um mehr als 20 eÅ−5 überschätzt werden (263 bzw. 195 eÅ−3 für trans-LICC bzw.
BCC). Durch die Verfeinerung des zusätzlichen Satzes an MP-Funktionen im kern-
nahen Bereich verbessert sich die Übereinstimmung der LCCs des MP3 mit der
DFT-Rechnung wieder (245/159/162 eÅ−5 für trans-LICC/t-LICC/BCC), so dass
dieses in der Valenzschale vergleichbare Ergebnisse mit MP1 liefert. Dabei liefert
der zusätzliche MP-Satz keinen direkten Beitrag zur Stärke der LCCs, sondern ei-
ne akkurate Beschreibung der Polarisation der inneren Schalen bei MP3 führt zu
unterschiedlichen Valenz-MP-Parameter wie bei MP2. An dieser Stelle sei darauf
hingewiesen, dass die einzelnen MP-Parameter des EHC-Modells ihre direkte In-
terpretierbarkeit verlieren können (siehe Abschnitt 7.1.5) und die Unterschiede in
den Modellen über die Elektronendichte diskutiert werden sollten, wie es in die-
sem Fall anhand der LCCs derValenzschale geschieht.
Der Vorteil der Verwendung eines EHC-Modells wird vollends bei der Betrach-
tung des Polarisationsmusters der zweiten Schale des Sc-Atoms in 1 deutlich, für
das die DFT-Rechnung die BCC(2) als stärkste CC bestimmt. In den beiden HC-
Modellen MP1 und MP2 lässt sich zwar eine Polarisation der zweiten Schale fest-
stellen, aber diese kommt durch das Abklingen der knotenlosen Radialfunktionen
des MP-Modells zustande. Dieses Polarisationsmuster hat nichts mit der tatsäch-
lichen Situation in der zweiten Schale zu tun, was man zum Beispiel daran er-
kennt, das eine trans-LICC(2) als stärkste CC gefunden wird. Die Stärke der CCs
in MP1 und MP2 beträgt weniger als 50000eÅ−5 und unterschätzt die Werte aus
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Sc C Y C La C
Abbildung 3.11: Isokonturliniendarstellung von L(r) (in eÅ−5) in der Umgebung
der Übergangsmetallatome in 1 (a, d, g), 2 (b, e, h) und 3 (c, f, i) aus DFT-
Rechnungen (a-c), MP1 (d-f) und MP3 (g-i), die das Polarisationsmuster in der
eﬀektiven Valenzschale und der jeweiligen nächst-inneren Schale darstellt. Kontur-
linien bei ± 2, 4, 8 ·10n, n=-1,0,1,2,3 eÅ−5, positive Werte als rote, negative Werte
als blaue Linien, zusätzliche Konturen bei (a) 150, 51325; (b) 15900; (c) -1.25, 3210;
(d) 150, 49425; (e) 16541; (f) 3050; (g) 150, 50000; (h) 16375; (i) -1.25, 3210 eÅ−5.
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der DFT-Rechnung somit deutlich (z.B. 51167eÅ−5 für die trans-CD(2) in DFT).
Im Gegensatz zu den HC-Modellen liefert das EHC-Modell MP3 aussagekräftige
Ergebnisse für das Polarisationsmuster der zweiten Schale und kann die BCC(2)
als stärkste CC bestimmen, auch wenn diese mit 52045eÅ−5 im Vergleich zur DFT-
Rechnung (53668eÅ−5) unterschätzt wird. Außerdem kann die t-LICC(2) in MP3
nicht aufgelöst werden und statt der trans-CD(2) zeigt sich eine trans-LICC(2).
Da die Restelektronendichtekarte bei sin(θ)/λ < 1.8 Å
−1
aber keine signifikanten
Extrema in diesem Bereich zeigt, können diese nur schwer von dem EHC-Modell
beschrieben werden. Zur vollständigen Beschreibung des Polarisationsmusters der
zweiten Schale werden also noch größere Auflösungen als sin(θ)/λ < 1.8Å−1 benö-
tigt, was im Abschnitt 3.2.1 genauer diskutiert wird. An dieser Stelle kann aber
bereits festgehalten werden, dass die Umkehr der stärksten Ladungskonzentrati-
on von der trans-Seite in der Valenzschale auf die cis-Seite in der zweiten Schale
mit dem EHC-Modell beschrieben werden kann und dessen Flexibilität somit groß
genug ist, um die inneren Schalen zu beschreiben.
Betrachtet man das Polarisationsmuster der Valenzschale des Yttriumatoms in
2, so zeigt sich wiederum eine gute qualitative Übereinstimmung zwischen der
DFT-Rechnung und den beiden MP-Modellen (siehe Abbildung 3.11). Aber auch
die quantitative Übereinstimmung ist gut, so dass die relative Stärke der La-
dungskonzentrationen korrekt vorhergesagt wird (sieh Tabelle 3.2). Die Unter-
schiede zwischen MP1 und MP3 zeigen sich vor allem in der dritten Schale
des Y-Atoms. Während sich bei MP1 die Radialfunktionen, die die Valenzscha-
le beschreiben, nach innen fortsetzen und das falsche Polarisationsmuster ohne
t-LICC(3) und einer praktisch gleich starken trans-LICC(3) und BCC(3) zeigen,
wird diese Schale in MP3mit einem eigenen Satz vonMultipolen beschrieben. Dies
führt zu dem qualitativ richtigen Polarisationsmuster mit starker trans-LICC(3)
(16492/16609eÅ−5 für DFT/MP3), t-LICC(3) (16234/16415 für DFT/MP3) und
einer BCC(3) (15989/16421 für DFT/MP3). Neben der Überschätzung der Stär-
ke aller CCs wird das Verhältnis zwischen trans-LICC(3) und BCC(3) falsch wie-
dergegeben, denn letztere Ladungskonzentration ist nur in der DFT-Rechnung am
schwächsten ausgeprägt. Aber insgesamt ist die Übereinstimmung in der dritten
Schale des Y-Atoms größer als in der zweiten Schale des Sc-Atoms, was auf die
größere radiale Ausdehnung jener Schale zurückgeführt werden kann.
Schließlich soll noch das Polarisationsmuster der vierten und fünften Schale des
Lanthanatoms in 3 betrachtet werden, bei dem in beiden MP-Modellen die vierte
Schale mit einem eigenen Satz anMultipolen beschrieben wird. In der Valenzschale
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Tabelle 3.5: L(r) an den Positionen der LCC in den Elektronenschalen der Über-
gangsmetallatome in 1, 2 und 3 wie sie aus DFT-Rechnungen und den (E)HC-
Modellen mit sinθ/λ < 1.0 Å−1 (MP1), dem HC-Modell mit sinθ/λ < 1.8Å−1 (MP2)
für 1 und den EHC-Modellen mit sinθ/λ < 1.8 Å−1(MP3) erthalten wird; L(r)
in eÅ−5.
Verbindung CC DFT MP1a MP2 MP3
1 trans-LICC 240 243 263 245
t-LICC 169 160 168 159
BCC 166 175 195 162
trans-LICC(2)b 51,167 49,468 49,491 50,657
t-LICC(2) 51,386 49,439 49,448 −c
BCC(2) 53,668 49,443 49,490 52,045
2 trans-LICC 26 22 − 21
t-LICC 15 13 − 12
BCC 7 6 − 5
trans-LICC(3) 16,492 16,542 − 16,609
t-LICC(3) 16,234 − − 16,415
BCC(3) 15,989 16,550 − 16,421
3 t-LICC -1.2 -0.4 − -0.9
t2-LICC -0.5 -1.0 − -0.8
BCC 4.1 4.9 − 2.5
trans-LICC(4) 4,197 3,415 − 4,060
t2-LICC(4) 3,360 3,380 − 3,367
t-LICC(4) 3,227 −d − 3,246
BCC(4) 3,339 3,181 − 3,298
a HC-Modell für 1, EHC-Modell für 2 und 3
b Auf Basis der DFT-Rechnungen wird hier eine lokale Ladungsverarmungszone gefunden.
c kann in den Modellen mit sin(θ)/λ < 1,8 Å−1 nicht aufgelöst werden.
d bei sin(θ)/λ < 1.0 Å−1 kann nur ein Torus aufgelöst werden
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beschreiben beide Modelle das Polarisationsmuster gut und geben die BCC bei po-
sitiven Werten in L(r) wieder (4.1/4.9/2.5eÅ−5 bei DFT/MP1/MP3). Auch die bei-
den torusförmigen LICCs werden von beiden Modellen korrekt bestimmt und tre-
ten bei negativenWerten auf. Nur beiMP3 stimmt die korrekte quantitative Anord-
nung der CCs, so dass die t2-LICC (-0.5/-1.0/-0.8eÅ−5 bei DFT/MP1/MP3) stär-
ker als die t-LICC ist (-1.2/-0.4/-0.9eÅ−5 bei DFT/MP1/MP3). Allerdings weicht
bei diesem Modell die Stärke der BCC am deutlichsten ab, so dass das MP3 nicht
durchgängig besser mit der DFT-Rechnung übereinstimmt als MP1. Insgesamt sind
die Absolutwerte der Abweichung allerdings so gering, dass man beiden Modellen
eine gute Übereinstimmung mit der Referenz attestieren kann.
In der vierten Schale ändert sich die Situation und MP1 enthüllt eine star-
ke trans-LICC(4) und eine schwächere BCC(4), wie man dies auch in der DFT-
Rechnung sieht (siehe Abbildung 3.11). Allerdings wird nur ein Torus aufge-
löst, der an der Atomposition zentriert ist, während sich in der DFT-Rechnung
zwei deutlich verschobene Tori zeigen. Diese können nur mit MP3 beschrieben
werden und auch die relative Stärke der CCs wird in diesem Modell korrekt
bestimmt. Die Werte der t2-LICC(4) (3360/3367eÅ−5 für DFT/MP3), t-LICC(4)
(3227/3246eÅ−5für DFT/MP3) und BCC(4) (3339/3298eÅ−5 für DFT/MP3) stim-
men dabei auch quantitativ gut überein. Lediglich die trans-LICC(4) in MP3
(4060eÅ−5) wird im Vergleich zur DFT-Rechnung (4197eÅ−5) unterschätzt, aber
verglichen zu den Abweichungen der inneren Schalen in den Modellsystemen 1
und 2 wird in Modellsystem 3 die beste Übereinstimmung zwischen MP3 und der
DFT-Rechnung gefunden, was auf die größere Ausdehnung des Lanthanatoms ge-
genüber des Sc- bzw. Y-Atoms zurückzuführen ist.
Die Ergebnisse dieses Abschnittes belegen also die Flexibilität des EHC-Modells,
die es ermöglicht, die lokale Struktur der inneren elektronischen Schalen aus
Strukturfaktoren zu rekonstruieren. Dabei können die Informationen, die in den
Strukturfaktoren bis zu einer bestimmten Auflösung enthalten sind, vollständig
beschrieben werden, was die Restelektronendichtekarten verdeutlichen. Dadurch
lassen sich auch die am stärksten ausgeprägten Eﬀekte auf die lokale elektronische
Struktur der inneren Schalen beschreiben, während andere, meist kleinere Eﬀekte
nicht aufgelöst werden können. Da die Qualität der Rekonstruktion der lokalen
elektronischen Struktur der inneren Schalen also stark von der maximal verfüg-
baren Auflösung abhängt, soll deren Eﬀekt im folgenden Abschnitt ausführlicher
diskutiert werden. Deshalb stellt die Auflösung im Hinblick auf mögliche experi-
mentelle Ladungsdichtestudien einen limitierenden Faktor dar.
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3.2.1 Auflösungsabhängigkeit der Ergebnisse
Zur Diskussion der Auflösungsabhängigkeit der Elektronendichteverteilung ist es
nötig, eine Größe zu verwenden, welche die Eﬀekte der begrenzten Auflösung zeigt,
aber sich gleichzeitig zu einer unendlichen Auflösung extrapolieren lässt. Ein MP-
Modell, wie in Abschnitt 3.2 diskutiert, enthält zwar auch die systematischen Feh-
ler der Auflösungsabhängigkeit, aber gleichermaßen auch Modellfehler, weshalb
sich die Elektronendichte eines (E)HC-Modells nicht für einen solchen Vergleich
eignet. Es lässt sich aber die (auflösungsabhängige) Diﬀerenzelektronendichte nach
Gleichung 2.44 berechnen, wobei der Unterschied zwischen den Strukturfaktoren
der DFT-Rechnung (Index o in Gleichung 2.44) und denen des IAM (Index c in
Gleichung 2.44) berechnet wird. [400]
Als Referenz bei unendlicher Auflösung dient die Deformationsdichte (siehe
Gleichung 3.1), bei der von der Gesamtelektronendichte des Moleküls die Elektro-
nendichte des IAM, also der Summe der Elektronendichteverteilungen der freien
Atome, abgezogen wird. Die atomaren Rechnungen wurden dabei mit der gleichen
Methode wie die Rechnung des Moleküls durchgeführt (siehe Abschnitt 7.1).
Die entsprechenden eindimensionalen Schnitte von∆ρ(r) sind in Abbildung 3.12
entlang der TM–C-Achse für die Systeme 1, 2 und 3 dargestellt, und zwar für
sin(θ)/λ < 1.0Å−1, 1.8Å−1 sowie bei unendlicher Auflösung. Betrachtet man zu-
nächst das Maximum auf der trans-Seite des Scandiumatoms in 1, welches in L(r)
für die Ausbildung der trans-LICC verantwortlich ist, so zeigt sich, dass lediglich
die Kurve bei sin(θ)/λ < 1.8 Å
−1
gut mit der Referenz übereinstimmt. Bei der ge-
ringeren Auflösung von sin(θ)/λ < 1.0 Å
−1
stimmen weder die Position noch die
Höhe des Maximums mit der Referenz überein, denn das Maximum ist zu schwach
ausgeprägt und tritt bei deutlich größeren Abständen zur Atomposition auf. Die-
ser Eﬀekt ist in ∆ρ(r) so stark ausgeprägt, das er einen Einfluss auf die Stärke der
CCs, wie sie durch ein MP-Modell bestimmt werden, haben sollte. Neben den Ein-
schränkungen des MP-Modells selbst stellt somit die Auflösungsabhängigkeit in
der Valenzschale eines Atoms der ersten Übergangsmetallreihe eine deutliche Ein-
flussgröße auf die quantitative Übereinstimmung des Polarisationsmusters in L(r)
dar.
Die Elektronendichte am BCP ist von dieser Auflösungsabhängigkeit nicht be-
troﬀen, denn die auflösungsabhängige Diﬀerenzelektronendichte in Abbildung
3.12 stimmt in allen drei Verbindungen für die betrachteten Auflösungen gut mit
der Referenz bei unendlicher Auflösung überein.
Betrachtet man dagegen die Deformationsdichte von 1 bei geringeren Abstän-
98
3 Elektronendichteverteilung von frühen Übergangsmetallverbindungen
Abbildung 3.12: 1d-Profilschnitte durch die datenauflösungsabhängige
Diﬀerenzelektronendichte ∆ρ(r) (Gleichung 2.44) in eÅ−3 in a) 1, b) 2 und c)
3 (relativ zu einem IAM) bei verschiedenen Datenauflösungen, aufgetragen gegen
den Abstand vom jeweiligen Übergangsmetallatom. Zusätzlich ist als Referenz
die entsprechende Deformationsdichte eingezeichnet, die einer Extrapolation zu
unendlicher Auflösung entspricht (Gleichung 3.1).
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den zur Atomposition als die eﬀektive Valenzschale, wie zum Beispiel anhand des
Maximums auf der cis-Seite im Bereich der zweiten Schale, so ist die Abhängigkeit
von der maximalen Auflösung noch signifikanter. Während bei sin(θ)/λ < 1.0 Å
−1
praktisch keine Polarisation auftritt, zeigt sich bei sin(θ)/λ < 1.8 Å
−1
ein Maxi-
mum, welches aber deutlich schwächer ausgeprägt ist als das bei unendlicher Auf-
lösung. Dies deckt sich mit der Beobachtung, dass bei sin(θ)/λ < 1.0 Å
−1
die Ver-
feinerung eines HC-Modells gute Ergebnisse liefert, bei sin(θ)/λ < 1.8 Å
−1
dagegen
eine Beschreibung durch ein EHC-Modell notwendig ist. Da das Maximum auf der
cis-Seite selbst bei sin(θ)/λ < 1.8 Å
−1
noch deutlich den Wert der Referenz unter-
schätzt, deutet dies bereits darauf hin, dass für eine vollständige und quantitative
Beschreibung der zweiten Schale des Sc-Atoms Strukturfaktoren bis zu einer noch
höheren Auflösung bestimmt werden müssen.
Für das Maximum in der Diﬀerenzelektronendichte auf der trans-Seite des Y-
Atoms in 2, welches vom Abstand gesehen zur trans-LICC in L(r) führt, ist diese
Auflösungsabhängigkeit nicht mehr so stark ausgeprägt wie in der Valenzschale
von 1. Die Diﬀerenzelektronendichteverläufe beschreiben bei beiden betrachteten
Auflösungen die Referenz sowohl in Position und Höhe gut, was durch die größere
Ausdehnung des Y- im Vergleich zum Sc-Atom zu erklären ist. Bei Abständen, die
der dritten Schale des Y-Atoms entsprechen, ist die Situation wieder mit der in
1 vergleichbar, denn nur bei der hohen Auflösung von sin(θ)/λ < 1.8 Å
−1
ist eine
Polarisation dieser Schale in den Strukturfaktoren enthalten.
In der Verbindung 3 ist die Situation eine andere, denn bereits bei sin(θ)/λ <
1.0 Å
−1
zeigt sich eine Polarisation dieser inneren Schale. Dies rechtfertigt die Be-
schreibung dieser Schale im Rahmen des EHC-Modells in Abschnitt 3.2, welche zu-
sätzlich zu der Modellierung der Valenzschale notwendig ist. In dieser Schale zeigt
die Diﬀerenzelektronendichte wie im Fall von 2 keine ausgeprägte Abhängigkeit
von der Datenauflösung, welche in der vierten Schale dagegen vorhanden ist. Das
Maximum auf der trans-Seite weicht zwar sowohl in Höhe und Position von dem
bei unendlicher Auflösung ab, aber in Verbindung 3 zeigt sich die beste Überein-
stimmung zwischen der auflösungsabhängigen Diﬀerenzelektonendichte und der
Referenz bei unendlicher Auflösung in einer inneren Schale.
Die Betrachtung der Diﬀerenzelektronendichte legt bereits nahe, dass die ma-
ximale Auflösung, bis zu welcher die Strukturfaktoren bestimmt werden, einen
Einfluss auf die Stärke der CCs in der Valenzschale des Sc-Atoms in 1 besitzen.
Um diesen Eﬀekt beschreiben zu können, benötigt es wiederum eine Größe, die
nur durch die Auflösungsabhängigkeit und nicht durch zusätzliche Modellfehler
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beeinflusst wird. Eine direkte Betrachtung der Elektronendichte, die man aus der
Fourier-Transformation eines begrenzten Satzes von Strukturfaktoren in den Real-
raum erhält, ist nicht möglich, da diese von den Abbrucheﬀekten dominiert wird.
Betrachtet man die Definition der Deformationsdichte (Gleichung 3.1, mit freien
Atomen als Referenz), so lässt sich aber die Gesamtelektronendichteverteilung aus







[|Fo(H)| − |FIAM (H)|]e
iφIAM e−2πiH·r + ρIAM (r) (3.3)
ergibt sich, indem man die Deformationsdichte durch die auflösungsabhängige
Diﬀerenzelektronendichte aus Gleichung 2.44 ersetzt. Der unvollständige Satz mo-
lekularer Strukturfaktoren wird dadurch bis zu unendlicher Auflösung mit denen
des IAM fortgesetzt und ist somit frei von Abbrucheﬀekten. Durch das zweimalige
Ableiten lässt sich die auflösungsabhängige Größe
Lsin(θ)/λ(r) = −∇
2ρsin(θ)/λ(r) (3.4)
berechnen, die in Abbildung 3.13 dargestellt ist. Zunächst sei festgehalten, dass
diese Größe, wie das Beispiel bei sin(θ)/λ < 1.4 Å
−1
(Abbildung 3.13b) zeigt, das
qualitativ gleiche Polarisationsmuster wie bei unendlicher Auflösung beschreibt.
Allerdings zeigen sich, wie man anhand der Stärke der trans-LICC sieht (Abbil-
dung 3.13a), quantitative Unterschiede. Der Wert des Maximums schwankt um
den Referenzwert bei unendlicher Auflösung und kann betraglich um bis zu 20%
abweichen. Bei den Auflösungen sin(θ)/λ < 1.1 Å
−1
und sin(θ)/λ < 1.7 Å
−1
wird
sogar der Referenzwert von 240eÅ−5 exakt erreicht. Bei steigender Datenauflösung
wird die Abweichung geringer und die Stärke der trans-LICC konvergiert gegen
den Referenzwert.
In der zweiten Schale zeigt sich sogar ein qualitativer Einfluss der Auflösung auf
das Polarisationsmuster, wie sich in Abbildung 3.13c-f zeigt. Bei sin(θ)/λ < 1.4 Å
−1
,
was der maximalen Auflösung von MoKα-Strahlung entspricht, lässt sich im we-
sentlichen nur die BCC(2) auflösen, während die trans-LICC(2) kaum stärker als
das numerische Rauschen ausgeprägt ist. Bei steigender Auflösung wird die BCC(2)
immer ausgeprägter, aber eine t-LICC(2) lässt sich weder bei sin(θ)/λ < 1.8 Å
−1
noch bei 3.0Å−1 bestimmen. Dabei sei angemerkt, dass das Polarisationsmuster
der zweiten Schale des MP3 in 1 qualitativ dem in Abbildung 3.13d dargestellten
entspricht. Die in Abschnitt 3.2 diskutierte Abweichung des MP-Modells von der
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Abbildung 3.13: Die Auflösungsabhängigkeit von Lsin(θ)/λ zeigt die quantitative
Änderung der Stärke der trans-LICC in der Valenzschale (a), während das qua-
litative Polarisationsmuster z.B. bei sin(θ)/λ < 1.4 Å
−1
(b) über den gesamten Auf-
lösungsbereich mit dem aus der DFT-Rechnung (siehe Abbildung 3.1) überein-
stimmt. In der zweiten Schale ändert das Polarisationsmuster auch qualitativ seine
Form und zeigt lediglich eine BCC(2) und eine trans-LICC(2) bei sin(θ)/λ < 1.4 Å
−1
(c), 1.8Å−1 (d) sowie 3.0Å−1 (e). Das gleiche Polarisationsmuster wie bei unendli-
cher Auflösung mit einer BCC(2) und t-LICC(2) wird erst bei sin(θ)/λ < 4.1 Å
−1
(f) aufgelöst. Konturwerte bei 181 (b), 51379 (transparent) bzw. 51427 (c), 51355
(transparent) bzw. 51571 (d,e) und 51282 (e) eÅ−5.
DFT-Rechnung lässt sich somit nicht auf einen Modellfehler, sondern auf die be-
grenzte Auflösung zurückführen. Bei einer Auflösung von sin(θ)/λ < 4.1 Å
−1
, bei
der schon am Synchrotron Diﬀraktionsexperimente durchgeführt wurden, [401]
kann das qualitativ korrekte Polarisationsmsuter mit BCC(2), t-LICC(2) und trans-
CD(2) bestimmt werden.
Dieser starke Einfluss der maximalen Auflösung auf die Topologie der Elektro-
nendichteverteilung bei Verbindungen der ersten Übergangsmetallreihe wie zum
Beispiel 1 verdeutlicht die Relevanz dieser Betrachtung für experimentelle La-
dungsdichtestudien. Bei zunehmender Ordnungszahl des TM-Atoms steigt mit
seiner Größe auch die quantitative Übereinstimmung des Polarisationsmusters in
der Valenzschale mit dem Referenzwert bei niedrigen Auflösungen. Ebenso wird
für eine qualitative Rekonstruktion der inneren Schalen eine im Vergleich zu den
leichteren Homologen kleinere Datenauflösung benötigt. Daher legen die Ergeb-
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nisse nahe, dass im Hinblick auf experimentelle Studien Verbindungen der zwei-
ten oder sogar dritten Übergangsmetallreihe zu bevorzugen sind, wobei in letztem
Fall sogar bei sin(θ)/λ < 1.0Å−1 eine Beschreibung einer inneren Schale nötig be-
ziehungsweise möglich ist.
Allerdings stehen experimentellen Ladungsdichtestudien an Verbindungen mit
schweren Elementen einigen Einschränkungen gegenüber, durch die Studien an
solchen Verbindungen noch nicht sehr weit verbreitet sind. Neben systematischen
experimentellen Fehlerquellen wie Extinktion und Absorption werden solche Ver-
bindungen oft nicht als geeignet angesehen, um ein MP-Modell anzuwenden. Die
chemische Bindung wird durch eine immer weiter steigende Zahl der nicht an der
chemischen Bindung beteiligten Orbitale nc,i innerhalb der Elementarzelle über-







quantifiziert wird. [263] Der Wert von S sinkt entlang der betrachteten Serie von
S = 3.05 für 1 über S = 0.76 für 2 auf S = 0.34 für 3, wodurch er sich fast um
den Faktor neun ändert. An dieser Stelle sei darauf hingewiesen, dass S für Stu-
dien mit theoretischen Strukturfaktoren von molekularen Modellsystemen keine
direkte Bedeutung besitzt, da die Dimensionen der Elementarzelle und damit auch
deren Volumen V freie Parameter bei der Berechnung der Strukturfaktoren sind.
Ein relativer Vergleich von S entlang einer Serie liefert dagegen belastbare Wer-
te. [402] Für eine experimentelle Ladungsdichtestudie bei subatomarer Auflösung
wird es wichtig werden, welche der diskutierten Einflussgrößen (Auflösung oder
suitability factor) in diesem Fall überwiegt. So könnte sich eine Ladungsdichtestu-
die an Verbindungen der zweiten Übergangsmetallreihe als Kompromiss zwischen
den genannten Anforderungen durchsetzen.
3.2.2 Temperaturabhängigkeit der Ergebnisse
Neben der maximalen Auflösung spielt in experimentellen Ladungsdichtestudi-
en die thermische Bewegung der Atome eine entscheidende Rolle, die bislang bei
der Betrachtung von statischen Strukturfaktoren ignoriert wurde. Eine Entfaltung
von den Beiträgen der chemischen Bindung sowie der thermischen Bewegung ist
in diesem Fall anders als in experimentellen Studien nicht notwendig. Um zu un-
tersuchen, welchen Eﬀekt die thermische Bewegung auf Ladungsdichtestudien bei
subatomarer Auflösung spielt, wurden die dynamischen Strukturfaktoren gemäß
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des in Abschnitt 2.4.2 beschriebenen Verfahrens für das Modellsystem 1 berechnet
(für Details siehe auch Abschnitt 7.1.4).
Abbildung 3.14: Definition der Datenpunkte für die Untersuchung der Tempera-
turabhängigkeit der Topologie der Elektronendichte von 1. Die Uiso-Werte für Da-
tenpunkt 12 entsprechen den aus experimentellen Daten bei 173K ermitteltenWer-
ten (siehe Text und Abschnitt 7.1.4 ), Datenpunkt 1 entspricht einem Uiso-Wert,
wie er aus der Nullpunktsenergie des Scandiumatoms in 1 berechnet wurde (siehe
Abschnitt 7.1.4 für Details). Die rote Linie verdeutlicht den experimentellen Wert
von Uiso für das Scandiumatom in Sc(fc[NSi(t-Bu)(CH3)2]2)(CH3)(THF)2 (fc: 1,1’
Ferrocenylen) bei 100K [403].
Um den Einfluss der thermischen Bewegung auf die Topologie der Elektronen-
dichte sichtbar zu machen, wurden zunächst dynamische Strukturfaktoren mit ei-
nem isotropen Temperaturfaktor berechnet. Dazu wurden die Ueq-Werte von neun
verschiedenen Verbindungen mit Sc–C σ-Bindung (siehe Abschnitt 7.1.4) aus in
der CCDC-Datenbank [404] hinterlegten Strukturmodellen bei 173K gemittelt,
was zu den Uiso von 0.029, 0.042 und 0.057Å2 für Sc, C und H führt. Außerdem
wurde der Temperaturfaktor der Nullpunktsschwingung des Scandiumatoms ab-
geschätzt (für Details siehe Abschnitt 7.1.4). Für diese beiden Datenpunkte bei 0K
und 173K sowie zehn Datenpunkte im Zwischenraum (siehe Abbildung 3.14) wur-
den die dynamischen Temperaturfaktoren berechnet.
Zur Analyse wird wiederum die Diﬀerenzelektronendichte aus Gleichung 2.44
verwendet, die es erlaubt, sowohl die Temperatur- als auch die Auflösungsabhän-
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Abbildung 3.15: Auflösungs- und Temperaturabhängigkeit der Topologie der
Elektronendichte von 1. Die Graphen zeigen die Höhe des lokalen Maximums der
Deformationsdichte (bezogen auf ein IAM-Modell) auf der trans-Seite in der dritten
Schale (links) bzw. auf der cis-Seite in der zweiten Schale (rechts) des Scandium-
atoms aufgetragen gegen die Datenauflösung. Die Farbe der Linien gibt die in
Abb. 3.14 definierten verwendeten thermischen Parameter wieder.
gigkeit zu betrachten. Dazu wird zunächst die Höhe des Maximums auf der trans-
Seite in der Abhängigkeit von sin(θ)/λ für die Temperaturfaktoren aufgetragen
(siehe Abbildung 3.15a), wobei die Werte bei sin(θ)/λ < 1.0 Å
−1
bzw. 1.8Å−1 der
statischen Strukturfaktoren (schwarze Kurve) die Werte der Maxima in Abbildung
3.12 sind. Denn dieses Maximum, welches man in der zusätzlich eingefügten Iso-
konturliniendarstellung in Abbildung 3.15a sehen kann, erzeugt in L(r) die trans-
LICC.
Betrachtet man zunächst die Kurve der statischen Strukturfaktoren, so erkennt
man, dass sich diese bei steigender Auflösung an den Referenzwert annähert. Wäh-
rend bei sin(θ)/λ < 1.0 Å
−1
dasMaximum einenWert von 1.06 eÅ−3 besitzt, erreicht
es bei sin(θ)/λ < 1.8 Å
−1
mit 1.65 eÅ−3 bereits näherungsweise den Wert bei un-
endlicher Auflösung. Durch die Faltung der statischen Strukturfaktoren mit der
thermischen Bewegung nimmt die Höhe des Maximums dagegen ab und erreicht
bei Uiso = 0.0058Å2 nur noch einen Wert von 1.07 eÅ−3 bei der Auflösung von
sin(θ)/λ < 1.8 Å
−1
. Steigt derWert vonUiso weiter, sinkt derWert desMaximums in
der Diﬀerenzelektronendichte und besitzt bei einer Temperatur von 173K (Daten-
punkt 12) nur noch einenWert von 0.44 eÅ−3. Diese Ergebnisse zeigen, wie wichtig
es ist, den Eﬀekt der thermischen Schwingung von der (statischen) Deformation
der Elektronendichteverteilung zu entfalten, um eine akkurate Beschreibung der
Elektronendichteverteilung zu erhalten.
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Der Eﬀekt der thermischen Bewegung wird noch stärker, wenn man ihren Ein-
fluss auf die inneren Schalen betrachtet, wie dies am Beispiel des Maximums
auf der cis-Seite (Abbildung 3.15b) geschieht. Damit die asphärische Elektronen-
dichteverteilung in diesem Bereich bei allen betrachteten Auflösungen als Maxi-
mum in der Diﬀerenzelektronendichte aufgelöst wird, wird die Valenzschale zu-
nächst durch ein HC-Modell beschrieben. Allerdings werden erst Auflösungen
ab sin(θ)/λ < 1.0 Å
−1
betrachtet, da darunter keinerlei Deformation der inne-
ren Schalen sichtbar ist. Ebenso werden die Maxima in der Elektronendichte bis
sin(θ)/λ < 3.0 Å
−1
bestimmt und selbst bei diesen Auflösungen wird der Referenz-
wert bei unendlicher Auflösung von 5.83 eÅ−3 nicht einmal bei statischen Struk-
turfaktoren erreicht.
Neben der Auflösungsabhängigkeit ist in der zweiten Schale auch der Einfluss
der thermischen Bewegung stärker ausgeprägt als in der Valenzschale. Während
im Falle von statischen Strukturfaktoren der Wert des Maximums bei der maxima-
len Auflösung von sin(θ)/λ < 3.0 Å
−1
einen Wert von 4.19eÅ−3 erreicht, so beträgt
dieses Maximum bereits bei Uiso = 0.017Å2 nur noch 0.54 eÅ−3. Dieser Eﬀekt ist so
stark ausgeprägt, da sowohl die Informationen über die Deformation der inneren
elektronischen Schalen als auch die über die thermische Bewegung in den Hoch-
winkeldaten der Strukturfaktoren enthalten sind. Dies bedeutet, dass für eine Re-
konstruktion der inneren Schalen eine gute Entfaltung von chemischer Deformati-
on und thermischer Bewegung stattfindenmuss. Gleichzeitig sollte es das Ziel sein,
den Temperaturfaktor möglichst gering zu halten und bei niedrigen Temperaturen
zu messen. Dies sollte in entsprechenden experimentellen Studien beispielsweise
durch Messungen bei Temperaturen < 10K erreicht werden. Hierdurch kann die
Bewegung der Atome nahezu auf die Nullpunktschwingung reduziert werden.
Allerdings ist zu beachten, dass im Rahmen einer experimentellen Ladungsdich-
testudie die Diﬀerenzelektronendichte, wie sie bislang diskutiert worden ist, nicht
direkt interpretiert wird. Vielmehr wird mit einer MP-Entwicklung versucht, die
dynamischen Strukturfaktoren zu entfalten. Daher stellen die bislang diskutier-
ten Werte nur eine obere Grenze des Fehlers dar, der Auftreten kann, wenn diese
Entfaltung nicht richtig funktioniert. Um endgültig Auskunft geben zu können,
ob die Polarisation der inneren Schalen mit einem EHC-Modell aus dynamischen
Strukturfaktoren extrahiert werden kann, muss eine solche Verfeinerung inklusive
der Entfaltung durchgeführt werden. Dafür werden dynamische Strukturfaktoren
für das Modellsystem 1 berechnet, bei denen das Sc- und das C-Atom anisotrop
schwingen (siehe Abschnitt 7.1.4 für die entsprechenden Auslenkungsparameter).
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Abbildung 3.16: Diﬀerenzelektronendichtekarten (Referenz: IAM-Modell) von 1
berechnet aus a) statischen Fc, b) dynamischen Fc und c) nach der Ent-
faltung der thermischen Bewegung des Scandiumatoms. Konturlinien bei
±0,0.05,0.15,0.25, . . . ,1.85 eÅ−3. Negative Werte als blaue, positive Werte als ro-
te und Nullkontur als graue Linien.
Betrachtet man zunächst die Diﬀerenzelektronendichte der statischen bzw. dy-
namischen Strukturfaktoren (Abbildung 3.16a bzw. b) mit dem IAM als Referenz,
so scheint es, dass die Information über die Polarisation der inneren Schalen nur
im ersten Fall in den Strukturfaktoren enthalten ist. Im Bereich der zweiten Scha-
le des Sc-Atoms (angedeutet durch den grünen Kreis in Abbildung 3.16) zeigt sich
nämlich dasMaximum auf der cis-Seite, dasman auf Grund der Ergebnisse der vor-
angegangenen Abschnitte bei sin(θ)/λ < 1.8 Å
−1
erwartet. Bei der Betrachtung der
dynamischen Strukturfaktoren befinden sich in der Valenz zwar die gleichenMaxi-
ma wie im Fall statischer Strukturfaktoren, auch wenn diese ausgedämpft sind und
geringere Werte aufweisen. In der zweiten Schale zeigt sich aber kein lokales Ma-
ximum und die Information über die Polarisation der zweiten Schale ist zunächst
nicht sichtbar.
Um zu zeigen, dass diese Information dennoch in den dynamischen Strukturfak-
toren enthalten ist, wurden diese mit dem Gewichtungsschema
Fp.stat(H) = Fdyn(H)e
+2π2HTUScH (3.6)
multipliziert. Der Faktor, der durch die Gauß-Funktion beschrieben wird, ist das
Inverse zum Temperaturfaktor. Daher kann man diese Gewichtung so interpre-
tieren, dass das Sc-Atom nicht mehr bzw. die anderen Atome mit einem redu-
zierten Temperaturfaktor schwingen. Die daraus resultierenden Strukturfaktoren
Fp.stat(H) werden als teilweise statisch bezeichnet und ihre Diﬀerenzelektronen-
dichte ist in Abbildung 3.16c dargestellt. Während das C- und das H-Atom immer
noch von einer, wenn auch reduzierten Dämpfung durch die thermische Bewegung
107
3.2 Das Multipol-Modell bei subatomarer Auflösung
betroﬀen sind, so ist die Diﬀerenz in der Nähe des Sc-Atomsmit dem statischen Fall
vergleichbar. Dies bedeutet, dass die Informationen über die Polarisation der inne-
ren elektronischen Schalen in den dynamischen Strukturfaktoren enthalten sind,
auch wenn dies auf den ersten Blick nicht so erscheint.
Tabelle 3.6: L(r) (in eÅ−5) an der Orten der LCC in den Elektronenschalen des
Scandiumatoms in 1, wie sie aus der DFT-Rechnung und entsprechenden MP-
Modellen verfeinert gegen statische (Fstat , MP3), partiell statische (Fp. stat , MP3b)
und vollständig dynamische Strukturfaktoren (Fdyn, MP3a) erhalten werden.
Modell trans-LICC BCC t-LICC BCC(2) trans-LICC(2) t-LICC(2)
DFT 239.9 166.4 168.5 53668 − 51376
L1.8(r) 241.0 163.9 190.4 51721 51340 −
MP3a 226.1 149.5 150.4 59784 50820 52631
MP3b 236.5 161.7 156.6 53084 51451 −
MP3 244.6 162.0 159.2 52045 50657 −
Um abschließend die Möglichkeit der Rekonstruktion der inneren Schalen aus
dynamischen Strukturfaktoren bewerten zu können, wurde die Verfeinerung eines
EHC-Modells bei sin(θ)/λ < 1.8 Å
−1
(MP3a) durchgeführt. Neben den Multipol-
parametern wurden auch die Temperaturparameter angepasst. Diese liefern zum
Beispiel für das Sc-Atom die Werte U11 = 0.028999, U22 = 0.034001 und U33 =
0.024994Å2, welche gut mit ihren Ausgangswerten von U11 = 0.029, U22 = 0.034
und U33 = 0.025Å2 übereinstimmen. Außerdem wurde ein EHC-Modell mit den
partiell statischen Strukturfaktoren nach Gleichung 3.6 (MP3b) verfeinert, wobei
in diesem Fall die Temperaturfaktoren bei den eigentlichenWerte belassen werden,
um unphysikalische, negative Werte zu vermeiden.
Um die Qualität der beiden Modelle MP3a und MP3b beurteilen zu können,
wurden die Ladungskonzentrationen der zweiten und der dritten Schale bestimmt
und mit den Werten der DFT-Rechnung, des statischen MP3 und des Wertes von
L1.8(r), also dem Wert von Lsin(θ)/λ(r) bei 1.8Å−1 verglichen (siehe Tabelle 3.6). In
der Valenzschale stimmt das qualitative Polarisationsmuster in allen betrachteten
Fällen gut überein, allerdings wird die Stärke der CCs in MP3a durchgängig un-
terschätzt. Dies ist vermutlich auf Korrelationen zwischen den elektronischen und
thermischen Parametern während der Verfeinerung zurückzuführen, was sich auf
die Strategie der einzelnen Schritte der Verfeinerung sowie die darin enthaltenen
freien Parameter auswirkt. Solche Korrelationen stellen die größte Schwierigkeit
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Abbildung 3.17: Die Isokonturliniendarstellung in (a) zeigt L(r) basierend auf der
statischen DFT-Elektronendichteverteilung in der Molekülebene von 1, die Isoo-
berfläche in (b) (L(r)=51330 eÅ−5) die entsprechende Polarisation in der zwei-
ten Schale. Diese ist ebenfalls in (c-e) dargestellt, wie sie aus (c) Lsin(θ)/λ(r) bei
1.8Å−1 (51355 (transparent) bzw. 51571 eÅ−5), (d) MP3a (48920 (transparent)
bzw. 51330 eÅ−5) und (e) MP3b (51330 eÅ−5) erhalten wird. Konturlinien in (a)
bei ±2,4,8·10n eÅ−5 mit n = −1,0,1,2,3 und zusätzlichen Konturen bei 150 und
51450 eÅ−5.
für entsprechende experimentelle Studien dar.
In der zweiten Schale (siehe Abbildung 3.17) zeigen die EHC-Modelle MP3 und
MP3b das gleiche qualitative Polarisationsmuster aus BCC(2) und trans-LICC(2),
wie es auch von L1.8(r) vorhergesagt wird. Dabei kommt es bei beidenMP-Modellen
noch zu quantitativen Abweichungen, aber deren Werte der BCC(2) liegen mit
52045 bzw. 53084 eÅ−5 über dem Wert von L1.8(r), der den tatsächlichen Wert
unterschätzt. Ein Torus ist weder in MP3 noch MP3b erkennbar, diese t-LICC(2)
lässt sich aber in MP3a in der zweiten Schale des Sc-Atoms auflösen. Dadurch
ist die qualitative Übereinstimmung des MP3a mit dem Polarisationsmuster der
DFT-Rechnung zwar besser, aber in dieser Schale wird die Stärke aller CCs deut-
lich überschätzt. Insgesamt lässt sich festhalten, dass alle drei Modelle die starke
BCC(2) und damit das signifikanteste Merkmal dieser Schale beschreiben können.
In diesem Abschnitt konnte demzufolge gezeigt werden, dass eine experimen-
telle Untersuchung der Polarisation der inneren elektronischen Schalen von Über-
gangsmetallverbindungen prinzipiell möglich ist. Die Anforderungen an solche
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Experimente liegen aber deutlich höher als diejenige, die für Ladungsdichtestu-
dien angewandt werden, die nur die Eﬀekte auf die Valenzschale diskutieren
wollen. Dies betriﬀt zunächst die Auflösung, bis zu der die Strukturfaktoren be-
stimmt werden müssen. Diese sollte für eine Ladungsdichtestudie bei subatoma-
rer Auflösung jenseits von der Auflösung von Röntgenröhren mit Molybdänanode
(sin(θ)/λ < 1.4 Å
−1
) liegen. Außerdem sollte die thermische Bewegung weitestge-
hend reduziert werden, also bei möglichst tiefen Temperaturen (< 10K) gemessen
werden. Dadurch werden die kernnahen Bereiche in der Diﬀerenzelektronendich-
te nicht so stark ausgedämpft und die Entfaltung von elektronischer Struktur und
thermischer Bewegung wird folglich erleichtert.
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4 Relativistische Effekte in späten
Übergangsmetallverbindungen
Die Multipolentwicklung im Rahmen des HC-Formalismus [53] stellt die am wei-
ten verbreitetste Methode dar, die Elektronendichte aus Strukturfaktoren zu re-
konstruieren. Dabei wurde die Genauigkeit der Elektronendichteverteilung eines
HC-Modells bereits mehrfach überprüft, [247, 253, 264, 405, 406] wobei für solche
Studien in der Regel Strukturfaktoren berechnet werden und anschließend getes-
tet wird, inwieweit das Modell von der zu Grunde gelegten Elektronendichtever-
teilung abweicht. Dabei spielen sowohl die Größe des Basissatzes [253, 254] als
auch die Beschreibung der elektronischen Korrelation [246, 248–252, 407] sowie
dieWahl des Modell-Hamilton-Operators zur Beschreibung der relativistischen Ef-
fekte [113, 246, 256, 257, 259–261, 408] eine entscheidende Rolle bei der Beschrei-
bung der Elektronendichte durch das HC-Modell, da dessen Ergebnisse von den
zu Grunde gelegten Annahmen für die Modellbildung abhängen. So wurde bereits
untersucht, welchen Einfluss relativistische Eﬀekte auf die Atomformfaktoren be-
sitzen, [409–412] die sich auf Grund des engen Zusammenspiel zwischen Theorie
und Experiment auf die Elektronendichteverteilung des HC-Modells niederschla-
gen.
Im Folgenden soll daher zunächst in einer einführenden Übersicht der Einfluss
der relativistischen Eﬀekte auf Elektronendichte eines freien Pt-Atoms sowie des-
sen Atomformfaktor dargelegt werden. Anschließend wird untersucht, inwieweit
relativistische Eﬀekte für die Strukturfaktoren der molekularen Modellsysteme
TM(C2H2) 4, (TM = Ni (4a), Pd (4b), Pt (4c)) eine Rolle spielen, indem die Größe
des Eﬀekts mit dem durch die Bindungsbildung hervorgerufenen verglichen wird.
Eine solche Studie mit einem vierkomponentigen Hamilton-Operator [413] wurde
bislang nur in einem bereits veröﬀentlichen Ausschnitt dieser Arbeit in der Litera-
tur berichtet. [414] Die gewählten Systeme wurden bereits auf den Einfluss der re-
lativistischen Eﬀekte auf die Elektronendichteverteilung untersucht, [67, 113] bei
der es sich um die reziproke Größe der Strukturfaktoren handelt. Abschließend
soll noch untersucht werden, inwiefern die Erweiterung des MP-Formalismus zum
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EHC-Modell verwendet werden kann, um die Größe der relativistischen Eﬀekte ba-
sierend auf experimentellen Daten abzuschätzen. Die Grundlagen dieser Methode
wurden ebenfalls bereits in der Literatur kommuniziert. [415]
Abbildung 4.1: Die radiale Dichteverteilung D(r) für die von der Hauptquanten-
zahl n definierten Schalen eines Pt-Atoms aus einer nicht-relativistischen (NR) und
eine quasi-relativistischen (DKH2) Rechnung (gestrichelte bzw. durchgezogene Li-
nie) gegenüber dem Abstand r von der Atomposition in einem Bereich bis 0.3Å (a)
bzw. 1.0Å (b) zeigt den Eﬀekt der relativistischen Kontraktion der elektronischen
Schale n durch die Verschiebung des äußerten Maximums in D(r).
Um die Größe der relativistischen Eﬀekte bestimmen zu können, benötigt
man immer eine entsprechende nicht-relativistische Referenz, denn die relativis-
tischen Eﬀekte sind als Unterschied zwischen einem relativistischen und nicht-
relativistischen Erwartungswert definiert. [416] Während sich der relativistische
Erwartungswert sowohl im Experiment als auch in der Theorie bestimmen lässt,
kann die nicht-relativistische Referenz nur aus einer quantenchemischen Rech-
nung extrahiert werden. Für eine theoretische Studie stellt dies jedoch keine Ein-
schränkung dar und die relativistischen Eﬀekte können aus dem Vergleich der Er-
gebnisse von (quasi-) relativistischen Rechnungen mit einer nicht-relativistischen
erhalten werden.
Da es sich bei den verwendeten Systemen um formal geschlossen-schalige Elek-
tronenkonfigurationen handelt, werden die relativistischen Eﬀekte größtenteils
durch die skalar-relativistischen Eﬀekte [261] hervorgerufen. Wird die Spin-Bahn-
Wechselwirkung berücksichtigt, so wird die Einteilchen-Wellenfunktion durch Spi-
noren beschrieben. Deren unterschiedliches radiales Verhalten wurde bereits zum
Beispiel in [327, 417, 418] diskutiert. Im Rahmen dieser Arbeit steht aber allein die
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skalar-relativistische Kontraktion der einzelnen elektronischen Schalen im Fokus.
Diese sind in den inneren Schalen, also denen mit niedriger Hauptquantenzahl n,














als Verhältnis der Orbitalradien (r0 bzw. rr für das nicht-relativistische bzw. das re-
lativistische Orbital) ebenfalls die Zunahme der relativistischen Masse mr gegen-
über der nicht-relativistischen Ruhemassem0 (siehe z.B. [419–421]) aus. Die relati-
vistischen Eﬀekte nehmen nach der Abschätzung 4.1 mit steigender Kernladung Z
des Atoms zu, während sie mit steigender Hauptquantenzahl n abnehmen. Neben
diesen Größen wird noch die Lichtgeschwindigkeit im Vakuum c (in atomaren Ein-
heiten) für eine Abschätzung der relativistischen Eﬀekte benötigt. Die Kontraktion
∆r = r0/rr beträgt 2, 6 bzw. 22% für die 1s-Schale des Ni-, Pd- bzw. Pt-Atoms. Um ei-
ne relativistische Kontraktion aus einer quantenchemischen ab initio-Rechnung zu
erhalten, kann die radiale Wahrschenlichkeitsdichte D(r) = 4πr2ρ¯(r) (siehe Glei-
chung 2.61) verwendet werden. Dabei kann deren äußerstes Maximum mit der
Größe eines Orbitals bzw. einer Schale identifiziert werden, [327] die wiederum
über die Hauptquantenzahl n definiert ist. Betrachtet man die quantenchemische
Rechnung eines Pt-Atoms, dessen Funktion D(r) in Abbildung 4.1 dargestellt ist,
[422] ergibt sich eine relativistische Kontraktion ∆r = 21.3, 9.9, 4.6 bzw. 2.5% für
die Schalen von n = 1−4. Speziell für die Kontraktion der ersten Schale (21.3%) lie-
fert die Gleichung 4.1 eine sehr gute Näherung für die Größe der relativistischen
Eﬀekte, die zu 22% abgeschätzt worden sind.
Wenn man die relativistischen Eﬀekte auf Röntgen-Strukturfaktoren untersucht,
so hängt deren Bestimmung von der maximal zugänglichen Auflösung ab. Die ma-
ximale Datenauflösung spielt für die Bestimmung der relativistischen Eﬀekte auf
Strukturfaktoren eine entscheidende Rolle, da die Koordinate im reziproken Raum
im Rahmen der Fourier-Transformation die konjugierte Größe zum Ortsvektor r
darstellt. Da sich die relativistischen Eﬀekte besonders im kernnahen Bereich zei-
gen, sind diese in den Strukturfaktoren bei hoher Auflösung enthalten. Somit stellt
eine begrenzte Auflösung eine wesentliche Einschränkung für die Genauigkeit dar,
mit der relativistische Eﬀekte auf Strukturfaktoren bestimmt werden können. Die-
ser Einfluss soll im Folgenden anhand des Atomformfaktors eine Pt-Atoms darge-
stellt werden, wie er mit Hilfe des DKH2-Hamilton-Operators berechnet wurde.
Der Atomformfaktor wird in Abbildung 4.2 gegen die Auflösung in sin(θ)/λ auf-
getragen, und zwar einmal für die Auflösung, wie man sie mit modernen Synchro-
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Abbildung 4.2: Abhängigkeit der Beiträge der einzelnen elektronischen Schalen
n zum Atomformfaktor |fDKH2(H)| eines Platin-Atoms mit einer 5d10 Valenzelek-
tronenkonfiguration von der Auflösung im reziproken Raum sin(θ)/λ (in Å−1) im
Bereich bis 4Å−1 (a) bzw. 67Å−1 (b).
trons der dritten Generation erreichen kann, [401] (Abbildung 4.2a) sowie für ex-
trem hohe Auflösungen außerhalb des experimentell zugänglichen Bereichs (Ab-
bildung 4.2b). Bei der Betrachtung der Schale mit n = 5, welche in D(r) als einzige
noch einen signifikanten Beitrag in einem Abstand von etwa 1Å zur Atomposition
leistet (siehe Abbildung 4.1b), zeigt sich der reziproke Zusammenhang zwischen
D(r) im Realraum und dem Atomformfaktor im reziproken Raum. Bei dieser Scha-
le handelt es sich um diejenige, welche am Ende der experimentell zugänglichen
Auflösungen keinen Beitrag mehr zum gesamten Atomformfaktor des Pt-Atoms
leistet und bei sin(θ)/λ = 4Å−1 auf null abgefallen ist.
Dagegen ist die Schale mit n = 1 inD(r) nur nahe an der Atomposition von null ver-
schieden und zeigt deshalb im Atomformfaktor bis sin(θ)/λ < 4Å−1 einen konstan-
ten Verlauf und fällt erst bei deutlich höheren Auflösungen im reziproken Raum
ab.
Bevor nun die relativistischen Eﬀekte auf den Atomformfaktor des Pt-Atoms dis-
kutiert werden, sei an dieser Stelle bereits darauf hingewiesen, dass für die Scha-
le mit n = 1 keine relativistischen Eﬀekte bei experimentell zugänglichen Auflö-
sungen nachgewiesen werden können. Dies folgt aus dem konstanten Verlauf des
Atomformfaktors in diesem Bereich, dessen Wert durch die Normierung auf die
Elektronenzahl der Schale vorgegeben ist (N = 2 für n = 1).
Um die relativistischen Eﬀekte auf den Atomformfaktor des Pt-Atoms zu un-
tersuchen, wird zunächst die Diﬀerenz |fDKH2(H)| − |fNR(H)| bis sin(θ)/λ < 67Å−1
betrachtet (siehe Abbildung 4.3a). Zunächst fällt auf, dass der dargestellte Graph
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Abbildung 4.3: Die absolute Diﬀerenz (|fDKH2(H)| − |fNR(H)|, a) und die relative
Diﬀerenz ((|fDKH2(H)| − |fNR(H)|)/ |fNR(H)|), b) des Atomformfaktors eines freien
Pt-Atoms aufgetragen über sin(θ)/λ (in Å−1) zeigt die Größe der relativistischen
Eﬀekte, die in der absoluten Darstellung für hohe Beugungswinkel kleiner werden
bzw. in der relativen Auftragung auf Grund der Abnahme des Atomformfaktors
hohe Werte erreichen.
keine negativen Werte annimmt. Die relativistische Kontraktion der Elektronen-
dichte im Realraum führt zu einer Expansion des Atomformfaktors im reziproken
Raum, weshalb |fDKH2(H)| im gezeigten Bereich durchgängig größere Werte be-
sitzt als |fNR(H)|. Des Weiteren zeigt sich eine Schalenstruktur in der Diﬀerenz der
Atomformfaktoren, deren höchster Wert als drittes Maximum bei sin(θ)/λ ≈ 5Å−1
auftritt. Ein ähnliches Verhalten wurde bereits für Halogen-Atome berichtet. [412]
Bei größeren Auflösungen nimmt die Größe der lokalen Maxima ab, was imWider-
spruch zu obiger Erwartung steht. Da der Atomformfaktor bei steigender Auflö-
sung mehr und mehr Informationen über den Bereich nahe der Atomposition ent-
hält, sollten die relativistischen Eﬀekte bei steigender Auflösung immer weiter zu-
nehmen. Diese Abnahme stammt aus der Überlagerung der relativistischen Eﬀekte
mit der systematischen Abnahme des Atomformfaktors bei hohen Auflösungen,
da das Pt-Atom keine punktförmige Streuquelle für Röntgenstrahlung darstellt.
Um den Eﬀekt dieser Faltung zu vermeiden, kann man die relative Diﬀerenz der
Atomformfaktoren (|fDKH2(H)| − |fNR(H)|)/ |fNR(H)| (siehe Abbildung 4.3b) betrach-
ten. [408] In dem Bereich bis sin(θ)/λ ≈ 4Å−1, welcher ebenfalls in Abbildung 4.3b
dargestellt ist, zeigen sich drei stufenweise Anstiege der relativen Diﬀerenz der
Atomformfaktoren, wobei nun wie zu erwarten die relativistischen Eﬀekte mit stei-
gender Auflösung zunehmen. Dies wurde in diesem Auflösungsbereich bereits für
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die absolute Diﬀerenz beobachtet, aber für größere Auflösungen steigt lediglich die
relative Diﬀerenz weiter an. Diese erreicht bei etwa 10Å−1 ein lokales Maximum.
Für Auflösungen größer 20Å−1 steigt die relative Diﬀerenz monoton an, aber eine
lokale Extremstelle lässt sich im betrachteten Bereich nicht mehr feststellen.
Die stufenweise Zunahme der relativistischen Eﬀekte in der relativen Darstel-
lung lässt sich mit den einzelnen elektronischen Schalen des Pt-Atoms korrelieren,
indem man ihre Position mit dem Atomformfaktor |fDKH2(H)| der einzelnen Scha-
len (siehe Abbildung 4.2) vergleicht. Zum Beispiel zeigt der Atomformfaktor der
Beiträge mit n = 5 eine deutliche Abnahme bei etwa 0.5Å−1, also in einem Bereich,
in dem die relativen relativistischen Eﬀekte stark zunehmen. Die zweite Stufe der
relativistischen Eﬀekte tritt bei 1.5Å−1 auf, also in einem Bereich, in welchem der
Atomformfaktor der Schale mit n = 4 beinahe auf null abgefallen ist. Analog dazu
kann man den dritten Anstieg der relativistischen Eﬀekte mit der Schale mit n = 3
verknüpfen und daraus folgern, dass eine Röntgenbeugungsstudie in einem expe-
rimentell zugänglichen Auflösungsbereich (sin(θ)/λ ≈ 4Å−1) zumindest die relati-
vistischen Eﬀekte der drei äußersten Schalen (n = 3, 4, 5) enthält.
Die für die Atomformfaktoren des Pt-Atoms erhaltenen Ergebnisse sollen im
Folgenden auf die Strukturfaktoren des molekularen Modellsystems 4 übertra-
gen werden. Durch die formale d10-Konfiguration des Übergangsmetallatoms wird
die Diskussion wiederum auf die skalar-relativistischen Eﬀekte beschränkt. Die-
se Acetylen-Komplexe können für TM=Ag durch sperrige Liganden stabilisiert
und als [Ag(C2H2)(Al(OC(CF3)3)3)4] (9) [64] kristallisiert werden. Die bereits pu-
blizierte experimentelle Ladungsdichtestudie für die Analyse der Verbindungsver-
hältnisse in 9 [64, 423] ermöglicht es, den Eﬀekt der chemischen Bindung auf die
Strukturfaktoren abzuschätzen. Durch den Vergleich der Strukturfaktoränderung,
der durch chemische Wechselwirkungen bzw. relativistische Eﬀekte hervorgerufen
wird, lässt sich die Signifikanz der letzteren beurteilen.
Im Rahmen dieser Studie wurden neben einer vierkomponentigen Dirac-
Hartree-Fock-Rechnung (DHF, unter Verwendung des Dirac-Coulomb-Hamilton-
Operators) der quasi-relativistische DKH2- und ZORA-Hamilton-Operator ver-
wendet und deren Ergebnisse mit einer nicht-relativistischen Referenz (als NR ab-
gekürzt) verglichen. Die Details der Rechnungen sind in Abschnitt 7.2 zusammen-
gefasst. Dabei sei darauf hingewiesen, dass in der DHF- und ZORA-Rechnung die
Eﬀekte der Spin-Bahn-Wechselwirkung enthalten sind, diese aber nicht diskutiert
werden.
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4.1 Relativistische Effekte auf Strukturfaktoren
Betrachtet man die relativistischen Eﬀekte auf die molekularen Systeme 4, so er-
wartet man zunächst, dass sich bei 4c die Ergebnisse der Atomformfaktoren auf
molekulare Strukturfaktoren übertragen lassen, da diese zu einem großen Teil
von dem Streufaktor des Pt-Atoms dominiert werden. Dazu wird im Folgenden
der absolute relativistische Eﬀekt auf die Struktrurfaktoren anhand der Diﬀerenz
∆FHˆ (H) = |FHˆ (H)| − |FNR(H)| für die (quasi-) relativistischen Hamilton-Operatoren
(Hˆ = DHF, DKH2, ZORA) diskutiert. Dabei wurde die Auflösung auf Werte von
sin(θ)/λ ≤ 1.8Å−1 beschränkt, um die experimentelle Signifikanz der Ergebnisse
zu betonen.
Die absolute Diﬀerenz der Strukturfaktoren (siehe Abbildung 4.4) weist für die
Verbindung 4c ein lokales Maximum von etwa 1.4 in ∆FDHF(H) auf, welches bei
allen drei gezeigten Diﬀerenzen ∆FDHF(H), ∆FDKH2(H) und ∆FZORA(H) ähnlich
stark ausgebildet sind. Dabei zeigt sich vor allem anhand der Einhüllenden des
Graphen der stufenweise Anstieg wie beim Atomformfaktor, der mit den relati-
vistischen Eﬀekten der beiden äußersten Schalen begründet werden kann. Ver-
gleicht man die relativistischen Eﬀekte ∆FDHF(H) (Abbildung 4.4a-c) mit denen
von ∆FDKH2(H) (Abbildung 4.4d-f) bzw. ∆FZORA(H) (Abbildung 4.4g-h), so zeigt
sich, dass die relativistischen Eﬀekte gut mit den quasi-relativistischen Hamilton-
Operatoren beschrieben werden können. Dies bestätigen auch die Diﬀerenzen
|FDHF(H)| − FDKH2(H)| bzw. |FDHF(H)| − FZORA(H)|, welche betragsmäßig kleiner
als 0.1 für alle betrachteten Systeme sind. Dieses Ergebnis ist damit im Ein-
klang mit den relativistischen Eﬀekten auf die Elektronendichte, welche die quasi-
relativistischen Hamilton-Operatoren gut beschreiben. [113]
Allerdings zeigen sich neben der Einhüllenden auch Serien von Strukturfakto-
ren, bei denen die relativistischen Eﬀekte nicht so stark ausgeprägt sind. Diese tre-
ten bei schwachen Reflexen auf, deren Strukturfaktor sich durch die Überlagerung
der Strukturfaktoren zweier einzelner Moleküle nach Gleichung 2.48 in Abschnitt
2.4 berechnet. Besteht der Strukturfaktor des einzelnen Moleküls F1(H) überwie-
gend aus dem Realteil, so trägt dessen Betrag fast vollständig zum Strukturfaktor
der gesamten Einheitszelle bei. Ein Strukturfaktor F1(H), der überwiegend aus dem
Imaginärteil besteht, liefert dagegen kaum einen Beitrag zum Strukturfaktor der
Elementarzelle. Damit lässt sich der geringere Betrag und somit auch der geringe-
re relativistische Eﬀekt auf diese Strukturfaktoren erklären. Um dies darzustellen,
wurden in Abbildung 4.4 die Datenpunkte gemäß der angularen Abweichung des
Strukturfaktors des einzelnen Moleküls von der imaginären Achse eingefärbt, so
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(i) ∆FZORA(H), 4c
Abbildung 4.4: Absolute Diﬀerenz der Strukturfaktoren ∆FDHF(H), ∆FDKH2(H)
und ∆FZORA(H) der Modellsysteme 4a (a,d,g), 4b (b,e,h) und 4c (c,f,i) aufgetragen
über der Auflösung sin(θ)/λ im reziproken Raum in Å−1. Dabei sind die Daten
bezüglich des Betrags des spitzen Winkels zwischen dem Strukturfaktor F1,NR(H)
der nicht-relativistischen Rechnung ohne Inversionssymmetrie, d.h. mit nur einem
Molekül in der Elementarzelle, und der imaginären Achse eingefärbt (siehe (a) für
eine Skala, derenWinkel sich aus dem demPhasenwinkelφ ∈ [0,2π) gemäßπ/2−φ,
φ − π/2, 3π/2 −φ bzw. φ − 3π/2 für 0 ≤ φ < π/2, π/2 ≤ φ < π, π ≤ φ < 3π/2 bzw.
3π/2 ≤ φ < 2π berechnet).
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dass ein vollständig realer/imaginärer Strukturfaktor F1,NR(H) in Abbildung 4.4
gelb/schwarz dargestellt wird. Betrachtet man diejenigen Reflexe, bei denen der
Strukturfaktor des einzelnen Moleküls nahezu imaginär ist (schwarz eingefärbt in
Abbildung 4.4), so handelt es sich hierbei um die Strukturfaktoren, bei denen der
relativistische Eﬀekt kleine Werte auf der absoluten Skala annimmt. Die gelb ein-
gefärbten Strukturfaktoren bestehen im einzelnen Molekül fast ausschließlich aus
dem Realteil und besitzen neben hohen Absolutwerten bei der Betrachtung der
gesamten Elementarzelle auch hohe absolute relativistische Eﬀekte.
Diese Strukturfaktoren mit niedrigem Betrag spielen auch eine wesentli-
che Rolle, wenn zu einer besseren Beurteilung der Signifikanz der relativisti-
schen Eﬀekte die relativen Diﬀerenz ∆FDHF(H)/ |FNR(H)|, ∆FDKH2(H)/ |FNR(H)| und
∆FZORA(H)/ |FNR(H)| betrachtet wird. Dabei treten relativistische Eﬀekte von bis
zu 2000% auf, weshalb in Abbildung 4.5 alle Strukturfaktoren ausgeschlossen wer-
den, deren Phasenwinkel der nicht-relativistischen Strukturfaktoren des einzelnen
Moleküls um weniger als 1° von der imaginären Achse abweicht. Dadurch wurden
668 Reflexe ausgeschlossen, was weniger als 1% aller Strukturfaktoren entspricht,
und die relative Abweichung beträgt für alle drei Systeme nach dem Filtern we-
niger als 20%. Bevor die relativistischen Eﬀekte im Detail diskutiert werden, soll
zunächst auf die in Abbildung 4.5 vernachlässigten Diﬀerenzen am Beispiel des
Systems 4c eingegangen werden.
In einer ersten Näherung lassen sich die Strukturfaktoren mit den extrem ho-
hen relativen relativistischen Eﬀekten als statistische Ausreißer auﬀassen, aber
eine genauere Betrachtung enthüllt einen systematischen Einfluss auf diese Ab-
weichungen. Der höchste Durchschnittswert wird für die Strukturfaktoren (13
-9 19), (13 9 19), (13 -9 -19) und (13 9 -19) beobachtet, für die im Schnitt
∆FDHF(H)/ |FNR(H)| ≈ 2000% gilt. Jeweils zwei dieser Reflexe sind durch eine Spie-
gelebene in der molekularen ac-Ebene miteinander verknüpft, weshalb (13 -9 19)
und (13 9 19) bzw. (13 -9 -19) und (13 9 -19) den gleichen |FDHF(H)|-Wert von
0.012 bzw. 0.0136 besitzen. Dies führt zu einem relativen relativistischen Eﬀekt
von ∆FDHF(H)/ |FNR(H)| ≈ 2600% für (13 -9 -19) bzw. ∆FDHF(H)/ |FNR(H)| ≈ 1500%
für (13 -9 19), wobei insgesamt 58 Reflexe der (hk|l |)-Reihe mit h = 13 und |l | = 19
relativistische Eﬀekte von 21% undmehr aufweisen. So ergeben sich innerhalb die-
ser Serie für k = 7, 8, 9, 10, 11 die relativen Diﬀerenzen ∆FDHF(H)/ |FNR(H)| ≈ 76%,
59%, 1600%, 111%, 58%, welche in Abbildung 4.5 nicht dargestellt werden.
Interessanterweise zählen die Reflexe (13 -9 19) und (13 -9 -19) zu denen, auf
die eine Beschreibung der Elektronendichte im Rahmen des EHC-Modells einen
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Abbildung 4.5: Relative Diﬀerenz der Strukturfaktoren ∆FDHF(H), ∆FDKH2(H)
und ∆FZORA(H) der Modellsysteme 4a (a,d,g), 4b (b,e,h) und 4c (c,f,i) aufgetra-
gen über der Auflösung sin(θ)/λ im reziproken Raum in Å−1. Die Diﬀerenz der
Strukturfaktoren, bei denen der Winkel zwischen dem Strukturfaktor der nicht-
relativistischen Rechnung ohne Inversionssymmetrie und der imaginären/reellen
Achse kleiner oder gleich 1° ist, wurden vernachlässigt/ in blau dargestellt (übrige
Punkte in rot).
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großen Einfluss auf die Diﬀerenz (|FEHC(H)| − |FIAM (H)|)/ |FIAM (H)| besitzt und in
diesem Fall etwa 12% beträgt. Auch die anderen Reflexe, die durch die Verwen-
dung des EHC stark beeinflusst werden, befinden sich innerhalb der Serie (13 k 19)
und erreichen ihren Maximalwert von 1278% für (13 8 19). Dieser Zusammenhang
zwischen dem Einfluss der chemischen Bindung (beschrieben durch das EHC) und
den relativistischen Eﬀekten ist eine lohnendes Thema für weitergehende Studien.
Die Verteilung der Elektronendichte innerhalb der Elementarzelle beeinflusst
somit entscheidend, welche Reflexe stark von den Abweichungen betroﬀen sind.
Für theoretische Strukturfaktoren spielt es daher auch eine Rolle, wie ein Molekül
in der Zelle orientiert ist bzw. welche Elementarzelle verwendet wird. Auch wenn
in experimentellen Röntgenbeugungsstudien diese Parameter nicht frei wählbar
sind, so werden dennoch einige Reflexe diese starken Abweichungen zeigen. Trotz
der festgestellten Systematik handelt es sich bei dem Auftreten der betrachteten
Ausreißer um molekülspezifische Größen, die nicht für alle Systeme verallgemei-
nert werden können. Daher werden die Reflexe mit diesen starken Abweichungen
in der folgenden Diskussion vernachlässigt und versucht, einen Trend herauszuar-
beiten, der sich auf andere Systeme mit ähnlicher Zusammensetzung übertragen
lässt.
Betrachtet man die Diﬀerenz ∆FDHF(H)/ |FNR(H)| nach dem Filtern der Ausrei-
ßer, wie sie in Abbildung 4.5a-c dargestellt ist, so liegen die Werte im Bereich zwi-
schen -10% und 20%. Dieses um den Ursprung asymmetrische Intervall impliziert
bereits, das es sich bei den relativistischen Eﬀekten um einen systematischen Ein-
fluss auf die Strukturfaktoren handelt. Sie ist aber für 4c am stärksten ausgeprägt
und für 4a und 4b ist diese Systematik noch nicht eindeutig sichtbar. Des Weiteren
lässt sich die erwartete Zunahme der relativistischen Eﬀekte mit steigender Kernla-
dungszahl des Übergangsmetallatoms nur schwer aus der relativen Diﬀerenz aller
Strukturfaktoren ablesen. Daher werden im Folgenden die Strukturfaktoren be-
trachtet, deren Phasenwinkel des einzelnen Moleküls um weniger als 1° von der
reellen Achse abweicht. Diese sind in Abbildung 4.5 blau hervorgehoben und stel-
len in der absoluten Diﬀerenz (Abbildung 4.4) die Einhüllende (in gelb dargestellt)
dar. An diesen relativen Diﬀerenzen kann man einen stufenweisen Anstieg für alle
drei Systeme erkennen, der wie in der absoluten Darstellung wiederum mit den
beiden äußersten Schalen verknüpft werden kann. Des Weiteren lässt sich hiermit
auch zeigen, dass die relativistischen Eﬀekte mit der Kernladungszahl des Metalla-
toms zunehmmen. Die Abweichung bei sin(θ)/λ = 1.8Å−1 steigt von etwa 1.5% für
4a über 2.5% für 4b auf 4% für 4c an, wobei speziell der letzte Wert gut mit der
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Größe der relativen relativistischen Eﬀekte auf den Atomformfaktor des Pt-Atoms
übereinstimmt (siehe Abbildung 4.3b).
Wenn man diese Ergebnisse mit denen von ∆FDKH2(H)/ |FNR(H)| und
∆FZORA(H)/ |FNR(H)| vergleicht (siehe Abbildung 4.5), so zeigen die relativen Dif-
ferenzen einen ähnlichen Verlauf wie für die DHF-Rechnung. Die maximale Ab-
weichung der quasi-relativistischen Hamilton-Operatoren gegenüber der vierkom-
ponentigen Referenz beträgt weniger als 2.5%, was wiederum belegt, dass die
relativistischen Eﬀekte auf Strukturfaktoren gut mit den quasi-relativistischen
Hamilton-Operatoren zu beschreiben sind.
Die bisherigen Ergebnisse lassen sich quantitativ auswerten, wenn man den kris-
tallographischen R1-Wert für N Strukturfaktoren nach
R1 =
∑







berechnet. Für die Diﬀerenz ∆FDHF(H) ergeben sich die Werte R1 = 0.81%, 1.51%
und 2.78% entlang der Serie 4a, 4b, 4c, was die Zunahme der relativistischen Ef-
fekte auf die Strukturfaktoren entlang dieser Reihe belegt. DesWeiteren bestätigen
die R1-Werte ganz gut die Stärke der relativistischen Eﬀekte, wie sie aus Abbildung
4.5 bei sin(θ)/λ = 1.8Å−1 abgeschätzt wurden.
Zusammenfassend lässt sich feststellen, dass die relativen relativistischen Eﬀek-
te auf einzelne Strukturfaktoren mehr als 2000% betragen können. Da dies aber
nur einzelne Reflexe betriﬀt, die dazu einen geringen Absolutwert besitzen, ist die
Betrachtung dieser Abweichungen nicht repräsentativ. Die relativistischen Eﬀek-
te der betrachteten Systeme liegen für die meisten Reflexe bei weniger als 20%
und diese werden durch die quasi-relativistischen Hamilton-Operatoren ebenfalls
beschrieben. Eine quantitative Analyse über den R1-Wert oder die spezielle Be-
trachtung der Strukturfaktoren mit hohem Absolutwert enthüllt außerdem die
Zunahme der relativistischen Eﬀekte, wenn die Kernladungszahl des TM-Atoms
zunimmt.
Diese Ergebnisse sollten sich mit den relativistischen Eﬀekten auf die Elektro-
nendichte der Systeme vergleichen lassen, da diese mit den Strukturfaktoren über
die Fourier-Transformation verknüpft ist. Der relativistische Eﬀekt auf die Elektro-
nendichte am TM-C-BCP wurde zu 0, 1.3 bzw. 6% für 4a, 4b bzw. 4c bestimmt,
[67, 113] was von der Größenordnung her mit dem R1-Wert von 0.81, 1.15 bzw.
2.78% übereinstimmt. Allerdings handelt es sich bei einem BCP um eine lokale
Größe, die noch dazu im Wesentlichen von der Valenzelektronendichte abhängt.
In den Strukturfaktor geht dagegen die Gesamtelektronendichte, also die Beiträ-
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(a) FDHF (H)−FNR(H), 4a (b) FDHF (H)−FNR(H), 4b (c) FDHF (H)−F(H), 4c
(d) FDHF (H)−FDKH2(H), 4a (e) FDHF (H)−FDKH2(H), 4b (f) FDHF (H)−FDKH2(H), 4c
(g) ρDHF (r)− ρDKH2(r), 4a (h) ρDHF (r)− ρDKH2(r), 4b (i) ρDHF (r)− ρDKH2(r), 4c
Abbildung 4.6: Die Fourier-Transformation der Strukturfaktoren (in der komple-
xen Zahlenebene) in den Realraum der Diﬀerenz FDHF(H) − FNR(H) für die Ver-
bindungen 4a (a), 4b (b), 4c (c) ist von Abbrucheﬀekten dominiert und eignet sich
daher nicht zur Lokalisation der relativistischen Eﬀekte aus Strukturfaktoren im
Realraum. Die gute Übereinstimmung der Fourier-Transformation der Diﬀerenz
FDHF(H)−FDKH (H) (d-f) mit der Diﬀerenz der Elektronendichte ρDHF(r)−ρDKH2(r)
(g-i) zeigt, dass der Großteil der relativistischen Eﬀekte durch die Verwendung
eines quasi-relativistischen Hamilton-Operators wie DKH2 beschrieben werden
kann. Konturwerte bei ±2,4,8 · 10n eÅ−3 (n = −2,−1,0,1,2,3), positive Werte rot
und durchgezogen bzw. negative Konturwerte blau gestrichelt.
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ge aller Orbitale, ein, weshalb die relativistischen Eﬀekte auf die Strukturfaktoren
durch eine Fourier-Synthese der Diﬀerenz FDHF(H) − FNR(H) im Realraum lokali-
siert werden. Allerdings zeigt die entsprechende Diﬀerenzfourierkarte (Abbildung
4.6a-c) eine wellenförmige Struktur um das TM-Atom, die durch Abbrucheﬀekte
der Fourier-Transformation hervorgerufen wird. Diese entstehen, wenn man einen
begrenzten Satz an Strukturfaktoren in den Realraum transformiert. Durch den
Abbruch bei einer begrenzten Auflösung ist das notwendige Kriterium für die Kon-
vergenz der Summe, nämlich das ihre einzelnen Glieder für hohe Auflösungen sich
null annähern, noch nicht erfüllt. Üblicherweise erfüllt eine Diﬀerenz von Struk-
turfaktoren dieses Kriterium und liefert glatte Diﬀerenzfourierkarten, aber durch
die Zunahme der relativistischen Eﬀekte bei hohen Auflösungen ist dies nicht der
Fall. Somit ist die Darstellung der relativistischen Eﬀekte in einer Diﬀerenzfou-
rierkarte nicht geeignet, zumal sich in dieser Darstellung noch nicht einmal die
Position der leichten Atome feststellen lässt.
Um die Abbrucheﬀekte zu vermeiden, wird die Fourier-Synthese der Diﬀe-
renz FDHF(H) − FDKH2(H) betrachtet. Diese Karte (Abbildung 4.6d-f) zeigt nun
nicht mehr die relativistischen Eﬀekte, sondern enthüllt, inwieweit ein quasi-
relativistischer Hamilton-Operator die Ergebnisse einer vierkomponentigen Rech-
nung reproduzieren kann. Da beide quasi-relativistischen Hamilton-Operatoren
bislang vergleichbare Ergebnisse geliefert haben, wird die Studie beispielhaft mit
DKH2 durchgeführt. Dass die Diﬀerenzfourierkarten von FDHF(H) − FDKH2(H)
nicht von starken Abbrucheﬀekten betroﬀen sind, bestätigt den bisherigen Schluss,
dass der DKH2-Hamilton-Operator die relativistischen Eﬀekte akkurat beschrei-
ben kann. Da sich im Bereich der chemischen Bindung, also im Bereich des TM-
C-BCPs kein Unterschied zeigt, belegt dies, in Übereinstimmung mit den Ergeb-
nissen von [113], den vernachlässigbaren Einfluss der relativistischen Eﬀekte auf
die Elektronendichte des BCPs in 4a. Des Weiteren zeigt sich durch den Ver-
gleich der Diﬀerenzfourierkarte mit der entsprechenden Diﬀerenzelektronendich-
te ρDHF(r)− ρDKH2(r) ein interessantes, nicht radial-symmetrisches Phänomen um
das Ni-Atom. Dieser Unterschied deutet daauf hin, dass die relativistischen Eﬀek-
te auf die Ladungskonzentrationen der Valenzschale [62, 78, 79] nicht vollstän-
dig von dem DKH2-Hamilton-Operator beschrieben werden können. Außerdem
ist der Eﬀekt der endlichen Auflösung im reziproken Raum sichtbar, da in der
Diﬀerenzelektronendichte eine Struktur nahe der Atomposition des Nickels auf-
tritt, dieses aber nicht in der Diﬀerenzfourierkarte aufgelöst werden kann. Für die
schwereren Homologe der Serie zeigt sich dagegen auf das jeweilige Atom bezogen
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eine sphärisch-symmetrische Abweichung, lediglich in der Diﬀerenzfourierkarte
von 4c zeigen sich von null verschiedene Konturen im Bereich des Pt-C-BCPs (sie-
he Abbildung 4.6f). Da diese in der Diﬀerenzelektronendichte nicht auftreten, ist
die Ursache dafür nicht eine schlechte Leistung des DKH2-Hamilton-Operators
bei der Beschreibung von relativistischen Eﬀekten, sondern sie ist in dem Auftre-
ten von Fourier-Artefakten zu suchen. Diese Eﬀekte sind aber deutlich geringer als
bei der Betrachtung der relativistischen Eﬀekte, weshalb die entsprechende Diﬀe-


































Abbildung 4.7: Die relative Diﬀerenz der Strukturfaktoren FDHF (H)−FDKH2(H)
|FDHF (H)|
zwi-
schen dem voll- und einem quasi-relativistischen Hamilton-Operator zeigt in den
Modellsystemen 4a (a), 4b (b) und 4c (c) eine geringere Abweichung als der ent-
sprechende relativistische Eﬀekt (siehe Abbildung 4.5). Die Strukturfaktoren, die
in der P1-Struktur um weniger als 1° von der Realachse/Imaginärachse abweichen
und damit nach der Überlagerung mit dem zweiten Molekül eine hohen/niedrigen
Betrag aufweisen, wurden blau eingefärbt/ vernachlässigt.
Die Übereinstimmung bzw. die Abweichung zwischen den Strukturfaktoren der
DHF- und DKH2-Rechnung lässt sich auch an der relativen Diﬀerenz (|FDHF(H)| −
|FDKH2(H)|)/ |FDHF(H)| ablesen, die in Abbildung 4.7 dargestellt ist. Die nach dem
Filtern größte relative Abweichung beträgt in etwa 2.5% und ist damit um eine
Größenordnung geringer als die relativistischen Eﬀekte selbst. Betrachtet man den
relativistischen Eﬀekt auf die Strukturfaktoren mit großem Betrag (blau darge-
stellt), so zeigen diese keine stark ausgeprägte systematische Abweichung. Wäh-
rend bei 4a, 4b wenn überhaupt eine leichte Überschätzung der relativistischen
Eﬀekte vorliegt, schwankt die Abweichung bei 4c um den Wert von null. Diese gu-
te Übereinstimmung kann auch an dem R1-Wert von 0.04, 0.02 und 0.03% für 4a,
4b und 4c abgelesen werden. Da die R1-Werte fast null sind und sich nicht sys-
tematisch mit der Kernladungszahl des TM-Atoms ändern, hebt dieses Ergebnis
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Abbildung 4.8: Relative Diﬀerenz der Strukturfaktoren FMP (H)−FIAM (H)
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von 9 zeigt,
dass der Einfluss der relativistischen Eﬀekte auf die Strukturfaktoren eine ähnliche
Größenordnung wie die chemischen Bindung besitzt. Die entsprechenden Quarti-
len Q1 und Q3, d.h. die Grenze, in der 50% der Werte liegen, wurden als schwarze
Linien angegeben, während die entsprechenden Werte der relativistischen Eﬀekte
für 4b bis sin(θ)/λ < 1.1Å−1 bestimmt und als blaue Linien dargestellt werden.
Abschließend soll noch geklärt werden, ob die bislang diskutierten Eﬀekte eine
Relevanz für experimentelle Ladungsdichtestudien besitzen. Diese Frage wird an
Hand der Ergebnisse des Systems [Ag(C2H2)(Al(OC(CF3)3)3)4] (9) diskutiert, in-
dem man den Eﬀekt der chemischen Bindung auf die Strukturfaktoren abschätzt.
Dazu wird die relative Diﬀerenz (FMP (H) − FIAM (H))/ |FMP (H)| (siehe Abbildung
4.8) betrachtet, die Abweichungen von bis zu 100% auf die Strukturfaktoren zeigt.
Diese Eﬀekte ruft die chemische Bindung, die mit einem HC-Modell beschrieben
wird, hervor. Allerdings liegen 19967 von 22357 Reflexen in einem Bereich von
±2.5%. Dabei sind die Werte um die Null verteilt, was man auch an dem Wert
der Quartilen Q1 bei -0.69% und Q3 bei 0.62% ablesen kann, zwischen denen sich
50% der Werte befinden. Vergleicht man dieses Intervall mit dem entsprechenden
für die relativistischen Eﬀekte von 4b bis sin(θ)/λ < 1.1Å−1, so befindet sich Q1
und Q3 bei 0.70% und 1.05%. Neben dem systematischen Einfluss der Kontrakti-
on der Elektronendichte im Realraum zeigt sich, dass der relativistische Eﬀekt auf
die Strukturfaktoren mindestens genauso signifikant ist wie der der chemischen
Bindung.
Dies wird wiederum durch die Betrachtung der R1-Werte bestätigt, welche in
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dem relevanten Auflösungsbereich (sin(θ)/λ < 1.1Å−1) 0.47%, 0.80% und 1.27%
für 4a, 4b und 4c betragen. Speziell der Wert für 4b ist vergleichbar mit dem Ef-
fekt der chemischen Bindung, der in 9 zu 0.86% berechnet wird. Dadurch ist eine
akkurate Berücksichtigung der relativistischen Eﬀekte notwendig, um die Elektro-
nendichteverteilung aus gemessenen Strukturfaktoren zu extrahieren.
Da die Fehler der quasi-relativistischen Hamilton-Operatoren um eine Größen-
ordnung geringer sind als der relativistische Eﬀekt, spielen sie allerdings zunächst
eine untergeordnete Rolle. Speziell bei Auflösungen über 1.4Å−1 zeigen sich die
größten Abweichungen der quasi-relativistischen Hamilton-Operatoren, also bei
subatomarer Auflösung. Für die Rekonstruktion der Elektronendichte der inneren
Schalen im Rahmen eines EHC-Modells könnten die Abweichungen dagegen zu
Fehlern führen, was zu nicht mehr interpretierbaren MP-Parametern oder sogar
einer ungenauen Elektronendichteverteilung führen kann.
Eine Beurteilung, ob die Verwendung von quasi-relativistischen atomaren Da-
tenbanken die Genauigkeit experimenteller Studien negativ beeinflusst, führt aber
über den Rahmen dieser Arbeit hinaus. Die deutlich stärker ausgeprägten relati-
vistischen Eﬀekte selbst sollten auf jeden Fall in experimentellen Strukturfaktoren
enthalten sein, weshalb im folgenden Abschnitt ein Verfahren vorgestellt wird, wie
man diese Eﬀekte aus Strukturfaktoren extrahieren kann. Dies stellt zudem eine
Anwendung des EHC-Modells dar, mit dem aus experimentellen Daten Informa-
tionen über Übergangsmetallverbindungen zugänglich gemacht werden, die mit-
tels eines IAM oder HC-Modells nicht bestimmt werden können.
4.2 Relativistische Effekte aus Strukturfaktoren
Wie in Abschnitt 3 gezeigt wurde, lässt sich die Elektronendichteverteilung der in-
neren Schalen von Übergangsmetallverbindungen mit dem EHC-Modell adäquat
beschreiben, wenn Strukturfaktoren bei ausreichend hoher Auflösung bestimmt
worden sind. Mit steigender Auflösung spielen aber, wie im vorangegangenen Ab-
schnitt gezeigt, die relativistischen Eﬀekte auf die Strukturfaktoren eine immer
größere Rolle, die hauptsächlich durch die skalar-relativistische Kontraktion [421]
hervorgerufen werden. Im Folgenden wird das EHC-Modell angewandt, um die-
sen Eﬀekt aus den Strukturfaktordaten zu extrahieren. Damit soll gezeigt werden,
dass ein EHC-Modell genug Flexibilität besitzt, um physikalische Eﬀekte wie im
Rahmen der Relativitätstheorie zu beschreiben und experimentell zugänglich zu
machen.
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Eine zentrale Fragestellung bei der Untersuchung von relativistischen Eﬀekten
stellt wie bereits oben angedeutet die Definition einer nicht-relativistischen Re-
ferenz dar, gegen die man die relativistischen Eﬀekte als Abweichung der ent-
sprechenden Erwartungswerte vergleicht. In der Quantenchemie ist diese NR-
Referenz allerdings nur in der Theorie zugänglich, weshalb relativistische Ef-
fekte zumeist im Rahmen von theoretischen Studien behandelt wurden (z.B. in
[261, 418, 421, 424–428]). Durch die enge Verzahnung zwischen Theorie und
Experiment bei der Rekonstruktion der Elektronendichte aus Strukturfaktoren
[70, 127], sollte es aber möglich sein, die relativistische Kontraktion der einzelnen
elektronischen Schalen basierend auf experimentellen Daten abzuschätzen.
Die Basis für die Bestimmung der relativistischen Eﬀekte bildet das EHC-
Modell, das in Gleichung 3.2 in Abschnitt 3.2 beschrieben ist. Jedes Pseudoatom,
welches für die Beschreibung einer bestimmten elektronischen Schale verwendet
wird, besitzt einen radialen Skalierungsparameter κ. Mit diesem kann die Ex-
pansion bzw. Kontraktion einer Schale durch die Bildung einer chemischen Bin-
dung beschrieben werden, wobei sich dieser Eﬀekt auf ein freies Atom bezieht,
dessen LCAO in einer Datenbank zur Verfügung gestellt wird. Für schwere Ele-
mente wird in der Regel die VM-Datenbank [236] verwendet, die auf einer quasi-
relativistischen DFT-Rechnung beruht. Verwendet man an Stelle einer quasi- eine
nicht-relativistische atomare Wellenfunktion, so beschreibt der κ-Parameter nach
der Anpassung des Modells an die berechneten oder gemessenen Strukturfaktoren
die relativistischen Eﬀekte. Allerdings können neben den relativistischen Eﬀekten
noch weitere Eﬀekte auftreten, die durch den κ-Parameter kompensiert werden.
Neben systematischen Fehlern im Experiment können die begrenzte Auflösung,
Fehler durch den verwendeten Hamilton-Operator (quasi-relativistische Beschrei-
bung bzw. Probleme der DFT) oder die Kontraktion durch die chemische Bindung
den Wert von κ beeinflussen.
Speziell für die Schalen mit kleiner Hauptquantenzahl n ist der relativistische
Eﬀekt am größten und dominiert daher den Wert des κ-Parameters. Aber auch für
die Valenzschalen sollte es möglich sein, die relativistische Kontraktion von wei-
teren Eﬀekten wie der chemischen Bindung zu trennen, indem man die Verfeine-
rung mit einer nicht- und einer (quasi-) relativistischen atomaren Wellenfunktion
in der Datenbank durchführt. In beiden Fällen beeinflusst die chemische Bindung
den Wert des κ-Parameters, während nur im ersten die relativistische Kontrakti-
on einbezogen wird. Daher kann folgendes Verfahren verwendet werden, um die
relativistischen Eﬀekte aus Strukturfaktoren zu bestimmen:
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1. Als Ausgangspunkt wird ein EHC-Modell verfeinert, wobei eine (quasi-) re-
lativistische atomare Wellenfunktion verwendet wird, die in der Regel in
einer Datenbank hinterlegt ist. Der entsprechende Parameter κn,REL der n-
ten Schale, für die die relativistischen Eﬀekte bestimmt werden sollen, wird
ebenfalls an die Daten angepasst.
2. Die Datenbank wird durch eine nicht-relativistische ersetzt und der Parame-
ter κn,NR wird bestimmt, wobei alle anderen Parameter unverändert bleiben.








wird aus den beiden κ-Parametern berechnet, die beide im gleichen Maß die
oben diskutierten Fehler enthalten, wodurch sich deren Eﬀekte gegenseitig
kompensieren.
Die so bestimmtenWerte ∆rn,e lassen sich mit den Ergebnissen aus atomaren Rech-
nungen vergleichen, bei denen das äußertse Maximum von D(r) [429] sowohl für






lässt sich aus der Position der Maxima rn,NR/REL der n-ten Schale berechnen.
Da die Deformation der Valenzdichte während der Verfeinerung des entspre-
chenden κn-Parameters als konstant angesehen wird, scheint es eine sinnvolle Ver-
einfachung darzustellen, von einem Modell unabhängiger Atome, also dem IAM,
zu starten. Der Einfluss der chemischen Bindung auf die Strukturfaktoren wird al-
so nicht explizit berücksichtigt, sondern lediglich der jeweilige κn,REL-Parameter
im ersten Schritt des obigen Verfahrens bestimmt. Für beide Modelle wird nun
untersucht, ob sich der Wert ∆rn aus den κn-Parametern bestimmen lässt. Dies
wird zunächst an dem Modellsystem 4c gezeigt, für das Strukturfaktoren bis
sin(θ)/λ < 1.8Å−1 berechnet wurden. Details zu dem als Startwert verwendeten
EHC-Modells befinden sich in [415].
Bestimmt man die Skalierungsparameter κn für das Pt-Atom in 4c, lassen sich
die relativistischen Kontraktionen nach Gleichung 4.3 bestimmen (siehe Tabelle
4.1). Durch die begrenzte Auflösung im reziproken Raum ist eine stabile Verfei-
nerung des κ1-Parameters nicht möglich, weshalb ∆rn,e nur für die Schalen n = 2
bis 4 berechnet wird. Da der Atomformfaktor des Pt-Atoms in dem betrachteten
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Tabelle 4.1:Werte von κn und die entsprechende relativistische Kontraktion ∆rn,e
nach Gleichung 4.3 der Schale mit Hauptquantenzahl n des Pt-Atoms aus dem
EHC/IAM-Modell, das an berechnete Strukturfaktoren des molekularen Modell-
systems 4c angepasst wurde.
κn Modell κn,REL κn,NR ∆rn,e ∆rn,c
κ2 EHC 0.999900(40) 1.089228(44) 8.93 9.87
IAM 0.998462(176) 1.087656(192) 8.93
κ3 EHC 0.999956(4) 1.036624(5) 3.67 4.62
IAM 0.999953(19) 1.036621(20) 3.67
κ2/κ3 EHC 1.016799(302)/ 1.114216(331)/ 9.58/
0.998186(31) 1.034147(32) 3.60
IAM instabil 1.032991(1251) −
1.042894(152)
κ4 EHC 0.999863(4) 1.010486(13) 1.06 2.49
IAM 1.001297(18) 1.011946(21) 1.06
Auflösungsbereich nahezu konstant verläuft (siehe Abbildung 4.2), kann man eine
Quantifizierung der Kontraktion auch erst bei höheren Auflösungen erwarten.
Bereits für die Schale mit n = 2 konvergieren die Verfeinerungen innerhalb von
10 Zyklen in ein Minimum und der Parameter verändert sich zuletzt um weniger
als 10−10 Standardabweichungen. Sowohl die geringe Zahl der Zyklen als auch die
kleine Änderung des Parameters deuten bereits darauf hin, dass die vorgeschla-
gene Methode robust genug ist, um die relativistischen Eﬀekte verlässlich aus den
Strukturfaktoren zu extrahieren und zu quantifizieren. So zeigt sich für die n = 2
Schale bei der Verwendung des EHC-Modells ein Wert von κ2,REL = 0.999900(40),
der sich nur geringfügig von dem Startwert von eins unterscheidet. Die Wahl des
Hamilton-Operators für die Berechnung der Datenbank spielt somit nur eine klei-
ne Rolle bzw. sie kompensiert sich mit der begrenzten Auflösung. Der Wert von
κ2,NR = 1.089228(44) beschreibt eine deutliche Kontraktion der Schale mit n = 2,
wenn eine nicht-relativistische Datenbank verwendet wird. Diese führt nach Glei-
chung 4.3 zu einer Kontraktion ∆r2,e = 8.93%, welche unter Berücksichtigung der
begrenzten Auflösung bereits gut mit dem Referenzwert ∆r2,c = 9.87% überein-
stimmt. Für die Schalen mit n = 3, 4 lassen sich analog dazu die Kontraktionen
∆r3,e = 3.67% und ∆r4,e = 1.06% bestimmen, die wiederum die Referenzwerte aus
D(r) von ∆r3,c = 4.62% und ∆r4,c = 2.46% bestätigen. Des Weiteren zeigt sich, dass
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die aus dem IAM bestimmten Kontraktionen ∆rn,e in der angegebenen Genauigkeit
identisch mit denen aus dem EHC sind. Die relativistische Kontraktion der fünften
Schale wurde nicht bestimmt, da deren Elektronendichte durch die Bindungsbil-
dung im Vergleich zum freien Atom am stärksten deformiert ist. Schließlich zeigt
sich eine systematische Unterschätzung der relativistischen Kontraktion, auf de-
ren Zusammenhang mit der begrenzten Datenauflösung noch genauer eingegan-
gen wird. Allerdings lassen sich die qualitativen Trends, z.B. das die relativistische
Kontraktion mit steigender Hauptquantenzahl abnimmt, reproduzieren, was die
Verlässlichkeit der Methode verdeutlicht.
Bei dem bisherigen Vorgehen wurde nur jeweils ein κn-Parameter verfeinert, was
Korrelationen zwischen den einzelnen Parametern ausschließt. Es wurde aber auch
überprüft, ob eine gleichzeitige Verfeinerung der Parameter, in diesem Falle κ2 und
κ3 möglich ist. Startet man von dem EHC-Modell, so ergeben sich bei gleichzeiti-
ger Anpassung von κ2 und κ3 die relativistischen Kontraktionen ∆r2,c = 9.58% und
∆r3,c = 3.60%. Diese stimmen gut mit den Referenzwerten überein, allerdings wei-
sen die κn-Werte einen um eine Größenordnung angestiegenen Fehler auf im Ver-
gleich zu einer einzelnen Bestimmung der beiden Parameter. Die Kontraktion lässt
sich nicht aus dem IAM bestimmen, da die Verfeinerung der κn,REL-Werte nicht
stabil konvergiert. Um die Methode so stabil wie möglich zu halten, ist somit die
Verfeinerung von jeweils einem Parameter zu bevorzugen.
Nun soll das Verfahren zur Bestimmung von relativistischen Eﬀekten auf ge-
messene Strukturfaktoren angewandt werden, und zwar zunächst für das Co-
Atom in Sc3CoC4, für das ein HC-Modell als Startpunkt vorliegt. [68] Die In-
formationen über relativistische Eﬀekte sind bereits in den Strukturfaktoren mit
sin(θ)/λ < 1.4 Å
−1
enthalten, da die Verfeinerungen der κn-Werte innerhalb von
15 Zyklen auf weniger als 10−10 Standardabweichungen konvergieren. Die Ver-
feinerung von κ2 und κ3, die jeweils die Strukturfaktoren der s- und p-Orbitale
beschreiben, ermöglicht die experimentelle Bestimmung der Kontraktionen ∆rn,e
für die zweite und dritte Schale. Die Werte ∆r2,e = 0.80% und ∆r3,e = 0.70% (sie-
he Tabelle 4.2) bestätigen die Referenzwerte von 1.17% und 0.89%, welche erneut
systematisch unterschätzt werden. Die bessere Übereinstimmung von ∆r3,e deutet
erneut darauf hin, dass die begrenzte Auflösung einen Einfluss auf die Ergebnisse
besitzt. Auch für experimentelle Daten kann ein IAM als Startpunkt für die Be-
stimmung der relativistischen Eﬀekte dienen, da wie im Fall theoretischer Struk-
turfaktoren identische Werte für beide Modelle bestimmt werden (siehe Tabelle
4.2).
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Tabelle 4.2:Werte von κn und die entsprechende relativistische Kontraktion ∆rn,e
nach Gleichung 4.3 der Schale mit Hauptquantenzahl n des Co- bzw. Ce-Atoms aus
dem EHC/IAM-Modell, das an gemessene Strukturfaktoren bei unterschiedlicher
Datenauflösung sin(θ)/λ (in Å−1) angepasst wurde.
Verbindung sin(θ)/λ κn κn,REL κn,NR ∆rn,e ∆rn,c
EHC
Sc3CoC4[68] 1.39 κ2 0.996(1) 1.004(1) 0.80 1.17
κ3 0.996(2) 1.003(2) 0.70 0.89
IAM
Sc3CoC4[68] 1.39 κ2 0.995(1) 1.003(1) 0.80 1.17
κ3 0.990(2) 0.997(2) 0.70 0.89
CeB6[430] 1.36 κ2 0.890(7) 0.930(7) 4.49 5.39
κ3 0.988(1) 1.005(1) 1.72 2.61
CeNi9Ga4[431] 1.36 κ2 1.023(15) 1.070(16) 4.59 5.39
κ3 0.999(1) 1.015(1) 1.60 2.61
CeNi9Ge4[431] 1.27 κ2 0.996(30) 1.009(32) 4.45 5.39
κ3 0.997(3) 1.014(3) 1.71 2.61
Nach der Demonstration, dass die relativistische Kontraktion aus experimentel-
len Daten bestimmt werden kann, soll nun überprüft werden, inwieweit die Er-
gebnisse für das gleiche Atom in unterschiedlichen Verbindungen reproduzierbar
sind. Dafür wird die relativistische Kontraktion der Schalen mit n = 2 und 3 des
Ce-Atoms in den Verbindungen CeB6[430], CeNi9Ga4[431] und CeNi9Ge4[431] be-
stimmt, die in allen drei Fällen vergleichbare Werte liefern sollte, wenn durch die
vorgestellte Methode in der Tat nur relativistische Eﬀekte beschrieben werden. Die
Messung des CeB6 wurde bei T = 100K auf einem anderen Diﬀraktometer durch-
geführt als die Datensammlung der beiden anderen Verbindungen bei Raumtem-
peratur. Auch die sonstige Messstrategie und das Verfahren der Datenreduktion
unterscheiden sich zwischen den Datensätzen. Dennoch stimmen die relativisti-
schen Kontraktionen ∆r2,e = 4.49%/4.59%/4.45% und ∆r3,e = 1.72%/1.60%/1.71%
für CeB6/CeNi9Ga4/CeNi9Ge4 exzellent untereinander überein und die dadurch
bestätigte Reproduzierbarkeit der Ergebnisse erlaubt die Anwendung der vorge-
schlagenen Methode zur experimentellen Bestimmung der skalar-relativistischen
Kontraktionseﬀekte.
Die Ergebnisse für die Cer-Verbindungen unterschätzen wiederum systematisch
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die relativistische Kontraktion gegenüber dem Theoriewert, was bereits für das Co-
und das Pt-Atom beobachtet wurde. Bevor der Grund für diese Abweichung näher
betrachtet wird, sollte man sich ins Gedächtnis rufen, welch kleine Absolutwerte
der Kontraktion diskutiert werden. Die absolute Änderung
∆rabsn,c = rn,NR − rn,REL (4.5)
beschreibt den Unterschied zwischen dem äußersten Maximum in D(r) der nicht-
relativistischen bzw. relativistischen Rechnung und kann aus der relativen Diﬀe-
renz nach Formel 4.4 durch die Multiplikation mit rn,REL bestimmt werden. Analog
dazu kann aus der relativen Kontraktion ∆rn,e die absolute Änderung
∆rabsn,e = rn,REL ∗∆rn,e (4.6)
berechnet werden, wenn derWert von rn,REL aus einer atomaren Rechnung bekannt
ist. Für das Ce-Atom ergibt sich aus einer atomaren Rechnung für ∆rabsn,c 0.116pm.
Für die drei Ce-Verbindungen CeB6, CeNi9Ga4 und CeNi9Ge4 ergibt sich aus den
gemessenen Strukturfaktoren ein ∆rabsn,e von 0.097, 0.099 und 0.096 pm. Die Abwei-
chung zwischen den Methoden zeigt sehr geringe absolute Werte, auch wenn die
experimentell bestimmten Werte wiederum durchgängig zu klein sind.
Eine mögliche Ursache für die quantitativen Abweichungen der ermitteltenWer-
te von ihrer Referenz stellt die Auflösungsabhängigkeit der Ergebnisse dar. Um die-
se zu analysieren, werden die Verfeinerungen von CeB6 und einem freien Pt-Atom
bei unterschiedlichen Auflösungen durchgeführt. Die untere Grenze wird dadurch
vorgegeben, dass die Verfeinerungen der κn-Parameter instabil werden, wenn zu
wenige gemessene Strukturfaktoren zur Verfügung stehen. Im Fall von CeB6 ist die
Obergrenze der Auflösung experimentell vorgegeben, während die Atomformfak-
toren des Pt-Atoms prinzipiell bis zu einer beliebigen Auflösung berechnet werden
können. Allerdings ist der Wert von sin(θ)/λ, bis zu welchem die Programme die
Atomformfaktoren behandeln können, in der Praxis begrenzt. Für Auflösungen bis
1.8Å−1 werden die Verfeinerungen mit XD2006 [237] durchgeführt, was sowohl
für CeB6 und das freie Pt-Atom geschehen ist (siehe Abbildung 4.9). Für das Pt-
Atom wurden die Verfeinerungen zusätzlich mit dem Programm Jana2006 [432]
durchgeführt, wodurch die relativistische Kontraktion bis zu einer Auflösung von
6.25Å−1 bestimmt werden kann.
Bei der Auflösungsabhängigkeit der Schalen mit n = 2, 3 und 4 des Ce-Atoms in
CeB6 (siehe Abbildung 4.9a) zeigt sich bei der maximalen Auflösung die systema-
tische Unterschätzung der relativistischen Eﬀekte, die bereits mehrfach erwähnt
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Abbildung 4.9: Abhängigkeit der relativistischen Kontraktion ∆r von sin(θ)/λ im
reziproken Raum bei der Bestimmung des κ-Parameters sowie der Wert aus der
Verschiebung des äußersten Maximums von D(r) als waagrechte Linie für die
Verbindungen CeB6 (a, mit gemessenen Strukturfaktoren) bzw. das freie Pt-Atom
(b, mit berechneten Strukturfaktoren). Die Fehlerbalken der Verfeinerung mit Ja-
na2006 wurden in lila hervorgehoben, während sie bei den die Verfeinerungen mit
XD2006 die gleiche Farbe wie die entsprechenden Punkte (siehe Abbildung für
Legende) besitzen.
wurde. Bei der bislang noch nicht diskutierten Schale mit n = 4, die sich aus den
Beiträgen der 4s4p4d-Orbitale der Datenbank zusammensetzt, ist die Abweichung
zur Referenz am geringsten. Im Gegensatz zu den Schalen mit n = 2 und n = 3 wird
diese Diskrepanz bei sinkender Auflösung im reziproken Raum größer, was den
Eﬀekt der Auflösung auf die Ergebnisse bestätigt. Da die Schale mit n = 4 im Real-
raum größer ist als die mit n < 4, sind über sie bereits Informationen in den Struk-
turfaktoren bei niedrigerer Auflösung enthalten und diese Schale kann bereits ab
0.4Å−1 stabil verfeinert werden. Für die anderen beiden betrachteten Schalen wer-
den höhere Auflösungen benötigt, um die κ-Parameter zu verfeinern, weshalb bei
diesen beiden Schalen bei höheren Auflösungen ebenfalls eine Annäherung an den
Referenzwert erwartet wird.
Um die Auflösungsbhängigkeit der inneren Schalen zu diskutieren, werden die
relativistischen Eﬀekte des Pt-Atoms bis zu einer Auflösung von 6.25Å−1 bestimmt.
Für die Schale mit n = 4 ist die Auflösungsabhängigkeit wiederum am stärksten
ausgeprägt und verhält sich bei kleinen Auflösungen analog zu CeB6. Zunächst
steigt die relativistische Kontraktion an, bis sie etwa bei 1.4Å−1 einen konstanten
Wert von 1.06% erreicht, um anschließend bei Auflösungen über 3.0Å−1 erneut an-
zusteigen und einen Wert von 1.64% bei maximaler Auflösung zu erreichen. Die
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Schale mit n = 3 zeigt dagegen bis 6.25Å−1 keinen deutlichen Anstieg und die re-
lativistische Kontraktion beträgt etwa 3.61%, was zunächst mit einer immer noch
zu geringen Auflösung erklärt werden könnte. Dieses Argument scheint aber bei
der Betrachtung der Schale mit n = 2 nicht mehr schlüssig, da man dort einen An-
stieg der relativistischen Kontraktion bei steigender Auflösung beobachtet und bei
6.25Å−1 mit 9.61% fast der Referenzwert von 9.87% erreicht wird.
Abbildung 4.10: Abhängigkeit der relativistischen Kontraktion ∆r von sin(θ)/λ im
reziproken Raum bei der Bestimmung des κ-Parameters für (a) die Schalen n = 2
bis 4 und (b) eine Vergrößerung der Schale n = 2 für das freie Platinatom. Zum
Vergleich werden drei mögliche, auflösungsunabhängige Größen dargestellt: das
äußerste Maximum von D(r) (durchgezogene waagrechte Linie, siehe auch Abbil-
dung 4.9), die Extrapolation der verwendeten Methode zu unendlicher Auflösung
durch die Anpassung des κ-Parameters an die Elektronendichteverteilung (κ, ge-
strichelte waagrechte Linie) und der Erwartungswert 〈r〉 (gepunktete waagrechte
Linie) für die jeweilige Schale. Die Fehlerbalken der Verfeinerung mit Jana2006
wurden in lila hervorgehoben, während sie bei den Verfeinerungen mit XD2006
die gleiche Farbe wie die entsprechenden Punkte (siehe Abbildung für Legende)
besitzen.
Das unterschiedliche Verhalten der Schalen mit n = 2 und 3 scheint zunächst
widersprüchlich, da man es nicht durch die begrenzte Auflösung erklären kann.
Allerdings sollte man bedenken, dass sich die Schalen der Atome in den Daten-
banken aus Orbitalen zusammensetzen, die eine unterschiedliche radiale Nodal-
struktur besitzen. Im Besonderen beinhaltet die Schale mit n = 3 die 3d- Orbitale,
während die n = 2 Schale nur aus s- und p-Orbitalen besteht. Um zu überprüfen,
ob ein noch nicht bekannter systematischer Fehler Grund für das unterschiedliche
Verhalten der Schalen bei steigender Auflösung ist oder ob die betrachtete Auf-
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lösung zu gering ist, um die Auflösungsabhängigkeit aller Schalen zu betrachten,
werden die κ-Werte bei unendlicher Auflösung bestimmt. Dazu wurde die Elektro-
nendichte einer Schale des Pt-Atoms aus der Datenbank an die entsprechende Elek-
tronendichte einer vierkomponentigen atomaren Rechnung eines Pt-Atoms ange-
passt. Die relativistische Kontraktion wird mit dieser Methode als 9.57%, 4.02%
bzw. 1.58% für die Schale mit n = 2, 3 bzw. 4 bestimmt, wobei im ersten und letz-
ten Fall der Wert gut mit der Kontraktion aus den Strukturfaktoren übereinstimmt
(siehe Abbildung 4.10). Für n = 3 ist der Wert der Referenz größer als der aus den
Strukturfaktoren bis sin(θ)/λ < 6.25 Å
−1
, was bedeutet, dass der Wert bei höheren
Auflösungen noch ansteigen muss und auch für diese Schale eine Auflösungsab-
hängigkeit vorhanden ist. Allerdings wird der Wert von ∆rn,c auch bei unendlicher
Auflösung nicht erreicht, speziell bei steigendem n unterscheiden sich die Referen-
zen deutlich.
Anders als bei der Anpassung des κ-Parameters wird bei der Bestimmung der
Kontraktion aus D(r) nur auf einen bestimmten Abstand geachtet und das genaue
Verhalten der Elektronendichte nahe an der Atomposition geht nur teilweise mit
ein. Daher spricht die Abweichung, die zwischen diesen beiden Größen festgestellt
wird, prinzipiell nicht gegen die vorgeschlagene Methode. Betrachtet man den Er-
wartungswert 〈r〉, der z.B. in [424] tabelliert ist, so ergeben sich Kontraktionen von
9.67%, 3.64% bzw. 0.87% für n = 2, 3 bzw. 4. Für n = 2 stimmen alle drei Referenz-
werte gut miteinander überein, aber für die anderen Schalen wird die Abweichung
größer und der Wert aus der κ-Anpassung bei unendlicher Auflösung liegt zwi-
schen den anderen beiden Werten. Dieses Beispiel zeigt bereits, wie schwierig es
sich gestaltet, eine passende Referenz zu finden, gegen die die Ergebnisse der expe-
rimentellen κ-Bestimmung verglichen werden können. Eine Beurteilung, wie gut
die Vorhersagen über die relativistischen Eﬀekte quantitativ sind, bleibt somit ein
Gegenstand künftiger Studien. Die vorgeschlagene Methode eignet sich aber, um
die Größenordnung sowie die Trends der relativistischen Eﬀekte aus gemessenen
Strukturfaktoren zu bestimmen.
Zusammenfassend wurde in diesem Kapitel gezeigt, dass die relativistischen Ef-
fekte bereits bei experimentell zugänglichen Auflösungen einen signifikanten Ein-
fluss auf die Strukturfaktoren besitzen. Ihr Einfluss nimmt mit steigender Kern-
ladungszahl der jeweiligen TM-Atome zu und die absoluten Strukturfaktordif-
ferenzen erreichen für die Systeme 4 den größten Wert bei 4c. Da die absolu-
te Diﬀerenz bei hohen Auflösungen von dem systematischen Abfall der Atom-
formfaktoren dominiert wird, steigen die relativistischen Eﬀekte auf dieser Ska-
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la nicht mehr an. Bei der Betrachtung der relativen Diﬀerenzen ist dies nicht der
Fall und die Stärke der relativistischen Eﬀekte steigt mit steigender Auflösung. Bei
Systemen mit Inversionssymmetrie kommt es bereits bei niedrigen Auflösungen
durch eine Beinahe-Auslöschung der Symmetrie-erzeugten Beiträge mit denen der
asymmetrischen Einheit zu Strukturfaktoren mit verschwindend geringen Betrag.
Dadurch wird die Analyse der relativistischen Eﬀekte erschwert, da relative Ab-
weichungen von mehr als 2000% auftreten. Schließt man diese Ausreißer aus, so
kann man wie in den absoluten Diﬀerenzen eine Schalenstruktur erkennen, die
bei sin(θ)/λ < 1.8Å−1 mindestens zwei Schalen oﬀenbart. Die quasi-relativistischen
Hamilton-Operatoren können die relativistischen Eﬀekte auf die Strukturfaktoren
akkurat beschreiben, was sich auch darin äußert, dass die Fourier-Synthese der
Diﬀerenz zwischen voll- und quasi-relativistischen Strukturfaktoren keine starken
Abbrucheﬀekte zeigt und mit der Diﬀerenz der Elektronendichte vergleichbar ist.
Die Ausprägung der relativistischen Eﬀekte auf Strukturfaktoren ist bereits bei
Verbindungen der zweiten Übergangsmetallreihe mit denen der chemischen Bin-
dung vergleichbar, wie man anhand der experimentellen Ladungsdichtestudie von
9 ablesen kann. Durch die Verfeinerung eines HC-Modells lässt sich der Eﬀekt der
chemischen Bindung auf die Strukturfaktoren abschätzen und über eine dem R1-
Wert analogen Größe beschreiben. Die chemische Bindung verändert die Struk-
turfaktoren um 0.86%, was nur etwas mehr als der relativistische Eﬀekt (0.80%
für 4b) in dem betrachteten Auflösungsbereich ist. Relativistische Eﬀekte sollten
damit aus den experimentellen Daten bestimmbar sein, vor allem, wenn man be-
denkt, dass für 4c der R1-Wert bei der vollen Auflösung (sin(θ)/λ < 1.8Å−1) sogar
2.78% beträgt.
Um die relativistische Kontraktion aus gemessenen Strukturfaktoren zu bestim-
men, wurde daher ein Verfahren vorgeschlagen, das den radialen Skalierungspa-
rameter κ eines EHC-Modells dazu verwendet, die radiale Ausdehnung einer NR-
Referenz an experimentelle Strukturfaktoren anzupassen. Dieses Verfahren wur-
de sowohl für theoretische als auch experimentelle Strukturfaktoren getestet und
liefert verlässliche Ergebnisse, unabhängig ob man von einem (E)HC- oder IAM-
Modell startet. Speziell die Vergleichbarkeit der Ergebnisse von drei unterschied-
lichen Ce-Verbindungen bestätigt die Robustheit der Methode und ermöglicht es,
die qualitativen Trends der Kontraktion der einzelnen Schalen zu beschreiben. Bei
der quantitativen Übereinstimmungen gibt es leichte Abweichungen, die zum Teil
durch die begrenzte Auflösung der Strukturfaktoren hervorgerufen werden.
Die weiteren Ursachen für diese Abweichungen sind noch nicht vollständig ge-
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klärt und sollten Gegenstand weiterführender Studien sein. Solche Studien kön-
nen auch zeigen, ob es möglich ist, die Genauigkeit von quasi-relativistischen
Hamilton-Operatoren gegen experimentelle Daten zu testen. Eine deutliche Dis-
krepanz würde dann darauf hindeuten, dass atomare Datenbanken aus vierkompo-
nentigen Rechnungen notwendig sind, um akkurate Ergebnisse für Ladungsdich-
testudien bei subatomarer Auflösung zu liefern.
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In dem Abschnitt 3 wurde die Elektronendichteverteilung der Systeme 1, 2
und 3 bei subatomarer Auflösung betrachtet sowie die Möglichkeit diskutiert, in
welchem Umfang eine solche Elektronendichte aus (experimentellen) Röntgen-
Strukturfaktoren rekonstruiert werden kann. In diesem Abschnitt soll nun darauf
eingegangen werden, in welchem Maße die Elektronendichteverteilung nahe an
den Atompositionen die Eigenschaften eines Systems beeinflusst, die im Rahmen
der Quantenmechanik als Erwartungswert eines Operators Oˆ ausgedrückt werden.
Falls ein solcher Operator in Abhängigkeit des Abstands r von der Atomposition
die Form r−n∂m/∂rm besitzt, zeigt sich die Observable 〈Oˆ〉 sensitiv auf die elek-
tronische Struktur nahe der Atomposition, wenn die Summe n +m Werte größer
als null annimmt. [433] Der Operator r−n sorgt für eine starke Gewichtung der
Beiträge nahe der Atomposition, während ∂m/∂rm sich sensitiv auf eine Änderung
der Wellenfunktion zeigt, was besonders im kernnahen Bereich der Fall ist. Da
sich das im Elektronendichteoperator aus Gleichung 2.1 auftretende Dirac’sche
Delta δ(r − ri ) = −1/(4π)∇2|r − ri |−1 [434] durch die zweite Ableitung des inver-
sen Abstands zwischen dem Ortsvektor und der Position des i-ten Elektrons dar-
stellen lässt, erfüllt die Elektronendichteverteilung die genannte Bedingung, sich
nicht allein durch die Valenzbeiträge erklären zu lassen. Der Operator der nicht-
relativistischen kinetischen Energie 1/2∇2 erfüllt ebenfalls das obige Kriterium,
wodurch man für die Elektronenlokalisation, wie sie durch die ELF oder ELI-D
gezeigt wird (siehe Abschnitt 2.5.2), durch ihre Referenz zur kinetischen Energie-
dichte nach Pauli des Systems eine Sensitivität in den inneren elektronischen Scha-
len erwartet, auch wenn es sich bei dieser Größe um keine Observable handelt.
Der elektrische Feldgradient (EFG) q(A) erfüllt als zweite Ableitung des elektro-
statischen Potentials ebenfalls die oben genannte Bedingung und wurde daher als
Beispiel gewählt, an dem im Folgenden gezeigt werden soll, inwiefern eine mo-
lekulare Eigenschaft von der elektronischen Struktur bei subatomarer Auflösung
abhängt. [435] Neben der Verknüpfung des EFGs mit der Struktur [436], den Bin-
dungsverhältnissen [437] oder der Ferroelektrizität [438], wurde bereits der Zu-
sammenhang zwischen der Elektronendichteverteilung und dem EFG betrachtet.
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[439, 440] Bevor eine solche Betrachtung für die Analyse aller elektronischen Scha-
len durchgeführt wird, soll im Folgenden auf die Grundlagen des EFG eingegangen
werden. Eine Übersicht über die Berechnung des EFG befindet sich zum Beispiel
in [441, 442].
Der elektrische Feldgradient
qA = qA,nuc +qA,el (5.1)
setzt sich aus dem Beitrag der Atomkerne qA,nuc und der Elektronen qA,el zusam-
men und wird üblicherweise auf die Position eines Atomkerns A bezogen, obwohl
er prinzipiell an jedem Punkt im Ortsraum berechnet werden kann. Dabei handelt










sich (in atomaren Einheiten) aus dem Abstandsvektors der Atomkerne RAB =
RB − RA bzw. dessen Betrag RAB = |RAB| gewichtet mit der Kernladungszahl ZB
des benachbarten Atomkerns B berechnen lassen, wobei die Beiträge aller Atom-












zur Berechnung des elektronischen Beitrags qA,el weißt die gleiche Struktur wie
der Beitrag der Atomkerne auf (Gleichung 5.2) und Xˆ
A
vw hängt von dem Diﬀerenz-
vektor rAi = ri −RA zwischen der Position des i-ten Elektrons und dem Atomkern
A ab. Damit lässt sich der elektronische Beitrag des EFG










als Erwartungswert der Einteilchen-Wellenfunktionen φi schreiben, der sich in der
Ortsdarstellung durch die Elektronendichteverteilung ρ(r) (siehe Gleichung 2.5)
und dem Abstand rA eines Elektrons zum Atomkern A darstellen lässt. Gleichung


















durch eine mit dem Abstand gewichtete Elektronendichte sowie einem Tensor O
beschrieben werden kann, der in Kugelkoordinaten nur von den angularen Koor-
dinaten abhängt. Die Gleichung 5.5 verdeutlicht erneut das r−3 Verhalten des EFG-
Operators, der sensitiv auf Veränderungen in ρ(r) im kernnahen Bereich reagieren
sollte. Das negative Vorzeichen wird nicht mehr explizit aufgeführt, sondern ist in
der Definition des symmetrischen Tensors O enthalten, dessen sechs unabhängige
Komponenten in Abbildung 5.1 gezeigt sind. Die Einträge auf den Nebendiagona-
len besitzen qualitativ die Form der d-Orbitale dxy (d), dxz (e) und dyz (f), während
der dritte Eintrag auf der Hauptdiagonalen (33, (c)) einem dz2-Orbital entspricht.
Die beiden übrigen Einträge der Hauptdiagonalen 11 (b) bzw. 22 (c) zeigen die
gleiche Form wie 33, aber deren Keule ist entlang der x- bzw. y-Achse des Koordi-
natensystems orientiert.
Abbildung 5.1: Isooberflächendarstellung der Komponenten 11 (a), 22 (b), 33 (c),
12 (d), 13 (e) und 23 (f) des Tensors O aus Gleichung 5.5. Für alle sechs Einträge
des Tensors wird das in (a) spezifizierte Koordinatensystem verwendet.
Es sei darauf hingewiesen, dass sich der EFG alternativ auch aus der Poisson-
Gleichung herleiten lässt, wodurch sich der EFG durch die Elektronendichte aus-
drücken lässt [443] und es sich dadurch prinzipiell um eine Observable handelt.
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Daher wurde der EFG bereits mit einer aus dem Experiment unter Verwendung
des HC-Modells rekonstruierten Elektronendichte bestimmt [301, 443–450] und
es gab bereits Versuche, ihn direkt aus den Strukturfaktoren abzuleiten. [451, 452]
Sowohl aus der Kenntnis der Elektronendichteverteilung aus einer quantenchemi-
schen Rechnung oder einem HC-Modell als auch aus den Strukturfaktoren lassen
sich prinzipiell alle Einträge des EFG-Tensors bestimmen, auch wenn deren Be-
stimmung in der Praxis nicht notwendig ist, sondern die Kenntnis der Eigenwer-
te und Eigenvektoren des EFGs genügt, die man wiederum graphisch darstellen
kann. [442] Da es sich bei dem EFG zusätzlich um einen spurlosen Tensor handelt,
reduziert sich die Zahl der unabhängigen Eigenwerte auf zwei. Ordnet man die Ei-
genwerte nach ihrem Betrag (|qmax | ≥ |qmid | ≥ |qmin|) an, so kannman die Diskussion
des EFG auf den größten Eigenwert
qzz = qmax (5.6)
und die Anisotropie
η =
|qmid | − |qmin|
|qzz |
(5.7)
beschränken. Diese beiden Größen lassen sich mit spektroskopischen Messun-
gen bestimmen, wobei die Wahl der Methode wesentlich von dem untersuch-
ten Kern abhängt. Bei einer Verbindungen mit 57Fe-Kernen stellt die Mößbauer-
Spektroskopie [453] eine verbreitete Methode dar. Es sind aber noch weitere Me-
thoden wie die NMR (nuclear magnetic resonance), [454] NQR (nuclear quadrupole
resonance), [454] EPR (electron paramagnetic resonance), [455] Mikrowellenspektro-
skopie [456, 457] oder TDPAC (time differential perturbed angular correction) [458] in
Verwendung, deren Messungen durch den EFG beeinflusst werden. Eine detaillier-
te Beschreibung der experimentellen Methoden kann zum Beispiel in [453, 459]
gefunden werden, während eine kurze Übersicht in [115] gegeben ist. Schließ-
lich kann bei einer Messung der spezifischen Wärmekapazität bei tiefen Tempe-
raturen eine nukleare Schottky-Anomalie gefunden werden, deren Auftreten mit
dem EFG zusammenhängt. [115, 460] Durch eine spektroskopische Messung der
Kernquadrupol-Kopplungskonstante (NQCC)
NQCC[MHz] = 234.9647Q[b]qzz[au] (5.8)
lässt sich der EFG mit Hilfe des Kernquadrupol-Moments Q (NQM, in barn) be-
stimmen. Eine Übersicht der zur Zeit akzeptierten Werte für Q befindet sich zum
Beispiel in [461, 462]. Das NQM wird in der Regel durch eine indirekte Methode
aus einem gemessenen NQCC und einem berechneten EFG bestimmt (siehe unten),
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auch wenn es speziell für schwere Atomkerne weitere experimentelle Methoden
zur Bestimmung des NQM gibt, auf die hier aber nicht eingegangen werden soll.
Sowohl für die Berechnung des EFGs inMolekülen und Festkörpern [439, 463–481]
als auch für die indirekte Bestimmung des NQM [482–488] gibt es in der Literatur
zahlreiche Beispiele.
Abbildung 5.2: Kugel-Stab-Modell der betrachteten Modellsysteme ScX (5,
TM=Sc) und CuX (6, TM=Cu) mit X=H, Li, F, Cl, Br, I (a), Abhängigkeit des EFG
vomAtomabstand im System ScF an der Atomposition des Sc (rot) bzw. des F (grün)
auf Basis eines Modells nicht-wechselwirkender, sphärisch-symmetrischer Atome
(b), die Elektronendichte besagter Atome (Sc in rot, F im Abstand von 1.06 Å (=2
au) in blau bzw. 2.65 Å (=5 au) in grün) (c) bzw. eine Vergrößerung von (c) für
kleine Werte der Elektronendichte (d).
Auch für die in diesem Abschnitt untersuchten Modellsysteme ScX (5) und CuX
(6) mitX=H, Li, F, Cl, Br, I wurde bereits das Kernquadrupolmoment mit einer sol-
chen indirekten Methode nach Gleichung 5.8 bestimmt (siehe z.B. [489]). Aus den
Messdaten des Moleküls ScF lässt sich die NQCC des Sc-Kerns bestimmen, aber
für den F-Kern beträgt dieser Wert null, da das NQM verschwindet. Trotzdem ist
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in diesem Fall der EFG des F-Atoms verschieden von null. Die NQCCwird anderer-
seits unabhängig vom jeweiligen Kern null, wenn der EFG verschwindet. Dies gilt
für Kerne mit einer kubischen (oder höheren) Symmetrie, da dort drei identische
Eigenwerte vorliegen, deren Summe jedoch verschwindenmuss. [115] Dies gilt ins-
besondere für die Beiträge von Atomen, die eine sphärisch-symmetrische Elektro-
nendichteverteilung besitzen. Daher wurde bereits die Möglichkeit diskutiert, den
EFG aus der Deformationsdichte zu berechnen. [451] Dies ist allerdings nur mög-
lich, wenn der betrachtete Kern eine lokale kubische Symmetrie besitzt, wie es im
Folgenden am Beispiel des EFG des Systems ScF (siehe Abbildung 5.2) gezeigt wird.
Da diesesMolekülC∞v Symmetrie aufweist, ergibt sich für dieWerte außerhalb der
Diagonalen durch die Spiegelebenen der Wert null und der EFG-Tensor liegt sym-
metriebedingt bereits in Diagonalform vor. Des Weiteren verschwindet auf Grund
der implizit in C∞v enthaltenen vierzähligen Symmetrie die Asymmetrie, wodurch
im Folgenden nur der Wert qSczz = q
Sc
33 betrachtet wird. Betrachtet man in diesem
System bei experimentellem Bindungsabstand (Abbildung 5.2b) den EFG, wie man
ihn aus der Elektronendichte des Promoleküls berechnet, so weist dieser einen von
null verschiedenen Betrag auf. Das gleiche gilt für den EFG an der Atomposition
des Fluors. Eine Variation des Sc-F-Abstandes zeigt eine monotone Abnahme des
EFG bei steigendem Abstand, so dass bei hohen Abständen der Atome der EFG des
Sc-Atoms sogar verschwindet und man in diesem Fall die Deformationsdichte zu
dessen Berechnung heranziehen kann. Der Grund für dieses Verhalten lässt sich
verstehen, wenn man die Elektronendichte der jeweiligen Atome (Abbildung 5.2c)
betrachtet. Die Elektronendichte des Sc-Atoms, das sich im Ursprung des Koor-
dinatensystems befindet, liefert keinen Beitrag zum EFG am Sc-Atom, da sie eine
lokale sphärische Symmetrie aufweist. Das F-Atom bei dem kürzesten betrachte-
ten Abstand (1.06 Å, blau in Abbildung 5.2c)1 ruft somit den von null verschie-
denen EFG hervor, während es bei dem größten Abstand (2.65 Å, grün in Abbil-
dung 5.2c) keinen Beitrag liefert. Betrachtet man den Elektronendichtebeitrag des
F-Atoms an der Position des Sc-Atoms (Abbildung 5.2d), so beträgt dieser im letz-
ten Fall, also bei einem großen Sc-F-Abstand, näherungsweise null. Betrachtet man
die Elektronendichteverteilung eines Atoms als eine aus homogenen Kugelschalen
zusammengesetzte Ladungsverteilung, so kann deren elektrisches Feld sowie des-
sen Gradient außerhalb dieser Kugelschale durch eine Punktladung im Zentrum,
1 Der EFG und die Elektronendichte besitzen die gleichen atomaren Einheiten, weshalb dieses Ein-
heitensystem eigentlich bevorzugt werden sollte. Aber um mit den Ergebnissen aus Abschnitt 3
konsistent zu bleiben, wird lediglich der EFG in au angegeben, während für die übrigen Größen
weiter SI-Einheiten verwendet werden.
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also an der Atomposition, beschrieben werden. Leistet die Elektronendichte an der
benachbarten Atomposition keinen signifikanten Beitrag mehr, so kann das Atom
näherungsweise als Punktladung an der Atomposition beschriebenwerden und da-
durch kompensieren sich die Beiträge der Elektronendichte des F-Atoms sowie die
dessen Kerns. Ist die Elektronendichte an der Atomposition des Sc-Atoms verschie-
den von null, so wie es für einen Abstand von 1.06 Å der Fall ist, so funktioniert
diese Kompensation nicht mehr undman erhält einen von null verschiedenen EFG.
Dies wird auch am EFG des F-Atoms sichtbar, der durchgängig größer ist als der
des Sc-Atoms, da das größere Scandiumatom an der Atomposition des Fluoratoms
einen größeren Beitrag zur Elektronendichte leistet als im umgekehrten Fall. So-
mit genügt eine alleinige Verwendung der Deformationsdichte zur Berechnung des
EFG nicht, diese kann jedoch verwendet werden, um z.B. Unterschiede zwischen
den EFGs verschiedener Systeme zu verstehen. Die Beiträge der atomaren Elek-
tronendichte eines Liganden können zusammen mit den Beiträgen der Atomkerne
als ein eﬀektiver Kernbeitrag betrachtet und für eine quantitative Analyse zu dem
Beitrag der Deformationsdichte addiert werden. [451]
Für die betrachteten Modellsysteme ScX (5) und CuX (6) mit X= H, Li, F, Cl,
Br, I wird der EFG allerdings aus der Gesamtelektronendichte bestimmt, die unter
der Verwendung von experimentell bestimmten Bindungslängen berechnet wur-
de. Zusammen mit den gemessenen NQCC erhält man zunächst das NQM, da eine
gute Übereinstimmung des ermittelten NQM mit dem Literaturwert ein Hinweis
darauf ist, dass die durchgeführten quantenchemischen Rechnungen verlässliche
Ergebnisse aufweisen. Die Details der Rechnungen sowie eine Zusammenstellung
der verwendeten experimentellen Größen befindet sich in Abschnitt 7.3 sowie in
Abschnitt A.6 des Anhangs. Nach der Validierung der Rechnungen über die Be-
stimmung des NQM wird im Folgenden die Elektronendichteverteilung aller elek-
tronischen Schalen analysiert sowie deren Einfluss auf den EFG diskutiert.
5.1 Der EFG von frühen Übergangsmetallverbindungen
Zunächst betrachtet man den Zusammenhang zwischen dem berechneten EFG und
der gemessenen NQCC, deren Werte in Abbildung 5.3 als Punkte dargestellt sind
und in der Legende nach der verwendeten Methode bezeichnet werden.2 Die An-
2 DieWerte des EFGs wurden mit dem Programmpaket GAMESS US [270, 271] bestimmt. Lediglich
bei der Datenreihe „MP2 DENPROP“ werden die EFGs mit einer lokal modifizierten Version des
Programms DENPROP [253] berechnet, welches für die detaillierte Analyse der EFGs verwendet
wird (siehe unten). Die gute Übereinstimmung mit der Datenreihe „MP2“zeigt, dass die Imple-
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passung einer Gerade an die Daten in Abbildung 5.3, die in der Legende mit dem
Zusatz Fit bezeichnet wird, zeigt den linearen Zusammenhang zwischen EFG und
NQCC. Dabei stimmen die daraus bestimmten NQM-Werte jeweils gut mit dem Li-
teraturwert von -220(2) mb [395] überein. Für die HF-Methode ist dieses Resultat
erstaunlich, da die Werte des EFGs deutlich von denen der anderen Methoden ab-
weichen. Dies spiegelt sich auch darin wider, dass die Gerade der linearen Anpas-
sung nicht durch den Ursprung geht, sondern einen sehr großen y-Achsenabschnitt
von -19(11) MHz aufweist. Dadurch fallen die Ergebnisse der HF-Rechnungen
etwas aus dem Rahmen, während die anderen Methoden zunächst vergleichba-
re Werte liefern. Besonders mit DFT-Methoden erhält man, wie am Beispiel des
B3LYP-Dichtefunktionals gezeigt ist, gute Ergebnisse für diese frühen Übergangs-
metallverbindungen und bestätigen den Literaturwert des NQM im Rahmen der
Genauigkeit der linearen Anpassung, aus der ein Wert von -228(30) mb für den
NQM bestimmt wird. Ähnlich gute Ergebnisse lassen sich auch durch die Verwen-
dung von reinen GGA-Funktionalen (siehe auch Tabelle A.6) an Stelle des Hybrid-
Funktionals erzielen, wie dies z.B. für das BP86-Funktional (ADF/TZ2P/ZORA)
mit einem NQM von von -242(30) mb der Fall ist. Diese gute Übereinstimmung
liefert einen starken Hinweis darauf, dass die Rechnungen mit dieser Methode,
auf denen auch die Ergebnisse des Modellsystems [Sc(CH3)]2+ beruhen, zu ver-
lässlichen und interpretierbaren Ergebnisse führen. Auf den ersten Blick scheint
das mit dem B3LYP-Funktional bestimmte NQM sogar weniger vom Literaturwert
abzuweichen als das einer Störungsrechnung im Rahmen der MP2-Methode, die
einen NQM von -200(8) mb liefert (siehe Abbildung 5.3). Allerdings beinhalten
die Abbildung 5.3 gezeigten Werte des EFGs den sogenannten Picture-Change-
Error (PCE), der im Zusammenhang der relativistischen Korrektur (DKH2) auf-
tritt. [490] Wird der PCE dagegen korrigiert, so zeigt der NQM der MP2-Rechnung
(-216(8) mb) eine bessere Übereinstimmung mit dem Literaturwert als der des
B3LYP-Funktionals (-232(32) mb). Bei der folgenden topologischen Analyse der
Elektronendichteverteilung ist der PCE nicht enthalten, weshalb in diesem Zusam-
menhang die EFGs aus Abbildung 5.3a als Referenz dienen. Da auch mit PCE ein
lineares Zusammenhang zwischen EFG und NQCC besteht, deutet dies auf einen
systematischen Beitrag der PCE-Korrektur zum EFG hin. Da aber die qualitativen
Trends des EFGs ohne die Korrektur des PCE erhalten bleiben, so können diese
Werte ohne weitere Einschränkung analysiert und diskutiert werden, was am Bei-




Tabelle 5.1: Der EFG der Verbindung 5 in atomaren sowie in SI-Einheiten. Es sei
darauf hingewiesen, dass der EFG und die Elektronendichteverteilung die gleichen
atomaren Einheiten besitzen.
Verbindung ScH ScLi ScF ScCl ScBr ScI
Vzz (au) -1.529 -1.083 -1.449 -1.327 -1.266 -1.217
Vzz (1021 V/m2) -14.859 -9.757 -14.080 -12.895 -12.302 -11.826
Eine erste Auﬀälligkeit bei der Betrachtung der Werte des EFGs (siehe Tabel-
le 5.1) stellt dessen Vorzeichen dar, das für alle Verbindungen der Serie 5 negativ
ist. Ähnlich wie beim atomaren Quadrupolmoment (siehe z.B. [143]) liefert das
Vorzeichen des EFG einen Hinweis darauf, ob die Elektronendichte eher entlang
der Hauptachse (Vzz < 0) oder in der Ebene senkrecht zu dieser Achse (Vzz > 0)
angesammelt ist. Im Falle des EFGs wird die Elektronendichte nahe der Atomposi-
tion stärker gewichtet, weshalb der Zusammenhang zwischen dem Vorzeichen des
EFG und der Elektronendichteverteilung im Verlauf dieses Abschnitts diskutiert
wird. Neben dem Vorzeichen des EFG zeigt sich der Trend, dass der Betrag des EFG
mit steigender Elektronegativität des Halogenid-Liganden X zunimmt. Betrachtet
man die Halogenid-Verbindungen, für die experimentelle Daten zugänglich sind,
so nimmt der Betrag des EFGs mit steigender Ordnungszahl des Halogenids von
-1.449 au für ScF auf -1.217 au für ScI ab. Dieser Verlauf des EFGs scheint zu-
nächst den Erwartungen zu widersprechen, da man für eine weniger polare und
damit eher kovalente Bindung eine deutlich stärkere Polarisation um das Metalla-
tom erwartet als für eine ionische Bindung, für die im Extremfall keine Polarisation
vorhanden ist. Die Stärke der Polarisation hat auch direkt Auswirkungen auf die
Größe des EFGs, der auf die Abweichung von der kubischen Symmetrie, welche
für die sphärisch-symmetrische Elektronendichteverteilung von Atomen gegeben
ist, reagiert. Nach diesen Argumenten erwartet man den entgegengesetzten Trend
des EFGs innerhalb der Serie 5, weshalb dieser Widerspruch zu den berechneten
Werten im Folgenden durch die Betrachtung der Elektronendichteverteilung, ins-
besondere bei subatomarer Auflösung, aufgelöst werden soll.
Eine denkbare Möglichkeit, warum der beobachtete Trend des EFGs in 5 nicht
dem erwarteten entspricht, stellt der Ladungsübertrag vom Metall zum Liganden
X dar, der zunimmt, je größer der Elektronegativitätsunterschied ist. Auf Basis
des IAMs, also bei Verwendung neutraler Atome, wurde im vorangegangenen Ab-
schnitt gezeigt, dass sich bei ausreichend großem Atomabstand die Beiträge des
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Abbildung 5.3: Bestimmung des NQM für das Sc-Atom in 5 aus experimentellen
NQCCs und berechneten EFGs für verschiedene Näherungen (a) und die Zerle-
gung des berechneten EFG auf MP2-Niveau in die Beiträge der Kerne sowie die
elektronischen Beiträge des Sc-Atoms und der Liganden X mit Hilfe der Becke-
Partitionierung [188] (b).
Atomkerns bzw. der Elektronen des Liganden kompensieren. Bei einem Ladungs-
übertrag im Rahmen einer ionischen Bindungmuss dies nicht mehr gelten. Um die-
sen Einfluss zu untersuchen, wird der Beitrag der einzelnen Atome im Rahmen der
Becke-Partitionierung vom EFG betrachtet (siehe Abbildung 5.3b). Für den elek-
tronischen Beitrag des Liganden zeigt sich zunächst kein eindeutiger Trend (blaue
Sterne in Abbildung 5.3b), was man (nur mit entgegengesetztem Vorzeichen) auch
für die Kernbeiträge des Liganden (blaue Quadrate) beobachten kann. Im letzten
Fall erklärt sich Verlauf durch das Zusammenspiel der Kernladungszahl des Ligan-
den und dessen Abstand zum Zentralatom. Definiert man den eﬀektiven Beitrag
des Liganden (gefüllte Quadrate in lila) als Summe dessen elektronischer (-0.520
au für ScF) und Kernbeiträge (0.467 au in ScF), so zeigt sich, dass der Verlauf des
EFGs entlang der Serie nicht durch den Ladungsübertrag zum Liganden erklärt
werden kann. Für die meisten Verbindungen der Serie ist dieser Beitrag nämlich
beinahe null und zeigt lediglich für die am stärksten ionischen Bindungen in ScF
(-0.053 au im Vergleich zu -1.449 des gesamten EFG) und ScH einen kleinen Bei-
trag. Der Verlauf der EFGs (rote Punkte in Abbildung 5.3b) lässt sich dagegen sehr
gut mit dem elektronischen Beitrag des Sc-Atoms erklären (grüne Punkte), weshalb
im Rahmen der topologischen Analyse der Elektronendichteverteilung speziell der
Bereich um das Sc-Atom betrachtet wird.
Die Polarisationsmuster der Verbindungen ScF bzw. ScI lassen sich mit Hilfe
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Abbildung 5.4: L(r) zeigt das Polarisationsmuster der zweiten und dritten elektro-
nischen Schale des Sc-Atoms (jeweils im Zentrum), wobei sich der Ligand X =F
(a) bzw. I (b) auf der rechten Seite des Sc-Atoms außerhalb des gezeigten Bereichs
befindet. Konturwerte bei ±2, 4, 8 ·10n (n =-1,0,1,2,3) sowie 145 und 51100 eÅ−5.
Das Polarisationsmuster aller elektronischen Schalen des Sc-Atoms wird von der
Deformationsdichte mit sphärisch-gemittelten ISA als Referenz für ScF (c) und ScI
(d) aufgelöst. Konturwerte bei ±n · 0.05 eÅ−3 (n =1, 2,...,19). Positive Konturwer-
te rot durchgezogen, negative Konturwerte blau gestrichelt in allen Abbildungen.
Die Knotenflächen des Operators Xˆ
Sc
zz sind durch die Konturen in lila verdeutlicht
sowie dessen Vorzeichen angegeben. In den Abbildungen (c) und (d) werden zu-
sätzlich die Minima der ELF angegeben (grüne Linie), die die Schalenstruktur des
Sc-Atoms auflösen.
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der Funktion L(r) darstellen (siehe Abbildung 5.4 a bzw. b), die durch ihre geo-
metrische Interpretation (Gleichung 2.23) auf den Unterschied zwischen der Elek-
tronendichte von dem jeweiligen Mittelwert zurückgeführt werden kann. Dabei
zeigt sich für beide Verbindungen qualitativ das gleiche Polarisationsmuster wie
für 1, welches in der Valenzschale aus einer starken trans-LICC, einer schwäche-
ren BCC und einer Torus-förmigen LICC besteht. Dabei ist letztere mit einemWert
von 147 eÅ−5 für beide Verbindungen die schwächste Ladungskonzentration in der
Valenzschale des Sc-Atoms, was sich mit dem negativen Vorzeichen des EFG kor-
relieren lässt: Die Beiträge der t-LICC befinden sich in dem Bereich, in dem der
EFG-Operator ein positives Vorzeichen liefert (dessen Knotenflächen sind in Ab-
bildung 5.4 durch die violetten Konturen veranschaulicht). Diese Beiträge werden
aber durch die negativen Beiträge, die entlang der Sc-X-Achse liegen, überkom-
pensiert, was durch die starke trans-LICC bei 243 eÅ−5 und die BCC bei 170 eÅ−5
in ScF verdeutlicht wird. Die gleichen Argumente gelten für die Erklärung des
Vorzeichens in ScI, nur dass der Unterschied zwischen der Stärke der t-LICC (147
eÅ−5) und der BCC (213 eÅ−5) bzw. trans-LICC (284 eÅ−5) noch stärker ausgeprägt
ist.
Das gleiche Verhalten lässt sich auch aus der Deformationsdichte ∆ρ(r) ablesen
(siehe Abbildung 5.4c für ScF und d für ScI), für deren Berechnung sphärisch-
gemittelte iterierte Stockholder-Atome als Referenz verwendet wurden (siehe Ab-
schnitt 2.2.2 und 3.1.3). Bei Abständen, die der Valenzschale in der ELF (markiert
durch die grünen Kreise) entsprechen, zeigt sich dort jeweils ein Maximum auf
der trans-Seite, welches mit der Bildung der trans-LICC in L(r) verknüpft wer-
den kann. Das Maximum in der Deformationsdichte besitzt bei ScI mit 1.92 eÅ−3
einen höheren Wert als in ScF (1.25 eÅ−3), wobei der positive Wert anzeigt, dass
dort mehr Elektronendichte als im Mittel bei gleichem Abstand akkumuliert ist.
Dies geschieht ebenfalls auf der cis-Seite, wobei nur in der Valenzschale von ScI
ein lokales Maximum (0.90 eÅ−3) aufgelöst werden kann. Die Beiträge des Torus
lassen sich in der Valenzschale zwar als lokales Maximum auflösen, dieses befin-
det sich aber bei negativen Werten der Deformationsdichte, was bedeutet, dass im
Bereich des Torus weniger Elektronendichte als im Mittel vorhanden ist. Berück-
sichtigt man noch das Vorzeichen des EFG-Operators in der Ortsdarstellung, so
wird aus der positiven Deformationsdichte entlang der Sc-X-Achse ein negativer
Beitrag zum EFG, der durch die negativen Beiträge der Deformationsdichte des
Torus verstärkt wird. Damit lässt sich mit der Deformationsdichte analog zu L(r)
das Vorzeichen des EFG erklären. Allerdings zeigt auch die Deformationsdichte ei-
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ne stärkere Polarisation der Valenzschale des ScI im Vergleich zu ScF, wie es bereits
durch die einfache Argumentation über die Elektronegativitäten erwartet wurde
und im Widerspruch zu dem Verlauf des EFGs entlang der Serie 5 steht.
Um den elektronischen Beitrag der Valenzschale quantifizieren zu können, wur-
de die Gesamtelektronendichte zusätzlich zu ihren atomaren Beiträgen auch in die
einzelnen elektronischen Schalen des Sc-Atoms partitioniert. Als Grundlage hier-
für wurden die näherungsweise sphärisch-symmetrischen Schalengrenzen aus den
Minima der ELF in einem Abstand von 0.0629334(5) und 0.30131(5) Å zum Sc-
Atom verwendet (siehe grüne Konturen in Abbildung 5.4 c und d bzw. Abschnitt
7.3 für weitere Details), um den Beitrag zum EFG schalenweise zu bestimmen. Da-
mit zeigt sich, dass der Beitrag der Valenzschale in ScI zum EFG (-0.34 au) in der
Tat betragsmäßig größer ist bei ScF (-0.18 au), wie man es auf Grund des Polarisa-
tionsmusters der Valenzschale erwartet. An dieser Stelle sei bereits darauf hinge-
wiesen, dass es sich beim EFG in der Verbindung 5 um eine Größe handelt, deren
Verhalten weder quantitativ noch qualitativ mit der Elektronendichteverteilung im
Valenzbereich erklärt werden kann. ZumVerständnis dieser Größe müssen explizit
die inneren elektronischen Schalen einbezogen werden, da diese für das Verhalten
des EFGs innerhalb dieser Serie verantwortlich sind. Betrachtet man den Beitrag
der zweiten elektronischen Schale zum EFG (siehe unten in Tabelle 5.1), so besitzt
diese mit Werten von -0.09 au für ScI bzw. -0.23 au für ScF bereits den richtigen
qualitativen Trend, den man auf Grund des gesamten EFGs erwartet, nämlich das
der EFG von ScF betragsmäßig größer ist als in ScI. Innerhalb der Serie 5 stellt es
sich so dar, dass sich der Trend der elektronischen Beiträge der zweiten und der
dritten Schale näherungsweise kompensieren und der Unterschied des gesamten
EFGs auf den Unterschied in der ersten Schale (-0.79 für ScI bzw. -0.99 au für ScF)
zurückgeführt werden kann.
Dieses Verhalten lässt sich nun mit der Topologie der Elektronendichtevertei-
lung bei subatomarer Auflösung korrelieren, wie zunächst anhand von L(r) (Abbil-
dung 5.4a und b) gezeigt werden soll. Beide Verbindungen ScF und ScI zeigen in
der zweiten Schale qualitativ das gleiche Polarisationsmuster wie die Verbindung
1, das aus einer BCC(2), einer auf die trans-Seite verschobenen Torus-förmigen
LICC (t-LICC(2)) und aus einer Ladungsverarmungszone auf der trans-Seite des
Liganden (trans-CD(2)) besteht. Während die t-LICC(2) bei beiden Verbindungen
den gleichen Wert (51234 eÅ−5 ) besitzt, treten sowohl die BCC(2) als auch die
trans-CD(2) in ScF (52680 bzw. 50198 eÅ−5) bei höheren Werten auf als bei ScI
(51788 bzw. 49981 eÅ−5). Durch die angulare Struktur des EFG-Operators liefert
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die stärkere Ladungskonzentration entlang der Sc-X-Achse einen negativen Beitrag
der zweiten Schale zum EFG, wie sich auch an Hand der Werte in Tabelle 5.1 zeigt.
Durch die stärkere Ladungskonzentration entlang dieser Achse in ScF im Vergleich
zum ScI lässt sich der betragsmäßig größere Beitrag der zweiten Schale in ScF zum
EFG (im Vergleich zum ScI) erklären.
Die Größe bzw. das Vorzeichen des elektronischen Beitrags der zweiten Schale zum
EFG (zwischen dem ersten und dem zweiten grünen Kreis in Abbildung 5.4 c und
d) lassen sich analog zu oben auch mit Hilfe der Deformationsdichte verstehen,
die für beide Verbindungen aus einem Maximum auf der cis-Seite, einem torus-
förmigenMaximumund einemMinimum auf der trans-Seite besteht. Am stärksten
ausgeprägt ist das Maximum auf der cis-Seite, welches bei Werten von 1.65 eÅ−3 in
ScF bzw. 1.24 eÅ−3 in ScI auftritt. Das Minimum auf der trans-Seite tritt dagegen
in ScF (-0.90 eÅ−3) bei niedrigeren Absolutwerten als in ScI (-0.95 eÅ−3) auf, was
für einen betragsmäßig größeren Beitrag des axialen Bereichs des EFG-Operators
in ScF als in ScI hindeutet. Dies wird zusätzlich durch die Beiträge des Torus zum
EFG verstärkt, welcher in ScF (0.13 eÅ−3) schwächer ausgeprägt ist als in ScI (0.28
eÅ−3) und somit einen geringeren positiven Beitrag zum EFG leistet.
Der Vorteil der Diskussion der Deformationsdichte zeigt sich in einem Abstand
zum Sc-Atom, welcher der ersten Schale der ELF entspricht. Während L(r) (Abbil-
dung 5.4 a und b) das Polarisationsmuster der ersten Schalen nicht als lokale Ex-
tremstellen auflösen kann, wird dieses in der Deformationsdichte (Abbildung 5.4 c
und d) sichtbar. Dort zeigt sich in beiden Verbindungen ein Dipol, der entlang der
Sc-X-Achse orientiert ist. Dabei ist auf der trans-Seite deutlich mehr Elektronen-
dichte im Vergleich zum mittleren Wert bei diesem Abstand akkumuliert als auf
der cis-Seite fehlt, wodurch das negative Vorzeichen des elektronischen Beitrags
der ersten Schale zum EFG zu Stande kommt. Da das Maximum in der ersten elek-
tronischen Schale des Sc-Atoms in ScF (1.12 eÅ−3) deutlich stärker ausgeprägt ist
als in ScI (0.78 eÅ−3), liefert jene in Einklang zu den Werten in Tabelle 5.1 einen
betragsmäßig signifikant größeren Beitrag zum EFG. Somit kann sowohl das Vor-
zeichen als auch der Trend des Betrags des EFGs innerhalb der Serie 5 mit Hil-
fe der Elektronendichteverteilung der inneren elektronischen Schalen verstanden
werden, was durch die alleinige Betrachtung der Valenzschale nicht möglich ist.
Da der EFG direkt von der Elektronendichteverteilung abhängt, kann er prin-
zipiell aus einer mit Hilfe eines MP-Modells experimentell bestimmten Elektro-
nendichteverteilung berechnet werden. Durch die empfindliche Abhängigkeit des
EFG von der Elektronendichte nahe an der Atomposition liegt zunächst der Ver-
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Abbildung 5.5: Auswirkung der maximalen Auflösung der berechneten Struktur-
faktoren auf den EFG, welcher aus der Elektronendichteverteilung ρsin(θ)/λ be-
stimmt wird. (a) qSczz von ScF (rot), dessen elektronischen Beiträge des Sc- (grün)
und des F-Atoms (blau) nach der Becke-Partitionierung sowie die jeweiligen Wer-
te bei unendlicher Auflösung, d.h. direkt aus der Elektronendichteverteilung be-
stimmt, im Bereich von 0 bis 15 Å−1. (b) qSczz von ScF (rot) und ScI (türkis) zwischen
0 und 3 Å−1 (b).
dacht nahe, dass der EFG nicht aus einem HC-Modell, welches lediglich den Va-
lenzbereich asphärisch beschreibt, berechnet werden kann. Bei der Verwendung
eines EHC, das alle elektronischen Schalen asphärisch modelliert, sollte eine akku-
rate Bestimmung des EFG aus einer experimentellen Ladungsdichtestudie möglich
sein. Diese These lässt sich aber nur schwer überprüfen, da die mit Laborequip-
ment experimentell zugänglichen Auflösungen (sin(θ)/λ < 1.8Å−1) nur ausreichen,
um die zweite und dritte Schale des Sc-Atoms asphärisch verfeinern zu können,
was zum Beispiel die Verfeinerung von 1 in Abschnitt 3 zeigt. Daher soll im Fol-
genden die Frage betrachtet werden, welche Auflösung im reziproken Raum not-
wendig bzw. welche Wellenlänge der Röntgen-Strahlung maximal erlaubt ist, um
die Beiträge der ersten Schale des Sc-Atoms in ScF messen bzw. modellieren zu
können.
Die Grundlage für die Diskussion der Auflösungsabhängigkeit des EFGs liefert
die auflösungsabhängige Elektronendichte ρsin(θ)/λ(r) (siehe Abschnitt 3.2.1). Aus
dieser Elektronendichte ρsin(θ)/λ(r) lässt sich für diverse Auflösungen im rezipro-
ken Raum der EFG berechnen, wie es in Abbildung 5.5a für das System ScF gezeigt
wird. Bei niedrigen Auflösungen besitzt der EFG Werte nahe null, da noch keine
Informationen über die asphärische Elektronendichteverteilung um das Sc-Atoms
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in den Strukturfaktoren enthalten sind. Der gesamte Wert des EFG stammt somit
aus der nicht vollständigen Kompensation der elektronischen und der Kernbei-
träge des Liganden (siehe oben), was der Unterschied zwischen dem gesamten EFG
(rot) und den elektronischen Beiträgen des Sc-Atoms zum EFG (grün) verdeutlicht.
Dieser Unterschied ist bereits auf dem Niveau des IAM vorhanden und bleibt über
den kompletten Auflösungsbereich unverändert. Ebenso weist der elektronische
Beitrag des Liganden zum EFG (blau) keine Auflösungsabhängigkeit auf und hängt
damit nicht von der asphärischen Elektronendichteverteilung nahe des Liganden
ab.
Betrachtet man den Verlauf des EFGs mit steigender Auflösung, so fällt dieser zu-
nächst ab und erreicht bei sin(θ)/λ < 1.2 Å
−1
ein Minimum mit -0.46 au (siehe Ta-
belle 5.1). Anschließend steigt der EFG an, bis er bei sin(θ)/λ < 2.4 Å
−1
ein lokales
Maximum bei einemWerte von -0.26 au erreicht. Bei höheren Auflösungen fällt der
EFGmonoton ab und nähert sich dem bei unendlicher Auflösung bestimmtenWert
an. Doch selbst bei den höchsten betrachteten Auflösungen (sin(θ)/λ < 15 Å
−1
) ist
der EFG noch nicht vollständig konvergiert, auch wenn die Abweichung bereits
gering ist (etwa 0.05 au).
Somit zeigt sich, dass man bis etwa sin(θ)/λ < 10 Å
−1
die Strukturfaktoren be-
stimmen müsste, um eine Abweichung von weniger als 10% zum EFG bei unendli-
cher Auflösung zu erhalten. Ein solcher Auflösungsbereich ist weder mit Labor-
equipment noch an Synchrotrons zugänglich, weshalb eine quantitative experi-
mentelle Bestimmung des EFGs aus der Elektronendichte auf dem heutigen Stand
der Technik wahrscheinlich nicht möglich ist. Betrachtet man allerdings nur die
qualitativen Trends der Serie 5 wiederum an den beiden Systemen ScF (rot) und
ScI (türkis), so stellt sich die Situation bereits vielversprechender dar (siehe Ab-
bildung 5.5). Bei Auflösungen von sin(θ)/λ < 1.0 Å
−1
, die der unteren Grenze
von experimentellen Ladungsdichtestudien entsprechen, werden für ScI niedrigere
Werte des EFGs vorhergesagt als für ScF. Bei solchen Auflösungen wird üblicher-
weise ein HC-Modell verfeinert, wodurch diese Situation in gewisser Weise den
EFG widerspiegelt, der nur aus den Beiträgen der Valenzschale zum EFG bestimmt
wird, und ScI dort größere Absolutwerte besitzt als ScF. Bei steigender Auflösung
durchläuft der EFG für beide Verbindungen ein Minimum bei sin(θ)/λ < 1.2 Å
−1
und steigt anschließend wieder. Wie bereits diskutiert erreicht der EFG in ScF bei
sin(θ)/λ < 2.4 Å
−1
ein Maximum und fällt anschließend monoton, bis er gegen den
Wert bei unendlicher Auflösung konvergiert. In ScI erreicht der EFG aber erst bei
einer größeren Auflösung (sin(θ)/λ < 2.8 Å
−1
) sein Maximum, wodurch ScI in die-
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sem Bereich einen größeren EFG besitzt als ScF. Dies entspricht bereits der Situa-
tion, wie sie bei unendlicher Auflösung auftritt. Somit kann der Trend des EFGs
entlang der Serie bei einer im Vergleich zu einer quantitativen Bestimmung gerin-
gen Auflösung von sin(θ)/λ < 3.0 Å
−1
richtig vorhergesagt werden und wäre damit
prinzipiell durch Ladungsdichtestudien mit Synchrotron-Strahlung bestimmbar.
Allerdings sollte es Gegenstand zukünftiger Studien sein, zu überprüfen, ob der
qualitativ richtige Trend auch für andere Verbindungen in den Strukturfaktoren
im experimentell zugänglichen Bereich enthalten ist.
Nachdem die Möglichkeit der Rekonstruktion des EFG aus den Strukturfaktoren
diskutiert wurde, soll nun darauf eingegangen werden, was die Ursache für den
Verlauf des EFGs bei steigender Auflösung im reziproken Raum darstellt. Um das
Verhalten des EFGs aufzuklären, werden die Größen Lsin(θ)/λ(r) und ∆ρsin(θ)/λ(r)
bestimmt, die beide sensitiv auf die Auflösung im reziproken Raum reagieren. Die
Funktion Lsin(θ)/λ(r) wurde bereits in Abschnitt 3 für 1 diskutiert, allerdings wird
im Folgenden sowohl die Ableitung des IAM als auch die der Diﬀerenzfourier-
Synthese analytisch durchgeführt. Bei der Berechnung von ∆ρsin(θ)/λ(r) werden zu-
nächst sphärisch-gemittelte ISA (siehe Abschnitt 2.2.2 und 3.1.3) an die auflösung-
abhängige Elektronendichte ρsin(θ)/λ(r) konvergiert, die anschließend als Referenz
für die Berechnung der Deformationsdichte herangezogen werden. Diese beiden
Funktionen wurden für Auflösung sin(θ)/λ < 1.2 Å
−1
, bei der der EFG ein lokales
Minimum bezüglich der Auflösung besitzt, sin(θ)/λ < 2.4 Å
−1
, also dem lokalen
Maximum und sin(θ)/λ < 5.0 Å
−1
berechnet.
Betrachtet man zunächst Lsin(θ)/λ(r) (siehe Abbildung 5.6), so zeigt sich bei
sin(θ)/λ < 1.2 Å
−1
(a), sin(θ)/λ < 2.4 Å
−1
(b) und sin(θ)/λ < 5.0 Å
−1
(c) bereits
das qualitativ richtige Polarsationsmuster, wie man es in L(r), also bei unendlicher
Auflösung, in der Valenzschale beobachtet (siehe Abbildung 5.4a). Selbst bei der
niedrigsten betrachteten Auflösung von sin(θ)/λ < 1.2 Å
−1
zeigt (sich) bereits eine
gute quantitative Übereinstimmung und die größte Abweichung einer CC beträgt
16 eÅ−5 für die trans-LICC (259 eÅ−5 in Lsin(θ)/λ(r) bzw. 243 eÅ−5 in L(r)). Auch
die relative Stärke der CCs, nämlich dass die BCC stärker ausgeprägt ist als der To-
rus, wird bereits bei vergleichsweise niedrigen Auflösungen korrekt vorhergesagt.
Die Stärke der CCs der Valenzschale nähert sich bei steigender Auflösung immer
weiter (wenn auch nicht monoton) dem eigentlichen Wert an und zeigt bereits bei
sin(θ)/λ < 5.0 Å
−1
eine sehr gute Übereinstimmung mit den Werten bei unendli-
cher Auflösung (maximale Abweichung von 2 eÅ−5 bei der BCC). Die gute Überein-
stimmung zeigt sich ebenfalls in den schalenweisen Beiträgen des EFG, die analog
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Abbildung 5.6: Lsin(θ)/λ(r) zeigt die Abhängigkeit des Polarisationsmusters der
zweiten und dritten elektronischen Schale des Sc-Atoms (jeweils im Zentrum) in
ScF von der maximalen Auflösung sin(θ)/λ = 1.2 (a), 2.4 (b) und 5.0 Å−1 (c) im
reziproken Raum, wobei sich der Ligand X = F auf der rechten Seite des Sc-Atoms
außerhalb des gezeigten Bereichs befindet. Konturwerte bei ±2, 4, 8 ·10n eÅ−5 (n =-
1,0,1,2,3) sowie 145 und 51450 eÅ−5 (a,b) bzw. 145 und 51200 eÅ−5 (c). Durch
das stärker werdende numerische Rauschen der Fourier-Transformation bei hohen
Auflösungen wurde die Darstellung im Valenzbereich von (c) durch die Verwen-
dung eines gleitenden Mittelwertes geglättet, während in der zweiten Schale wie
in (a) und (b) Lsin(θ)/λ(r) ohne Glättung dargestellt wird. Die Deformationsdich-
te der auflösungsabhängigen Elektronedichte ρsin(θ)/λ(r) mit sphärisch-gemittelten
ISA als Referenz, welche jeweils für die maximalen Auflösungen sin(θ)/λ = 1.2 (d),
2.4 (e) und 5.0 (f) Å−1 konvergiert wurden, oﬀenbart, ab welchen Auflösungen sich
alle elektronischen Schalen darstellen lassen. Für einen Vergleich mit der Defor-
mationsdichte bei unendlicher Auflösung sowie für die Definition der Konturwerte
und der weiteren Konturen, siehe Abbildung 5.4.
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Tabelle 5.2: Beiträge der einzelnen durch die ELF definierten elektronischen Scha-
len von ScF und ScI zum EFG qSczz (in au) bei unendlicher Auflösung, d.h. direkt aus
der Elektronendichte berechnet, und bei unterschiedlichen maximalen Auflösun-
gen sin(θ)/λ (in Å) im reziproken Raum für ScF.
Verbindung ScI ScF
sin(θ)/λ →∞ →∞ 1.2 2.4 5.0
total -1.22 -1.45 -0.46 -0.26 -0.83
Sc -1.22 -1.40 -0.40 -0.21 -0.78
3. Schalea -0.34 -0.18 -0.17 -0.18 -0.18
2. Schale -0.09 -0.23 -0.22 -0.05 -0.24
1. Schale -0.79 -0.99 -0.01 0.02 -0.36
a Definiert als der Unterschied zwischen dem Beitrag des Sc-Atoms nach der Becke-Partitionierung
und den Beiträgen der beiden innersten Schalen.
zu denen bei unendlicher Auflösung partitioniert werden. Nur der Beitrag der Va-
lenzschale bei sin(θ)/λ < 1.2 Å
−1
weicht mit -0.17 au leicht von dem eigentlichen
Wert (-0.18 au) ab, welcher sowohl bei sin(θ)/λ < 2.4 Å
−1
und sin(θ)/λ < 5.0 Å
−1
vorhergesagt wird (siehe Tabelle 5.1).
Diese gute Übereinstimmung der Beiträge der Valenzschale zum EFG lässt sich
auch in der Deformationsdichte ∆ρsin(θ)/λ(r) ablesen, deren größte Akkumulati-
on der Elektronendichte das Maximum auf der trans-Seite in Abständen, die der
Valenzschale entsprechen, darstellt. Dessen Wert nähert sich von 1.20 eÅ−3 bei
sin(θ)/λ < 1.2 Å
−1
(d) ausgehend über 1.43 eÅ−3 bei sin(θ)/λ < 2.4 Å
−1
(e) dem
tatsächlichen Wert von 1.39 eÅ−3 an, der bei sin(θ)/λ < 5.0 Å
−1
(f) erreicht wird.
Somit lässt sich sowohl die Deformation der Elektronendichte in der Valenzschale
als auch dessen Beitrag zum EFG schon bei moderaten Auflösungen im reziproken
Raum quantitativ korrekt bestimmen.
Eine solch gute Übereinstimmung ist für die zweite Schale bereits ungemein
schwerer zu erreichen und zeigt eine wesentlich deutlichere Abhängigkeit von der
Auflösung. Bei sin(θ)/λ < 1.2 Å
−1
zeigt sich in Lsin(θ)/λ(r) (Abbildung 5.6a) als ein-
zige Ladungskonzentration die BCC(2), die mit einem Wert von 51475 eÅ−5 aber
unter Berücksichtigung der hohen Absolutwerte kaum von der trans-CD(2) (51403
eÅ−5) unterschieden werden kann. Die Ursache für diesen geringen Unterschied
lässt sich besser in der Deformationdichte (Abbildung 5.6e) ablesen, die ein Maxi-
mum auf der cis-Seite mit einem Wert von 0.24 eÅ−3 zeigt. Dabei handelt es sich
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um die einzige lokale Extremstelle im Bereich der zweiten Schale, die aber auf
Grund des relativ großen Abstand zum Sc-Atom in Lsin(θ)/λ(r) fast nicht abgebildet
wird.
Bei höheren Auflösungen wie sin(θ)/λ < 2.4 Å
−1
ist dies nicht mehr der Fall und
das Maximum in ∆ρsin(θ)/λ(r) (Abbildung 5.6e) befindet sich bei einem Abstand,
der deutlich besser mit dem der Ladungskonzentration der zweiten Schale in
Lsin(θ)/λ(r) übereinstimmt. Neben der Verschiebung des Maximums auf der cis-
Seite steigt dessen Wert deutlich auf 0.63 eÅ−3 an. Des weiteren bildet sich das Mi-
nimum auf der trans-Seite heraus, welches mit -0.36 eÅ−3 den tatsächlichen Wert
(-0.90 eÅ−3) noch deutlich unterschätzt. Der Torus der zweiten Schale wird dage-
gen noch nicht als lokales Maximum aufgelöst, aber es zeigen sich erste Hinweise
für die Akkumulation der Elektronendichte in diesem Bereich. Trotzdem wird der
Torus der zweiten Schale in Lsin(θ)/λ(r) (Abbildung 5.6b) bei sin(θ)/λ < 2.4 Å
−1
noch
nicht angezeigt. Dafür ist der Unterschied der Stärke der BCC(2) (51596 eÅ−5) und
der trans-CD(2) (50921 eÅ−5) deutlicher ausgeprägt und kann besser dargestellt
werden.
Bei einer Auflösung von sin(θ)/λ < 5.0 Å
−1
lassen sich in Lsin(θ)/λ(r) (Abbildung
5.6c) alle Ladungskonzentrationen sowie die Ladungsverarmungszone auf der
trans-Seite auflösen, auch wenn die quantitative Übereinstimmung mit den eigent-
lichen Werten noch nicht so gut ist wie in der Valenzschale. So wird die Stärke
aller Ladungskonzentrationen (BCC(2) bei 53066, t-LICC(2) bei 51403 und trans-
CD(2) bei 50583 eÅ−5) im Vergleich zu den Werten bei unendlicher Auflösung
(BCC(2) bei 52680, t-LICC(2) bei 51234 und trans-CD(2) bei 50198 eÅ−5) über-
schätzt, wenngleich die relative Stärke der CCs bzw. CDs richtig wiedergegeben
wird. Dies ist auch der Fall, wenn man die Deformationsdichte (Abbildung 5.6f)
betrachtet. Da die Extremstellen in der Deformationsdichte nicht bei einem be-
stimmten Abstand auftreten müssen, zeigt sich eine deutlich bessere Übereinstim-
mung der Werte von dem Maximum auf der cis-Seite (1.57 eÅ−3), dem Torus (0.16
eÅ−3) und dem Minimum auf der trans-Seite (-0.93 eÅ−3) mit den entsprechenden
Werten bei unendlicher Auflösung (1.65, 0.13 bzw. -0.90 eÅ−3). Neben dem quali-
tativ richtigen Polarisationsmuster der zweiten Schale zeigen sich in der Deforma-
tionsdichte bei sin(θ)/λ < 5.0 Å
−1
bereits erste Anzeichen des Polarisationsmusters
der ersten Schale, welches aus einem Dipol entlang der Sc-F-Achse besteht. Das
Maximum auf der trans-Seite (0.12 eÅ−3) unterschätzt den Wert bei unendlicher
Auflösung (1.12 eÅ−3) aber noch deutlich.
Die Veränderung des Polarisationsmusters der inneren elektronischen Schalen in
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dem betrachteten Auflösungsbereich zeigt einen direkten Einfluss auf deren Beiträ-
ge zum EFG (siehe Tabelle 5.1). Die erste Schale liefert nur bei sin(θ)/λ < 5.0 Å
−1
einen signifikanten Beitrag zum EFG (-0.36 au), auch wenn der Wert bei unendli-
cher Auflösung noch deutlich unterschätzt wird. Der nicht-monotone Verlauf des
gesamten EFGs (siehe Abbildung 5.5) lässt sich dagegen auf die Beiträge der zwei-
ten Schale zurückführen. Bei einer Auflösung von sin(θ)/λ < 1.2 Å
−1
liefert nur das
Maximum auf der cis-Seite einen auf Grund der angularen Struktur des Operators
negativen Beitrag zum EFG, der zu einem Wert von -0.22 au für den Beitrag der
zweiten Schale zum EFG führt. Die Beiträge dieses Maximums zum EFG nehmen
bei steigender Auflösung zwar zu, werden aber von dem sich bildenden Minimum
auf der trans-Seite sowie dem Torus, welche beide positive Beiträge zum EFG lie-
fern, kompensiert. Diese zusätzlichen Beiträge führen bei sin(θ)/λ < 2.4 Å
−1
zu
einer fast vollständigen Kompensation und damit einem sehr geringen Beitrag der
zweiten Schale zum EFG (-0.05 au), was sich auch an dem lokalen Maximum in
Abbildung 5.5 ablesen lässt. Bei noch größerer Auflösung nimmt die quantitati-
ve Übereinstimmung der Deformationsdichte ∆ρsin(θ)/λ(r) mit der bei unendlicher
Auflösung und damit auch der Beiträge der zweiten Schale zum EFG zu. Während
der gesamte EFG auf Grund der einsetzenden Beiträge der ersten Schale in dem Be-
reich um sin(θ)/λ < 5.0 Å
−1
monoton fällt, so nähert sich der Beitrag der zweiten
Schale des EFGs (-0.24 au) dem Wert bei unendlicher Auflösung an (-0.23 au).
Abschließend soll noch geklärt werden, inwiefern die Verfeinerung zusätzlicher
elektronischer Schalen im Rahmen eines EHC-Modells die Genauigkeit des be-
stimmten EFGs beeinflusst. Da für das Modellsystem 1 nur die zweite und dritte,
aber nicht die erste elektronische Schale des Sc-Atoms bei experimentell zugängli-
chen Auflösungen verfeinert werden konnte (siehe Abschnitt 3.2), sind Übergangs-
metallverbindungen nicht für eine quantitative Beschreibung des EFGs durch ein
EHC-Modell geeignet. Daher wird der Einfluss des zusätzlichen MP-Satzes im
Rahmen eines EHC-Modells für das Molekül N2 bestimmt, für das bereits bei
sin(θ)/λ < 2.0 Å
−1
etwa 88% des EFGs in den Strukturfaktoren enthalten sind.
[445]
Um die Übereinstimmung des EFGs eines MP-Modells mit demWert bei unend-
licher Auflösung zu zeigen, wurde ein HC- und ein EHC-Modell bei sin(θ)/λ <
1.8 Å
−1
verfeinert. Während bei erstem nur die Deformationen der Valenzscha-
le modelliert werden, wird bei letzterem auch die Deformation der ersten Schale
explizit beschrieben. Bei dieser Auflösung weicht der aus den Strukturfaktoren be-
stimmte EFG nur um ca. 22 % vom exakten Wert ab, was durch den EFG von -0.93
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Abbildung 5.7: (a) Abhängigkeit der Eigenwerte qNxx = q
N
yy (blau) und q
N
zz (rot) in
N2 von der Auflösung im reziproken Raum (gegeben durch sin(θ)/λ), wie sie die
Größe ρsin(θ)/λ(r) wiedergibt. (b) Deformationsdichte entlang der N-N-Achse in
N2 mit sphärisch-gemittelten ISA als Referenz, die an die Elektronendichte DFT-
Rechung (rot), des HC- (lila) und des EHC-Modells (grün) sowie ρsin(θ)/λ(r) bei
sin(θ)/λ < 1.8 Å
−1
(gelb) konvergiert wurden. Die Grenzen der elektronischen
Schalen (blau), wie sie durch die Minima in der ELF angezeigt werden, der BCP als
Grenze zwischen den beiden Atomen sowie die Positionen der Atome sind durch
vertikale Linien verdeutlicht.
au aus ρsin(θ)/λ(r) (siehe Abbildung 5.7a) im Vergleich zu -1.19 au bei unendlicher
Auflösung abgelesen werden kann. Dabei nimmt der Wert von qNzz (rot), der einen
betragsmäßig doppelt so großen Wert besitzt wie die Eigenwerte qNxx = q
N
yy (blau),
über den gesamten betrachteten Bereich monoton ab und nähert sich bei Werten
von sin(θ)/λ < 5.0 Å
−1
dem tatsächlichen Wert an. Dadurch unterscheidet sich der
Verlauf deutlich von dem bei ScF, bei dem lokale Extremstellen auftreten. Ledig-
lich bei niedrigen Auflösungen wird das falsche Vorzeichen des EFGs vorhergesagt,
was aber bereits bei Auflösungen von sin(θ)/λ < 1.0 Å
−1
nicht mehr der Fall ist.
Bei der betrachteten Auflösung von sin(θ)/λ < 1.8 Å
−1
zeigt sich eine gute Über-
einstimmung des EFGs aus ρsin(θ)/λ(r) mit dem eigentlichenWert, was sich auch aus
der Deformationsdichte mit sphärisch-gemittelten ISA als Referenz ablesen lässt
(Abbildung 5.7b). In der Valenzschale zeigt sich eine gute Übereinstimmung der
Deformationsdichte bei sin(θ)/λ < 1.8 Å
−1
(gelb) mit der bei unendlicher Auflö-
sung (rot), was sich zum Beispiel an der geringen Abweichung am BCP ablesen
lässt, wo beide Funktionen ein Maximum entlang des eindimensionalen Schnittes
zeigen. In der ersten Schale des N-Atoms zeigt sich bei sin(θ)/λ < 1.8 Å
−1
bereits
das qualitativ richtige Verhalten, nämlich ein Dipol, der sein Maximum auf der
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dem zweiten N-Atom zugewandten Seite besitzt. Die Stärke der Extremstellen wird
aber bei sin(θ)/λ < 1.8 Å
−1
noch deutlich unterschätzt, was zu der verbleibenden
Abweichung des EFGs führt.
Betrachtet man dagegen die Deformationsdichte des HC-Modells, so zeigen sich
im kernnahen Bereich keine lokalen Extremstellen. Die Deformationsdichte nähert
sich in diesem Bereichmonoton demWert an der Atomposition an, was aus der Ver-
wendung von knotenlosen Radialfunktionen bei der MP-Entwicklung stammt. Da-
für ist die Übereinstimmung des EFGs des HCs (-1.03 au) mit demWert bei unend-
licher Auflösung (-1.19 au) erstaunlich gut und die Abweichung ist geringer als die
des EFGs, der aus ρsin(θ)/λ(r) berechnet wurde. Der Grund für diese zufällige gute
Übereinstimmung liegt im Verhalten der Deformationsdichte auf der trans-Seite
zum zweiten N-Atom. Für das HC ist die Deformationsdichte dort durchgängig
positiv, was auf Grund der angularen Struktur des EFG-Operators zu einem ne-
gativen Beitrag führt. Bei allen anderen gezeigten Deformationsdichten, also auch
für ∆ρsin(θ)/λ(r), führen die negativen Werte zu einem positiven Beitrag zum EFG
und somit zu einer teilweisen Kompensation der Beiträge auf der cis-Seite. Die Ab-
weichung der Deformationsdichte im Bereich des BCPs spielt für den EFG eine un-
tergeordnete Rolle, da die Beiträge auf Grund des relativ großen Abstands gering
sind. Dennoch zeigt sich in diesem Bereich eine Abweichung der Deformations-
dichte und an Stelle des lokalen Maximums am BCP zeigt sich dort ein Minimum,
das sich zwischen zwei Maxima, die näher an den Atompositionen auftreten, be-
findet. Eine solche Abweichung ist vermutlich auf die Verwendung eines radialen
Skalierungsparameters κ′ für alle Multipole zurückzuführen, weshalb das Modell
nicht genug Flexibilität zur Beschreibung der Elektronendichte besitzt. Dagegen
kann ausgeschlossen werden, dass die Abweichung auf Grund der begrenzten Auf-
lösung zu Stande kommt, da ∆ρsin(θ)/λ(r) das richtige Verhalten zeigt. Auch eine
Beeinflussung der Parameter des Valenzatoms im HC-Modell durch die Elektro-
nendichteverteilung nahe der Atomposition trägt nicht zu dieser Abweichung bei,
da sich für das EHC-Modell ebenfalls der gleiche Verlauf der Deformationsdich-
te im Valenzbereich zeigt. Allerdings wird hier der Dipol in der ersten Schale des
N-Atoms durch das zusätzliche Pseudoatom beschrieben, was zu einer guten Über-
einstimmung der Deformationsdichte des EHC-Modells mit dem eigentlichenWert
führt. Dabei nimmt die Deformationsdichte deutlich höhere Werte als ∆ρsin(θ)/λ(r)
an, was sich auch in der guten Übereinstimmung des EFGs des EHC (-1.17 au) im
Vergleich zum tatsächlichen Wert (-1.19 au) widerspiegelt.
Somit konnte gezeigt werden, dass sich der EFG aus der Elektronendichte eines
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MP-Modells bestimmen lässt, also das Modell prinzipiell genug Flexibilität besitzt.
Dafür ist es aber notwendig, alle elektronischen Schale im Rahmen eines EHC
asphärisch zu beschreiben. Des Weiteren hat sich gezeigt, dass bereits geringere
Auflösungen als durch ρsin(θ)/λ(r) vorhergesagt ausreichen können, um den EFG
quantitativ zu bestimmen. Dabei muss die Auflösung lediglich hoch genug sein,
um alle elektronische Schale stabil verfeinern zu können und die Abweichung vom
tatsächlichen Wert des EFGs wird durch die Extrapolation des Multipolmodells zu
unendlicher Auflösung kompensiert.
5.2 Der EFG von späten Übergangsmetallverbindungen
Nachdem im vorangegangenen Abschnitt das Vorzeichen sowie die relative Größe
des EFG in ScX (5) und dessen Zusammenhang mit der Elektronendichtevertei-
lung speziell bei subatomarer Auflösung betrachtet wurde, soll eine vergleichbare
Analyse mit den Modellsystem CuX (6, X = H, F, Cl, Br, I, Li) durchgeführt wer-
den. Im Gegensatz zu den frühen Übergangsmetallverbindungen 5 spielt nun die
Wahl der Methode der quantenchemischen Rechnung eine entscheidende Rolle,
wie man an dem erwarteten linearen Zusammenhang zwischen EFG und NQCC
sehen kann (siehe Abbildung 5.8). Das B3LYP-Funktional steht beispielhaft für das
Scheitern der meisten gängigen GGA- und globalen Hybridfunktionale der DFT
bei der Vorhersage von EFGs, was bereits in der Literatur diskutiert wurde. [489]
Der Grund hierfür liegt in der fehlerhaften Beschreibung der Austauschwechsel-
wirkung im Rahmen der DFT, was man durch den Vergleich mit einer Rechnung
mit dem BH&HLYP-Funktional erkennt. Bei diesemwird die Hälfte der Austausch-
wechselwirkung und damit ein deutlich höherer Anteil als in den meisten Hybrid-
funktionalen durch den exakten Wert aus der HF-Theorie beschrieben. Die Linea-
rität zwischen NQCC und EFG wird bestätigt und der Wert des NQM (-236(19)
mb) bestätigt den Literaturwert von -220(15) mb [491] sogar quantitativ recht gut.
Die HF-Methode dagegen sagt einen linearen Zusammenhang zwischen NQCC
und EFG voraus, allerdings wird dabei das NQM (-110(18) mb) deutlich über-
schätzt. Berücksichtigt man dagegen die elektronische Korrelation, wie in derMP2-
Methode, so stimmt das NQM (-206(4) mb) gut mit dem Literaturwert überein.
Dabei wird die Übereinstimmung noch besser, wenn der PCE bei der Beschrei-
bung der relativistischen Eﬀekte durch den DKH2-Hamilton-Operator korrigiert
wird (-223(9) mb). Auch wenn der Wert des EFGs in 6 bezüglich der Ordnung der
Störungsrechnung noch nicht konvergiert ist und es z.B. für den MP3-Hamilton-
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Operator noch Abweichungen von der Linearität zwischen NQCC und EFG gibt,
[489] so wird im Folgenden die Elektronendichte der MP2-Rechnung analysiert,
da die gute Übereinstimmung des NQM mit den Literaturwert auf eine Verläss-
lichkeit der Methode hindeutet.
Abbildung 5.8: Bestimmung des NQM für das Cu-Atom in 6 aus experimentellen
NQCCs und berechneten EFGs für unterschiedliche Näherungen.
Betrachtet man die Werte des EFG (siehe Abbildung 5.8), so liegen diese zwi-
schen -0.50 au für CuF und +0.21 au für CuLi bzw. -0.24 au für CuI, wenn man
die Analyse analog zu den Systemen 5 auf die Halogenid-Systeme beschränkt. In
diesem Fall besitzt der EFG für alle vier Verbindungen ein negatives Vorzeichen,
dessen Ursache im Folgenden näher beleuchtet werden soll. Des Weiteren weisen
die Systeme 6 einen höheren EFG auf als ScF (-1.45 au) und ScI (-1.22 au) (sie-
he Abschnitt 5.1), weshalb die Polarisation der Elektronendichteverteilung um das
Cu-Atom im Vergleich zum Sc-Atom abgeschwächt sein muss.
Als eine mögliche Erklärung für die Größe des EFGs kann das Auftreten der
nichtbindenden Ladungskonzentrationen in 6 in Betracht gezogen werden, die das
Polarisationsmuster der Valenzschale in L(r) oder in der Deformationsdichte mit
sphärisch-gemittelten iterierten Stockholder-Atomen als Referenz dominieren (sie-
he Abbildung 5.9). In L(r) zeigen sich zwei torusförmige lokale CCs in der Valenz-
schale des Cu-Atoms, von denen sich die stärkere auf der cis- (1810 eÅ−5 in CuF
bzw. 1677 eÅ−5 in CuI) und die schwächere auf der trans-Seite (1667 eÅ−5 in CuF
bzw. 1596 eÅ−5 in CuI) zum Liganden befindet. Diese sind so stark auf die jeweili-
ge Seite verschoben, dass sie auf Grund der angularen Struktur des EFG-Operators
einen negativen Beitrag zum EFG leisten. Im äquatorialen Bereich befindet sich ei-
ne Ladungsverarmungszone, die in CuF mit 1348 eÅ−5 einen deutlich geringeren
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Wert annimmt als in CuI mit 1462 eÅ−5. Entlang der Cu-X-Achse befindet sich
ebenfalls eine CD, die aber sowohl mit 1451 eÅ−5 in CuF bzw. 1539 eÅ−5 in CuI auf
der cis- als auchmit 1480 eÅ−5 in CuF bzw. 1553 eÅ−5 in CuI auf der trans-Seite hö-
here Werte besitzt als in der äquatorialen Ebene. Zusammen mit den Ladungskon-
zentrationen in der Valenzschale lässt sich somit das negative Vorzeichen des EFGs
beider Verbindungen erklären. Des Weiteren erwartet man bereits auf Grund von
L(r) in der Valenzschale das qualitativ richtige Verhalten des EFG, denn der Unter-
schied zwischen der stärksten Ladungskonzentration, die einen negativen Beitrag
zum EFG liefert, und der schwächsten Ladungsverarmungszone, die durch ihre
Lage in der äquatorialen Ebene einen positiven Beitrag zum EFG liefert, ist mit
462 eÅ−5 in CuF stärker ausgeprägt als mit 205 eÅ−5 in CuI. Die stärkere Polari-
sation der Valenzschale in CuF spiegelt sich nicht nur im gesamten EFG wieder,
sondern wird auch von den Beiträgen dieser Schale zum EFG (-0.23 für CuF bzw.
-0.15 für CuI, siehe Tabelle 5.2) bestätigt. Vergleicht man diese beiden Werte mit
den EFGs in 5, so besitzen diese einen vergleichbaren Betrag in der Valenzscha-
le des Sc-Atoms (siehe Tabelle 5.1), obwohl die Polarisation dort größtenteils von
an der Bindungsbildung beteiligten Orbitalen hervorgerufen wird und deshalb die
Polarisation schwächer ist. Durch die Lage der Ladungskonzentrationen nahe an
den Knotenflächen des EFG-Operators wird der EFG oﬀensichtlich nicht so stark
von den nichtbindenden Orbitalen beeinflusst wie das Polarisationsmuster der Va-
lenzschale, was aber nicht die Möglichkeit, den EFG qualitativ entlang der Serie 6
vorherzusagen, einschränkt. [492]
Die gleichen Erkenntnisse lassen sich auch aus der Deformationsdichte ableiten,
die im Bereich der Valenzschale allerdings nur ein torusförmiges lokales Maximum
auf der cis-Seite besitzt, während sich auf der trans-Seite nur ein Sattelpunkt be-
findet. Dennoch befindet sich im negativen Bereich des EFG-Operators in Summe
ein positiver Beitrag der Deformationsdichte, was zu einem negativen Beitrag zum
EFG führt. In dem Bereich, in dem der EFG-Operator ein positives Vorzeichen be-
sitzt, weist die Deformationsdichte jeweils ein Minimum bei negativen Werten auf,
was den negativen EFG zusätzlich verstärkt. Durch den Unterschied zwischen dem
Maximum (+1.34 eÅ−3 in CuF bzw. +0.62 eÅ−3 in CuI) und dem Minimum (-1.04
eÅ−3 in CuF bzw. -0.47 eÅ−3 in CuI) lässt sich die stärkere Polarisation der Valenz-
schale in CuF im Vergleich zu CuI ablesen, was zu einem betragsmäßig größeren
Beitrag zum EFG führt.
Einen entscheidenden Grund für den kleineren Betrag des EFGs in der Serie 6 im
Vergleich zu 5 lässt sich an der Deformationsdichte im Bereich der zweiten elek-
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tronischen Schale ablesen, die drei lokale Extremstellen aufweist. Dabei befindet
sich ein torusförmiges Maximum jeweils in der äquatorialen Ebene und liefert auf
Grund der positiven Deformationsdichte in diesem Bereich (1.15 eÅ−3 in CuF bzw.
0.56 eÅ−3 in CuI) einen positiven Beitrag zum EFG. Dieser positive EFG wird noch
weiter verstärkt, da das Minimum auf der cis- (-3.45 eÅ−3 in CuF bzw. -1.50 eÅ−3
in CuI) und der trans-Seite (-3.95 eÅ−3 in Cuf bzw. -2.42 eÅ−3 in CuI) durch die an-
gulare nodale Struktur des EFG-Operators ebenfalls positive Beiträge zum EFG lie-
fern. Diese Vorhersage wird von dem tatsächlichen, positiven Wert des EFGs in der
zweiten Schale (siehe Tabelle 5.1) bestätigt, wobei CuF mit 1.52 au einen größeren
EFG aufweist als CuI mit 0.79 au. Dies korreliert mit der stärkeren Polarisation der
zweiten Schale in CuF im Vergleich zu CuI, bei der sich die Werte vom Maximum
und dem Minimum auf der trans-Seite um 5.10 bzw. 2.98 eÅ−3 unterscheiden.
Auch in der zweiten elektronischen Schale lassen sich sowohl das Vorzeichen als
auch die relative Stärke des EFGs in L(r) ablesen, der in dieser Schale eine CC in
der äquatorialen Ebene aufweist. Da diese mit 325334 eÅ−5 in CuF bzw. 324273
eÅ−5 in CuI einen höheren Wert besitzt als die axialen Ladungsverarmungszonen
auf der cis- (320610 eÅ−5 in CuF bzw. 323383eÅ−5 in CuI) bzw. trans-Seite (314104
eÅ−5 in CuF bzw. 317887 eÅ−5 in CuI), führt dies auf Grund der angularen Struktur
des EFG-Operators zu einem positivenWert des EFGs in der zweiten Schale. Durch
den größeren Unterschied der Stärke zwischen der CC und den beiden CDs, kann
auf einen größeren EFG in CuF im Vergleich zu CuI geschlossen werden, was auch
tatsächlich bestimmt wurde.
Der Beitrag der ersten Schale zum EFG lässt sich nur mit Hilfe der Deformati-
onsdichte erklären, die analog zur Deformationsdichte in 5 einen Dipol zeigt, der
auf der trans-Seite ein Maximum besitzt. Während das Minimum auf der cis-Seite
mit -4.34 bzw. -4.05 eÅ−3 in CuF bzw. CuI näherungsweise gleich stark ausgeprägt
ist, so unterscheidet sich das Maximum auf der trans-Seite deutlich (+6.08 eÅ−3 in
CuF bzw. +4.93 eÅ−3 CuI). In beiden Fällen überwiegt der Betrag des Maximums
und man erwartet einen negativen Beitrag der ersten Schale zum EFG, was durch
den tatsächlichen Wert von -1.74 bzw. -1.49 au für CuF bzw. CuI bestätigt wird.
Der größere Betrag des EFGs von CuF lässt sich somit in der Deformationsdichte
ablesen, und zwar an dem stärker ausgeprägten Maximum in CuF im Vergleich zu
CuI.
Auchwenn das Polarisationsmuster in 6 durch das Auftreten der nichtbindenden
Ladungskonzentrationen auf den ersten Blick komplizierter erscheint als in 5, so
lassen sich dennoch alle wesentlichen Informationen über den EFG daraus ablesen.
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+4.93 -4.05
Abbildung 5.9: L(r) zeigt das Polarisationsmuster der zweiten und dritten elektro-
nischen Schale des Cu-Atoms (jeweils im Zentrum), wobei sich der Ligand X =F (a)
bzw. I (b) auf der rechten Seite des Cu-Atoms außerhalb des gezeigten Bereichs be-
findet. Konturwerte bei ±2, 4, 8 ·10n (n =-1,0,1,2,3,4) sowie 1450, 1575, 320500 und
324125 eÅ−5. Das Polarisationsmuster aller elektronischen Schalen des Cu-Atoms
wird von der Deformationsdichte mit sphärisch-gemittelten ISA als Referenz für
CuF (c) und CuI (d) aufgelöst. Konturwerte bei ±n · 0.05e/Å−3 (n =1, 2,...,19). Posi-
tive Konturwerte rot durchgezogen, negative Konturwerte blau gestrichelt in allen
Abbildungen. Die Knotenflächen des Operators Xˆ
Cu
zz sind durch die Konturen in li-
la verdeutlicht sowie dessen Vorzeichen angegeben. In den Abbildungen (c) und (d)




Neben dem Vorzeichen lässt sich der qualitativ richtige Trend des EFGs der beiden
betrachteten Verbindungen erklären, der in diesem Fall bereits aus den Beiträgen
der Valenzschale die richtige relative Größe liefert. Auch der kleinere Betrag des
EFGs in 6 im Vergleich zu 5 kann man durch die teilweise Kompensation mit Hilfe
der positiven Beiträge der zweiten Schale zum EFG erklären.
Tabelle 5.3: Beiträge der einzelnen durch die ELF definierten elektronischen Scha-




3. Schalea -0.23 -0.15
2. Schale 1.52 0.79
1. Schale -1.74 -0.91
a Definiert als der Unterschied zwischen dem Beitrag des Cu-Atoms nach der Becke-Partitionierung
und den Beiträgen der beiden innersten Schalen.
Abschließend soll noch die Abhängigkeit der Ergebnisse von der Auflösung im
reziproken Raum, die notwendig ist, um die Elektronendichte zur Berechnung des
EFGs akkurat aus Strukturfaktoren zu bestimmen, betrachtet werden. Dazu wird
wiederum die Größe ρsin(θ)/λ(r) für CuF betrachtet (siehe Abschnitt 5.1) und daraus
der EFG berechnet sowie über der Auflösung aufgetragen (siehe Abbildung 5.10).
Nach anfänglichen Schwankungen fällt der EFG in CuF monoton, bis er bei etwa
1.6Å−1 ein lokales Minimum erreicht, welches dem tatsächlichen Wert bei unend-
licher Auflösung sehr nahe kommt. Bei steigender Auflösung steigt der Wert des
EFGs aber wieder und erreicht im Bereich zwischen 4 und 5Å−1 ein lokales Maxi-
mum. Bei diesem besitzt der EFG sogar einen positiven Wert, was auf die positiven
Beiträge der zweiten elektronischen Schale zurückzuführen ist. Für höhere Auflö-
sungen fällt der Wert des EFGs wieder und nähert sich monoton dem tatsächlichen
Wert an, aber er erreicht erst bei hohen Auflösungen (ca. 14Å−1) wieder negative
Werte. Bei der höchsten betrachteten Auflösung ist die Konvergenz noch nicht so
weit fortgeschritten wie bei der Verbindung ScF, die in Abschnitt 5.1 betrachtet
wurde.
Zusammenfassend lässt sich feststellen, dass die Deformation aller elektroni-
schen Schalen berücksichtigt werden muss, um den EFG im Rahmen einer topolo-
gischen Analyse der Elektronendichteverteilung zu verstehen. Für die Modellsys-
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Abbildung 5.10: Auswirkung der maximalen Auflösung der berechneten Struktur-
faktoren auf den EFG qCuzz , welcher für CuF im Bereich von 0 bis 15 Å
−1 aus der
Elektronendichteverteilung ρsin(θ)/λ sowie bei unendlicher Auflösung aus der Elek-
tronendichteverteilung ρ(r) (horizontale Linie) bestimmt wird.
teme 5 und 6 lässt sich so der Trend des EFGs entlang der Serie erklären, der nur
durch die Betrachtung der eﬀektiven Valenzschale nicht verstanden werden kann.
Dadurch liegt eine quantitative Beschreibung des EFGs aus der Elektronendich-
teverteilung eines EHC-Modells für Übergangsmetallverbindungen außerhalb des
experimentell zugänglichen Bereichs. Dies korreliert mit den Ergebnissen aus Ab-
schnitt 3.2, bei denen nur die zweite und dritte elektronische Schale des Scandium-
atoms mit einem EHC modelliert werden. Der Vergleich der beiden Modellsyste-
me zeigt aber auch, dass für experimentelle Ladungsdichtestudien mit dem Ziel
der Beschreibung der zweiten Schale des TM-Atoms durch ein EHC-Modell ohne
die Bestimmung des EFGs die frühen Übergangsmetallverbindungen vielverspre-
chendere Systeme sind, da für diese schon bei geringeren Auflösungen Informatio-
nen über die inneren Schalen in den Strukturfaktoren enthalten sind. Ein lohnen-
des Ziel zukünftiger Studien sollte es sein, zu überprüfen, ob sich die qualitativen
Trends der Serie 5mit einem EHC-Modell, das die zweite und dritte Schale des Sc-
Atoms beschreibt, aus den Strukturfaktoren extrahieren lassen. Sollte dies der Fall
sein, könnte weiter untersucht werden, ob sich der EFG daraus über eine Methode




Dagegen lässt sich für Verbindungen mit Hauptgruppenelementen wie N2 mit ei-
nem EHC-Modell der EFG schon bei einer Auflösung von sin(θ)/λ < 1.8 Å
−1
präzise
und ohne weitere Korrekturen bestimmen. Wird der EFG dagegen aus einem HC-
Modell bestimmt, gibt es deutliche Abweichungen zum tatsächlichen Wert.
Somit konnte für den EFG eine Verbindung zwischen der elektronischen Struk-
tur bei subatomarer Auflösung und einer spektroskopischen Eigenschaft des Sys-
tems illustriert werden. Allerdings gibt es weitere spektroskopische Methoden,
für deren Erklärung die elektronische Struktur im kernnahen Bereich herangezo-
gen werden muss. Dies soll im folgenden Abschnitt am Beispiel der Spin-Spin-





Im vorangegangenen Abschnitt konnte gezeigt werden, dass für bestimmte Eigen-
schaften wie den EFG die Betrachtung der eﬀektiven Valenzschale der Atome nicht
ausreicht, um das Verhalten entlang einer Serie von Verbindungen zu erklären.
Durch die Betrachtung der lokalen elektronischen Struktur bei subatomarer Auflö-
sung ändert sich dies und der EFG sowie die dazugehörige spektroskopische Mess-
größe, die NQCC, kann durch die asphärische Elektronendichteverteilung nahe
der Atomposition erklärt werden. Eine solche Analyse soll in diesem Abschnitt für
die Spin-Spin-Kopplungskonstanten durchgeführt werden, die durch ihre Sensiti-
vität auf den (sphärisch symmetrischen) s-Anteil der Bindung (siehe unten) gewis-
sermaßen eine komplementäre Größe zum EFG darstellen. Die Studie wird am Bei-
spiel der Kopplungskonstante J(Si,H) von Silanverbindungen durchgeführt, deren
Si–H-Bindung in Anwesenheit eines Übergangsmetallzentrums aktiviert werden
kann. [495, 496] Solche Übergangsmetallsilanverbindungen könnenmit einem ver-
einheitlichten Bindungskonzept als Zwischenzustände einer oxidativen Addition
eines Silans an ein Übergangsmetallatom beschrieben werden. [62, 119, 120, 497]
Als Endpunkt einer solchen oxidativen Addition entsteht ein klassischer
Silylhydrid-Komplex, dessen Bindungen als zwei-Zentren-zwei-Elektronen-
Bindungen (2c2e) zwischen dem Übergangsmetall und dem Si- bzw. H-Atom
beschrieben werden können. Während der Bildung dieser Bindungen durchläuft
der Komplex mehrere Zwischenstufen, die, wenn sie isoliert werden können, als
nichtklassische Silan-Komplexe bezeichnet werden. [495] Der erste Schritt entlang
der Reaktionskoordinate der oxidativen Addition ist die Bildung eines σ-Silan-
Komplexes wie Cr(CO)5(η
2−H2SiPh2) (10), [498] dessen Struktur in Abbildung
6.1a dargestellt ist. Eine solche, aktivierte Verbindung zeichnet sich durch eine
Vergrößerung des Si-H-Abstandes, in diesem Fall auf 1.57 Å (siehe Tabelle 6.1;
basierend auf DFT-Rechnungen). Dies bedeutet eine signifikante Aktivierung der
Si-H-Bindung, deren Bindungslänge in einem freien Silan wie SiH4 typischerweise
1.48 Å beträgt. [499]
Als nächster Schritt entlang der Reaktionskoordinate kann das asym-
metrische oxidatve Additionsprodukt (ASOAP) angesehen werden, für das
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Cp#Mn(CO)2(H2SiPh2) (Cp
# = MeCp) (11) [63, 500] als typisches Beispiel ange-
führt werden kann. Eine solche Verbindung (siehe Abbildung 6.1b) besitzt ne-
ben einer immer noch vorhandenen Si-H-Wechselwirkung auch eine deutlich
ausgebildete 2c2e-TM-H-Bindung, was sich in einer TM-H-Bindungslänge von
1.55 Å im Vergleich zu 1.71 Å bei 10 widerspiegelt (siehe Tabelle 6.1). Folgt
man weiter der Reaktionskoordinate, so bildet sich ein symmetrisches oxidatives
Additionsprodukt (SOAP) aus, was bei (iPr2Im2)2Ni(HSiMePh2) (iPr2Im2 = 1,3-
Diisopropylimidazolin-2-yliden) (12) [121, 501] der Fall ist (siehe Abbildung 6.1c).
Auch wenn die Si-H-Bindung noch stärker aktiviert ist als in den beiden anderen
Verbindungen (2.09 Å in 12 im Vergleich zu 1.76 Å bei 11 bzw. 1.57 Å bei 10,
siehe Tabelle 6.1), ist immer noch eine Si-H-Wechselwirkung inklusive eines Si-H-
Bindungspfads vorhanden. Das Fortschreiten des Additionsprozesses äußert sich
vor allem in einem kürzeren TM-Si-Abstand von 2.21 Å im Vergleich 2.38 Å bei
11, wodurch in der Elektronendichteverteilung von 12 ein TM-Si-Bindungspfad
auftritt. [502] Nimmt die TM-Si-Wechselwirkung weiter zu, so bildet sich in der
letzten Stufe der Reaktionskoordinate eine 2c2e-TM-Si-Bindung aus, die sich in
dem Silylhydrid-Komplex (PMe2Ph)(CO)3Fe(H)(SiPh3) (13) [503] zeigt (siehe Ab-
bildung 6.1d). Der große Si-H-Abstand und das Fehlen des entsprechenden Bin-
dungspfades legt die Abwesenheit einer signifikanten Si-H-Wechselwirkung nahe
und eine solche Verbindung kann im Gegensatz zu 10, 11, 12 mit 2c2e-Bindungen
beschrieben werden.
Neben den drei diskutierten nichtklassischen Silan-Komplexen (10, 11, 12) ent-
lang der Reaktionskoordinate der oxidativen Addition bei der Entstehung eines
klassischen Silan-Komplexes (13) wurden in der Literatur auch weitere nicht-
klassische Wechselwirkungen zwischen einem Si- und einem H-Atom wie die α-
agostische Wechselwirkung in einem Silyl-Komplex [504], die sekundäre Wech-
selwirkung (secondary interactions between a silicon and a hydrogen atom, SISHA)
[505, 506] und die interligand hypervalent interaction, IHI [507] diskutiert.
Die Einteilung der Stufe der oxidativen Addition kann über strukturelle Para-
meter oder Ladungsdichtestudien vorgenommen werden, [62, 119, 120, 497] zu
deren Bestimmung aber die Verbindungen isoliert und kristallisiert werden müs-
sen. Dagegen stellt die Spin-Spin-Kopplungskonstante J(Si,H) eine vielseitige Grö-
ße dar, um die Bindungsaktivierung von Übergangsmetallsilan-Verbindungen in
Lösung zu analysieren. [508] In der Tat ändert sich der Betrag der berechneten
Spin-Spin-Kopplungskonstanten J(Si,H) der betrachteten Verbindungen (siehe Ta-
belle 6.1) während der oxidativen Addition deutlich von 109 Hz in 10 auf 16 Hz
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in 13, wobei das Intervall noch größer wird, wenn zusätzlich das Vorzeichen von
J(Si,H) berücksichtigt wird. Während das relative Vorzeichen einer Kopplungs-
konstante experimentell nur mit aufwendigen und zeitintensiven Messverfahren
bestimmt werden kann, werden im Folgenden im Rahmen der DFT berechnete
Kopplungskonstanten [509, 510] betrachtet. Die relativistischen Eﬀekte wurden
mit dem ZORA-Modellhamiltonoperator [158–161] beschrieben, dessen Ergebnis-
se bei der Berechnung von Kopplungskonstanten eine gute Übereinstimmung mit
vierkomponentigen Methoden zeigen. [511]
Abbildung 6.1: Kugel-Stab-Modell sowie die Si-H-, TM-Si- bzw. TM-H-
Bindungspfade und bindungskritischen Punkte der Modellsysteme 10 (a), 11
(b), 12 (c) und 13 (d).
In 13 beträgt der Si-H-Abstand 2.80 Å (siehe Tabelle 6.1) und ist damit deut-
lich größer als in den anderen betrachteten Systemen, was sich in einer J(Si,H)-
Kopplungskonstanten von +16Hz widerspiegelt. Nach der Klassifikation von Schu-
bert handelt es sich bei 13 um eine klassische Übergangsmetallsilanverbindung,
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Tabelle 6.1: Bindungslängen und -winkel (in Å bzw. ◦) der Si-TM-H-Einheit sowie
die berechnete Kopplungskonstante J(Si-H) (in Hz) entlang der Reaktionskoordi-
nate der oxidativen Addition eines Silans an ein Übergangsmetallzentrum, deren
einzelne Stufen durch die Modellsysteme 10, 11, 12, 13 repräsentiert werden.
Verbindung d(TM-Si) d(TM-H) d(Si-H) ∠(Si-TM-H) J(Si-H)
10 2.82 1.71 1.57 30 -109
11 2.38 1.55 1.76 48 -68
12 2.21 1.48 2.09 65 +47
13 2.40 1.51 2.80 88 +16
die über |J(Si,H| < 20 Hz klassifiziert werden können. [125] nichtklassische Über-
gangsmetallsilanverbindungen, die noch eine signifikante Si-H-Wechselwirkung
aufweisen, besitzen typischerweise ein |J(Si-H)| zwischen 20 und 70 Hz, [125] auch
wenn die genaue Größe dieses Intervalls Gegenstand intensiver Diskussionen ist.
[505, 506] Die Verbindungen 11 und 12 lassen sich mit J(Si,H)= −68 bzw. +47 Hz
somit als nichtklassische Übergangsmetallsilanverbindungen klassifizieren, bei de-
nen sowohl der Si-H-Abstand von 1.76 bzw. 2.09 Å und der spitzere Si-TM-H-
Winkel von 48 bzw. 65◦ im Vergleich zu 13 (2.80 Å bzw. 88◦) für die Existenz einer
Si-H-Wechselwirkung sprechen (siehe Tabelle 6.1). Die Kopplungskonstante von
10 liegt mit -109 Hz sogar außerhalb des von Schubert vorgegebenen Intervalls,
auch wenn die aktivierte Si··H-Bindung (1.57 Å) sowie die Existenz eines Cr-H-
BCPs für eine signifikante Wechselwirkung zwischen dem Übergangsmetall und
dem Silan sprechen.
Die Einteilung in klassische und nichtklassische Übergangsmetallsilanverbin-
dungen wird weiter dadurch erschwert, dass sich die gemessene Kopplungskon-
stante J(Si,H) = 1J(Si,H) + 2J(Si,H) aus den Beiträgen einer Kopplung über eine
bzw. zwei 2c2e-Bindungen zusammensetzt. [508] Dabei unterscheiden sich die bei-
den Beiträge zur Kopplungskonstante durch das Vorzeichen, wenn man das Dirac-
Vektormodell zugrunde legt. [512–514] Dabei ist 1J(Si,H) bzw. 2J(Si,H) negativ bzw.
positiv, was auf das negative gyromagnetische Verhältnis des Si-Kerns [515] zu-
rückzuführen ist. Es kann somit zu der Situation kommen, dass sowohl 1J(Si,H)
als auch 2J(Si,H) einen deutlich von null verschiedenen Beitrag leisten, sich dieser
aber gerade kompensiert, so dass J(Si,H) in Summe verschwindet. Anhand dieses
Beispiels zeigt sich, dass der Betrag der Spin-Spin-Kopplungskonstante als alleini-
ges Kriterium für die Einteilung in klassische und nichtklassische Übergangsme-
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tallverbindungen nicht ausreicht. Nur durch die Bestimmung des Vorzeichen von
J(Si,H) ist der Unterschied zwischen 12 und 11 im vollen Umfang sichtbar und ein
detaillierten Einblick in die Bindungssituation möglich.
Eine solche, detaillierte Analyse der J(Si,H)-Kopplungskonstante wird im Rah-
men der vorliegenden Arbeit an den beiden Übergangsmetallsilanverbindungen
Cp2Ti(PMe3)(HSiMe3-nCln) 7 [122] und Cp
#Mn(CO)2(HSiMe3-nCln) 8 [124, 125]
(n = 0 (a), 1 (b), 2 (c), 3 (d)) durchgeführt. Letztere Verbindung ist elektronisch
mit der Verbindung 11 verwandt, weshalb die betrachteten Systeme als nicht-
klassische Übergangsmetallsilanverbindungen in das obige Schema der oxidati-
ven Addition einsortiert werden können. Für 7c, 7d wurden Kopplungskonstanten
von |J(Si,H)| = 22 bzw. 34 Hz gemessen, [122] weshalb diese ebenfalls als nicht-
klassische Übergangsmetallsilanverbindungen angesehen werden können. Das ers-
te Ziel dieser Arbeit ist es, den Einfluss der einzelnen Beiträge zur Spin-Spin-
Kopplungskonstante herauszuarbeiten und diese mit der an der Bindungsbildung
beteiligten Molekülorbitale zu verknüpfen. Dadurch können 7 und 8 besser ent-
lang der Reaktionskoordinate der oxidativen Addition eingeordnet werden. Das
Hauptaugenmerk der Arbeit liegt darauf, den Zusammenhang der lokalen elektro-
nischen Struktur bei subatomarer Auflösung, sowohl imMO- als auch im Ladungs-
dichtebild, mit dem Betrag und dem Vorzeichen von J(Si,H) herzustellen. Dafür
werden im folgenden Abschnitt die verwendeten Konzepte für die Verknüpfung
der lokalen elektronischen Struktur mit den Kopplungskonstanen am Beispiel der
freien Silane vorgestellt.
6.1 Berechnung und Analyse von
Spin-Spin-Kopplungskonstanten
In diesem Abschnitt wird das Verfahren zur Berechnung der Spin-Spin-
Kopplungskonstante skizziert [516] und auf deren Zusammenhangmit der lokalen
elektronischen Struktur bei subatomarer Auflösung eingegangen. Die Spin-Spin-
Kopplungskonstante, die in der Regel durch den Fermi-Kontakt-Mechanismus
[517] dominiert wird, liefert ein direktes Maß für den s-Anteil an den Mole-
külorbitalen, [116–118] die die Information der Spin-Spin-Kopplung zwischen
den beiden betrachteten Kernen übertragen. Somit handelt es sich bei einer
Spin-Spin-Kopplungskonstante in einem gewissen Maß um eine komplementä-
re Größe zum EFG, auch wenn J(A,B) nicht direkt aus der Elektronendichtever-
teilung berechnet werden kann. Die älteste Methode zur Berechnung der Spin-
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Spin-Kopplungskonstante ist die von Pople vorgeschlagene Sum-of-States (SOS),
[117, 518] bei der der Kernspin beider Kerne im Rahmen einer Störungsrechnung
betrachtet wird. Bei der Berechnung der Spin-Spin-Kopplungskonstante








der beiden Atomkerne A und B wird das magnetische Moment der Atomkerne hˆA
bzw. hˆB im Rahmen der Störungstheorie berücksichtigt. Das magnetische Moment
erzeugt dabei eine Spinpolarisation, die durch die Anregung eines Bruchteils eines
Elektrons aus besetzten (φi ) in virtuelle Molekülorbitale (φa) beschrieben werden
kann. Der konstante Vorfaktor besteht neben fundamentalen Naturkonstanten aus
dem gyromagnetischen Verhältnis der beiden gekoppelten Kerne und nimmt im
Falle einer Si-H-Kopplungskonstante J(Si,H) einen negativen Wert an. Da die Dif-
ferenz der Orbitalenergien ǫi − ǫa ebenfalls negative Werte aufweist, wird das Vor-
zeichen der Si-H-Kopplungskonstante allein durch den Zähler in Gleichung 6.1
bestimmt.
Für den Fermi-Kontakt-Term, [517] der den Einfluss des Kernspins auf die Elek-
tronen innerhalb des Atomkerns beschreibt und sich somit durch das Dirac’sche δ
ausdrücken lässt, kann die Kopplungskonstante








durch die Beiträge des besetzten (φi(A)) und virtuellen (φa(A)) MOs an der Atom-
position beschrieben werden, für die wie bereits erwähnt der s-Anteil verantwort-
lich ist. Bei der SOS handelt es sich um eine Näherung, bei der die MOs der SCF-
Rechnung unverändert bleiben, wodurch es zu quantitativen Unterschieden zu ge-
messenen Kopplungskonstanten kommt. [519, 520] Die Eﬀekte, die durch die Rela-
xation der MOs als Reaktion der Kernspins zustande kommen, werden in aktuellen
Implementierungen wie der in der vorliegenden Arbeit verwendeten Methode von
Autschbach und Ziegler [509, 510] oder der Double finite pertubation theory (DFPT)
[521] berücksichtigt. Dabei benötigt letztere Methode einen höheren Rechenauf-
wand, da die Relaxation sowohl für die parallele als auch die antiparallele Stellung
der Kernspins berücksichtigt werden muss. Neben Fällen wie Rechnungen mit con-
figuration interaction, bei denen die DFPT unumgänglich ist, bietet diese Metho-
de die Möglichkeit, die Kopplung mit Hilfe der Coupling Deformation Density im
Realraum zu visualisieren. [522] Die SOS-Näherung leistet aber nach wie vor gute
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Dienste zur Interpretation der Spin-Spin-Kopplungskonstanten und kann verwen-
det werden, um die Beiträge eines Paares von MOs zu der Kopplungskonstante zu
verstehen. [523]
Abbildung 6.2: Isokonturliniendarstellung ausgewählter MOs von SiH4 bei ±n ·
0.05 au (n = 0, 1, 2, . . . , 19); positive Werte rot, negative Werte blau gestrichelt
und die Kontur bei 0 in schwarz) (a-d) sowie deren Beitrag zu J(Si,H) verdeutlicht
anhand eines MO-Schemas (e)
Eine solche Zerlegung der Kopplungskonstante in die einzelnen Beiträge soll
nun am Beispiel des Silans SiH4 illustriert werden, für das die Beiträge der einzel-
nen MO-Paare (nach deren Relaxation in Anwesenheit eines endlichen Kernspins,
in diesem Fall µSi ) zu J(Si,H) in Abbildung 6.2b dargestellt sind. Anhand der unge-
störten MOs (siehe Abbildung 6.2a) kann im Rahmen des SOS das Vorzeichen von
J(Si,H) vorhergesagt werden. Da die Diﬀerenz ǫi −ǫa im Nenner von Gleichung 6.2
immer negativ ist (ǫa > ǫi , siehe Abbildung 6.2e) und von dem negativen gyroma-
gnetischen Verhältnis des 29Si-Kerns kompensiert wird, bestimmt allein der Zähler
von Gleichung 6.2 das Vorzeichen der Kopplungskonstante. Betrachtet man den
Beitrag des besetzten MOs 3a1 (Abbildung 6.2a) und des virtuellen MOs 5a1 (Ab-
bildung 6.2b), deren Kombination für den betragsmäßig größten Anteil (-85 Hz)
der Spin-Spin-Kopplungskonstante (-201 Hz) verantwortlich ist, so besitzt jedes
der beiden MOs einen positiven Wert an der Atomposition des Siliziumatoms und
somit ein positives Vorzeichen für die ersten beiden Werte des Zählers von Glei-
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chung 6.2. Auf Grund der radialen nodalen Struktur des 3s-AOs im Rahmen des
LCAOs, ändert sich das Vorzeichen zwei mal, um im Valenzbereich wieder positive
Werte anzunehmen. Das besetzte MO 3a1 beschreibt dabei eine bindende Wech-
selwirkung, wodurch das MO an der Atomposition des Wasserstoﬀatoms positiv
ist, wohingegen die antibindende Wechselwirkung im MO 5a1 zu einem negati-
ven Wert des MOs führt. Dadurch wird der dritte (MO 5a1) bzw. vierte (MO 5a1)
Wert im Zähler von Gleichung 6.2 negativ bzw. positiv und es lässt sich ein nega-
tiver Beitrag der MOs zu J(Si,H) ableiten, was dem tatsächlich erhaltenen Vorzei-
chen entspricht. Daneben liefert auch die Kombination des besetzten MOs 3a1 mit
dem virtuellen MO 7a1 einen signifikanten Beitrag (-72 Hz) zur Kopplungskon-
stante. Das MO 7a1 beschreibt ebenfalls eine antibindende Si-H-Wechselwirkung,
wodurch das Vorzeichen wie im obigen Fall negativ ist. Der Betrag von J3a1,7a1(Si,H)
ist aber kleiner als im Fall von J3a1,5a1(Si,H), was zu einem gewissen Teil mit der hö-
heren Energie ǫa des virtuellen MOs 7a1 erklärt werden kann, wodurch die Ener-
giediﬀerenz im Nenner von Gleichung 6.2 betragsmäßig größer wird.
Die beiden betragsmäßig größten Beiträge zur Kopplungskonstante
J3a1,7a1(Si,H) = −85 Hz und J3a1,5a1(Si,H) = −72 Hz liefern bereits den größten
Anteil von J(Si,H) = −201 Hz. Aber dennoch fehlen Beiträge weiterer MOs zur
quantitativen Beschreibung von J(Si,H), die von energetisch noch höher gelegenen
virtuellen MOs mit dem besetzten MO 3a1 stammen. Da die einzelnen Beiträge
sehr klein werden können, betrachtet man den Beitrag eines besetzten MOs sum-
miert über alle virtuellen MOs zu J(Si,H). Für eine solche Analyse wird zunächst
Gleichung 6.1 umgeschrieben, so dass die Kopplungskonstante











als orbitaler Erwartungswert ausgedrückt wird. [524] Im Beispiel von SiH4 führt
dies zu einer Kopplungskonstante J3a1,tot(Si,H) = −135 Hz, wodurch die beiden
Beiträge J3a1,5a1(Si,H) und J3a1,7a1(Si,H) in Summe (-157 Hz) den Beitrag von 3a1
zur gesamten Kopplungskonstante bereits betragsmäßig überschätzen. Die übrigen
Beiträge der Spin-Spin-Kopplungskonstante werden von den drei MOs 2t2 hervor-
gerufen, die jeweils mit -22 Hz zu Buche schlagen. An diesem Beispiel zeigt sich
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bereits die Limitierung der SOS-Näherung. Ohne die Störung der Wellenfunkti-
on durch die Kernspins besitzt das MO 2t2 (siehe Abbildung 6.2c) eine angulare
Knotenfläche des p-Orbitals an der Position des Si-Atoms. Dadurch liefert dieses
MO im Rahmen der SOS-Approximation keinen Beitrag zu Kopplungskonstante
(φ2t2(Si) = 0), was aber oﬀensichtlich zu quantitativen Fehlern führt.
Eine Möglichkeit, bei der Analyse das Problem der angularen Knotenfläche des
MOs t2 zu umgehen, ist die Verwendung einer lokalisierten Basis. Die Verbindung
SiH4 lässt sich zum Beispiel in vier bindende Si-H-NBOs (natural bonding orbitals)
[525–530] zerlegen, von denen eines in Abbildung 6.3a dargestellt ist. Die Kopp-
lungskonstanten J(A,B) können im Rahmen der SOS-Näherung auch in einer NBO-
Basis oder anderen lokalisierten Basissätzen wie den LMOs (localized molecular or-
bitals) [531–533] interpretiert werden, was in der Literatur schon mehrfach, auch
für unterschiedliche Kerne durchgeführt wurde. [469, 523, 524, 534–545] Drückt
man das besetzte MO φi =
∑
µCµ,iλµ durch eine Linearkombination einer ande-
ren Basis (z.B. lokalisierte Orbitale) λµ aus, so erhält man mit Hilfe des Operators
Yˆµ,ν =
∑occ
i Cµ,iCν,iXˆi die Spin-Spin-Kopplungskonstante






in der neuen Basis, wobei deren Orbitale nicht orthogonal zueinander sein
müssen. Dieses Kriterium ist aber bei einer NBO-Analyse der Spin-Spin-
Kopplungskonstante erfüllt. [524]
Betrachtet man das bindende Si-H-NBO in SiH4 in Abbildung 6.3a, so besitzt
dies keine Knotenfläche an der Atomposition des Si-Atoms, was die Interpretation
der Kopplungskonstante im Rahmen der SOS-Näherung in der Regel erleichtert.
Auch wird J(Si,H) = −201 Hz fast ausschließlich von den Beiträgen dieses einen
NBOs (-207 Hz) beschrieben. Der Befund, dass die Kopplungskonstante durch ein
NBO beschrieben werden kann, deckt sich mit der Vorstellung, das man das Si-
liziumatom in SiH4 als sp
3-hybridisiert beschreibt. Diese Erwartung lässt sich im
Rahmen der NBO-Analyse bestätigen, bei der 25% der Beiträge des Si-Atoms zu ei-
nem bindenden NBO s-Beiträge sind, während es sich bei dem Rest um p-Beiträge
handelt. Ein solcher Zusammenhang zwischen dem s-Anteil eines Si-H-NBOs, al-
so der Hybridisierung, und der Kopplungskonstante ist in Abbildung 6.3b anhand
der Modellsysteme SiHXYZ (X,Y ,Z = H,F,Cl,CH3) gezeigt. Sinkt durch die Substi-
tution eines oder mehrerer Wasserstoﬀ- durch Methylliganden der s-Anteil des Si-
H-NBOs, steigt der Wert von J(Si,H). Ersetzt man denWasserstoﬀ durch elektrone-
gativere Liganden wie Cl, so steigt der s- Anteil im Si-H-NBO, wodurch die Kopp-
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Abbildung 6.3: Isokonturliniendarstellung eines der vier bindenden Si-H-NBOs in
SiH4 bei ±n · 0.05 au (n = 0, 1, 2, . . . , 19); positive Werte rot, negative Werte blau
gestrichelt und die Kontur bei 0 in schwarz (a) sowie die Abhängigkeit von J(Si,H)
von dem s-Anteil eines solchen NBOs am Beispiel ausgewählter, freier Silane (b).
lungskonstante kleiner wird. Für die 12 betrachteten Silane ergibt sich schließlich
ein linearer Zusammenhang (R2 = 0.947) zwischen dem s-Anteil des bindenden
NBOs und der Kopplungskonstante. Dadurch hängt die Si-H-Kopplungskonstante
wie z.B. auch die C-H-Kopplungskonstante, für die bereits ein linearer Zusammen-
hang zwischen 1J(C,H) und dem s-Charakter des Kohlenstoﬀatoms vorgeschlagen
[546–549] und auf der Basis von quantenchemischen Rechnungen [550–552] be-
stätigt wurde, direkt von dem s-Anteil des Siliziumatoms ab.
Wenn entlang der Serie der freien Silane der s-Anteil des Siliziumatoms im bin-
denden Si-H-NBO zu- bzw. abnimmt, ändern sich auch die Bindungsverhältnis-
se, was sich auch in der Elektronendichteverteilung zeigt. Somit kann der Trend
von J(Si,H) mit dem Ladungsdichtebild verknüpft werden, weshalb im Folgen-
den das Polarisationsmuster des Silans SiH4 betrachtet wird. Wie die Einteilchen-
Wellenfunktion in Abbildung 6.3a nahe legt, besitzt das NBO neben dem Maxi-
mum im Bindungsbereich noch weitere Extremstellen, die sich näher an der Atom-
position des Si-Atoms befinden. Im Speziellen befindet sich auf der dem Wasser-
stoﬀ zugewandten Seite ein Minimum bei einem Abstand, welcher der zweiten
Schale entspricht. Betrachtet man nun L(r) dieses bindenden Si-H-NBOs (Abbil-
dung 6.4b), so führt diese Extremstelle zu einer Ladungskonzentration auf der cis-
Seite. Dagegen zeigt sich in L(r) der Gesamtelektronendichte sowie der Deforma-
tionsdichte mit sphärisch-gemittelten Stockholder-Atomen als Referenz ein Maxi-
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Abbildung 6.4: Isokonturliniendarstellung von L(r) der Gesamtelektronendichte
(a), eines bindenen Si-H-NBO (b), zwei (c), drei (e) und vier (f) bindenden Si-H-
NBOs in SiH4 bei 2, 4, 8·10n eÅ−5 (n = −1, 0, 1, 2, 3); zusätzliche Konturen bei 3920
(a) bzw. 9.96 und 290 (b,c,e,f) eÅ−5. Deformationsdichte mit sphärisch-gemittelten
Stockholder-Atomen als Referenz (d) mit Konturen bei ±n·0.05 eÅ−3 (n = 1,2, ...,19).
Positive Werte rot, negative Werte blau gestrichelt und die Kontur bei 0 in schwarz.
Abbildung (e) enthält zusätzlich einen Ausschnitt, bei dem eine andere H-Si-H-
Ebene gezeigt wird. Diese enthält das H-Atom (H2), für das kein bindendes Si-H-
NBO zur gezeigten Linearkombination beiträgt.
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mum auf der trans-Seite (siehe Abbildung 6.4a,d), welches bereits in der zweiten
Schale des α-Siliziums und dessen molekularen Modellsystems Si(SiH3)4 beobach-
tet wurde. [99] Für einen Vergleich der Deformationsdichtenmit unterschiedlichen
atomaren Referenzen siehe 7.4 im Anhang.1 Dieses Polarisationsmuster lässt sich
erklären, indem man die Beiträge der weiteren bindenden Si-H-NBOs berücksich-
tigt. Bereits die Überlagerung zweier solcher NBOs lässt das Maximum auf der
cis-Seite der zweiten Schale verschwinden (siehe Abbildung 6.4c). Beim Hinzufü-
gen eines dritten bindenden Si-H-NBOs führt dies bereits zu CCs, die sich nahe der
trans-Position befinden. Entlang der Si-H-Achse, für die das NBO nicht berücksich-
tigt wurde, zeigt sich auf der cis-Seite sogar eine starke Ladungsverarmungszone,
wie in dem Ausschnitt in Abbildung 6.4e dargestellt ist. Betrachtet man schließlich
die Überlagerung aller vier bindenden Si-H-NBOs, zeigt sich das richtige Polarisa-
tionsmuster mit den CCs auf der trans-Seite, wie sie auch in der Gesamtelektro-
nendichte vorhanden sind. Das Wissen, wie das Polarisationsmuster eines freien
Silans bei subatomarer Auflösung mit dem NBO-Bild zusammenhängt, wird zum
Verständnis der Ergebnisse des folgenden Abschnitts beitragen, in dem der Fall dis-
kutiert wird, wenn ein solches Silan an ein Übergangsmetallzentrum koordiniert.
6.2 Aktivierung der Si-H-Bindung durch
Übergangsmetallverbindungen
Nachdem im vorangegangenen Abschnitt der Zusammenhang zwischen der Kopp-
lungskonstante J(Si,H) und dem s-Anteil am Si-Atommit Hilfe einer Zerlegung von
J(Si,H) in die einzelnen orbitalen Beiträge gezeigt werden konnte, soll nun dieses
Verfahren angewandt werden, um die beiden Übergangsmetallsilan-Verbindungen
Cp2Ti(PMe3)(HSiMe3-nCln) 7 [122] und Cp
#Mn(CO)2(HSiMe3-nCln) 8 [124, 125]
(n = 0,1,2,3, a–d) in das Schema der oxidativen Addition in Abbildung 6.1 ein-
zuordnen, indem die Kopplungskonstante mit der lokalen elektronischen Struktur
bei subatomarer Auflösung verknüpft wird. Die Geometrie von 7d und 8d ist dabei
in Abbildung 6.5 dargestellt, auf deren Details in den folgenden Abschnitten ein-
gegangen wird. Durch die höhere Anzahl an d-Elektronen in 8 (d6) im Vergleich
zu 7 (d2) ändert sich auch die lokale elektronische Struktur um das Übergangs-
1 Die Deformationsdichte zeigt ebenfalls, dass in der ersten Schale des Si-Atoms keine ausgeprägte
Polarisation vorhanden ist. Ob deren Abwesenheit auch für weitere Verbindungen in kubischen




Abbildung 6.5: Kugel-Stab-Modell der optimierten Geometrie von 7d (a), 8d (b)
und 8a (c) überlagert mit L(r) bei 210 eÅ−5 (a) bzw. 700 eÅ−5 (b,c) um das Über-
gangsmetallatom sowie den kritischen Punkten und den Bindungspfaden der TM-
Si-H-Einheit.
metallatom, was anhand des unterschiedlichen Polarisationsmusters der eﬀektiven
Valenzschale in L(r) abgelesen werden kann (siehe Abbildung 6.5). L(r) liefert ein
Maß für die lokale Lewis-Azidität des TM-Atoms, [553] welche einen empfindli-
chen Einfluss auf die Wechselwirkung zwischen dem Übergangsmetall und dem
Silan besitzt. [91, 92, 119, 120, 382, 554, 555] Durch den Zusammenhang der Fe-
instruktur der Elektronendichteverteilung mit dem Orbitalbild [89, 90] erwartet
man nach Gleichung 6.1 auch eine Änderung der Spin-Spin- Kopplungskonstan-
te. Daher wird im Folgenden im Rahmen einer detaillierten Bindungsanalyse die
Kopplungskonstante J(Si,H) in die Beiträge der einzelnenMolekülorbitale zerlegt.2
Außerdem wird betrachtet, inwieweit sich die Änderungen der chemischen Bin-
dung innerhalb der Serie 7 bzw. 8 auf die Elektronendichteverteilung der inneren
Schalen auswirkt.
6.2.1 Titanverbindungen
Betrachtet man die einzelnen Schritte einer oxidativen Addition eines Silans an ein
Übergangsmetallzentrum z.B. anhand der Modellsysteme 10, 11, 12, 13 (siehe Ab-
bildung 6.1), so lassen sich diese über die Topologie der Elektronendichte klassifi-
2 Die Verwendung einer lokalisierten Basis lässt bei den betrachteten Systemen mit einer großen
Anzahl an delokalisierten Elektronen keine chemisch sinnvolle Zerlegung zu.
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zieren.Während das asymmetrische oxidative Additionsprodukt (11) einen TM-H-
und einen Si-H-Bindungspfad aufweist, ist die letztgenannte Bindung im symme-
trischen oxidativen Additionsprodukt (12) weiter geschwächt, so dass an Stelle des
Si-H- ein TM-Si-Bindungspfad auftritt, während der TM-H-Bindungspfad eben-
falls vorhanden ist. Die in diesem Abschnitt betrachteten Systeme 7 weisen aber
drei Bindungspfade in der TM-Si-H-Einheit auf, was exemplarisch für die Verbin-
dung 7d in Abbildung 6.5 veranschaulicht wird. Somit lassen sich die Verbindun-
gen 7 als Zustand zwischen dem asymmetrischen und symmetrischen oxidativen
Additionsprodukt verstehen, da sich die TM-H-Bindung bereits ausgebildet hat,
während ein Si-H-Bindungspfad ebenfalls vorhanden ist.
Für eine analoge Klassifikation durch die Kopplungskonstante J(Si,H) erwartet
man ebenfallsWerte zwischen denen des asymmetrischen bzw. symmetrischen oxi-
dativen Additionsprodukts (-56 bzw. +47 Hz), was einer weitgehenden gegenseiti-
gen Aufhebung der einzelnen Beiträge 1J(Si,H) und 2J(Si,H) im klassischen Bild
entspricht. Betrachtet man die Beiträge der Fermi-Kontakt-Wechselwirkung zur
Kopplungskonstante J(Si,H), die bei den Verbindungen 7a, 7b, 7c, 7d dominieren
(siehe Tabelle A.8), so findet in der Tat ein Wechsel des Vorzeichens zwischen 7a
(-24 Hz) und 7b (+21 Hz) statt. Dabei zeigt J(Si,H) von 7a eine gute Übereinstim-
mungmit der ebenfalls negativen Kopplungskonstante von -28 Hz des elektronisch
verwandten Systems Cp2Ti(PMe3)(HSiPh2H) 7a’, für deren Betrag 28 Hz gemessen
wurde. [556] Ebenfalls wächst J(Si,H) mit zunehmender Zahl der elektronegativer-
en Chlorsubstituenten (R1−R3 in Abbildung 6.6a) bis zu einem Wert von +58 Hz
für 7d, wobei sich ein Chlor-Ligand jeweils in trans-Stellung zu dem verbrücken-
den Wasserstoﬀ-Atom des Silans befindet, da dieser Substituent (R3) einen beson-
ders starken Einfluss auf die Wechselwirkung zwischen dem Ti-Atom und dem
Silan besitzt. [67, 122]
In diesem Zusammenhang sei darauf hingewiesen, dass die Kopplungskonstan-
ten von 7a und 7b einen vergleichbaren Betrag besitzen und nur unterschieden
werden können, wenn auch das Vorzeichen von J(Si,H) bekannt ist. Eine expe-
rimentelle Bestimmung des Vorzeichens von J(Si,H) wurde daher für das elek-
tronisch verwandte System Cp2Ti(PMe3)(HSiPhHCl) 7b’ durchgeführt. Da dieses
System über einen terminalen Wasserstoﬄiganden des Silans verfügt, konnte mit
einem COSY-Experiment [557] J(Si,H) = +15 Hz (also mit positivem Vorzeichen)
bestimmt werden. [123, 558, 559] Ein solcher Wert stimmt sowohl mit dem be-
rechneten Wert für 7b’ (+24 Hz) als auch mit dem analogen System 7b (+21 Hz)
überein, wodurch die Werte von J(Si,H) aus den DFT-Rechnungen bestätigt und im
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Abbildung 6.6: a) Schematische Darstellung der Systeme 7 (R1 = R2 = R3 =CH3,
a; R1 = R2 =Ph, R3 =H, a’; R1 = R2 =CH3, R3 =Cl, b; R1 =Ph, R2 =H, R3 =Cl,
b’; R1 =CH3, R2 = R3 =Cl, c; R1 = R2 = R3 =Cl, d) sowie b) die Abhängig-
keit der Kopplungskonstante J(Si,H) dieser Systeme von der Anzahl der Chlor-
Substituenten an den Stellen R1−R3.
Folgenden analysiert werden. [560]
Eine Zerlegung von J(Si,H) in Paare besetzter und virtueller Molekülorbitale lie-
fert die Beiträge, die für die Bestimmung der Kopplungskonstante relevant sind.
Für das System 7 können zwei solcher Paare identifiziert werden, die jeweils das
gleiche virtuelle Orbital (LUMO+4) beinhalten (siehe Abbildung 6.7). Das besetzte
Molekülorbital HOMO-33 (Abbildung 6.7d) beschreibt die kovalente σ-Bindung
zwischen dem Si- und dem H-Atom, die in einem solchen nichtklassischen Silan-
Komplex immer noch vorhanden ist. Deren Wechselwirkung mit dem LUMO+4
(Abbildung 6.7b) liefert einen Beitrag von -40 Hz zur Kopplungskonstante, welcher
wie im freien Silan (J(Si,H)=-367 Hz für SiHCl3) ein negatives Vorzeichen aufweist,
aber durch die Aktivierung der Si-H-Bindung einen geringeren Betrag besitzt. Die
Bindungsaktivierung kommt durch die Ti→σ*(H−Si−Cl)-π-Rückbindung zustan-
de (Abbildung 6.7d), deren Stärke sehr sensitiv auf die Elektronegativität des Li-
ganden auf der trans-Seite des verbrückenden Wasserstoﬀatoms, in diesem Fall
ein Cl-Atom, reagiert. [67] Die bindende Wechselwirkung zwischen einem Ti-d-
Orbital und dem Si- bzw. H-Atom hat zur Folge, dass zwischen den beiden letztge-
nannten eine antibindende Wechselwirkung vorliegt, die für die Aktivierung der
Si-H-Bindung eine entscheidende Rolle spielt. Eine solche antibindende Wechsel-
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Abbildung 6.7: Isokonturliniendarstellung der Molekülorbitale LUMO+4 (b),
HOMO (c) und HOMO-33 (d) von 7d bei ±n · 0.05 au (n = 0, 1, 2, . . . , 19; positive
Werte rot, negative Werte blau gestrichelt und die Kontur bei 0 in schwarz) zusam-
men mit deren Isooberflächendarstellung bei 0.05 au (klein) sowie deren Beiträge
zur Kopplungskonstante J(Si,H) anhand eines MO-Schemas (a).
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wirkung zwischen dem Si- und H-Atom des Silans ist auch bei dem virtuellen Or-
bital LUMO+4 zu beobachten, allerdings beschreibt dieses Orbital ebenfalls eine
antibindende Wechselwirkung zwischen diesen beiden Atomen und dem Ti-Atom.
Durch das identische Vorzeichen des HOMO bzw. LUMO+4 jeweils an der Positi-
on des Si- bzw. H-Atoms (jeweils positiv bzw. negativ) liefert dieses Paar von MOs
einen positiven Beitrag von +93 Hz zu der Kopplungskonstante J(Si,H), welcher
eine vergleichbare Rolle wie 2J(Si,H) im klassischen Bild der 2c2e-Bindungen ein-
nehmen kann. Analog dazu lässt sich das negative Vorzeichen des Paares HOMO-
33/LUMO+4 verstehen, bei der das HOMO-33 jeweils ein positives Vorzeichen an
den jeweiligen Atompositionen aufweist. Durch den Wechsel des Vorzeichens im
LUMO+4 von positiv (Si) zu negativ (H) erwartet man nach Gleichung 6.2 einen
negativen Beitrag zu J(Si,H), welcher bereits identifiziert wurde. Durch die Beiträ-
ge dieser beiden Paare von MOs lässt sich die gesamte Kopplungskonstante von
+58 Hz bereits erklären, was bedeutet, dass die Beiträge der Ti→σ*(H−Si−Cl)-
π-Rückbindung gegenüber der kovalenten Si-H-σ-Bindung dominieren. Ein ent-
scheidender Anteil am Unterschied der Stärke von Jσ,σ ∗(Si,H) zu Jπ,σ ∗(Si,H) kann
über die Energie der beteiligten MOs erklärt werden, deren Diﬀerenz im Nenner
von Gleichung 6.2 steht. Da die Diﬀerenz zwischen demHOMOund dem LUMO+4
geringer ist als die zwischen HOMO-33 und LUMO+4, verhält sich die Kopplungs-
konstante genau reziprok dazu, was einen größeren Wert von Jπ,σ ∗(Si,H) im Ver-
gleich zu Jσ,σ ∗(Si,H) zur Folge hat.
Tabelle 6.2: Kopplungskonstante J(Si,H) von Verbindung 7 unter Berücksichti-
gung der Fermi-Kontakt-Wechselwirkunga sowie die Beiträge von Ji,tot(Si,H) (in
Hz) durch Zerlegung in die Beiträge der einzelnen besetzten MOs nach Gleichung
6.3.
Verbindung 7a 7b 7b’ 7c 7d 7d b
Jσ,tot(Si,H) -67 -64 -50 -64 -65 -40
Jπ,tot(Si,H) +51 +73 +72 +99 +144 +93
restliche Beiträgec -8 +12 +2 -1 -21 +5
J(Si,H) -24 +21 +24 +34 +58 +58
a Für eine Zusammenfassung der Kopplungskonstante J(Si,H) unter Berücksichtigung aller vier
Ramsey-Terme [561] siehe A.8 im Anhang.
b Beiträge von Ji,σ∗ der besetzten MOs und dem virtuellen MO LUMO+4 nach Gleichung 6.2; zur
Visualisierung der Werte siehe Abbildung 6.7.
c Summe der Beiträge Ji,tot(Si,H) der besetzten MOs (Index i), die nicht explizit aufgeführt werden.
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Mit einer analogen Zerlegung von J(Si,H) in die Beiträge der einzelnen MOs lässt
sich auch der Grund für das Verhalten der Kopplungskonstante in 7a, 7b, 7c, 7d
finden, die bei steigender Anzahl an Chlor-Substituenten monoton wächst. Al-
lerdings müssten in den Systemen 7a, 7b, 7c mehr als zwei Paare von besetz-
ten bzw. virtuellen MOs betrachtet werden, da mit sinkender Anzahl der Chlor-
Substituenten die Zahl der virtuellen MOs steigt, die einen signifikanten Beitrag
zur Kopplungskonstante leisten. Da aber nach wie vor nur zwei besetzte Orbitale
für die Zerlegung von J(Si,H) notwendig sind, wird die Kopplungskonstante nach
Gleichung 6.3 zerlegt, die die Beiträge eines besetzten MOs mit allen virtuellen Or-
bitalen beschreibt. Eine solche Zerlegung liefert für 7d die Werte Jσ,tot(Si,H)=-65
Hz bzw. Jπ,tot(Si,H)=+144 Hz (siehe Tabelle 6.2), durch die, wie bereits diskutiert,
das Dominieren der Ti→σ*(H−Si−Cl)-π-Rückbindung gegenüber der kovalenten
Si-H-σ-Bindung gezeigt werden kann. Betrachtet man den Verlauf von Jσ,tot(Si,H)
mit sinkender Anzahl an Chlor-Substituenten, so bleibt dessen Beitrag weitgehend
konstant und pendelt zwischenWerten von -50 Hz für 7b’ und -67 Hz für 7a (siehe
Tabelle 6.2). Im Gegensatz dazu steigen die Beiträge Jπ,tot(Si,H) systematisch mit
steigender Anzahl an Chlor-Substituenten ausgehend von einem Wert von +51 Hz
für 7a über +72 Hz für 7b’, für das die Kopplungskonstante J(Si,H) experimentell
bestimmt wurde, auf +144 Hz für 7d. Dadurch kann für die monotone Zunah-
me von J(Si,H) inklusive des Vorzeichenwechsels zwischen 7a und 7d eine Stär-
kung der Ti→σ*(H−Si−Cl)-π-Rückbindung verantwortlich gemacht werden, wäh-
rend die kovalente Si-H-σ-Bindung sich in der Reihe 7 nicht ändert.
Eine solche Änderung der chemischen Wechselwirkung, wie sie das MO-Bild für
7 nahe legt, lässt sich sowohl im Ladungsdichtebild als auch anhand der Bindungs-
längen nachvollziehen. Da 7 durch die Existenz von drei Bindungspfaden (siehe
Abbildung 6.5 für die Bindungspfade von 7d) einen Zustand zwischen der asym-
metrischen und symmetrischen oxidativen Addition einnimmt, ist die Ausbildung
der Ti-H-Bindung bei 7 bereits weitgehend abgeschlossen. Dies zeigt sich sowohl
an der Ti-H-Bindungslänge, die nur marginal zwischen 1.75 Å für 7a und 1.76 Å
für alle weiteren betrachteten Verbindungen variiert, als auch an der Elektronen-
dichte des Ti-H-BCPs, der zwischen 0.54 eÅ−3 für 7b’ und 0.56 eÅ−3 für z.B. 7d
und 7a (siehe Tabelle 6.3) liegt. Die Si-H-Bindungslänge zeigt ebenfalls nur eine
geringe Änderung in der Serie 7 (zwischen 1.81 Å bei 7b’ und 1.85 Å bei 7d), eben-
so lässt sich in dem konstanten Beitrag von Jσ,tot(Si,H) zur Kopplungskonstante
kein Trend bei zunehmender Anzahl an Chlorsubstituenten erkennen. Diese Tatsa-
che wird durch die Elektronendichte am Si-H-BCP, die Werte zwischen 0.50 eÅ−3
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Tabelle 6.3: Topologie der Elektronendichte an den kritischen Punkten sowie die
Bindungslängen der Ti-Si-H-Einheit der Verbindungen 7.
Verbindung CPa Bindungslänge (Å) ρ(rc) (eÅ−3) ∇2ρ(rc) (eÅ−5) ǫ
7a Ti-Si 2.63 0.39 0.5 4.14
Ti-H 1.75 0.56 3.2 0.38
Si-H 1.83 0.50 -1.6 0.34
RCP − 0.39 1.0 −
7b Ti-Si 2.56 0.43 0.1 0.85
Ti-H 1.76 0.55 3.4 0.43
Si-H 1.82 0.51 -1.5 0.37
RCP − 0.41 1.7 −
7b’ Ti-Si 2.52 0.45 0.0 0.67
Ti-H 1.76 0.54 3.5 0.47
Si-H 1.81 0.52 -1.6 0.40
RCP − 0.42 1.9 −
7c Ti-Si 2.53 0.44 0.2 0.67
Ti-H 1.76 0.55 3.3 0.40
Si-H 1.82 0.52 -1.6 0.35
Ti-Si-H − 0.42 2.0 −
7d Ti-Si 2.51 0.44 0.3 0.52
Ti-H 1.76 0.56 3.1 0.34
Si-H 1.85 0.51 -1.4 0.34
RCP − 0.41 2.3 −
a Der Ti-Si-H-ringkritische Punkt wird als RCP bezeichnet. Bei den übrigen CPs handelt es sich um
BCPs.
für 7a und 0.52 eÅ−3 für 7b’, 7c aufweist, bestätigt. Die Änderung der Wechsel-
wirkung zwischen dem Ti-Atom und dem koordinierten Silan lässt sich vor allem
an der Ti-Si-Bindungslänge ablesen, die von 2.63 Å in 7a über 2.56 Å in 7b bzw.
2.53 Å in 7c auf 2.51 Å in 7d fällt. Diese Beobachtung spricht für eine Zunah-
me der Ti→σ*(H−Si−Cl)-π-Rückbindung bei zunehmender Anzahl an Chlorsub-
stituenten, die bereits durch die Zunahme der Beiträge von Jπ,tot(Si,H) zur Kopp-
lungskonstante erwartet wurde. Die Ti-Si-Bindungslänge von 7b’ passt mit 2.52 Å
allerdings nicht exakt in diese Reihe, was möglicherweise mit dem größeren steri-
schen Bedarf des Phenyl- im Vergleich zu einem Methylliganden zusammenhängt.
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Die Zunahme der Ti→σ*(H−Si−Cl)-π-Rückbindung lässt sich an Hand der Elek-
tronendichte am Ti-Si-BCP nicht für alle Verbindungen der Serie 7 nachverfolgen,
da derWert der Elektronendichte am BCP in einem solchen Bindungsszenario auch
empfindlich von der Krümmung des Bindungspfades und damit von der Position
des BCPs abhängt. Allerdings wird durch die Zunahme der Elektronendichte von
0.39 eÅ−3 für 7a zu 0.43 eÅ−3 für 7bwiederum die Bedeutung des Liganden auf der
trans-Seite des verbrückenden Wasserstoﬀatoms bestätigt, welcher zu der größten
Änderung der Kopplungskonstante J(Si,H) von -24 Hz für 7a auf +21 Hz für 7b
entlang dieser Serie führt.
Um die Zunahme der Ti→σ*(H−Si−Cl)-π-Rückbindung anhand der Elektro-
nendichteverteilung zu verfolgen, wird im Folgenden die Deformationsdichte
am Beispiel der Systeme 7a und 7d betrachtet. Dabei wurde nicht wie üblich
die Referenzelektronendichte des Promoleküls aus der Summe von nicht wech-
selwirkenden Atomen im jeweiligen Grundzustand berechnet, sondern es wur-
den zunächst für jedes System die Stockholder-Ladungen (siehe Abschnitt 2.2.2)
berechnet. Bei der angularen Integration der Stockholder-Atome wird automa-
tisch die sphärisch-gemittelte Elektronendichte des Stockholder-Atoms berechnet,
die nun für die Konstruktion des Promoleküls verwendet wird. Bei einer sol-
chen Deformationsdichte werden im Wesentlichen die asphärischen Deformatio-
nen der Elektronendichteverteilung angezeigt (siehe Abbildung 6.8), während sich
die Information über die sphärischen Deformationen wie Kontraktion und Ex-
pansion der Elektronendichteverteilung in den berechneten sphärisch-gemittelten
Stockholder-Atomen befindet. [562] Dadurch lassen sich mit einer solchen Defor-
mationsdichte auch die Polarisationen in unmittelbarer Nähe der Atomkerne auf-
lösen, also in dem Bereich, in dem die NMR-Eigenschaften eines Systems beson-
ders empfindlich auf eine Änderung der lokalen elektronischen Struktur reagie-
ren. Für die Berechnung der sphärisch-gemittelten Stockholder-Atome wurde eine
lokal modifizierte Version des DENPROP-Programms [253] verwendet.
Betrachtet man die Deformationsdichte von 7d (siehe Abbildung 6.8), so zeigt
sich um das Si-Atom ein Dipol, der in Richtung des Ti-Atoms zeigt. Ein solcher
Dipol wurde bereits in einem einzelnen Si-Si-NBO im Rahmen einer Analyse der
Si-Si-Bindung in Si(SiH3)4 beobachtet, das als Modellsystem für α-Silizium ver-
wendet wurde. [99] Die Orientierung des Dipols zum Übergangsmetallatom kann
durch eine MO-Analyse erklärt werden, da die Beiträge des Si-Atoms zu dem
HOMO-33, das die Si-H-σ-Bindung beschreibt, fast ausschließlich s-Beiträge sind.
Während etwa 34% des HOMO-33 aus solchen Si-s-Beiträgen bestehen, tragen die
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Abbildung 6.8: Deformationsdichte mit sphärisch-gemittelten Stockholder-
Atomen bei der Konstruktion des Promoleküls als Isooberflächendarstellung bei
0.40 (a) und 0.05 eÅ−3 (c), Isokonturliniendarstellung bei ±n · 0.05 eÅ−3 (n = 0,
1, 2, ..., 19) (positive Konturwerte rot durchgezogen, negative Konturwerte blau
gestrichelt und die Kontur bei null schwarz) in der Umgebung des Si-Atoms (b,d)
sowie um das gesamte Molekül (e,f) und als 1d-Schnitt entlang der Ti-Si-Achse
(g,h) für 7d (a,b,e,g) und 7a (c,d,f,h). Die blauen, horizontalen Linien in (g,h)
zeigen die Grenzen der elektronischen Schalen an, die durch die Minima der
ELF entlang dieser Achse festgelegt werden, während die grüne Linie die Grenze
zwischen dem Ti- und Si-Atom wiedergibt, wie sie durch die Zero-Flux-Oberfläche
im Rahmen der QTAIM bestimmt wird.
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p-Orbitale des Si-Atoms praktisch nicht (<1%) zu dem MO bei. Dadurch führt
die direkte Si-H-Wechselwirkung zu keiner asphärischen Deformation der Elektro-
nendichteverteilung, die in Abbildung 6.8 gezeigt wird. Im Gegensatz dazu tragen
im HOMO, das die Ti→σ*(H−Si−Cl)-π-Rückbindung beschreibt, die s- und die p-
Beiträge des Si-Atomsmit jeweils 8% zu gleichen Teilen bei, weshalb sich die lokale
elektronische Struktur als sp-Hybrid beschreiben lässt. Des Weiteren kann die Si-
Cl-Bindung als überwiegend ionisch beschrieben werden, was sich durch eine re-
lativ geringe Akkumulation der Deformationsdichte im Bindungsbereich zwischen
dem Si- und dem Cl-Atom von 0.14 eÅ−3 zeigt. Dadurch wird die Deformations-
dichte um das Si-Atom durch dieWechselwirkungmit dem Ti-Atom dominiert und
es kommt zur Ausbildung des besagten Dipols. Dieser zeigt ein Maximum bei etwa
0.19 eÅ−3 auf der dem Metall zugewandten Seite (siehe Abbildung 6.8c), dessen
Abstand zum Si-Atom dessen dritter Schale entspricht (siehe 6.8d). Durch die no-
dale Struktur der beteiligten s-und p-Orbitale befindet sich in der zweiten Schale
das Maximum der Deformationsdichte ebenfalls auf der cis-Seite, während sich in
der ersten Schale des Si-Atoms die Polarisation umkehrt und sich das Maximum
auf der trans-Seite des Ti-Atoms befindet. Damit zeigt die Deformationsdichte in
der Umgebung des Si-Atoms das gleiche Verhalten bei subatomarer Auflösung wie
es für ein einzelnes Si-Si-NBO in Si(SiH3)4 [99] erwartet wird. DesWeiteren stimmt
die Polarisation um das Ti-Atom entlang des 1d-Schnittes gut mit dem Polarisati-
onsmuster um das Sc-Atom in 1 überein. [384] Das stärkste Maximum zeigt sich
in der Valenzschale auf der trans-Seite zum Bindungspartner, in der zweiten Scha-
le dagegen auf der cis-Seite, während es in der ersten Schale wiederum auf der
trans-Seite zum Liganden befindet. Das unterschiedliche Verhalten des Polarisati-
onsmusters des Ti- bzw. des Si-Atoms bei subatomarer Auflösung kann durch die
Beiträge zum LCAO der an der Bindungsbildung beteiligten Orbitale erklärt wer-
den, wobei nur im ersten Fall d-Orbitale signifikant beitragen (siehe Abschnitt 3).
Neben dem Unterschied der lokalen elektronischen Struktur des Si-Atoms in 7d
im Vergleich zum Ti-Atom, lässt sich auch ein Unterschied zu dem Si-Atom in 7a
feststellen. Bei letzterem ist die Ti→σ*(H−Si−Cl)-π-Rückbindung deutlich schwä-
cher ausgeprägt, so dass im Valenzbereich kein lokales Maximum in Richtung des
Ti-Atoms in der Deformationsdichte ausgebildet wird. Dafür tragen hier die Si-C-
Bindungen zur asphärischen Deformation um das Si-Atom bei, da diese deutlich
kovalenter sind als die Si-Cl-Bindungen in 7d, was durch den größeren Wert des
Maximums der Deformationsdichte entlang der Bindung (0.29 eÅ−3) verdeutlich
wird. Damit wird das Polarisationsmuster um das Si-Atom in 7a durch das Zusam-
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menspiel von vier kovalenten Bindungen erzeugt, wie dies auch für die Gesamt-
elektronendichte im Modellsystem Si(SiH3)4 der Fall war. [99] Eine Überlagerung
der vier Si-Si-NBOs führt dort in der zweiten Schale zu einer Akkumulation der
Elektronendichte auf der trans-Seite zum Liganden, was auch in 7a beobachtet
wird (siehe z.B. die vier lokalen Maxima in Abbildung 6.8e). In dem Modellsystem
Si(SiH3)4 zeigt sich keine Polarisation der ersten Schale des Si-Atoms und es ist ein
lohnendes Ziel für zukünftige Studien, zu überprüfen, ob das Fehlen einer Pola-
risation in der ersten Schale in einem Zusammenhang mit dem Verschwinden des
elektrischen Feldgradienten für eine solche Verbindung steht. Durch die Abwei-
chung der lokalen Symmetrie um das Si-Atom in 7a von der idealen Td-Symmetrie
zeigt sich eine Polarisation der ersten Schale des Si-Atoms. Die Anwesenheit der
Polarisation der ersten Schale lässt, zusammen mit der Akkumulation der Defor-
mationsdichte auf der trans-Seite in der zweiten Schale, auf eine ähnlicheWechsel-
wirkung zwischen dem Si- und dem Ti- bzw. C-Atom schließen. Dies wird durch
die Analyse des HOMO von 7a bestätigt, bei dem die s- bzw. p-Beiträge des Si-
Atoms etwa 11 bzw. 3% des MOs beschreiben, wodurch die lokale elektronische
Struktur des Si-Atoms näherungsweise durch ein sp3-Hybrid beschrieben und da-
mit gut mit der Situation in Si(SiH3)4 verglichen werden kann.
Zusammenfassend lässt sich festhalten, dass mit Hilfe der auf sphärisch-
gemittelten Stockholder-Atomen basierenden Deformationsdichte die unterschied-
liche Stärke der Ti→σ*(H−Si−Cl)-π-Rückbindung in 7a und 7d verdeutlicht wer-
den kann, die zur Zunahme der Kopplungskonstante J(Si,H) von -24 auf +58 Hz
führt. Neben dem geringen Unterschied im Bindungsbereich zwischen demTi- und
dem Si-Atom kannmit Hilfe der Deformationsdichte eine drastische Änderung des
Polarisationsmusters in den inneren elektronischen Schalen des Si-Atoms, also bei
subatomarer Auflösung, herausgearbeitet und diese mit den NMR-Eigenschaften
korreliert werden.
6.2.2 Manganverbindungen
Nach den Ergebnissen des vorangegangenen Abschnitts lassen sich die Systeme
7 als Zwischenzustand zwischen einem asymmetrischen und symmetrischen oxi-
dativen Additionsprodukt eines Silans an ein Übergangsmetallzentrum charakte-
risieren, was sich sowohl über das Ladungsdichtebild als auch die Verknüpfung
desMO-Bildesmit denNMR-Kopplungskonstanten begründen lässt. Im Folgenden
soll analog das SystemCp#Mn(CO)2(HSiMe3-nCln) (8, n = 0,1,2,3, a-d, siehe Abbil-
dung 6.9a bzw. Abbildung 6.5) entlang der Reaktionskoordinate der oxidativen Ad-
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dition eines Silans an ein Übergangsmetallzentrum eingeordnet werden. Diese Art
von Verbindung war bereits mehrfach Gegenstand von sowohl experimentellen als
auch theoretischen Studien und wurde ebenfalls als nichtklassische Silanverbin-
dung charakterisiert. [63, 119–121, 497, 563–568] Das Vorzeichen der Kopplungs-
konstante J(Si,H) des elektronisch verwandten Systems Cp#Mn(CO)2(H2SiPh2)
(11) konnte mit Hilfe von COSY-Messungen [557] als negativ bestimmt werden,
[123] was zusammen mit dem gemessenen Absolutwert |J(Si,H)| = 64 Hz [569]
gut mit der Kopplungskonstante J(Si,H) = −68 Hz aus der DFT-Rechnung über-
einstimmt.
Abbildung 6.9: a) Schematische Darstellung der Systeme 8 (R1 = R2 = R3 =CH3,
a; R1 = R2 =CH3, R3 =Cl, b; R1 =CH3, R2 = R3 =Cl, c; R1 = R2 = R3 =Cl, d) sowie
b) die Abhängigkeit der Kopplungskonstante J(Si,H) von der Anzahl der Chlor-
Substituenten an den Stellen R1−R3.
Die Kopplungskonstante J(Si,H) von 8a zeigt mit -66 Hz (siehe Abbildung 6.9b)
eine gute Übereinstimmung zu der von 11, das bereits als typischer Vertreter ei-
nes asymmetrischen oxidativen Additionsprodukts ausgemacht wurde. [63, 497]
Betrachtet man die Änderung von J(Si,H) mit zunehmender Anzahl elektronega-
tiver Chlorsubstituenten, so steigt der Wert zunächst auf -36 Hz für 8b, was ana-
log zu 7 auf den Eﬀekt des Liganden auf der trans-Seite zurückgeführt werden
kann. [63, 119, 120, 497, 565, 566] Weitere Chlorsubstituenten des Silans füh-
ren allerdings nicht zu einer weiteren Zunahme der Kopplungskonstante, sondern
diese fällt über -47 Hz für 8c auf -59 Hz für 8d ab. Bei einer solchen Abnahme
der Kopplungskonstante von 8b nach 8d handelt es sich um den entgegengesetz-
ten Trend, wie er in den Systemen 7 festgestellt und dort auf die Zunahme der
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TM→σ*(H−Si−Cl)-π-Rückbindung entlang dieser Serie zurückgeführt wird.
Um den Unterschied des Verlaufs von J(Si,H) in 7 und 8 aufzuklären, wird die
Kopplungskonstante des letztgenannten Systems ebenfalls (nach Gleichung 6.3)
in die Beiträge der einzelnen besetzten MOs zerlegt. Neben der Si-H-σ-Bindung
(HOMO-27) und der Mn→σ*(H−Si−Cl)-π-Rückbindung (HOMO-7) liefert auch
eine Mn-H-σ-Bindung (HOMO-1) einen signifikanten Beitrag zur Kopplungskon-
stante. Während sich das HOMO-27 und HOMO-7 in 8a (siehe Abbildung 6.10)
qualitativ wie die entsprechenden Beiträge (HOMO-33 bzw. HOMO) in 7d ver-
halten, wird die Mn-H-σ-Bindung durch einen dz2-artigen Beitrag am Mn-Atom
erzeugt (siehe Abbildung 6.10b). Dieser Beitrag überlagert sich konstruktiv mit
dem des verbrückenden Wasserstoﬀatoms, aber er erzeugt auch in gewissem Ma-
ße eine 2e3c-Bindung zum Si-Atom. Dadurch liefern sowohl das Si- als auch das
H-Atom Beiträge zum LCAO des HOMO-1, was sich in der Kopplungskonstan-
te Jσ(Mn,H),tot(Si,H) von +23 Hz widerspiegelt. Da die Einteilchen-Wellenfunktion
an der Atomposition des Si-Atoms (positiv) das entgegengesetzte Vorzeichen wie
an der Atomposition des H-Atoms (negativ) besitzt, hat dies für Jσ(Mn,H),tot(Si,H)
analog zu den Argumenten für Jπ,tot(Si,H) (siehe auch Abbildung 6.7 für die Argu-
mentation für 7d) ein positives Vorzeichen zur Folge, während Jσ,tot(Si,H) weiterhin
negativ ist.
Tabelle 6.4: Kopplungskonstante J(Si,H) von Verbindung 8 unter Berücksichti-
gung der Fermi-Kontakt-Wechselwirkunga sowie die Beiträge von Ji,tot(Si,H) (in
Hz) durch Zerlegung in die Beiträge der einzelnen besetzten MOs nach Gleichung
6.3.
Verbindung 8a 8b 8c 8d
Jσ,tot(Si,H) -82 -61 -72 -80
Jσ(Mn,H),tot(Si,H) +23 +25 +18 +3
Jπ,tot(Si,H) +6 +14 +20 +41
restliche Beiträge b -13 -14 -13 -23
J(Si,H) -66 -36 -47 -59
a Für eine Zusammenfassung der Kopplungskonstante J(Si,H) unter Berücksichtigung aller vier
Ramsey-Terme [561] siehe A.8 im Anhang.
b Summe der Beiträge Ji,tot(Si,H) der besetzten MOs (Index i), die nicht explizit aufgeführt werden.
Betrachtet man nun die Zunahme von J(Si,H) von 8a zu 8b, nimmt der Beitrag
von Jπ,tot(Si,H) auf +14 Hz analog zu 7 zu, was die Zunahme der Kopplungskon-
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Abbildung 6.10: Isokonturliniendarstellung der besetzten Molekülorbitale
HOMO-7 (b), HOMO-1 (c) und HOMO-27 (d) von 8a bei ±n · 0.05 au (n = 0, 1,
2, . . . , 19; positive Werte rot, negative Werte blau gestrichelt und die Kontur bei
0 in schwarz) zusammen mit deren Isooberflächendarstellung bei 0.05 au (klein)




stante zu einem Teil erklären kann. Während der Beitrag Jσ(Mn,H),tot(Si,H) mit +23
für 8a bzw. +25 Hz für 8b nahezu unverändert bleibt, nimmt Jσ,tot(Si,H) von etwa
-82 auf -61 Hz zu. Eine solche Zunahme von Jσ,tot(Si,H) ist in 7 nicht beobachtet
worden, obwohl eine Stärkung der TM→σ*(H−Si−Cl)-π-Rückbindung durch die
antibindendeWechselwirkung zwischen dem Si-und dem H-Atom zu einer Schwä-
chung der Si-H-Wechselwirkung führen sollte. Während die TM→σ*(H−Si−Cl)-π-
Rückbindung in allen Verbindungen der Serie 7 signifikant zu den Bindungsver-
hältnissen bzw. der Kopplungskonstante beiträgt, so zeigt sich bei 8amit +6 Hz ein
fast vernachlässigbarer Beitrag von Jπ,tot(Si,H), wohingegen diese Wechselwirkung
in 8b einen nennenswerten Beitrag zu Jπ,tot(Si,H) liefert.
Der Beitrag Jπ,tot(Si,H) steigt auch für die übrigen Verbindungen der Serie
(+20 Hz für 8c und +41 Hz für 8d) analog zu dem Verhalten in 7 an, wobei es
sich aber um den gegenläufigen Trend zur Kopplungskonstanten J(Si,H) handelt.
Entlang dieser Serie sinkt allerdings der Beitrag Jσ(Mn,H),tot(Si,H) von +25 Hz für 8b
über +18 Hz für 8c auf +3 Hz für 8d, wobei deren Einfluss bei letztem System prak-
tisch vernachlässigt werden kann. Betrachtet man die Summe von Jσ(Mn,H),tot(Si,H)
und Jπ,tot(Si,H) auf Grund ihres positiven Vorzeichens als Analogon zur 2J(Si,H)-
Kopplung im klassischen Bild der 2c2e-Bindung, so ändert sich deren Beitrag bei
der Substitution des zweiten bzw. dritten Chlorliganden nicht mehr signifikant
(+39 Hz für 8b, +38 Hz für 8b und +43 Hz für 8d). Diese beiden TM-Silan-
Wechselwirkungen stehen in 8 in Konkurrenz und können daher nicht den Verlauf
der Kopplungskonstante durch die Substitution der Methyl- durch Chlorliganden
erklären. Allerdings nimmt der Wert von Jσ,tot(Si,H) entlang dieser Serie (-61 Hz
für 8b, -72 Hz für 8c und -80 Hz für 8d) ab, was sowohl qualitativ als auch quan-
titativ das Verhalten von J(Si,H) erklären kann. Die betragsmäßige Zunahme von
Jσ,tot(Si,H) steht im Zusammenhang mit der Abnahme von Jσ(Mn,H),tot(Si,H) ent-
lang der Serie. Nimmt die Mn-H-σ-Wechselwirkung ab, so beeinflusst dies auch die
Si-H-Bindung, die in dem gleichen MO als 2e3cBindung beschrieben wird. Durch
deren Abnahme kann Jσ,tot(Si,H) zunehmen und die zusätzliche Mn-H-σ-Bindung
in 8 hat als konkurrierende Wechselwirkung sowohl zu der Si-H-σ- als auch zu
der Mn→σ*(H−Si−Cl)-π-Rückbindung einen Einfluss auf das Bindungsszenario.
Das Zusammenspiel der drei Beiträge Jσ,tot(Si,H), Jσ(Mn,H),tot(Si,H) und Jπ,tot(Si,H)
führt zu dem nicht-monotonen Verlauf der Kopplungskonstante, welcher ebenfalls
von dem Verlauf in 7 abweicht.
Eine Änderung der Molekülorbitale, die den größten Beitrag zu J(Si,H) leisten,
hat eine Änderung der Bindungsverhältnisse zu Folge, die sich auch in der Ge-
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Tabelle 6.5: Topologie der Elektronendichte an den kritischen Punkten sowie die
Bindungslängen der Mn-Si-H-Einheit der Verbindungen 8.
Verbindung CPa Bindungslänge (Å) ρ(rc) (eÅ−3) ∇2ρ(rc) (eÅ−5) ǫ
8a Mn-Si 2.44 − − −
Mn-H 1.54 0.81 4.7 0.20
Si-H 1.75 0.55 -1.5 0.49
RCP − − − −
8b Mn-Si 2.36 − − −
Mn-H 1.54 0.83 4.5 0.20
Si-H 1.79 0.55 -1.7 0.79
RCP − − − −
8c Mn-Si 2.32 0.55 0.2 5.70
Mn-H 1.54 0.84 4.3 0.20
Si-H 1.79 0.57 -1.7 0.84
RCP − 0.55 0.5 −
8d Mn-Si 2.29 0.57 0.0 1.22
Mn-H 1.54 0.84 4.1 0.19
Si-H 1.80 0.58 -1.6 0.83
RCP − 0.56 1.0 −




samtelektronendichteverteilung sowie den entsprechenden Bindungslängen zeigt.
Betrachtet man zunächst die Mn-H-Bindung, so fällt auf, dass sich diese bereits auf
dem Stadium des asymmetrischen oxidativen Additionsprodukt vollständig aus-
gebildet hat. Deshalb ist der Mn-H-Bindungsabstand in allen vier Verbindungen
1.54 Å (siehe Tabelle 6.5) und gleichzeitig ändert sich die Elektronendichte am
Mn-H-BCP nur geringfügig zwischen 0.81 eÅ
−3
für 8a und 0.84 eÅ
−3
für 8c, 8d
ändert. Diese Änderung findet hauptsächlich zwischen 8a und 8b statt, also zwi-
schen den beiden Systemen, für die die Summe von Jπ,tot+Jσ(Mn,H),tot wächst. Keine
Veränderung zeigt auch die Si-H-Bindungslänge, die zwischen 8b und 8d prakti-
sche gleich bleibt (1.79 Å für 8b bzw. 1.80 Å für 8d). Allerdings nimmt für diese
drei Verbindungen die Elektronendichte am Si-H-BCP von 0.55 für 8b über 0.57
für 8c auf 0.58 eÅ
−3
für 8d geringfügig, aber monoton zu, was mit der betrags-
mäßigen Zunahme des Beitrags Jσ,tot(Si,H) zur Kopplungskonstante (siehe Tabelle
6.2.2) einhergeht. Die Zunahme des Beitrags Jσ,tot(Si,H) von 8a zu 8b legt eine Än-
derung der Si-H-σ-Bindung nahe, die sich aber nicht in der Elektronendichte am
Si-H-BCP ablesen lässt, die für beide Verbindungen identisch ist. Die Elongierung
der Si-H-Bindung von 1.75 Å für 8a auf 1.79 Å für 8b korreliert allerdings mit der
Änderung von Jσ,tot(Si,H), dieser Eﬀekt wird aber in der Elektronendichte kompen-
siert und zwar vermutlich durch den unterschiedlichen Abstand des Si-H-BCPs um
Mn-Atom.
Der Mn-Si-Abstand nimmt ebenfalls von 2.44 Å für 8a auf 2.29 Å in 8d mo-
noton ab, wobei ein solcher Trend bereits für 7 beobachtet werden konnte. Die
Abnahme des Mn-Si-Abstandes geht mit der Stärkung der Mn→σ*(H−Si−Cl)-π-
Rückbindung einher, durch die der Beitrag Jπ,tot(Si,H) monoton für die Verbin-
dung 8 zunimmt. Die Zunahme der Mn→σ*(H−Si−Cl)-π-Rückbindung lässt sich
auch an Hand der Elektronendichte nachvollziehen, denn während sich in 8a und
8b analog zu 11 kein Mn-Si-Bindungspfad zeigt (siehe Abbildung 6.5c bzw. 6.1b
für die Bindungspfade von 8a bzw. 11), bildet sich ein solcher Bindungspfad in 8c





für 8d zunimmt, tritt in den beiden Verbindungen ein zusätzlicher RCP
auf. Ein solche gegenseitige Auslöschung eines BCP und eines RCP wird als bond
catastrophe bezeichnet. [143] Die hohe Elliptizität (5.70) am Mn-Si-BCP von 8c ist
ebenfalls typisch für ein solches Szenario, bei dem topologisch instabile Bindungs-
pfade verschwinden. Bei Anwesenheit eines Mn-Si-BCPs besitzen 8c und 8d die
gleichen Bindungspfade in der TM-Si-H-Einheit wie die Verbindung 7 (siehe Ab-
bildung 6.5), wodurch die beiden Verbindungen genauso wie 7 als Zwischenstufe
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zwischen asymmetrischen und symmetrischen oxidativen Additionsprodukten be-
trachtet werden können.
Die Ähnlichkeit der Bindungsverhältnisse zischen 7d und 8d lässt sich auch in
der Deformationsdichte betrachten (siehe Abbildung 6.11), für deren Berechnung
wiederum die sphärisch-gemittelten Stockholder-Atome als Referenz verwendet
wurden. Betrachtet man speziell den Valenzbereich der Mn-Si-H-Einheit, so tre-
ten die größten Unterschiede um das Mn-Atom auf, was auf die größere Anzahl
der d-Elektronen im Vergleich zum Ti-Atom zurückgeführt werden kann. Vor al-
lem um das Si-Atom ist die asphärische Deformation in 8d wiederum ein Dipol,
der auf das Mn-Atom zeigt. Dies deckt sich mit den bisherigen Ergebnissen, die ei-
ne vernachlässigbare Mn-H-σ-Bindung (Jσ,tot(Si,H)=+3 Hz) nahelegen. Außerdem
besteht das HOMO-27, das die Si-H-σ-Wechselwirkung beschreibt, zu etwa 30%
aus s-Beiträgen des Si-Atoms, während die p-Beiträge des Si-Atoms mit weniger
als einem Prozent vernachlässigbar sind. Durch den ionischen Charakter der drei
Si-Cl-Bindungen wird das Polarisationsmuster um das Si-Atom durch den besagten
Dipol beschrieben, dessen Deformationsdichte im Valenzbereich einMaximummit
einer Höhe von 0.18 eÅ−3 besitzt. Auch wenn dieser Wert auf den ersten Blick von
dem entsprechenden Maximum in 7d (0.19 eÅ−3) kaum zu unterscheiden ist, so
zeigt sich in den inneren elektronischen Schalen des Si-Atoms, dass die Polarisati-
on in 8dwesentlich schwächer ausgeprägt ist, da zum Beispiel das Maximum in der
ersten Schale mit 0.78 eÅ−3 in 8d einen fast um den Faktor zwei geringeren Wert
als 7dmit 1.49 eÅ−3 besitzt. Dies spricht für eine schwächere Mn→σ*(H−Si−Cl)-π-
Rückbindung, was zu einem geringeren Beitrag von Jπ,tot(Si,H) und damit zu einer
insgesamt negativen Kopplungskonstante J(Si,H) führt.
Wie sich bereits durch die Betrachtung der bindungskritischen Punkte in 8 ge-
zeigt hat, ist die Bildung der Mn-H-Bindung nahezu vollständig abgeschlossen,
wodurch auch in der Deformationsdichte von 8a (siehe Abbildung 6.11) kaum
Unterschiede im Vergleich zu 8d vorhanden sind. Allerdings zeigt sich eine an-
dere asphärische Deformation der Elektronendichteverteilung um das Si-Atom,
welche bei den bislang betrachteten Verbindungen noch nicht beobachtet wurde.
Die Deformation besitzt wie bei 8d die Form eines zum Mn-Atom orientierten Di-
pols, weist aber nun das entgegengesetzte Vorzeichen auf. Somit befindet sich in
der zweiten Schale des Si-Atoms in 8a auf der cis-Seite ein Minimum, welches
sich in der ersten Schale nun auf der trans-Seite findet. Eine mögliche Ursache
für die Änderung der Polarisation stellt die zusätzliche Mn-H-σ-Wechselwirkung
dar, die in 8d vernachlässigt werden konnte. Allerdings trägt das Si-Atom zu
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Abbildung 6.11: Deformationsdichte mit sphärisch-gemittelten Stockholder-
Atomen bei der Konstruktion des Promoleküls als Isooberflächendarstellung
bei 0.15 eÅ−3 (a,c), Isokonturliniendarstellung bei ±n · 0.05 au (n = 0, 1, 2, . . . ,
19; positive Werte rot, negative Werte blau gestrichelt und die Kontur bei 0 in
schwarz) in der Umgebung des Si-Atoms (b,d) sowie um das gesamte Molekül (e,f)
sowie als 1d-Schnitt entlang der Mn-Si-Achse (g,h) für 8d (a,b,e,g) und 8a (c,d,f,h).
Die blauen, horizontalen Linien in (g,h) zeigen die Grenzen der elektronischen
Schalen an, die durch die Minima der ELF entlang dieser Achse festgelegt werden,
während die grüne Linie die Grenze zwischen den Mn-und Si-Atom wiedergibt,
wie sie durch die Zero-Flux-Oberfläche im Rahmen der QTAIM bestimmt wird.
201
6.2 Aktivierung der Si-H-Bindung durch Übergangsmetallverbindungen
dem entsprechenden HOMO-1 mit weniger als drei Prozent bei, wodurch die-
se Wechselwirkung als Hauptursache für das Polarisationsmuster nahezu ausge-
schlossen werden kann. Eine Analyse der Beiträge zur Kopplungskonstante zeigt
aber, dass die Mn→σ*(H−Si−Cl)-π-Rückbindung in 8a sehr schwach ausgeprägt
ist und dadurch fast vernachlässigt werden kann. Auf diese Weise lässt sich das
Polarisationsmuster um das Si-Atom als Überlagerung der drei kovalenten Si-C-
Bindungen verstehen, deren Beiträge anders als in 7a stärker sind als die der
TM→σ*(H−Si−Cl)-π-Rückbindung. Wäre die Mn→σ*(H−Si−Cl)-π-Rückbindung
stärker, würde das wiederum zu dem gleichen Polarisationsmusters wie in 7a (siehe
Abbildung 6.8) führen, so kann das Polarisationsmuster in 8a als das Fehlen einer
starken Mn→σ*(H−Si−Cl)-π-Rückbindung interpretiert werden. Dies stimmt mit
den Ergebnissen der Analyse der Kopplungskonstante überein, für die Jπ,tot(Si,H)
sehr klein wird, was die mit -66 Hz niedrigste Kopplungskonstante der Systeme 7
und 8 zur Folge hat.
Zusammenfassend lässt sich feststellen, dass durch die Betrachtung von sowohl
dem Betrag als auch dem Vorzeichen der Spin-Spin-Kopplungskonstante eine tiefe
Einsicht in die Systeme 7 und 8 erlangt werden kann. Dabei hilft speziell die Zer-
legung von J(Si,H) in einzelne Beiträge der besetzten MOs (mit einem oder allen
virtuellen MOs), die für die Kopplung relevanten MOs zu identifizieren. Anhand
des Vorzeichens des Molekülorbitals an der Atomposition kann das Vorzeichen
des entsprechenden Beitrages zu J(Si,H) erklärt werden. Neben dem Vorzeichen
der Kopplungskonstante lässt sich aber auch die Änderung von J(Si,H) entlang
der Serie 7 bzw. 8 mit der Änderung der entsprechenden MOs korrelieren. Eine
solche Veränderung der Bindungsverhältnisse kann aber auch an der Elektronen-
dichteverteilung abgelesen werden, wobei der Unterschied vor allem in den inne-
ren elektronischen Schalen des Si-Atoms stark ausgeprägt ist. Dadurch liefert die
Analyse der Topologie der Elektronendichteverteilung bei subatomarer Auflösung
wichtige Beiträge, um das Verhalten von NMR-Eigenschaften wie der Spin-Spin-
Kopplungskonstante zu verstehen.
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7 Details der quantenchemischen
Rechnungen
7.1 Bestimmung der Elektronendichteverteilung von
frühen Übergangsmetallverbindungen
7.1.1 DFT-Rechnungen an den Modellsystemen 1, 2 und 3
Für die Modellsysteme 1, 2 und 3 wurden die quantenchemischen Rechnungen
im Rahmen der DFT mit dem Programm ADF [273, 274, 570] unter Verwendung
des BP86-Funktionals [571–573] und dem in ADF implementierten TZ2P-Basissatz
[238] durchgeführt. Die relativistischen Eﬀekte wurden mit dem skalaren ZORA-
Hamilton-Operator [158–160, 574] beschrieben. Die Molekülgeometrien wurden
in der Punktgruppe C3v optimiert, wobei die gleiche Methode wie zur Berechnung
der Elektronendichteverteilung benutzt wurde. Die freien geometrischen Parame-
ter sind in Tabelle 3.1 in Kapitel 3 zusammengefasst.
Die topologischen Analysen der Elektronendichte im Rahmen der QTAIM wur-
denmit dem ProgrammDGRID [575] durchgeführt. Lediglich die kritischen Punk-
te wurden mit DENPROP [253] bestimmt. Die dreidimensionalen Isooberflächen-
darstellungen wurden mit dem Programm VMD [576] erstellt. Die kritischen
Punkte in L(r) und der ELF wurden mit dem Programm CPGRITY [577] bestimmt.
Die Berechnung der Deformationsdichte mit sphärisch-gemittelten Stockholder-
Atomen (siehe Abschnitt 2.2.2 und 3.1.3) wurde in einer lokal modifizierten Versi-
on von DENPROP durchgeführt.
Die statischen Strukturfaktoren wurden numerisch aus der Elektronendichte
der DFT-Rechnung mit dem Programm DENPROP [253] berechnet, wobei die
Fourier-Transformation für jedes Atom, das über die Becke-Partitionierung [188]
definiert wird, einzeln durchgeführt wird. Für die numerische Integration wurde
ein angulares Lebedev-Grid [277–281] mit 590 Punkten sowie ein radiales Gauß-
Tschebyshow-Grid [287] mit 200 Punkten benutzt.
Für die Berechnung der Strukturfaktoren wurde das Molekül in einer tetragonalen
Einheitszelle (a = 10 Å, c = 20 Å) angeordnet, um ein Translationsgitter zu erzeu-
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gen. Damit die Strukturfaktoren reelle Werte annehmen, wurden über die Inver-
sionssymmetrie die Strukturfaktoren eines zweites Moleküls in der Einheitszelle
erzeugt. Die Berechnung der Strukturfaktoren erfolgte über das in Abschnitt 2.4
beschriebene Verfahren.
7.1.2 Der Einfluss des Basissatzes auf die lokale elektronische Struktur
von 1
Um die Zuverlässigkeit zu überprüfen, mit der die Deformationsdichte mit
sphärisch-gemittelten ISA als Referenz die Polarisation der ersten elektronischen
Schale eines Atoms im Molekül anzeigt, wurde für 1 eine DHF-Rechnung mit Di-
rac11 [290] durchgeführt. Dabei wurde für alle Atome der ANO-RCC Basissatz
verwendet. [578–580] Für die Ergebnisse in Abschnitt 3.1.3 (vor allem Abbildung
3.8) wurde der Basissatz vollständig dekontrahiert (Sc: (21s,15p,10d,6f ,4g,2h), C:
(14s,9p,4d,3f ,2g) H: (8s,4p,3d,1f )), während in Abbildung 7.1d-g die ursprüng-
lich publizierte, kontrahierte Form des Basissatzes (Sc: [10s,9p,8d,5f ,4g,2h], C:
[8s,8p,4d,3f ,2g] H: [6s,4p,3d,1f ]) verwendet wurde. Zur Bestimmung der ISA
sowie der dazugehörigen Deformationsdichte wurde die entsprechende Elektro-
nendichte mit Dirac11 berechnet und ein Interface zu einer lokal modifizierten
DENPROP-Version verwendet. Die ELF wurde mit Dirac11 bestimmt, während für
die Berechnung von L(r) eine lokal modifizierte Version des Dirac11-Programms
benutzt wurde.
Betrachtet man L(r) von 1 (siehe Abbildung 7.1g-h), so löst diese Funktion nur
die Polarisation der beiden äußersten Schalen des Sc-Atoms auf, in denen die loka-
le elektronische Struktur der Rechnung mit dekontrahiertem bzw. kontrahiertem
Basissatz gut übereinstimmt. Die Unterschiede zeigen sich in der ersten Schale,
die von der Deformationsdichte und der ELF einer vierkomponentigen Rechnung,
bei der die ELF an der Atomposition verschwindet, aufgelöst werden. Die beiden
Funktionen zeigen jeweils die gleiche Polarisation der ersten Schale (siehe Abbil-
dung 7.1a-f), die beiden Rechnungen mit unterschiedlichem Basissatz liefern aber
andere Ergebnisse. Bei Verwendung der dekontrahierten Basis befindet sich die Po-
larisation auf der trans-Seite, während sie im Falle der kontrahierten Basis auf der
cis-Seite zu finden ist. Da die Rechnung mit der dekontrahierten Basis mehr freie
Parameter besitzt und damit näher am Basissatz-Limit ist, sollte die Rechnung zu-
verlässigere Ergebnisse liefern. Dies wird durch die Analyse der Gesamtenergie
der Verbindung bestätigt, die bei einer dekontrahierten Basis mit -802.3186 Har-
tree signifikant kleiner ist als die Energie mit entsprechender kontrahierter Basis (-
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Abbildung 7.1: Lokale elektronische Struktur um das Sc-Atom in 1 einer DHF-
Rechnung mit dekontrahiertem (a-c,h) bzw. kontrahiertem (d-f,g) Basissatz: (a,d)
Deformationsdichte mit sphärisch-gemittelten ISA als Referenz; Konturwerte bei
±n · 0.05 eÅ−3 (n = 1,2, ...,19); positive Werte rot durchgezogen, negative blau ge-
strichelt sowie die Nullkontur in schwarz. (b,c,e,f) ELFmit allen Schalen (b,e) sowie
eine Vergrößerung der ersten beiden Schalen (c,f); Konturwerte bei 0.50 ± n · 0.05
(n = 1,2, ...,9) sowie 0.852, 0.86, 0.996345 (b,c) bzw. 0.852, 0.86, 0.99617 (e,f); Kon-
tur bei 0.50 in schwarz bzw. rot/blau für η(r) größer/kleiner 0.50. (g,h) L(r); Kon-
turwerte bei ±2,4,8 ·10n eÅ−5 (n = −1,0,1,2,3) sowie zusätzliche Konturen bei 145,
51000, 53000 eÅ−5. Positive Werte rot durchgezogen, negative blau gestrichelt so-
wie Nullkontur in schwarz. Die ELF und die Deformationsdichte zeigen im Gegen-
satz zu L(r) den Einfluss des Basissatzes auf die Polarisation der innersten elektro-
nischen Schale. (a-c) identisch zu Abbildung 3.8 in Abschnitt 3.1.3.
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802.0217 Hartree). Daher werden im Rahmen der Arbeit nur Rechnungen mit voll-
ständig dekontrahierten Basissätzen diskutiert. Abschließend sei angemerkt, dass
der Eﬀekt der Kontraktion des Basissatzes lediglich an einem Beispiel mit einem
Basissatz überprüft wurde. Eine allgemein gültige Aussage über die Möglichkeit,
die lokale elektronische Struktur der ersten Schale mit kontrahierten Basissätzen
zu beschreiben, kann an dieser Stelle noch nicht getroﬀen werden.
7.1.3 Der Einfluss der Korrelation auf die Elektronendichteverteilung
von 3
Auch wenn im Rahmen dieser Arbeit der Fokus nicht darauf liegt, zu zeigen, dass
die f -Beiträge zur Bindung signifikant sind, [383] so soll für 3 dennoch ausge-
schlossen werden, dass die Ergebnisse allein auf einem systematischen Fehler der
DFT beruhen. Dafür wurde die elektronische Struktur von 3 mit dem Programm
ORCA [269] mit der HF[581, 582]/MP2[583–586]/CCSD[587–589]-Methode be-
rechnet. Relativistische Eﬀekte wurden im Rahmen des DKH2-Formalismus be-
rücksichtigt [355, 356, 590–595] und zusätzlich die Atomkerne durch eine Gauß-
Verteilung [596] beschrieben. Für das La-Atom wurde der von Dolg bestimmte Ba-
sissatz (Cologne DKH) verwendet, [597] während auf den leichten Atomen die 6-
311G**-J-Basis 1 [599] benutzt wurde. Ebenfalls wurde eine DFT-Rechnung mit
dem BP86-Funktional [571–573] durchgeführt, um mögliche Diskrepanzen durch
den Wechsel das Basissatzes bzw. der Beschreibung der relativistischen Eﬀekte zur
ADF-Rechnung auszuschließen.
Tabelle 7.1:Mulliken Ladung des La-Atoms bzw. die reduzierte Orbitalladung der
f -Orbitale des La-Atoms in 3 für Rechnungen mit unterschiedlichem Hamilton-
Operator.
Methode HF CCSD MP2 BP86a BP86b
Mulliken Ladung (La) 2.03 2.01 2.00 1.91 1.90
reduzierte Orbitalladung (La f ) 0.12 0.12 0.13 0.26 0.24
a ORCA
b ADF
Die Betrachtung der reduzierten Orbitalladungen bei der Bestimmung der
Mulliken-Ladungen [169–172] ermöglicht es, den f -Anteil des La-Atoms in 3 zu
ermitteln. Betrachtet man diesen Wert (siehe Tabelle 7.1.3) für die beiden DFT-
Rechnungen, so sind die Unterschiede verschwindend gering. Dies triﬀt auch auf
1 Für die Berechnung von Spin-Spin-Kopplungskonstanten modifizierte 6-311G**-Basis [598].
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die Abweichung der gesamtenMulliken-Ladung des La-Atoms zu, weshalb die Un-
terschiede zwischen den Programmpaketen, wie z.B. der Basissatz, eine unterge-
ordnete Rolle spielen. Vergleichtman die Ladungen der HF/MP2/CCSD-Rechnung
untereinander, so stimmen diese ebenfalls gut überein. Daher wird im Folgenden
beispielhaft nur noch die MP2-Rechnung betrachtet und mit der DFT-Rechnung,
die mit dem Programm ADF durchgeführt wurde, verglichen. Es zeigt sich näm-
lich eine Abweichung zwischen der MP2- und der DFT-Rechnung. Während die
Ladung des La-Atoms im Falle der DFT-Rechnung geringer ist (1.90 für BP86/ 2.00
für MP2), so zeigt diese eine höhere reduzierte Orbitalladung (0.24 für BP86/ 0.13
für MP2). Ein f -Anteil ist in der MP2-Rechnung aber immer noch vorhanden.
Abbildung 7.2: L(r) (a,d) , ELF (b,e) und OEP (c,f) einer MP2-Rechnung von 3 in
der molekularen Ebene (a-c) bzw. um das La-Atom (d-f). Konturen bei ±2,4,8 · 10n
eÅ−5 (n = −1,0,1,2,3) sowie zusätzliche Konturen bei 0.05, 3125, 3250 eÅ−5 (a,d)
bzw. ±2,4,8·10nau (n = −1,0,1,2,3) sowie zusätzliche Konturen bei 0.1, 5.14, 5.5 au
(c,f). Positive Werte rot durchgezogen, negative blau gestrichelt sowie Nullkontur
in schwarz (a,c,d,f). Konturen bei 0.50 ± n · 0.05 (n = 1,2, ...,9) (b,e) sowie 0.655,
0.77268; Kontur bei 0.50 in schwarz bzw. rot/blau für η(r) größer/kleiner 0.50
(b,e).
Um zu überprüfen, ob der f -Anteil der MP2-Rechnung groß genug ist, um in
der lokalen elektronischen Struktur sichtbar zu sein, wird diese mit DGRID [600]
207
7.1 Bestimmung der Elektronendichteverteilung von frühen
Übergangsmetallverbindungen
berechnet. Betrachtet man die vierte Schale des La-Atoms, so zeigt sich z.B. in L(r)
(Abbildung 7.2a) eine trans-LICC(4), eine t-LICC(4) auf der trans-Seite sowie ei-
ne t2-LICC(4) auf der cis-Seite. Dabei handelt es sich um das Polarisationsmuster,
wie man es anhand des Schemas 3.6 erwartet. In der BP86-Rechnung (in ADF) tritt
auf Grund des höheren f -Anteils noch eine zusätzliche BCC(4) auf (siehe Abbil-
dung 3.11c in Abschnitt 3.1.2). In der fünften Schale des La-Atoms zeigt sich eine
trans-LICC anstelle der t2-LICC (siehe Abbildung 7.2), was wiederum mit dem
niedrigerem f -Anteil und dem damit verbundenen Dominieren der d-Beiträge in
der äußersten Schale verknüpft werden kann. Die t-LICC auf der cis-Seite ist in
Kombination mit der t-LICC(4) auf der trans-Seite ein untrügliches Zeichen für ei-
ne f -Beteiligung bei der Entstehung des Polarisationsmusters. Zusammenfassend
lässt sich auch an der MP2-Rechnung der Einfluss der f -Orbitale feststellen, auch
wenn dieser schwächer ist. Die Ergebnisse lassen sich ebenfalls an der ELF und
dem One Electron potential (OEP, siehe Abbildung 7.2b,c) ablesen, die beide die Va-
lenzschale direkt auflösen können. Speziell die letztere Funktion ist direkt aus der
Elektronendichte bestimmbar und kann daher in experimentellen Ladungsdichte-
studien an Verbindungen mit schweren Elementen eingesetzt werden.
7.1.4 Berechnung der dynamischen Strukturfaktoren von 1
Die dynamischen Strukturfaktoren wurden numerisch berechnet, wofür der
DENPROP-Code [253] verwendet wurde. Die radiale Integration wurde auf dem
gleichen Integrationsgrid (Gauß-Tschebyschow [287] mit 200 Punkten) wie bei den
statischen Strukturfaktoren (s.o.) durchgeführt, während für die angulare Integra-
tion ein Lebedev-Grid [277–281] mit 974 Punkten verwendet wurde. Die bessere
angulare Integration liefert bei der Analyse von Lsin(θ)/λ, wo ein so berechneter sta-
tischer HKL verwendet wurde, speziell für die hohen Auflösungen genauereWerte.
Für die Berechnung der dynamischen Strukturfaktoren werden die atomaren Bei-
träge nach der Stockholder-Gewichtung [196] einzeln berechnet und in eine Da-
tei geschrieben. Diese nicht sphärisch-symmetrischen Atomformfaktoren können
anschließend mit dem (isotropen oder anisotropen) Temperaturfaktor nach Glei-
chung 2.55 gefaltet und addiert werden. In diesem Schritt ist ebenfalls möglich,
durch die Anwednung der Inversion relle Strukturfaktoren zu generieren.
Neben dem statischen HKL wurden auf diese Weise 12 Sätze von Strukturfak-
toren mit unterschiedlichem isotropen Temperaturfaktor erzeugt. Für Datensatz
12 in Tabelle 7.2 wurden die Uiso Werte durch die Mittelung der Uiso von neun bei
173 K gemessenen und in der CCDC-Datenbank [404] deponierten Strukturmodel-
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Tabelle 7.2: Für die Untersuchung der Temperaturabhängigkeit in 1 verwendete
Uiso Parameter (in Å2).
Datenpunkt Uiso(Sc) Uiso(C) Uiso(H)
0 0.000000 0.000000 0.000000 statisch
1 0.001340 0.001941 0.002634 T = 0 K
2 0.001500 0.002100 0.002900
3 0.002900 0.004200 0.005700
4 0.005800 0.008400 0.011400
5 0.008700 0.012600 0.017100
6 0.011600 0.016800 0.022800
7 0.014500 0.021000 0.028500
8 0.017400 0.025200 0.034200
9 0.020300 0.029400 0.039900
10 0.023200 0.033600 0.045600
11 0.026100 0.037800 0.051300
12 0.029000 0.042000 0.057000 T = 173 K
Tabelle 7.3: Für die Untersuchung der Temperaturabhängigkeit 1 verwendete Uiso
Parameter des Scandium-, Kohlenstoﬀ- und Wasserstoﬀatoms bei 173 K. Alle An-
gaben in Å2.
Komplex CCSD ID Atom Ueq Atom Ueq(C) Atom Ueq(H)
EXADAI 215983 Sc1 0.0247 C11 0.0414 H11A-C 0.0500
C12 0.0378 H12A-C 0.0450
EXADEM 215984 Sc1 0.0270 C11 0.0430 H11A-C 0.0520
HIMDOX 664152 Sc1 0.0250 C1 0.0424 H1A-C 0.0640
IXURIC 240339 Sc1 0.0256 C48 0.0482 H48A-C 0.0720
PIXGUZ 680261 Sc1 0.0411 C1 0.0606 H1A-C 0.0910
C2 0.0544 H2A-C 0.0820
PIXHAG 680262 Sc1 0.0288 C02 0.0472 H02A-C 0.0570
C01 0.0499 H01A-C 0.0600
QEYXUO 615768 Sc1 0.0329 C1 0.0349 H1A-C 0.0520
UHIXIS 213156 Sc1 0.0297 C1 0.0405 H1A-C 0.0610
UHIXOY 213157 Sc1 0.0333 C1 0.0393 H1A-C 0.0590
len mit einer Sc-Methyl-Bindung (CCDC RefCode: EXADAI[601], EXADEM [601],
HIMDOX [602], IXURIC [603], PIXGUZ [604], PIXHAG [604], QEYXUO [602],
UHIXIS [605], UHIXOY [605]) berechnet (siehe Tabelle 7.3 und 7.4). Die Tempe-
raturfaktoren der Datenpunkte 2–11 ergeben sich aus einer linearen Interpolation
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Tabelle 7.4: Für die Untersuchung der Temperaturabhängigkeit von 1 verwendete
Eigenwerte Ui des Tensors des ADPs des Scandium- und Kohlenstoﬀatoms bei 173
K. Alle Angaben in Å2.
Komplex U1(Sc) U2(Sc) U3(Sc) U1(C) U2(C) U3(C)
EXADAI 0.0207 0.0262 0.0271 0.0307 0.0429 0.0506
0.0270 0.0376 0.0487
EXADEM 0.0221 0.0273 0.0315 0.0368 0.0388 0.0532
HIMDOX 0.0204 0.0249 0.0298 0.0290 0.0450 0.0533
IXURIC 0.0220 0.0251 0.0296 0.0309 0.0480 0.0657
PIXGUZ 0.0332 0.0421 0.0479 0.0418 0.0619 0.0769
0.0429 0.0557 0.0653
PIXHAG 0.0213 0.0302 0.0348 0.0313 0.0518 0.0585
0.0336 0.0544 0.0618
QEYXUO 0.0256 0.0326 0.0406 0.0259 0.0362 0.0425
UHIXIS 0.0287 0.0291 0.0312 0.0320 0.0416 0.0491
UHIXOY 0.0316 0.0324 0.0360 0.0327 0.0400 0.0452
zwischen den Temperaturfaktoren bei 173 K und den statischen Werten (Uiso = 0
Å2).
Die Temperaturfaktoren für Datenpunkt 1 wurden aus der Nullpunktsschwin-
gung von 1 abgeschätzt, deren Nullpunktsenergie hν = 0.824 eV beträgt. Schwingt
das Scandiumatom gegen die gesamte Methyl-Gruppe, so beträgt die reduzierte
Masse µ = 11.25 au. Zusammen mit dem Planck’schen Wirkungsquantum h und










für das Scandium-Atom berechnen undman erhält einenWert von 0.00134 Å2. Un-
ter der Annahme, dass das Verhältnis der Uiso-Werte bei 173 K über den betrach-
teten Temperaturverlauf konstant ist, lassen sich ebenfalls die Temperaturfaktoren
des C- und des H-Atoms abschätzen.
Um zu zeigen, dass man die Elektronendichteverteilung bei subatomarer Auf-
lösung mit Hilfe eines EHC-Modells auch aus dynamischen Strukturfaktoren re-
konstruieren kann, wurden die atomaren Streubeiträge der Stockholder-Atome mit
anisotropen ADPs gefaltet, die der Temperatur von 173 K entsprechen. Die ver-
wendeten Werte betragen U11 = 0.029 Å2, U22 = 0.034 Å2, U33 = 0.025 Å2 für das
Sc-Atom, U11 = 0.044 Å2, U22 = 0.053 Å2, U33 = 0.031 Å2 für das C-Atom sowie
Uiso = 0.057 Å2 für die H-Atome. Dabei zeigt der Eigenvektor des kleinsten Eigen-
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werts entlang der Sc-C-Achse, während der Eigenvektor des größten Eigenwerts
entlang der kristallographischen a-Achse orientiert ist. Der letztere Eigenvektor
liegt daher in der Ebene, die durch das Sc-, C- und ein H-Atom aufgespannt wird.
7.1.5 MP-Verfeinerung der Modellsysteme 1, 2 und 3
Die MP-Verfeinerung der HC- bzw. EHC-Modelle von 1 und 2 wurden mit dem
Programmpaket XD2006 [237] durchgeführt, wobei Multipole bis lmax = 4 ange-
passt wurden. Dabei wurde die Datenbank von Volkov und Macchi (VM) [236] zur
Berechnung der Atomformfaktoren zugrunde gelegt. Die topologische Analyse der
Elektronendichteverteilung sowie von L(r) erfolgt mit dem Modul XDPROP des
Programms XD2006. [237]
Da die Begrenzung von lmax = 4 in XD2006 eine sinnvolle Verfeinerung des Sys-
tems 3 nicht erlaubt, wurde das Programm JANA2006 [432] verwendet, in dem
Multipole mit lmax = 7 implementiert sind. Die Strukturfaktoren des C- und des H-
Atoms wurden aus der in JANA2006 hinterlegten Datenbank übernommen, wäh-
rend für das La-Atom die VM-Datenbank [236] importiert wurde.
Die Bestimmung der kritischen Punkte erfolgte mit dem Programm CPGRITY
[577]. Die Größe L(r) wurde mit dem Programm VMD [576] graphisch dargestellt.
Zur Berechnung der Bader-Ladungen wurde die ZFS auf einem äquidistanten Grid
der Gesamtelektronendichte mit einer Schrittweite von 0.02 Å mit DGRID [606]
bestimmt und anschließend die Valenzdichte innerhalb dieser Grenzenmit DGRID
[606] integriert. Die Definition der Valenz erfolgt über die Definition der Pseudo-
tome bei der Multipol-Entwicklung. Dabei wurde angenommen, dass man die Bei-
träge der Core-Orbitale zu den anderen Bader-Atomen vernachlässigen kann.
Im Folgenden werden die Details der Definition der Pseudoatome sowie der
verfeinerten Parameter der MP-Modelle dargestellt. Für 1 wurde für Daten bis
sin(θ)/λ < 1.0 Å
−1
ein HC-Modell (MP1) verfeinert. Die Definition des lokalen
Koordinatensystems kann Tabelle A.1 entnommen werden, während sich weitere
Details der Modelle in Abschnitt A.4 und die finalen MP-Parameter in den Hin-
tergrundinformationen von [384] befinden. Für die Sc- und C-Pseudoatome wur-
de keinerlei lokale Symmetrie angenommen und die H-Atome werden als äqui-
valent, aber ohne weitere lokale Symmetrie betrachtet. Die dreizählige Symmetrie
des Moleküls spiegelt sich aber dennoch in den Besetzungen der MP-Parameter
wider. Die Verfeinerung von MP1 wurde für alle Pseudoatome bis l = 4 durchge-
führt. Um die Flexibilität weiter zu erhöhen, wurden ebenfalls die Parameter P0,0
sowie die l-abhängigen Werte κl der Radialfunktionen der Multipole verfeinert.
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Um die Poisson-Gleichung zu erfüllen, muss die Bedingung nl > l [44] für den Ra-
dialteil der MPs erfüllt sein. Dies würde speziell im Fall der Wasserstoﬀatome zu
extrem diﬀusen Elektronendichteverteilungen führen, weshalb bei den Verfeine-
rungen vergleichsweise hohe Werte für κl auftreten. Für 1 wurde mit der gleichen
Strategie ein HC-Modell für sin(θ)/λ < 1.8 Å
−1
(MP2) verfeinert, welches aber nicht
die Deformation in den inneren Schalen des Sc-Atoms beschreiben kann.
Bei Daten bis sin(θ)/λ < 1.8 Å
−1
wurde für 1 ein EHC-Modell (MP3) verfeinert.
Außer dem zweiten Pseudoatom an der Sc-Position blieb die Verfeinerungsstrategie
im Vergleich zu MP1 und MP2 unverändert. Das zusätzliche Pseudoatom besitzt
die 2s- und 2p-Orbitale des Sc-Atoms als Valenz, während für das erste Pseudoatom
an dieser Position wie beim HC-Modell das 3d-Orbital als Valenz definiert wurde.
Zur Bestimmung der Temperaturabhängigkeit der Stärke der trans-LICC bzw.
des Elektronendichtebeitrags, der zu deren Ausbildung verantwortlich ist, wird
die Restelektronendichte des IAMs bei unterschiedlichen Temperaturfaktoren und
Auflösungenmit XD2006 [237] bestimmt. Um das Gleiche für die BCC(2) durchzu-
führen, wurde zunächst ein HC-Modell bei sin(θ)/λ < 1.0 Å
−1
verfeinert, damit das
Maximum in der Restelektronendichte bei allen Auflösungen größer oder gleich
sin(θ)/λ < 1.0 Å
−1
sichtbar ist. Dieses HC-Modell wurde mit XD2006 mit der glei-
chen Strategie wie MP1 bestimmt. Auf die Stärke des BCC(2), wie sie im Rahmen
dieser Methode bestimmt wird, hat der Unterschied der Modelle, der hauptsäch-
lich imValenzbereich zu finden ist, praktisch keine Auswirkung, da nur die relative
Stärke betrachtet wird. Zur Bestimmung der Restelektronendichte wurde das Mo-
dell ohne die Parameter weiter anzupassen in JANA2006 [432] importiert, da nur
mit diesem Programm die Auflösungen bis sin(θ)/λ < 3.0 Å
−1
zugänglich sind.
Außerdem wurden die dynamischen Strukturfaktoren mit anisotropen ADPs,
die einer Temperatur von 173 K entsprechen, mit einem EHC (MP3a) verfeinert.
Dabei wurde die Verfeinerungsstrategie von MP3 übernommen, wobei die Tem-
peraturfaktoren als zusätzliche Parameter vorhanden sind, auch wenn sich diese
während der Verfeinerung nur unwesentlich ändern.
Zusätzlich wurden die dynamischen Strukturfaktoren so gewichtet, dass das Sc-
Atom statisch ist und die C- und H-Atome mit reduzierten Auslenkungsparame-
tern schwingen. Für diese Situation wurde ebenfalls ein EHC (MP3b) verfeinert,
für das die Temperaturfaktoren auf die Ausgangswerte fixiert wurden. Die geringe
Abweichung der verfeinerten ADPs in MP3a von den Referenzwerten legt aller-
dings nahe, dass die festen ADPs keine allzu große Einschränkung darstellen. Die
finalen Multipol-Parameter von MP3a und MP3b befinden sich in Abschnitt A.4.
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Bei der Verfeinerung eines Multipolmodells bei sin(θ)/λ < 1.0 Å
−1
von 2 (MP1)
wurde die gleiche Strategie wie bei Verbindung 1 angewandt. Allerdings war es
durch die primogenic repulsion [394] der 4d-Orbitale notwendig, die radiale Fle-
xibilität im Valenzbereich des Y-Atoms zu erhöhen. Dadurch wurde jeweils ein
Satz von Multipolen zur Beschreibung der 4d- und 4s-Orbitale des Y-Atoms ein-
gesetzt. Bei einer Auflösung von sin(θ)/λ < 1.8 Å
−1
wurde ein zusätzliches Pseu-
doatom zur Beschreibung der Polarisation der inneren Schale eingesetzt, das eine
3d10-Valenzelektronenkonfiguration besitzt.
Bei der Verfeinerung von 3 wurde die Strategie an mehreren Stellen modifiziert.
Zunächst wurde die Verfeinerung mit JANA2006 durchgeführt, das eine Verwen-
dung von Multipolen mit lmax = 7 erlaubt, was für die Beschreibung der f -Beiträge
zwingend notwendig ist. Da in der verwendeten Programmversion (stabile Ver-
sion aus dem Juli 2011) die Verfeinerung des P0,0-Parameters nicht möglich war,
wurde die nötige Flexibilität für die sphärischen Beiträge durch zusätzliche Pseu-
doatome generiert. Dazu wurde für das 1s-Orbital des C-Atoms ein zusätzlicher
Multipol-Satz eingeführt. Außerdemwurde das La-Atom imValenzbereichmit den
drei Pseudoatomen La5d, La5sp und La6s beschrieben. Die ersten beiden MP-Sätze
beschreiben die Valenzschale das La-Atoms, aber erhöhen dabei die radiale Flexi-
bilität gegenüber der Verwendung eines Satzes für diese Schale. Der letzte Beitrag
ist deutlich diﬀuser und beschreibt die Elektronendichte im Bindungsbereich, also
am BCP. Bei 3 ist es aber schon bei einer MP-Verfeinerung bei sin(θ)/λ < 1.0 Å
−1
(MP1) notwendig, die inneren Schalen des La-Atoms asphärisch zu beschreiben,
weshalb die beiden Pseudoatome La4d und La3d verwendet wurden.
Eine weitere Modifikation der Verfeinerungsstrategie wurde bezüglich der Flexi-
bilität des Radialteils der Multipole durchgeführt. Während in 1, 2 die κl-Werte
für jedes l verfeinert wurden, konnte für 3 durch eine Limitierung im Programm
JANA2006 nur ein Wert von κ für alle l-Werte bestimmt werden. Um diese Ein-
schränkung zu umgehen, wurden zwei unterschiedliche Vorgehensweisen einge-
setzt. Für das H-Atom wurden die κl-Werte mit XD2006 und lmax = 4 verfeinert
und anschließend als l-abhängige ζl-Werte in JANA2006 importiert. Für die Be-
schreibung der Radialteile am La-Atom wurde ein noch flexiblerer Ansatz verwen-
det und ein zusätzliches Pseudoatom eingeführt, das die Beiträge mit l = 4 des
La5d-Atoms (La5d(l = 4)) beschreibt. Die übrigen l-Werte wurden weiterhin im
La5d-Pseudoatom zusammengefasst. Für das C-Atom wurde ein ähnlicher Ansatz
gewählt und die Beiträge des C2s-Pseudoatoms mit l > 4 (C2s(l > 4)) mit einem ei-
genen Pseudoatom beschrieben. Außerdem wurden die drei Wasserstoﬀatome bei
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der Verfeinerung nicht als äquivalent angenommen. Die gleiche Strategie wurde
angewandt, um das MP-Modell von 3 bei sin(θ)/λ < 1.0 Å
−1
zu verfeinern.
Bei der Interpretation eines solchen flexiblenMultipolmodells mit mehreren Sät-
zen von Multipolen pro Atom verlieren die einzelnen Multipolparameter weitge-
hend ihre Bedeutung. Eine Analyse der aus ihr erhaltenen Elektronendichtevertei-
lung ist aber weiterhin möglich. So würde die Summe der Pv und P0,0-Parameters
des C-Atoms in 1 eine negative Ladung ergeben, während in 2 ein neutrales C-
Atom erwartet wird. Für 3 wird sogar eine positive Ladung des C-Atoms gefun-
den, was zunächst auf einer Trend innerhalb der Serie hindeutet. Dies verdeutlicht
aber nur, dass die MP-Parameter in diesem Fall nicht mehr direkt interpretiert wer-
den können, da mehrere Parameter den gleichen Eﬀekt beschreiben. Die QTAIM-
Ladungen der jeweiligenMP-Modelle liefern demzufolge konstant eine Ladung des
C-Atoms von etwa -0.5 e, was mit den Werten aus der DFT-Rechnung überein-
stimmt.
7.2 Berechnung der relativistischen Effekte
Die Berechnung der lokalen elektronischen Struktur des Pt-Atoms mit dem skalar-
relativistischen DKH2- bzw. NR-Hamilton-Operator wurde mit dem Programm
GAUSSIAN09 [268] durchgeführt, wobei ein universeller Gauß-Basissastz (UGBS)
[607] verwendet wurde. Der Atomformfaktor |f (H)| wurde analytisch mit DEN-
PROP [253] berechnet.
Für die molekularen Rechnungen wurde das Programm Dirac11 [290] verwen-
det, mit dem sich sowohl die DHF als auch die nicht-relativistische HF-Rechnung
sowie die Rechnungmit den quasi-relativistischenHamilton-Operatoren (ZORA in
der vierkomponentigen Metrik ohne Skalierung der Orbitalenergien sowie skala-
rer DKH2) durchführen lassen. Die vollständig dekontrahierte Quadrupel-ζ-Basis
und die molekulare Geometrie wurde aus [113] übernommen. Bei der Berechnung
der Wellenfunktion wurde keine Symmetrie verwendet, auch wenn das Molekül in
der Punktgruppe C2v vorliegt.
Die Strukturfaktoren der Modellsysteme wurden durch eine numerische Fourier-
Transformation der Elektronendichte, die sich mit dem Programm Dirac11 an
den entsprechenden Punkten des Integrationsgrid bestimmen lässt, berechnet.
Dazu wurde eine lokal modifizierte Version des DENPROP-Codes erstellt, das
eine Schnittstelle zum Dirac-Programm besitzt. Dadurch lässt sich die Fourier-
Transformation auf einem angularen Lebedev-Grid [277–281] mit 5810 Punkten
sowie einer radialen Gauß-Legendre-Quadratur (siehe [608] für die Legendre-
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Polynome)mit 200 Punkten durchführen. Da für diese Systeme nur statische Struk-
turfaktoren betrachtet wurden, wurde die Elektronendichte mit Hilfe der Becke-
Partitionierung [188] in Atome zerlegt. Um reellwertige Strukturfaktoren zu erhal-
ten, wurden zwei Moleküle in der Einheitszelle arrangiert, so dass diese durch die
Inversionssysmmetrie verknüpft sind. Da sich der gesamte Strukturfaktor aus dem
eines einzelnen Moleküls berechnen lässt, [384] verlängert die Existenz des zwei-
ten Moleküls die Rechenzeit der numerischen Fourier-Transformation nicht. Dabei
wurde eine orthorhombische Elementarzelle (a = 15, b = 5 und c = 10 Å) ange-
nommen, so dass sich das Molekül in der ac-Ebene befindet und die zweizählige
Achse entlang der a-Achse zeigt. Da für die Berechnung der Wellenfunktion keine
Symmetrie angenommen wurde, liegen die Strukturfaktoren in der Laueklasse 2/m
vor.
Die Strukturfaktoren des HC-Modells von 9wurden aus [64] übernommen, wäh-
rend für den Vergleich ein IAM mit JANA2000 [609] angepasst wurde, dessen
strukturelle Parameter der H-Atome aus dem Multipolmodell übernommen und
lediglich die Parameter der Schweratome verfeinert wurden.
Zur Verfeinerung der κ-Parameter wurde das Programm XD2006 [237] verwen-
det, lediglich bei der Untersuchung der Auflösungsabhängigkeit auf die relativisti-
schen Eﬀekte bei dem Pt-Atom wurde das Programm Jana2006 [432] benutzt. Der








wurde gemäß der Fortpflanzung der Fehler der κ-Parameter berechnet. Die theo-
retischen Referenzwerte wurden aus D(r) bestimmt, wobei eine Rechnung des Pt-
Atoms in der d10-Konfiguration durchgeführt wurde, aber ansonsten die gleichen
Parameter wie für 4c verwendet wurden. Basierendauf dieser Rechnung wurden
auch die Strukturfaktoren des Pt-Atoms in einer kubischen Zelle mit a = 10.0 Å
auf dem gleichen numerischen Integrationsgrid wie die molekularen Strukturfak-
toren berechnet. Für die Suche der Maxima wurde die Elektronendichte und dar-
auf basierend D(r) auf dem Grid berechnet, welches für die radiale Integration
(Gauß-Legendre-Quadratur mit 200 Punkten) bei der Berechnung der Struktur-
faktoren verwendet wurde. Auf demselben Grid wurde auch die Elektronendichte
eines Atoms aus einer Datenbank der Programme für die MP-Verfeinerung an die
Elektronendichte der vierkomponentigen Rechnung angepasst, wodurch eine Be-
stimmung der relativistischen Kontraktion mit der vorgestellten Methode bei un-
endlicher Auflösung möglich ist und das Ergebnis als Referenzwert herangezogen
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werden kann. Bei der Anpassung des κ-Parameters in Mathematica [610] wurde je-
der Punkt entsprechend seinem Anteil bei der numerischen Integration gewichtet.
7.3 Berechnung des elektrischen Feldgradienten
Die Berechnung der Elektronendichte des Systeme 5 und 6 wurden mit dem Pro-
gramm GAMESS US [270, 271] unter Verwendung des MP2-Formalismus [583–
586] und ohne die Berücksichtigung der molekularen Symmetrie (Punktgruppe
C1 an Stelle von C∞v) berechnet. Die GTO-Basissätze für Sc (vollständig dekontra-
hierter Basissatz aus [611] ohne g-Funktionen, aber mit einem zusätzlichen s- bzw.
f -Exponenten bei 0.01575973 bzw. 5.5004394 führt zu einer (22s16p9d7f )-Basis)
und Cu ((20s15p11d3f )-Basis aus [612]) wurden aus Referenz [489] übernommen,
während für den Ligand X die TZP-Basis [613, 614] aus dem Basis Set Exchange
[615, 616] verwendet wurde. Da relativistische Eﬀekte bei der Bestimmung des
EFG eine Rolle spielen, [617–624] wurde der DKH2-Hamiltonian [355, 356, 590–
595] verwendet, dessen Leistungsfähigkeit bei der Berechnung von EFGs bereits
in mehreren Studien überprüft wurde. [622, 625, 626] Um die Auswirkungen des
PCE (picture change error) [490] zu berücksichtigen, wurden die obigen Rechnun-
gen ebenfalls mit dem Programm ORCA [269] (für die Implementierung des MP2-
Hamilton-Operators in Kombination mit DKH2 bzw. des EFGs siehe [627] bzw.
[626]) durchgeführt, welches diesen Eﬀekt korrigieren kann. Da die berechnete
Elektronendichte keine Korrektur des PCE enthält, werden die Ergebnisse der to-
pologischen Analyse der Elektronendichteverteilung mit der GAMESS-Rechnung
verglichen. Da der PCE einen systematischen Einfluss auf die Größe des EFGs be-
sitzt (siehe Werte mit und ohne PCE in Tabelle A.6), ist dieses Vorgehen zulässig,
sofern nur die Trends in den jeweiligen Serien untersucht werden.
Auch wenn die Genauigkeit von DFT-Rechnungen zur Bestimmung des EFG be-
reits mehrfach Gegenstand von Studien war (siehe z.B. [440, 478, 480, 489, 628–
631]), wurde dennoch das NQM des 45Sc- und des 63Cu-Kerns für diverse GGA-
und Hybrid-Funktionale (B3LYP [632], BP86 [571–573],BH&HLYP [571, 633–635])
in der Punktgruppe C4v bestimmt (siehe Abschnitt A.6 für eine Übersicht der ver-
wendeten NQCC- und berechneten EFG-Werte sowie die daraus bestimmten Wer-
te für das Kernquadrupolmoment, siehe Abschnitt A.6). Für das System 5 zeigen
sowohl die aus GGA- als auch die aus Hybrid-Funktionalen bestimmten NQMs
eine gute Übereinstimmung mit dem Literaturwert (siehe Abschnitt A.6). Dies
wurde ebenfalls durch eine ADF-Rechnung [272–274] mit dem BP86-Funktional
[571–573], der TZ2P-STO-Basis [238] und dem ZORA-Hamilton-Operator [158–
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160, 574] validiert, also für Rechnungen mit den gleichen Parametern wie in Ab-
schnitt 3. Bei der Berechnung des EFGs mit ZORA wird dabei zur Korrektur des
PCE die Elektronendichte der kleinen Komponente berücksichtigt. [636] Die Bestä-
tigung des NQMs aus der Literatur ist ein starkes Indiz dafür, dass die Ergebnisse
in Abschnitt 3 nicht auf eine falsche Wahl der Rechnungsparameter zurückzufüh-
ren sind.
Bei der Berechnung des EFGs für 6 scheitern fast alle gängigen GGA- und Hybrid-
funktionale (siehe Abschnitt A.6), was in der Literatur bereits mehrfach diskutiert
wurde. [612, 637–640] Das Problem lässt sich auf eine fehlerhafte Beschreibung
des quantenmechanischen Austauschs zurückführen, weshalb zahlreiche neue Pa-
rametrisierungen für Dichtefunktionale vorgeschlagen wurden, um den EFG von
Cu-Verbindungen zu berechnen. Einige dieser Arbeiten beruhen auf der Verwen-
dung von reichweiten-separierten Hybridfunktionalen im Rahmen der Coulomb
Attenuation Method. [641, 642] Im Rahmen der vorliegenden Arbeit wird die Elek-
tronendichte aus den MP2-Rechnungen analysiert, die, auch wenn die Ordnung
der MP-Methode noch nicht konvergiert ist, das NQM akkurat bestimmen kann
und deshalb verlässliche Ergebnisse liefern.
Die topologische Analyse der Elektronendichte von 5 und 6 wurde mit DEN-
PROP [253] durchgeführt, lediglich die ELF wurde mit Dgrid [600] bestimmt. Die
ISA [216, 217] sowie die auf ihnen basierende Deformationsdichte wurden mit ei-
ner lokal modifizierten Version von DENPROP berechnet. Die Partitionierung des
EFG in atomare Beiträge sowie Beiträge der elektronischen Schalen wurde eben-
falls mit einer lokal modifizierten Version von DENPROP durchgeführt, die ei-
ne numerische Integration mit 200 radialen Punkten nach dem Gauß-Legendre-
Verfahren und 974 angularen Punkten auf einem Lebedev-Grid [277–281] sowie
der Becke-Partitionierung [188] durchführt. Da die Gewichtung hauptsächlich den
Valenzbereich beeinflusst, besitzt die Partitionierungsmethode nur einen geringen
Einfluss auf die atomaren Beiträge zum EFG (siehe Abbildung 7.3 und Tabelle A.6
für einen Vergleich der Becke- mit der Becke-ρ-Partitionierung). Für die Einteilung
der elektronischen Schalen wurde die ELF auf dem gleichen Integrationsgrid wie
das zur Bestimmung des EFG (s.o.) berechnet. Für jeden angularen Punkt wurden
die ersten zwei radialen Minima in der ELF durch eine Interpolation mit anschlie-
ßender Suche der Extremstelle in Mathematica [610] bestimmt. Anschließend wur-
de der Abstand des Minimums von der Atomposition über alle angularen Koor-
dinaten gemittelt, wobei alle radialen Strahlen gleich gewichtet wurden. Da die
Abweichung der einzelnen Minima vom Mittelwert gering ist, wurden die Gren-
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Abbildung 7.3: Vergleich der Gewichtung des Becke- und des Becke-ρ-Schemas in
ScI zeigt den Einfluss der Position des BCPs und damit der Atomgröße.
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zen zwischen den inneren elektronischen Schalen als sphärisch angenommen. Des
Weiteren zeigt sich kaum ein Unterschied zwischen den Schalengrenzen von ScF
und ScI, weshalb die Schalengrenzen von TMF für alle Verbindungen der Seri-
en 5 und 6 verwendet wurden. Die Berechnung der atomaren Beiträge zum EFG
unter Verwendung der Becke-ρ-Partitionierung [191, 192] wurde ebenfalls in ei-
ner lokal modifizierten Version von DENPROP durchgeführt, wobei die Partitio-
nierungsmethode als einziger Parameter von den oben beschriebenen Rechnun-
gen abweicht. Mit den Ergebnissen konnte die Unabhängigkeit des EFGs von der
Partitionierungsmethode gezeigt werden, wie man es für Größen, die sensitiv auf
den kernnahen Bereich sind, erwartet. [433] Dadurch können die atomaren Beiträ-
ge zum EFG aus der Becke-Partitionierung diskutiert werden, obwohl bei dieser
Partitionierungsmethode keine Informationen über z.B. die Atomgröße eingehen,
die aber dadurch weniger Parameter enthält. Die Strukturfaktoren wurden ana-
lytisch unter der Annahme einer orthorhombischen Zelle mit einer Kantenlänge
von 5 bzw. 10 Å berechnet. Die Abhängigkeit des EFGs von der maximalen Auf-
lösung sin(θ)/λ der Strukturfaktoren wurde mit einer lokal modifizierten Version
von DENPROP durchgeführt.
Die Berechnung des Moleküls N2 wurde mit ADF/revPBE/QZ4P/ZORA [643–
645] durchgeführt und die Strukturfaktoren wurden numerisch auf einem radia-
len Gauß-Legendre-Grid mit 200 Punkten und einem angularen Lebedev-Grid mit
5810 Punkten [277–281] mit DENPROP berechnet. Die Verfeinerung des (E)HC
Modells erfolgte unter Verwendung der Datenbank von Volkov und Macchi [236]
für freie Atome mit dem Programm XD2006. [237] Für die Definition der Pseu-
doatome und weitere Details über die MP-Modelle siehe Abschnitt A.7. Für die
Berechnung des EFGs wurde die Elektronendichte mit dem Modul XDPROP be-
rechnet und anschließend der EFG numerisch mit dem gleichen Integrationsgrid
wie bei der quantenchemischen Rechnung integriert. Die in XD2006 implemen-
tierte Routine zur Berechnung des EFGs wurde nicht verwendet, da an drei Stel-
len Probleme auftreten können: Zum einen berechnet XD2006 den Kernbeitrag
zum EFG für jedes Pseudoatom, was im Falle eines Multiatom-Ansatzes zu einem
falschen Wert führt. Zum anderen zeigt sich die Partitionierung der Elektronen-
dichte in atomare Beiträge über die Multipolentwicklung für Fehler anfällig, wenn
bestimmte Multipole einen signifikanten Beitrag zur Elektronendichte an einer be-
nachbarten Atomposition leisten. Des Weiteren verwendet XD2006 eine auf dem
Sternheimer-Shielding [493, 494] basierende Korrektur [443], um die fehlenden
Beiträge der inneren Schalen zu kompensieren. Eine solche Korrektur wird bei der
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Verwendung einer Multipolentwicklung für alle elektronischen Schalen der Atome
hinfällig.
7.4 Berechnung der Spin-Spin-Kopplungskonstanten
Die Geometrie aller Verbindungen in Kapitel 6 wurden mit dem Programm ADF
[272–274] mit dem PBE0-Hybridfunktional [646, 647] sowie der in ADF imple-
mentierten TZ2P-Basis [238] optimiert. Die skalar-relativistischen Eﬀekte wurden
dabei durch ZORA [158–160, 574] beschrieben. Für die Berechnung der Spin-Spin-
Kopplungskonstanten wurde die von Autschbach und Ziegler implementierte Me-
thode verwendet, [509, 510, 648, 649] die eine Zerlegung der Beiträge des FC-
Mechanismus in einzelne MOs bzw. NBOs ermöglicht. [538] Die Kopplungskon-
stanten berücksichtigen lediglich den Beitrag der FC-Wechselwirkung, unterschei-
den sich aber nur geringfügig von denen, bei denen alle vier Ramsey-Terme [561]
berücksichtigt werden. Da die Kopplungskonstanten sensitiv auf die elektronische
Struktur nahe der Atomposition sind, wurde der Basissatz der Atome, für die die
Kopplungskonstante berechnet wird, mit zusätzlichen Funktionen mit hohem ζ
ergänzt. Während diese zusätzlichen Exponenten für das H-Atom sowie diverse
weitere Atome durch den in ADF implementierten jcpl-Basissatz beschrieben wer-
den, wurde für das Si-Atom die gleiche Basis wie in [558, 559] verwendet. Durch
das Density Fitting aus [650] im Zuge des regulären SCFs seit ADF2014 erhält man
im Vergleich zu älteren Programmversionen etwas genauere Werte für J(Si,H).
Um die Werte von J(Si,H) der Verbindung 7 abzusichern, wurde die Spin-
Spin-Kopplungskonstante für einige ausgewählte Moleküle der Serie ebenfalls mit
dem Programm DIRAC14 [651] berechnet. Dazu wurde eine Valenz-Triple-ζ-Basis
[652, 653] von Dyall verwendet, die als dyall.v3z in DIRAC14 implementiert ist.
Für das Si- und das H-Atom, für das die Kopplungskonstante berechnet wurde,
wurde der dyall.cv3z Basissatz [652] verwendet, der zusätzliche Basisfunktionen
mit hohen ζ-Werten enthält. Die relativistischen Eﬀekte werden mit der Methode
von Barysz, Sadlej und Snijders (BSS) [654–657] beschrieben, die sowohl skalar-
relativistische Eﬀekte als auch die Spin-Bahn-Wechselwirkung jeweils bis zur un-
endlichen Ordnung enthält. Bis auf das verwendete PBE0-Funktional unterschei-
den sich somit alle wesentlichen Parameter der Rechnung. Die gute Übereinstim-
mung der Kopplungskonstanten beider Rechnungen (siehe Tabelle A.8) verdeut-
licht, dass weder die Wahl des Basissatzes noch die Vernachlässigung der Spin-
Bahn-Kopplung bei der Berechnung der Kopplungskonstanten mit ADF einen si-
gnifikanten Einfluss auf die Ergebnisse besitzen.
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Die topologische Analyse der Elektronendichteverteilungwurdemit ADF durch-
geführt, [658] während die Berechnung der Elektronendichte, deren Bindungspfa-
de, der ELF bzw. derMOs für eine graphische Darstellungmit Dgrid [600] durchge-
führt wurde. Das MO-Diagramm in Abbildung 6.2 wurde mit dem GUI von ADF
erstellt. Die Isokonturliniendarstellung wurde mit einer erweiterten Version des
Notebooks calc4.lap.nb [659] in Mathematica [610] durchgeführt, während die
Isooberfächendarstellung, die Bindungspfade sowie die Kugel-Stab-Modelle mit
Paraview [660] visualisiert wurden. Das bindende Si-H-NBO wurde mit NBO6.0
[661] berechnet und dessen LCAO mit Mathematica dargestellt. Die sphärisch-
gemittelte Elektronendichte der Stockholder-Atome [196] sowie die darauf beru-
hende Deformationsdichte wurde mit einer lokal modifizierten Version von DEN-
PROP [253] berechnet. Die Isooberflächendarstellung wurde in diesem Fall mit
VMD[576] erstellt, dagegen sind die Isokonturliniendarstellung sowie der 1d-
Schnitt mit Mathematica [610] erstellt worden.
In dieser Arbeit wird die Deformationsdichte verwendet, um die Polarisation
der ersten Schale aufzulösen. Allerdings zeigt sich, dass eine Darstellung der ge-
wöhnlichen Deformationsdichte mit freien Atomen im Grundzustand nahe der Po-
sition des Si-Atoms in SiH4 stark von sphärischen Deformationen dominiert wird
(Abbildung 7.4a). Verwendet man freie Ionen, deren Ladung über die Hirshfeld-
I-Methode bestimmt wird, ändert sich die Deformationsdichte in dem relevanten
Bereich nicht stark genug, um eine asphärische Deformation der ersten Schale auf-
zulösen (Abbildung 7.4b). Erst durch die Mittelung der Elektronendichte der (ite-
rierten) Stockholder-Atome ändert sich dies und die Deformationsdichte zeigt, dass
die erste Schale des Si-Atoms in SiH4 keine Polarisation besitzt (Abbildung 7.4c,d).
Da im kernnahen Bereich die Gewichtung in beiden Fällen nahe eins ist und die
Elektronendichte praktisch vollständig zum benachbarten Atom gehört, sind beide
Deformationsdichten in der Lage, die asphärische Deformation der ersten Schale
zu beschreiben.
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Abbildung 7.4: Deformationsdichte mit freien Atomen im Grundzustand (s2p2
für das Si-Atom) (a), freien Atomen bestimmt aus der Hirshfeld-I-Methode (b),
sphärisch-gemittelten Stockholder-Atomen (c) und sphärisch-gemittelten ISA (d)
als Referenz. Konturwerte bei ±n · 0.05 eÅ−3 (n = 1,2, ...,19); positive Werte rot
durchgezogen, negative blau gestrichelt sowie die Nullkontur in schwarz.
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Kombinierte experimentelle und theoretische Ladungsdichtestudien sind, wie
Coppens im Jahr 2005 konstatierte, erwachsen geworden. [74, 75] Bei solchen Un-
tersuchungen wird die Elektronendichteverteilung aus experimentell gemessenen
Strukturfaktorenmit Hilfe des Hansen-Coppens (HC)Multipol-Modells [53] extra-
hiert, das die Deformationen der Elektronendichteverteilung in der Valenzschale,
also bei atomarer Auflösung, beschreibt. Polarisationen in den inneren elektroni-
schen Schalen sind laut einer Untersuchung von Bentley und Stewart aus dem Jahr
1974 zu klein, um mit den Methoden der Röntgenbeugung ermittelt zu werden.
[98] Allerdings zeigt eine aktuelle Studie, dass die Deformation der ersten elek-
tronischen Schale des Kohlenstoﬀatoms in Diamant die an einem Synchrotron der
dritten Generation gemessen Strukturfaktoren signifikant beeinflusst. [99]
Das Potential, die Elektronendichteverteilung in den inneren Schalen zu rekon-
struieren, eröﬀnet ein neues Forschungsfeld, nämlich Ladungsdichtestudien bei
subatomarer Auflösung. Im Rahmen der vorliegenden Arbeit werden solche Un-
tersuchungen erstmals auf Übergangsmetallverbindungen übertragen und dabei
die lokale elektronische Struktur aller Schalen der Metallatome systematisch un-
tersucht. Neben der Ursache für das Auftreten der Deformationen der Elektronen-
dichteverteilung im kernnahen Bereich wird deren möglicher Einfluss auf experi-
mentelle Ergebnisse betrachtet. Hierbei stehen neben deren Eﬀekt auf die Röntgen-
Strukturfaktoren und die damit verbundenen notwendigen Erweiterungen des
Multipol-Formalismus zur Beschreibung der Elektronendichteverteilung bei sub-
atomarer Auflösung auch deren Zusammenhang mit spektroskopischen Größen
wie dem elektrischen Feldgradienten oder der Spin-Spin-Kopplungskonstante aus
NMR-Experimenten im Vordergrund.
Am Beispiel der Modellsysteme [TM(CH3)]
2+ (TM = Sc (1), Y (2), La (3)) konn-
te im Rahmen der vorliegenden Arbeit gezeigt werden, dass sich die Beiträge der
MOs, die die chemische Bindung beschreiben, nicht nur auf den Valenzbereich
beschränken, sondern sich auch nach innen bis hin zur Atomposition fortsetzen.
Das Auftreten der Ladungskonzentrationen in den inneren elektronischen Schalen
lässt sich dabei mit der radialen nodalen Struktur der einzelnen atomaren Beiträ-
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ge erklären: Ändern alle Beträge zum MO beim Wechsel zwischen zwei Schalen
das Vorzeichen, so besitzen diese beiden Schalen das gleiche Polarisationsmuster.
Findet bei einem Beitrag kein Vorzeichenwechsel statt, so invertiert sich das Pola-
risationsmuster, wie es von L(r) angezeigt wird.
So besitzen in 1 und 2 in der Valenzschale das typische Polarisationsmuster von
frühen Übergangsmetallverbindungen, das von einer trans-LICC (ligand induced
charge concentration) auf der dem Liganden gegenüberliegenden Seite dominiert
wird. Im Fall von 2 besitzt die dritte Schale des Yttriumatoms durch die Anwesen-
heit einer starken trans-LICC(3) das gleiche Polarisationsmuster wie die Valenz-
schale, während in dessen zweiter Schale, wie in der zweiten Schale des Scandiu-
matoms in 1, die BCC(2) (bonding charge concentration) auf der dem Liganden zuge-
wandten Seite die stärkste lokale Ladungskonzentration darstellt. Während die s-
und p-Beiträge zum HOMO jeweils einen radialen Knoten zwischen den betrach-
teten Schalen besitzen, ändern die d-Beiträge ihr Vorzeichen zwischen der zweiten
und dritten Schale in 1 und 2 nicht. Dieser Vorzeichenwechsel tritt erst zwischen
der dritten und vierten Schale des Yttriumatoms in 2 auf.
In 3 lässt ein f -Beitrag des Lanthanatoms zur Bindung ablesen, in Folge dessen
das Polarisationsmuster in den äußeren Schalen 3 bis 5 jeweils zwei Tori besitzt.
Zudem tritt in der Valenzschale des Lanthantoms, anders als in 1 und 2 eine starke
BCC auf, die ebenfalls auf ein df -Hybrid zurückgeführt werden kann. Zusammen
mit dem Wechsel des Polarisationsmusters von der fünften in die vierte bzw. von
der vierten in die dritte Schale, der nicht durch die Überlagerung von s-, p- und
d-Beiträgen erklärt werden kann, handelt es sich dabei um untrügliche Anzeichen
zur Beimischung von f -Beiträgen zum LCAO.
Das Polarisationsmuster der ersten Schale lässt sich prinzipiell nicht in L(r) auf-
lösen, sondern allenfalls in der ELF, wenn diese aus einer vierkomponentigen
Rechnung bestimmt wird. Daher wird in diesem Fall die Deformationsdichte mit
sphärisch-gemittelten iterierten Stockholder-Atomen als Referenz verwendet, um
die Polarisation in unmittelbarer Umgebung der Atomkerne sichtbar zu machen.
Mit dieser Größe lässt sich auch für die quasi-relativistischen Rechnungen der Mo-
dellsysteme 1, 2 und 3 erkennen, dass die Polarisation der ersten Schale des TM-
Atoms aus einem Dipol besteht, der sein Maximum auf der trans-Seite besitzt.
Um die Bedeutung der oben genannten Ergebnisse für experimentelle Ladungs-
dichtestudien einschätzen zu können, wurde für die Verbindungen untersucht,
inwiefern die Deformation der Elektronendichteverteilung der inneren Schalen
in den Strukturfaktoren enthalten ist. Während sich bei niedrigen Auflösungen
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(sin(θ)/λ < 1.0 Å
−1
) noch keine systematischen Abweichungen beim Anpassen ei-
nes HC-Modells finden lassen, treten diese bei Auflösungen von sin(θ)/λ < 1.8 Å
−1
,
der maximalen Auflösung von Ag-Kα-Strahlung, vor allem im kernnahen Bereich
auf. Durch die in Kapitel 3.2 vorgestellte Erweiterung des Multipol-Formalismus
zum EHC-Modell lassen sich diese Abweichungen beheben und die elektroni-
sche Struktur der inneren Schalen des Übergangsmetallatoms kann mit hoher Ge-
nauigkeit rekonstruiert werden. Bei der Analyse von L(r) aus den MP-Modellen
treten zwar noch Abweichungen zu der zugrunde liegenden DFT-Rechnung auf,
die stärkste Ladungskonzentration der nächstinneren Schale lässt sich aber zuver-
lässig bestimmen. Die verbleibenden Unterschiede rühren daher, dass selbst bei
sin(θ)/λ < 1.8 Å
−1
die Informationen über die inneren kernnahen Schalen nicht
vollständig in den Strukturfaktoren enthalten sind und somit nicht modelliert wer-
den können. Mit steigender Ordnungszahl des Übergangsmetallatoms und der da-
mit verbundenen Zunahme der Atomgröße treten die Eﬀekte bei immer niedrige-
ren Auflösungen auf, so dass für experimentelle Ladungsdichtestudien bei suba-
tomarer Auflösung möglichst Verbindungen mit schweren Elementen verwendet
werden sollten. Durch die Berechnung von dynamischen Strukturfaktoren durch
Faltung der statischen, in atomare Beiträge partitionierte Streufaktoren von Mo-
dellsystem 1 mit dem Debye-Waller-Faktor kann gezeigt werden, dass auch bei
endlicher Temperatur das Polarisationsmuster der inneren elektronischen Scha-
le mit einem EHC-Modell extrahiert werden kann. Somit kann auf Basis der im
Rahmen der vorliegenden Arbeit erhaltenen Ergebnisse die Vorhersage getroﬀen
werden, dass es im Rahmen einer experimentellen Ladungsdichtestudie bei hohen
Datenauflösungen (sin(θ)/λ < 1.8 Å
−1
) und niedrigen Temperaturen möglich sein
sollte, die beschriebenen Polarisationsphänomene bei Übergangsmetallverbindun-
gen experimentell zu bestätigen.
Durch die Betrachtung der inneren elektronischen Schalen im Rahmen von La-
dungsdichtestudien bei subatomarer Auflösung spielen relativistische Eﬀekte eine
immer größer werdende Rolle, weshalb deren Einfluss auf die Strukturfaktoren am
Beispiel der späten Übergangsmetallverbindungen TM(C2H2) (TM = Ni (4a), Pd
(4b), Pt (4c)) im weiteren Verlauf der Arbeit untersucht wurde. Dabei wurden zu-
nächst die Strukturfaktoren für die nicht-relativistische Referenz sowie aus Rech-
nungen mit quasi-relativistischen und erstmals mit voll-relativistischen Modell-
Hamilton-Operatoren bestimmt. Sowohl die relative als auch die absolute Diﬀe-
renz der Strukturfaktoren zeigt im Auflösungsbereich von sin(θ)/λ < 1.8 Å
−1
einen
wellenförmigen Verlauf, der die relativistischen Eﬀekte der beiden äußersten elek-
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tronischen Schalen sowohl für quasi- als auch voll-relativistische Rechnungen ab-
bildet. Quantifiziert man die relativistischen Eﬀekte über den kristallographischen
R1-Wert, so steigt dieser mit steigender Ordnungszahl des Übergangsmetallatoms
von 0.81% für 4a über 1.51% für 4b auf 2.78% 4c. Vergleicht man diese Werte mit
dem Eﬀekt, der durch die chemische Bindung hervorgerufen wird, so besitzt letz-
terer die gleiche Größenordnung wie die relativistischen Eﬀekte, die damit einen
signifikanten Einfluss auf die Strukturfaktoren aufweisen und somit für entspre-
chende experimentelle Studien zu berücksichtigen sind.
Daher wurde ein Verfahren vorgestellt, mit dem die Größe der relativistischen Ef-
fekte aus experimentellen Strukturfaktoren abgeschätzt werden kann. Die Grund-
lage hierfür bildet das EHC-Modell bzw. dessen κ-Parameter, der die radiale Ska-
lierung einer bestimmten elektronischen Schale beschreiben kann. Passt man die-
sen Wert sowohl für relativistische als auch für nicht-relativistische Atomformfak-
toren aus einer Datenbank an, kann daraus die skalar-relativistische Kontraktion
berechnet werden. Nachdem dieMethode erfolgreich an theoretischen Strukturfak-
toren getestet worden ist, wurde die relativistische Kontraktion anhand mehrerer
gemessener Datensätze von Röntgenstrukturfaktoren bestimmt. Am Beispiel des
Ceratoms in unterschiedlichen Verbindungen sowie zum Teil an unterschiedlichen
Diﬀraktometern durchgeführte Messungen lässt sich im Mittel eine Kontraktion
der zweiten Schale um 4.51% finden, wobei die geringe Schwankung der Einzel-
messungen zwischen 4.45 und 4.59% sowie der Vergleich zum theoretischen Refe-
renzwert von 5.39% für die Zuverlässigkeit der vorgestellten Methode sprechen.
Im zweiten Teil der Arbeit wurde ausgehend von dem Wissen, dass die in-
neren elektronischen Schalen von Übergangsmetallatomen eine Deformation der
Elektronendichteverteilung aufweisen, am Beispiel des elektrischen Feldgradien-
ten (EFG) untersucht, ob die lokale elektronische Struktur bei subatomarer Auf-
lösung einen Einfluss auf die Eigenschaften entsprechender Moleküle besitzt. An
der Serie ScX (5, X = H, Li, F, Cl, Br, I) wird durch den Vergleich des berechneten
EFGs mit der gemessenen Kernquadrupolkopplungskonstante die Bedeutung der
inneren elektronischen Schalen verdeutlicht: Während eine alleinige Betrachtung
der Valenzschale eine betragliche Abnahme des EFG mit steigender Elektronegati-
vität des Liganden X bedeuten würde, kann die tatsächlich beobachtete Zunahme
des Betrags nur durch die Polarisation der inneren Schalen erklärt werden. In der
Serie CuX (6, X = H, Li, F, Cl, Br, I) besitzt der EFG kleinere Absolutwerte als in
5, obwohl späte Übergangsmetallverbindungen durch die Dominanz der nichtbin-
denden lokalen Ladungskonzentrationen in der Regel stärker polarisiert sind als
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frühe Übergangsmetallverbindungen. Die Analyse der Elektronendichteverteilung
bei subatomarer Auflösung zeigte dabei, dass der Beitrag der zweiten Schale zum
EFG in 6 ein positives Vorzeichen besitzt, welcher die negativen Beiträge der ersten
und dritten Schale teilweise kompensiert und somit zu kleineren Absolutwerten
führt.
Außerdem wurde diskutiert, inwieweit sich der EFG aus Röntgenbeugungsstudien
bestimmen lässt. Eine Analyse basierend auf berechneten Strukturfaktoren zeigt
eine nicht-monotone Veränderung des EFG mit steigender Datenauflösung, die
sich mit dem schrittweisen Aufbauen des Polarisationsmusters der inneren Scha-
len erklären lässt. Ab genügend hohen Auflösungen nähert sich der aus Röntgen-
Strukturfaktoren bestimmte Wert des EFGs an den tatsächlichen Wert an, aber bei
5 und 6 erst bei einer Auflösung (sin(θ)/λ < 10 Å
−1
) jenseits des experimentell zu-
gänglichen Bereichs. Am Beispiel des Stickstoﬀmoleküls N2 wurde zudem gezeigt,
dass die Flexibilität des EHC-Modells groß genug ist, um den EFG ohne weitere
Korrekturen aus der bei subatomarer Auflösung rekonstruierten Elektronendich-
teverteilung zu bestimmen, wenn genug Informationen über alle elektronischen
Schalen in den Strukturfaktoren enthalten sind.
Als zweites Beispiel für die experimentelle Signifikanz der im ers-
ten Teil der vorliegenden Arbeit vorgestellten Ergebnisse wurde die
Spin-Spin-Kopplungskonstanten der Übergangsmetallverbindungen
Cp2Ti(PMe3)(HSiMe3-nCln) (7) und Cp
#Mn(CO)2(HSiMe3-nCln) (8, n = 0, 1, 2
3) betrachtet. Neben dem Betrag und dem experimentell oft nur schwer zugäng-
lichen Vorzeichen der Kopplungskonstante J(Si,H) lassen sich auch die Beiträge
einzelner Molekülorbitale zu der Kopplung zwischen dem Si- und dem H-Kern
berechnen. Damit lässt sich für 7 zeigen, dass die π-Rückbindung eines d-Orbitals
des Titans in das antibindende H–Si–Cl Orbital (Ti→ σ∗(H−Si−Cl)) die größeren
Beiträge zur Kopplung liefert als das MO, welches die Si–H-σ Wechselwirkung
beschreibt, und damit J(Si,H) ein positives Vorzeichen besitzt. Zudem nimmt
entlang der Serie 7 der Beitrag von Ti→ σ∗(H−Si−Cl) mit steigender Anzahl der
Chlorsubstituenten und damit J(Si,H) zu.
In der Reihe 8 tritt durch eine Mn–H-σ-Wechselwirkung ein zusätzlicher Beitrag
zur Spin-Spin-Kopplungskonstante J(Si,H) auf, welche mit der ebenfalls über
das Manganatom vermittelten Mn→ σ∗(H−Si−Cl) Wechselwirkung konkurriert.
Dadurch wird J(Si,H) von den Beiträgen der Si–H-σ Wechselwirkung dominiert
und besitzt ein negatives Vorzeichen. Entlang der Serie 8 nimmt J(Si,H) mit
steigender Anzahl an Chlorsubstituenten ab, was durch den sinkenden (bzw.
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betraglich zunehmenden) Beitrag von der Si–H-σ Wechselwirkung hervorgerufen
wird. Die Analyse sowohl des Betrags als auch des Vorzeichens von J(Si,H) liefert
somit durch die Zerlegung in die einzelnen Beiträge sowie deren Korrelation mit
Molekülorbitalen die Erkenntnis, wie weit der Prozess der oxidativen Addition
eines Silans an ein Übergangsmetallzentrum fortgeschritten ist.
Die Veränderung der Bindungsverhältnisse im TM–Si–H-Fragment der Reihen 7
und 8 kann nicht nur durch die Analyse der Molekülorbitale, sondern auch mit
Hilfe der Elektronendichteverteilung erklärt werden, wobei speziell die Analyse
der Deformationsdichte mit sphärisch-gemittelten Stockholder-Atomen als Refe-
renz wertvolle Dienste leistet. Die Analyse der Elektronendichteverteilung um
das Siliziumatom bei subatomarer Auflösung kann zum Beispiel die schwächere
TM → σ∗(H−Si−Cl) Wechselwirkung in 8d im Vergleich zu 7d (jeweils n = 3)
enthüllen. Es zeigt sich jeweils das qualitativ gleiche Polarisationsmusters eines
dem TM-Atom zugewandten Dipols, der aber im letzten Fall deutlich höhere
Absolutwerte besitzt. Durch die äußerst diﬀuse Elektronendichteverteilung im
Valenzbereich des besagten TM–Si–H-Fragments ist dieser Unterschied, zum
Beispiel durch die Betrachtung der Elektronendichte an den bindungskritischen
Punkten, dagegen praktisch nicht sichtbar.
Zusammenfassend lässt sich festhalten, dass sich die Worte Mullikens aus dem
Jahr 1951, dass eine Hybridisierung einen weiten Weg zurücklegt, [96] auf La-
dungsdichtestudien bei subatomarer Auflösung übertragen lassen: Die an der Bin-
dungsbildung beteiligten Orbitale, selbst wenn die nur einen kleinen Beitrag zum
LCAO leisten, setzen sich in den kernnahen Bereich fort und sogar in der ersten
elektronischen Schale lässt sich hierdurch eine Deformation der Elektronendichte
beobachten. Dabei ist nicht nur die angulare sondern auch die radiale Struktur der
Beiträge eines MOs für die Existenz und die relative Stärke der Ladungskonzentra-
tionen aller elektronischer Schalen verantwortlich. Somit stellen nicht nur in der
Valenzschale das MO- und das Ladungsdichtebild zwei Kehrseiten einer Medail-
le dar, [382] sondern diese Erkenntnis ist auch bei subatomarer Auflösung gültig.
Durch die zusätzlichen Informationen, die man durch die Betrachtung mehrerer
elektronischer Schalen erhält, lassen sich sogar noch detailliertere Rückschlüsse
von einer Ladungsdichtestudie in das MO-Bild ziehen.
Speziell bei experimentellen Studien stellt die Rekonstruktion der inneren elektro-
nischen Schalen durch ein EHC-Modell eine lohnendes Ziel dar. Durch die techni-
sche Entwicklung der letzten Jahre sollten solche Studien durchführbar sein, bei
denen nach den in der vorliegenden Arbeit vorgestellten Ergebnisse das Hauptau-
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genmerk darauf liegen sollte, eine der inneren Schalen vollständig zu verfeinern.
Dafür lässt sich die Vorhersage formulieren, dass möglichst Verbindungen mit Ele-
menten der zweiten oder sogar dritten Übergangsmetallreihe zu bevorzugen sind,
da diese die größten Schalen bei subatomarer Auflösung besitzen. Mit dem glei-
chen Argument lässt sich auch begründen, die experimentellen Ladungsdichte-
studien an frühen Übergangsmetallverbindungen durchzuführen. Durch eine Ver-
feinerung einer inneren Schale im Rahmen eines EHC-Modells lassen sich fort-
geschrittenere Konzepte zur Rekonstruktion der Elektronendichteverteilung aus
dem Experiment wie zum Beispiel die Methoden von Jayatilaka [227, 304, 662–
667] und Koritsanszky [265, 266, 406] testen, für die deutlich mehr Informatio-
nen aus der Theorie zur Auswertung des Experiments bereitgestellt werden müs-
sen. Lässt sich die Möglichkeit dieser Methoden, die Elektronendichteverteilung
bei subatomarer Auflösung korrekt wiederzugeben, über einen Vergleich mit einer
EHC-Verfeinerung verifizieren, so kann man mit ihnen auch die Elektronendich-
teverteilung von noch weiter innen liegenden elektronischen Schalen bestimmen.
Wenn das Ziel aber sein sollte, die elektronische Struktur aller Schalen mit einem
EHC-Modell zu rekonstruieren, dann bieten sich basierend auf den vorgestellten
Resultaten eher Verbindungenmit möglichst leichten Elementen an. Dadurchmüs-
sen weniger innere Schalen beschrieben werden, was eine solche Studie erleichtert.
Die Verfeinerung eines EHC-Modells wird aber auch in diesem Fall nur ein Zwi-
schenschritt auf dem Weg sein, die Elektronendichteverteilung mit einem allge-
meineren, speziell radial noch flexibleren Ansatz zu beschreiben. Bis ein solches
Modell verfügbar und in der Literatur etabliert ist, behält das EHC-Modell seine
Daseinsberechtigung und kann äußerst wertvolle Informationen über die Elektro-




A.1 Isooberflächendarstellung von L(r) von 2
Abbildung A.1: Isooberflächendarstellung von L(r) in der zweiten Schale des Y-
Atoms in 2; Konturwerte bei 79940 (transparent) bzw. 79965 eÅ−5.
A.2 Lokales Koordinatensystem der MP-Modelle
Tabelle A.1: Lokales Koordinatensystem derMP-Modelle von 1, 2 und 3. Alle Pseu-
doatome auf derselben Atomposition besitzen das gleiche Koordinatensystem.
Atom Atom(1) Achse(1) Atom(2) Achse(2) R/L
TM C Z H(1) Y R
C TM Z H(1) Y R
H(1) C Z H(2) Y R
H(2) C Z H(3) Y R
H(3) C Z H(1) Y R
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A.3 Isooberflächendarstellung der ELF von 1, 2 und 3
A.3 Isooberflächendarstellung der ELF von 1, 2 und 3
Abbildung A.2: Isooberflächendarstellung der ELF von 1 bei 0.85 (a) bzw. 0.8484
(d), von 2 bei 0.72 (transparent) und 0.85 (b), 0.7795 (e) bzw. 0.7794 (g) und von 3




A.4 Liste der MP Parameter für 1-3
Tabelle A.2: R1-Werte und Reflex-zu-Parameter Verhältnis der finalenModelle von
1-3.
sin(θ)/λ Modell R1(F) N (Ref )/N (p)
1 1.0 IAM 0.0081 -
MP1 0.0009 347.9





2 1.0 IAM 0.0027 -
MP1 0.0003 269.3
1.8 IAM 0.0019 -
MP3 0.0003 1468.0
3 1.0 IAM 0.0022 -
MP1 0.0001 85.0
1.8 IAM 0.0014 -
MP3 0.0002 429.1
Abbildung A.3: Restelektronendichtekarte in derMolekülebene von 1 derModelle
MP3a und MP3b. Konturen bei (a) ±n · 0.01 bzw. (b) ±n · 0.05 eÅ−3 (n = 1,2, ...,19);
positive Werte rot durchgezogen, negative blau gestrichelt sowie die Nullkontur in
schwarz.
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A.4 Liste der MP Parameter für 1-3
Tabelle A.3:MP-Parameter des MP3a von 1mit sin(θ)/λ < 1.8 Å–1. Temperaturpa-
rameter in Å2; Werte ohne Standardabweichung wurden nicht verfeinert.
Pl,m Sc3d Sc2s2p C H
U11 0.028999(1) 0.028999 0.043923(2) −
U22 0.034001(1) 0.034001 0.052903(2) −
U33 0.024994(1) 0.024994 0.030953(2) −
Uiso − − − 0.05755(3)
Pc 0 10 3.231(2) 0
Pv 0.3011(2) 9.1275(2) 1.769(1) 0.6783(6)
P00 0.338(1) -1.12(2) 1.741(1) 0.11(1)
κv 1.263(2) 1.00123(2) 1.0428(2) 1.2191(4)
κ0 1.2061(5) 0.99967(5) 0.6828(5) 1.174(1)
κ1 1.0363(4) 0.99967(5) 0.6647(3) 1.1252(4)
κ2 0.6366(2) 0.99967(5) 0.437(2) 1.570(3)
κ3 1.648(2) 0.99967(5) 0.7721(3) 2.042(6)
κ4 0.9777(4) 0.99967(5) 0.869(1) 2.041(6)
P1,0 -0.1335(1) 0.00236(3) 0.3038(3) 0.2030(2)
P1,+1 0.0 0 0.0 -0.0067(1)
P1,−1 0.0 0 0.0 -0.0037(1)
P2,0 0.2242(1) -0.00074(9) 0.0472(4) 0.0711(2)
P2,+1 0.0 0 0.0 0
P2,−1 0.0 0 0.0 0
P2,+2 0.0 0 0.0 0
P2,−2 0.0 0 0.0 0
P3,0 -0.0626(1) 0.0204(3) 0.3176(2) 0.0147(1)
P3,+1 0.0 0 0.0 0
P3,−1 0.0 0 0.0 0
P3,+2 0.0 0 0.0 0
P3,−2 0.0 0 0.0 0
P3,+3 0.0000(1) 0.0000(4) 0.0000(3) 0
P3,−3 0.0005(1) 0.0010(4) -0.3325(3) 0
P4,0 0.1934(1) 0.0289(4) 0.0892(2) 0.0047(1)
P4,+1 0.0 0 0.0 0
P4,−1 0.0 0 0.0 0
P4,+2 0.0 0 0.0 0
P4,−2 0.0 0 0.0 0
P4,+3 0.0000(1) 0.0000(4) 0.0000(2) 0
P4,−3 -0.0058(1) 0.0018(4) 0.0934(2) 0
P4,+4 0.0 0 0.0 0
P4,−4 0.0 0 0.0 0
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A Tabellarischer Anhang
Tabelle A.4:MP-Parameter des MP3b von 1mit sin(θ)/λ < 1.8 Å–1. Temperaturpa-
rameter in Å2; Werte ohne Standardabweichung wurden nicht verfeinert.
Pl,m Sc3d Sc2s2p C H
U11 0 0 0.015 0.028
U22 0 0 0.019 0.023
U33 0 0 0.006 0.032
Uiso − − − −
Pc 0 10 2 0
Pv 0.2348(4) 9.1628(1) 2.645(2) 2.8609(8)
P00 0.3513(2) -1.159(4) 2.03(3) -1.95(7)
κv 1.313(2) 1.00247(1) 1.0723(2) 1.0493(1)
κ0 1.254(2) 0.99884(3) 0.636(2) 1.020(3)
κ1 1.0086(5) 1.83(2) 0.720(3) 0.949(2)
κ2 0.6053(4) 0.876(2) 1.13(2) 1.189(4)
κ3 1.437(1) 0.94(1) 0.713(2) 1.505(9)
κ4 1.0108(5) 0.720(2) 0.789(2) 1.86(2)
P1,0 -0.1514(2) 0.00442(1) 0.2648(4) 0.3560(4)
P1,+1 0.0 0 0.0 -0.021(1)
P1,−1 0.0 0 0.0 -0.012(1)
P2,0 0.2223(4) 0.01087(2) 0.0023(1) 0.1642(3)
P2,+1 0.0 0 0.0 -0.0079(7)
P2,−1 0.0 0 0.0 -0.0044(7)
P2,+2 0.0 0 0.0 0.0071(4)
P2,−2 0.0 0 0.0 0.0117(8)
P3,0 -0.0603(1) 0.00645(4) 0.4268(4) 0.049(1)
P3,+1 0.0 0 0.0 -0.0039(5)
P3,−1 0.0 0 0.0 -0.0020(5)
P3,+2 0.0 0 0.0 0.0047(5)
P3,−2 0.0 0 0.0 0.0077(6)
P3,+3 0.0000(1) 0.00000(3) 0.0004(3) -0.0003(4)
P3,−3 0.0009(1) -0.00010(3) -0.3794(4) -0.0083(4)
P4,0 0.1848(1) 0.01946(5) 0.1343(4) 0.0154(6)
P4,+1 0.0 0 0.0 -0.0013(4)
P4,−1 0.0 0 0.0 -0.0006(4)
P4,+2 0.0 0 0.0 0.0035(4)
P4,−2 0.0 0 0.0 0.0058(4)
P4,+3 0.0000(1) 0.00000(4) 0.0004(3) -0.0001(4)
P4,−3 -0.0049(1) -0.00027(4) 0.1359(4) -0.0035(4)
P4,+4 0.0 0 0.0 0.0007(3)
P4,−4 0.0 0 0.0 -0.0014(3)
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Tabelle A.5: Der Vergleich ausgewählter, unterschiedlicher Ladungen zeigt die
Ähnlichkeit zwischen den Bader-Atomen und der Becke-ρ-Partitionierung für 1.
Die Größe der Atome in der Becke-ρ-Methode wurde über die β-Sphäre bestimmt,
also dem Radius der größten Kugel, welche vollständig in dem atomaren Bassin im
Rahmen der QTAIM enthalten ist. Für das C-Atom ist aber prinzipiell eine andere
Implementierung denkbar, bei der sowohl der Abstand des Atoms zum Sc-C- und
C-H-BCP in die Gewichtung einfließt.
Atom Sc C H
Voronoi 2.01 1.07 -0.36
VDD 1.53 -0.27 0.25
Becke 2.48 0.93 -0.47
Bader 2.00 -0.49 0.16
Becke-ρ 2.44 -0.14 -0.10
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A.6 Bestimmung des Kernquadrupolmoments
Tabelle A.6: Für unterschiedliche Hamilton-Operatoren berechnete und aus ge-
messenen NQCCs bestimmte EFGs für 5.
EFG (au) ScH ScLi ScF ScCl ScBr ScI
Exp.a -1.478b -1.081b -1.433 c -1.319c -1.264d -1.205b
MP2 -1.529 -1.083 -1.449 -1.327 -1.266 -1.217
MP2 e -1.530 -1.083 -1.449 -1.327 -1.266 -1.217
MP2−PCE f -1.512 -1.073 -1.430 -1.309 -1.249 -1.201
HF -1.754 -1.433 -1.747 -1.586 -1.519 -1.481
B3LYP -1.402 -1.094 -1.428 -1.262 -1.188 -1.144
B3LYP−PCE f -1.387 -1.086 -1.409 -1.247 -1.173 -1.130
BP86−PCE f -1.313 -1.033 -1.318 -1.168 -1.096 -1.054
BP86(ADF) g -1.377 -1.081 -1.389 -1.232 -1.178 -1.121
d(Sc-X) (Å) 1.777h 2.988h 1.787i 2.23026c 2.38085d 2.6078 j
a Mit dem Literaturwert des NQM (Tabelle A.6) aus der experimentell bestimmten NQCC berech-
net.
b EFG direkt aus dem PCNQM-Modell [464] basierend auf einer DK-CCSD(T)-Rechnung [489]
c Referenz [668]
d Referenz [669]
e Zum Test der Implementierung der modifizierten DENPROP-Version
f Mit Korrektur des PCE
g ADF/BP86/TZ2P/ZORA
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Tabelle A.7: Kernquadrupolmoment des 45Sc-Kerns aus der Literatur sowie durch
die lineare Anpassung der Gerade NQCC[MHz] = 234.9647Q[barn]qzz[au] +
b[MHz] (modifizierte Form der Gleichung 5.8) der mit unterschiedlichen
Hamilton-Operatoren berechneten EFG-Werte an die gemessenen NQCCs (siehe
Tabelle A.6). Die angegebenen Fehler ergeben sich aus der linearen Anpassung.
NQM (mb) y-Achsenabschnitt (MHz)
Literatur -220(2) a −
MP2 -200(8) 5(2)
MP2−PCE b -216(8) 2(2)
HF -230(29) 19(11)
B3LYP -228(30) 0(9)
B3LYP−PCE b -232(32) 0(9)
BP86−PCE b -244(34) 0(10)
BP86(ADF) c -242(30) 3(8)
a Referenz [395]
b Mit Korrektur des PCE
c ADF/BP86/TZ2P/ZORA
Tabelle A.8: Einfluss der Partitionierungsmethode auf die Ladung Q(Sc) bzw. den
elektronischen Beitrag zum EFG qSczz (Sc) des Sc-Atoms für die MP2-Rechnung von
5. Während die Ladung stark von der jeweiligen Methode abhängt und die Becke-
ρ-Methode Ergebnisse liefert, die sich mit der Erwartung auf Grund der Elek-
tronegativitäten decken, ist der EFG weitestgehend unabhängig von der Art der
Partitionierung.
Becke Becke-ρ
Verbindung Q(Sc) qSczz (Sc) Q(Sc) q
Sc
zz (Sc)
ScH 0.95 -1.45 0.52 -1.51
ScLi 0.14 -1.07 -0.47 -1.09
ScF 0.86 -1.40 0.79 -1.41
ScCl 0.46 -1.32 0.63 -1.31
ScBr 0.30 -1.27 0.53 -1.25
ScI -0.09 -1.22 0.24 -1.18
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Tabelle A.9: Für unterschiedliche Hamilton-Operatoren berechnete und aus ge-
messenen NQCCs bestimmte EFGs für 6.
EFG (au) CuH CuLi CuF CuCl CuBr CuI
Exp.a -0.008b 0.323c -0.420d -0.311e -0.247e -0.152f
MP2 -0.066 0.289 -0.500 -0.401 -0.324 -0.240
MP2−PCE g -0.013 0.292 -0.414 -0.346 -0.279 -0.203
HF -0.717 0.163 -1.372 -0.930 -0.771 -0.597
B3LYP 0.437 0.363 0.323 0.277 0.300 0.308
BH&HLYP -0.038 0.266 -0.456 -0.281 -0.198 -0.111
d(Cu-X) (Å) 1.46263h 2.251i 1.74493h 2.051183h 2.17344h 2.338324h
a Mit dem Literaturwert des NQM (Tabelle A.6) aus der experimentell bestimmten NQCC berech-
net.
b Referenz [672]




g Mit Korrektur des PCE
h Referenz [670]
i auf DK-CCSD(T)-Level optimiert [489]
Tabelle A.10: Kernquadrupolmoment des 63Cu-Kerns aus der Literatur sowie
durch die lineare Anpassung der GeradeNQCC[MHz] = 234.9647Q[barn]qzz[au]+
b[MHz] (modifizierte Form der Gleichung 5.8) der mit unterschiedlichen
Hamilton-Operatoren berechneten EFG-Werte an die gemessenen NQCCs (siehe
Tabelle A.6). Die angegebenen Fehler ergeben sich aus der linearen Anpassung.
NQM (mb) b (MHz)
Literatur -220(15) a −
MP2 -205(3) -2.9(0.3)





b Mit Korrektur des PCE
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Tabelle A.11: Fraktionelle Koordinaten und die Valenzelektronenkonfiguration
der Pseudoatome in der Elementarzelle.
Atom x y z e−-Konfiguration
N2s2p 0 0 0.091195 2s22p3
N1s 0 0 0.091195 1s2
DUM0 0 0 0 −
DUM0 1 0 0 −




Tabelle A.13: Die folgenden Tabellen enthalten die Multipolparameter für N2 und
wurdenmit demModul XDGEOM erstellt. [676] DieWerte, für die keine Standard-
Abweichung angegeben ist, wurden nicht verfeinert. Die Multipol-Parameter mit
m , 0, die aus Symmetriegründen null sind, werden nicht angegeben.
Modell Atom Pv P00 κv κ′
HC N2s2p 3.430( 3) 1.570( 3) 0.9852( 4) 1.0456( 8)
N1s 2.00 0.00 1.00 1.00
EHC N2s2p 3.12( 1) 1.87( 1) 0.977( 1) 1.044( 1)
N1s 2.0053( 4) 0.00 1.0091( 1) 1.00
Modell Atom P10 P20 P30 P40
HC N2s2p 0.0119( 2) 0.2321( 3) 0.0399( 3) -0.0109( 4)
N1s 0.00 0.00 0.00 0.00
EHC N2s2p -0.0178( 2) 0.2312( 3) 0.0398( 3) -0.0115( 4)
N1s 0.00342( 3) 0.00067( 6) 0.00031( 7) 0.00142( 9)
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A.8 Kopplungskonstanten
Tabelle A.14: J(Si,H)-Kopplungskonstante sowie die Beiträge der Ramsey-Terme
der diamagnetischen und paramagnetischen Spin-Orbit- (DSO und PSO), der
Fermi-Kontakt- (FC) und der Spin-Dipol-Wechselwirkung (SD) in 7. Die Kopp-
lungskonstanten unter Berücksichtigung aller Ramsey-Terme (in der Zeile gesamt)
weichen um weniger als ±1 Hz von denen im Text diskutierten ab, bei denen nur
der FC-Mechanismus berücksichtigt wird. Ebenso werden die Ergebnisse von einer
Rechnung mit einem weiteren Programm (DIRAC14) bestätigt.
J(Si,H) (Hz) 7a 7b 7b’ 7c 7d
DSO -1 -1 -1 -1 -1
PSO 1 0 1 1 1
FC+SDa -23 21 24 34 58
gesamt -24 21 23 34 58
nur FCb -24 21 24 34 58
DIRAC14 -23 − − 35 58
a Die Beiträge der FC- und der SD-Wechselwirkung können nicht getrennt werden, wenn beide
Mechanismen berücksichtigt werden
b Nur die Beiträge des FC-Mechanismus werden berücksichtigt. Werte wie in Abschnitt 6.2
Tabelle A.15: J(Si,H)-Kopplungskonstante sowie die Beiträge der Ramsey-Terme
der diamagnetischen und paramagnetischen Spin-Orbit- (DSO und PSO), der
Fermi-Kontakt- (FC) und der Spin-Dipol-Wechselwirkung (SD) in 8. Die Kopp-
lungskonstanten unter Berücksichtigung aller Ramsey-Terme (in der Zeile gesamt)
weichen um weniger als ±1 Hz von denen im Text diskutierten ab, bei denen nur
der FC-Mechanismus berücksichtigt wird.
J(Si,H) (Hz) 8a 8b 8c 8d
DSO -1 -1 -1 -1
PSO 1 1 1 1
FC+SDa -65 -37 -47 -59
gesamt -65 -37 -47 -59
nur FCb -65 -37 -47 -59
a Die Beiträge der FC- und der SD-Wechselwirkung können nicht getrennt werden, wenn beide
Mechanismen berücksichtigt werden
b Nur die Beiträge des FC-Mechanismus werden berücksichtigt. Werte wie in Abschnitt 6.2
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5 ScX (X = H, Li, F, Cl, Br, I)
6 CuX (X = H, Li, F, Cl, Br, I)
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