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$\tilde{a}_{0}$ $\{x\in \mathbb{R}|\tilde{a}>0\}$ (closure) $\tilde{a}$
(support)
$\mathbb{R}$ $\tilde{a}$ $(i)-$ (iv) $\tilde{a}$ :
(i) (normality) $\tilde{a}(x_{0})=1$ $x_{0}\in \mathbb{R}$
(ii) (convexity) $x_{1},$ $x_{2}\in \mathbb{R},$ $\lambda(0\leqq\lambda\leqq 1)$
$\tilde{a}(\lambda x_{1}+(1-\lambda)x_{2})\geqq\tilde{a}(x_{1})\wedge\tilde{a}(x_{2})$ .
2 $a,$ $b$ $a \wedge b=\min\{a, b\}$
(iii) (upper-semicontinuity) $\tilde{a}$ : $\mathbb{R}arrow[0,1]$ (upper-semicontinuous)
(iv) $\tilde{a}_{0}$
$\tilde{\mathbb{R}}$
$(ii)-(iv)$ $\delta(0<\delta\leqq 1)\ovalbox{\tt\small REJECT}$




$f$ : $\mathbb{R}arrow \mathbb{R}$ $f$ : $\mathcal{F}(\mathbb{R})arrow \mathcal{F}(\mathbb{R})$
Zadeh([14]) :
$\tilde{X}\in \mathcal{F}(\mathbb{R})$
(1) $f(\tilde{x})(y)=\{\begin{array}{ll}\sup_{x;f(x)=y}\tilde{x}(x) if f^{-1}(y)\neq\emptyset (y\in \mathbb{R}) .0 if f^{-1}(y)=\emptyset\end{array}$
Lemma 1 (Nguyen, cf.[23, 5]). $f^{-1}(y)\neq\emptyset$ $y\in \mathbb{R}$ $f(\tilde{x})(y)=\tilde{x}(x)$
$x\in \mathbb{R}$
(2) $f(\tilde{x})_{\delta}=f(\tilde{x}_{\delta})=\{f(x)\in \mathbb{R}|x\in\tilde{x}_{\delta}\}(0<\delta\leqq 1)$
Lemma 1
Lemma 2. $f$ : $\mathbb{R}arrow \mathbb{R}$ $\tilde{x}\in\tilde{\mathbb{R}}$ $f(\tilde{x})\in\tilde{\mathbb{R}}$
$\mu$ , $\sigma^{2}$ $N(\mu, \sigma^{2})$ $[a, b]$
$N( \mu, \sigma^{2})(t)=\frac{1}{\sqrt{2\pi}\sigma}e^{-\frac{(t-\mu)^{2}}{2\sigma^{2}}}(t\in \mathbb{R})$ ,
(3)
$N([a, b]| \mu, \sigma^{2})=\int_{a}^{b}N(\mu, \sigma^{2})(t)dt.$
$\mathbb{R}$ $\tilde{\mu}\in \mathcal{F}(\mathbb{R})$
$\sigma^{2}$
$N(\tilde{\mu}, \sigma^{2})$ Zadeh :
$[a, b]$
(4) $N([a, b]| \tilde{\mu}, \sigma^{2})(t)=\sup_{\mu:N([a,b]|\mu,\sigma^{2})=t}\tilde{\mu}(\mu) , -\infty<a<b<\infty, 0<t\leqq 1.$
3




$X_{n}$ $N(\theta, c^{2})$ $n$ $(\theta$ $c$
) $\overline{X}=\frac{1}{n}\sum_{i=1}^{n}X_{i}$ $N( \theta, \frac{c^{2}}{n})$
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$\tilde{\mu}\in \mathcal{F}(\mathbb{R})$ $N(\tilde{\mu}, \sigma_{0}^{2})$ $\theta$
$\overline{X}=\overline{x}$
$N(\tilde{\mu}_{\overline{x}}, \sigma_{n}^{2})$
(5) $\mu\in \mathbb{R}$ $\theta_{\overline{x}}(\mu)$
(7) $\theta_{\overline{x}}:\mu\in \mathbb{R}arrow\frac{n\overline{x}/c^{2}+\mu/\sigma_{0}^{2}}{n/c^{2}+1/\sigma_{0}^{2}}\in \mathbb{R},$
(8) $N(\tilde{\mu}_{\overline{x}}, \sigma_{n}^{2})=N(\theta_{\overline{x}}(\tilde{\mu}), \sigma_{n}^{2})$,
(9) $\tilde{\mu}_{\overline{x}}=\theta_{\overline{x}}(\tilde{\mu})$ .
$a\in \mathbb{R}$ $N(\tilde{\mu}_{\overline{x}}, \sigma_{n}^{2})$ :
(10) $\tilde{\lambda}_{U}(a|\overline{x}):=N([a, \infty)|\theta_{\overline{x}}(\tilde{\mu}), \sigma_{n}^{2})$ ,
(11) $\overline{\lambda}_{L}(a|\overline{x}):=N((-\infty, a]|\theta_{\overline{x}}(\tilde{\mu}), \sigma_{n}^{2})$ .
Theorem 1. $\tilde{\mu}\in\tilde{\mathbb{R}}$ $(i)-(iii)$
(i) $a\in \mathbb{R},\overline{X}=\overline{x}$ $\tilde{\lambda}_{U}(a|\overline{x})\in\tilde{\mathbb{R}},$ $\tilde{\lambda}_{L}(a|\overline{x})\in\tilde{\mathbb{R}},$




$\lambda_{U}^{\pm}(a|\overline{x})_{\delta}=N([a, \infty)|\theta_{\overline{x}}(\mu_{\delta}^{\pm}), \sigma_{n}^{2})$ , $\lambda_{L}^{\pm}(a|\overline{x})_{\delta}=N((-\infty, a]|\theta_{\overline{x}}(\mu_{\delta}^{\mp}),$ $\sigma_{n}^{2})$ ( ).
(iii) $\lambda_{U}^{\pm}(a|\overline{x})$ $a$ $\lambda_{L}^{\pm}(a|\overline{x})$ $a$
Proof. $X(3),$ (7) $N([a, \infty)|\theta_{\overline{x}}(\mu), \sigma_{n}^{2})\ovalbox{\tt\small REJECT}$ $\mu$ Lemma
2 $\tilde{\lambda}_{U}(a|\overline{x})\in\tilde{\mathbb{R}}$ $\tilde{\lambda}_{L}(a|\overline{x})\in\tilde{\mathbb{R}}$ $y\in(0,1)$ &
$N([a, \infty)|\theta_{\overline{x}}(\mu), \sigma_{n}^{2})=y$
$\mu$ Lemma 1 $\delta-$
$N([a, \infty)|\theta_{\overline{x}}(\tilde{\mu}), \sigma_{n}^{2})_{\delta}=[N([a, \infty)|\theta_{\overline{x}}(\mu_{\delta}^{-}), \sigma_{n}^{2}), N([a, \infty)|\theta_{\overline{x}}(\mu_{\delta}^{+}), \sigma_{n}^{2})].$
(12) (13) (iii) 1
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3.2 $\delta-$
$\delta(0<\delta\leqq 1),$ $\alpha(0<\alpha<1)$ $\lambda_{L}^{-}(\underline{p}|\overline{x})_{\delta}=\alpha$ $\underline{P}$ Theorem 1 (iii)
$p(\alpha|\overline{x}, \delta)$ $\lambda_{U}^{+}(\overline{p}|\overline{x})_{\delta}=\alpha$
$\overline{p}$ $\overline{p}(\alpha|x, \delta)$
$\underline{p}(\alpha|\overline{x}, \delta)( p(\alpha\overline{|}\overline{x}, \delta))$ $\delta-$ ( ) $\alpha$-/ $\grave{}\circ$
$H_{0}$ : $\theta=\theta$o $($ $\theta\in\Theta_{0})$ , $H_{1}$ : $\theta<\theta_{0}(\theta\in\Theta_{1})$ , $H_{2}$ : $\theta>\theta_{0}(\theta\in\Theta_{2})$ .
$N([a, \infty)|\theta_{\overline{x}(^{\sim})\sigma^{2}})_{\delta}\ni\alpha$ Theorem 1 $\lambda_{U}^{-}(a|\overline{x})_{\delta}\leqq\alpha\leqq\lambda_{U}^{+}(a|\overline{x})_{\delta}$
$a$ $\overline{p}(\alpha|\overline{x}, \delta)$
$H_{1}$ $H_{0}$ :
(14) $\theta_{0}\geqq\overline{p}(\alpha|\overline{x}, \delta)$ .
$H_{2}$ $H_{0}$ :
(15) $\theta_{0}\leqq\underline{p}(\alpha|\overline{x}, \delta)$ .
(14),(15) $\theta$ $\tilde{\theta}\sim N(\tilde{\mu}, \sigma_{0}^{2})$
$\delta-$ $\alpha$- $\overline{p}(\alpha|x, \delta)$ $\overline{p}$ $\lambda_{U}^{+}(\overline{p}|\overline{x})_{\delta}=$
$\alpha$










(18) $\overline{x}\leqq\underline{d}(\theta_{0}, \delta, \alpha)$
(19) $\underline{d}(\theta_{0}, \delta, \alpha)<\overline{x}<\overline{d}(\theta_{0},\delta, \alpha)$





(22) $\overline{x}\geqq\frac{c^{2}}{n}(\frac{\theta_{0}}{\sigma_{n}^{2}}-\frac{\mu_{\delta}^{+}}{\sigma_{0}^{2}}-\frac{\Phi^{-1}(\alpha)}{\sigma_{n}}):=\underline{e}(\theta_{0}, \delta, \alpha)$
$\mu_{\delta}^{+}$
$\mu_{\delta}^{-}$
(23) $\overline{x}\geqq\frac{c^{2}}{n}(\frac{\theta_{0}}{\sigma_{n}^{2}}-\frac{\mu_{\delta}^{-}}{\sigma_{0}^{2}}-\frac{\Phi^{-1}(\alpha)}{\sigma_{n}}):=\overline{e}(\theta_{0}, \delta, \alpha)$
(24) $\overline{x}\geqq\overline{e}(\theta_{0}, \delta, \alpha)$
(25) $\underline{e}(\theta_{0}, \delta, \alpha)<\overline{x}<\overline{e}(\theta_{0},\delta, \alpha)$
(26) $\overline{x}\leqq\underline{e}(\theta_{0}, \delta, \alpha)$ ( ).
Remark: (signif-
icance level) $\alpha$






(27) $\tilde{\mu}:=N(a/b/c)=\{\begin{array}{l}\underline{x-a} a\leqq x\leqq b,b-a’\underline{c-x} b<x\leqq c,c-b’O, \end{array}$
$\delta-$ :
(28) $\tilde{\mu}_{\delta}=[\mu_{\delta}^{-}, \mu_{\delta}^{+}], 0\leqq\delta\leqq 1.$
$\mu_{\delta}^{-}=b\delta+a(1-\delta),$ $\mu_{\delta}^{+}=b\delta+c(1-\delta)$ .
$N(-4/0/4),$ $n=10$ , $c^{2}=1$ , $N(\tilde{\mu}, 1)$
$\alpha=0.025,0.05$ $\delta-$ (Figure 1,




Figure 3: $\tilde{\mu}=N(-4/0/4)$ , $\delta$
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Table 3: $(\underline{d}, \overline{d}, \underline{e}, \overline{e})$ , $\alpha=0.025$
$\delta$ $0$ 0. $2$ 0. $4$ 0. $6$ 0. $8$ 1
$\overline{e}$ 1.05005 0.970047 0.890047 0.810047 0.730047 0.650047
$\underline{e}$ 0.250047 0.330047 0.410047 0.490047 0.570047 0.650047
$\overline{d}$ $-0.250047$ $-0.330047$ $-0.410047$ $-0.490047$ $-0.570047$ $-0.650047$
$\underline{d}$ $-1.05005$ $-0.970047$ $-0.890047$ $-0.810047$ $-0.730047$ $-0.650047$
Table 4: $(\underline{d}, \overline{d}, \underline{e}, \overline{e})$ , $\alpha=0.05$
$\delta$ $0$ 0. $2$ 0. $4$ 0. $6$ 0. $8$ 1
$\overline{e}$ 0.945536 0.865536 0.785536 0.705536 0.625536 0.545536
$\underline{e}$ 0.145536 0.225536 0.305536 0.385536 0.465536 0.545536
$\overline{d}$ $-0.145536$ $-0.225536$ $-0.305536$ $-0.385536$ $-0.465536$ $-0.545536$
$\underline{d}$ $-0.945536$ $-0.865536$ $-0.785536$ $-0.705536$ $-0.625536$ $-0.545536$
$H_{0}$ : $\theta=0$ , $H_{1}-$ : $\theta\neq 0,$ $\alpha=0.05$
$\delta=0.8$ $\overline{x}$ $\overline{x}<$ -0.730047 $0.730047<\overline{x}$




(29) $\tilde{\mu}:=N(a/b/c/d)=\{\begin{array}{l}\underline{x-a} a\leqq x\leqq b,b-a’1, b<x<c,\underline{d-x} c\leqq x\leqq d,d-c’0, \end{array}$
$\delta-$ :
(30) $\tilde{\mu}_{\delta}=[\mu_{\delta}^{-}, \mu_{\delta}^{+}], 0\leqq\delta\leqq 1.$
$\mu_{\delta}^{-}=b\delta+a(1-\delta),$ $\mu_{\delta}^{+}=c\delta+d(1-\delta)$ .
$N(-4/-1/1/4),$ $n=10$ , $c^{2}=1$ , $N(\tilde{\mu}, 1)$
$\alpha=0.025,0.05$ $\delta-$ (Table 5,
Table $6)_{0}$
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Table 5: $(\underline{d}, \overline{d}, \underline{e}, \overline{e}),$ $\alpha=0.025$
$\delta$ $0$ 0. $2$ 0. $4$ 0. $6$ 0. $8$ 1
$\underline{d}$ $-1.05005$ $-0.990047$ $-0.930047$ $-0.870047$ $-0.810047$ $-0.750047$
$\overline{d}$ $-0.250047$ -0.310047 -0.370047 -0.430047 -0.490047 -0.550047
$\underline{e}$ 0.250047 0.310047 0.370047 0.430047 0.490047 0.550047
$\overline{e}$ 1.05005 0.990047 0.930047 0.870047 0.810047 0.750047
Table 6: $(\underline{d},\overline{d},\underline{e}, \overline{e}),$ $\alpha=0.05$
$\delta$ $0$ 0. $2$ 0. $4$ 0. $6$ 0. $8$ 1
$\underline{d}$ $-0.945536$ $-0.885536$ $-0.825536$ $-0.765536$ $-0.705536$ $-0.645536$
$\overline{d}$ $-0.145536$ -0.205536 -0.265536 -0.325536 $-0.385536$ $-0.445536$
$\underline{e}$ 0.145536 0.205536 0.265536 0.325536 0.385536 0.445536
$\overline{e}$ 0.945536 0.885536 0.825536 0.765536 0.705536 0.645536
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