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Abstract
We study the dependence of galaxy clustering on Hi mass using ∼16,000 galaxies with redshift in
the range of 0.0025 < z < 0.05 and Hi mass of MHi > 10
8M, drawn from the 70% complete sample
of the Arecibo Legacy Fast ALFA survey. We construct subsamples of galaxies with MHi above
different thresholds, and make volume-limited clustering measurements in terms of three statistics:
the projected two-point correlation function, the projected cross-correlation function with respect to
a reference sample, and the redshift-space monopole moment. In contrast to previous studies, which
found no/weak Hi-mass dependence, we find both the clustering amplitudes on scales above a few
Mpc and the bias factors to increase significantly with increasing Hi mass for MHi > 10
9M. For
Hi mass thresholds below ∼ 109M, the inferred galaxy bias factors are systematically lower than
the minimum halo bias from mass-selected halo samples. We extend the simple halo model, in which
the galaxy content is only determined by halo mass, by including the halo formation time as an
additional parameter. A model that puts Hi-rich galaxies into halos that formed late can reproduce
the clustering measurements reasonably well. We present the implications of our best-fitting model
on the correlation of Hi mass with halo mass and formation time, as well as the halo occupation
distributions and Hi mass functions for central and satellite galaxies. These results are compared
with the predictions from semi-analytic galaxy formation models and hydrodynamic galaxy formation
simulations.
Subject headings: cosmology: observations — cosmology: theory — galaxies: distances and redshifts
— galaxies: halos — galaxies: statistics — large-scale structure of universe
1. INTRODUCTION
In the current paradigm of galaxy formation, baryon
gas is expected to fall into the gravitational potential
wells of dark matter halos, where it can cool, condense,
and form stars. A key goal in modern galaxy formation
is thus to understand the physical link between galaxies
and their host dark matter halos. Indeed, this has been
one of the key goals of the large optical imaging and
spectroscopic surveys accomplished in the past one and a
half decades such as the Sloan Digital Sky Survey (SDSS;
York et al. 2000). Based on these surveys the abundance
and clustering have been measured to high precision for
low-redshift galaxies selected by stellar mass and multi-
band luminosities (e.g. Zehavi et al. 2005; Li et al. 2006,
2009; Yang et al. 2012; Reddick et al. 2013; Skibba et
al. 2014). These measurements, together with various
halo-based statistical models of galaxy distributions (see
e.g., Jing 1998; Berlind & Weinberg 2002; Yang et al.
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2003; Zheng et al. 2005; Zehavi et al. 2011; Guo et al.
2014a, 2015b, 2016), have led to dramatic improvements
in our understanding of the relationship between galaxy
properties (e.g., stellar mass, luminosity, and color) and
dark matter halos.
Compared to the stellar contents of galaxies, our un-
derstanding of their cold gas contents lags considerably
behind. The gas distribution around galaxies can be
used to probe the accretion, star formation and feed-
back processes, providing additional tests to galaxy for-
mation models. For high-redshift galaxies, the gas prop-
erties are typically studied through analyzing the hydro-
gen and metal absorption lines in the spectra of back-
ground galaxies and quasars (e.g., Steidel et al. 2010).
At low redshifts, the gas distribution of galaxies can
be mapped out through the 21cm Hi hyperfine emis-
sion line. Large surveys of the cold gas content of
galaxies through Hi have become available only in the
past decade. The Hi Parkes All-Sky Survey (HIPASS;
Meyer et al. 2004) detected ∼ 5, 000 extragalactic Hi
sources out to z ∼ 0.04 covering the whole southern sky,
while the Arecibo Fast Legacy ALFA Survey (ALFALFA;
Giovanelli et al. 2005) detected more than 30, 000 ex-
tragalactic Hi sources out to z ∼ 0.06 in the northern
sky. These surveys have enabled us to estimate the Hi
mass function of the Hi-rich galaxies in the local uni-
verse (Zwaan et al. 2005; Martin et al. 2010), provid-
ing important constraints on the mass density of the
atomic neutral hydrogen. However, these early surveys
are limited by the effective frequency ranges and can
only map the Hi distribution in the local universe. In
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the future, the Square Kilometre Array (SKA)8 project
will provide unprecedented opportunities to probe the
Hi distribution into much deeper universe. Indeed, the
on-going Australian SKA Pathfinder (ASKAP)9 survey
and MeerKAT10 science projects will provide a large
amount of Hi data in the forthcoming years. For exam-
ple, the Wide-field ASKAP L-Band Legacy All-Sky Blind
Survey (WALLABY; Koribalski 2012) will detect up to
500, 000 Hi-selected galaxies to a redshift of z ∼ 0.26, the
Westerbork Northern Sky Hi Survey (WNSHS; Duffy et
al. 2012b) is targeting at the northern sky complimentary
to WALLABY, the Deep Investigations of Neutral Gas
Origins (DINGO; Meyer 2009) survey will study the evo-
lution of the gas-rich galaxies to z ∼ 0.4, the COSMOS
HI Large Extragalactic Survey (CHILES; Ferna´ndez et
al. 2013, 2016) will probe the Hi deep field centered at
the COSMOS filed to z ∼ 0.45, and the Looking at
the Distant Universe with the MeerKAT Array survey
(LADUMA; Holwerda et al. 2012) is designed to detect
Hi to z > 1.
Galaxy clustering provides a way to help establish the
connection between the Hi content of galaxies and dark
matter halos. A commonly used statistic for quantifying
the galaxy clustering is the two-point correlation function
(2PCF), which measures the excess probability of find-
ing pairs of galaxies at certain separations with respect
to a random distribution. The 2PCF has been measured
for the HIPASS and ALFALFA samples (Basilakos et al.
2007; Meyer et al. 2007; Martin et al. 2012; Papastergis et
al. 2013). The Hi-selected galaxies are found to have low
clustering amplitudes, with a linear galaxy bias, bg, vary-
ing from 0.7 to 0.9 for different galaxy samples. However,
the previous measurements of the clustering dependence
on the Hi mass is still controversial. Based on the same
HIPASS galaxy sample, Basilakos et al. (2007) found a
much stronger clustering amplitude for galaxies with a
larger Hi mass, while Meyer et al. (2007) found only very
weak dependence. By using the 40% complete catalog of
the ALFALFA survey, Papastergis et al. (2013) claimed
to find no strong dependence of the clustering amplitudes
of Hi-selected galaxies on the Hi mass over the range of
MHi = 10
8.5 ∼ 1010.5M. However, we note that there
is a trend of Hi mass dependence in their measurements
of Hi mass bin samples (see their Figure 10), but the au-
thors attributed it to the finite volume effect in the small
ALFALFA sample.
It has been found that the Hi mass generally increases
with galaxy stellar mass, and that the stellar mass in this
Hi mass range would vary from 107 to 1012M (Bothwell
et al. 2009; Zhang et al. 2009, 2012; Evoli et al. 2011;
Saintonge et al. 2011; McGaugh 2012; Popping et al.
2015). Given the strong dependence of galaxy cluster-
ing on stellar mass as well established in recent studies
(see e.g., Li et al. 2006, 2009; Yang et al. 2012; Reddick
et al. 2013; Skibba et al. 2014), the no/weak dependence
of clustering on Hi mass is puzzling, even if a reasonable
scatter between the Hi and stellar masses is taken into
account to weaken the dependence of clustering on Hi
mass.
Accurate clustering measurements of the Hi-selected
8 http://skatelescope.org/
9 http://www.atnf.csiro.au/projects/askap/
10 http://www.ska.ac.za/science-engineering/meerkat/
galaxies are important in constraining the Hi-halo mass
relation, as the galaxy bias is directly related to their
host halo masses. The Hi-halo mass relation has been
studied in hydrodynamical simulations (see e.g., Duffy
et al. 2012a; Dave´ et al. 2013; Cunnama et al. 2014;
Vogelsberger et al. 2014; Rafieferantsoa et al. 2015; Crain
et al. 2017) and semi-analytical models (see e.g., Blitz
& Rosolowsky 2006; Obreschkow et al. 2009; Popping
et al. 2009, 2014; Fu et al. 2010, 2012, 2013; Lagos et
al. 2011; Kim et al. 2017; Xie et al. 2017; Zoldan et al.
2017). The predicted Hi-halo mass relations from the
various models are highly dependent on the detailed al-
gorithms and have significant differences. In addition,
semi-empirical models have been developed to match
the observed Hi mass functions (see e.g., Popping et al.
2015; Padmanabhan & Kulkarni 2017; Padmanabhan &
Refregier 2017; Padmanabhan et al. 2017). While the
Hi-halo mass relation may be reliably inferred from the
spatial clustering of the observed Hi-selected galaxies us-
ing halo-based statistical models, it has not been well
studied so far. Modeling of the Hi-halo mass relation
would potentially be able to provide new and interesting
constraints on galaxy formation models.
In this paper, we use the 70% complete catalog of the
Hi-selected galaxies in ALFALFA to examine the depen-
dence of clustering on Hi mass, as well as to investigate
the statistical relation between Hi mass and halo mass.
When estimating the 2PCFs we carefully take into ac-
count the effect of the ALFALFA sample selection, which
depends on both the flux limit and the Hi emission line
width, as well as the sample variance effect caused by the
limited survey volume. This gives rise to the finding of a
significant dependence of clustering on the Hi mass. We
extend the simple sub-halo abundance matching (SHAM;
e.g., Conroy et al. 2006) model to interpret the observed
clustering of the different Hi mass samples. Different
from the SHAM model adopted in the literature which
links the stellar mass or luminosity of galaxies with the
maximum circular velocity or mass of the host halos, our
model additionally takes into account the dependence of
clustering on halo formation time. We will show that the
inclusion of the halo formation time in the modeling is
required by the data, enabling our model to successfully
fit the observed Hi mass dependence of the clustering and
thus constrain the Hi-halo mass relation.
The structure of the paper is constructed as follows.
In §2, we describe the galaxy samples and the simulation
used in the modeling. The clustering measurements are
displayed in §3. We introduce our modeling method in
§4. The model implications are presented in §5. We sum-
marize and discuss our results in §6 and §7, respectively.
Throughout the paper, we assume a spatially flat Λ cold
dark matter cosmology, with Ωm = 0.307, h = 0.678,
Ωb = 0.048 and σ8 = 0.823, consistent with the con-
straints from Planck (Planck Collaboration 2014) and
with the parameters used in the simulation adopted for
our modeling (see §4).
2. DATA
2.1. The ALFALFA survey and the HI galaxy sample
In this paper, we use the most up-to-date public data
release, α.7011, of the ALFALFA survey (Giovanelli et
11 http://egg.astro.cornell.edu/alfalfa/data/index.php
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TABLE 1
Samples of different Hi-mass thresholds
Sample Ngal ng(h
3Mpc−3)
log(MHi/M) > 8.0 16059 136.49× 10−3
log(MHi/M) > 8.2 15900 113.52× 10−3
log(MHi/M) > 8.4 15684 89.86× 10−3
log(MHi/M) > 8.6 15395 68.97× 10−3
log(MHi/M) > 8.8 14989 51.95× 10−3
log(MHi/M) > 9.0 14394 39.05× 10−3
log(MHi/M) > 9.2 13363 26.98× 10−3
log(MHi/M) > 9.4 11752 17.50× 10−3
log(MHi/M) > 9.6 9555 10.51× 10−3
log(MHi/M) > 9.8 6775 5.84× 10−3
log(MHi/M) > 10.0 3841 2.68× 10−3
log(MHi/M) > 10.2 1444 0.92× 10−3
log(MHi/M) > 10.4 353 0.22× 10−3
All the Hi-mass samples cover the same redshift range of
0.0025 < z < 0.05, and the effective comoving volume is
1.52× 106(h−1 Mpc)3. The total number of galaxies Ngal and the
mean number density ng are also displayed (see Equation (5)).
al. 2005), which is a catalog of 70% of the final survey
area. The blind observation of the 21-cm emission line is
performed with the 305-m single-dish radio telescope at
the Arecibo Observatory, which is very sensitive in the
L-band of 1.4 GHz with an angular resolution of 3.5′.
The optical counterparts of these Hi sources are iden-
tified interactively by cross-matching external imaging
databases (see details in Haynes et al. 2011). For our
analysis, we only select Hi detections with secure extra-
galactic sources, i.e., “Code 1” in the ALFALFA catalog.
An Hi mass is calculated for each Hi source in the cat-
alog from the integrated flux density of the Hi emission
line and the galaxy luminosity distance (see Eq. 1 of
Giovanelli et al. 2005).
Although ALFALFA is a blind survey, the resulting
sample of the Hi-detected sources is not purely flux-
limited. The detection rate depends on both the Hi
line flux, Sint, and the line profile width, W50, as the
detector is more sensitive to narrower line profiles than
broader ones for a given Sint. We apply the completeness
cut suggested by Haynes et al. (2011) (see their Eqs. 4
and 5) to select a sample that is more than 50% com-
plete. Figure 1 displays the angular distribution of the
ALFALFA sample, where the right ascension (RA) and
declination (DEC) are the angular positions of the op-
tical counterparts of the Hi sources. For simplicity, we
only select galaxies in the ALFALFA survey limited to
the RA and DEC cuts shown as the red boundaries in
the figure.
The redshift of each source in the ALFALFA catalog
corresponds to the heliocentric velocity v21 ≡ cz21 of
the Hi 21-cm emission line. We convert z21 to the red-
shift in the cosmic microwave background frame (Fixsen
et al. 1996), zCMB, for the clustering measurements.
Because of the radio frequency interference (RFI) from
the Federal Aviation Administration radar at high helio-
centric velocities, we further limit the redshift range to
0.0025 < zCMB < 0.05. Other sources of RFI still con-
taminate the signals in regions of frequency space corre-
sponding to spherical shells in the survey volume. The
average weights of the lost volume due to RFI, wRFI, has
been estimated for galaxies with different heliocentric ve-
locities in ALFALFA (see Fig. 6 of Martin et al. 2010).
We will correct for this effect using the random galaxy
catalogs, as will be discussed in § 3.1.
These restrictions produce a sample of 16,313 Hi-
detected galaxies in the redshift range of 0.0025 < z <
0.05 and with reliable estimates of the Hi mass ranging
from 107.1M to 1010.9M. The sample covers a total
area of 4,693 deg2 in the sky and an effective comoving
volume of 1.52× 106 Mpc3.
2.2. Hi-mass samples
In order to study the dependence of clustering on Hi
mass, we have constructed a set of 13 Hi mass sam-
ples selected by using different minimum masses, with a
fixed mass threshold interval of ∆ log(MHi/M) = 0.2.
Table 1 lists the detailed sample information, including
the total number of galaxies and the average number
density (calculated using Equation (5)) of each sample.
The left panel of Figure 2 shows the distribution of
the Hi-selected galaxies in redshift (z) - Hi mass (MHi)
plane. The two blue vertical lines indicate the redshift
limits of our total sample. The apparent decrease in
the number of galaxies around z ∼ 0.052 is caused by
the aforementioned RFI. The right panel presents the
number density distribution n(z) for three typical MHi
threshold samples, with the blue, green, and red his-
tograms for MHi > 10
8M, 109M and 1010M, re-
spectively. The bumps and dips indicate the influence of
local super-clusters. For instance, the bump at z ∼ 0.005
reflects the significant spatial overdensity of galaxies with
MHi > 10
8M in the Virgo Cluster. However, galaxies
in the Virgo Cluster are generally Hi-deficient when com-
pared to field galaxies of the same size and morphological
type (see e.g., Solanes et al. 2001; Gavazzi et al. 2005;
Chung et al. 2009). The dip at z ∼ 0.02 is caused by the
fact that only very few galaxies in the Coma Cluster have
MHi > 10
9M (Giovanelli & Haynes 1985; Magri et al.
1988; Bravo-Alfaro et al. 2000). These large-scale struc-
tures have a significant effect on the Hi distribution in the
local volume, especially for the low MHi samples, as we
will see below. This is actually one of the main reasons
why we opt for Hi-mass thresholds instead of differen-
tial mass bins, as the latter samples will be significantly
affected by the limited volumes. Hi-mass threshold sam-
ples have the largest available volume of the ALFALFA
survey, minimizing the sample variance effect.
In the figure we additionally show the number density
distribution of the MHi > 10
8M sample, but only for
the subset in the southern galactic cap. Both the peak at
∼ 0.005 and the dip at ∼ 0.02 become less prominent in
comparison to the full sample at the same mass thresh-
old, indicating that the northern galactic cap (NGC) is
indeed overwhelmingly dominated by the super-clusters
including Virgo and Coma.
The drop in the number density for each of the MHi >
108M and 109M samples toward higher redshift re-
flects the fact that the sample is flux-limited, not volume-
limited (see the left panel). We note that even though
each Hi mass threshold sample is not volume-limited, the
clustering measurements will be made in an effectively
volume-limited sense, as detailed in § 3.1.
2.3. SDSS/DR7 galaxy sample
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Fig. 1.— Angular distribution of galaxies in the ALFALFA α.70 sample, separated into the northern (left) and southern (right) galactic
caps. For simplicity, we only select galaxies in the ALFALFA survey limited to the simple RA and DEC cuts shown as the red boundaries.
Fig. 2.— Left: distribution of the Hi-selected galaxies as a function of redshift zCMB and Hi mass MHi. The two blue vertical lines
show the redshift limits of our sample. Right: number density distribution for three typical MHi samples, with the blue, green and red
histograms for MHi > 10
8M, 109M and 1010M, respectively. The number density distribution for the MHi > 10
8M sample in the
southern galactic cap is shown as the magenta histogram.
Our analysis also makes use of the Sloan Digital Sky
Survey (SDSS; York et al. 2000) Data Release 7 (DR7;
Abazajian et al. 2009) Main galaxy sample, to investi-
gate the correlation between the Hi sources and the gen-
eral population of galaxies. The ALFALFA survey covers
much larger area than the SDSS/DR7 in the southern
galactic cap (SGC), but the two samples overlap signifi-
cantly in the northern galactic cap (NGC). We take the
SDSS/DR7 galaxy data from the New York University
Value-Added Galaxy Catalog (NYU-VAGC; Blanton et
al. 2005), where the effective area of the sample is about
7, 300 deg2 and the galaxies are selected simply by an
r-band Petrosian magnitude limit of r ∼ 17.77. For
each galaxy the k+e corrected luminosities in the SDSS
ugriz bands and a stellar mass estimated from the SDSS
photometry are also provided in this catalog (Blanton &
Roweis 2007).
2.4. The SMDPL simulation
We use catalogs of dark matter halos and subhalos
identified from the Small MultiDark simulation of Planck
cosmology (SMDPL12; Klypin et al. 2016) to model
the statistical relation between the Hi-selected galax-
ies and host dark matter halos. The SMDPL simulates
the evolution of dark matter distribution in a comov-
ing volume of 4003 h−3 Mpc3 with a mass resolution of
9.6 × 107h−1M, assuming cosmological parameters of
Ωm = 0.307, Ωb = 0.048, h = 0.678, ns = 0.96, and
σ8 = 0.823. The dark matter halos and subhalos in
SMDPL are identified with the ROCKSTAR phase-space
halo finder (Behroozi et al. 2013b), which is shown to be
efficient and accurate to find the bound spherical struc-
tures (Onions et al. 2012; Knebe et al. 2013). For the
current work we use the simulation output at z = 0 which
is close to the average redshift of the ALFALFA survey.
3. MEASURING THE CLUSTERING AND BIASING OF
Hi-MASS SELECTED SAMPLES
3.1. Methodology of clustering measurements
12 The SMDPL halo and subhalo catalogs are publicly available
at http://dx.doi.org/10.17876/cosmosim/smdpl/
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Fig. 3.— Projected two-point correlation function for 12 of the 13 Hi-mass threshold samples. In each panel, the symbols with error bars
present wp as a function of rp and its error for a given Hi-mass threshold sample. For comparison, the measurement of the sample with
MHi > 10
9M is repeated in every panel as a blue solid line. We also show the predicted dark matter distribution as the black line.
As described in the previous section, when selecting
the ALFALFA galaxy sample we have applied the com-
pleteness limit, which depends on the Hi line profile.
Therefore, each galaxy in the catalog has a different flux
limit Sint,lim, depending on the width of its Hi line pro-
file. Different from galaxy clustering analyses that use
volume-limited samples in SDSS DR7 (see e.g., Zehavi et
al. 2011; Guo et al. 2015a), constructing volume-limited
samples for low-MHi galaxies in ALFALFA is impractical
due to the limited redshift range and the W50-dependent
flux limit. Instead, we measure the clustering of each
sample using galaxies in the whole redshift range and
correct for the effect of Sint,lim following the method laid
out in Xu et al. (2016). Such a method makes use of the
maximum volume Vmax accessible to each galaxy, leading
to an effectively volume-limited clustering measurement
from a flux-limited sample (Xu et al. 2016).
Given the small volume of the ALFALFA survey, the
local large-scale structures can potentially affect the clus-
tering measurements even if we use Hi mass threshold
samples over a relatively large redshift range. We apply
the maximum-likelihood method (Zwaan et al. 2005) to
calculate the effective volume available to each galaxy
Veff as the value of Vmax, which takes into account the
survey sensitivity limit and the density fluctuations of
galaxies caused by the large-scale structure. The details
of the method can be found in appendix B of Martin
et al. (2010) (see also Papastergis et al. 2011). This has
proved very robust against density fluctuations along the
line of sight (Jones et al. 2016).
For each of our Hi-mass threshold samples, we use
a generalized Landy-Szalay estimator (Landy & Szalay
1993) to measure the redshift-space 2PCFs ξ(rp, rpi) (Li
et al. 2009; Xu et al. 2016),
ξ(rp, rpi) =
DD∗ − 2DR∗ + RR∗
RR∗
, (1)
where rpi and rp are the separations of galaxy pairs along
and perpendicular to the line-of-sight (LOS). The data-
data (DD∗), data-random (DR∗), and random-random
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(RR∗) pair counts are calculated as follows,
DD∗(rp, rpi) =
∑
(i,j)∈Vij
1
Vij
, (2)
DR∗(rp, rpi) =
∑
(i,j)∈Vij
1
Vij
, (3)
RR∗(rp, rpi) =
∑
(i,j)∈Vij
1
Vij
, (4)
where Vij = min(Veff,i, Veff,j), with Veff,i and Veff,j be-
ing the effective volumes accessible to the i-th and j-th
objects, respectively. Note that in Eqs. (2)–(4) we only
include pairs in which both of the galaxies are within
the common volume Vij . As stated in the Appendix of
Xu et al. (2016), at small rp separations, such a require-
ment would possibly exclude a small fraction of corre-
lated pairs stretched along the line of sight by the ef-
fect of peculiar velocities. By comparing to the case
of including all galaxy pairs, we quantify this effect to
be much smaller than 2% for rp < 1h
−1Mpc, which is
negligible compared to the measurement errors at these
scales. For simplicity, we assume, in the above expres-
sions, that the number of galaxies in the random catalog
is the same as that in the data catalog. In practice, the
random catalog we construct (see below) for each sam-
ple is 50 times as large as the data catalog, and all the
pair counts are correctly normalized. The generalized
Landy-Szalay estimator weighs each galaxy pair accord-
ing to the common maximum volume that the pair of
galaxies can both be observed, i.e., the contribution of
each pair to the 2PCF measurement is accounted for in
a volume-limited sense. In the end, we achieve an effec-
tively volume-limited 2PCF measurement by making full
use of a flux-limited sample (Xu et al. 2016). Compared
to a traditional volume-limited sample, the sample vari-
ance is reduced in our approach.
The average sample number density ng is estimated as
ng =
∑
i
1
Veff,i
. (5)
This number density is substantially larger than that
computed using the number of galaxies listed in Table 1
and the sample comoving volume (1.55× 106 h−3 Mpc3),
as the sample is essentially flux-limited, which leads to
larger incompleteness at larger redshifts.
The random samples are constructed in the following
way. First, we generate a large set of random points uni-
formly distributed in the RA and sin(DEC) plane within
the survey area. The discontinuity in the angular distri-
bution of the α.70 sample (especially the SGC) is taken
into account in the random sample with the same an-
gular geometry. We then assign each random point a
set of properties (redshift and Hi mass, as well as the
corresponding Veff), which are the same as those of a
real galaxy randomly drawn from the full sample of Hi
galaxies. This method has been verified to be reliable
and accurate for wide-angle surveys such as SDSS and
ALFALFA (see e.g., Li et al. 2006; Ross et al. 2012). As
the redshifts come directly from the full galaxy sample,
the RFI effects seen in the data are automatically built
into the random catalog. Next, for each Hi-mass thresh-
old galaxy sample, we construct the corresponding ran-
dom sample by selecting from the full random catalog
the points with Hi masses above the threshold.
To reduce the effect of redshift-space distortion (RSD)
caused by galaxy peculiar velocities, we focus on the
measurements of the projected 2PCF wp(rp) (Davis &
Peebles 1983), defined as
wp(rp) =
∫ rpi,max
−rpi,max
ξ(rp, rpi)drpi. (6)
In practice, the integration runs to a limited line-of-
sight separation rpi,max instead of infinity in order to
reduce the noise at very large separations. To select a
reasonable rpi,max, we have investigated the variation of
ξ(rp, rpi) with rpi for different Hi mass threshold sam-
ples and found that the value of ξ(rp, rpi) is close to
zero and becomes noisy for most of the samples when
rpi is larger than 20h
−1Mpc. Therefore, to maximize
the signal to noise ratio (S/N) of the wp measurement
we adopt rpi,max = 20h
−1Mpc, and the same value
is used in our models. We adopt logarithmic rp bins
of a constant width ∆ log rp = 0.2 covering the range
from 0.13 to 20.48h−1Mpc, and linear rpi bins of width
∆rpi = 2h
−1Mpc from 0 to 20h−1Mpc. The error co-
variance matrices for wp(rp) are estimated using the jack-
knife re-sampling technique with 121 subsamples (Zehavi
et al. 2011; Guo et al. 2015a).
3.2. Dependence of clustering on Hi mass
Figure 3 shows the wp(rp) measurements (symbols
with error bars) for 12 of the 13 Hi-mass threshold sam-
ples. For comparison, the measurement of the sample
with MHi > 10
9M is repeated in every panel as a blue
solid line. The black line is the predicted wp(rp) for
the underlying dark matter distribution at z = 0 assum-
ing the same cosmology. Compared to the dark matter
distribution, all the galaxy samples except the one with
MHi > 10
10.2M are significantly anti-biased, showing
lower clustering amplitudes at all scales probed. This
result is in agreement with previous studies of the clus-
tering of Hi-rich galaxies (Basilakos et al. 2007; Meyer et
al. 2007; Li et al. 2012; Martin et al. 2012; Papastergis
et al. 2013).
In contrast to previous results of no dependence of clus-
tering on Hi mass (e.g., Meyer et al. 2007; Papastergis
et al. 2013), we find the clustering amplitude of the
Hi-selected galaxies to depend on the Hi mass, in dif-
ferent ways at different scales, when the mass thresh-
old exceeds 109M. On scales larger than a few Mpc,
the clustering amplitude at a given scale shows no/little
change as the Hi mass threshold goes from the lowest
value of 108M up to 109M, before increasing signifi-
cantly at higher masses. In the figure, the amplitude of
wp at ∼ 10h−1Mpc for the most massive sample (with
MHi > 10
10.2M) is a factor of ∼ 4 higher than that
of the sample with MHi > 10
9M and is comparable to
that of the dark matter. It is interesting to note that
the slope of the correlation function also presents a sys-
tematic trend with Hi mass when the threshold exceeds
109M, with a flatter shape at higher masses. This effect
makes the mass dependence more pronounced at larger
scales. For instance, at rp ∼ 10h−1Mpc the increas-
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ing amplitude is observed for all the samples with mass
threshold above 109M, but at rp ∼ 1h−1Mpc the mass
dependence becomes obvious only when MHi > 10
9.8M
or higher.
On scales smaller than a few Mpc, the wp(rp) measure-
ment shows no significant dependence on Hi mass, except
for intermediate-to-high mass samples with thresholds
above 109.8M. We note that the clustering amplitudes
for samples with the Hi mass threshold below 109M
appear to be enhanced on intermediate scales, from a
few ×100 kpc to a few h−1Mpc, when compared to the
samples at higher masses. These differences are signifi-
cant, but they are likely produced by the strong sample
variance effect due to the small volume of the samples.
Although our method of weighing pairs by 1/Vmax re-
duces the sample variance effect in comparison to the
measurements with the traditional volume-limited sam-
ple, the effect may still be non-negligible, as the number
of galaxies with 108M < MHi < 10
9M is only 1665
(see Table 1) and most of these galaxies are located at
z < 0.015, where the local super-clusters could domi-
nate the clustering power (Figure 2). We will discuss the
effect of the limited volume in more detail in the next
subsection.
3.3. Robustness of the clustering measurements
Sample variance is the dominant source of uncertainty
in clustering measurements when the survey volume is
small. This is indeed the case for our low-mass sam-
ples, as indicated by the large error bars of the wp(rp)
measurements for the samples with Hi mass thresholds
below ∼ 109M (see Figure 3). Our measurements on
large scales and at high masses may also be affected to
a certain extent by the sample variance. In this sub-
section, we perform four analyses to test the robustness
of both the clustering measurements and the error esti-
mates. The first three analyses are based on real samples
from the ALFALFA and SDSS, while the fourth analy-
sis uses a large set of mock catalogs constructed from
a cosmological simulation. With these analyses we aim
to better understand the reason behind the intermediate-
scale enhancement in the correlation function of low-mass
samples, as well as to further verify the mass dependence
of the correlation function at MHi > 10
9M.
3.3.1. Finite Volume Effect
We note that Papastergis et al. (2013) found a trend of
the clustering dependence on the Hi mass by comparing
the projected 2PCFs between two samples with the Hi
mass in the ranges of 108.5–109.5M and 109.5–1010M
(their Figure 10). But when limiting the higher Hi mass
sample to the same volume as lower one, the trend dis-
appears, which they attribute to the finite volume effect.
With the α.70 sample that is about 2.8 times the vol-
ume as in Papastergis et al. (2013), we perform the same
test with the same Hi mass ranges to verify our results,
which is shown in the left panel of Figure 4. We com-
pare the measurements of the two Hi mass samples in a
smaller volume of 0.0025 < z < 0.03 (blue and red cir-
cles). The measurement for the higher Hi mass sample
in 0.0025 < z < 0.05 is also shown for comparison.
There are two important features in the figure. Firstly,
in this smaller volume, we also find a clear trend of Hi
mass dependence on large scales between the low and
high mass samples, consistent with Figure 3. Secondly,
the wp(rp) measurements for the high mass sample is not
significantly affected by the finite volume effect. From
the redshift–Hi mass distribution in Figure 2, the high
mass sample in 0.0025 < z < 0.03 is almost volume-
limited, if not considering the dependence on W50. The
consistency between the measurements of the high mass
sample in different volumes further verifies our method
of using Veff to correct for the sample selection effect.
Therefore, the detection of Hi-mass dependence of the
clustering can be attributed to both the larger volume
of our sample and the correction for the flux limit in the
measurements.
In this paper, we use the effective volume Veff de-
termined from the 2D step-wise maximum likelihood
method of Zwaan et al. (2005), rather than the nor-
mal maximum volume Vmax from the survey complete-
ness limit. The use of Veff helps obtain more accurate
Hi mass number density, which is necessary for the halo
modeling. We show in the right panel of Figure 4 the
measurements of wp(rp) for three typical Hi mass sam-
ples using the weights of Veff (circles with error bars) and
Vmax (lines). Except for the slight difference in the sam-
ple of MHi > 10
8M, which is within the measurement
errors, there is no significant difference of using the two
volume weights for higher Hi mass samples.
3.3.2. NGC versus SGC
Another straightforward way to investigate the effect of
sample variance and the validity of our results is to com-
pare the clustering measurements from the data in the
northern galactic cap (NGC) and the southern galactic
cap (SGC). The Virgo and Coma superclusters are both
located in the northern galactic hemisphere, while the
Perseus-Pisces supercluster, which dominates the south-
ern hemisphere, is mostly outside the survey area of the
α.70 sample. The results are shown in Figure 5, where
we plot the measurements of wp(rp) for the same Hi mass
thresholds, but separately for the NGC (red filled circles)
and SGC (blue filled circles) data. The measurements
with the full data for each mass threshold sample and
the projected 2PCF of dark matter are also shown as
green and black solid lines for comparison.
The wp(rp) measurements with the NGC and SGC
data generally agree with each other within 1σ errors
for high mass samples with Hi mass thresholds above
109M, indicating that the local superclusters are no
longer a dominant source of uncertainty when Hi mass
exceeds this threshold. When galaxies with MHi <
109M are included, however, we find the NGC samples
have stronger clustering at intermediate scales than the
corresponding SGC samples, and the effect is stronger for
lower masses. At the lowest mass with MHi > 10
8M,
the wp at rp ∼ 2h−1Mpc obtained from the NGC sample
is about four times that obtained from the SGC sample.
The figure also reveals that the NGC sample dominates
the contribution to the measurements of the full sample
at each given mass threshold. If only the SGC is con-
sidered for all masses, one would observe very weak or
no mass dependence of the clustering for mass thresholds
below ∼ 109M, instead of the declining trend seen in
the total and NGC samples.
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Fig. 4.— Left: comparisons of the wp(rp) measurements with the Hi mass in the ranges of 108.5–109.5M (blue circles) and 109.5–1010M
(red circles) in a smaller volume of 0.0025 < z < 0.03. We also show the measurements of the sample 109.5–1010M in the redshift range
of 0.0025 < z < 0.05 for comparison (black circles). Right: comparisons of the wp(rp) measurements by applying weights according to
Vmax and Veff , respectively (see the text).
This analysis confirms our conjecture that the enhance-
ment of the clustering at intermediate scales as seen in
Figure 3 is contributed mostly (if not completely) by the
galaxies in the NGC, where the several known superclus-
ters dominate the clustering of the low-mass samples.
Although the NGC sample covers a volume that is about
2.7 times larger than the SGC sample, the wp errors of
the former at low Hi-mass are comparable to, or even
larger than the latter. This again reflects the dominat-
ing role of the local superclusters in the clustering of the
NGC galaxies. However, as seen from the redshift dis-
tribution of galaxies in the SGC (magenta histogram) in
Figure 2, there are also clear imprints of voids and clus-
ters, but not as significant as in the NGC. These voids
could potentially lower the measured clustering ampli-
tudes. Since the effect of the local large-scale structures
is already taken into account in the Veff weight, we ex-
pect the wp(rp) measurements from the SGC to be more
reliable for the low Hi-mass samples.
3.3.3. Clustering relative to an SDSS reference sample
So far our results of Hi-mass dependent clustering are
presented with the auto-correlation functions, which suf-
fer from sample variance effects given the limited survey
volume. The other way to study the Hi-mass dependence
of the clustering with an alleviated sample variance effect
is to cross-correlate each Hi sample (target sample) with
a reference sample. The reference samples for all target
samples are selected so that galaxies in them are con-
trolled to have the same distribution in intrinsic proper-
ties, but galaxies in each reference sample are weighted to
give a similar redshift distribution as the corresponding
target sample. We can derive the ratio of bias factors of
the target sample and the corresponding reference sam-
ple from the target-reference and reference-reference cor-
relation functions measured within the ALFALFA foot-
print. This ratio is largely free of sample variance. To
obtain the bias factor of each target sample from this ra-
tio, we can use the bias factor inferred from the reference-
reference correlation function measured in a much larger
volume (within the SDSS footprint, see below). In this
step, the sample variance from the clustering of the ref-
erence sample still exists, but with a smaller magnitude
as a result of the larger volume. Overall, with the above
procedure, we can achieve measurements of bias factors
for the target Hi galaxy samples with a smaller sample
variance effect.
We apply the cross-correlation technique as follows.
First, we construct a volume-limited tracer sample in
the SDSS Main galaxy sample, which consists of 27,411
galaxies with r-band absolute magnitudes −19.5 < Mr <
−18.5 and redshifts 0.0025 < z < 0.05. Next, a ref-
erence sample is selected from the above tracer sam-
ple by applying the geometry of the ALFALFA survey.
For a given Hi-selected sample, we assign a weight of
nHI(z)/nreference(z) to each galaxy in the reference sam-
ple to ensure the same redshift distribution as in the Hi
sample. Finally, the counterpart of each reference sample
in the full SDSS footprint is also similarly constructed.
As the SDSS Main sample covers only three narrow
stripes in the SGC with a relatively small sky cover-
age, we concentrate on the NGC for both the ALFALFA
target and SDSS reference samples when measuring the
cross-correlation functions.
The cross-correlation function between a given Hi-
selected sample and the corresponding reference sample
is estimated using the extended Landy-Szalay estimator
as in Zehavi et al. (2002) and Guo et al. (2012),
ξ(rp, rpi) =
D1D2 −D1R2 −D2R1 + R1R2
R1R2
, (7)
where the subscripts “1” and “2” stand for the Hi-
selected sample and the reference sample, and D and R
for real and random samples, respectively. The 1/Vmax
weight is similarly applied as in Eqs. (2)–(4) and the
galaxy weights in the reference sample are accounted for
in doing the pair count. Similarly we measure the 2PCF
of the reference sample. For both the target-reference
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Fig. 5.— Projected 2PCF measurements for galaxies in the northern (red filled circles) and southern galactic caps (blue filled circles).
The different panels show the measurements from different Hi-mass threshold samples. The green line in each panel displays the results
from the combined sample of the NGC and SGC, while the black line shows the projected 2PCF of dark matter as in Figure 3.
and reference-reference correlation functions, we inte-
grate ξ(rp, rpi) along the line of sight up to rpi,max =
20h−1Mpc to obtain the projected 2PCFs. The relative
bias, b/bREF, between a given Hi sample and the refer-
ence sample is expected to follow
wp,HIxREF = (b/bREF)wp,REFxREF, (8)
where wp,HIxREF and wp,REFxREF denote the projected
target-reference and reference-reference two-point corre-
lation functions, respectively. To determine the relative
bias from the data, we use the wp,HIxREF and wp,REFxREF
measurements at rp > 5h
−1Mpc and find the best-fitting
value of b/bREF by maximizing the likelihood function,
L ∝ 1√|C| exp(−χ2/2), (9)
where
χ2 = (wp,HIxREF−w∗p,HIxREF)TC−1(wp,HIxREF−w∗p,HIxREF).
(10)
The quantity with (without) a superscript ‘∗’ is the one
from the model of equation (8) (data). The covariance
matrix depends on q = b/bREF as,
C = CHIxREF − q(CHI,REF +CTHI,REF) + q2CREFxREF,
(11)
where CHIxREF is the covariance matrix of wp,HIxREF,
CREFxREF that of wp,REFxREF, and CHI,REF the covari-
ance between wp,HIxREF and wp,REFxREF.
We also measure the projected 2PCF of the coun-
terpart of each reference sample constructed within the
SDSS footprint and infer bREF by comparing to the pro-
jected 2PCF of matter. With the ratio b/bREF and bREF,
we end up with an inference of the bias factor b for each
Hi galaxy sample. The results are shown as squares in the
left panel of Figure 8. The mass dependence is clear for
galaxies with MHi > 10
9M, while at lower Hi mass the
dependence disappears but with large error bars. The
result will be discussed later with bias factors inferred
from other methods.
3.3.4. Comparison with mock catalogs
The effect of sample variance can be evaluated accu-
rately using N -body simulations with constrained initial
conditions to simulate the dark matter distribution in the
local universe as proposed in Zavala et al. (2009). For
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Fig. 6.— Comparison between the average fractional errors
of the projected 2PCFs using the jackknife resampling method
(red circles) and those estimated from mock galaxy catalogs (blue
squares) constructed from sub-volumes of a large simulation box
for MHi > 10
10M.
the current work we have constructed a set of 64 mock
galaxy catalogs which have the same geometry as the
ALFALFA sample (see detailed description in the next
section). We do not attempt to obtain and apply con-
strained initial conditions to our simulation, which needs
substantially more work and is not necessary for our pur-
pose. In order to test whether the apparent clustering
dependence on the Hi mass at the high-mass end could
be weakened by potential underestimates of the measure-
ment errors from the jackknife resampling, we select 64
different sub-volumes of the SMDPL simulation box and
randomly place a virtual observer in each of them. We
construct a mock catalog from each sub-volume by mim-
icking the geometry of the ALFALFA survey, and mea-
sure wp(rp) in the same way as above. The correlation
function errors caused by sample variance are then esti-
mated from the variations among these mock catalogs.
Figure 6 compares the average fractional diagonal errors
of the projected 2PCFs as estimated from the jackknife
resampling method (red circles) and those from the mock
catalogs (blue squares) for the MHi > 10
10M sam-
ple. The estimates from the two methods agree well with
each other at all scales except the largest scale probed
(rp ∼ 20h−1Mpc), where the jackknife error is larger
than the mock error by about 40%. We also find the same
result when using other Hi mass samples. This is in good
agreement with previous studies (see Appendix B of Guo
et al. 2013 for more details). This demonstrates that the
jackknife errors are accurate on most scales probed here,
from ∼ 20h−1kpc up to about 20h−1Mpc, but more con-
servative at larger scales.
The finite sample volume may cause not only the vari-
ance from measurement to measurement, but also a sys-
tematic underestimate of the 2PCF by a constant value,
known as the “integral constraint”. We use the mock cat-
alogs constructed above to quantify this effect, by com-
paring the wp(rp) averaged from different mocks with
the one measured from the whole simulation box. The
difference between the two wp measurements on large
scales is a measure of the integral constraint, which is
∼ 0.6h−1Mpc for the sample with MHi > 109M. The
difference increases to ∼ 1.5h−1Mpc if only the SGC is
considered, explaining the slightly larger clustering am-
plitudes from the full-area sample than from the NGC
alone, as shown in Figure 5. For samples with lower
threshold masses, the effective volume drops and the bias
factor decreases, which have opposite effects on the mag-
nitude of the integral constraint. We find that the in-
tegral constraint shows a mild increase toward low mass
samples, and the data point at ∼ 8h−1Mpc in each top
panel of Figure 3 is the only one substantially affected
by the integral constraint (the correction is estimated to
be at the level of ∆wp = 2.5h
−1Mpc for the low Hi mass
samples from mock tests described in the next section).
The differences seen between NGC and SGC measure-
ments (Figure 5) are mainly caused by sample variance.
Therefore, the Hi mass dependence of the clustering on
large scales and at high masses as observed above is ro-
bust.
3.4. Redshift-space monopole moments and the biasing
of the Hi-selected galaxies
In addition to the measurements of projected 2PCFs
as presented above, we have also measured the monopole
moment ξ0(s) of the redshift-space three-dimensional
(3D) 2PCF for our Hi-selected samples, from which we
aim to estimate the galaxy bias factor as a function of
Hi mass. In principle, wp(rp) is preferred over ξ0(s) for
the purpose of measuring galaxy bias, as the redshift-
space distortion (RSD) is expected to be minimized in
the former. In our case, however, we have adopted a rel-
atively small integration depth with rpi,max = 20h
−1Mpc
in order to achieve the best S/N. This may result in a
significant residual RSD effect on our wp(rp) measure-
ments at large scales, leading to biased determination of
the galaxy bias factors. Therefore, for the purpose of
measuring the galaxy bias factors we opt for ξ0(s) which
is not affected by the choice of rpi,max.
Following common practice we first estimate the
redshift-space 3D 2PCF in the form of ξ(s, µ) for each
of our Hi-mass threshold samples, where s is the 3D sep-
aration in redshift space with the amplitude defined by
s2 = r2p + r
2
pi and µ is the cosine of the angle between s
and the line of sight. The redshift-space monopole mo-
ment is then obtained by integrating ξ(s, µ) over the full
range of µ,
ξ0(s) =
∫ 1
0
ξ(s, µ)dµ =
∑
i
ξ(s, µi)∆µ. (12)
We adopt linear bins for µ ranging from 0 to 1 with a
constant interval of ∆µ = 0.05. On linear scales, the
redshift-space monopole moment is related to the real-
space 2PCF ξ(r) through the following equation (Kaiser
1987; Hamilton 1992),
ξ0(s) =
(
1 +
2
3
β +
1
5
β2
)
ξ(r)
=
(
1 +
2
3
β +
1
5
β2
)
b2gξDM(r), (13)
where β = f/bg and ξDM is the real-space 2PCF of dark
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Fig. 7.— Similar to Figure 3, but for the redshift-space monopole moment ξ0(s). The filled red circles represent the measurements of
ξ0(s) for the different MHi-threshold samples using the combined sample of the NGC and SGC, while the open blue circles for the low
Hi-mass samples are measured from the SGC. The black solid line in each panel is the corresponding monopole moment predicted for the
linear fluctuation field of dark matter (i.e., with a bias factor of b = 1).
matter. The linear growth rate f ' Ω0.55m at z = 0 for
our adopted cosmology. In practice, we use the measure-
ments of ξ0(s) at s > 5h
−1Mpc to determine the value
of A ≡ b2g(1 + 2β/3 + β2/5) by minimizing the χ2,
χ2 = (ξ0 −AξDM)TC−1(ξ0 −AξDM), (14)
where C is the full error covariance matrix of large-scale
measurements of ξ0(s). The errors on bg are estimated
from the probability distribution with ∆χ2 = 1. In or-
der to reliably measure the galaxy bias, we have also
corrected for the integral constraint effect by using the
mock galaxy catalogs (see details in §4.4).
Figure 7 displays the measurements of ξ0(s) for the
different MHi-threshold samples. The corresponding
monopole for dark matter distribution is plotted as a
solid black line and repeated in every panel for compar-
ison. For samples with mass thresholds below 109M,
we additionally show the result from the SGC as blue
circles. At a given scale the monopole moment increases
with increasing mass threshold, and the effect is simi-
larly seen at all scales. This result is broadly consistent
with the Hi mass dependence of the projected 2PCFs,
demonstrating that the mass dependence observed from
the wp(rp) measurements is not an artifact of the residual
RSD effect.
It is interesting that the SGC and the full area agrees
very well in the monopole moment measurement at all
scales except the largest scales, where the ξ0(s) from the
SGC becomes more noisy and drops quickly as a result
of the limited sample volume. This finding suggests that,
for small-volume samples like our Hi-selected galaxy sam-
ples, the monopole moment is less affected by the sam-
ple variance when compared to the projected 2PCF. As
discussed above, the sample variance effect in wp(rp),
manifested as the enhancement at intermediate scales
in Figure 5, is dominated by the Virgo Supercluster in
the NGC, which effectively boosts the number of galaxy-
galaxy pairs but with a broadened distribution of the
line-of-Sight pair separation. It thus enhances the line-
of-sight integration of ξ(rp, rpi), leading to higher wp even
at small rp. In the case of the monopole moment, the
galaxy pairs in Virgo with large line-of-sight separations
contribute exclusively to the large-scale measurement,
with little effect on the intermediate-to-small scales. The
monopole moments thus provide an additional robust-
ness test on our finding of the Hi-mass dependence of
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Fig. 8.— Left: galaxy bias factor bg(>MHi) inferred from different methods for different MHi-threshold samples. The methods in-
clude galaxy-to-matter wp ratio (triangles), cross-correlation with an SDSS reference sample (squares), redshift-space monopole moment
[Equation (13)] (circles), and result from an extended SHAM model fit (solid curve). See the text for details. The red (black) horizontal
dotted line represent the minimum halo bias factor from the mass (Vpeak) dependent dark matter halo clustering. Right: halo bias factor
bh as a function of halo mass (dotted; Tinker et al. 2005) or Vpeak (solid).
galaxy clustering, which was obtained above from the
measurements of wp(rp).
The galaxy bias factor bg(>MHi) inferred from
Eq. (13) is plotted as circles in the left panel of Figure 8 as
a function of Hi mass threshold. The bias factor increases
nearly linearly with increasing MHi threshold, ranging
from ∼ 0.5 at the lowest mass (∼ 108.2M) up to ∼ 0.9
at the highest mass (∼ 1010.2M). Also shown in the
panel are the bias factors estimated based on the galaxy
to matter wp ratio (triangles) and the cross-correlation
technique (squares). The solid curve corresponds to the
best-fitting theoretical model (§ 4.4). The ones from
cross-correlation and best-fitting model are lower than
other estimates above MHi > 10
9M. At the low mass
end, the large error bars prevent us from seeing a clear
trend. Overall the different inferences appear to be con-
sistent, given the error bars.
For comparison, we show in the right panel of Figure 8
the bias values bh for dark matter halos. The dotted
curve shows bh as a function of halo mass from the fit-
ting formula of Tinker et al. (2005), and the solid curve
shows bh as a function of Vpeak from the SMDPL simula-
tion. The halo mass dependent bias factor approaches a
plateau of ∼ 0.63 at low mass, and the Vpeak dependent
bias factor reaches a minimum of ∼ 0.75 around tens of
km s−1. These two bias values are marked with the red
and black dotted lines in the left panel. The galaxy sam-
ples with low Hi masses show a hint of bias factors lower
than expected from low mass or low Vpeak halos. It indi-
cates that it would be hard to interpret the clustering of
Hi galaxies with simple halo-based models. If the result
persists with better data from future surveys, it would
be remarkable. In § 4, we will discuss the implications.
3.5. Section summary
Before going to the next section for theoretical mod-
eling, we briefly summarize our observational results.
We have estimated the projected 2PCF wp(rp), the pro-
jected cross-correlation with a reference sample, and the
monopole moment ξ0(s) of the redshift-space 2PCF, for
the 13 MHi-threshold samples. The three types of mea-
surements can all be used to estimate galaxy bias fac-
tors. While they suffer from different systematics (e.g.,
residual RSD effect with the projected correlation func-
tions and inaccuracy of Kaiser formula in the weakly non-
linear regime with the monopole method), the inferred
galaxy bias factors are in broad agreement. We find that
the galaxy bias factor increases nearly linearly with in-
creasing threshold MHi. There is also a hint that galaxy
bias factors for low Hi mass samples are lower than ex-
pected from low mass (or low Vpeak) halos. In the next
section, we perform modeling based on the wp measure-
ments. At low Hi masses those measurements are af-
fected by sample variance, but as we have demonstrated,
the effect is properly included in the error estimation.
This results in relatively large errors in wp(rp) measure-
ments for low-mass samples, limiting their constraining
power on the theoretical models. For this reason one may
want to drop the low-mass samples or the galaxies in the
NGC when doing the modeling. However, as pointed out
by Norberg et al. (2011), any non-Bayesian massaging of
the data is not recommended in clustering analyses, un-
less one knows the true answer. In fact, as we will show,
using only the SGC data would not significantly change
our model parameters.
4. MODELING THE CLUSTERING OF Hi-SELECTED
GALAXIES
With the wp(rp) measurements of the MHi threshold
samples, we perform theoretical modeling to investigate
the connection between Hi galaxies and dark matter ha-
los. We first discuss the difficulty with the commonly
adopted form of the HOD model to explain the mea-
surements, and show that the subhalo abundance match-
ing (SHAM) model in its simplest form is unable to
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reproduce the measurements, either. We then extend
the SHAM model by including additional parameters re-
lated to the assembly history of halos/subhalos. Finally,
we present the modeling results based on an extended
SHAM model that incorporates halo/subhalo formation
time.
4.1. Modeling with the HOD model
Statistical models of galaxy distribution have been de-
veloped to link galaxies of different properties (e.g., lu-
minosity, color, stellar mass, and star formation rate)
with dark matter halos. These include the halo occupa-
tion distribution model (HOD; e.g., Jing 1998; Peacock &
Smith 2000; Seljak 2000; Scoccimarro et al. 2001; Berlind
& Weinberg 2002; Zheng et al. 2005, 2009; Leauthaud et
al. 2012; Geach et al. 2012; Guo et al. 2014b, 2015a;
Skibba et al. 2015; Zu & Mandelbaum 2015), the condi-
tional luminosity function model (CLF; e.g., Yang et al.
2003, 2004, 2012; van den Bosch et al. 2013), the subhalo
abundance matching model (SHAM; e.g., Kravtsov et al.
2004; Vale & Ostriker 2004; Conroy et al. 2006; Shankar
et al. 2006; Vale & Ostriker 2006; Wang et al. 2007b;
Behroozi et al. 2010; Guo et al. 2010; Moster et al. 2010;
Nuza et al. 2013; Rodr´ıguez-Puebla et al. 2013; Sawala
et al. 2015), and halo-based empirical model (e.g. Lu et
al. 2014, 2015).
We first make an attempt to model the measurements
with the HOD model. For a threshold galaxy sample,
the central galaxy occupation is commonly parametrized
as (Zheng et al. 2005, 2007),
〈Ncen(Mh)〉 = 1
2
[
1 + erf
(
logMh − logMmin
σlogM
)]
, (15)
where erf is the error function, Mmin is the cutoff halo
mass of central galaxies at which the occupation number
〈Ncen(Mmin)〉 = 0.5, and σlogM characterizes the width
of the cutoff profile. The mean occupation function of
satellites follows a power law modified by a low mass
cutoff (Zheng et al. 2005, 2007),
〈Nsat(Mh)〉 = 〈Ncen(Mh)〉
(
M −M0
M ′1
)α
, (16)
and the number of satellites at fixed halo mass is assumed
to follow a Poisson distribution. This five-parameter
(Mmin, σlogM , M0, M
′
1, and α) model works well for
luminosity-threshold or stellar-mass-threshold samples
(e.g., Zehavi et al. 2011).
When we apply the above HOD form to model the wp
measurements of the Hi galaxies, we find that we could
not achieve good fits, with the model wp having too high
amplitudes. The main reason lies in the tension between
galaxy number density and clustering amplitude (bias
factor). For each galaxy sample, the number density of
galaxies roughly determines a halo mass threshold, and
halos above such a threshold appear to have higher clus-
tering amplitude than galaxies.
One way to reduce the tension is to introduce a duty
cycle parameter fdc (i.e., by multiplying this parameter
with the above mean occupation function), which can
account for the fact that only a fraction of halos at fixed
mass can host the observed Hi galaxies. With the duty
cycle parameter, we can populate Hi galaxies into lower
mass halos (with lower bias factor) while still matching
the galaxy number density. Indeed, we are able to obtain
reasonable fits. However, the fitting results for low MHi
samples appear to be unphysical. For example, the value
of Mmin for the MHi > 10
8M sample is 1.3 × 109M.
That is, about half of the baryons associated with halos of
Mmin, in the sense of applying a global baryon fraction, is
in the form of Hi gas. For the MHi > 10
9M sample, the
result is even more absurd, with Mmin = 1.2 × 109M
(i.e., a Mmin halo would be almost wholly made of Hi
gas).
Given the difficulty in interpreting the clustering mea-
surements of Hi galaxies with a simple HOD parametriza-
tion, we turn to the SHAM model.
4.2. Modeling with the SHAM model
With the SHAM model, we adopt the simplest form as
our starting point. The SHAM model assumes that the
stellar mass (or luminosity) of a galaxy is an increasing
function of the maximum mass or circular velocity ever
attained by its halo and derives the relation between stel-
lar mass and halo mass by matching the abundance of
galaxies above a given stellar mass threshold with that
of halos/subhalos above a threshold in maximum halo
mass or circular velocity. The result agrees well with
the stellar-to-halo mass relation established for central
galaxies in groups/clusters in the low-redshift universe
(see e.g., Conroy et al. 2009; Behroozi et al. 2010; Guo
et al. 2010; Reddick et al. 2013). Recently the subhalo
age distribution matching (SADM) is proposed as an ex-
tension to SHAM to further model galaxy color at fixed
stellar mass, assuming redder galaxies are hosted by ha-
los/subhalos that are formed earlier (Hearin & Watson
2013). These simple models can reasonably reproduce
the dependence of clustering on stellar mass (or luminos-
ity) and color (see Fig. 3 of Hearin & Watson 2013 for
an example), suggesting a possible connection between
galaxy assembly and halo assembly.
We start with the SHAM model, attempting to popu-
late the dark matter halos in the SMDPL simulation with
galaxies of different Hi masses. We consider two halo pa-
rameters: the peak circular velocity (Vpeak) over the en-
tire merger history of the (sub)halo, and the halo mass.
Following common practice, we use the current halo mass
for a main halo supposed to host a central galaxy, and
the mass at the last epoch of accretion for subhalos sup-
posed to host satellite galaxies, both referred as Macc in
what follows. We rank-order all the halos/subhalos in the
SMDPL simulation by either Vpeak or Macc, and popu-
late halos/subhalos of larger Vpeak or Macc with galaxies
of higher MHi. In Figure 9, the wp(rp) predicted by this
simple model is compared with the observational mea-
surements for three Hi mass thresholds. Results from the
Vpeak- and Macc-based models are shown as blue and red
curves, respectively. Both models predict too strong clus-
tering on all scales and at all Hi mass thresholds, except
the lowest mass threshold (MHi > 10
8M) for which the
Macc-based model roughly matches the data. However,
this agreement should not be overemphasized: as dis-
cussed in the previous section, the enhanced clustering
at intermediate scales as seen in the low-mass samples is
likely a biased measurement caused by sample variance
(see the measurements with the SGC data).
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Fig. 9.— Projected 2PCFs from two SHAM models with Vpeak (blue lines) and Macc (red lines) as the halo properties for three Hi-
selected galaxy samples. The symbols with errors are the data measurements of ALFALFA samples. Blue triangles in the left panel
represent measurements from the SGC data alone.
In the simplest form of the SHAM model we adopt,
no scatter is introduced between galaxy Hi mass and
halo/subhalo mass (or Vpeak). The failure of the model
for the high MHi samples can be alleviated by introduc-
ing such a scatter, which allows a faction of Hi galax-
ies to be populated into lower mass/Vpeak halos (which
have lower halo bias and weaker clustering). We find,
however, that a simple inclusion of scatter up to 2 dex
in stellar mass does not help for high MHi samples,
presumably caused by the tension between the require-
ments of halo mass/Vpeak thresholds from galaxy num-
ber density and low galaxy clustering amplitude. Scatter
does neither help for low MHi samples, as the large-
scale halo bias factor approaches a plateau/minimum to-
ward low mass/Vpeak (bh(Mh) ∼ 0.63 at halo mass be-
low ∼ 1011M and bh(Vpeak) has a minimum of 0.75 as
shown in Figure 8). As the galaxy bias factor bg(>MHI)
tends to go below such values for low Hi mass thresh-
old samples (left panel of Figure 8), the SHAM model
with scatter cannot explain the measured clustering for
low MHi threshold samples. This remains true for any
model that assigns Hi galaxies based only on the mass of
dark matter halos, even if those galaxies are populated
into a randomly selected sub-population of halos. This
implies that halos of similar dark matter masses are not
randomly populated by Hi-selected galaxies. Therefore,
to properly model the Hi-rich galaxies, one needs to in-
troduce additional halo parameters that are related to
the cold gas supply of galaxies, and those associated with
the assembly history of halos are natural candidates.
4.3. Extending the SHAM model by introducing
additional halo parameters
At a fixed halo mass, halo clustering depends on the
assembly history (known as the assembly bias), as orig-
inally found by Gao et al. (2005) using the Millennium
Simulation (Springel et al. 2005) and confirmed by many
follow-up studies (see e.g., Zhu et al. 2006; Wechsler et
al. 2006; Gao & White 2007; Jing et al. 2007; Wang et al.
2007a; Dalal et al. 2008; Li et al. 2008; Lacerna & Padilla
2011; Hearin et al. 2016). Halo parameters related to
halo assembly history include halo formation time, halo
concentration, and halo spin parameter. For halos at a
fixed mass below the nonlinear mass for collapse (about
6.5×1012M for our adopted cosmology), those with ear-
lier formation time, higher concentration, or higher spin
are more strongly clustered (e.g., Wechsler et al. 2006;
Gao & White 2007; Jing et al. 2007). In fact, halo for-
mation time is adopted in the aforementioned subhalo
age distribution matching (SADM) model as a parame-
ter to characterize the epoch when the cold gas supply
of star formation is deprived and explain the color de-
pendence of clustering for galaxies at fixed luminosity
or stellar mass (Hearin & Watson 2013). While halo
formation time can be well considered as an additional
parameter in this work, we also make attempts with halo
concentration and spin.
The formation time of a halo or subhalo is defined as
the redshift z1/2 at which the halo mass first reaches half
of the peak value over the whole merger history. The
concentration parameter c is given by the ratio between
the virial radius Rvir and the scale radius Rs of the halo.
The halo spin parameter λ is defined as (Peebles 1969),
λ =
J |E|1/2
GM
5/2
h
, (17)
where J and E are the magnitude of the angular mo-
mentum and the total energy of the halo. All the three
parameters are available in the catalog of ROCKSTAR halos
(Behroozi et al. 2013b) for the simulation we use.
We extend the SHAM model by including one of the
three halo assembly parameters in addition to the peak
circular velocity Vpeak. Given that the data do not re-
quire a sophisticated model yet, we develop a simple
procedure to perform the modeling with the extended
SHAM. For a given Hi-selected galaxy sample, we first
preselect halos/subhalos according to the chosen halo
assembly parameter. Then with such a selected sub-
population of halos we perform the abundance matching
with Vpeak (assuming no scatter). The halos/subhalos
are preselected by imposing an upper bound for the as-
sembly parameter (z1/2, c, or λ), as the samples are es-
sentially in the halo mass regime that halos with a lower
assembly parameter show weaker clustering. By select-
ing halos with a low assembly parameter, it is possible
to cross the plateau in the halo bias-mass relation and
thus to explain the low clustering amplitude in the low
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Fig. 10.— Models taking into account halo assembly parameter for the samples of MHi > 10
9M (top panels) and 1010M (bottom
panels), respectively. The symbols in each panel are the measurements in Figure 3, while the red and blue solid lines are the corresponding
models with the minimum and maximum values of large-scale bias (see the text for details).
MHi-threshold samples.
In our simple model, the only free parameter is the up-
per bound for the chosen halo assembly parameter. We
note that the change in halo bias by varying this up-
per bound comes from a combination of the assembly
effect and Vpeak effect on halo bias. For example, halos
of a higher mass on average form later and cluster more
strongly. If we lower the upper bound on z1/2, we select
low mass halos with lower bias (caused by the assembly
effect), and at the same time, we also select relatively
more halos of higher Vpeak (higher bias) as they form
later. Lowering the bias by the assembly effect by lower-
ing the z1/2 threshold can eventually be balanced by the
inclusion of relatively more halos of higher Vpeak, lead-
ing to a lower limit for the clustering amplitude in the
model. Similarly the model also has an upper limit for
the clustering amplitude. Our model can be regarded
as introducing a specific way of populating galaxies into
halos as a function of Vpeak and the chosen assembly pa-
rameter.
In Figure 10 we show the wp(rp) from the two extreme
models (red and blue curves) with each of the three as-
sembly parameters (z1/2, c, or λ), predicting the min-
imum and maximum large-scale biases at a given MHi
threshold (MHi > 10
9M and 1010M in the top and
bottom panels). The data points in each panel show the
measurements (as in Figure 3). Qualitatively, the clus-
tering in the model is considerably weaker for smaller
thresholds of z1/2, c, or λ, and the effect is seen on
all scales and for all the three halo assembly parame-
ters. This is consistent with the assembly bias effect.
Quantitatively, the model based on the halo formation
time (z1/2) can reasonably well fit the clustering measure-
ments of both Hi-selected galaxy samples. The model
with the concentration parameter reproduces the cluster-
ing at intermediate-to-small scales for both samples, but
predicts too high clustering amplitudes at scales above
a few Mpc for the low MHi sample. The model with
the spin parameter generally fails to reproduce the data
at all scales and Hi masses. Given the results from the
above investigation, in what follows we limit our study
to the model with halo formation time.
4.4. The SHAM model with halo formation time
thresholds
For each of the 13 MHi-threshold samples, we obtain
the best-fitting threshold of halo formation time z1/2 by
minimizing the χ2,
χ2 = (wp −w∗p)TC−1(wp −w∗p), (18)
where C is the full error covariance matrix of wp(rp). As
we only have one free parameter, the degree of freedom
(dof) is calculated as, dof = Ndata − 1, where Ndata is
the number of data points in the wp(rp) measurement.
Since the MHi-threshold samples are not independent
of each other by selection, the modeling cannot be done
independently for each sample. We adopt a straightfor-
ward method that models the different MHi-threshold
samples coherently. We start with the most massive MHi
threshold sample, applying our model to obtain a best-
fitting z1/2 threshold for the sample, and we assign an
Hi mass to each halo or subhalo that has a formation
time later than the z1/2 threshold by abundance match-
ing MHi to Vpeak. We then successively apply the same
procedure for lower MHi-threshold samples. For each
sample, we keep the Hi mass fixed for halos that are al-
ready assigned an Hi mass in the previous samples, thus
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Fig. 11.— Best-fitting model predictions (blue solid lines) of wp(rp) for the different MHi threshold samples as in Figure 3. We also
show the measurements of wp(rp) from the SGC as the blue open circles in each panel of the samples with the Hi mass threshold lower
than 109M, where the effect of integral constraint has been corrected using the differences between the mock measurements in the SGC
and the whole sample. .
assigning an Hi mass only to halos that are addition-
ally selected by the z1/2 threshold of the current sample.
After this process is done for all the samples, we essen-
tially obtain a mock galaxy catalog in the simulation
box which reproduces the clustering of all the Hi-selected
galaxies with MHi > 10
8M.
In order to appropriately take into account the effect of
integral constraint, we have constructed 64 mock catalogs
that have the same survey geometry as the ALFALFA
sample. To this end, we divide the simulation box into
64 sub-volumes, place the virtual observer at the center
of each sub-volume, and construct a mock catalog out
of each sub-volume by applying our best-fit model. The
line-of-sight velocity of each (sub)halo hosting a mock
galaxy is used to account for the redshift-space distortion
effect. We have also applied the W50-dependent line flux
limit Sint in ALFALFA by using the Hi mass and the
associated line profile width W50 for each mock galaxy.
The average wp(rp) from the 64 mock catalogs is adopted
as the model prediction for a given Hi mass threshold.
Figure 11 compares the observed wp(rp) (red sym-
bols with error bars) with the model prediction (blue
solid lines) for 12 MHi-threshold samples. For compari-
son, we show the measurements of wp(rp) from the SGC
alone, as the blue symbols with error bars, for which
we have corrected the effect of the integral constraint
according to the average correction estimated from the
mock catalogs (see § 3.3.4). The model reproduces the
observed wp(rp) for Hi-selected samples with thresholds
above MHi ∼ 109M. For lower masses, the data points
are systematically higher than the model at intermediate
scales, which can be largely attributed to the sample vari-
ance in the observational sample as discussed in the pre-
vious section. Thus, the discrepancy between the data
and model at these low masses should not be overem-
phasized given the large errors in the observed wp(rp).
Because of the large errors the model parameters at the
low masses are poorly constrained, as we will discuss be-
low.
It is interesting to see that, although the model pa-
rameters are constrained by the whole sample at a given
MHi threshold, the predicted wp(rp) appears to match
very well with the data points from the SGC. In fact,
we have tested that both the best-fit model parameters
and the predicted wp(rp) remain almost unchanged if we
perform the fit with only the SGC data instead of the
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Fig. 12.— Left: halo formation time threshold a1/2 as a function of the MHi thresholds of the galaxy samples. The circles show the
best-fitting model predictions. The black solid line is the average halo formation time for the halos selected with the same Vpeak cut as the
best-fitting models but without applying the a1/2 cut. The shaded area is the 1σ scatter around the mean. Right: halo formation time
threshold a1/2 as a function of galaxy number density. The red solid line is a power law fit of a1/2 = 0.682 [ng/(10
−3 h3 Mpc−3)]−0.088.
whole sample for the Hi mass thresholds below 109M.
As we use a global halo population in our model, it can-
not offer the flexibility to account for the sample variance
effect, and this contributes to the insensitivity of the re-
sults to the measurements. The sample variance effect
should also be reflected in the covariance matrix, which
can further contribute to the above insensitivity. That
is, in contrast to the measurements, the modeling results
are less affected by the sample variance effect. On the
other hand, the agreement between the model and the
SGC data reinforces the conjecture that the SGC is less
affected by sample variance and provides more reason-
able measurements of wp(rp) at low Hi masses.
Table 2 lists the best-fitting model parameters for
all the MHi-threshold samples, including the Hi-mass
threshold of the sample, the reduced χ2, the minimum
value of Vpeak, the halo formation time threshold and the
satellite fraction fsat. The halo formation time threshold
is given in terms of the scale factor, a1/2 ≡ 1/(1 + z1/2).
The errors on the halo formation time is given by the vari-
ation of z1/2 around the best-fitting value with ∆χ
2 = 1.
The satellite fraction is around 10%, but slightly larger
at the lowest masses.
Figure 12 (left panel) displays the halo formation
time threshold a1/2 as a function of the MHi thresh-
old. Generally, a1/2 increases with increasing MHi, rang-
ing from ∼ 0.4 for MHi > 108M up to ∼ 0.8 for
MHi > 10
10.4M which correspond to z1/2 ∼ 1.5 and
∼ 0.25, respectively. The halo mass dependence of a1/2 is
relatively weak at masses below ∼ 1010M and becomes
strong at high masses. For comparison we show the av-
erage value of a1/2 and the 1σ scatter for halos selected
with the same Vpeak cuts as in our model but without the
additional selection by a1/2. Overall, our model selects
younger-than-average halos to host the Hi-selected galax-
ies, with larger differences in a1/2 at higher Hi masses.
In the right panel of the same figure we show the a1/2
threshold as a function of the galaxy number density pre-
dicted by our model, which can be described by a power-
TABLE 2
Best-fitting models for different MHi-threshold samples
Sample χ2/dof Vpeak a1/2 fsat (%)
MHi > 10
8.0M 8.64/9 37.38 0.43± 0.07 11.45
MHi > 10
8.2M 6.80/9 39.87 0.45± 0.08 11.92
MHi > 10
8.4M 4.53/9 41.56 0.39± 0.04 12.48
MHi > 10
8.6M 5.96/9 41.56 0.41± 0.06 12.11
MHi > 10
8.8M 7.36/9 41.56 0.48± 0.06 11.37
MHi > 10
9.0M 7.97/11 41.56 0.53± 0.06 11.02
MHi > 10
9.2M 7.31/11 50.44 0.53± 0.06 10.85
MHi > 10
9.4M 9.34/11 60.62 0.55± 0.02 10.63
MHi > 10
9.6M 13.06/11 73.87 0.56± 0.02 10.54
MHi > 10
9.8M 10.90/11 86.41 0.59± 0.04 10.23
MHi > 10
10.0M 12.10/11 110.69 0.62± 0.02 9.13
MHi > 10
10.2M 6.85/10 131.14 0.70± 0.02 8.23
MHi > 10
10.4M 14.37/10 150.78 0.80± 0.01 10.29
The best-fitting halo formation time a1/2 (in terms of scale
factor) for different MHi-threshold samples. The χ
2/dof,
minimum value of Vpeak (in units of km s
−1) and satellite
fraction fsat for each model are also shown.
law relation of a1/2 = 0.682 [ng/(10
−3 h3 Mpc−3)]−0.088.
We note that in this fitting formula, a1/2 exceeds unity
at ng < 1.3 × 10−5 h3 Mpc−3, thus the formula is not
applicable for extremely low densities.
5. MODEL IMPLICATIONS AND COMPARISONS WITH
THE LITERATURE
With our bestfit model, we can derive various proper-
ties and relationships for Hi-selected galaxies. We com-
pare the predictions from our model with those from pre-
vious work based on different methodologies.
5.1. Hi-to-halo mass relation
Our modeling results give the galaxy-halo relation for
a series of MHi-threshold samples, from which we can
construct the galaxy-halo relation from galaxies in nar-
row MHi bins. Figure 13 displays the MHi versus halo
mass relation as inferred for the central galaxies in our
best-fitting model (circles with error bars). We use the
halo mass at which the distribution of Mh is peaked as
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the typical halo mass for each MHi bin. The error bars
on Mh indicate the mass range of halos that host 68.3%
of the Hi galaxies in the MHi bin. The large upper er-
ror bar, as seen particularly at large MHi, indicate both
that the host halos of Hi-rich galaxies span a wide range
of halo mass and that Hi-rich galaxies are preferentially
found in relatively low-mass halos at a given MHi.
A noticeable result from our model is the non-
monotonic relation between Mh and MHi, in the sense
that Mh increases with MHi but drops suddenly at
MHi ∼ 108.7M, before increasing again at MHi ∼
109.1M. The overall relationship can be accurately de-
scribed by a triple power law function as follows,
logMh =
 1.38 logMHi − 1.15, logMHi < 8.7,25.40− 1.67 logMHi, 8.7 ≤ logMHi ≤ 9.1,
1.38 logMHi − 2.32, logMHi > 9.1.
(19)
The Hi-halo mass relation may be empirically es-
timated from combining the Hi-stellar mass relation
(Huang et al. 2012) with the stellar-halo mass relation
(Moster et al. 2010), both available from previous stud-
ies. The result is shown as the dotted line in Figure 13,
which is a monotonically increasing function with rela-
tively flat (steep) slope below (above) MHi ∼ 109.5M.
This relation agrees roughly but not exactly with our
model for MHi < 10
9.5M in terms of both amplitude
and slope. At higher Hi masses, this empirical relation
predicts much higher halo masses than our model. This
may be attributed to the scatter in the Hi-to-stellar mass
and stellar-to-halo mass relations which are not consid-
ered here. The steep relation at the high-mass end is
expected to flatten if the scatter is included, thus be-
coming more consistent with our model prediction.
The Hi-to-halo mass relation has been obtained in
previous studies in different ways. For comparison,
Figure 13 shows the Hi-halo mass relations predicted by
six different models. These include the halo-based semi-
empirical model by Popping et al. (2015), three different
semi-analytical models (SAMs) of galaxy formation by
Fu et al. (2013), Popping et al. (2014) and Kim et al.
(2017), and two hydrodynamical simulations by Crain
et al. (2017) (the EAGLE project) and Vogelsberger et
al. (2014) (the Illustris project). For clarity, we only
show the 1σ range and omit the average relation for each
model. We have corrected the effect of different cosmo-
logical parameters adopted in the different models, scal-
ing the halo masses by the ratio of Ωm and the Hi masses
by the ratio of Ωb, both relative to the value adopted in
this work.
The three SAMs are built upon the halo merger trees
from high-resolution N -body simulations and include the
partitioning of cold gas into atomic and molecular phases
by applying empirical prescriptions. It is thus not sur-
prising to see the Hi-to-halo mass relations from these
models being quite similar to each other at Hi masses
above ∼ 108M. At the low-mass end, the SAMs of
Fu et al. (2013) and Popping et al. (2014) agree well,
but the SAM of Kim et al. (2017) predicts significantly
higher halo masses, which may be attributed to the pho-
toionization feedback additionally implemented in order
to bring the model to better match the low-mass end
of the observed Hi mass function (HIMF). The empiri-
Fig. 13.— Hi-halo mass relation for central galaxies. We com-
pare our best-fitting model (open circles with error bars) with six
different models, including a halo-based semi-empirical model of
Popping et al. (2015), three semi-analytical models (SAMs) of Fu
et al. (2013), Popping et al. (2014), and Kim et al. (2017), and
two hydrodynamical simulation models from EAGLE (Crain et al.
2017) and Illustris (Vogelsberger et al. 2014). For convenience, we
display the 1σ ranges of the Hi-halo mass relations from different
models as color bands. The dotted line is the prediction from com-
bining the average Hi-stellar and stellar-halo mass relations (see
text).
cal relation from Popping et al. (2015) was obtained for
galaxies at z = 0 in two successive steps: first assign-
ing a star formation rate (SFR) to each galaxy using the
fitting functions from Behroozi et al. (2013a), and then
estimating both Hi and H2 masses by the combination
of an empirical molecular gas-based SFR relation and a
pressure-based molecular gas fraction relation. This re-
sult agrees broadly with the SAMs at Hi masses below
∼ 1010M. At higher masses, the halo mass predicted
by Popping et al. (2015) increases more rapidly with in-
creasing MHi. The authors considered the scatter in the
SFR-stellar mass relation but ignored the scatter in the
gas-related relations, which might be part of the reason
for the steep Hi-to-halo mass relation at high masses.
The two hydrodynamic simulations present similar
slopes, but significantly different amplitudes in the Hi-
to-halo mass relation. For MHi < 10
9M and at given
MHi, the halo mass of Hi-selected galaxies in the EAGLE
simulation is an order of magnitude higher than the halo
mass in the Illustris simulation. In other words, at a
fixed halo mass, the EAGLE simulation predicts too low
Hi mass in galaxies. At MHi > 10
9M the difference
decreases with increasing MHi, but still it is as large
as ∼ 0.5 dex even at MHi ∼ 1010M. The SAMs and
the empirical model of Popping et al. (2015) fall in be-
tween the EAGLE and Illustris simulations. More work
is needed if one were to fully understand the reason be-
hind the large discrepancy between the two simulations,
but the relatively poor resolution of the EAGLE simula-
tion could be part of the reason. Empirical models rather
than physics models related to cold gas have had to be
applied in the EAGLE simulation given the limited reso-
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Fig. 14.— Mean occupation functions from the best-fitting mod-
els for the three typical MHi-threshold samples with MHi >
108M (blue lines), 109M (green lines), and 1010M (red lines).
The total mean halo occupation function (solid lines) is decom-
posed into contributions from central galaxies (dotted lines) and
satellite galaxies (dashed lines).
lution, resulting in an HIMF significantly lower than the
observed one, as shown in Crain et al. (2017) (see their
Fig. 8 and also Fig. 16 below).
Our model agrees quite well with the Illustris simula-
tion for MHi > 10
9M where the clustering measure-
ments are robust to the sample variance (see discussion
in § 3). At MHi < 108.7M, the Illustris simulation
predicts a nearly constant halo mass, independent of
MHi. In contrast, the halo mass from our model still
strongly depends on MHi at these low Hi masses, a be-
havior which agrees with both the empirical model of
Popping et al. (2015) and the SAMs of Fu et al. (2013)
and Popping et al. (2014). However, we would like to
point out that, the agreement with these models at the
low mass end should not be overemphasized, again given
the large uncertainties in the clustering measurements as
extensively discussed above. Larger and deeper Hi sur-
veys are needed to reliably determine the low-mass end
of the Hi-to-halo mass relation.
5.2. Halo occupation distributions
Figure 14 displays the mean occupation distribu-
tion functions inferred from our best-fitting models
for three typical MHi-threshold samples with MHi >
108M (blue lines), 109M (green lines), and 1010M
(red lines). The total mean halo occupation function,
〈N(Mh)〉 (solid lines), is decomposed into contributions
from central galaxies, 〈Ncen〉 (dotted lines), and satellite
galaxies, 〈Nsat〉 (dashed lines). Because we have only
selected halos younger than the formation time thresh-
old a1/2, it is not surprising that the central occupa-
tion numbers for the samples of MHi > 10
9 and 1010M
are smaller than unity even for very massive halos with
Mh ∼ 1015M.
In traditional HOD models, the characteristic host halo
mass for central galaxies with a threshold luminosity or
stellar mass is usually given by Mmin, the mass at which
the mean occupation number of central galaxies per halo
is 0.5 (see Eq. 15; Zehavi et al. 2005, 2011; Zheng et al.
2009; White et al. 2011; Guo et al. 2014a, 2015b). In our
case, however, the central galaxy occupation does not
show a rapid cutoff at the low mass end, particularly for
the samples with MHi > 10
9M or higher. For instance,
for the sample of MHi > 10
10M, Mmin ∼ 3× 1014M,
but most of the central galaxies in this sample live in
halos of about 1011.5M (see Fig. 13). This results from
the fact that, by construction, our model tends to put
Hi galaxies into young, low mass halos to reduce the
large-scale bias. It should be noted that the mean oc-
cupation function implied by our model is of limited use
for the general HOD modeling, as halos are pre-selected
according to their assembly history, breaking the HOD
assumption that the galaxy content depends only on halo
mass.
Figure 15 shows the average halo occupation number
〈N(Mh)〉 (left panel) and the differential probability dis-
tribution of halo mass dp/d logMh (right panel) for the
MHi > 10
9M sample. The probability distribution of
halo mass is derived from the product of 〈N(Mh)〉 and
the halo mass function. We show the results only for the
sample with MHi > 10
9M and compare these with the
predictions of the same quantities from three models: the
SAM of Fu et al. (2013), the EAGLE simulation by Crain
et al. (2017) and the Illustris simulation by Vogelsberger
et al. (2014). Results are shown separately for central
and satellite galaxies. We consider only the three mod-
els because data for other models are not available to us.
We note that the EAGLE simulation data from Crain et
al. (2017) only include the central galaxy population.
For central galaxies, the SAM of Fu et al. (2013) pre-
dicts a bimodal distribution of 〈Ncen(Mh)〉, with two
well-separated populations peaked at Mh ∼ 1011.5M
and 1014.5M, respectively. This bimodal distribution
is not seen in the hydrodynamic simulations in which
the Hi-selected central galaxies are limited to halos with
intermediate-to-low masses. Neither is the bimodal dis-
tribution seen in our model, but our model appears to be
in better agreement with the SAM of Fu et al. (2013), in
the sense that both models predict a considerable frac-
tion of the most massive halos to be able to host Hi-rich
galaxies. For satellite galaxies, all the models predict a
power-law mean occupation function with halos of higher
masses hosting larger numbers of Hi-selected galaxies,
but on average our model requires the host halos of satel-
lites to be more massive than those in the other models.
In our model, the existence of Hi-rich satellites in massive
halos is possible as long as the halos are formed at a sub-
stantially late time. This population must be very rare
in observational samples given the extremely low abun-
dance of the most massive halos. In fact, Hi emission has
been detected in satellite galaxies of massive halos with
Mh ∼ 1014 − 1015M (e.g. Catinella et al. 2013).
The actual shape of the occupation function at high-
mass does not have a significant effect on the proba-
bility distribution of host halo mass, because the halo
mass function decreases rapidly with Mh at the massive
end. This can be clearly seen from the right panel of
Figure 15, where the probability distribution function of
host halo mass for central galaxies is concentrated to a
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Fig. 15.— Mean halo occupation number 〈N(Mh)〉 (left panel) and the differential probability distribution of halo mass dp/d logMh
(right panel) for the sample of MHi > 10
9M. The predictions from our best-fitting model are shown as the black lines, while the results
from the SAM of Fu et al. (2013), results from EAGLE and Illustris simulations are shown as the red, blue, and green lines, respectively.
The models for the central and satellite galaxies are displayed in solid and dashed curves, respectively.
Fig. 16.— Hi mass functions of all (left panel), central (middle panel), and satellite galaxies (right panel) from several models. The
results from the SAM of Fu et al. (2013), Illustris, and EAGLE are displayed as the red, green, and blue lines, respectively. Our model
predictions are shown as the filled circles. We also show for comparison the Schechter function fit from Martin et al. (2010) for all galaxies
in the ALFALFA sample as the black line in each panel.
narrow range of halo mass, ranging from a few ×109M
to ∼ 1013M, with a peak at ∼ 2 × 1010M. This re-
sult is in good agreement with the Illustris simulation,
while the distribution of halo mass for central galaxies in
both the EAGLE simulation and the SAM of Fu et al.
(2013) covers a similarly narrow halo mass range but is
peaked at 2− 3× 1011M, an order of magnitude higher
than predicted by our model. For satellite galaxies, all
the models including ours span a broad range of halo
mass from Mh ∼ 1011M up to ∼ 1015M, although
our model shows a slightly different shape in the overall
distribution.
5.3. Hi mass function
In Figure 16 we show the HIMF of galaxies as predicted
by our model for the full galaxy population (left panel),
and the populations of central (middle panel) and satel-
lite (right panel) galaxies. For comparison, the Schechter
function fit of the observational HIMF from ALFALFA
(Martin et al. 2010) is plotted as a black solid line and
repeated in every panel. By construction the HIMF from
our model perfectly matches the observed HIMF for the
whole Hi galaxy population. Furthermore, our model
predicts that the overall HIMF is predominantly con-
tributed by the central galaxy population. The central
and satellite populations contribute about 90% and 10%
of the total abundance at a given MHi, and this result
is essentially independent of the Hi mass, broadly con-
sistent with the satellite fractions listed in Table 2 which
are constant at ∼ 10%.
Figure 16 also shows the HIMF prediction of the
Illustris and EAGLE simulations, as well as the SAM
of Fu et al. (2013). Despite the agreement on the Hi-
halo mass relation between our model and the Illustris
simulation for MHi > 10
9M (see Fig. 13), the over-
all abundance of the Hi-selected galaxies from Illustris is
significantly higher than the other models, with largest
discrepancies at intermediate MHi, and this is true for
both centrals and satellites. The EAGLE simulation pre-
dicts an HIMF with a much lower amplitude than others,
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though the prediction is available only for central galax-
ies. The SAM of Fu et al. (2013) appears to broadly
agree with our model, particularly for the central galax-
ies and the full population. For satellite galaxies, the
SAM predicts a steeper slope at the low-mass end, where
the HIMF from our model is quite flat. It is not surpris-
ing that the SAM can successfully reproduce the overall
HIMF as the model parameters were tuned to do so. It
is encouraging that the SAM model and our model show
a broad agreement in both the central and satellite com-
ponents of the HIMF.
6. CONCLUSIONS
In this paper, we have investigated the dependence of
clustering on the Hi content of galaxies using the 70%
complete sample of the ALFALFA survey. We select
galaxy samples by different Hi mass thresholds, rang-
ing from MHi > 10
8M to MHi > 10
10.4M, and for
each sample we have estimated three clustering statis-
tics: the projected 2PCF wp(rp), the projected cross-
correlation function with respect to a reference sample,
and the redshift-space monopole moment ξ0(s). We con-
struct a halo-based statistical model in which the Hi con-
tent of a galaxy depends on both the host dark matter
halo mass and the halo formation time, and we use the
wp(rp) measurements to constrain the model parameters.
We discuss the Hi-halo mass relation and Hi mass func-
tions for central and satellite galaxies as inferred from our
best-fitting models, and compare these results with pre-
dictions of the same statistics from other models in the
literature including the traditional HOD models, semi-
analytic models of galaxy formation, and cosmological
hydro-dynamical simulations.
Our main conclusions can be summarized as follows.
• In contrast to previous studies that found no sig-
nificant dependence of clustering on Hi mass, we
find that the projected 2PCFs depend strongly on
the Hi mass, in the sense that galaxies of higher
Hi masses are more strongly clustered on scales
above a few Mpc than the lower Hi mass galax-
ies. This finding is robust, as we also infer con-
sistent galaxy bias factors from the redshift-space
monopole moments and the cross-correlations be-
tween the ALFALFA and SDSS galaxy samples.
• The bias factors of the low Hi-mass samples are sys-
tematically lower than the minimum bias of dark
matter halos selected by mass or Vpeak thresh-
olds. This implies that the relation between Hi-
rich galaxies and halos depends not only on halo
mass or Vpeak, as commonly assumed in traditional
halo models such as the HOD model or the simplest
SHAM model.
• The clustering measurements of the Hi-selected
samples can be reasonably explained by an ex-
tended SHAM model, which includes a parameter
related to the halo assembly bias effect in addition
to Vpeak. In our model, this parameter is chosen to
be the halo formation time.
7. DISCUSSIONS
Thanks to the most up-to-date ALFALFA α.70 sam-
ple, we are able to perform an extensive investigation
about the Hi-mass dependence of galaxy clustering. We
make full use of the flux-limited sample through weigh-
ing galaxy pairs by 1/Vmax to improve the clustering
measurements and to achieve effectively volume-limited
measurements. We have tested the robustness of our
clustering measurements by checking the finite volume
effect, analyzing the NGC and SGC subsamples sepa-
rately, measuring the clustering relative to a large ref-
erence sample, and carrying out comparisons with mock
catalogs. We find that the clustering measurements at
Hi masses below 109M are seriously biased by the ex-
istence of the super-clusters in the NGC, while the mea-
surements based on the SGC data alone appear to be
more consistent with the low bias factors at the low-
mass end as obtained from the redshift-space monopole
moments, which are less affected by the sample variance
when compared to the projected 2PCFs. However, larger
samples covering even larger volumes are still needed in
order to have unbiased clustering measurements at these
low Hi masses.
At MHi > 10
9M, where the different clustering
statistics provide consistent results, we find the clus-
tering on scales larger than a few Mpc to significantly
depend on Hi mass, with stronger clustering at higher
masses. Previous studies have controversial conclusions
about this dependence (Basilakos et al. 2007; Meyer et
al. 2007; Papastergis et al. 2013), which can at least par-
tially (if not purely) be attributed to the smaller sam-
ple sizes and the non-volume-limited clustering measure-
ments. In fact, the Hi mass dependence of clustering is
naturally expected given the positive correlation of MHi
with stellar mass (e.g., Fig.2 of Huang et al. 2012) and
the known stellar mass dependence of clustering (e.g. Li
et al. 2006). The stellar mass dependence has been stud-
ied in depth in the past decade for both low-z galaxies
and those at higher redshifts, thanks to the much larger
samples from optical spectroscopic or photometric red-
shift surveys. These studies have provided stringent con-
straints on the link between galaxies of different stellar
masses and their host dark matter halos. In principle,
the Hi-mass dependence of clustering should also pro-
vide interesting constraints on the galaxy-halo relation-
ship. Our halo-based model has shown that this is indeed
the case.
The model we have proposed in this work is an ex-
tended version of the simple SHAM model. In our model
the Hi content of a galaxy depends not only on the
mass (or more accurately Vpeak) of its host halo as in
the SHAM model, but also on the halo assembly history.
It has been known that the clustering of halos depends
not only on halo mass, but also on halo assembly his-
tory (Gao et al. 2005; Wechsler et al. 2006; Gao & White
2007; Wang et al. 2007a; Li et al. 2008). If the galaxy
formation and evolution tightly track the halo assembly,
the above halo assembly bias effect would translate to an
effect on galaxy clustering (a.k.a., galaxy assembly bias).
We have adopted three parameters to quantify halo as-
sembly history: halo formation time, halo spin, and halo
concentration, and found the halo formation time to be
the best parameter that can reproduce the clustering of
Hi-rich galaxies at all scales. One interesting prediction
of our model is that Hi-rich satellite galaxies could re-
side in massive halos as long as the halos are formed at
22 H. Guo et al.
substantially late times. This makes sense if the satellite
galaxies lose their cold gas in a smooth manner. That is,
the ram-pressure stripping of gas happens slowly, not im-
mediately at accretion as assumed in most of the current
semi-analytic models. Such smooth gas stripping has
been observed in satellite galaxies in low-redshift galaxy
clusters (e.g., Zhang et al. 2013), and has recently been
investigated in theoretical models (e.g., Luo et al. 2016).
Recent studies of galaxy clustering have attempted to
include the effect of halo assembly bias into the SHAM
model. By tying galaxy color to halo age, such models
can qualitatively reproduce the co-dependence of clus-
tering on stellar mass and color (Hearin & Watson 2013;
Zentner et al. 2014, 2016)13. Apparently, our model is
along the same line as these studies, and the results are
not surprising given the close correlation between cold
gas fractions of galaxies and their colors.
Observational studies attempting to directly detect the
galaxy assembly bias in galaxy clustering have produced
controversial results, however. On one hand, Miyatake
et al. (2016) and More et al. (2016) analyzed two sam-
ples of galaxy clusters which have similar halo masses of
1.9×1014h−1M as estimated from weak lensing signals,
and found their halo bias values to differ by a factor of
1.5. This was regarded as observational evidence in sup-
port of the halo assembly bias effect. On the other hand,
the assembly bias signal observed in the redMaPPer clus-
ters is shown to be strongly contaminated by the projec-
tion effect of the cluster membership identification (Zu
et al. 2016). In addition, Lin et al. (2016) compared the
clustering of early- and late-forming galaxies with a mean
halo mass of ∼ 9 × 1011h−1M, and found no convinc-
ing evidence for galaxy assembly bias. In cosmological
simulations, halo assembly bias is most pronounced for
low-mass halos with masses below ∼ 1013M, as orig-
inally found by Gao et al. (2005). Our model predicts
that the Hi-rich galaxies detected in the ALFALFA are
mostly hosted by halos less massive than 9×1011h−1M.
Our results imply that the Hi content of galaxies may
be more tightly correlated with the halo assembly his-
tory, compared to quantities derived from optical obser-
vations. Next-generation Hi surveys might be able to
provide better constraints on the correlation between Hi
gas and halo assembly, i.e., galaxy assembly bias on top
of halo assembly bias.
We find that at MHi > 10
9M the Hi-to-halo mass
relation predicted by our model agrees well with the rela-
tion from the Illustris simulation, while the EAGLE sim-
ulation and current semi-analytic models predict higher
halo masses at a given Hi mass. However, the Illustris
simulation predicts an HIMF which is substantially
too high when compared to the observed HIMF from
ALFALFA. By construction our model accurately repro-
duces the observed HIMF for the full sample, and ad-
ditionally predicts the HIMFs for central and satellite
galaxies separately. It is interesting to note that the pre-
dicted central galaxy HIMF by our model agrees well
with that from the SAM of Fu et al. (2013). For the satel-
13 We note that a recent study by Zu & Mandelbaum (2016)
suggests that, at stellar masses above 1010 h−2 M, models that
tie galaxy color to halo age are disfavored by the observed strong
halo mass bimodality between the red and blue central galaxies
from weak lensing (Mandelbaum et al. 2016).
lite population, the same SAM agrees with our model at
the high-mass end of the HIMF, but predicts too many
galaxies at MHi < 10
10M. We did not examine the
clustering properties predicted by these models, but in
principle our measurements of the Hi-dependent cluster-
ing should be helpful for testing and constraining the
models. In a recent paper, Zoldan et al. (2017) have an-
alyzed the Hi content of galaxies for six different SAMs,
finding most of them to agree with the observational pa-
per by Papastergis et al. (2013) in the sense that both
the models and the data reveal no significant mass de-
pendence of the clustering at MHi > 10
9.5M. However,
the results in Papastergis et al. (2013) are based on a
substantially smaller sample and on non-volume-limited
clustering measurements. Given the Hi-mass dependence
of the clustering we find here with larger samples and ef-
fectively volume-limited measurements, the comparison
between the SAM predictions and the observational re-
sults needs to be revisited in order to properly test the
models.
With much larger samples of Hi-selected galaxies in
the foreseeable future, we will be able to further verify
our model predictions and study the relation between the
cold gas and the halo environment in more depth. First,
one may make use of optically-selected galaxy samples
instead of Hi samples for the clustering analysis, esti-
mating a pseudo Hi mass for each galaxy based on the
tight scaling relations between the Hi gas content and
the other properties such as color and surface brightness
(e.g., Zhang et al. 2009; Li et al. 2012; Teimoorinia et al.
2017). Current photometric Hi estimators, which are cal-
ibrated with the existing Hi surveys, such as ALFALFA
and GASS, can provide unbiased Hi-to-stellar mass ra-
tios for galaxies spanning a wide range of gas mass frac-
tion, with scatter of only ∼ 0.2 − 0.3dex. By applying
their estimator to a large sample of SDSS galaxies, Li
et al. (2012) examined the dependence of galaxy clus-
tering on the Hi-to-stellar mass ratio and found that
at a given stellar mass, galaxies with higher gas frac-
tions have weaker clustering amplitudes. We expect that
the poorly estimated clustering at the low Hi-mass end
with the limited sample size to be well improved, thus
providing additional and important constraints on our
model, particularly at the low-mass end. The larger sam-
ple would also allow us to include not only the Hi mass,
but also the Hi-to-stellar mass ratio in clustering mea-
surements and modeling, a property supposed to be more
closely linked to the halo assembly history. Second, we
note that our simplified halo model is restrictive by con-
struction as the accuracy of the clustering measurements
from the small volume of the α.70 sample does not allow
for strong constraints on more sophisticated and flexible
models. The traditional SHAM model usually includes
the scatter in the stellar-to-halo mass as a free param-
eter (see e.g., Behroozi et al. 2010; Moster et al. 2010;
Leauthaud et al. 2012; Nuza et al. 2013; Reddick et al.
2013). In our model, we test the effect of the scatter but
do not include it in the adopted model, although part
of the scatter between the Hi and halo mass is taken
into account through the scatter between Vpeak and halo
mass. In addition, in our model we assume a constant
halo formation time threshold for each MHi-threshold
sample. With higher precision clustering measurements
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from future larger data, we expect to be able to better
constrain the mapping of the galaxy Hi content onto the
multi-dimensional halo parameter space (e.g., halo mass
and formation time).
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