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1. INTRODUCTION
As it is well known, in the standard formulation of general relativity theory the space-
time metric is considered as a fundamental gravitational field variable while the connection
and curvature are in a sense secondary and are derived from it. All the three are physi-
cally significant objects: the metric defines causal space-time structure and determines time
and length scales, the curvature distinguishes true gravitational effects from purely inertial
ones, while the connection encompasses the possibility of treating gravity as a gauge theory
which is important, in particular, in attempts of finding unification with the other types of
interaction. Quite remarkably, the beautiful and clear mathematical formalism of classical
general relativity allows for several alternative dynamical descriptions of the same physical
system.
Historically, the components of the metric tensor (in a specific gauge) were first used
as phase space variables (“gravitational potentials”) of the gravitational field (e.g., ADM
approach, [1]). Closely related are the approaches using the (pseudo-) orthonormal tetrads
or similar algebraic structures.
A more recent Ashtekar’s approach [2] exploits the connection as a source of phase space
variables, and a number of concrete realizations of such an idea have been developed (see
[3,4] and references therein).
There are, however, some other choices of a basic structure describing a state of the
gravitational field. Recently a considerable attention has been attracted to the formulations
in which the self-dual two-forms play a central role [5–10] (see a review and some further
references in [11]). It is certainly worthwhile to mention an important contribution to this
subject by Pleban´ski [12,13] (cf. also [14]) who investigated relations between the metric and
special bases of self- and anti-self-dual complex 2-forms and proved a number of statements
which underlie many of the modern developments [5–10]. In particular, the first order chiral
gravitational action for vacuum general relativity was introduced in [12].
Additional interest to the alternative gravitational field variables formulations is at-
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tracted by recent studies of formal similarities and exact mappings between Yang-Mills gauge
theories of internal symmetry groups and gauge gravity models [15–19]. These approaches
proved to be useful, in particular, for the problems of constructing new exact solutions
in gravity and Yang-Mills gauge theories. The relations between gravitational instantons
and Yang-Mills gauge fields are discussed in [20], while new singular SU(2) spherically and
cylindrically symmetric solutions with confining properties are reported in [21].
In the present work, we investigate the case when the space-time curvature is considered
as a primary characteristic of the gravitational field. Previously, there were attempts (using
different, mainly purely algebraic methods) to derive space-time metric in terms of curvature
[22–24], or in terms of connection [25]. In the so-called purely connection formulation of
general relativity [5,9] the metric is effectively eliminated in favour of connection. Our aim
is to go one step further and to eliminate both the metric and connection, leaving only the
curvature components as fundamental variables. We do not address at the moment such
problems as a construction of an action, Hamiltonian, momenta etc, leaving this for further
study. As a first necessary step, the very possibility of deriving a closed expression for the
vacuum Einstein field equations directly in terms of the curvature alone is demonstrated in
an explicit form. This is the main new result reported in our paper.
The structure of the paper is as follows. After explaining some basic notations and
conventions in section 2, in section 3 we introduce the notion of S-forms and discuss the
properties of these objects which play a central role in our approach. Our new observations
are formulated in the proposition 6 and corollaries 7,8. These technical results essentially
underlie all further derivations in the paper. In section 4 we show how one can construct S-
forms from the curvature Ω-forms. The crucial importance of S-forms in the description of a
four-dimensional Lorentzian geometry is outlined in section 5. Section 6 contains our main
result, the theorem 11, which gives a self-consistent formulation of the vacuum Einstein
equations in terms of the curvature two-forms. The mutual relations between different
subsets of the resulting algebraic-differential system of field equations are found in section
7. Our conclusions are summarised in section 8.
3
2. PRELIMINARIES AND NOTATIONS
We shall consider a complexified tangent space over some point of a 4-dimensional space-
time M . The Greek indices α,β, . . . are running over the set {1,2,3,4} enumerating the local
space-time coordinates. The capital Latin (spinor) indices, undotted A,B,. . . and dotted A˙,B˙,
. . . , run over the 2-element sets {0, 1} and {0˙, 1˙}, respectively.
Further, εαβµν , εαβµν and ǫ
AB, ǫAB, ǫ
A˙B˙, ǫA˙B˙ are the standard Levi-Civita symbols, 4-
dimensional and 2-dimensional, respectively. Spinorial ǫ’s are used for lowering and raising of
spinor indices in accordance with the rules ιB = ιA ǫ
AB, ιA = ǫAB ι
B, ιB˙ = ιA˙ ǫ
A˙B˙, ιA˙ = ǫA˙B˙ ι
B˙
(i.e. δBA = ǫ
B·
·A, δ
B˙
A˙
= ǫB˙·
·A˙
).
Finally, we recall the general definition of Hodge dual and of the so-called η-basis of the
exterior algebra over M . Let us denote a coframe 1–form ϑa (which forms an orthonormal
basis of the (complexified) cotangent space Λ1) and its dual frame ea, such that ea |ϑ
b = δba.
Let the volume 4–form be η = ϑ1 ∧ ϑ2 ∧ ϑ3 ∧ ϑ4. Then the η-basis and the Hodge duals are
defined as follows:
ηa = ea |η = ∗ϑa, (2.1)
ηab = eb |ηa = ∗(ϑa ∧ ϑb), (2.2)
ηabc = ec |ηab = ∗(ϑa ∧ ϑb ∧ ϑc), (2.3)
ηabcd = ed |ηabc = ∗(ϑa ∧ ϑb ∧ ϑc ∧ ϑd). (2.4)
3. ALGEBRA OF S-FORMS
Many of the results presented in this section seem to be well known, however we find
it useful to collect all the facts together and summarize them in a lucid way using the
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convenient formalism of spinor–valued (complex) exterior forms on M . The main result of
this section is formulated in the proposition 6.
Let us start our discussion with introducing a fundamental object – a triad of complex
2-forms SAB = SABµνdx
µ∧dxν which are labeled by a pair of spinor indices A,B. This object
is assumed to be symmetric, SAB = SBA, thus indeed representing three forms denoted by
S00, S01 = S10, S11.
Their properties are as follows. These forms are assumed to be non-degenerate in the
sense that
SKL ∧ SKL 6= 0, (3.1)
and form a complete set satisfying
SAB ∧ SCD = 13δA(C δBD) SKL ∧ SKL. (3.2)
In fact, the non-degeneracy condition (3.1) introduces on the the space-time manifold a
non-trivial volume 4-form which we denote
η := −1
3
SKL ∧ SKL. (3.3)
The sign is related to the orientation chosen on M and in fact one can introduce a different
orientation. The numerical factor is included for convenience of simplifying various relations
below. Such a formally defined volume is complex, in general (for the Lorentzian geometry
it is purely imaginary, see below).
Both relations (3.1) and (3.2) are explicitly covariant with respect to the SL(2, C) trans-
formations defined on the objects with the “undotted spinor indices” in accordance with
ι −→ ℓ · ι : (ℓ · ι)A = ℓAB ιB , (ℓ · ι)B = ℓAB ιA, (3.4)
where the complex transformation matrix |ℓAB| obeys the only constraint
ǫCDǫAB ℓ
A
C ℓ
B
D = 2,
i.e. is unimodular, |ℓAB| ∈ SL(2, C).
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We shall name the 2-forms SAB whose components obey the above conditions S-forms
for the sake of brevity.
Proposition 1 For each set of S-forms which satisfy the completeness (3.2) and the non-
degeneracy (3.1) conditions, there exists a basis θAB˙ of the complexified cotangent bundle Λ
1
such that
SAB =
1
2
θA
K˙ ∧ θBK˙ . (3.5)
Proof: Eqs. (3.2) include in particular the equations S00 ∧ S00 = S11 ∧S11 = 0, S00 ∧ S11 =
−η, which imply an existence of the linearly independent 1-forms θj , j = 1, 2, 3, 4, such that
S00 = θ
3 ∧ θ1, S11 = θ4 ∧ θ2, θ1 ∧ θ2 ∧ θ3 ∧ θ4 = η 6= 0. The latter relations are not changed
under the transformations of the 1-forms,

 θ
3
θ1

 −→ ℓ(1) ·

 θ
3
θ1

 ,

 θ
4
θ2

 −→ ℓ(2) ·

 θ
4
θ2

 , (3.6)
where ℓ(1), ℓ(2) are arbitrary complex 2 × 2 unimodular matrices. On the account of the
further equations (3.2), S01∧S00 = S01∧S11 = 0, S01∧S01 = 12η, one notices that the 2-form
S01 = S10 admits the expansion S01 = aθ
3 ∧ θ2 + bθ4 ∧ θ1 + pθ1 ∧ θ2 + qθ3 ∧ θ4, where the
coefficients a, b, p, q satisfy ab + pq = 1
4
. Applying the SL(2, C) transformations (3.6) one
can reduce this to −2S01 = θ1 ∧ θ2 + θ3 ∧ θ4. Finally, introducing the spinor indexing of
θ-tetrad by means of the correspondence
θ3 7→ θ00˙, θ1 7→ θ01˙, θ2 7→ θ10˙, θ4 7→ −θ11˙, (3.7)
Eq. (3.5) immediately follows.✷
Corollary 2 Given the 1-forms θAB˙ from the proposition 1, a family of 2-forms SA˙B˙ =
SB˙A˙, defined by
SA˙B˙ =
1
2
θKA˙ ∧ θKB˙ (3.8)
and consisting of three elements S0˙0˙, S0˙1˙ = S1˙0˙, S1˙1˙, obeys the “dotted” version of eqs. (3.2),
6
SA˙B˙ ∧ SC˙D˙ = 13δA˙(B˙ δC˙D˙) SK˙L˙ ∧ SK˙L˙, (3.9)
and the identities
SAB ∧ SC˙D˙ = 0, SKL ∧ SKL + SK˙L˙ ∧ SK˙L˙ = 0. (3.10)
Proof: The most straightforward way to prove eqs. (3.9)-(3.10) is to notice that SAB and
SA˙B˙ together form the basis θAB˙ ∧ θCD˙ of the complexified 2-forms Λ2 bundle as follows:
θAB˙ ∧ θCD˙ = ǫACSB˙D˙ + ǫB˙D˙SAC . (3.11)
The equation (3.11) is directly proved with the help of the standard spinor algebra methods.✷
Notice that all the above equations are invariant with respect to another independent
copy of the group SL(2, C) besides (3.4). The second SL(2, C) transformation group acts on
“dotted spinor indices” by the similar rules ιA˙ → ℓA˙
B˙
ιB˙, ιB˙ → ℓA˙B˙ ιA˙, where |ℓA˙B˙| ∈ SL(2, C).
In general, these two transformation groups are unrelated to each other.
An immediate consequence of the proposition 1 is the existence of metric on M which
can be defined in an SL(2, C) invariant manner as g = θA
B˙ ⊗ θAB˙. In the local coordinates
xα the complex frame has the components θAB˙α = ∂α |θ
AB˙ and hence the components of
the metric are
gαβ = θA
B˙
αθ
A
B˙β. (3.12)
From the proposition 1 it follows that this symmetric tensor is non-degenerate.
Given the volume 4–form (3.3) and the corresponding coframe 1-form θAB˙ (metric gαβ),
one can define the η-basis of the exterior algebra and compute the Hodge duals. Let us denote
eA
B˙ the complex frame (basis of the complexified tangent space) dual to the fundamental
coframe 1-form, i.e.
eA
B˙ |θCD˙ = δ
C
Aδ
B˙
D˙
. (3.13)
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Proposition 3 The Hodge duals and the η-basis related to the coframe θAB˙ are as follows:
ηA
K˙ = eA
B˙ |η = ∗θAK˙
= 2
3
SAC ∧ θCK˙ , (3.14)
ηAB
K˙L˙ = eB
L˙ |ηA
K˙ = ∗(θAK˙ ∧ θBL˙)
= ǫABS
K˙L˙ − ǫK˙L˙SAB, (3.15)
ηABC
K˙L˙M˙ = eC
M˙ |ηAB
K˙L˙ = ∗(θAK˙ ∧ θBL˙ ∧ θCM˙)
= ǫABǫ
M˙(L˙θC
K˙) − ǫK˙L˙ǫC(BθA)M˙ , (3.16)
ηABCD
K˙L˙M˙N˙ = eD
N˙ |ηABC
K˙L˙M˙ = ∗(θAK˙ ∧ θBL˙ ∧ θCM˙ ∧ θDN˙)
= −ǫABǫCDǫM˙(K˙ǫL˙)N˙ + ǫD(AǫB)CǫK˙L˙ǫM˙N˙ . (3.17)
Proof: One should straightforwardly calculate subsequent interior products. For example,
starting from (3.3) and using (3.5) and (3.13), one finds
eA
B˙ |η = 1
3
SKL ∧ eAB˙ |(θKM˙ ∧ θLM˙ ) = 23SAL ∧ θLB˙.
This proves (3.14), the rest relations (3.15)-(3.17) are demonstrated analogously.✷
Corollary 4 Under the conditions of the proposition 1 the 2-forms SAB and SA˙B˙ are,
respectively, anti-self-dual and self-dual with respect to the metric (3.12) they define,
∗ SAB = −SAB, ∗SA˙B˙ = SA˙B˙. (3.18)
Two contractions of (3.15) yield (3.18).✷
Corollary 5 Under the conditions of the proposition 1 the components of the metric
(3.12) and its determinant are expressed in terms of the rational functions of the components
of 2-forms SAB via the Urbantke formula,
gαβ =
2
3
∗(SABα ∧ SBC ∧ SCAβ), (3.19)
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where SABα = ∂α |SAB,
3 = − ∗(SKL ∧ SKL). (3.20)
Proof: Noticing that
SABα = θ(A
K˙
|α|θB)K˙ (3.21)
and using (3.5), one should apply (3.17) to the r.h.s. of (3.19). Analogously, making complete
pairwise contraction of all indices in (3.17), one finds (3.20).✷
It seems worthwhile to write (3.19) and (3.20) explicitly in terms of the S–forms compo-
nents. Recalling that SAB = SABµνdx
µ ∧ dxν , and hence SABα = 2SABαβdxβ, one finds for
(3.19) and (3.20), respectively,
√
det ggαβ = −83εµνρσSABαµSBCρσSCAνβ, (3.22)
3
√
det g = −εµνρσSKLµνSKLρσ. (3.23)
Hence we see that indeed the metric components and its determinant are the rational func-
tions of components of S–forms. One should keep in mind that the signs on the r.h.s.’s of
(3.22)-(3.23) depend on the orientation chosen on M . With another (opposite) choice both
signs would be pluses. A different, purely algebraic mechanism which changes these signs
is provided by what can be called an “anti-dotting” operation. In simple terms, this means
that the dotted S-forms SA˙B˙ replace the original SAB in all formulas, and vice versa. This
reflects the completely equivalent role of dotted and undotted S-forms in determining the
metric structure.
The 3-forms ηAB˙ indeed form the basis of the space of all complex 3-forms over M , and
this is expressed in the identity
θAK˙ ∧ θBL˙ ∧ θCM˙ = ǫA(BηC)K˙ǫL˙M˙ − ǫK˙(L˙ηAM˙)ǫBC . (3.24)
The latter can be proven with the standard spinor indices manipulation tricks after noticing
that the l.h.s. is antisymmetric under the permutation of any pair of indices {A
K˙
}, {B
L˙
}, {C
M˙
}.
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The forms ηAB˙ are of particular importance, because their components actually determine
the inverse of the metric tensor (3.12). Indeed, let us first notice that
θAB˙ ∧ ηCD˙ = δACδD˙B˙ η, (3.25)
which follows when computing the interior product eC
D˙ |(θAB˙∧η) for the zero 5-form inside
the parentheses. On the other hand, when taking explicitly the coordinate basis eα = ∂α
and the corresponding coordinate coframe dxα one finds analogously dxα ∧ ηβ = δαβη with
ηα = ∂α |η (3.26)
as the coordinate 3-form of η-basis. Expanding ηA
B˙ with respect to the coordinate basis
(3.26),
ηA
B˙ = eA
B˙αηα, (3.27)
we immediately see that (3.25) yields
eA
B˙αθCD˙α = δ
C
Aδ
B˙
D˙
. (3.28)
From this one evidently has
eA
B˙αθAB˙β = δ
α
β , (3.29)
and consequently, the components of the inverse metric tensor are given by
gαβ = eA
B˙αeAB˙
β. (3.30)
It is straightforward to prove the identity gαβgβγ = δ
α
γ substituting the definitions (3.12)
and (3.30) and (3.28)-(3.29). Contracting (3.30) with the components of the coframe, and
(3.12) with that of the dual frame, one finds the useful relations,
gαβθA
B˙
β = eA
B˙α, gαβeA
B˙β = θA
B˙
α. (3.31)
It is clear that the components of ηA
B˙ describe the expansion of the coordinate coframe
with respect to the fundamental θAB˙ coframe, namely
10
dxα = eA
B˙αθAB˙. (3.32)
[Let us mention also that the frame of tangent space evidently reads eA
B˙ = eA
B˙α∂α, this
explains the notation for the components eA
B˙α].
It is straightforward to see that the components of the inverse metric (3.30) are, like
(3.22)-(3.23), the rational functions of the S–forms components, namely,
3
4
(det g) gαβ = −εαµνγεβρσδSABµνSBCγδSCAρσ. (3.33)
It seems worthwhile to mention that unlike the relatively well known so-called Urbantke
formula (3.22), the inverse metric expression (3.33) was not reported in the literature, at least
to our knowledge. Both formulas play an important role in the subsequent reformulation of
the vacuum Einstein equations in terms of the curvature components.
It is clear that gµν , g
µν may be regarded as metric tensors. In general, they are complex.
However, if the equation
SAB ∧ SCD = 0 (3.34)
is fulfilled (where the overbar denotes complex conjugation), i.e. the subspaces of Λ2 spanned
by the triads SAB and SAB, respectively, are “wedge orthogonal”, then the metric is con-
formal to real one possessing the Lorentz signature. Moreover, if ℜ(SKL ∧ SKL) = 0 the
conformal factor reduces to one of the fourth roots of 1, i.e. 1,−1, i or −i. Then the obvious
constant rescaling of S-forms leads to the real Lorentzian metric.
We shall not give a proof of that claim here but mention that in the latter case (det g)
is real negative. Bearing this in mind, we remark that perhaps it would be better to rewrite
all the component formulas, namely, (3.22), (3.23) and (3.33), with the metric determinant
in the form
√
det g = i
√− det g. The definition of the volume 4-form should be then
η = ±i1
3
SKL ∧ SKL instead of (3.3), with the Hodge duals in the proposition 3 modified
correspondingly. Then the imaginary unit would take its usual place in the duality equations
(3.18). However, the use of the complex formally Euclidean definitions simplifys all the
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calculations below, and we thus will not change the original notation as soon as the reality
conditions are not imposed until the very end.
The 1–forms SABα prove to be an extremely useful objects in the subsequent discussion
of relations between S-forms and connection and curvature forms. The following statement
summarizes some of the key properties of these forms.
Proposition 6 Under the conditions of the proposition 1, the 1-forms SABα satisfy the
following identities
SABα ∧ SCD = δ(A(C ∗SB)D)α − 12δA(CδBD) ηα, (3.35)
SCDα ∗(dxα ∧ dxβ ∧ SAB) = − ∗ (dxβ ∧ S(A(CδB)D))− 12δA(CδBD) dxβ, (3.36)
where, as usually in this paper, the Hodge star dual is determined by the metric defined by
the S–forms (as summarized in (3.14)-(3.17)).
Proof: We start directly from the completeness condition and apply the interior product
with the coordinate basis ∂α to (3.2). This yields
SABα ∧ SCD + SAB ∧ SCDα = −δA(CδBD) ηα, (3.37)
where we have used (3.3) and (3.26). Now from (3.24) we find
θAD˙ ∧ SBC = δA(BηC)D˙, (3.38)
and using (3.21), one straightforwardly computes
SABα ∧ SCD − SAB ∧ SCDα = θ(A|K˙|αδB)(C ∧ ηD)K˙ + θ(CK˙ |α|δ(AD) ∧ ηB)K˙ . (3.39)
Applying Hodge operator to (3.21), one gets
∗ SABα = θ(AK˙ |α|ηB)K˙ , (3.40)
and it remains only to rearrange the r.h.s. of (3.39) with the help of (3.40), with the final
formula
12
SABα ∧ SCD − SAB ∧ SCDα = 2δ(A(C ∗SB)D)α. (3.41)
Combining (3.37) and (3.41), one proves the first identity (3.35).
The second identity (3.36) is simply the Hodge dual of the first one, although some
efforts are required to demonstrate this explicitly. To begin with, one easily notices that
since ηα = ∗dxα (hereafter lower coordinate index is understood to be moved with the help
of the metric gαβ), the last terms on the r.h.sides of (3.35) and (3.36) are dual. As for the
first terms on the r.h.sides, one derives
dxβ ∧ SBC = gαβdxα ∧ SBC = gαβeAD˙αθAD˙ ∧ SBC = θ(BD˙ |β|ηC)D˙, (3.42)
where we used (3.32), (3.31), and (3.38). Thus in view of (3.40),
∗ (dxβ ∧ SBC) = −SBCβ , (3.43)
and we have proven that the r.h.s. of (3.35) is a Hodge dual of the r.h.s. of (3.36). Now
let us prove the duality of the left hand sides. We will several times make use of the well
known identity
Φ ∧ ∗Ψ = Ψ ∧ ∗Φ, (3.44)
which holds for any forms Φ,Ψ of equal degree. As a preliminary step we notice that
dxγ ∧ SABβ ∧ SCD = dxβ ∧ SCDγ ∧ SAB. (3.45)
This is directly seen when multiplying (3.35) by the coordinate coframe 1-form from the left,
and then recalling that dxγ ∧ ηβ = δγβη = dxβ ∧ ηγ , while using (3.44),
dxγ ∧ ∗SBDβ = SBDβ ∧ ηγ = 2SBDβαdxα ∧ ηγ = 2SBDβγη (3.46)
= −dxβ ∧ ∗SBDγ.
And now we can complete the demonstration. By using repeatedly (3.44) and (3.46), we
find
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dxγ ∧ ∗[SCDα ∗(dxα ∧ dxβ ∧ SAB)] = [SCDα ∗(dxα ∧ dxβ ∧ SAB)] ∧ ηγ
= 2SCDαγ ∗(dxα ∧ dxβ ∧ SAB)η
= 2SCDαγdx
α ∧ dxβ ∧ SAB
= dxβ ∧ SCDγ ∧ SAB
= dxγ ∧ [SABβ ∧ SCD], (3.47)
where we have used (3.45) at the last line. Thus by Cartan’s lemma we see that
SABβ ∧ SCD = ∗[SCDα ∗(dxα ∧ dxβ ∧ SAB)],
and this ends the proof of the second identity (3.36).✷
Corollary 7 An arbitrary spinor-valued symmetric 1–form TAB = TBA and any 1-form
ψ satisfy the identities
∗ (ψ ∧ SAB) ∧ SCD = ψ ∧ S(C(AδD)B) + 12 ∗ψ δC(AδDB), (3.48)
TAB = −
(
∗(dxα ∧ UAC)SCBα + ∗(dxα ∧ UBC)SCAα
)
+ ∗UAB, (3.49)
TAB ∧ SCD = −U (C(AδD)B) + ∗(UAB) ∧ SCD + ∗(U (C(A) ∧ SD)B) + ∗(UK(A)δ(CB) ∧ SD)K , (3.50)
with
UAB = T
D
(A ∧ SB)D,
where the S–forms satisfy the conditions of the proposition 1, and the Hodge dual is defined
by the S-corresponding metric.
Proof: Take the coefficients of the T -form in coordinate basis, TABβdx
β and compute the
contraction of the identity (3.36) with 2δD(M ǫN)(Aδ
C
K)T
K
Bβ . This proves (3.49), while (3.50)
follows from the latter with the help of (3.35). The identity (3.48) is in fact a different form
of (3.35) with the relation (3.43) inserted.✷
Immediate consequences of (3.48)-(3.50) are
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∗ (ψ ∧ SAB) ∧ SAB = 32 ∗ψ, (3.51)
TAB ∧ SAB = − ∗ (TD(A ∧ SB)D) ∧ SAB, (3.52)
which are identically satisfied for any symmetric 1-form TAB and any 1-form ψ.
Corollary 8 Under the conditions of the proposition 1, the following cubic identity is
fulfilled (cf. (3.19)),
SABα ∧ SCD ∧ SEF β = η
(
1
2
gαβδ
(A
(Cǫ
B)(Eδ
F )
D) − 2δ(A(CSB)(E |αβ|δF )D)
)
. (3.53)
Proof: Multiply the identity (3.35) by SEF β and then use (3.44), (3.46) and (3.35).✷
4. ALGEBRAIC RELATIONS OF S- AND Ω-FORMS
Let us introduce some convenient notations. We define the quadratic (I) and cubic
(J) “totally contracted” operators over the objects ZABCD with four spinor indices which
are symmetric with respect to the first and last pairs, ZABCD = Z(AB)(CD) = Z(CD)(AB).
Specifically, let
I[Z] = ZKL
MN ZMN
KL,
J [Z] = ZKL
MN ZMN
PQ ZPQ
KL,
Jk[Z] = J [Z]− k (tr[Z])3, where tr[Z] = ZKLKL. (4.1)
Let us consider, preliminarily, the problem of the inverting of a 3 × 3 matrix formed by
the components of a totally symmetric 4-index spinor CABCD = C(ABCD). (A particular
example of such an object is provided by the Weyl conformal curvature spinor, see also
section 5). This problem arises, in particular, in the pure connection formulation of general
relativity [9] but it was only briefly discussed there.
Proposition 9 Let the 4-index spinor ZABCD be symmetric in the first and last index
pairs, ZABCD = Z(AB)(CD) = Z(CD)(AB), and obey the algebraic constraints
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ZK (AB)K = 0, I[Z] = (tr[Z])
2. (4.2)
Then
C˜ABCD = ZAB
KL ZKL
CD − ZABCD ZKLKL (4.3)
is totally symmetric and obeys the equations
ZAB
KL C˜KL
CD = 1
3
J1[Z]δ
C
(A δ
D
B), (4.4)
1
3
J1[Z] ZAB
CD = C˜AB
KL C˜KL
CD − 1
2
I[C˜] δC(A δ
D
B). (4.5)
Proof: Regarding the index pairs AB and CD as multi-indices, ZAB
CD may be interpreted
as a 3× 3 matrix [Z]. As such, it annihilates its own characteristic polynomial which equals
[Z]3 − (tr[Z])[Z]2 − 1
2
{tr([Z]2)− (tr[Z])2} [Z]
−1
6
{(tr[Z])3 − 3 tr[Z] tr([Z]2) + 2 tr([Z]3)} [I].
In our case tr([Z]2) = I[Z], tr([Z]3) = J [Z], the unit matrix [I] = |δA(CδBD)|. Using the
second of eqs. (4.2), one finds
[Z]
{
[Z]2 − [Z] tr[Z]
}
= 1
3
[I] {J [Z]− (tr[Z])3)} ,
and (4.4) immediately follows.
Next, eqs. (4.3), (4.4) yield
C˜AB
KL C˜KL
CD = 1
3
J1[Z](ZAB
CD − ZKLKLδC(A δDB))
and hence I[C˜] = −2
3
tr[Z]J1[Z], that proves (4.5).
Finally, the first of eqs. (4.2) entails the total symmetry of C˜ABCD: it is easy to show
that any contraction of the r.h.s. of (4.3) vanishes.✷
Now let us assume ZABCD to be not an arbitrary but constructed from the components of
a set of 2-forms ΩAB = ΩABµνdx
µ ∧ dxν obeying the index symmetries of S-forms: ΩABµν =
Ω(AB)[µν]. Specifically, let
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ZAB
CD = ΩAB
CD − 1
2
ΩKL
KL δC(A δ
D
B), (4.6)
where we denoted
ΩAB
CD = εαβµν ΩABαβΩ
CD
µν . (4.7)
Notice that, by construction, ΩK (AB)K = 0.
Further, we introduce another set of two-forms,
S˜AB = ZAB
KLΩKL = ΩAB
KLΩKL − 12ΩKLKLΩAB (4.8)
which possess the same index symmetries as Ω- and S-forms and are the homogeneous cubic
polynomials in the components ΩABµν .
Proposition 10 If the components ΩABµν obey the constraints
2ΩAB
CDΩCD
AB = (ΩKL
KL)2, (4.9)
J 1
4
[Ω] = ΩAB
CDΩCD
PQΩPQ
AB − 1
4
(ΩKL
KL)3 6= 0, (4.10)
then the 2-forms S˜AB satisfy the conditions of the proposition 1, namely
S˜AB ∧ S˜CD = 13δA(C δBD) S˜KL ∧ S˜KL, S˜KL ∧ S˜KL 6= 0. (4.11)
Proof: Equation (4.9) guarantees the satisfaction of the conditions (4.2) of the proposition
9 for (4.6). The corresponding totally symmetric spinor reads
C˜CD
KL = ΩCD
MNΩMN
KL − 1
2
ΩCD
KLΩPQ
PQ
= ZCD
MNΩMN
KL (4.12)
In view of (4.4) and (4.12) we find
S˜AB ∧ S˜CD = 13δA(C δBD) J1[Z]dx1 ∧ dx2 ∧ dx3 ∧ dx4 (4.13)
It is easy to see that tr[Z] = −1
2
ΩKL
KL, I[Z] = 1
4
(ΩKL
KL)2, and J1[Z] = J 1
4
[Ω], hence
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S˜KL ∧ S˜KL = J 1
4
[Ω]dx1 ∧ dx2 ∧ dx3 ∧ dx4 6= 0. (4.14)
This ends the proof.✷
These results solve the problem of inverting the relation (4.8). The inverse reads
1
3
J 1
4
[Ω]ΩAB = C˜AB
KL S˜KL. (4.15)
For further applications we now introduce new objects
SAB = e
φ S˜AB, CABCD = 3e
−φ(J 1
4
[Ω])−1C˜ABCD (4.16)
with some yet unspecified scalar φ. Obviously,
ΩAB = CAB
KL SKL. (4.17)
Notice that the 2-forms SAB evidently also satisfy the conditions of the proposition 1 with
SKL ∧ SKL = e2φJ 1
4
[Ω]dx1 ∧ dx2 ∧ dx3 ∧ dx4. (4.18)
Let us give also the following useful higher order identities:
ΩAB
KLC˜KL
CD = 1
2
tr[Ω] C˜AB
CD + 1
3
J 1
4
[Ω]δC(A δ
D
B), (4.19)
ΩA
KL
BC˜KL
CD = 1
3
J 1
4
[Ω]δC(A δ
D
B), (4.20)
C˜AB
KLC˜KL
CD = 1
3
J 1
4
[Ω]ΩAB
CD, (4.21)
C˜AB
KLC˜KL
MN C˜MN
CD = 1
3
J 1
4
[Ω]
(
1
2
tr[Ω] C˜AB
CD + 1
3
J 1
4
[Ω]δC(A δ
D
B)
)
. (4.22)
From these one finds
I[C˜] = 1
3
J 1
4
[Ω] tr[Ω], J [C˜] = 1
3
(J 1
4
[Ω])2, J [C] = 9e−3φ(J 1
4
[Ω])−1. (4.23)
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5. LORENTZIAN GEOMETRY IN TERMS OF S-FORMS: BASIC EQUATIONS
Here we briefly outline the method of describing the 4-dimensional Lorentzian geometry
in terms of special sets of S-forms. Our consideration is everywhere local.
As it was shown in the previous sections, the metrical properties of the Lorentzian 4-
dimensional space-time can be exhaustively described by the triad of complex spinor-valued
2-forms SAB = SBA = SABµνdx
µ ∧ dxν which obey
(i) the non-degeneracy condition (3.1)
(ii) the completeness condition (3.2) and
(iii) the reality conditions
SAB ∧ SCD = 0, ℜ(SKL ∧ SKL) = 0. (5.1)
The very metric can be restored from the S-forms by means of the Urbantke equations (3.22),
(3.23), (3.33). However such basic characteristics of the geometry as the connection and the
curvature do not require the immediate use of the metric tensors and can be completely
described in terms of the S-forms alone. In particular, the symmetric (torsion-free) metric-
compatible connection is described by the complex-valued 1-forms ΓAB = ΓBA obeying the
first structure equations
d SAB + 2Γ
K
(A ∧ SB)K = 0. (5.2)
The complex-valued 2-forms ΩAB = ΩBA of the the curvature associated with connection
ΓAB are expressed in terms of the latter as follows (the second structure equations):
ΩAB = dΓ
A
B + Γ
K
B ∧ ΓAK . (5.3)
Curvature and connection forms satisfy also the Bianchi identities
dΩAB + 2Γ
K
(A ∧ ΩB)K = 0. (5.4)
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As it is well known, the vacuum Einstein equations are equivalent to the existence of the
expansion (cf., e.g., [12,5,9])
ΩAB = YAB
KL SKL (5.5)
for some coefficients YABKL = Y(AB)(KL). The latter can be written
YAB
CD = 1
2
ΨAB
CD − 1
12
δC(Aδ
D
B) R (5.6)
in terms of the totally symmetric Weyl spinor (spinor of conformal curvature) ΨABCD =
Ψ(ABCD)(= 2CABCD) and the scalar curvature R which is constant by virtue of the vacuum
version of Bianchi identities. It follows that Y K (AB)K = 0. We shall assume R = 0 below,
therefore restricting our consideration to the case of the vanishing cosmological term. Then
the relation (4.17), more restrictive than (5.5), takes place.
Assuming that ΓAB and ΩAB are arbitrary symmetric 1- and 2-forms (i.e., they do not
necessarily satisfy the eqs. (5.3) and (5.4)), let us introduce the following differential oper-
ators
IIAB = II
A
B αβdx
α ∧ d xβ = dΓAB + ΓKB ∧ ΓAK − ΩAB, (5.7)
BAB = BABαβγ dxα ∧ dxβ ∧ d xγ = dΩAB + 2ΓK (A ∧ ΩB)K . (5.8)
As it is easily seen, the following identities
dBAB + 2ΓK (A ∧ BB)K ≡ 2IIK (A ∧ ΩB)K , (5.9)
d IIAB + Γ
K
B ∧ IIAK − ΓAL ∧ IILB ≡ −BAB (5.10)
hold true for any ΓAB and ΩAB.
Further, assuming the fulfillment of the first structure equation (5.2), one obtains
IIK (A ∧ SB)K ≡ 0, (5.11)
provided the equation ΩK (A ∧ SB)K = 0 is fulfilled (that holds true in particular in the case
of the relation (5.5)).
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6. CLOSED FORM OF VACUUM EINSTEIN EQUATIONS
At first, it would be convenient to define two cubicG operators in a class of the symmetric
spinor-valued 2-forms which include, in particular, the objects described above as the S-
forms (cf. eqs. (3.22), (3.33)):
G[S]αβ = ε
µνρσSA
B
αµSB
C
ρσSC
A
νβ , (6.1)
G[S]αβ = εαµνγεβρσδSA
B
µνSB
C
γδSC
A
ρσ. (6.2)
Notice that the eqs. (6.1)-(6.2) specify the tensor densities with respect to coordinate trans-
formations.
In accordance with the eqs. (3.19), (3.20), components of the metric tensor can be di-
rectly expressed via the corresponding S-forms. On the other hand if the vacuum Einstein
equations are fulfilled then the S-forms and the curvature Ω-forms are closely connected by
means of the simple equation (4.17). It may be supposed therefore that the metric can be
expressed algebraically in terms of the curvature forms as a rational function of components
of latter. Such an algebraic problem was investigated in [22–24], proving this conjecture to
be true in a wide class of curvature structures. In our approach this is true provided the
generic condition J 1
4
[Ω] 6= 0 is fulfilled, which is equivalent to the non-vanishing of the cubic
invariant J [Ψ] of the undotted Weyl spinor. However, the algebraic relations alone do not
completely suffice to determine the metric from the curvature, and a differential equation is
to be solved to obtain a scalar scaling factor.
To demonstrate how the curvature is connected with the metric in the vacuum case let
us calculate the cubic densities G[Ω]µν and G[Ω]
µν . They can be easily found using eqs.
(3.53) and (4.22). In the case of totally symmetric Y ABCD = CABCD, eq. (3.53) implies
G[Ω]µν =
1
3
J [C]G[S]µν , G[Ω]
µν = 1
3
J [C]G[S]µν . (6.3)
At the same time, proposition 10 tells us that the 2-forms S˜AB, which components are
directly constructed from the curvature (4.8), also define a metric on M . We will denote
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this auxiliary metric g˜αβ, and the corresponding Hodge operator will be also denoted by the
tilde, ∗˜.
In accordance with eqs. (4.14), (4.23), (4.18), one finds
gµν = e
φg˜µν , g
µν = e−φg˜µν , (6.4)
g˜µν =
8
3
G[Ω]µν , g˜
µν = −4(J 1
4
[Ω])−1G[Ω]µν . (6.5)
As we see, the S-forms (and the space-time metric g) cannot be completely determined in
a purely algebraic way in terms of the curvature forms from eq. (4.17) because both CABKL
and SKL are unknown. The degree of the corresponding ambiguity is however expressed by a
single scalar function (generally complex) φ, which is reflected in the fact that the eqs. (6.4)
involve the yet unspecified factors e±φ. We shall see that φ can be fixed but differential
equations rather than algebraic ones have to be drawn here. Specifically, these additional
equations are the consequence of the of the Bianchi equations.
A possible way of solving the problem of finding the local geometry of a generic vacuum
space-time from its curvature is described as follows.
Assuming the fulfillment of conditions (i)-(iii) of the section 5 we are precisely in a posi-
tion of the proposition 1 (see section 3) and may exploit eqs. (3.35), (3.36) (as well as further
algebraic relations given in sections 3,4). In particular, the straightforward application of
the identity (3.49), with an arbitrary 1-form TAB replaced by the connection, allows to show
that the only solution of the eq. (5.2) with respect to the connection forms ΓAB is described
by the formula (see earlier discussion in [26]):
ΓAB = − ∗(dxα ∧ dSK(A)SB)Kα − 12 ∗dSAB. (6.6)
Using (3.49)-(3.48) and (4.19)-(4.23), (after some lengthy algebra) one finds
2CABCD ∗(ΓK(A ∧ ΩB)K) ∧ ΩCD = 13J [C]ΓAB ∧ SAB,
and hence from (3.52) and the structure equations (5.2) we get an immediate consequence
of the Bianchi identities (5.4),
2CABCD ∗(dΩAB) ∧ ΩCD + 13J [C] ∗(dSAB) ∧ SAB = 0.
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Substituting CABCD and SAB expressions provided by the eqs. (4.16), and using (4.23), one
reduces the last equation to
dφ = Φ[Ω], (6.7)
where
Φ[Ω] := 2
3
∗˜
(
2C˜ABCD∗˜(dΩAB) ∧ ΩCD + ∗˜(dS˜AB) ∧ S˜AB
)
. (6.8)
Here one should keep in mind that C˜ABCD and S˜AB are determined by the curvature accord-
ing to the eqs. (4.12), (4.8), and all the Hodge duals ∗˜ are also defined by the curvature with
the help of the auxiliary metric g˜ which is explicitly constructed as the rational function of
the curvature components in accordance with (6.5).
A remarkable feature of eq. (6.7) is thus that besides dφ the only functions involved in
it are the Ω-forms components. This differential equation fixes the conformal factor φ.
We can now finalize the work, rewriting explicitly all the objects and relations in terms of
the curvature. Using the equations (4.16), (6.7) and (3.51), one finds the closed expression
of the connection forms in terms of the curvature components and their derivatives,
ΓAB =
1
2
∗˜(Φ[Ω] ∧ S˜AB)− ∗˜(dxα ∧ dS˜K (A)S˜B)Kα − 12 ∗˜dS˜AB. (6.9)
A similar transformation (in which (3.51) plays a central role) re-casts vacuum Bianchi
equations (5.4) to the form expressed in terms of the curvature components alone,
B[Ω]AB ≡ dΩAB + 12Φ[Ω] ∧ ΩAB − ∗˜(dS˜K(A) ∧ ΩB)K
+ 3
2
1
J 1
4
[Ω]
(
C˜AB
KLdS˜KL − 2 ∗˜(dS˜KL) ∧ S˜M (AC˜B)KLM
)
= 0. (6.10)
The above facts are summarized in the form of a theorem.
Theorem 11 In case of non-zero cubic invariant of the conformal curvature J [Ψ] =
ΨABCDΨ
CD
EFΨ
EF
AB the vacuum Einstein equations (with zero cosmological term) can be
presented in the closed form in terms of the components ΩABµν of the curvature 2-forms
ΩAB = ΩABµν dx
µ ∧ dxν. The complete set of equations is separated into the following
families:
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(A) algebraic constraints
2ΩABCD Ω
CD
AB = (Ω
AB
AB)
2, J 1
4
[Ω] 6= 0,
where ΩAB CD = ε
αβµν ΩABαβ ΩCDµν , and J 1
4
[ ] is defined by (4.1);
(B) second order scaling equation
d(Φ[Ω]) = 0,
where Φ[Ω] is defined by (6.8) with C˜ABCD defined by (4.12) , and S˜AB defined by (4.8);
(C) first order Bianchi equations (6.10) with the Hodge duals ∗˜ defined by the auxiliary
metric (6.5) where G[ ]µν ,G[ ]
µν are defined by (6.2), (6.1);
(D) second order structure equations
II[Ω]AB ≡ dΓ[Ω]AB + Γ[Ω]KB ∧ Γ[Ω]AK − ΩAB = 0,
where Γ[Ω]AB is defined by (6.9);
(E) non-holomorphic reality conditions
ΩAB ∧ ΩCD = 0, ℑ
(
2Φ[Ω] + (J 1
4
[Ω])−1dJ 1
4
[Ω]
)
= 0.
With the item (E) dropped out, the conditions (A)–(D) discriminate a complex vacuum
solution of Einstein equations.
It can be seen that all the equations mentioned in theorem are invariant with respect
to the two transformation groups: the group of general coordinate transformations and the
group SL(2, C) of spinorial transformations (essentially, its 2-fold covering group SO(3, C)
which is isomorphic to the special orthochronous Lorentz group).
Proof of theorem: The scaling equation (B) implies a local existence of the scalar φ such
that d φ = Φ[Ω], determining it up to an arbitrary complex constant. By virtue of the
algebraic constraints, the eqs. (4.6), (4.8), (4.16) determine a family of 2-forms SAB =
SABµν d x
µ ∧ d xν which in accordance with the proposition 10 satisfy the conditions of
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proposition 1, i.e. are the S-forms. Moreover it can be shown that equations (C),(D) of
theorem are nothing else but the eqs. (5.4), (5.3), respectively, for the connection form
specified by (6.6), thus automatically obeying (5.2).
Concerning the basic field equations listed in the section 5 it remains to discuss the reality
condition SAB ∧ SCD = 0, ℜ(SKL ∧ SKL) = 0. The first of them is equivalent to the first
equation of reality condition (E) of theorem since SAB and ΩAB span the same subspaces
of the complex valued 2-forms space. Further, the second of equations (E) is integrated by
virtue of the scaling equation and then exponentiated to
ℑ
(
ei(real constant) · e2φJ 1
4
[Ω]
)
= 0.
Notice now that all the equations of theorem are invariant with respect to the shift
φ → (φ + complex constant) that allows to re-cast the above equation to ℑ(i e2φJ 1
4
[Ω]) ≡
ℜ(e2φJ 1
4
[Ω]) = 0 which in its turn coincides with the second reality condition (5.1). Theorem
is therefore proven. ✷
It is worthwhile to note that the theorem does not claim a solution of the equations
listed above immediately yields a real metric (by means of the eqs. (6.5)). Indeed, it can be
seen from the proof that such a metric may be only conformal to a real Lorentzian one but
the conformal factor is necessarily a constant (all the equations of the theorem are invariant
with respect to the constant conformal rescaling). Then a certain complex shift of the scalar
φ has to be applied to provide a real metric. This ambiguity seems however to be unessential
and so the equations are equivalent to the original vacuum Einstein equations.
7. CONSISTENCY CONDITIONS
The equations listed in theorem 11 are not totally independent but manifest some differ-
ential and algebraic relations. The latter represent the adapted form of the general identities
(5.9)-(5.11) in fact. It is useful to give an explicit form of such a consistency conditions of
the vacuum Einstein equations which are important in the construction of the evolution
system and for the counting of the number of degrees of freedom of the field.
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It has been mentioned that (5.9) and (5.10) hold true for arbitrary ΓAB and ΩAB. In
particular, the connection in terms of the curvature Γ[Ω]AB, given by (6.9), may be applied.
Then the identity (5.10) reads
dII[Ω]AB + 2Γ[Ω]
K
(A ∧ II[Ω]B)K + B[Ω]AB = 0. (7.1)
We see that the fulfillment of (D) yields (C) of the theorem 11. It is worth noting that the
algebraic constraints (A) are always assumed to be true, which is necessary for the derivation
of (7.1) from (5.10).
Similarly, it follows from (5.9)
dB[Ω]AB + 2Γ[Ω]K (A ∧ B[Ω]B)K = 2II[Ω]K (A ∧ ΩB)K , (7.2)
In contrast to (7.1), the above equation does not imply II[Ω]AB = 0 whenever the Bianchi
equations B[Ω]AB = 0 are satisfied, but rather a less restrictive constraint II[Ω]K (A∧ΩB)K = 0
is entailed. Nevertheless some equations from the closed system become linear dependent.
Further, the way of introduction of the operator Φ[Ω] implies the additional identity
C˜ABCD ∗˜(B[Ω]AB) ∧ ΩCD = 0, (7.3)
which in its turn entails, by virtue of (7.1), the closed linear homogeneous equation restricting
possible values of II[Ω]AB with Ω’s obeying algebraic constraints (A):
C˜ABCD ∗˜(dII[Ω]AB + 2Γ[Ω]KA ∧ II[Ω]BK) ∧ ΩCD = 0. (7.4)
A consequence of the last identity (5.11) is a little subtle. In contrast to (5.9), (5.10)
which are true for arbitrary Γ,Ω, the eq. (5.11) is valid only if the first structure equations
(5.2) are fulfilled. In the framework of the current section, the connection (6.6) obeys
the structure equations (5.2) automatically but the expression (6.9) does not, in general.
However it is easy to see that Γ[Ω]AB still obeys (5.2) provided Φ[Ω] = dφ for some (arbitrary)
function φ and SAB = e
φ S˜AB, the latter relation being regarded here as the definition of its
l.h.s. In such a case therefore II[Ω]
K
(A ∧ S˜B)K = 0 for arbitrary φ. On the other hand, from
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the formal point of view this equation could fail in general case, that is after the replacement
dφ→ Φ[Ω], only because then dΦ[Ω], unlike ddφ = 0, does not vanish identically. Thus the
restoring of Φ[Ω] in place of dφ in the adapted version of the identity (5.11) introduces the
additional term proportional to dΦ[Ω]. The latter can easily be calculated yielding the final
identity
− 3dΦ[Ω] ∧ S˜AB + 2II[Ω]K (A ∧ S˜B)K = 0. (7.5)
Note that if the structure equations II[Ω]AB = 0 are fulfilled then Φ[Ω] obeys the complexified
source-free Maxwell-type equations.
We have proven
Proposition 12 If the algebraic constraints (A) of theorem 11 are fulfilled then the
l.h.s.’s of the equations (B)-(D) obey a series of identities presented by (7.1)–(7.5).
8. DISCUSSION
The physical importance of space-time curvature which distinguishes the gravitational
and purely inertial effects suggests that the components of the curvature, rather than that
of the metric or connection, should be interpreted as the mathematical representative of
the “true” gravitational field. Then the problem arises to describe the main physical and
geometrical structures in terms of this fundamental object. The first tractable case of a
significant physical interest is the one of the absence of extended sources of gravity, i.e. the
case of a vacuum space-time which was considered above.
In the case of a non-zero cubic conformal curvature invariant, a generic vacuum Einstein
space-time curvature is endowed with an extremely simple algebraic structure. The crucial
point is the use of a special family of 2-forms, named above S-forms, which span the subspace
of anti-self-dual elements of the complexified 2-forms space and are fixed up to SO(3, C)
group transformations. A remarkably simple quartic constraint imposed on the components
of the (anti-self-dual complex of) curvature 2-forms (see item (A) of the theorem 11) is
necessary for the latter to be associated with a vacuum geometry. If it is fulfilled, the
metric can be restored from the curvature components up to a conformal factor (see the
eq. (6.5)), with the conformal metric components being homogeneous rational functions of
the components of curvature 2-forms.
Further, the conformal factor φ, which is necessary for the complete determination of
the geometry, is calculated from the equation dφ = Φ[Ω] formulated in terms of curvature
components. The latter equation is automatically consistent due to the Bianchi identities.
Keeping these basic relations in mind, it is straightforward to deduce a complete set
of the vacuum gravitational field equations (including the Bianchi equations) in a closed
form in terms of the curvature components alone. These are listed in theorem 11. An
important intermediate step, which seems to be worthwhile mentioning, is the derivation
of an explicit closed representation for the connection 1-forms in terms of the curvature
components (eq. (6.9)).
The auxiliary metric g˜ with the relevant Hodge operator ∗˜ turn out to be a convenient
technical tool which enables the complete reformulation of the vacuum Einstein theory in
terms of the curvature. Of more fundamental importance is the general formalism of S-forms
which is very helpful, in particular, in discussing exact solutions of the gravitational field
equations. The present paper contains the formal general framework. Its applications to the
study of exact solutions will be considered elsewhere.
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