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X-RAY TOMOGRAPHY OF ONE-FORMS WITH PARTIAL
DATA
JOONAS ILMAVIRTA AND KEIJO MO¨NKKO¨NEN
Abstract. If the integrals of a one-form over all lines meeting a small
open set vanish and the form is closed in this set, then the one-form is
exact in the whole Euclidean space. We obtain a unique continuation
result for the normal operator of the X-ray transform of one-forms, and
this leads to one of our two proofs of the partial data result. Our proofs
apply to compactly supported covector-valued distributions.
1. Introduction
Let f be a one-form on Rn where n ≥ 2. We define the X-ray transform
(also known as the Doppler transform in this case) of f by the formula
(1) X1f(γ) =
∫
γ
f
where γ is a line in Rn. We freely identify one-forms with vector fields, so
the differential of a scalar field corresponds to its gradient. We are interested
in the problem of reconstructing f from X1f . One-forms of the form f = dφ
where φ goes to zero at infinity are always in the kernel of X1. Thus one can
only try to recover the solenoidal part f s of the solenoidal decomposition f =
f s + dφ from the data X1f . The transform X1 is known to be solenoidally
injective [28, 36], i.e. X1f = 0 implies f = dφ for some scalar function φ.
We study whether this implication holds in the whole space also in the case
where we know X1f only for a subset of lines.
We consider the following partial data problem for X1. Let V ⊂ Rn be
a nonempty open set. Assume that we know df |V and X1f on all lines
intersecting V , where df is the exterior derivative or the curl of the one-
form f . Can we determine the solenoidal part f s – find f modulo potential
fields – from this data? We will study the uniqueness of the partial data
problem: If df |V = 0 and X1f = 0 on all lines intersecting V , does it follow
that f s = 0?
The partial data problem for X1 can be reduced to the following unique
continuation problem for the normal operator N1 = X
∗
1X1: if df |V = 0 and
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N1f |V = 0, does it follow that f s = 0? We prove that such unique continu-
ation property holds for compactly supported covector-valued distributions
under the weaker assumption that N1f vanishes to infinite order at some
point in V . The unique continuation of the normal operator implies unique-
ness for the partial data problem: The solenoidal part of a one-form f is
uniquely determined whenever one knows the curl of the one-form in V and
the integrals of f over all lines intersecting V .
For scalar fields the uniqueness of a corresponding partial data problem
and the unique continuation of the normal operator were proved in [15]. We
generalize the results to one-forms using the results for scalar fields in our
proofs. We also obtain partial data results and unique continuation results
for the generalized X-ray transform of one-forms XA = X1 ◦A where A is a
smooth invertible matrix-valued function. As a special case of this transform
we study the transverse ray transform in R2.
We give two alternative proofs for the partial data results. The first one
uses the unique continuation of the normal operator while the second one
works directly at the level of the X-ray transform and is based on Stokes’
theorem.
The X-ray transform of one-forms or vector fields has applications in the
determination of velocity fields of moving fluids using acoustic travel time
measurements [26] or Doppler backscattering measurements [27]. Medical
applications include ultrasound imaging of blood flows [17, 18, 38]. The
transverse ray transform of one-forms has applications in the temperature
measurements of flames [2, 34]. For two-tensors the applications include also
diffraction tomography [21], photoelasticity [11] and polarization tomogra-
phy [36]. For a more comprehensive treatment see the reviews [32, 33, 37]
and the references therein.
We will give our main results in section 1.1 and discuss related results
in section 1.2. The preliminaries are covered in section 2 and finally the
theorems are proven in section 3.
1.1. Main results. Here we give the main results of this paper. The proofs
can be found in section 3. First we briefly go through our notation; for more
detailed definitions see section 2.
Let E ′(Rn) be the space of compactly supported distributions. By f ∈
(E ′(Rn))n we mean that f = (f1, . . . , fn) where fi ∈ E ′(Rn) for all i =
1, . . . , n. We call (E ′(Rn))n the space of compactly supported covector-
valued distributions. We denote by X1 the X-ray transform of one-forms
and by N1 = X
∗
1X1 its normal operator; see (19) for an explicit formula.
We say that N1f vanishes to infinite order at x0 ∈ Rn if it is smooth in a
neighborhood of x0 and ∂
β(N1f)i(x0) = 0 for all β ∈ Nn and i = 1, . . . , n.
We denote the exterior derivative of differential forms by d. When acting
on scalars, it corresponds to the gradient.
Our first result is a unique continuation property for the normal op-
erator N1. The corresponding result for scalar fields and the operator
N0 = X
∗
0X0 of the scalar X-ray transform X0 (see equation (12)) was proven
in [15, Theorem 1.1].
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Theorem 1.1. Let f ∈ (E ′(Rn))n and V ⊂ Rn some nonempty open set.
If df |V = 0 and N1f vanishes to infinite order at x0 ∈ V , then f = dφ for
some φ ∈ E ′(Rn).
We point out that as df vanishes in V , the distribution N1f is smooth
in V by lemma 3.3 and the vanishing condition at a point is well-defined.
Theorem 1.1 is also true under the weaker assumption that df |V = 0 and
d(N1f) vanishes to infinite order at x0 (see the proof in section 3.1). The
condition that f is closed in V (i.e. df |V = 0) is satisfied if, for example,
f |V = 0. When f is solenoidal (i.e. div(f) = 0), theorem 1.1 gives the
following unique continuation property: if f |V = N1f |V = 0, then f = 0.
The next result is stated directly at the level of the X-ray transform. The
corresponding problem with full data was solved in [36, Theorem 2.5.1].
Theorem 1.2. Let f ∈ (E ′(Rn))n and V ⊂ Rn some nonempty open set.
Assume that df |V = 0. Then X1f vanishes on all lines intersecting V if
and only if f = dφ for some φ ∈ E ′(Rn).
Remark 1.3. In theorems 1.1 and 1.2 the support of the potential φ is
contained in the convex hull of spt(f).
One can view theorems 1.1 and 1.2 in terms of the global solenoidal de-
composition f = f s + dφ (see section 2.1 and equation (4)). The conclusion
f = dφ for some φ ∈ E ′(Rn) is equivalent to f s = 0.
From theorem 1.2 we obtain the following local partial data result in a
bounded domain Ω ⊂ Rn. The X-ray transform of f ∈ (L2(Ω))n is defined
to be X1f := X1f˜ where f˜ is the zero extension of f to Rn.
Theorem 1.4. Let f ∈ (L2(Ω)))n where Ω ⊂ Rn is a bounded and smooth
convex domain and let V ⊂ Ω be some nonempty open set. Assume that
df |V = 0. Then X1f = 0 on all lines intersecting V if and only if f = dφ
for some φ ∈ H10 (Ω).
In terms of the local solenoidal decomposition f = f sΩ + dφΩ (see sec-
tion 2.1 and equation (5)) the conclusion f = dφ for some φ ∈ H10 (Ω) is
equivalent to that f sΩ = 0.
From theorem 1.1 we also obtain the following unique continuation and
partial data results for the transform XA = X1 ◦ A where A = A(x) is
smooth invertible matrix field. We denote by NA = A
T ◦N1 ◦A the normal
operator of XA. When B is the constant matrix field B(v1, v2) = (v2,−v1)
where (v1, v2) ∈ R2 we write XB = X⊥ and call X⊥ the transverse ray
transform.
Corollary 1.5. Let f ∈ (E ′(Rn))n and V ⊂ Rn some nonempty open set.
If d(Af)|V = 0 and NAf |V = 0, then f = A−1(dψ) for some ψ ∈ E ′(Rn).
Corollary 1.6. Let f ∈ (E ′(Rn))n and V ⊂ Rn some nonempty open set.
Assume that d(Af)|V = 0. Then XAf vanishes on all lines intersecting V
if and only if f = A−1(dψ) for some ψ ∈ E ′(Rn).
In corollaries 1.5 and 1.6 the distribution ψ ∈ E ′(Rn) is the potential part
of the solenoidal decomposition of Af ∈ (E ′(Rn))n and spt(ψ) is contained
in the convex hull of spt(f). As a special case of the transform XA we obtain
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the next partial data result for the transverse ray transform X⊥ which is
similar to the full data result in [2].
Corollary 1.7. Let f ∈ (E ′(R2))2 and V ⊂ R2 some nonempty open set.
Assume that div(f)|V = 0. Then X⊥f vanishes on all lines intersecting V
if and only if div(f) = 0.
In particular, if df |V = div(f)|V = 0 and both X1f and X⊥f vanish on
all lines intersecting V , then f = 0.
Alternatively, one can conclude in the first claim of corollary 1.7 that
f = curl(ψ) for some ψ ∈ E ′(Rn) where curl(ψ) = (∂2ψ,−∂1ψ). In terms of
the global solenoidal decomposition this is equivalent to that f = f s. Also
in the latter claim it is enough to know the partial data of X1f for V ⊂ R2
and the partial data of X⊥f for W ⊂ R2 where V and W can be disjoint.
Remark 1.8. Some of the results above can be slightly generalized. Using
the same proof as in theorem 1.4 one can show that corollaries 1.6 and 1.7
hold also in the local case when f ∈ (L2(B))n. Also in corollary 1.5 one can
replace the condition NAf |V = 0 with the requirement that NAf vanishes
to infinite order at x0 ∈ V when A is a constant matrix field. Especially,
this holds for the normal operator of the transverse ray transform. One can
also see from theorem 1.2 and corollary 1.7 that the X-ray transform and
the transverse ray transform provide complementary information about the
one-form in R2.
We note that if A = A(x) is not invertible for all x ∈ Rn, we can still
conclude in corollary 1.6 that Af = dψ for some potential ψ ∈ E ′(Rn). Thus
we obtain the “pointwise projection” Af modulo potentials from the local
data for XAf . We also remark that in all of our results which consider
the X-ray transform in Rn we could replace the assumption of compact
support with rapid decay at infinity. If all the derivatives of the matrix
field A = Aij(x) grow at most polynomially, then the results are true for
one-forms which components are Schwartz functions. This follows since
the corresponding partial data result for scalar fields holds for Schwartz
functions [15] and our method of proof is based on reducing the problem of
one-forms to the problem of scalar fields.
1.2. Related results. Similar partial data results as in theorems 1.2 and 1.4
are previously known for scalar fields. If one knows the values of the scalar
function f in an open set V , then one can uniquely reconstruct f from its
local X-ray data [3, 15, 20]. In R2 uniqueness is also obtained under weaker
assumptions: if f is piecewise constant, piecewise polynomial or analytic
in V , then one can recover f uniquely from its integrals over the lines going
through V [19, 20, 44]. A complementary partial data result is the Helgason
support theorem [12]. According to Helgason’s theorem, if f |C = 0 and
the integrals of f vanish on all lines not intersecting a compact and convex
set C, then f = 0.
The normal operator of the X-ray transform of scalar fields admits a
similar unique continuation property as in theorem 1.1. If f is a function
which satisfies f |V = 0 and N0f vanishes to infinite order at some point in V ,
then f = 0 [15]. This is a special case of a more general unique continuation
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result for Riesz potentials [15] (see equation (12)). Unique continuation of
Riesz potentials is related to unique continuation of fractional Laplacians [4,
9, 15] (see also equation (13)).
Unique reconstruction of the solenoidal part of a one-form or vector
field with full data is known in Rn [18, 26, 38, 39] and on compact sim-
ple Riemannian manifolds with boundary [14, 28]. In Rn uniqueness holds
for compactly supported covector-valued distributions as well [36]. Some
partial data results are known for one-forms. The solenoidal part can
be reconstructed by knowing X1f on all lines parallel to a finite set of
planes [18, 31, 35]. When n ≥ 3, the solenoidal part can be locally recovered
near a strictly convex boundary point [40] or from the knowledge of X1f on
all lines intersecting a certain type of curve [43] (see also [8]). One can also
obtain information about the singularities of the curl of a compactly sup-
ported covector-valued distribution from its X-ray data on lines intersecting
a fixed curve [30]. There is a Helgason-type support theorem for one-forms:
if f |C = 0 and X1f = 0 on all lines not intersecting a convex and compact
set C, then the solenoidal part of f vanishes [39] (see also the discussion
after the alternative proof in section 3.2).
The transverse ray transform has been studied earlier with full data
in R2 [2, 25] and also on Riemannian manifolds [16, 36] (see also [1] for
a support theorem). The transverse ray transform is a special case of a
more general mixed ray transform [5, 6, 36]. In higher dimensions the trans-
verse ray transform is related to the normal Radon transform [37, 41]. In R2
and on certain Riemannian manifolds the knowledge of X1f and X⊥f fully
determines the one-form [2, 16]. By theorem 1.2 and corollary 1.7 this is true
in R2 also in the case of partial data. In higher dimensions f is determined
by X1f and the normal Radon transform of f [41]. A similar transform
to XA was studied in [16, 29].
Acknowledgements. K.M. was supported by Academy of Finland (Centre
of Excellence in Inverse Modelling and Imaging, grant numbers 284715 and
309963). We are grateful to Lauri Oksanen for discussions.
2. Preliminaries
In this section we give a brief introduction to the theory of X-ray tomog-
raphy of scalar fields and one-forms in Rn. We also define the generalized
X-ray transform of one-forms. First we recall the definition and solenoidal
decomposition of covector-valued distributions. We mainly follow the con-
ventions of [7, 13, 24, 36, 39, 42] and refer the reader to them for further
details.
2.1. Covector-valued distributions and solenoidal decomposition.
We denote by D(Rn) the space of compactly supported smooth functions,
byS (Rn) the space of rapidly decreasing smooth functions (Schwartz space)
and by E(Rn) the space of smooth functions. All spaces are equipped with
their standard topologies. The spaces D′(Rn), S ′(Rn) and E ′(Rn) are the
corresponding topological duals. Elements of D′(Rn) are called distributions
and E ′(Rn) can be seen as the space of compactly supported distributions.
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We have the continuous inclusions E ′(Rn) ⊂ S ′(Rn) ⊂ D′(Rn). We write
the dual pairing as 〈f, ϕ〉 when f is a distribution and ϕ is a test function.
We define the vector-valued test function space (D(Rn))n such that ϕ ∈
(D(Rn))n if and only if ϕ = (ϕ1, . . . , ϕn) and ϕi ∈ D(Rn) for all i = 1, . . . , n.
The topology of the space (D(Rn))n is defined as follows: a sequence ϕk con-
verges to zero in (D(Rn))n if and only if (ϕk)i converges to zero in D(Rn)
for all i = 1, . . . , n. We then define the space of covector-valued distribu-
tions (D′(Rn))n so that f ∈ (D′(Rn))n if and only if f = (f1, . . . , fn) and
fi ∈ D′(Rn) for all i = 1, . . . , n. The duality pairing of f ∈ (D′(Rn))n and
ϕ ∈ (D(Rn))n becomes
(2) 〈f, ϕ〉 =
n∑
i=1
〈fi, ϕi〉 .
The spaces (E(Rn))n, (S (Rn))n, (E ′(Rn))n and (S ′(Rn))n are defined in a
similar way and we call (E ′(Rn))n the space of compactly supported covector-
valued distributions. Covector-valued distributions are a special case of
currents which are continuous linear functionals in the space of differential
forms [7, Section III]. The components of the exterior derivative or the curl
of a one-form or covector-valued distribution are
(3) (df)ij = ∂ifj − ∂jfi.
One can split certain covector-valued distributions into a divergence-free
part and a potential part. If f ∈ (E ′(Rn))n, then we have the unique de-
composition [36]
(4) f = f s + dφ, div(f s) = 0
where φ ∈ S ′(Rn) and f s ∈ (S ′(Rn))n are smooth outside spt(f) and go to
zero at infinity. Here φ is defined so that it solves the equation ∆φ = div(f)
in the sense of distributions and f s = f − dφ. The decomposition (4)
is known as solenoidal decomposition or Helmholtz decomposition and it
holds also for f ∈ (S (Rn))n [36]. We call f solenoidal if div(f) = 0. For
the decomposition (4) this means that f = f s.
If f is supported in a fixed set, we can do the decomposition locally in
that set. If Ω ⊂ Rn is a regular enough bounded domain and f ∈ (L2(Ω))n,
we let φΩ to be the unique weak solution to the Poisson equation
(5)
{
∆φ = div(f) in Ω
φ ∈ H10 (Ω).
Then we have f = f sΩ + dφΩ where f
s
Ω = f −dφΩ ∈ (L2(Ω))n and div(f sΩ) =
0. If f ∈ (C1,α(Ω))n for some 0 < α < 1, then there is unique classical
solution φΩ ∈ C2,α(Ω) to the boundary value problem (5) and the solenoidal
decomposition holds pointwise [10].
2.2. The X-ray transform of scalar fields. Let Γ be the set of all ori-
ented lines in Rn. The X-ray transform of a function f is defined as
(6) X0f(γ) =
∫
γ
fds, γ ∈ Γ
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whenever the integrals exist. The set Γ can be parameterized as
(7) Γ = {(z, θ) : θ ∈ Sn−1, z ∈ θ⊥}.
Then the X-ray transform becomes
(8) X0f(z, θ) =
∫
R
f(z + tθ)dt
and it is a continuous map X0 : D(Rn)→ D(Γ). One can define the adjoint
using the formula
(9) X∗0ψ(x) =
∫
Sn−1
ψ(x− (x · θ)θ, θ)dθ
and it follows that X∗0 : E(Γ) → E(Rn) is continuous. By duality we can
define X0 : E ′(Rn)→ E ′(Γ) and X∗0 : D′(Γ)→ D′(Rn) as
〈X0f, ϕ〉 = 〈f,X∗0ϕ〉(10)
〈X∗0g, η〉 = 〈g,X0η〉.(11)
The normal operator N0 = X
∗
0X0 is useful in studying the properties of
the X-ray transform since it takes functions on Rn to functions on Rn. It
has an expression
(12) N0f = 2(f ∗ |·|1−n)
for continuous functions f decreasing rapidly enough at infinity. By duality
the formula (12) holds also for compactly supported distributions and the
normal operator becomes a map N0 : E ′(Rn) → D′(Rn). One can invert f
from its X-ray transform using the normal operator by
(13) f = c0,n(−∆)1/2N0f,
where c0,n = (2pi
∣∣Sn−2∣∣)−1 is a constant depending on the dimension and
(−∆)1/2 is the fractional Laplacian of order 1/2. The inversion formula
(13) holds for f ∈ E ′(Rn) and for continuous functions f decreasing rapidly
enough at infinity.
2.3. The X-ray transform of one-forms. Let f be a one-form on Rn.
We define its X-ray transform as
(14) X1f(γ) =
∫
γ
f, γ ∈ Γ
whenever the integrals exist. Using the parametrization (7) for Γ we obtain
(15) X1f(z, θ) =
∫
R
f(z + tθ) · θdt.
It follows that X1 : (D(Rn))n → D(Γ) is continuous. The adjoint is defined
as
(16) (X∗1ψ)i(x) =
∫
Sn−1
θiψ(x− (x · θ)θ, θ)dθ
andX∗1 : E(Γ)→ (E(Rn))n is also continuous. Thus we can defineX1 : (E ′(Rn))n →
E ′(Γ) and X∗1 : D′(Γ)→ (D′(Rn))n as
〈X1f, ϕ〉 = 〈f,X∗1ϕ〉(17)
〈X∗1g, η〉 = 〈g,X1η〉 .(18)
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If f ∈ (Lp(Ω))n where Ω ⊂ Rn is a bounded domain and p ≥ 1, we define its
X-ray transform as X1f := X1f˜ where f˜ ∈ (E ′(Rn))n is the zero extension
of f .
Like in the scalar case we define the normal operator N1 = X
∗
1X1 and it
satisfies the formula
(19) (N1f)i =
n∑
j=1
2xixj
|x|n+1 ∗ fj .
The normal operator can be extended to a map N1 : (E ′(Rn))n → (D′(Rn))n
and the formula (19) holds for f ∈ (E ′(Rn))n and also for continuous one-
forms decreasing rapidly enough at infinity. One can invert the solenoidal
part of f using the normal operator by
(20) f s = c1,n(−∆)1/2N1f,
where c1,n = |Sn| is a constant depending on the dimension and (−∆)1/2
operates componentwise. The formula (20) holds for f ∈ (E ′(Rn))n and also
for continuous one-forms decreasing rapidly enough at infinity.
2.4. The generalized X-ray transform of one-forms. Let A = A(x)
be a smooth matrix-valued function on Rn such that for each x ∈ Rn the
matrix A(x) is invertible. We define the transform XA of a one-form f as
(21) XAf(γ) =
∫ ∞
−∞
A(γ(t))f(γ(t)) · γ˙(t)dt = X1(Af)(γ), γ ∈ Γ.
Thus XA can be seen as the X-ray transform of the “rotated” one-form Af .
The transform XA can also be defined on compactly supported covector-
valued distributions. We first let 〈Af, ϕ〉 = 〈f,ATϕ〉 for f ∈ (D′(Rn))n and
a test function ϕ where AT is the pointwise transpose of A and (ATϕ)(x) =
AT (x)ϕ(x). Then clearly A is a map A : (E ′(Rn))n → (E ′(Rn))n. Therefore
we can define XA : (E ′(Rn))n → D′(Γ) as XAf = X1(Af). One easily sees
that the adjoint is X∗A = A
T ◦X∗1 and the normal operator becomes NA =
AT ◦N1 ◦A. By the discussion above the normal operator can be extended
to a map NA : (E ′(Rn))n → (D′(Rn))n.
Let B be the constant matrix field on R2 defined as B(v1e1 + v2e2) =
v2e1−v1e2 where {e1, e2} is any orthonormal basis of R2. The matrix B cor-
responds to a clockwise rotation by 90 degrees. We then define the transverse
ray transform X⊥ by letting X⊥ = XB. It follows that the transverse ray
transform provides complementary information about the solenoidal decom-
position compared to the X-ray transform, i.e. X1 determines the solenoidal
part and X⊥ determines the potential part of a one-form [2] (see also theo-
rem 1.2 and corollary 1.7).
3. Proofs of the main results
We give two alternative proofs for the partial data results. The first proof
uses the unique continuation of the normal operator and the second proof
works directly at the level of the X-ray transform. Both proofs are based on
the corresponding results for scalar fields.
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3.1. Proofs using the unique continuation of the normal operator.
In this section we prove our main results using the unique continuation
property of the normal operator. We need the following lemmas in our
proofs.
Lemma 3.1 ([15, Theorem 1.1]). Let V ⊂ Rn be some nonempty open set
and g ∈ E ′(Rn). If g|V = 0 and ∂β(N0g)(x0) = 0 for some x0 ∈ V and all
β ∈ Nn, then g = 0.
Lemma 3.2 (Poincare´ lemma). Let g ∈ (D′(Rn))n such that dg = 0. Then
there is η ∈ D′(Rn) such that dη = g. If g ∈ (E ′(Rn))n, then η ∈ E ′(Rn).
The proof of lemma 3.2 can be found in [13, 22]. We first prove the
unique continuation result for the normal operator. The proof is based on
the fact that we can reduce the unique continuation problem of N1 to a
unique continuation problem of N0 acting on the components of df .
The assumptions of theorem 1.1 come in two stages. We first assume that
df |V = 0. To make sense of the next assumption that N1f vanishes at x0
to infinite order, we need to ensure that it is smooth near this point. This
is given by the next lemma.
Lemma 3.3. Let V ⊂ Rn be an open set and f ∈ (E ′(Rn))n. If df |V = 0,
then N1f |V is smooth.
Proof. Take any x0 ∈ V and a small open ball B centered at it and contained
in V . As df |B = 0, the Poincare´ lemma applied in the ball B (lemma 3.2
is applicable because B is diffeomorphic to Rn) gives f |B = dh for some
h ∈ D′(B). Let B′ ⊂ B be a smaller ball with the same center, and let
χ ∈ D(B) be a bump function so that χ|B′ ≡ 1. If we let h′ = χh ∈ E ′(Rn),
then f = dh′ + g, where g ∈ (E ′(Rn))n with g|B′ = 0.
As X1(dh
′) = 0 (cf. (26)), we have N1f = N1g. Because g|B′ = 0, it
follows from properties of convolutions that N1f is smooth in B
′. Now
that N1f is smooth in a neighborhood of any point in V , the claim follows.

Proof of theorem 1.1. The normal operator has an expression
(22) (N1f)i =
n∑
j=1
2xixj
|x|n+1 ∗ fj .
We can write the kernel as
(23)
2xixj
|x|n+1 =
2
n− 1
(
δij |x|1−n − ∂i(xj |x|1−n)
)
and we obtain
(24) (N1f)i =
2
n− 1
(
1
2
N0fi −
n∑
j=1
xj |x|1−n ∗ ∂ifj
)
.
We can calculate that
(25) ∂k(N1f)i − ∂i(N1f)k = 1
n− 1N0(∂kfi − ∂ifk).
This can be interpreted as d(N1f) = (n−1)−1N0(df), where the scalar nor-
mal operator N0 acts on the 2-form df componentwise to produce another
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2-form. The normal operator commutes with the exterior derivative in this
sense.
SinceN1f vanishes to infinite order at x0 ∈ V alsoN0(∂kfi−∂ifk) vanishes
to infinite order at x0. Using lemma 3.1 we obtain df = 0. By lemma 3.2
there is φ ∈ E ′(Rn) such that dφ = f . This concludes the proof. 
Lemma 3.1 is false if no restrictions are imposed on g|V [20, 24], and the
assumption g|V = 0 is the most convenient. Consequently, the assumption
df |V = 0 in theorem 1.1 is important. This condition is invariant under
gauge transformations of the field f .
If f s|V = N1f |V = 0, then one can alternatively use the unique contin-
uation of the fractional Laplacian (−∆)s, s ∈ (0, 1), to prove the unique
continuation of the normal operator [9]. This follows since (−∆)1/2f s =
c1,n(−∆)N1f where f s ∈ (Hr(Rn))n for some r ∈ R when f ∈ (E ′(Rn))n.
One can also make use of the fact that (−∆)−1/2 is a Riesz potential and
use its unique continuation properties [15] (see equation (20)).
The rest of the results follow easily from theorem 1.1.
Proof of theorem 1.2. Let f = dφ where φ ∈ E ′(Rn). Then dφ ∈ (E ′(Rn))n
and using the definition of the X-ray transform on distributions we obtain
(26) 〈X1(dφ), ϕ〉 = 〈dφ,X∗1ϕ〉 = 〈φ,div(X∗1ϕ)〉 = 0.
Here we used the fact that div(X∗1ϕ) = 0 which follows from a straight-
forward computation. This proves the other direction. Assume then that
df |V = 0. Since X1f = 0 on all lines intersecting V we obtain N1f |V = 0.
Theorem 1.1 implies that f = dφ for some φ ∈ E ′(Rn). This concludes the
proof. 
Proof of theorem 1.4. The other direction of the claim follows as in the proof
of theorem 1.2 since H10 (Ω) ⊂ E ′(Rn) in the sense of zero extension. Then
assume that df |V = 0 and X1f = 0 on all lines intersecting V . Let f˜ ∈
(E ′(Rn))n be the zero extension of f . The assumptions imply that df˜ |V = 0
and X1f˜ = 0 on all lines intersecting V . Theorem 1.2 implies that f˜ = dφ
for some φ ∈ E ′(Rn). Since ∆φ = div(f˜) ∈ H−1(Rn) we have φ ∈ H1(Rn) by
elliptic regularity. On the other hand, spt(φ) ⊂ Ω and hence φ ∈ H10 (Ω) [23,
Theorem 3.33]. The claim follows from the fact that dφ = f˜ = f in Ω. 
Proof of corollary 1.5. We know that the normal operator is NA = A
T ◦N1◦
A. The assumptions imply that d(Af)|V = N1(Af)|V = 0. By theorem 1.1
we obtain that Af = dψ for some ψ ∈ E ′(Rn). This gives the claim. 
Proof of corollary 1.6. The claim follows directly from corollary 1.5 and
from the fact that XA = X1 ◦A. 
In theorems 1.1 and 1.2 one has spt(φ) ⊂ Conv(spt(f)) where Conv(spt(f))
is the convex hull of spt(f). This follows from the fact that φ has compact
support and dφ vanishes in the connected set Conv(spt(f))c. This was
pointed out in remark 1.3.
In corollaries 1.5 and 1.6 one also has spt(ψ) ⊂ Conv(spt(f)). This
holds since dψ vanishes in the connected set Conv(spt(Af))c and spt(Af) =
spt(f).
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Proof of corollary 1.7. Assume first that div(f) = 0. Since f is a covector-
valued distribution in R2 we can identify df = ∂1f2 − ∂2f1. It follows
that d(Bf) = − div(f) = 0 and thus Bf = dη for some η ∈ E ′(Rn) by
lemma 3.2. Therefore X⊥f = X1(Bf) = X1(dη) = 0. Assume then that
div(f)|V = 0 and X⊥f = 0 on all lines intersecting V . As above we obtain
that d(Bf)|V = 0 and X⊥f = 0 on all lines intersecting V . Corollary 1.6
implies that f = B−1(dψ) for some ψ ∈ E ′(Rn). From this we obtain that
div(f) = 0.
Assume then that df |V = div(f)|V = 0 and both X1f and X⊥f vanish on
all lines intersecting V . By the discussion above we obtain that div(f) = 0.
On the other hand, theorem 1.2 implies that f = dφ for some φ ∈ E ′(R2).
Therefore ∆φ = 0 and since φ has compact support we must have φ = 0,
i.e. f = 0. 
3.2. Proofs based on Stokes’ theorem. In this section we give alterna-
tive proofs for the partial data results using Stokes’ theorem in Rn. A similar
approach was used in [18, 38] in the case of full data. We prove the results
first for compactly supported smooth one-forms and then use standard mol-
lification argument to prove them for compactly supported covector-valued
distributions. We only need to prove theorem 1.2 since the rest of the partial
data results follow from it. We will use the following lemma.
Lemma 3.4 ([15, Theorem 1.2]). Let V ⊂ Rn be some nonempty open set
and g ∈ E ′(Rn). If g|V = 0 and X0g = 0 on all lines intersecting V , then
g = 0.
Alternative proof of theorem 1.2. By lemma 3.2 it suffices to show that df =
0. Assume first that n = 2 and f ∈ (D(R2))2. Let γ be any (oriented) line
going through V and ν the counterclockwise rotated normal to γ. We denote
by γh = hν + ~γ the reversed parallel line shifted by h > 0 in the direction
of ν so that γh also intersects V . By assumption
∫
γ f =
∫
γh
f = 0.
We form a closed loop γ˜h enclosing counterclockwise a rectangular re-
gion Rh such that the ends are outside spt(f) (see figure 1). When consid-
ered as chains, we have γ˜h = ∂Rh. As the chains γ − γh and γ˜h differ only
outside the support of f , the integrals coincide. By Stokes’ theorem
(27) 0 =
∫
γ
f −
∫
γh
f =
∫
γ˜h
f =
∫
∂Rh
f =
∫
Rh
df =
∫
Rh
?df dµ,
where ? is the Hodge star and µ is the 2-Hausdorff measure.
We aim to show that the scalar function ?df vanishes. Scaling with h,
we find
(28) 0 = lim
h→0
1
h
∫
Rh
?df dµ =
∫
γ
?df ds.
Now that ?df |V = 0 andX0(?df)(γ) = 0 for all lines γ meeting V , lemma 3.4
implies that ?df = 0 and thus also df = 0 in the whole plane.
Consider then the case n ≥ 3 for a compactly supported smooth one-
form f . Let P ⊂ Rn be any two-plane meeting V and ιP : P → Rn the
corresponding inclusion. By the argument above for the two-form ι∗P f in
the plane P we have that ι∗Pdf = 0 for all such planes.
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Take any point z ∈ Rn. For any plane P through z that intersects V
we have ι∗Pdf = 0. This is an open subset of the Grassmannian of 2-planes
through z, so df(z) = 0. As the point z was arbitrary, we have df = 0.
Finally, let f ∈ (E ′(Rn))n and define f = f ∗ j = (f1 ∗ j, . . . , fn ∗ j)
where j ∈ D(Rn) is the standard mollifier. Then f ∈ (D(Rn))n and 〈X1(f ∗
j), ϕ〉 = 〈X1f,X0j ~ ϕ〉 where
(29) (h~ g)(z, θ) =
∫
θ⊥
h(z − y, θ)g(y, θ)dy.
Hence there is a nonempty open set W ⊂ V such that for small  > 0 we
have f|W = 0 and X1f = 0 on all lines intersecting W . Using the above
reasoning for smooth one-forms we obtain 0 = df = df ∗ j for small  > 0.
Taking → 0 we get df = 0. 
Figure 1. Basic idea of the alternative proof of theorem 1.4
when n = 2. We may assume that f is supported in a ball Br.
We form a closed loop γ˜h with the lines γ and γh (dashed)
enclosing the rectangular region Rh. Then we apply Stokes’
theorem and a limit argument h→ 0 together with a known
partial data result for scalar fields to obtain that df = 0.
Now the proof of theorem 1.4 follows in the same way from theorem 1.2
as before using the zero extension f˜ . Corollaries 1.6 and 1.7 are also direct
consequences of theorem 1.2 since XA = X1 ◦ A. Moreover, the above
alternative proof can be used to prove a complementary support theorem for
the transformXA: if d(Af)|C = 0 andXAf = 0 on all lines not intersecting a
convex and compact set C, then f = A−1(dψ) for some potential ψ. See [39]
for a similar support theorem for the X-ray transform X1.
References
[1] A. Abhishek. Support theorems for the transverse ray transform of tensor fields of
rank m. Journal of Mathematical Analysis and Applications, 485(2):123828, 2020.
X-RAY TOMOGRAPHY OF ONE-FORMS WITH PARTIAL DATA 13
[2] H. Braun and A. Hauck. Tomographic Reconstruction of Vector Fields. IEEE Trans-
actions on Signal Processing, 39(2):464–471, 1991.
[3] M. Courdurier, F. Noo, M. Defrise, and H. Kudo. Solving the interior problem of
computed tomography using a priori knowledge. Inverse Problems, 24(6):065001,
2008.
[4] G. Covi, K. Mo¨nkko¨nen, and J. Railo. Unique continuation property and Poincare´
inequality for higher order fractional Laplacians with applications in inverse problems.
2020. arXiv:2001.06210.
[5] M. V. de Hoop, T. Saksala, G. Uhlmann, and J. Zhai. Generic uniqueness and stability
for mixed ray transform. 2019. arXiv:1909.11172.
[6] M. V. de Hoop, T. Saksala, and J. Zhai. Mixed ray transform on simple 2-dimensional
Riemannian manifolds. Proc. Amer. Math. Soc., (147):4901–4913, 2019.
[7] G. de Rham. Differentiable Manifolds. Springer-Verlag, First edition, 1984.
[8] A. Denisjuk. Inversion of the x-ray transform for 3D symmetric tensor fields with
sources on a curve. Inverse Problems, 22(2):399–411, 2006.
[9] T. Ghosh, M. Salo, and G. Uhlmann. The Caldero´n problem for the fractional
Schro¨dinger equation. Analysis & PDE, 13:455–475, 2020.
[10] D. Gilbarg and N. S. Trudinger. Elliptic Partial Differential Equations of Second
Order. Springer, Second edition, 2001. Reprint.
[11] H. Hammer and B. Lionheart. Application of Sharafutdinov’s Ray Transform in In-
tegrated Photoelasticity. Journal of Elasticity, 75(3):229–246, 2004.
[12] S. Helgason. Integral Geometry and Radon Transforms. Springer, First edition, 2011.
[13] J. Horva´th. Topological Vector Spaces and Distributions. volume I. Addison-Wesley,
1966.
[14] J. Ilmavirta and F. Monard. Integral geometry on manifolds with boundary and
applications. In R. Ramlau and O. Scherzer, editors, The Radon Transform: The
First 100 Years and Beyond. de Gruyter, 2019.
[15] J. Ilmavirta and K. Mo¨nkko¨nen. Unique continuation of the normal operator of the
x-ray transform and applications in geophysics. Inverse Problems, 36(4):045014, 2020.
[16] J. Ilmavirta, K. Mo¨nkko¨nen, and J. Railo. A linear algebraic approach to the inverse
problems for the mixed and transverse ray transforms. 2020. In preparation.
[17] T. Jansson, M. Almqvist, K. Str˚ahle´n, R. Eriksson, G. Sparr, H. W. Persson, and
K. Lindstro¨m. Ultrasound Doppler vector tomography measurements of directional
blood flow. Ultrasound in Medicine & Biology, 23(1):47–57, 1997.
[18] P. Juhlin. Principles of Doppler Tomography. Technical report, Center for Mathe-
matical Sciences, Lund Institute of Technology, S-221 00 Lund, Sweden, 1992.
[19] E. Katsevich, A. Katsevich, and G. Wang. Stability of the interior problem with
polynomial attenuation in the region of interest. Inverse Problems, 28(6):065022,
2012.
[20] E. Klann, E. T. Quinto, and R. Ramlau. Wavelet methods for a weighted sparsity
penalty for region of interest tomography. Inverse Problems, 31(2):025001, 2015.
[21] W. R. B. Lionheart and P. J. Withers. Diffraction tomography of strain. Inverse
Problems, 31(4):045005, 2015.
[22] S. Mardare. On Poincare´ and de Rham’s theorems. Revue Roumaine de
Mathe´matiques Pures et Applique´es, 53(5-6):523–541, 2008.
[23] W. McLean. Strongly Elliptic Systems and Boundary Integral Equations. Cambridge
University Press, First edition, 2000.
[24] F. Natterer. The Mathematics of Computerized Tomography. SIAM, Philadelphia,
2001. Reprint.
[25] F. Natterer and F. Wu¨bbeling. Mathematical Methods in Image Reconstruction.
SIAM, Philadelphia, 2001.
[26] S. J. Norton. Tomographic Reconstruction of 2-D Vector Fields: Application to Flow
Imaging. Geophysical Journal International, 97(1):161–168, 1989.
[27] S. J. Norton. Unique Tomographic Reconstruction of Vector Fields Using Boundary
Data. IEEE Transactions on Image Processing, 1(3):406–412, 1992.
[28] G. P. Paternain, M. Salo, and G. Uhlmann. Tensor tomography: Progress and chal-
lenges. Chinese Annals of Mathematics, Series B, 35(3):399–428, 2014.
14 JOONAS ILMAVIRTA AND KEIJO MO¨NKKO¨NEN
[29] J. Prince. Tomographic Reconstruction of 3-D Vector Fields Using Inner Product
Probes. IEEE Transactions on Image Processing, 3(2):216–219, 1994.
[30] K. Ramaseshan. Microlocal Analysis of the Doppler Transform on R3. Journal of
Fourier Analysis and Applications, 10(1):73–82, 2004.
[31] T. Schuster. The 3D Doppler transform: elementary properties and computation of
reconstruction kernels. Inverse Problems, 16(3):701–722, 2000.
[32] T. Schuster. 20 years of imaging in vector field tomography: a review. In Y. Censor,
M. Jiang, and A. K. Louis, editors, Mathematical Methods in Biomedical Imaging and
Intensity-Modulated Dariation Therapy (IMRT), Publications of the Scuola Normale
Superiore, CRM Series, volume 7. Birkha¨user, 2008.
[33] T. Schuster. The importance of the Radon transform in vector field tomography. In
R. Ramlau and O. Scherzer, editors, The Radon Transform: The First 100 Years and
Beyond. de Gruyter, 2019.
[34] A. Schwarz. Multi-tomographic flame analysis with a schlieren apparatus. Measure-
ment Science and Technology, 7(3):406–413, 1996.
[35] V. Sharafutdinov. Slice-by-slice reconstruction algorithm for vector tomography with
incomplete data. Inverse Problems, 23(6):2603–2627, 2007.
[36] V. A. Sharafutdinov. Integral geometry of tensor fields. Inverse and Ill-posed Problems
Series. VSP, Utrecht, 1994.
[37] G. Sparr and K. Str˚ahle´n. Vector field tomography, an overview. Technical report,
Mathematical Imaging Group, Centre for Mathematical Sciences, Lund Institute of
Technology, Lund, Sweden, 1998.
[38] G. Sparr, K. Str˚ahle´n, K. Lindstro¨m, and H. W. Persson. Doppler tomography for
vector fields. Inverse Problems, 11(5):1051–1061, 1995.
[39] P. Stefanov and G. Uhlmann. Microlocal Analysis and Integral Geometry (working
title). 2018. Draft version.
[40] P. Stefanov, G. Uhlmann, and A. Vasy. Inverting the local geodesic X-ray transform
on tensors. Journal d’Analyse Mathe´matique, 136(1):151–208, 2018.
[41] K. Str˚ahle´n. Reconstructions from Doppler Radon transforms. In Proceedings of 3rd
IEEE International Conference on Image Processing, volume 2, pages 753–756, 1996.
[42] F. Tre`ves. Topological Vector Spaces, Distributions and Kernels. Academic Press,
First edition, 1967.
[43] L. B. Vertgeim. Integral geometry problems for symmetric tensor fields with incom-
plete data. Journal of Inverse and Ill-posed Problems, 8(3):355–364, 2000.
[44] J. Yang, H. Yu, M. Jiang, and G. Wang. High-order total variation minimization for
interior tomography. Inverse Problems, 26(3):035013, 2010.
