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Abstract. In this paper, we characterize the biderivations of the Schro¨dinger-Virasoro Lie algebra. We
obtain a class of non-inner and non-skewsymmetric biderivations. As an application, we characterize
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1. Introduction and preliminary results
The Schro¨dinger-Virasoro Lie algebra is an infinite-dimensional Lie algebra that was introduced in [11]
in the context of non-equilibrium statistical physics. It contains as subalgebras both the Lie algebra of
invariance of the free Schro¨dinger equation and the central charge-free Virasoro algebra Vect(S1). To be
precise, for ε ∈ {0, 12}, the Schro¨dinger-Virasoro Lie algebra SV(ε) is a Lie algebra with the C basis
{Li, Yj ,Mi|i ∈ Z, j ∈ ε+ Z}
and Lie brackets
[Lm, Ln] = (m− n)Lm+n,
[Lm, Yn] = (
1
2m− n)Ym+n,
[Lm,Mn] = −nMm+n,
[Ym, Yn] = (m− n)Mm+n,
[Ym,Mn] = [Mm,Mn] = 0.
The Lie algebra SV(12 ) is called the original Schro¨dinger-Virasoro Lie algebra, and SV(0) is called the
twisted Schro¨dinger-Virasoro Lie algebra. Recently, the theory of the structures and representations
of both the original and twisted Schro¨dinger-Virasoro Lie algebras has been investigated in a series of
studies. For instance, the Lie bialgebra structures, derivations, automorphisms, 2-cocycles, vertex algebra
representations and Whittaker modules were investigated in [9, 12, 13, 16, 17, 18, 21, 26]. In particular, to
determine the form of each commuting map on the twisted Schro¨dinger-Virasoro Lie algebra, the authors
of [23] describe the skewsymmetric biderivations of SV(0). Now let us review some details regarding
derivations and biderivations.
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2Let (A, ·) be an (associative or non-associative) algebra on a field. A linear map d : A→ A is called a
derivation of A if
d(x · y) = d(x) · y + x · d(y),
for all x, y ∈ A. A bilinear map f : A × A → A is called a biderivation of A if it is a derivation with
respect to both components, which indicates that
f(x · y, z) = x · f(y, z) + f(x, z) · y and f(x, y · z) = f(x, y) · z + y · f(x, z)
for all x, y, z ∈ A. Note that f is called skewsymmetric if f(x, y) = −f(y, x) for all x, y ∈ A.
Biderivations are a subject of research in various areas [1, 5, 6, 8, 10, 19, 23, 24, 25]. In [1], Bres˘ar
et al. showed that all biderivations on commutative prime rings are inner biderivations and determined
the biderivations of semiprime rings. This theorem has proved to be useful in the study of commutating
maps. More details regarding commuting maps, biderivations and their generalizations can be found in
the survey article [2].
If (A, ·) is an associative algebra, we further let [x, y] = x · y− y ·x be the commutator of the elements
x, y ∈ A. Then, (A, [, ]) forms a Lie algebra, which is called the compatible Lie algebra with (A, ·). It is
not difficult to verify the fundamental truth that every derivation (resp., biderivation) of an associative
algebra (A, ·) naturally becomes a derivation (resp., biderivation) of the compatible Lie algebra (A, [, ])
with (A, ·). Thus, the study of a derivation or biderivation of a Lie algebra should be more general
than that of an associative algebra. The notation of biderivations of Lie algebras was introduced in 2011
[24], well after the introduction of the notation of biderivations of associative algebras. After [24], many
authors began studying (super-)biderivaitons of some Lie (super-)algebras, such as [5, 10, 19, 23, 25].
For convenience, we now review the concept of a biderivation of a Lie algebra as follows. For an
arbitrary Lie algebra (L, [, ]), we recall that a bilinear map f : L × L→ L is a biderivation of L if it is a
derivation with respect to both components. To be more precise, one has
f([x, y], z) = [x, f(y, z)] + [f(x, z), y], (1)
f(x, [y, z]) = [f(x, y), z] + [y, f(x, z)] (2)
for all x, y, z ∈ L. For a complex number λ, we define a bilinear map f : L × L → L given by f(x, y) =
λ[x, y]. Then, it is easy to verify that f is a biderivation of L. We refer to such a biderivation as an inner
biderivation.
The authors of [23] prove that if a biderivation of SV(0) is skewsymmetric, then it has to be inner.
We first give an example to show that there is a non-inner and non-skewsymmetric biderivation of SV(ε).
Note that the Schro¨dinger-Virasoro Lie algebra SV(ε) has the following decomposition of subspaces:
3SV(ǫ) = L⊕Y⊕M, where
L =
⊕
i∈Z
CLi, Y =
⊕
i∈ε+Z
CYi, M =
⊕
i∈Z
CMi.
Example 1.1. Suppose that f : SV(ε)× SV(ε)→ SV(ε) is a bilinear map determined by
f(Lm, Ln) = 2017Mm+n+2016
for all m,n ∈ Z, and f(x, y) = 0 if either of x, y is contained in Y ∪M. It is easy to verify that f is a
biderivation of SV. However, we find that the biderivation is non-inner and non-skewsymmetric.
Recall that a linear map φ : L → L for a Lie algebra L is called a derivation if it satisfies φ([x, y]) =
[φ(x), y] + [x, φ(y)] for all x, y ∈ L. For x ∈ L, it is easy to see that φx : L→ L, y 7→ adx(y) = [x, y], for
all y ∈ L is a derivation of L, which is called an inner derivation.
Lemma 1.2. [17] Every derivation of SV(ε) is of the following form:
adx+ aD1 + bD2 + cD3
for some x ∈ SV(ε) and a, b, c ∈ C, where Di, i = 1, 2, 3 are outer derivations of SV(ε), which is defined
by
D1(Lm) =Mm, D1(Ym) = D1(Mm) = 0,
D2(Lm) = mMm, D2(Ym) = D2(Mm) = 0,
D3(Lm) = 0, D3(Ym) = Ym, D3(Mm) = 2Mm.
for all m ∈ Z.
Although we work under the complex number field C in this study, this field also works with any
algebraically closed field of characteristic zero. We first characterize the biderivation of SV(ε) without
the skewsymmetry condition and then present an application for a commutative post-Lie algebra.
2. Formal calculus
In this section, we prove some results of formal calculus, which will be useful in our main proof.
Proposition 2.1. Suppose that k
(m)
i and h
(m)
i are numbers satisfying
(i− n)k
(m)
i = (2m− n− i)h
(n)
n−m+i, (3)
for all m,n, i ∈ Z. Then, there is λ ∈ C such that k
(m)
i = h
(m)
i = δm,iλ, ∀m, i ∈ Z, where δm,i is the
Kronecker delta.
4Proof. For any m,n with m 6= n, by taking i = 2m− n, n, and m in (3), respectively, we have
k
(m)
2m−n = h
(n)
2n−m = 0, k
(m)
m = h
(n)
n , ∀m,n ∈ Z with m 6= n. (4)
Let m,n run over all integers with m 6= n. We conclude based on (4) that
k
(m)
i = 0, h
(n)
j = 0, ∀i 6= m, j 6= n, (5)
and
k(n)n = h
(n)
n = h
(0)
0 , ∀n ∈ Z. (6)
Setting h
(0)
0 = λ completes the proof. 
Proposition 2.2. Suppose that t
(m)
i and g
(m)
i are numbers satisfying
(i−
n
2
)t
(m)
i = (
3m
2
− n− i)g
(n)
n−m+i (7)
for all m,n, i ∈ Z. Then, t
(m)
i = g
(m)
i = 0, ∀m, i ∈ Z.
Proof. The proof is divided into the following steps.
Step 1. Let n = 0 in (7). Then
it
(m)
i = (
3m
2
− i)g
(0)
−m+i. (8)
Let i = 0 in the above equation. Then g
(0)
−m = 0 for every m 6= 0. In particular, g
(0)
−m+i = 0 if −m+ i 6= 0.
This, together with (8), yields it
(m)
i = 0 for all i 6= m. Thus, t
(m)
i = 0 for all i 6= 0,m. Similarly, by
letting n = 0 and i = −n in (8), we deduce that g
(m)
i = 0 for all i 6= 0,m.
Step 2. Take i = m in (7). We deduce
(m−
n
2
)t(m)m = (
m
2
− n)g(n)n . (9)
By letting n = 0 in (9), one obtains mt
(m)
m =
m
2 g
(0)
0 . Thus, t
(m)
m =
1
2g
(0)
0 for all m 6= 0. Similarly, by
letting m = 0 in (9), we have that g
(n)
n =
1
2 t
(0)
0 for all n 6= 0.
Step 3. Now let m = i = 2 and n = 1 in (7). Then, t
(2)
2 = 0. This, with Step 2, gives that
0 = t
(2)
2 = t
(m)
m =
1
2g
(0)
0 for all m 6= 0. Similarly, by letting i = m = 1 and n = 2 in (7), we have g
(2)
2 = 0.
Again, we use Step 2 and deduce that 0 = g
(n)
n =
1
2 t
(0)
0 for all n 6= 0.
Step 4. By Steps 1-3, to finish the proof, it is sufficient to prove that t
(n)
0 = g
(n)
0 = 0 for all n 6= 0. In
fact, by letting i = 0 and n = −m 6= 0 in (7), we obtain t
(m)
0 = 5g
(−m)
−2m . Because −2m 6= 0, we see that
g
(−m)
−2m = 0 and, thus, t
(m)
0 = 0 for all m 6= 0. Similarly, by letting i = m− n and m = −n 6= 0 in (7), we
deduce that g
(n)
0 = 0 for all n 6= 0. The proof is completed. 
5Proposition 2.3. Suppose that s
(m)
i , e
(m)
i , i,m ∈ Z are numbers and that ρ1, ρ2, θ1, θ2 are linear complex-
valued functions on SV(ε) satisfying
is
(m)
i = −(n−m+ i)e
(n)
n−m+i, for i 6= 0,m− n, (10)
ρ1(Lm) + nρ2(Lm) = −(n−m)e
(n)
n−m, (11)
θ1(Ln) +mθ2(Ln) = (m− n)s
(m)
m−n (12)
for all m,n, i ∈ Z. Then, there is a set of complex numbers Ω = {µi ∈ C|i ∈ Z} such that
s
(m)
m+k = −e
(m)
m+k =
µk
m+ k
, ∀k ∈ Z \ {−m}, (13)
ρ1(Lm) = θ1(Lm) = µ−m, (14)
ρ2(Lm) = θ2(Lm) = 0. (15)
Proof. Let i = m+ k in (10) with k 6= −m and k 6= −n. Then,
(m+ k)s
(m)
m+k = −(n+ k)e
(n)
n+k. (16)
Let m = n = 1− k in (16). Then s
(1−k)
1 = −e
(1−k)
1 . Denote µk = s
(1−k)
1 . By using (16) with n = 1 − k,
we deduce that s
(m)
m+k =
µk
m+k for all k ∈ Z \ {−m}. Similarly, by using (16) with m = 1− k, we see that
e
(n)
n+k = −
µk
n+k for all k ∈ Z \ {−n}. This proves that (13) holds. Note that (n −m)e
(n)
n−m = −µ−m. It
follows from (11) that
ρ1(Lm) + nρ2(Lm) = µ−m.
This indicates that ρ1(Lm) = µ−m and ρ2(Lm) = 0. Similarly, by (m − n)s
(m)
m−n = µ−n and (12), we
deduce that θ1(Ln) = µ−n and θ2(Ln) = 0. The proof is completed. 
Proposition 2.4. Suppose that q
(n)
i are numbers satisfying
(
m
2
− i)q
(n)
i = 0 (17)
for all m,n, i ∈ Z with i 6= n and i 6= m− n. Then, q
(n)
i = 0 for all i, n ∈ Z with i 6= n.
Proof. For any fixed i, n ∈ Z with i 6= n, it is easy to see that there exist m1,m2 ∈ Z satisfying
m1 6= m2, i /∈ {m1 − n,m2 − n}.
Let m = m1 and m = m2 in (17). We obtain, respectively,
(
m1
2
− i)q
(n)
i = 0 and (
m2
2
− i)q
(n)
i = 0.
It follows from m1 6= m2 that q
(n)
i = 0. The proof is completed. 
63. Biderivation of Schro¨dinger-Virasoro Lie algebra
In this section, we assume that f is a biderivation of Schro¨dinger-Virasoro Lie algebra SV(ε).
Lemma 3.1. There are two linear maps φ and ψ from SV(ε) into itself such that
f(x, y) = ρ1(x)D1(y) + ρ2(x)D2(y) + ρ3(x)D3(y) + [φ(x), y], (18)
= θ1(y)D1(x) + θ2(y)D2(x) + θ3(y)D3(x) + [x, ψ(y)] (19)
for all x, y ∈ SV, where ρi(x), θi(x) are linear complex-valued functions on SV(ε) and Di is given by
Lemma 1.2, for i = 1, 2, 3.
Proof. For the biderivation f of SV(ε) and a fixed element x ∈ SV(ε), we define a map φx : SV(ε)→ SV(ε)
given by φx(y) = f(x, y). Then, we know from (2) that φx is a derivation of SV(ε). By Lemma 1.2,
there exist some complex-valued functions ρ1, ρ2, ρ3 on SV(ε) and a map φ from SV(ε) into itself such
that φx = ρ1(x)D1 + ρ2(x)D2 + ρ3(x)D3 + adφ(x). Namely, f(x, y) = ρ1(x)D1(y) + ρ2(x)D2(y) +
ρ3(x)D3(y) + [φ(x), y]. Because f is bilinear, one has that ρ1, ρ2, ρ3 and φ are linear. Similarly, we
define a map ψz from SV(ε) into itself given by ψz(y) = f(y, z) for all y ∈ SV(ε). We can obtain linear
complex-valued functions θ1, θ2, θ3 on SV(ε) and a linear map ψ from SV(ε) into itself such that f(x, y) =
θ1(y)D1(x)+θ2(y)D2(x)+θ3(y)D3(x)+ad(−ψ(y))(x) = θ1(y)D1(x)+θ2(y)D2(x)+θ3(y)D3(x)+[x, ψ(y)].
The proof is completed. 
Below, we discuss only the case in which ε = 0, i.e., the twisted Schro¨dinger-Virasoro Lie algebra. It
is easy to verify that the method and result are also valid for the case in which ε = 12 .
Lemma 3.2. Let φ and ψ be defined by Lemma 3.1. Then, there are λ, s
(m)
0 , e
(m)
0 ∈ C and a set
Ω = {µk ∈ C|k ∈ Z} with |Ω| < +∞ such that
φ(Lm) = λLm +
∑
k∈Z\{−m}
µk
m+ k
Mm+k + s
(m)
0 M0, (20)
ψ(Lm) = λLm +
∑
k∈Z\{−m}
−µk
m+ k
Mm+k + e
(m)
0 M0, (21)
for any m ∈ Z.
Proof. For any n ∈ Z, let
φ(Ln) =
∑
i∈Z
k
(n)
i Li +
∑
i∈Z
t
(n)
i Yi +
∑
i∈Z
s
(n)
i Mi, (22)
ψ(Ln) =
∑
i∈Z
h
(n)
i Li +
∑
i∈Z
g
(n)
i Yi +
∑
i∈Z
e
(n)
i Mi, (23)
7where k
(n)
i , t
(n)
i , s
(n)
i , h
(n)
i , g
(n)
i , e
(n)
i ∈ C for every i ∈ Z. Therefore, we have
[φ(Lm), Ln] =
∑
i∈Z
(i− n)k
(m)
i Ln+i +
∑
i∈Z
(i−
n
2
)t
(m)
i Yn+i +
∑
i∈Z
is
(m)
i Mn+i, (24)
[Lm, ψ(Ln)] =
∑
i∈Z
(m− i)h
(n)
i Lm+i +
∑
i∈Z
(
m
2
− i)g
(n)
i Ym+i −
∑
i∈Z
ie
(n)
i Mm+i
=
∑
i∈Z
(2m− n− i)h
(n)
n−m+iLn+i +
∑
i∈Z
(
3m
2
− n− i)g
(n)
n−m+iYn+i (25)
−
∑
i∈Z
(n−m+ i)e
(n)
n−m+iMn+i.
By Lemma (3.1),
f(Lm, Ln) = (ρ1(Lm) + nρ2(Lm))Mn + [φ(Lm), Ln] = (θ1(Ln) +mθ2(Ln))Mm + [Lm, ψ(Ln)].
This, together with (24) and (25), implies that Equations (3),(7), (10), (11) and (12) are satisfied. By
Propositions 2.1-2.3, we know that φ(Ln) and ψ(Ln) satisfy (20) and (21), respectively. Note that the
expansion of φ(Lm) is finite sum for any integerm, so Ω must contain only finitely many nonzero numbers.
In other words, |Ω| < +∞. The proof is completed. 
As a corollary of Proposition 2.3, we obtain (14) and (15); namely, ρ1(Lm) = θ1(Lm) = µ−m and
ρ2(Lm) = θ2(Lm) = 0. This allows us to describe f(Lm, Ln) as follows.
f(Lm, Ln) = (ρ1(Lm) + nρ2(Lm))Mn + [φ(Lm), Ln]
= µ−mMn + λ[Lm, Ln] +
∑
k∈Z\{−m}
µk
m+ k
[Mm+k, Ln]
= µ−mMn + λ[Lm, Ln] +
∑
k∈Z\{−m}
µkMm+n+k
= λ[Lm, Ln] +
∑
k∈Z
µkMm+n+k. (26)
Lemma 3.3. Let φ and ψ be defined by Lemma 3.1. Then, there are c
(n)
0 , r
(n)
0 ∈ C such that
φ(Yn) = λYn + c
(n)
0 M0, ψ(Yn) = λYn + r
(n)
0 M0, ∀n ∈ Z,
where λ is the same as in Lemma 3.2. Furthermore,
ρi(Yn) = θi(Yn) = ρ3(Ln) = θ3(Ln) = 0, i = 1, 2, 3, ∀n ∈ Z.
Proof. For any n ∈ Z, let
φ(Yn) =
∑
i∈Z
a
(n)
i Li +
∑
i∈Z
b
(n)
i Yi +
∑
i∈Z
c
(n)
i Mi, (27)
ψ(Yn) =
∑
i∈Z
p
(n)
i Li +
∑
i∈Z
q
(n)
i Yi +
∑
i∈Z
r
(n)
i Mi, (28)
8where a
(n)
i , b
(n)
i , c
(n)
i , p
(n)
i , q
(n)
i , r
(n)
i ∈ C for every i ∈ Z. Due to Lemma 3.2, by a simple computation,
one has
[φ(Lm), Yn] = λ(
m
2
− n)Ym+n, (29)
and
[Lm, ψ(Yn)] =
∑
i∈Z
(m− i)p
(n)
i Lm+i +
∑
i∈Z
(
m
2
− i)q
(n)
i Ym+i −
∑
i∈Z
ir
(n)
i Mm+i. (30)
By Lemma 3.1, we have
ρ3(Lm)Yn + [φ(Lm), Yn] = (θ1(Yn) +mθ2(Yn))Mm + [Lm, ψ(Yn)]. (31)
This, together with (29) and (30), yields that (17) holds and (m − i)p
(n)
i = ir
(n)
i = 0. Proposition 2.4
tells us that q
(n)
i = 0 for all i, n ∈ Z with i 6= n. We also see that p
(n)
i = r
(n)
j = 0 for all i, j, n ∈ Z with
j 6= 0. Again using (29), (30) and (31), we deduce that λ(m2 − n) = (
m
2 − n)q
(n)
n and thus λ = q
(n)
n . At
the same time, it is easy to see that ρ3(Lm) = θ1(Yn) + mθ2(Yn) = 0 for all m,n ∈ Z, which implies
ρ3(Lm) = θ1(Yn) = θ2(Yn) = 0. In addition, it is proved that
ψ(Yn) = λYn + r
(n)
0 M0, ∀n ∈ Z.
Similarly, from Lemma 3.1 we obtain
f(Ym, Ln) = (ρ1(Ym) + nρ2(Ym))Mn + [φ(Ym), Ln] = θ3(Ln)Ym + [Ym, ψ(Ln)],
and thereby it follows that φ(Yn) = λYn + c
(n)
0 M0 and ρ1(Yn) = ρ2(Yn) = θ3(Ln) = 0 for all n ∈ Z.
Finally, we have by Lemma 3.1 that
f(Ym, Ln) = ρ3(Ym)Yn + [φ(Ym), Yn] = θ3(Yn)Ym + [Ym, ψ(Yn)],
which yields that ρ3(Ym) = θ3(Yn) = 0. The proof is completed. 
Lemma 3.4. Let φ and ψ be defined by Lemma 3.1. Then, there are w
(n)
0 , o
(n)
0 ∈ C such that
φ(Mn) = λMn + w
(n)
0 M0, ψ(Mn) = λMn + o
(n)
0 M0, ∀n ∈ Z,
where λ is the same as Lemma 3.2. Furthermore,
ρi(Mn) = θi(Mn) = 0, i = 1, 2, 3, ∀n ∈ Z.
Proof. For any n ∈ Z, let
φ(Mn) =
∑
i∈Z
u
(n)
i Li +
∑
i∈Z
v
(n)
i Yi +
∑
i∈Z
w
(n)
i Mi, (32)
ψ(Mn) =
∑
i∈Z
d
(n)
i Li +
∑
i∈Z
l
(n)
i Yi +
∑
i∈Z
o
(n)
i Mi, (33)
9where u
(n)
i , v
(n)
i , w
(n)
i , d
(n)
i , l
(n)
i , o
(n)
i ∈ C for every i ∈ Z. Due to Lemma 3.2, by a simple computation,
one has
[φ(Lm),Mn] = −λnMm+n, (34)
and
[Lm, ψ(Mn)] =
∑
i∈Z
(m− i)d
(n)
i Lm+i +
∑
i∈Z
(
m
2
− i)l
(n)
i Ym+i −
∑
i∈Z
io
(n)
i Mm+i. (35)
By Lemmas 3.1 and 3.3, we have
f(Lm,Mn) = [φ(Lm),Mn] = (θ1(Mn) +mθ2(Mn))Mm + [Lm, ψ(Mn)].
This, together with (34) and (35), gives that (m− i)d
(n)
i = (
m
2 − i)l
(n)
i = 0, λn = no
(n)
n and
θ1(Mn) +mθ2(Mn) = 0.
From this, we deduce that o
(n)
n = λ and o
(n)
j = d
(n)
i = l
(n)
i = θ1(Mn) = θ2(Mn) = 0 for all i, j, n ∈ Z with
j 6= 0, n. Similarly, by considering f(Mm, Ln), we obtain w
(m)
m = λ and w
(m)
j = u
(m)
i = v
(m)
i = ρ1(Mm) =
ρ2(Mm) = 0 for all i, j,m ∈ Z with j 6= 0,m.
Finally, based on f(Mm,Mn) = ρ3(Mm) + [φ(Mm),Mn] = θ3(Mn) + [Mm, ψ(Mn)], we deduce that
ρ3(Mm) = θ3(Mm) = 0 for all m ∈ Z. The proof is completed. 
For convenience, we define a bilinear map on SV(ε) as follows.
Definition 3.5. Let Ω = {µi ∈ C|i ∈ Z} be a set satisfying |Ω| < +∞, i.e., Ω only contains finitely
many nonzero numbers. For such an Ω, we define a bilinear map χΩ : SV(ε)× SV(ε)→ SV(ε) given by
χΩ(Lm, Ln) =
∑
i∈Z
µiMm+n+i (36)
for all m,n ∈ Z and χΩ(x, y) = 0 if either of x, y is contained in Y ∪M.
It is easy to verify that χΩ is a non-inner and non-skewsymmetric biderivation of SV. In fact, Example
1.1 is just the case of f = χΩ with Ω = {µ2016 = 2017, µi = 0|i 6= 2016}. In contrast, we see that χΩ(x, y)
is symmetric. Thus, if χΩ(x, y) is also skew-symmetric, then χΩ(x, y) = 0.
We now state our main result as follows.
Theorem 3.6. f is a biderivation of SV(ε) if and only if there are λ ∈ C and a set Ω = {µi ∈ C|i ∈ Z}
with |Ω| < +∞ such that
f(x, y) = λ[x, y] + χΩ(x, y), ∀x, y ∈ SV(ε), (37)
where χΩ is given by Definition 3.5.
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Proof. The “if” direction is easy to verify. We now prove the “only if” direction.
We now assume that f is a biderivation of SV(ε). Thus, there are λ ∈ C and a set Ω = {µi ∈ C|i ∈ Z}
with |Ω| < +∞ such that Lemmas 3.2, 3.3 and 3.4 are established. We already know from (26) that
f(Lm, Ln) = λ[Lm, Ln] + χΩ(Lm, Ln), ∀m,n ∈ Z.
From our well-known results, it is easy to see that
f(Lm, Yn) = [Lm, ψ(Yn)] = λ[Lm, Yn] = λ[Lm, Yn] + χΩ(Lm, Yn)
because χΩ(Lm, Yn) = 0. Similarly, we are able to verify one by one that
f(x, y) = λ[x, y] + χΩ(x, y)
for all x ∈ {Lm, Ym,Mm} and y ∈ {Ln, Yn,Mn}. For the more general vectors x, y ∈ SV(ε), suppose that
x =
∑
i∈Z
aiLi +
∑
i∈ε+Z
biYi +
∑
i∈Z
ciMi, y =
∑
i∈Z
kiLi +
∑
i∈ε+Z
siYi +
∑
i∈Z
tiMi.
Note that f(x, y), λ[x, y] and χΩ(x, y) are all bilinear with respect to x, y, thus, the required results are
easy to prove. 
The following corollary is a direct result of this theorem and has already been proved by [23] when
ε = 0.
Corollary 3.7. Every skewsymmetric biderivation of SV(ε) is inner.
4. Commutative post-Lie algebra structure
In this section, we give an application of biderivations. It is well known that the skew-symmetric
biderivation can be used to characterize the linear commuting map. Based on this knowledge, the authors
of [23] give the forms of the linear commuting map on the Schro¨dinger-Virasoro Lie algebra SV(0). The
same result is valid for the case SV(12 ); we omit the proof here. We shall discuss another application
of biderivations: the commutative post-Lie algebra structure on SV. Note that the precondition of this
method is that the biderivation is assumed to be non-skewsymmetric.
Post-Lie algebras have been introduced by Valette in connection with the homology of partition posets
and the study of Koszul operads [22]. As noted in [4], post-Lie algebras are a natural common gen-
eralization of pre-Lie algebras and LR-algebras in the geometric context of nil-affine actions of Lie
groups. Recently, many authors have studied various post-Lie algebras and post-Lie algebra structures
[3, 4, 14, 15, 20]. In particular, the authors of [4] studies the commutative post-Lie algebra structure
on Lie algebras and, by using the Levi decompositions, proved that any commutative post-Lie algebra
structure on a (finite) perfect Lie algebra is trivial. Note that the Schro¨dinger-Virasoro Lie algebra is an
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infinite-dimensional perfect Lie algebra. We naturally want to know if this structure is also trivial on a
commutative post-Lie algebra. By using our Theorems 3.6, we can affirmatively answer this question.
Let us recall the following definition of a commutative post-Lie algebra.
Definition 4.1. Let (L, [, ]) be a complex Lie algebra. A commutative post-Lie algebra structure on L is
a C-bilinear product x · y on L satisfying the following identities:
x · y = y · x, (38)
[x, y] · z = x · (y · z)− y · (x · z), (39)
x · [y, z] = [x · y, z] + [y, x · z] (40)
for all x, y, z ∈ V . We call (L, [, ], ·) a commutative post-Lie algebra.
The following lemma shows the connection between the commutative post-Lie algebra and a bideriva-
tion of the Lie algebra.
Lemma 4.2. Suppose that (L, [, ], ·) is a commutative post-Lie algebra. If we define a bilinear map
f : L× L→ L by f(x, y) = x · y for all x, y ∈ L, then f is a biderivation of L.
Proof. For any x, y, z ∈ L, by (38) and (40), we deduce that
f([x, y], z) = [x, y] · z = z · [x, y] = [z · x, y] + [x, z · y]
= [x · z, y] + [x, y · z] = [f(x, z), y] + [x, f(y, z)],
f(x, [y, z]) = x · [y, z] = [x · y, z] + [y, x · z] = [f(x, y), z] + [y, f(x, z)],
which connects (1) and (2), as desired. 
We now give the main result of this section as follows.
Theorem 4.3. Any commutative post-Lie algebra structure on the Schro¨dinger-Virasoro Lie algebra
SV(ε) is trivial. Namely, x · y = 0 for all x, y ∈ SV(ε).
Proof. Suppose that (SV(ε), [, ], ·) is a commutative post-Lie algebra. By Lemma 4.2 and Theorem 3.6, we
know that there are λ ∈ C and a set Ω = {µi ∈ C|i ∈ Z} with |Ω| < +∞ such that x·y = λ[x, y]+χΩ(x, y)
for all x, y ∈ SV, where χΩ is given by Definition 3.5. Because the product · is commutative, we have
λ[L1, L2] + χΩ(L1, L2) = λ[L2, L1] + χΩ(L2, L1), which implies λ = 0. By (40), we see that
[L2, L1] · L3 = L2 · (L1 · L3)− L1 · (L2 · L3).
If there is µk ∈ Ω such that µk 6= 0, then it is easy to see that the left-hand side of the above equation
contains an item µkM6+k 6= 0, whereas the right-hand side is equal to zero, which is a contradiction.
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Thus, we have Ω = {0}, i.e., µi = 0 for any i ∈ Z. In other words, χΩ = 0. That is, x · y = 0 for all
x, y ∈ SV(ε). 
The proof of Theorem 4.3 implies that we are able to characterize the commutative post-Lie algebra
structure on a Lie algebra L if we know the forms of the biderivation of L. However, the precondition is
that the biderivation is assumed to be non-skewsymmetric.
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