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We apply the formalism of quantum estimation theory to extract information about potential collapse mecha-
nisms of the continuous spontaneous localisation (CSL) form. In order to estimate the strength with which the
field responsible for the CSL mechanism couples to massive systems, we consider the optomechanical interac-
tion between a mechanical resonator and a cavity field. We demonstrate the experimental viability of strategies
for the estimation of the coupling strength by either probing the oscillator or the electromagnetic field that drives
its motion. In particular, we concentrate on all-optical measurements, such as homodyne and heterodyne mea-
surements. We also compare the performances of such strategies with those of a spin-assisted optomechanical
system, where the estimation of the CSL parameter is performed through time-gated spin-like measurements.
Understanding the nature of the quantum-to-classical (QtC)
transition is a long-sought problem that attracts an ever-
growing attention [1–6]. While quantum mechanics has un-
dergone exhaustive and extremely successful testings in the
microscopic realm, the apparent absence of quantum mani-
festations at the macroscopic scale cries for a deeper under-
standing. In particular, this lack of evidence reinforces the
need of assessing the causes for the emergence of classical
mechanics from fundamental quantum evolution. The most
widely accepted theory behind such process is quantum deco-
herence [6]: The environment surrounding any quantum sys-
tem monitors its state continuously, practically collapsing the
system’s wavefunction and curtailing any quantum behaviour.
Such process is conjectured to occur more quickly with the
growing size of the system at hand. Under this regime, macro-
scopic superpositions would be possible in macroscopic sys-
tems perfectly isolated from their environment, a condition
that is, for all practical purposes, not realisable.
However, a set of theories, usually referred to as collapse
models (CMs), suggests an alternative route to the explanation
of the QtC transition by putting forward fundamental underly-
ing mechanisms responsible for the collapse of the wavefunc-
tion [7]. The strength of this effect should increase with the
size (mass) of the system, leaving microscopic (macroscopic)
systems fully within the quantum (classical) realm. The key
difference between CMs and standard quantum mechanics is
that in the framework entailed by the former, perfectly isolated
macroscopic objects would continue to act classically.
Among the proposals put forward so far to test (or rule out)
some of the currently formulated CMs [8–10], those based on
the experimental platform of cavity optomechanics offer fea-
tures of undemanding scalability of the mass of the system to
be probed and high-sensitivity of measurement. Most remark-
ably, at variance with standardly pursued approaches [11],
they bypass the need for the construction and quantum-limited
management of large interferometers [12, 13]. Notwithstand-
ing such promising features, the investigation of CMs still
poses considerable experimental challenges, and a winning
strategy to their inference has not yet been singled out [16].
In this paper we propose that a potentially significant boost
to the experimental assessment of CMs through optomechani-
cal settings can come from the application of refined quantum
inference techniques [17–19] that have been so far success-
fully applied to achieve quantum-limited estimation of param-
eters of difficult accessibility in sophisticated quantum optics
experiments [20, 21]. In order to fix the ideas and illustrate
the pillars of our proposal in a concrete and relevant case,
we focus on the continuous spontaneous localisation (CSL)
model [22, 23], which is one of the simplest and most studied
CMs [7]. By applying the tools of quantum estimation the-
ory to a paradigmatic cavity optomechanics system, we de-
rive the ultimate bounds on the estimation precision of the
core parameter entering the CSL model, thus going signifi-
cantly beyond the achievements of any previous proposal in
this context [12, 13]. Moreover, we identify a feasible, non-
disruptive all-optical measurement strategy able to provide
significant information on a CSL-affected nano-mechanical
oscillator. Finally, we upgrade our system to a setup of hy-
brid cavity optomechanics which also includes a two-level
system effectively coupled to the mechanical oscillator. By
delegating the inference to measurements performed on the
two-level system, we identify optimal instants of time and op-
erating conditions that maximize the amount of information
that could be extracted from the system itself.
Elements of estimation theory.-We now briefly introduce the
rudiments of quantum estimation theory, and present the main
formal tools of the analysis that will be performed in the rest
of this paper.
Estimation theory is concerned with the inference of the pa-
rameters of a system based on a set of measured data. Quan-
tum estimation theory studies the limitations to such inference
due to quantum mechanics on the accuracy of such estima-
tions. In classical estimation theory, the Fisher information
IC(Λ) provides the amount of information about a parameter
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2Λ that is obtained from a particular measurement strategy. If
the estimation is unbiased and based on N of such measure-
ments, then the uncertainty var(Λ) associated with the estima-
tion of the parameter in question is bounded by the Cramer-
Ra´o bound var(Λ) ≥ [NIC(Λ)]−1. Explicitly, the Fisher in-
formation is defined as
IC(Λ) =
∫
[∂Λ ln p(x|Λ)]2p(x|Λ)dx, (1)
where p(x|Λ) = Tr[ρˆ(Λ)Eˆ(x)] is the distribution of measure-
ment outcomes x conditional on the value of the parameter Λ
we wish to estimate, Eˆ(x) describes an element of the POVM
linked to outcome x, and the integral spans all values of the
measurement outcomes.
In quantum estimation theory, the quantum Fisher infor-
mation (QFI) IQ(Λ) concerns the information about Λ con-
tained in a quantum state ρˆ(Λ). It similarly satisfies a quantum
Cramer-Ra´o bound var(Λ) ≥ [NIC(Λ)]−1 ≥ [NIQ(Λ)]−1,
and is given by
IQ(Λ) = tr
[
ρˆ(Λ)L2(Λ)
]
, (2)
where L(Λ) is the symmetric logarithmic derivative (SLD),
defined by ∂Λρ = {L(Λ), ρˆ(Λ)} /2. The QFI is the optimized
version of IC(Λ) over all possible measurement strategies,
which makes it explicitly independent of the specific measure-
ment performed in order to infer Λ, and entails the ultimate
bound set to the inference procedure by quantum mechanics,
at least when one assumes that the measurement strategy does
not depend explicitly on the parameter to be estimated [14].
As it will be clarified later on in this paper, the system and
evolution that we are going to address are Gaussian in nature.
Therefore, we restrict the evaluation of the QFI to such class
of states [15]. An n-mode Gaussian state ρˆ(Λ) can be fully
described by its 2n×2n covariance matrix σ(Λ) with elements
σij = (〈{Rˆi, Rˆj}〉 − ξiξj〉)/2 with ξi = 〈Rˆi〉, Rˆ the vector
of canonical position and momentum operators, and where the
average is calculated over the state of the system.
Moreover, when evaluating the Fisher information, we shall
restrict our attention to local Gaussian measurements. One of
such measurements can be formally described by a POVM
whose elements are pure single-mode Gaussian states with
covariance matrix σmeas = R diag(l/2, l−1/2)RT which are
then displaced to the point x = (q, p)T in the phase space.
Here l ∈ [0,∞] parameterizes the degree of squeezing of the
elements of the POVM, while R = cos θ1 − i sin θσy is a
rotation matrix (with σy the usual y-Pauli matrix). If such a
measurement is performed, p(x|Λ) is then given by the Gaus-
sian distribution p(x|Λ) = exp[−(x
Tσ−1p x)/2]
2pi
√
detσp
with covariance
matrix σp = σ(Λ) + σmeas. This gives us
IC(Λ) =
∫ ∞
∞
dx
e−
1
2x
Tσ−1p x
8pi
√
detσp
η(Λ, x)2 (3)
with η(Λ, x) = xTσ−1p (∂Λσp)σ
−1
p x − ∂Λ(ln detσp). Using
standard Gaussian integration, we find the explicit form of the
Fisher information for our model
IC(Λ) = 1
2
tr[(σ−1p ∂Λσp)
2], (4)
where we have used Jacobi’s theorem for the derivative of the
determinant of a matrix to get the last expression. This result
holds for Gaussian measurements of states with any kind of
dependence on Λ.
We now pass to the evaluation of the QFI. To this aim, we
introduce the symplectic matrix Ω =
⊗n
iσy , which is in-
strumental to find the following expression for the SLD
L(Λ) = RTΦR+RT ζ − ν. (5)
Here, Φ is a 2n × 2n real symmetric matrix, ζ =
ΩTΣ−1(∂Λξ) is a real vector, and ν = tr(ΩTσΩΦ) is a scalar.
Moreover, we have
∂Λσ = 2σΩΦΩ
Tσ − Φ
2
. (6)
Following the procedure illustrated in the Appendix, we can
determine the explicit form of Φ to be
Φ =
4 det (∂Λσ)σ(∂Λσ)
−1σ + ∂Λσ
8 detσ2 − 1/2 , (7)
which in turn allows for a compact expression for the QFI in
terms of σ and its derivative with respect to the parameter to
estimate. We have
Iq(Λ) =
det (∂Λσ)
2
tr [((∂Λσ)
−1σ)2] + 12 det (∂Λσ)
2 detσ2 − 18
. (8)
Eqs. (4) and (8) embody the main tools of our analysis, which
will address the covariance matrix of the CSL-affected op-
tomechanical system illustrated in the next Section.
The model and the core results.-The CSL model modifies the
standard Schro¨dinger equation by adding nonlinear stochastic
terms. The model makes use of two parameters, γ and rc
which will be introduced shortly. It can be shown explicitly
that for the optomechanical system we will be working with
the evolution is conveniently described by the following linear
evolution:
i~
d
dt
|Ψt(q)〉 =
(
Hˆ0 + Vˆt
)
|Ψt(q)〉 (9)
with the potential Vˆt = −~√ηqˆwt, where wt describes white
noise with 〈wt〉 = 0 and 〈wtwt′〉 = δ(t− t′), and
η =
γ
3m20
3∑
k=1
∫
e
− |r−r′|2
4r2c
(2
√
pirc)
3 ∂rkρd(r)∂r′kρd(r
′)drdr′, (10)
where m0 = 1amu, rc is a characteristic length-scale, typi-
cally assumed to be 100nm, above which reduction effects
would be relevant, and ρd(r) is the mass density of the system
subjected to the effects of the collapse mechanism. Crucially,
3γ is the coupling strength between the system and the collapse
noise, and is the parameter we wish to estimate using the esti-
mation theory illustrated above. Its actual value is the subject
of uncertainties [7]: Ghirardi, Pearle and Rimini suggested a
value for γGRW ' 10−36m3s−1 [22], whereas Adler suggests
γA ' 10−28m3s−1 [24]. In our analysis, we will be interested
in exploring the implications that the different expected values
of γ have on the precision associated with a chosen strategy.
The system we consider is an optomechanical cavity of
length L pumped externally with laser light of strength E and
frequency ω0. The Hamiltonian of the system (in a rotating
frame at the frequency of the external pump) reads [26]
Hˆ0 =
~∆
2
(Xˆ2 + Yˆ 2) +
~ωm
2
(qˆ2 + pˆ2)− ~χ0
2
(Xˆ2 + Yˆ 2)qˆ
+i~
√
2E Yˆ
(11)
where we have rigidly shifted the energy of the system by
−~∆/2 and neglected a very small frequency shift of the
mechanical motion. In Eq. (11) qˆ and pˆ are dimensionless
position and momentum operators for the mechanical oscil-
lator of effective mass m (oscillating at frequency ωm), Xˆ
and Yˆ are the quadrature operators for the cavity field, and
∆ = (ωc − ω0) is the cavity-pump detuning. The third term
in Eq. (11) describes the optomechanical interaction with cou-
pling strength χ0 = (ωc/L)
√
~/mωm. The last term de-
scribes the coupling between the cavity and the (classical)
driving field, E being the rate of pumping. Eq. 11 should then
be complemented by the CSL potential Vˆt.
The dynamics of this system has been studied extensively,
and we refer to Ref. [27] for a detailed formal analysis. For
the sake of our scopes, it is sufficient to mention here that,
under the assumptions of strong external driving and high-
quality mechanical motion, which is generally affected by in-
coherent Brownian noise at temperature T , the optomechani-
cal evolution can be split into a (classical) mean-field part, and
a (quantum) fluctuation-affected one. The latter is what we
concentrate on, as it encompasses non-trivial correlations be-
tween the optical and mechanical sub-parts of our system [27].
We thus assume to be in a position to expand any operator Oˆ
of the system as Oˆ = O + ˆδO, where O is the correspond-
ing mean part, and define the vector of zero-mean fluctua-
tions uˆ = (δqˆ, δpˆ, δXˆ, δYˆ )T , which we use in order to de-
fine the covariance matrix of the fluctuations σf with elements
(σf )ij = 〈{uˆi, uˆj}〉/2, which can be shown to evolve accord-
ing to the equation [27]
∂tσf = Aσf + σfA
T +D, (12)
where we have introduced the drift matrixA and the noise one
D given by
A =

0 ωm 0 0
−ωm −γm χ 0
0 0 −κ ∆
χ 0 −∆ −κ
 , D =

0 0 0 0
0 Γ(Λ) 0 0
0 0 κ 0
0 0 0 κ
 .
(13)
In these expressions, γm is the natural damping rate of the
mechanical motion, κ is the decay rate of the cavity field,
χ =
√
2χ0E/
√
κ2 + ∆2 is an effective optomechanical cou-
pling rate and Γ(Λ) = γm(2n + 1) + Λ with Λ = ~η/mωm,
and n the mean number of thermal phonons in the initial state
of the mechanical oscillator (which is assumed to be a Gibbs
state at the environmental temperature T ). Quite evidently, the
CSL mechanism enters the dynamics of the optomechanical
system only through the noise matrix D and in the form of an
additional source of mechanical damping. Alternatively, the
CSL effect can be interpreted as an increased equilibrium tem-
perature of the mechanical system (cf. Ref. [16] and Bahrami
et al. in [12, 13]) that changes n to
ncsl = n+
Λ
2γm
. (14)
Therefore, estimating Λ is equivalent, from this viewpoint, to
the estimation of the equilibrium temperature of the mechani-
cal system [12, 13]. While the optimal estimation strategy for
the inference of temperature of an equilibrium harmonic os-
cillator has been found to be provided by measurements of its
energy (the QFI being proportional to the variance of the en-
ergy of the oscillator) [28], here we would like to exploit the
coupling between the mechanical system and the cavity field
to devise implementable strategies for the inference of Λ. The
inspection of Eq. (11) shows that the latter is only coupled to
the position of the mechanical oscillator, which would not be
sufficient to infer its energy directly. We thus proceed to a
full-fledged analysis of the results achievable through the use
of quantum estimation theory in the context set by this paper.
From the analysis reported in the previous Section, it is
clear that we need to evaluated the covariance matrix σf .
This can be done straightforwardly at the steady state, where
σssf (Λ) is the solution of the Lyapunov equation Aσ
ss
f (Λ) +
σssf (Λ)A
T = −D. The explicit form of such solution can
be deduced from the expressions reported in [29] with the re-
placement n → ncsl, and is too cumbersome to be presented
here, where it is sufficient to mention that σssf (Λ) takes the
general form
σssf (Λ) =
(
σM σC
σTC σL
)
. (15)
Here σM (σL) encompasses the covariances of the mechanical
(optical) subsystem, while σC brings about the optomechani-
cal correlations. In general σM turns out to be a diagonal ma-
trix, while all the entries of σL are in general non-null. More-
over, the dependence of σM on the rescaled CSL parameter Λ
is found to be linear, and we can write
σM =
(
α1 + β1Λ 0
0 α2 + β2Λ
)
, (16)
where α1,2 and β1,2 are scalars whose explicit form is imma-
terial for the sake of our analysis. In fact, all the elements of
σssf (Λ) are linear functions of Λ.
4Having the covariance matrix of the mechanical system at
hand, we can apply the powerful formalism of quantum es-
timation theory illustrated in the previous Section to find the
analytic form of the QFI
IQ(Λ) = 4[β1β2 + 2β
2
2(α1 + β1Λ)
2 + 2β21(α2 + β2Λ)
2]
D(Λ)
(17)
with D(Λ) = 16(α1 + β1Λ)2(α2 + β2Λ)2 − 1. Eq. (17) is
the basis of the study shown in Fig. 1, where we show the
behavior of IQ for the mechanical system within an ample
range of values of the CSL parameter γ, including both the
Ghirardi-Pearle-Rimini and the independent Adler’s estimate.
While the choice of parameter made in Fig. 1 is not linked to
a specific experimental implementation and has been dictated
by the visibility of the curves, the displayed behavior should
be considered as canonical. A few considerations are in order.
First, the variance associated with even the best measurement
strategy (as entailed by the QFI) is very large showing that,
at least with this setup, the estimate of γ would not be able
to help ruling out the actual CSL influences. Second, the QFI
appears to be largely insensitive of the actual value taken by
the CSL coupling strength for values of γ within a rather large
range. In particular, the estimate γGPR falls well within such
an insensitive region. The behavior of the QFI changes, in-
stead, dramatically for γ & γA, showing a knee almost in cor-
respondence of the estimate by Adler, and decreasing quickly
as γ increases. Finally, the inset of Fig. 1 shows that, at such
critical value of the CSL coupling parameter, mechanical sys-
tems of a larger mass offer enhanced sensitivity and thus a
lower variance associated with the estimation of γA, in ac-
cordance with the expectation that stronger reduction effects
should be expected in massive systems. Moreover, as large
values of ∆ with respect to the cavity line width κ correspond
to weaker optomechanical couplings (cf. the form of param-
eter χ), we conclude that weakly-perturbed mechanical oscil-
lators offer better performances.
Estimation through the optical subsystem.-Looking now for
the sort of precision that an actual measurement strategy
would be able to achieve when implemented on the mechan-
ical system, it is important to stress the lack of direct access
to the physical properties of a mechanical oscillator in an op-
tomechanical cavity: in fact, the direct measurement of the
mechanical oscillator is either considered undesirable due to
the strong back-action entailed by direct probing, or techni-
cally challenging in light of the usual necessity of operat-
ing an optomechanical device at low pressure (which requires
ultra-high vacuum chambers) and temperature (thus requiring
a cryostat).
We thus address the estimation of Λ from a different per-
spective, and investigate the amount of information that can
be extracted by performing local Gaussian measurements on
the state of the optical subsystem instead. This approach is
meaningful in light of the optomechanical coupling, which en-
codes information on the CSL-affected mechanical oscillator
onto appropriate degrees of freedom of the cavity field, and
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FIG. 1. (Color online) Logarithmic plot of the QFI (×109) associ-
ated with the state of the mechanical system, plotted against the cou-
pling strength γ to the CSL noise field. We have used a mechanical
oscillator of mass 15ng (dot-dashed magenta curve), 150ng (dashed
orange curve) and 500ng (light blue, solid curve). Other parameters
are ωm/2pi = 2.75× 105Hz, γm/2pi = ωm/105, L = 25mm, laser
power P = 2mW, κ = 5 × 107Hz, T = 1mK, ∆ = 5κ. Inset: We
plot IQ against ∆/κ using the same parameters as in the main panel
but for γ = γA. The three curves correspond to the values of mass
used for the main panel.
indeed embodies the standard way of inferring information on
the mechanical motion [26, 27].
We have thus calculated the QFI associated with the steady
state of the optical field, repeating the analysis displayed in
Fig. 1. A noticeable difference between the two cases is,
though, that the optical covariance matrix σL is, in general,
non diagonal, which makes the provision of a fully analytical
expression for IQ inconvenient, in this case. Nevertheless, it
is possible to assed the QFI against γ, as shown in Fig. 2 (a),
which displays similar features to those revealed when assess-
ing the all-mechanical case (notice, though, the even smaller
values taken by IQ, which is a clear result of the indirect prob-
ing that we are considering here).
Quite remarkably, we are now in a position to consider suit-
able all-optical measurement strategies. Rather than trying to
identify the measurement that renders IC = IQ, we decided
to take a pragmatic approach based an only consider experi-
mentally non-demanding measurements. Moreover, in order
to make use of the powerful framework for Gaussian states
probed by gaussian measurements illustrated above, we shall
restrict the class of probing strategies to local Gaussian ones,
and consider both homodyne and heterodyne measurements.
This can be done very conveniently using our parameterisa-
tion of σmeas and choosing appropriately the value of l. In
fact, for l = 0 or ∞ we would implement homodyne detec-
tion, while heterodyning would correspond to l = 1. While
the choice of θ would be inessential for the latter instance, the
value of such angle determines the direction, in phase space,
along which homodyning is performed. As one could expect,
this is an important parameter in the determination of the best
estimation strategy.
We have calculated the Fisher information IC in Eq. (4) by
varying the choice of l and θ finding that, although none of the
chosen strategies is optimal over the range of values of γ up to
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FIG. 2. (Color online) (a) Logarithmic plot of the QFI (red dashed curve) and the Fisher information IC (both ×1013) associated with the
optical subsystem probed by a homodyne (light blue curve) and a heterodyne measurement (dark blue curve), plotted against the coupling
strength γ to the CSL noise field. (b) QFI (red dashed) and Fisher information IC (blue) [both ×1013] of the optical subsystem for l = 0 and
θ = 0, plotted against the rescaled CSL parameter Λ (in units of 107Hz). (c) We compare the QFI associated with the state of the mechanical
subsystem (magenta, dot-dashed), the QFI of the state of the optical field (orange dashed), and the Fisher information resulting from the
performance of a homodyne measurement on the optical field. All such quantities have been rescaled by 1013. In all the panels we have used
the same parameters as in Fig. 1.
the estimate given by Adler, homodyning appears to be supe-
rior to heterodyne measurements. This is illustrated in Fig. 2,
where one can appreciate that homodyne measurements result
in values of the Fisher information that are about one order
of magnitude larger than those corresponding to heterodyn-
ing for γ up to 10−24m3s−1. Interestingly, we find that while
for γ < γA the Fisher information and the QFI are both flat
(thus implying no improvement in the precision of the estima-
tion of γ across tens of orders of magnitude), for γ > γA the
two figures of merit get very close to each other, regardless of
the measurement strategy being implemented [cf. Fig. 2 (b),
where for γ = γA we have Λ ' 105Hz]. The low values
achieved by both IQ and IC for γ > γA, though, demonstrate
the very weak sensitivity of the setting that we have chosen
to reduction models characterized by coupling strengths in
such region of values. In Fig. 2 (c) we finally summarize our
analysis so far by comparing the mechanical QFI, the optical
one and the Fisher information associated with the homodyne
probing of the optical field’s state.
Hybrid optomechanics for discrete-variable probing.- Beside
the cavity optomechanical setup addressed so far, where the
optical mode serves the purpose of both preparing and prob-
ing the mechanical state, we can envision an alternative hybrid
scheme, in which the manipulation is still realized through
radiation-pressure interaction with the cavity field but the
read-out is carried out via a coherent coupling with a two-level
system. We assume to have full control on the preparation of
the two-level system and to initialize it in the pure state
|ψ〉 = cos ϑ
2
|0〉+ eiϕ sin ϑ
2
|1〉 , (18)
of basis vectors {|0〉 , |1〉}. Here (ϑ, ϕ) are the angles defin-
ing the orientation of the state vector in the Bloch sphere.
The Hamiltonian we choose to model the interaction between
the probe qubit and the mechanical oscillator couples the res-
onator’s position quantum fluctuation to the spin-flip operator,
i.e.
HˆI = ~gδqˆ ⊗ σˆx , (19)
with coupling strength g. This interaction model has been de-
rived, as an effective spin-mechanics coupling, from a variety
of physical configurations, including a quantum dot grown on
mechanical nanostructures [30], a superconducting qubit cou-
pled to a nanobeam [31], or a multilevel atom coupled to the
field of an optomechanical cavity [32]. With the exception
of the first configuration mentioned here (which would not be
suitable for the purposes of our investigation), the motional
degrees of freedom of the probe are not involved nor required.
We thus assume that the two-level probe is not affected by the
CSL mechanism under scrutiny.
The qubit-oscillator coupling shown in Eq. (19) (and its
limit under rotating-wave approximation) has already been
addressed concerning the estimation of the temperature of a
mechanical resonator in thermal equilibrium, and the opti-
mality of energy measurements performed on the qubit to this
purpose has been shown [33, 34]. This motivates the choice
of that specific form of interaction, given that according to
Eq. (14) the estimation of Λ can be mapped to an effective-
temperature estimation problem. Finally, we assume that no
initial correlations are present between the two systems. This
can be justified by assuming the optomechanical interaction
to be strong enough to quickly prepare the mechanical initial
state, which is then coupled to the two-level system through a
slow (adiabatic) Hamiltonian [32, 34]. The measurements are
performed on the reduced state of the probe %ˆq after its joint
evolution with the mechanical mode, which is obtained as
%ˆq(τ) = TrM
[
Uˆτ ρˆM ⊗ |ψ〉〈ψ| Uˆ†τ
]
, (20)
where Uˆτ = e−iτδqˆ⊗σˆx and τ = gt is the dimensionless in-
teraction time. In the Appendix we show that the matrix ele-
ments of the probe’s state
%ˆq(τ) =
(
%00 %01
%10 %11
)
, (21)
6can be explicitly found to be
%00 =
1
2
(
1 + e−ζ cosϑ
)
, %11 = 1− %00,
%01 = %
∗
10 =
1
2
sinϑ
(
cosϕ− ie−ζ sinϕ), (22)
with ζ = 2τ2 (α1 + Λβ1). We notice that, since the spin de-
gree of freedom couples to the resonator’s position, only the
information about the variance of the mechanical position is
copied onto the probe.
The Fisher information Eq. (1) associated with population
measurements performed on the probe is given by IC(Λ) =∑
j=0,1 [∂Λ ln p(j|Λ)]2 p(j|Λ) and takes the particularly sim-
ple form
IC(Λ) = τ
4β21 cos
2 ϑ
e2ζ − cos2 ϑ . (23)
Here, IC is a function of the qubit’s polar angle ϑ only, of
the interaction time τ , and—through α1 and β1—of the opti-
cal and mechanical parameters in Eq. (13). The parameter of
interest Λ only appears in the exponent ζ. Given the control
available over the qubit state preparation, we can maximize
the Fisher information by choosing ϑ = {0, pi}, i.e. by initial-
izing the qubit either in |0〉 or |1〉. In the following an optimal
preparation of the qubit state will be assumed. In Fig. 3 (a) we
show the behavior of the Fisher information as a function of
the interaction time τ , for different values of the resonator’s
effective mass. As expected, the more massive the oscillat-
ing body the more accuracy gained in the estimation. More
importantly, from the picture is apparent the emergence of an
optimal probing time τopt. This optimal time can be evaluated
analytically and is given by
τopt(Λ) =
1
2
√[
2 +W
(
− 2
e2
)]
/ (α1 + β1Λ) (24)
' 0.631/
√
α1 + β1Λ
with W (y) the Lambert function of argument y [35]. The
behavior of τopt as a function of γ is shown in Fig. 3 (b).
Remarkably, τopt exhibits a sensitive variation in the region
γ ≈ γA while for smaller values the optimal interaction time
becomes almost independent on γ, so that no fine tuning of the
measurement time would be needed. Finally, since according
to Eq. (23) the Fisher information is proportional to β21 , we
can look closer to this term: By expanding β1 into power of
χ/ωm, the leading term is independent on the optomechani-
cal coupling and reads (2γm)−1. Therefore, a reduction of the
mechanical losses would lead to better performances in the es-
timation of the strength of the collapse mechanism. This could
be expected, and it is also in agreement with Eq. (14).
In order to evaluate the QFI, we diagonalize the state of the
probe as %q = %+ |ψ+〉 〈ψ+| + %− |ψ−〉 〈ψ−|, which enables
to cast Eq. (2) in the explicit form
IQ(Λ) =
∑
k=±
(∂Λ%k)
2
%k
+ 2c
∑
k 6=l=±
∣∣ ∑
j=0,1
(∂Λ〈j|ψk〉)〈ψl|j〉
∣∣2
(25)
with c = (1 − 2%+)2. The actual calculation, which pro-
duces expressions too involved to be reported here, shows that
IQ(Λ) depends on both the angles entering the initial qubit’s
state and is maximized for two independent sets of choices of
the qubit-state parameters: One can either prepare the qubit in
one of the basis states |0〉 or |1〉, or choose ϕ = {pi/2, 3pi/2},
regardless of ϑ. In Fig. 3 (c) we show the QFI for optimal state
preparation and evaluated at the optimal time τopt against γ. It
is remarkable that the behavior of IQ(τopt) against γ is very
similar to the trends shown in Figs. 1 and 2, notwithstanding
the significant differences between the measurement strategies
being pursued, which is indicative of a profound fundamental
reason behind the insensitivity of the estimation performance
for values of γ smaller than the value inferred by Adler and,
on the other hand, the quick depletion of the estimation preci-
sion for γ ≥ γA.
Conclusions.- We have assessed the important collapse model
provided by the CSL mechanism from the perspective of
quantum estimation theory. We have provided key informa-
tion on the actual experimental approach towards the estima-
tion of important features of the model through state-of-the-
art methods in cavity optomechanics. Moreover, our investi-
gation allowed us to pinpoint important qualitative and quan-
titative differences in the estimation accuracy of the strength
of the coupling between a mechanical oscillator and the noise
field responsible for the CSL reduction as its value is varied
within the range of values currently considered as plausible.
Our study bridges cavity optomechanics, fundamental
collapse-model theory, and sophisticated inference techniques
borrowed from quantum information theory towards the con-
struction of an experimentally viable approach to the test of
fundamental reduction models.
During the completion of this paper, we became aware of
the related work by M. G. Genoni, et al., arXiv:1605.09168,
which addresses the discrimination of reduction models
through continuous-time measurements of mechanical oscil-
lators.
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FIG. 3. (Color online) (a) Fisher information against the CSL parameter γ for growing values of the effective mass of the mechanical oscillator.
We have taken m = 15ng (magenta dot-dashed curve), m = 150ng (dashed orange one), and m = 500ng (solid blue line). We have assumed
γ = γA. (b) For the same values of the mass we study how the optimal measurement time τopt changes with the CSL parameter γ. (c) Plot of
the QFI [×1010] at the optimal time IQ(τopt) and optimised over the probing qubit’s preparation against γ. Other parameters as in Fig. 1.
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