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Abstract
This dissertation deals with the optimization of the web formation in a
spunbond process for the production of articial fabrics. A mathematical
model of the process is presented. Based on the model two kind of attributes
to be optimized are considered, those related with the quality of the fabric and
those describing the stability of the production process. The problem falls in
the multicriteria and decision making framework. The functions involved on
the model of the process are non linear, non convex and non dierentiable.
A strategy in two steps; exploration and continuation, is proposed to approx-
imate numerically the Pareto frontier and alternative methods are proposed
to navigate the set and support the decision making process. The proposed
strategy is applied to a particular production process and numerical results
are presented.
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Chapter 1
Introduction
1.1 Motivation
Imagine the problem of painting a long wall. It does not seems to be a dicult
problem, but only because I have not yet specied the restrictions you need
to fulll. First of all, you have to use a very special kind of brush. When this
brush is applied on the wall following a straight trajectory, it does not paint
a solid stripe of color but something similar to what is depicted in Figure 1.1.
Figure 1.1: Painting a straight line with our brush.
As it is shown, the brush paints dierent parts of the trajectory with
dierent intensities. In other words, dierent amounts of painting material
are applied at dierent spots. The brush does not uniformly paint the wall.
So if we want a uniform color, each time we apply the brush we need to use
dierent trajectories. We will assume that, with each additional pass of the
brush, the intensity of the color will increase directly. This assumption may
1
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not be realistic in the case of painting, but for the problem we will consider
in the dissertation it is.
To make things a bit more complicated, assume no complete control of
the brush trajectory. In our particular problem, the brush rotates and moves
forward at the same time, i.e. it follows a cycloid.
Figure 1.2: Cycloid trajectory of the brush.
1.2 Related Problems
The above described situation reects the main concepts required in the prob-
lem we are considering in this dissertation. It belongs to a family of problems,
which in some works is called Uniform Coverage Problems.
A typical example of a uniform coverage problem; the one most related
to our particular application, is the problem of modeling the paint deposition
and nding optimal trajectories to describe the way a robot is used to paint
a surface in the automotive industry. For some references about this problem
see [9].
Similar models and ideas can be used to obtain insight, and perhaps even
interesting solutions, for any kind of process where material is deposited over
a surface. An interesting example is the problem of optimal irrigation. In
large gardens or farm elds, the watering process is considered a seriously
matter. Here the material is water, and the surface is the soil. It is important
to maintain a certain amount of humidity in the soil and this humidity level
should be maintained between prescribed bounds. Keeping the amount of
water in soil below (or above) a critical interval for long time periods will
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have a negative impact on the development of the plants. An interesting
project about optimizing the watering in gardens is described in [44]. In the
same direction, the deposition of any kind of substance (seeds, fertilizer) could
also be modeled using similar approaches.
The process inspiring this dissertation comes from the production of arti-
cial fabrics; or nonwovens, as they are called in the industry [16]. In these
processes, a polymer is melted and formed into bers which are then de-
posited over a conveyor band. The result of this procedure is a kind of web
(gure 1.3), where bers are placed in dierent positions and orientations. It
Figure 1.3: Web formed by random position of bers.
is expected that the distribution of bers should be homogeneous across the
fabric. The presence of white or black spots; as is the case in gure 1.3 is not
desirable.
What all the mentioned applications have in common is the requirement
of applying the material over a surface uniformly. The reasons are not always
the same, but usually a lack of material in a particular region is considered as
a sort of defect. On the other hand, a high concentration of material means
a waste of resources. This have a direct impact in the costs of the process.
Improving the uniformity distribution of bers in any process becomes then
a very important goal.
There is an additional aspect, that I will consider in this dissertation and
it is not considered in any of the related applications I found so far. This is
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the inclusion of an analysis of the stability of the process of applying material
over a surface, due to its stochastic nature.
We will see that, even when it is possible to design a process generating
almost perfect uniform webs, such process will be very unstable, in the sense
that small perturbations in the parameters describing the process will have
a large eect in the uniformity of the fabric. Processes are not perfect, they
are prompt to errors due to a variety of causes and there is no escape to the
fact that uncertainties will happen, even if the most accurate tools are used.
The stability (or sensitivity) of the process becomes then a characteristic that
should be optimized too. This sensitivity can be understand as the eect of
perturbations in the parameters of the process.
These considerations dene two distinct goals or objectives to be attained
in our process. On the one hand, we want to produce uniform fabrics for a
high quality product, but on the other the process should be stable.
Unfortunately these two goals will be in conict. This means that the
design of a process producing highly uniform fabrics will not be the most
stable and the most stable process will not produce uniform fabrics.
1.3 Multicriteria and Decision Making
The presence of more than one objective to be optimized brings the problem
into a dierent area. A single process has to be chosen; not the one producing
the most uniform fabric and not the most stable, but one where a compromise
is attained between those two objectives. A person making such a decision is
called a decision maker. It should be a person (or group) with experience in
the process and the ability to make rational judgments to compare dierent
alternatives.
More and more, computers are being used in the industry and other sectors
to assist in the process of taking a nal decision. A computational system
designed to help in these problems is called Decision Support System (DSS). In
some kind of problems, when a mathematical model for the considered process
is available. The system may make use of such model to assist the decision
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making activities. A DSS based around a model is called Model Driven DSS.
One of the aims of this dissertation is to propose strategies useful in the design
of such a system.
The goal of these dissertation is not to perform multicriteria optimization
for an isolated production process, but to facilitate the process of decision
making by developing methods and tools around a decision support system
when the functions involved are nonlinear and specially for non dierentiable
problems. Such methods and tools will be applied to the particular kind of
uniform coverage problem related with the production of articial fabrics.
The realization of those will require an understanding of the theory of mul-
tiobjective optimization. Multiobjective optimization deals with the problem
of optimizing more than one function at the same time, and is one of the most
important mathematical theories applied in the area of decision making. We
will see that there exist a subset of the set of all possible states of our process
that is of interest to the decision maker. It is called the Pareto set. The
Pareto set is; roughly speaking, the alternatives that are not worst than any
other considering all objectives. Such alternatives are also called \ecient"
designs or ecient solutions.
In the case of two criteria, a particular goal is to compute enough ecient
designs. Enough in the sense that any other ecient design can be obtained
using interpolation between two of the already obtained ones. The decision
maker can simply explore this subset and choose the solution he thinks is the
best. We will also propose some alternatives to explore the Pareto set, even
if the number of required designs is too large.
These goals are not trivial, specially in our particular problem. Similar
methods already exist for situations where the functions involved are linear.
An example is the develop of tools for decision support and Pareto navigation
applied to the problem of radiotherapy planning, see [34].
The strongest diculty in our application is the lack of convexity. The
appearance of a non convex problem complicates the tasks required in multi-
objective in many ways. One of the obvious diculties is the appearance of
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several local optima. Even if a single objective is considered, obtaining the
global optimum of such an optimization problems is, in most of the cases,
an impossible task. For these problems heuristics (evolutionary algorithms,
scatter search, etc.) are usually the only adequate approach [49]. The con-
sideration of additional objectives make the problem even more challenging.
1.4 Outline
The dissertation is structured in 6 chapters.
In chapter 2 I will give an introduction to the concept of nonwovens, its
denition according to the experts and some of its uses. Section 2.2 will
explain some of the details related with a particular kind of process used to
produce nonwovens. The steps involved on such process (spinning, web forma-
tion and bonding) will also be described. Section 2.3 will cover some general
aspects about quality control and in particular the quality attributes expected
in the nal product of these processes. We will see that several attributes are
desired in the nal fabric. In the same section we will consider the stability
of the process as one of the required attributes. If a process is unstable, the
product generated may not satisfy the specications imposed. The presence
of several objectives to be optimized creates a conict in the quality. Section
2.4 will make present this conict as a natural result comparing it with other
dierent classical examples.
Chapter 3 gives a detailed description of a mathematical model of the
production process presented previously in chapter 2 together with ways to
compute the quality attributes required in the process. Section 3.1 develops
a general model of deposition of material for an abstract \brush" depositing
material over a surface. It is general enough to be applied in all situations
where the addition of material on a point results in a direct increase of the
density. The model will be applied to our example spunbond process in sec-
tion 3.2, where such process is described in detail by separating it in several
steps. Section 3.3 presents the alternatives to measure the homogeneity of
the eece using the output of the production process, some dierent criteria
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will be proposed to estimate the dierent kind of defects appearing in the
real fabrics. In section 3.4 the two kind of control parameters that will be
used for the optimization are explained, the radial distribution and the shift
synchronization. Those are related with the trajectory of the object applying
the material and how the material is extruded. Section 3.5 propose a way
to estimate the stability or sensitivity of the process using the concept of
condition number. Two dierent ways of computing the condition numbers
are presented and the care that should be taken when attempting to apply
such concepts to estimate a real sensitivity is considered. In section 3.6 the
multicriteria problem will be motivated.
Having more than one criterion brings our problem in the context of mul-
ticriteria optimization. In chapter 4 such mathematical theory is presented.
Section 4.1 covers the most important concepts of the theory, dene the con-
cept of eciency of solutions and the Pareto set. It will present also a way to
describe the Pareto set and to transform a multicriteria problem in a family
of scalar problems. Section 4.2 explains a method used to obtain successive
points in the Pareto set using ideas coming from algebra for the approximation
of implicitly dened dierential manifolds. They are called continuation or
homotopy methods. Here I will propose a derivative free continuation method
to avoid the requirements of gradients or Hessians usually needed in the ap-
plication of those methods. For the derivative free method I will need to use
scalar methods not based on dierentials, but those will be presented in chap-
ter 5. Section 4.3 will give estimations of the interpolation error obtained if
the Pareto set is approximated using the continuation methods. If the errors
are considered to high we should consider to make a renement in the approx-
imation. Section 4.4 explains the problems of approximating the Pareto set
when the problem is non linear and several local minima are expected. We
will propose to use heuristics for the exploration of the space and continuation
methods for the local computation of ecient solutions.
Chapter 5 presents a collection of scalar optimization methods that will be
used in the optimization of a single criterion. In this case, the homogeneity.
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But as I have mentioned, scalar methods are also important to be coupled
with the continuation method of chapter 4. Section 5.1 propose a linear
program LP to solve the problem of optimizing one of the parameters, the
radial distribution. The lineal program can be solved in seconds using a
standard solver. Section 5.2 propose two ways of solving the problem of
optimizing the shift synchronization. First using a mixed integer program,
which will happen to be too slow to be applied in the continuation method.
And a dierent approach using Fourier approximation, which will return good
(but not optimal) solutions with no use of numerical methods. Section 5.3
presents a mixed integer program for the problem considering both kind of
parameters, but it is also too slow to be used in the multicriteria framework.
Section 5.4 will present three heuristics for scalar optimization. The rst
heuristic is an evolutionary algorithm. It will be used to perform exploration
of the space. The next two heuristics (Pattern Search and Nelder Mead) are
used for the local search once an exploration was performed. The Pattern
search method posses convergence properties. Even when Nelder Mead do
not have such properties, it works very well in practice and is very useful
when sets of solutions are already computed close to the optimum. Nelder
Mead will also inspire a method for interactive navigation of the Pareto set.
The concepts of decision making are presented in chapter 6. The mathe-
matical theory presented in the previous chapters will be used to propose three
dierent ways of navigating the Pareto set for nonlinear problems. Section
6.1 refers to the general concepts of decision making and introduce the con-
cept of a Decision Support System which is a computational program used to
assist in the process of making a decision. Section 6.2 describes the necessary
concepts for allowing navigation of the Pareto set. It presents the widgets for
the graphic user interface used to interact with the system. The most direct
way of exploring the Pareto set, is to compute a database of solutions, and
allow the user to select a point from it. This can be done using visualization
widgets. A most sophisticated way, is to allow the user to select a vector of
weights and let the system compute the corresponding Pareto point. This is
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an option, but it is not considered a \friendly one". A dierent alternative is
to give the user the opportunity to select a goal value for one of the objectives
and let the system the task of nding a solution close to the one required by
the user. This can be done using any kind of scalar optimization. The last
and most appealing is the use of the Nelder Mead algorithm to indirectly
optimize a value function which is a hidden function that is assumed to exist
and reect the preference of the decision maker among the solutions. The
method requires a valuation of a set of solutions from the user, or simply an
\acceptance" or \rejection" of solutions. The geometry of the Nelder-Mead
algorithm can be used to propose new solutions to substitute the ones rejected
by the user.
In the nal chapter. The results obtained from all the methods presented
in the theoretical chapters are presented. Section 7.1 will describe the details
of the numerical simulation of the model presented in chapter 3. I will also
propose ways to increase the speed of the evaluation of the criteria to allow
faster navigation. Section 7.2 explains the three dierent sensitivities consid-
ered as criteria. Two for each kind of parameter, and one that mixes those
two in a single value. Section 7.3 is short, but very important, because it
suggest and justify the simplication of the radial distribution to a two pa-
rameter family of functions. We will see that such family of functions is more
realistic, reduce the computations, improves both the stability and sensitiv-
ity of the function that was used in practice and it is almost as good as the
optimal function obtained considering a piecewise linear approximation with
much more parameters. Section 7.4 presents the results of all algorithms men-
tioned in chapter 5 related with the optimization of a single criterion. Finally
in section 7.5 an instance of a process is considered, and the Pareto frontier
is approximated in a way that allows interpolation between the computed
solutions. Such result allow the use of the real navigation of the frontier.
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Chapter 2
The Production Process
Introduction
The concept of \nonwovens" is for many people a new one, and only few
persons know about the actual production of those. Specially about the one
we will consider in this project.
The purpose of this chapter is to introduce the concepts concerning the
production of nonwovens and the methods of production. I will need to de-
scribe with more detail the specic process we will consider (spunbonding) and
which parts of this we are modeling (web-formation). In this chapter I will
explain the actual production process. Later we will develop a mathematical
model, simulate and optimize the design of this process.
In section 2.1 the basic concepts related to the production of nonwovens
are presented, together with the denition of the term \nonwoven". Section
2.2 describes the particular spunbond processes and the stages of such pro-
cesses; spinning, web formation and bonding. The section 2.3 deals with the
concept of \quality" in general and in the context of articial fabrics. We
discuss the quality characteristics or attributes expected in the product (non-
woven eeces) together with one extra requirement usually wanted on every
production processes, stability. Section 2.4 explains the conicts arising from
considering more than a single objective. In our case we consider at least
11
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the reduction of defects in the nal product and the stability of the process.
We will see how the appearance of more objectives aects the optimization.
This section will prepare the frame for the rest of the chapters, inspiring the
inclusion of multicriteria theory and decision making.
2.1 Nonwovens
The term nonwoven is relative new. But in a way, it explains itself. It refers
to certain kind of sheet product or articial fabric that is not like the typical
woven one. Nonwovens are usually not based on yarns, but contain laments
of some polymer like polyester or nylon. Paraphrasing, a nonwoven is a fabric
that was not woven.
In other contexts the word is hyphenated (non-woven), but in almost all
the literature and publications on the topic of nonwovens, it is written as a
single word. Nonwovens are a central topic of this work, and I will use it
without hyphen.
There are, at least, two recognized denitions for nonwovens which are
provided by the two most important associations of nonwovens in the world,
the Association of the Nonwovens Fabrics Industry, INDA and the European
Disposables and Nonwoven Association, EDANA [14, 23].
Denition of Nonwoven (INDA): Nonwovens are a sheet, web or batt of
natural and/or man-made bers or laments, excluding paper, that have not
been converted into yarns, and that are bonded to each other by any of several
means. The bonding methods are: addition of adhesives, thermal fusion of
the bers, fusion of bers by dissolving and resolidifying the surfaces, creation
of physical tangles, stitch usage for the bers [23].
Denition of Nonwoven (EDANA): Nonwovens are a manufactured
sheet, web or batt of directionally or randomly oriented bers, bonded by fric-
tion, and/or cohesion and/or adhesion, excluding paper or products which are
woven, knitted, tufted, stitchbonded incorporating binding yarns or laments,
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or felted by wetmilling, whether or not additionally needled. The bers may
be of natural or man-made origin. Thay may be staple or continuous or be
formed in situ.[14]
As stated in the denitions, the laments in nonwovens are bonded using
several methods. A simple alternative is to \glue" them using adhesives. In
other processes, the bers are partially fused and thermally bonded. Some-
times chemicals are added to melt the materials. There also exist mechanical
ways of doing it, e.g. creating tangles or tuft on the bers or stitching the
laments. In any case, what they have in common in the absence of a woven
process. In this way, the production of nonwovens is usually faster, compared
with a typical yarn process. The reader interested on nonwovens may consider
[4, 11, 14, 23] for further information and references.
2.2 Spunbond Process
Spunbond is a popular and eective process used to produce nonwovens. In
spunbond processes, the polymer is melted and formed in bers using a special
die. The melted material is extruded trough this die, called spinneret which
generates laments of polymer not yet solidied. The laments; or bers, are
then separated and cooled down using air ows and/or electrostatic charges
and are then deposited over a conveyor band. As a result, the bers are trans-
formed into a web in one step combining the spinning and the web formation.
The web is then bonded in a further step, using one of the several processes
mentioned before. A nice reference for the spunbond process can be found in
[4]. Figure 2.1 depicts the main steps of the process.
2.2.1 Spinning and Web Formation
The deposition of the melted bers can be performed in very dierent ways,
and several patented methods exist to do this. In some cases the ber trajec-
tories are altered conveniently using systems of deecting surfaces or mirrors.
The image on the left in gure 2.2 shows a method using rotating deector
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Figure 2.1: Schematic of a Spunbond Process
planes to spread the bers and deposit them over the moving band. The image
on the right illustrates a method where bers are deposited both in machine
direction and in cross direction1. We are interested on a method that deects,
in a similar way, a bunch of bers at the same time in a rotational trajectory,
similar to the rst system on the left of gure 2.2.
Figure 2.2: Some deector systems.
2.2.2 Bonding Process
After the web is formed, the fabric is still rather weak to be used and ad-
ditional treatments have to be performed on the web, in order to increase
1Images from \http://www.apparelsearch.com" used with permission.
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its strength and other desired characteristics. Typically a bonding process is
then performed. The bonding can be performed by mechanical needling of
the bers, applying thermal energy to fuse and adhere the bers or by using
chemicals. A dierent approach is the creation of tangles, stitch bonding,
ultrasonic fusing and hydraulic entanglement. In some cases two or more of
this processes can be applied on the same fabric.
Unfortunately, if the formed web is very irregular, there is no bonding
method able to correct it. In our project we will not study the dierent bond-
ing methods. Our problem will be restricted to the optimal web formation.
But we still need to understand, what is an \optimal web"? To answer this
question, we need to consider how the experts judge the quality of nonwovens.
2.3 Quality of the Process
In the manufacturing of products or in services the concept of \quality" plays
a central role. There are dierent ways of dening the concept of \quality";
conformance to requirements, tness for use, etc [33]. In the design stage it
is usual to speak about o-line quality. This refers to the selection of optimal
parameters in order to obtain a process fullling certain required or expected
characteristics. We separate these characteristics in two, those inherent to
the product and those related with the process in general.
2.3.1 Fleece Quality
Nonwovens are used for hundreds of products in dierent industries like con-
struction, automotive, agriculture, landscaping, industrial, military, heath
care, leisure, clothing, geotextiles, household, among many others. The in-
dustry has been growing consistently, year after year, in the last few decades.
Experts measure the quality of the eece in dierent ways, according to
dierent criteria, depending on the nal use. See [19, 29, 41]. All the desired
properties of a web, formed using the previously mentioned process, are re-
lated; or at least correlated, with a single aspect or characteristic of the eece.
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Namely, the web should \look alike" at every single spot. The \look alike"
property means that, if we take two samples from the web in any position
and any orientation, both samples should look similar, as much as possible.
The mechanical and visual properties of the fabric depend on this kind of
\self-similarity". In this way, there are two main kinds of defects that can
be observed in the web independently of the kind of real application of the
fabric.
The rst kind of defect is called cloudiness, and is described as a high (or
low) concentration of bers in a particular region of the fabric [38, 54]. This
concentration creates \dark" or \light" clouds noticeable to the eye. These
clouds can have the form of spots, stripes or any other kind of shape. Dark
clouds and light clouds have dierent implications in relation to the quality
of the product. For some products light clouds are important for the quality
but dark clouds are more related with waste of material. For others, both
dark clouds and light clouds have an eect in the quality and performance of
the product.
When many parallel bers stick together in a spot, the fabric shows
anisotropies or ships, like it is called in the argot. These are the second
kind of defects.
The clouds and ships reduce the quality of the fabric and are judged in
most cases by the visual inspection of experts. The automatization of this
process require the use of interesting mathematical models and image analysis
tools, see [38].
A good model should be able to measure as objectively as possible these
quality characteristics. Clearly an ideal fabric is uniform in intensity of bers
and in its orientations, what it is not so clear yet is the best way to measure
this quality, and how to compare the levels of quality of two webs produced
by two dierent sets of parameters.
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2.3.2 Process Stability
If we attempt to measure the quality of our product at dierent moments,
we will nd that the values obtained are not the same every time. There is
always a natural scattering in the measured values due to variability inherent
to the process. Variability is part of any production process and this fact has
to be taken into account in any analysis performed. Every process is aected
by dierent factors like methods, parameters, equipment, material, etc. Some
of these factors are controllable; in particular the machine parameters, others
are either not under control or are almost impossible to keep in control, like
the environment conditions.
If small variations in the factors dening the process generate relative high
variations in the output of the process, we say that the process is not stable.
On the other hand, if the variations in the output are small, the process is
considered as stable.
The production process should not be launched until it has been proved
to be stable. Therefore it is a high priority to consider measurements of the
stability for every process. A process is labeled as \stable" when it runs
in a predictable way. Typically the stability is measured by performing a
sensitivity or uncertainty analysis comparing the output of dierent instances
of the process.
It is not enough for a process to generate a single sample with the desired
quality characteristics mentioned in the previous section. A high quality pro-
cess has to be able to repeat this characteristics during the entire production
time. This is in fact the main problem in quality control of processes [33, 35].
We will see in chapter 3 dierent mathematical tools, used to approximate
numerically the stability of a model. Once we have a mathematical model of
the process, we can analyze the eects of variability or perturbations in the
machine parameters and study the resulted variation in the output of the
process.
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2.4 Quality Conict
Quality attributes are measurements or characteristics used to dene the qual-
ity of a product or service [33]. In quality control there are two main goals in
relation with quality attributes. On the one hand the control of the expected
value of the attribute and on the other the reduction of its variance. In many
cases these two tasks are in conict.
There is usually a desired xed value, and the expected value of our at-
tribute; as a random variable, should be as close as possible to it. This
desired value is usually referred as the specication for the product. If we
were producing a particular kind of geometric piece, the desired values are
the requested dimensions for that piece. In our process we are considering
the cloudiness as an attribute, and we expect it to be zero in order to have
no defects in the eece.
The second goal in quality control is to reduce the variability of the pro-
cess. As we saw in the previous section, no process is perfectly accurate and
variations exists due to the dierent kind of elements involved. If the at-
tribute value is considered an instance of a random variable, the variability is
modeled with the variance of its probability distribution.
The problem of controlling the expected value and reduce the variance of
a variable is not an isolated issue. In portfolio theory; for example, one of the
aims is to obtain a high expected value of prot with a low risk value; ideally
zero, of a particular investment [52]. Typically the increasing of expected gain
has, as a consequence, an increase on the risk, creating a trade-o between
both goals. In these sort of situations there is no way to make an optimal
choice. The trade-o between the goals force us to make a compromise, a
decision.
The design of a high quality process in our application involves also a
compromise. On the one hand, we would like to dene the process in such
a way that the expected cloudiness of the produced eece is as low as pos-
sible. The reduction of the cloudiness is in direct relation with the uniform
distribution of bers over the eece and has a direct impact in the amount of
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material required to meet the specications. In other words, less cloudiness
implies material savings and reduction of costs. But such reduction should
be maintained during the whole production time. This goal requires a stable
process with low variance.
A naive way of improving the expected cloudiness of the eece is to in-
crease the speed of the process. In fact such increase will reduce the expected
cloudiness, but at the same time will make the process more unstable and
create high variances in the output. The appearance of conicting goals in a
problem make impossible, in general, to nd an optimal solution. As was men-
tioned before, a decision has to be made. There is a full mathematical theory
coping with these kind of problems; the theory of multicriteria programming
or multicriteria optimization. Chapter 4 is completely dedicated to multicri-
teria. In business and management the mathematical tools of multicriteria
optimization are used to support the process of decision making. Decision
making represents a whole area of research and applications. Chapter 6 is
fully dedicated to decision making and decision support systems, inspired on
the conict presented in this chapter.
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Chapter 3
Mathematical Model
Introduction
In this chapter a mathematical model for the production process presented
in the previous chapter is developed. We will use this model to measure and
estimate the quality of the product and the stability of the process.
In section 3.1 a general abstract model of material deposition is presented,
that could be applied in other kind of processes. Section 3.2 describe and
model the specic production process we are considering. The aim of the
section is to obtain a density function to represent the distribution of bers
on the nal fabric. The problem of modeling or measuring the quality of the
fabric using the proposed density function will be considered in section 3.3,
we will see the dierent kind of defects expected in the eece and how to
measure them. Section 3.4 will briey explain the parameters of the process
that will be used as controls in the optimization. The stability of the process
will be considered in section 3.5 using sensitivity analysis. We propose the
use of the condition number to estimate the sensitivity, apply the ideas to our
model and compare two approaches; an analytical and a stochastic. The last
section motivates in few paragraphs the inclusion of the rest of the chapters,
the multicriteria theory and the decision making.
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3.1 Material Deposition
Consider a segment AB of xed length moving in a trajectory over R2. If
the length of the segment is constant, the description of the trajectory can
be done by specifying the trajectory of one of the points; say A, and the
orientation of the segment.
Consider a trajectory in the real plane,
 : R ! R2
t 7! (t):
If (t) represents the position of the point A, and (t) the orientation of the
segment at time t, with respect to some xed axis, then the trajectory P of
every point P on the segment AB can be obtained from  and  as,
P (t) = (t) +
jABj
jAP j
u((t)): (3.1)
Where u is a unit vector dened as u() = (cos ; sin ).
Figure 3.1: Trajectory of a segment AB.
We dene a function  : R2 ! R assuming that each time the trajectory
of a point P in the interval AB passes over a point x 2 R2, the value of
(x) is increased according to a ow function depending on P . The following
denition describe that function.
Denition 1. Consider a segment AB in a trajectory described by (t) and
(t) in a time interval t 2 [0; T ], and a function f : [0; 1] ! R. The density
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function  : R2 ! R is dened as,
(x) :=
X
Pyx
f

jAP j
jABj

 kv?k 1; x 2 R2
where P y x means that the point P on the moving segment is located over
the point x in the xed plane and v? is the component of the velocity of P
orthogonal to the segment AB.
Figure 3.2: Position of P and orthogonal component of velocity.
The value of  is proportional to the function f ; which is used to model
the ow of material through P and inversely proportional to the velocity v?.
I consider an inverse proportion due to the fact that by doubling the speed,
we deposit the same amount of material in a region of double area, hence the
density will become half of the original value, and the projection, because it
is proportional to that area.
This model for material deposition assumes that the orthogonal compo-
nent of the velocity v? never vanishes This is, that the velocity is never parallel
to the segment. If the velocity component is zero and the function f is non-
zero, the model predicts an innite density of material. This is, of course, not
the case in the real process, because material is not deposited over a point
but over a region. For the numerics in chapter 7, we make a partition of the
domain and consider an average speed for the simulation. Nevertheless, in
practice if the velocity is zero (or close to zero) the density of material will
simply go to very high values.
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3.2 Deterministic Model of the Process
We will see now a model for a spunbond process based in the material deposi-
tion model of the previous section. The set of parameters or controls describ-
ing our process can be represented as a vector  = (1; 2; :::; np) 2 X  R
np ,
where X is called Parameter Space and we consider np parameters. We also
have nc criteria quantities (not dened yet) as functions of the parameters.
The criteria values are arranged as a vector  = (1; :::; nc) 2 Y  R
nc , where
Y is called the Criteria Space. The criteria are meant to measure the desired
properties or quality attributes of the process and of the nal product. An
important aim is to describe each criterion as a function of the parameters.
F : X ! Y
 7! 
If we have this function, we will be in a position to apply optimization
algorithms to improve the process with respect to those criteria. But the
relation between  and  is far from being a simple one, let alone nding a
closed or algebraic expression. Nevertheless, the function F can be decom-
posed in a natural way into two parts. The rst part will map the parameters
into a function space using a model or simulation of the production process,
the function will be a kind of density representing the concentration of bers
in the fabric. For this aim, we will use the model for material deposition
described in the previous section. The second part will quantify the criteria
from the output of the simulation and from the model itself having in mind
the considerations used by quality experts in the nonwoven industry already
mentioned in section 2.3.
The eece is generated by hundreds of spinnerets arranged in rows. Each
spinneret deposits bers over a moving band in a particular way. The number
of rows varies from machine to machine, but usual values range from 6 to 15.
We will need rst to model the material deposition for a single spinneret, and
then use it to describe the density function representing the nal eece.
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3.2.1 Fiber Deposition for a Single Spinneret
Each spinneret rotates and deposit bers over the conveyor band. At the
same time the band moves below the spinneret with constant speed. The ow
of bers deposited depends on the distance from the center of rotation. Each
spinneret behaves like the moving segment explained in section 3.1, we can
describe the behavior then using the same expressions.
Keeping the same notation, we model the spinneret as a segment deposit-
ing material as it moves. In our particular process one extreme of the segment;
modeling the spinneret, follows a linear trajectory with respect to the band
according to
(t) = (vbt; 0); (3.2)
at the same time, the spinneret rotates around that point with constant speed.
The orientation of the segment is then,
(t) = !t; (3.3)
where vb is the speed of the conveyor band, and ! is the rotational speed of
the spinneret.
Figure 3.3: Rotating y-axis.
Consider an orthogonal coordinate system based on the band, with the
negative x-axis oriented in the direction where the band moves, and the y-axis
orthogonal to the band. Assume that at time t = 0 the center of the spinneret
is located at the origin of that coordinate system and oriented towards the
positive y-axis. From 3.1 we can obtain the trajectory of an arbitrary point
in the spinneret at time t, see gure 3.3.
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The spinneret is in fact xed, but the eect of moving the band to the
left is equivalent to moving the spinneret to the right. We can imagine the
trajectories better if we x our coordinate system (and perspective) to the
moving band.
Figure 3.4: Cycloid trajectories are composition of rotational and translational move-
ments.
The composition of linear and rotational movements generates a particular
kind of curve trajectories known as cycloids [7, p.101]. Figure 3.2.1 depicts
some of these possible curves. The parameterizations of cycloids curves are
described in the following lemma.
Lemma 1. The position of a point P in the spinneret at a distance r from
the rotation center after time t with respect to the coordinate system based on
the band is,
x(r; t) =
0
@x(r; t)
y(r; t)
1
A =
0
@vbt+ r  sin(!t)
r  cos(!t)
1
A : (3.4)
From lemma 1 we obtain an explicit algebraic relation between the position
x = (x; y) in the band, the distance r of the point in the spinneret passing
over x and the time t,
x = vbt+ r  sin(!t) (3.5)
y = r  cos(!t):
Given a position (x; y) on the band. If we are interested on recovering the
position r in the spinneret and the time t when such point passes over (x; y),
we need to solve the system 3.5 for r; t.
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Canceling the trigonometric functions, we obtain the equation,
r =
p
(x  vbt)2 + y2: (3.6)
Which can be used to obtain the position r in the spinneret given the time t.
On the other hand, we can cancel r from the system and obtain the equation,
vbt+ y tan(!t)  x = 0: (3.7)
The time t can be obtained by solving equation 3.7.
This equation is compact but dicult; if not impossible, to solve analyt-
ically. If we want to solve it, numerical methods will be required. A plot of
equation 3.7 is shown in gure 3.5.
Figure 3.5: Trigomometric equation 3.7 for x = 0, y = 1, vb = 1 and ! = 1
It looks very similar to the tangent function, with innitely many trans-
lations of a similar branch, and this is true due to the fact that
vb

t+

!

+ y tan

!(t+

!
)

= vbt+ y tan(!t) +
vb
!
:
For this graph the branches are translated in the y direction too. This
means, we can solve
vbt+ y tan(!t) + k
vb
!
= 0; k 2 Z
using a single branch instead if we want.
The solutions are the intersections of the graph with the x axis, and it
is clear that there is one solution for each branch of the function. Then we
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have an innite countable set of times t solving 3.7 and the system 3.5. But
from 3.6 we have r !1 as jtj ! 1 and in practice, the r is bounded by the
spinneret radius Rs, and then only nitely many solutions will be needed.
In order to nish the description of the trajectory of the spinneret, we
need also the expression for the velocity of the points. Such expression can be
easily obtained by partial dierentiation of the position vector with respect
to time.
Lemma 2. Under the assumptions of lemma 1 the velocity vector of a point
in the spinneret is,
v(r; t) =
0
@xt
yt
1
A =
0
@vb + r!  cos(!t)
 r!  sin(!t)
1
A : (3.8)
To complete the analysis of the ber deposition due to a single spinneret
we need to describe the way the spinneret deposits bers. We assume the ow
of bers depends on the distance from the center of rotation. This dependence
is described using a distribution.
Radial Distribution
The spinnerets deposit bers while rotating. Fibers are deposited at a certain
distance from the center of rotation, generating dierent concentration of
material depending on the distance from the spinneret. A function f describes
this deposition. It is considered a non-negative smooth function with support
on the closed interval [0, 1].
Denition 2. The radial distribution is considered as a non-negative con-
tinuous function f with support on the closed interval [0; 1], i.e.
f : R! R+0 ; x =2 [0; 1]) f(x) = 0; (3.9)
The value f(x) represents the ow of bers at a distance xRS from the center
of rotation of the spinneret. Where Rs is the maximal distance where ow
exists.
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So far, in the tuning of the real process, the radial distribution was consid-
ered as a xed function. One of our proposals for the design of the process is
the use of the radial distribution as a further control parameter. Clearly, the
realization of a system of deector mirrors to mimic any arbitrary function,
is not a realistic task. We will suggest to consider a simple and robust family
of radial distributions in the optimization. A family of functions for which
the exact tting is not crucial.
Figure 3.6: A "non-realistic" radial distribution using a discretization.
The considered radial distributions are of the form,
p(t) =
8>>>><
>>>>:
0 if 0  t < a
1 cos( x a
b a
)
2 if a  t < b
cos(2
x a
b a ) if b  t  1
(3.10)
This family of functions is parameterized using two numbers a; b 2 R. The
rst number a represent the minimum distance where the spinneret delivers
ow and b is the location of the peek of the function; the position where the
ow is maximum. The function (3.10) is depicted in gure 3.7.
Figure 3.7: Two point prole with trigonometric splines.
Arguments in favor of such change will be presented in chapter 7. But
we have at least three reasons for adopting this kind of radial distributions.
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As mentioned it is not expected to be able to design systems of deector
planes to mimic every kind of function for the radial distribution, see gure
3.6. Functions like the one depicted in gure 3.7 are more realistic. Another
reason is the reduction in the number of parameters required, besides we will
see that such functions approximate very well the optimal radial distribution
in a more general space. The complexity of the algorithms will be reduced in
that way. Finally, such functions will be sucient to obtain processes with
density function almost perfectly homogeneous.
When considering the ow of bers as f(x), we are assuming an average
behavior. The ow of bers in spunbond process, and in general, is a stochas-
tic process that cannot be avoided. The bers dynamics are strongly aected
by air ows, turbulence, deecting surfaces and by the interaction of bers
between themselves, see [30]. For the purpose of this thesis, we consider this
ow as a random variable whose expected value is described by the radial dis-
tribution. Later, we will consider the perturbations on the radial distribution
in order to study the stability of the process.
With the trajectory of the spinneret and the radial distribution described
we are in position to obtain an expression for the density function generated
with a single spinneret.
Lemma 3. Consider a spinneret trajectory described in lemma 1 and the
radial distribution for the spinneret f : [0; 1] ! R+ representing the ow of
bers from denition 2. Then, the density of bers generated by the spinneret
can be obtained as,
0(x) :=
X
t2T 0
f (r=Rs)  kv
?k 1 (3.11)
Where T 0 is the set of all times when the spinneret passes over x and the
orthogonal component of the velocity is obtained from the position x and the
velocity v of the corresponding point in the spinneret,
v? = v   x
x  v
kxk2
:
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The position x can be obtained from the position r in the spinneret and
the time t according to 3.5 and 3.6. The velocity v is obtained from lemma 2.
There is a couple of facts we can say about the density function 0 generated
by a single spinneret.
Lemma 4. The density function 0 is periodic in the x component with period
Lx = 2
vb
!
:
Proof. Let (x; y) be a point on the band. Assume that at time t the point r
in the spinneret passes over (x; y). From 3.5, at time t+ 2! the point r in the
spinneret is positioned over the point (x0; y0) on the band according to,
x0 =

t+
2
!

vb + r  sin

t! +
2
!
!

= x+ Lx
y0 = r  cos

t! +
2
!
!

= y
In a similar way from lemma 2 the velocities at both times are the same.
Considering the denition of 0 from lemma 3, the ow over the two points
is always the same and 0(x; y) = 0(x+ Lx; y).
Because the center of rotation of the spinneret runs over the x-axis, and
Rs represents the maximum distance where bers are deposited, we have the
following result.
Lemma 5. The spinneret delivers no material beyond a vertical distance of
Rs. In other words, if Rs < jyj then 0(x; y) = 0.
Figure 3.8: Density function for a single spinneret.
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Depicted in gure 3.8 is a representation of the density function 0. The
color map, sometimes called lookup table represents the relative values of a
real function. The lookup table goes from white(zero) through cyan(low),
green(average), yellow(high) to red(too high) as shown in gure 3.9. I use
this lookup table for almost all the visualizations of density functions.
Figure 3.9: Lookup table used for the density functions.
3.2.2 Fiber Deposition for a Row of Spinnerets
As already mentioned, the eece is produced by the eect of hundreds of
spinnerets arranged in rows delivering the bers over the moving band. If
we assume that every spinneret behaves similarly, we can obtain the density
function representing the nal eece by adding up translated copies of the
density function 0.
Consider a single row of innitely many spinnerets working perpendicular
to the band movement, all starting with the same orientation. If Ly is the
separation between the spinnerets in the row, the density function generated
is described as follows.
Denition 3. The row density function is dened as,
1(x; y) =
+1X
i= 1
0(x; y + iLy) (3.12)
where 0 is the spinneret density.
The row density function has also the following properties, in particular
it is periodic in both directions, as stated in the next lemma.
Lemma 6. The density function 1 for a single row of innitely many spin-
nerets, is periodic in both directions. i.e, for Lx; Ly given above,
1(x; y) = 1(x+ Lx; y + Ly)
for every x; y 2 R.
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Proof. The periodicity in the x component follows directly from lemma 4.
The periodicity in the y component is obtained by changing the index of the
sum to (i+ 1).
1(x; y) =
+1X
i= 1
0(x; y + iLy) =
+1X
i+1= 1
0(x; y + (i+ 1)Ly) = 1(x; y + Ly):
As a result, it is enough to study this function in the rectangle dened by
the periods
R := [0; Lx] [0; Ly]: (3.13)
We may also be interested on proving that the row density is bounded.
This may not be clear from the denition, because the function is the re-
sult of an innite sum of functions. Nevertheless, lemma 5 avoids innite
accumulation of values.
Lemma 7. The density function 1, generated by a row of spinnerets, is
bounded.
Proof. From lemma 5, if jy+ iLyj > Rs, then 0(x; y+ iLy) = 0. Consider the
index set I := fi 2 Z : jy+ iLyj < Rsg. The set is clearly nite and therefore,
1(x; y) =
+1X
i= 1
0(x; y + iLy) =
X
i2I
0(x; y + iLy) <1
for every point (x; y).
The distribution of bers generated by a single row of spinnerets is not
very uniform. In order to improve the uniformity of the process and ll the
clouds generated from a single row, several rows are used in parallel to increase
the covering of the band.
3.2.3 Generating the Final Fleece
The nal eece is generated byNr rows of spinnerets. Each row deposits bers
over the band according to 1, but each of them does it in a dierent position.
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Figure 3.10: Density function for a single row of spinnerets.
The function describing the nal density of bers is then a superposition of
Nr translated copies of the function 1.
Denition 4. The density of bers is dened as a function  : R2 ! R+,
(x; y) =
NrX
k=1
1(x+ s
x
k; y + s
y
k) (3.14)
where (sxk; s
y
k) represents the corresponding translation of the k th row of
spinnerets with respect to the rst one.
In our process the translations in the y direction are given by syk =
kLy=N , and we will only use the translations s
x
k (or simply sk) as controls.
The denition assumes that all rows of spinnerets are rotating with the same
constant speed ! and spinnerets in the same row start with the same orien-
tation. Nevertheless spinnerets on dierent rows may (and are expected to)
have dierent orientations. These angles, or shifts, can be used to control the
translations.
Denition 5. The orientation of the spinnerets in the row i, with respect to
row 0 is dened as phase shift and expressed with 'phasek .
If dk is the distance between the k th row and the rst one modulo the
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Figure 3.11: Example of a nal density function.
period Lx, then it is possible to dene the relative orientation of the spinnerets
in a row with respect to the moving band.
Denition 6. The band shifts are the relative orientations of the rows with
respect to the band and are dened as,
'bandk = '
phase
k +
dk
Lx
2: (3.15)
The linear translation sk can be computed from the band shifts
sk =
'bandk
2
Lx (3.16)
The value 0(x; y) represents the density of material (bers) in the position
(x; y) deposited by the matrix of spinnerets. The eece looks more like a web
(see gure 3.12) and the density of bers in very small regions of the eece
is, of course, zero. In spite of this, I will call this function a density function,
and can be considered a density in the mathematical model, because the
radial distribution p models the deposition of bers as if it were a continuous
material.
An alternative is to think in such a function as a probability or as the
expected amount of bers in a (not too small) region of the eece. In any
case, we will avoid to perform computations in small domains, which is the
same approach for any kind of density applied in science.
The density function  is our model for the nal eece. In the next section
we consider the quantications of the quality attributes of a eece mentioned
in chapter 2.
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Figure 3.12: Fleece as bers and as a density function.
In section 2.3 we mentioned the quality attributes required in the produc-
tion of nonwovens. We have divided such attributes in two. On one side,
the expected quality of the eece. Which depended, as mentioned, on the
homogeneity of the distribution of bers across the band. In particular, we
have the \cloudiness" as the most important kind of defect appearing in non-
wovens. On the other side, we also need to keep the process in control. A
certain degree of stability is required in the process. The next sections will
use the model for ber deposition already described, in order to quantify the
quality attributes of homogeneity and stability.
3.3 Fleece Homogeneity
The eece is modeled as a density function representing the distribution of
bers. This density function approximates the expected amount of material;
bers in our case, at points in the plane. I have mentioned that, experts
measure the quality of the eece by taking samples of the nal web, searching
for the presence of either dark or light clouds.
3.3.1 Clouds
Relative large regions with high or low concentration of bers are called
\clouds". Usually they consider clouds of more than 3 centimeters as de-
fects. The absence of clouds in the eece means that the value of the density
function is always equal to its average value, i.e. it is a constant function.
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As it is easy to imagine, it will be impossible, even in the model, to obtain a
constant density function. What we can attempt, is to minimize the deviation
of such function from the ideal constant one.
The total ow of bers passing through the spinneret is consider as con-
stant. The radial distribution reects only the deviation of the trajectories
of the bunch of bers, but does nothing to increase or reduce the total ow.
This means that, at the end, the average amount of bers can be considered
as constant too.
The ideal homogeneous function is then dened as the constant function
with value equal to the average of the density function , i.e.
(x; y) :=
1
jRj
Z
R
(x; y)   2 R (3.17)
where R is the periodic domain 3.13 and jRj is its area.
If we want to measure the deviation between functions the most direct
way of doing it, is to dene a norm in the function space where such functions
live. And the rst idea when looking for a norm for a space of measurable
functions is to use an Lp norm.
k  kp =
 Z
R
j  jp
!1=p
; p > 0; f 2W: (3.18)
Measuring the deviation using an Lp norm give us a global idea of the devi-
ation between two functions. Nevertheless it was shown in [38] that such a
number does not describe the quality of a eece and the deviation from the
homogeneity in the way it is proper. A simple reason is that an Lp norm does
not distinguish between a big cloud region and many small ones. According
to experts, the former is worst.
Defects on the eece are present when the density of bers is considerably
below the average (or above it) in a relative large region. Regions with low
density of bers create light clouds and regions with a high density of bers
create dark clouds. Both are considered as defects in the fabric.
With this in mind, we may think that the innity norm, a norm measuring
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maximum and minimum values, can be more useful.
kfk1 = max
2W
jf()j: (3.19)
The innity norm does not distinguish between accumulation or lack of bers.
If we want to measure only how the values of the density function go below
the average we can try the following,
k  ()k1  = min
2W
(()  ): (3.20)
This is, however, not a norm, but a semi-norm.
Similarly the expression
k  ()k1+ = max
2W
(()  ): (3.21)
can be used to measure the deviation from above the average.
There is a detailed explanation about how to judge the quality of a eece
with respect to the clouds in [38]. As I mentioned, experts usually consider
clouds of sizes of more than 3 cm as defects. But this could depend on the
type of product. This means that in order to estimate the quality of the eece
with respect to the clouds, it is better to measure the density of material on
regions of the eece and not on points. We will then transform our density
function , in the following way.
(x; y) =
Z x+x
x x
Z y+y
y y
(ﬁx; ﬁy)dﬁxdﬁy (3.22)
If we write  = (x; y) and ﬁ = (ﬁx; ﬁy), the transformed function 
 can be
described in a compact form,
() =
Z
R2
(ﬁ)q(   ﬁ):
Where the function q : R2 ! R is dened conveniently as,
q(   ﬁ) =
8><
>:
1 if jx  ﬁxj < x and jy   ﬁyj < y
0 otherwise:
(3.23)
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As we observed, this transformation is nothing but the convolution of 
with the function q, this is,
 :=   q:
Having this convoluted function as a more realistic function, bring us other
advantages. By choosing an alternative smooth q function, we can obtain a
 function as smooth as required.
Now, the minimum and maximum values of  are better measurements
for the presence of light and dark clouds of radius .
Denition 7. The criterion light cloudiness min is dened as,
min =    min
x2R2
(x)
Denition 8. The criterion dark cloudiness max is dened as,
max = max
x2R2
(x)
Where  is the mean value of  in the domain, i.e.
 =
1
jRj
Z
R
(x; y)dxdy:
Clearly, min and max are to be minimized. The general cloudiness can
be dened by simply using the innity norm for that deviation, or from both
the dark and light cloudiness.
Denition 9. The criterion cloudiness (or homogeneity) cloud is dened as,
cloud := k
   k1 = maxfjmin   j; jmax   jg: (3.24)
3.3.2 Stripes
A special kind of defect appears when the clouds extend along full lines. Dark
and light stripes are then visible on the eece. This kind of defect is expected
because of the periodic nature of the process.
Stripes are not expected to appear in arbitrary orientations, but only in
a nite number of possible angles if we are interested on thicker stripes only.
The proof requires the equidistribution theorem,
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Figure 3.13: Density function with stripes.
Theorem 1 (Bohl 1909, [5]). The sequence
fnmod1gn2N
is uniformly distributed on the unit interval, when  is an irrational number.
The equidistribution theorem implies directly the following lemma.
Lemma 8. If the periods of the eece density are Lx and Ly, the only possible
slopes of the stripes are rational multiples of the number Ly=Lx, i.e. if m is
the slope of the stripe,
m =
a
b
Ly
Lx
; a; b 2 Z:
If m is an irrational multiple of Ly=Lx, the center line of the stripe will
cover the full domain densely. Which means that the stripe will cover the
entire domain. As a consequence no stripes with slope m irrational are ex-
pected.
Figure 3.14: Stripe patterns for (a,b)=(1,1), (a,b)=(1,2) and (a,b)=(3,2).
Assume we are interested on stripes of width s or wider only, and there
appear N stripes in a period. Then it is clear that Ns should be smaller
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than the diagonal of the periodic rectangle domain. From this follows the
following result.
Lemma 9. If there exist N stripes of width s in the domain, then
N <
q
L2x + L
2
y
s
:
Which means that only a nite number of rational multiples could become
slopes for the stripes.
The minimum and maximum criteria do not give us information about
stripes. A possibility to give a measure for these defects is to consider pro-
jections of the density function  along particular directions.
Let us say we would like to measure the presence of vertical stripes for a
particular density function . The function avey (x) dened as
avey (x) :=
1
Ly
Z Ly
0
(x; )d;
represents the average of  along a vertical line passing trough (x; 0). This
function has period Lx.
Depicted in the left side of gure 3.15 are this projection function for the
density function shown in gure 3.13. As we can see this projected function
looks rather homogeneous, and can be interpreted as an absence of vertical
stripes. But the picture on the right side shows a similar projection along
lines parallel to the diagonal of the rectangle R. The presence of diagonal
stripes is clearly depicted there.
We can interpret from this graphic the eect of the diagonal stripes on
gure 3.13.
Denition 10. The projected function using a general slopem 6= 0, is dened
as,
avem () =
1
Lx
Z Lx
0
(x;  +mx)dx
A single number can be used to estimate the deviation of such functions
with respect to the constant function.
42 CHAPTER 3. MATHEMATICAL MODEL
Figure 3.15: Vertical and diagonal projections of density function.
Denition 11. The criterion measuring the presence of stripes with slope m
is,
mstripe := k
ave
m   
ave
m k2
where avem is the mean value of the function in the interval.
In this case, we use an Lp norm with p = 2, but any other value could be
used.
3.3.3 Ships
As I mentioned before in section 2.3.1, ships are a type of defect on eeces
where a region in the web is populated with a majority of bers in a particular
direction. Also called, anisotropy, in some contexts. Having homogeneity in
the bers does not necessarily means an absence of ships. The measuring of
ships is more complicated than the measure of clouds. In order to have some
information about it, we would require to know about the orientation of the
bers in the web.
Anyhow, the way bers are deposited in our special kind of spunbond
process; in particular the rotating system of deecting mirrors, have as an
eect, a natural homogeneous scattering in the directions of the bers. Which
is perhaps one of the principal reasons to use this kind of systems. Even when
it is possible to model the ber orientation, I consider the appearance of ships
in the eece as controlled indirectly by the own nature of the process.
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3.4 Control Parameters
For our particular process we will consider only two kinds of parameters.
Those describing the bers deposition for a single spinneret, we call it radial
distribution, and those used for the synchronization of the rows of spinnerets,
the shifts.
3.4.1 Radial Distribution Discretization
The spinnerets deposits bers while rotating. Fibers are deposited at a certain
distance from the center of rotation, generating dierent concentration of
material depending on the distance from the spinneret. We already dene in
section 3.2.1 the radial distribution as a function describing this deposition.
It is considered a non-negative smooth function with support on the closed
interval [0; 1], and an element of a function space, p 2 C0(R;R). For the
numerical implementation it will be required to dene a discrete space for it.
The straightforward way is to use a piecewise linear approximation. To
this end, we use a partition of the unit interval using a nite number of points
xi 2 [0; 1], say xi =
i
Np+1
with i = 0; :::; Np + 1 and we consider only radial
distributions which are linear combinations of a set of basis functions i. The
basis function are the popular \hat functions" with support on the interval
[0; 1] dened as,
i(x) =
8>>>><
>>>>:
x xi 1
xi xi 1
if x 2 [xi 1; xi]
x xi+1
xi xi+1
if x 2 [xi; xi+1]
0 otherwise
Figure 3.16 depicts a typical hat function.
Denition 12. A piecewise linear radial distribution is a function of the
form,
p(x) =
NpX
i=1
ii(x):
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Figure 3.16: A Basis function and a radial distribution formed using ve basis func-
tions.
Where Np is the number of discretization points and we consider only
positive coecients. From the denitions, a piecewise function can be used
as a radial distribution. In this form, radial distributions p are formed by
linear combinations of the basis functions i. The vector of coecients  =
(1; :::Np) characterize each radial distribution. This approach can be used
to approximate any Lipschitz continuous function.
3.4.2 Shifts Synchronization
The second kind of parameters are used to describe the synchronization of the
rows of spinnerets. This synchronization is measured by the corresponding
angles for each row of spinnerets, the band shifts dened in section 3.2.3. If
there are Nr rows, the space of shifts could be considered as R
Nr if we allow
angles from  1 to +1. If we want instead to work modulo 2, the space
is SNr , thus S is the set [0; 2], where we identify 0 with 2. In other words,
the unit circle.
3.5 Sensitivity Analysis
Every model is nothing more than an approximation of the reality. When in
a model we consider a distance of 10 centimeters or an angle of 35 degrees,
we should not forget that in the real process, such distance is never exactly
10 centimeters nor the angle precisely 35 degrees. A serious model should
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take into account the fact that measurements should not be modeled using
numbers until we have proven that the errors are signicantly small. Where
"signicantly small" depends on the particular problem and the "errors" are
not necessarily only measurement errors, but also inconsistencies coming from
simple the fact that the model is no the real process.
A much realistic approach is to consider measurements as random vari-
ables, with a given probability distribution. In many cases, normal distri-
bution is the common choice. But this is usually an assumption and other
distributions could be used according to the particular model.
If we consider these quantities as random variables, the outcome or result
of the model has to be considered as a random variable too. Being random
variables, the values coming from the model or simulation are also not pre-
cise, but have a certain variance. The variance in the output of a model is
related with the variance of the input parameters, or all the quantities we are
considering in it.
In sensitivity analysis we attempt to understand the relation between these
two variances. The variance of a value reects the amount of perturbation
we expect in it. If relative small perturbations in the parameters of the
model creates large perturbations in the output, we say that the process is
sensitive. If not, the model is usually called robust. This analysis will deliver
us information about the stability of the process being modeled.
Sensitivity analysis is used mainly for two purposes. To know up to which
extent we can trust in our model, and to discover which control parameters
have more eect on the desired output. This can, as a consequence, be useful
in its optimization. The interested reader may consider [43] for gaining some
insight in modeling and sensitivity analysis.
3.5.1 The Condition Number
The quantication of the degree of sensitivity or stability of a model, algorithm
or function is done with the so called, condition number. It is also used to
determine the liability to numerical computation, because it measures the
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eect of small errors in the calculations, see [13], [24], [55].
Consider a function f(x) = y representing a mathematical problem, where
the point x 2 X represents a set of input parameters or data and y 2 Y is
the output or solution of the problem. The condition number allows us to
estimate the sensitivity by considering the eects that small perturbations in
the input parameters have in the output of the model.
Denition 13. Let X;Y be normed vector spaces. Consider a map between
the spaces f : U  X! Y, U open and
V(x) := fx
0j kx0   xkX < g 2 U
for  > 0 a -neighborhood of x. The value
abs(f; x) := sup
x02V(x)
kf(x0)  f(x)kY
kx0   xkX
is called the absolute condition number of (f; x) in V. If both x and f(x)
don't vanish then
rel(f; x) := 

abs(f; x)
kxkX
kf(x)kY
is called the relative condition number of (f; x) in V.
This numbers describe the maximum eect of perturbations in the domain
of the function, and becomes clearer if we rewrite the expressions,
kf(x0)  f(x)k  abskx
0   xk
kf(x0)  f(x)k
kf(x)k
 rel
kx0 xk
kxk x
0 2 V
Both condition numbers give us a bound factor relating the expected per-
turbation in the output f := kf(x0) f(x)k given a perturbation in the input
x := kx0   xk.
For problems considering quantities, like amount of material in this case,
the absolute condition number may not be the best choice. The eect of the
perturbation should be measured as a percentage, not as an absolute quantity.
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The relative condition number rel is then proper choice in that case. We can
get rel from abs multiplying it by
kxk
kf(x)k .
For a general non linear function f the actual computation of the condition
number could become a dicult task in most cases. Because either we are
unable to compute the values of the function in every point of neighborhood
V or we do not have means to bound these values with information about f ,
with only a nite number of evaluations of the function.
As the denition of the condition number reects, the numbers represents
an understanding of the local behavior of the function f . In this sense it is
not dicult to see the relationship with the dierentiability of the function
(if f happens to posses a degree of dierentiability).
Analytical Approach
Analytically the condition number of smooth functions is estimated using a
Taylor approximation. In this case, the condition number can be estimated
using the norm of the gradient of f for a rst order approximation and for a
second order, the Hessian will be involved.
For a function f : Rn ! R the rst order Taylor approximation is given
by,
f(x0 + x) = f(x0) +rf(x0)  x:
Theorem 2. Let f : Rn ! R be a dierentiable function and dene the ane
function,
g(x) := f(x0) +rf(x0)  x:
Then the condition number of (g; 0) is given by,
abs(g; x) = krf(x0)k:
For any x and .
Proof. The proof is straightforward,
abs(g; x) = sup
x02V(x)
jg(x0)  g(x)j
kx0   xk
= sup
x02V(x)
jrf(x0)  (x
0   x)j
kx0   xk
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We now that jrf(x0)  (x
0   x)j  krf(x0)k k(x
0   x)k with equality if
(x0   x) = rf(x0)
for some  2 R. Such vector can be found in any neighborhood, therefor,
abs(g; x) =
krf(x0)k k(x
0   x)k
kx0   xk
= krf(x0)k:
As we see, a simple way of estimating the condition number and the
sensitivity is to use this local gradient approximation, given that our function
is dierentiable.
This approach is, of course, not valid when the rst order approximation
is not accurate. A typical situation occurs when the point x0 is an extreme
point or close to one. Here the rst approximation will return a sensitivity
value of zero, but the real sensitivity could be very high, depending on the
size of neighborhood being considered. Figure 3.17 depicts a function with
gradient zero but with a non-zero sensitivity.
Specially for this kind of points using a second order Taylor approximation
can add more information for the sensitivity.
x
f(x)
Figure 3.17: Function with zero gradient but non-zero condition number.
Theorem 3. Let f : Rn ! R be a dierentiable function and dene the
quadratic function,
q() := f(x0) +rf(x0)   +
1
2
Tr2f(x0):
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Then the condition number of (q; 0) is bounded by,
abs(g; 0)  krf(x0)k+ kr
2f(x0)k:
Where r2f is the Hessian matrix, the norm of the gradient is the usual Eu-
clidean norm for vectors and the norm for the Hessian is the matrix norm
dened as,
kAk = maxfkAxk : x 2 Rn; kxk = 1g:
Proof.
abs(q; 0) = sup
2V(0)
jq()  q(0)j
kk
= sup
2V(0)
jrf(x0)   +
1
2
Tr2(x0)j
kk
 sup
2V(0)
jrf(x0)  j
kk
+ sup
2V(0)
j12
Tr2(x0)j
kk
 sup
2V(0)
krf(x0)k kk
kk
+ sup
2V(0)
k12
Tr2(x0)k kk
kk
= krf(x0)k+ kr
2f(x0)k:
The bound of theorem 3 is in fact the condition number. The "worst case"
can be achieved by choosing a point at a distance of  from x0 and in the
direction of the gradient.
Stochastic Approach
If we consider the input parameters as random variables, the output of the
process becomes also a random variable. The purpose of the sensitivity anal-
ysis is to obtain the probability distribution of this output random variable.
Or more exactly, to obtain the uncertainty of the output, say, in terms of the
variance.
In some cases, if the relationship between input and output is simple
enough, the explicit expression for the distribution of the output can be ob-
tained. But most of the times, this distribution is obtained experimentally
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using Monte Carlo simulations. For this aim, assumptions in relations to the
distribution of the input parameters have to be made. Later, we will use these
approaches for our particular problem and will return to this points.
3.5.2 Model Sensitivity
If we express the model described in section 3.2 as a function or mathematical
problem mapping an input u to an output , we will be able to compute the
condition number and a measure of the sensitivity for it.
In our model, u represents the set of parameters dening the process;
the positions, orientations, and ows used to construct the model of ber
deposition. As an output , I consider a single value. The homogeneity
(cloudiness) which is the most signicant quality function.
The mathematical problem has the following form,
F : X ! R
u 7! ;
where u encodes all the information related to the parameters of the process.
If we apply now the denition of the condition number to this function we
get an expression of the form,
abs(F ; u) := sup
u02V(u)
jF(u0) F(u)j
ku0   ukX
:
Here, we are confronted with a delicate issue. The vector u encodes dis-
tances, angles and ows from the process, but we need to dene a norm
ku0   ukX for the design space X. Even when it is easy to dene a mathe-
matical norm for this space, the question is if such a norm has a sense in the
reality.
The value of the Euclidean norm for the vector (3; 4) is 5, but if the vector
represents 3 centimeters and 4 grams, the number 5 has no meaning at all,
unless we nd a way to compare centimeters and grams.
I will consider then, a condition number for each kind of parameter of the
process.
3.5. SENSITIVITY ANALYSIS 51
Denition 14. The sensitivity of F with respect to the radial distribution
p 2 C10 (R;R
+) is given by,
abs(F ; p) := sup
p02V(p)
jF(p0) F(p)j
kp0   pk1
: (3.25)
The radial distribution is a continuous function and we use an innity
norm to measure the deviations between functions.
Denition 15. The sensitivity of F with respect to the orientation shifts
ﬀ 2 RNr is given by,
abs(F ; ﬀ) := sup
ﬀ02V(ﬀ)
jF(ﬀ0) F(ﬀ)j
kﬀ0   ﬀk
: (3.26)
In this case, the shifts are encoded in a vector and we use an standard
Euclidean norm for the deviations.
It is also possible to obtain analytical expressions for the condition num-
bers. The criterion homogeneity measuring the cloudiness was dened as the
maximum deviation of  with respect to its average value, this is,
k  k1:
As a function, the innity norm is not dierentiable. But we can nd
arbitrary approximations by using a p-norm with large p values.
Lemma 10. Let f be a bounded function then,
lim
p!1
kfkp = kfk1:
The p-norm tend to be closer to the 1-norm for function where the max-
imum is clearly over the average. This suggests that it will be an adequate
choice when the density function reects the presence of clouds.
To test the accuracy of this approximation I run 500 random instances of
our simulation and compared the values of some dierent p-norms with the
innity norm. The correlation for some of them is depicted in gure 3.18.
The larger the value, the best is the approximation. But computationally,
more than a 10-norm tend to produce numerical errors in the algorithm,
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Figure 3.18: Comparison between p-norms and 1-norm for p = 2; 10; 20.
not to mention the complexity of the operations. The errors appear due to
the necessity of performing operations with too large or too small numbers.
Anyhow, once we consider a dierentiable function we have the possibility to
estimate the condition number by computing the gradient of our function.
Consider the function, Fp : R
n ! R returning the expression
Fp(u) =
Z

(()  )pd
 1
p
;
where  is the periodic domain of the density function  and u 2 Rn encodes
the control parameters for the process. If  is smooth, Fp is dierentiable and
it approximates the original F for large values of p.
We should not forget that  is also a function of u. The next lemma
relates the partial derivative of the smooth criterion function Fp with the
partial derivatives of the density function in a xed point.
Lemma 11. The partial derivative of Fp with respect to the parameter uj is
given by,
@Fp
@uj
= kuk
1 p
p
Z

p 1u
@
@uj
()d (3.27)
Where u :=   .
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Proof. The proof follows easily,
@Fp
@uj
=
@
@uj
Z

(()  )pd
 1
p
;
=
1
p
Z

(()  )pd
 1 p
p @
@uj
Z

(()  )pd;
=
1
p
k  k1 pp
Z

@
@uj
(()  )pd;
=
1
p
kuk
1 p
p
Z

p(()  )p 1
@
@uj
(()  )d;
= kuk
1 p
p
Z

p 1u
@
@uj
()d:
If we assume we already have the result of the simulation, this is, the
function  and therefor u. The computation of expression 3.27 requires only
the estimation of the values of
@()
@uj
:
This is, the derivative of the total ber ow over a xed point  with respect
to the control parameter uj . This value will depend on the kind of parameter
we consider.
If the parameter uj represents the translation s
x
j of the shift j and the rest
of the parameters are xed, the density functions 0; 1 are constant, and the
expression for the partial derivative can be obtained from,
(x; y) =
NrX
k=1
1(x+ s
x
k; y + s
y
k): (3.28)
The shift has only eect on the translation in the direction of the x axis, and
only in the term j of the sum. This means that,
@(x; y)
@uj
=
@
@uj
1(x+ uj ; y + s
y
j ): (3.29)
If uj is a parameter from a discretization of the radial distribution, ac-
cording to section 3.4.1. We know that the ow () over  = (x; y) is given
by the same expression 3.28 where,
0(x; y) =
+1X
i= 1
X
j
jj(ri=Rs) kvp(ri; ti)k
 1 (3.30)
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1(x; y) =
+1X
i= 1
0(x; y + iLy) (3.31)
As we see, the ow is linear with respect to j . Therefore, the derivative
is represented as the ow over  considering j as the radial distribution. In
other words,
@(x; y)
@uj
= j (x; y) (3.32)
where j (x; y) is the density function of a process with the same parameters
but taking j as the radial distribution.
From all this, we are in the position to obtain the gradient of our function
rF := (
@()
@u1
; :::;
@()
@un
);
if we consider the discretization of the radial distribution and the shifts as
parameters.
As a corollary of all this analysis we get.
Corollary 1. If in our model the density function 0 is dierentiable, the
function F : X! Y relating the control parameters with the criterion is also
dierentiable.
The condition number can be estimated with the norm of the gradient
krFk: But there is still something to consider, and it is again the selection
of the norm to be used. And the reason is that dierent components of the
gradient vector are related with dierent kind of parameters. One part with
the shifts and other with the ow given by the radial distribution. Such
quantities can not be mixed freely.
There are two possibilities. Either we consider two dierent sensitivities,
one with respect to the radial distribution and a second one with respect to
the shifts, or we introduce a way to compare "apples with oranges" to mix
these to values. For our process I consider the two sensitivities and a "unied"
sensitivity by a reverse process.
I consider a perturbation in the shifts equivalent to a perturbation in
the radial distribution if both generate a similar perturbation in the output.
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This is some sort of averaged sensitivity. But we should not forget that the
approach is articially designed to compare both sensitivities.
3.5.3 Comparing Analytic vs Stochastic Sensitivity
At this point, I will present a comparison of the two approaches for the sen-
sitivity, the analytic and the stochastic. Figure 3.19 shows the correlation
between the condition number computed with a Taylor approximation in a
discrete domain and the variance from a Monte Carlo simulation. There is
Figure 3.19: Correlation between Stochastic and Analytic sensitivities.
no sense in trying to compare such values quantitatively, we can neverthe-
less compare them qualitatively. They are computed using dierent domains.
The Condition number was estimated using perturbations of 10 degrees in
the shifts and a 10% deviation from the mean ow. For the Monte Carlo
simulation the shifts where considered a von Mises distribution of variance
close to 3 degrees, and the ow was considered a gamma distribution in such
a way that three times the variance were the equivalent of the perturbation
in the analytical approach. 20 simulation were realized for each point. All
this to try to make the number comparable or at least of the same order of
magnitude.
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3.6 Optimization of the Process
It was remarked in chapter 2, that there are two important quality attributes
to be considered in the production process. The expected level of defects in
the eece and the stability of the process.
The main criterion giving us answers about the expected quality of the
nal eece is the cloudiness or homogeneity of the density function describing
it. We also have other criteria to measure the specic appearance of light or
dark clouds and to detect the presence of stripes in the eece.
For the stability of the process, we have used the concept of sensitivity of
a model and; by describing our model as a function F : X ! Y, we had the
possibility of use the condition number to quantify the sensitivity.
As mentioned these criteria or quality attributes for our process happen
to be in conict. Whenever conicting criteria appeared in an optimization
problem, the nding of an \optimal" solution becomes an non trivial task. In
the next chapter, we will explore the mathematical theory required to cope
with the problem of optimizing a model with conicting criteria or objectives.
This is, the theory of multicriteria optimization.
Chapter 4
Optimization with Multiple
Criteria
Introduction
In this chapter I will face the interesting problem of optimization with multi-
ple criteria. The theory of multicriteria optimization has a long history and
several good publications exist in the area. For the purpose of this project
I will explain only the required concepts for my particular application. The
interested reader can nd much more information on general multicriteria
problems, for example in the books of Ehrgott [15] or Miettinen [32] among
many others.
In section 4.1 I will introduce some basic concepts and notation related
with general multicriteria optimization. The most important is the concept
of optimality or eciency in presence of more than a single criterion. We
will see that the solution of multicriteria problems is usually considered a
full set, the Pareto set. A relative new approach to approximate successive
points in the Pareto set use of continuation methods. Those will be presented
in section 4.2. For dierentiable problems the Pareto set is a manifold, and
techniques from algebra are used to compute points in this manifold [21, 45].
I will also propose an alternative formulation using derivative free methods
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to avoid the requirement of dierentiability in the method. The Pareto set
will be approximated using a discrete set of points and interpolation will be
used between those points. The estimation of errors in the interpolation will
be presented in section 4.3. Finally section 4.4 will treat the problem of
approximating and exploring the Pareto set and will motivate the inclusion
of the following chapter on decision making.
4.1 Multicriteria Concepts
Consider a function f : Rn ! Rm, and R  Rn. The multicriteria problem is
described as,
min
x2R
f(x) = (f1(x); :::; fm(x)): (4.1)
In our problem the set R of constraints or restrictions will be dened by
inequalities,
R := fx 2 Rkjgj(x)  0; j = 1; :::; kg:
Each of the function components fi(x) represents a goal, criteria or objec-
tive function which is to be optimized (in this chapter we assume the functions
are to be minimized). We will be looking for a point x 2 R such that fi(x) is
minimum for all i 2 f1; :::;mg, but in general there exist no x satisfying,
fi(x)  fi(x
0); 8x0 2 R;8i 2 f1; :::;mg:
and usually it is required to introduce some special concepts.
The domain space Rn of f is called decision space, an element x 2 Rn is
called decision point, decision vector or simply decision. The image space Rm
is called criteria space, an element y = f(x) 2 Rm is a criteria point (criteria
vector). In the literature the term objective is sometimes preferred instead
of criteria. In fact terms multiobjective and multicriteria are used in almost
equal numbers in the community. The set R 2 Rn is called the feasible set and
points x 2 R are called feasible decisions. Points x =2 R are called unfeasible.
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The multicriteria problem seeks for the minimum among a set of vectors.
In order to have some sort of \minimum", it is required to dene a partial
order in the space Rm where those vectors live. When the components of the
vectors represents values of goals to be optimized, a natural way of dening
this partial order, is the following. We declare y \better" than y0 when each
component of y is not worst than the corresponding component of y0, and at
least one component of y is better than the corresponding component of y0.
If this is the case, we say that y dominates y0.
Denition 16. Given y; y0 2 Rm, y = (y1; :::; ym); y
0 = (y01; :::; y
0
m). We say
y dominates y0, or y0 is dominated by y, if yi  y
0
i for all i 2 f1; :::;mg, and
yj < y
0
j for some j 2 f1; :::;mg.
This is the concept of Pareto Dominance [15, 32]. It is common to use
the symbol \" to denote dominance, i.e. y  y0 means that y dominates y0.
In the design space, we speak about eciency.
Denition 17. A feasible decision x is called ecient or Pareto optimal if
@x0 2 R such that f(x0)  f(x). In this case the criteria point f(x) is called
nondominated.
The set of all ecient decisions is called ecient set and the image of the
ecient set is called nondominated set. In the literature, the concept of Pareto
set is sometimes used instead of nondominated set but in other places is used
instead of ecient set. I may use the term Pareto set or Pareto frontier for
the nondominated set in criteria space.
Without any additional information, it is not possible to distinguish be-
tween two ecient solutions, in the sense that none of them is preferred over
the other. With this in mind, we consider each ecient/nondominated point
as a solution for problem 4.1. Having several goal functions makes clear that,
usually there are more than one single ecient point. An alternative point
of view is considering the whole set of ecient points as the solution of the
problem. Our task is then to approximate this set. In general, for dieren-
tiable problems, the ecient set is a manifold of dimension m  1 in Rm, see
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[21].
The concepts of dominance and eciency can also be dened locally.
Denition 18. A feasible decision x is called locally ecient or locally
Pareto optimal if there is an open set A  Rn; x 2 A\R such that @x0 2 A\R,
fi(x
0)  fi(x) for all i = 1; :::;m and fj(x
0) < fj(x) for some j 2 f1; :::;mg.
In this case the criteria point f(x) is called locally nondominated.
4.1.1 Parametrization of the Pareto Set
The concepts of dominance and eciency can be used to dene algorithms and
nd points in the Pareto set. Nevertheless, if a local control and exploration
of the set is required we will need to use a modied approach. One of the
typical ways of doing it is the use of aggregated functions.
An aggregated function is simply a function ﬃ that maps the criteria space
Rm into the reals, i.e. ﬃ : Rm ! R. Such a function will be useful, when its
minimum corresponds with an ecient point.
A single aggregated function is able to obtain one ecient point. In order
to obtain all of them, we need to use several functions. For this, aggregated
functions are normally used as a parameterized family of functions. By chang-
ing the parameters it is possible to obtain dierent points in the ecient set.
The most common aggregated function is the weighted sum,
w(; x) :=
mX
i=1
ifi(x) =   f(x) (4.2)
which corresponds to the inner product of the criteria vector with a vector
 2 Rm of parameters. This means that the weighted sum returns a scalar
value in relation with the distance of the criteria point to a given subspace
generated by the equation  y = 0 in Rm. From vector algebra, we know that
 is normal to the subspace and that the distance from the point f(x) 2 Rm
to the subspace is given by the expression,
  f(x)
kk
:
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By choosing normalized weights vectors the weighted sum represents precisely
that distance.
In some situations we will consider the functions
w(x) := w(; x)
with xed parameters vector  or the function
wx() := w(; x)
for a xed point x.
Lemma 12. If x 2 R is a local minimum for the scalar optimization problem
min
x2R
w(x); (4.3)
then x is a locally ecient point for the multicriteria problem 4.1.
A similar result is also true in the case of global optimality.
Lemma 13. If x 2 R is a global solution for the scalar optimization problem
min
x2R
w(x);
then x is an ecient point for the multicriteria problem 4.1.
The results are rather intuitive and the proof by contradiction; see [32],
is not dicult. For scalar convex problems, local optimality imply global
optimality and the same is true for multicriteria problems.
Theorem 4. If the multicriteria optimization problem is convex, then every
locally Pareto optimal solution is a global solution.
In lemmas 12 and 13 a sucient condition is given for local and global
Pareto optimality. If problem 4.1 is convex, i.e., the set R is convex and the
functions fi are convex, then any ecient point can be obtained solving a
minimization problem
min
x2R
w(x) (4.4)
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for some parameters vector .
If we have a non convex restriction set or expect non convex functions for
our problem the weighted sum will not be able to obtain all ecient points.
An aggregated function able to obtain all ecient points even for non
convex problems is the weighted Tchebyche function.
The weighted Tchebyche problem has the following form,
min
x2R
max
i=1;:::;m
i(fi(x)  yi)
where  2 Rm and y = (y1; :::; ym) is an ideal criteria vector, yi < fi(x) for
all x 2 Rn. Geometrically the Tchebyche function uses the distance of the
point f(x) to an ideal point y, nevertheless, using the innity norm. We can
rewrite the Tchebyche problem in the following way,
min
x2R
kIf(x)k1;
where I is the mm identity matrix.
To simplify the notation we will assume that our criteria functions are all
non negative. In this way the zero vector is an ideal vector.
Our weighted Tchebyche function is then,
ﬁ(; x) = max
i=1;:::;m
ifi(x): (4.5)
And the weighted Tchebyche problem becomes,
min
x2R
ﬁ(; x): (4.6)
As before we denote ﬁ(x) := ﬁ(; x) and ﬁ
x() := ﬁ(; x).
For this aggregated function we have again similar results,
Lemma 14. If x 2 R is a local minimum for the problem 4.6 then x is
locally ecient point for the multicriteria problem 4.1.
Lemma 15. If x 2 R is a global solution for the problem 4.6 then x is an
ecient point for the multicriteria problem 4.1.
But now we have an additional result,
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Theorem 5. Let x 2 R be an ecient decision point. Then there exists a
vector  such that x is a solution of the Tchebyche problem
min
x2R
ﬁ(x):
It is important to note that the result is valid also for non convex problems.
A proof can be found in [32].
4.1.2 KKT Conditions
Assuming dierentiability in f , it is possible to unify the criteria functions
and the inequality constraints in a single equation. The idea evolves in the
well known Karush-Kuhn-Tucker conditions for Pareto optimality.
Theorem 6. A necessary condition for a point x0 to be properly ecient is
the existence of vectors  = (1; :::; k) and  = (1; :::; m), i > 0; j > 0
i < k; j < m such that
kX
i=1
irfi(x0) +
mX
j=1
jrgj(x0) = 0
jgj(x0) = 0; 8j 2 f1; :::;mg
This conditions can be written in a single system of equations by including
the vectors  and . We will write the system in the following way,
F(x; ; ) = 0: (4.7)
Solutions of the system 4.7 are candidates to be Pareto optimal points.
It is proved in [21] that the set of all these solutions dene a dierentiable
manifold provided the rank of the Jacobian of F is n+m+ 1.
The task of computing successive points in the Pareto set becomes the
problem of computing neighbor points in a dierentiable manifold. This prob-
lem is well known in the algebra community and one of the solution strategies
commonly used is similar to the idea of the predictor-corrector methods used
to approximate solution trajectories in dierential equations. That is the
spirit of the so called continuation or homotopy methods. See, for example
[1],[21].
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4.2 Continuation Methods
For dierentiable problems where the KKT conditions are valid, we are left
then with a system of equations. A procedure to approximate successive
points, solutions of the system is the following,
Continuation Step.
1. Assume you have an ecient design x, F(x; ; ) = 0.
2. Find a predictor point x in the subspace tangent to the ecient set.
This could be done with the purpose to improve some of the criteria, and
there is a relation with a perturbation in the weights vector  = + .
3. Using the initial guess x perform a corrector step (like Newton al-
gorithm) to nd a solution of the form (x; ; ) to the system, i.e.
F(x; ; ) = 0.
4. Now we have a new ecient decision x.
The continuation step can be applied in succession to obtain neighbor points
in the Pareto set. The computation of the tangent subspace corresponds to
the rst order Taylor approximation for F . I will not write here the details of
the continuation method, mainly because I will not use it. Nevertheless, the
interested reader can look for example [21] for a complete explanation of the
method.
But, why not using it?
To begin with, some of our criteria are not dierentiable. Remember
we have used in many places the minimum and maximum functions. But
even when these functions could be approximated by dierentiable ones, the
principal reason is the heavy use of derivatives involved in the algorithm. The
computation of the tangent subspace requires the gradient of the function but
even higher order derivatives will be required, specially if a Newton corrector
is to be used.
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The computation of expressions for derivatives in our particular model is,
if at all possible, very cumbersome. For this reason I will propose to stay
with the original description for ecient points given in lemmas 12 and 13
and consider a family of minimization problems, instead of a system of equa-
tions.
The results obtained in section 4.1.1 can be used to obtain ecient points.
The corresponding continuation method would be,
Derivative Free Continuation Step
1. Consider a weights vector  2 Rm and assume you have found an e-
cient decision x, solution of the scalar optimization problem
min
x2R
ﬃ(x):
2. Change the weights vector  =  +  as desired and solve the new
problem for the function ﬃ(x)
3. Now we have a new ecient design x.
Depicted in gure 4.1 are two steps of a continuation method. The gra-
dient depicts a two dimensional function (dark color represents high values).
The function changes with the parameters. At each step a minimization prob-
lem is solved. Point A is the minimum of the function in the rst image, B is
the minimum of the second function and C the minimum of the third func-
tion. En each step, the points can be obtained with a direct search algorithm
starting in the previous obtained point.
If the step is small enough, a local search is able to approximate accurately
the solution of the new problems based in the old ones. An extra assumption
is that the local minima are isolated local minima. Which means that the
value of the function is strictly less than any other point in a neighborhood.
Without this assumption the dynamics of such process could become very
complicated, for example bifurcations or other behaviors could appear. If the
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Figure 4.1: Two continuation steps A! B ! C
assumption is false, the continuation method will only obtain one sequence.
I do not study the possibility of bifurcations in this dissertation.
There is some freedom in the choose of the aggregated function ﬃ. For
convex problems, it is enough to use the weighted sum w but for non convex
problems it will be required to use the weighted Tchebyche function ﬁ or
other kind of approach instead; like goal programming. In the step 2, there
is also no specication on, how the new problem
min
x2R
ﬃ(x);
is to be solved. Derivative free methods to solve this kind of scalar optimiza-
tion problems will be presented in chapter 5.
Now we analyze the approximation errors based in the information we
have related to our function and the size of the step we are considering.
4.3 Discrete Approximation and Interpolation Er-
ror
The continuation methods are used to nd a sequence of ecient points. We
would expect the intermediate ecient points to be approximated by this
discrete set. As in any problem where a continuous set is approximated by a
discrete one, an important analysis to be performed is the estimation for the
interpolation errors between the points in the approximation.
Consider a Pareto ecient point x, solution of a problem with weights
vector . Select a new weights vector  where  =  + . Using the contin-
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uation step, assume we obtain a neighbor Pareto point x. A natural way of
measuring the interpolation error is as follows.
Denition 19. Given two decisions x and x in the ecient set. We dene
the interpolation error between them as,
max
0<<1
ky   f(x)k
where x is the solution of
min
x2V"(x)
ﬃ(1 )+(x);  2 [0; 1];
and y := f((1  )x + x)).
We will need the following lemma which relates the interpolation error
with the Lipschitz constant.
Lemma 16. Let F : D  RN ! RM be Lipschitz continuous with constant
L. For any two points x0; x1 2 D let  = kx1   x0k then
ky   F (x)k < L;
where, for 0 <  < 1, we have
y = (1  )F (x0) + F (x1); x = (1  )x0 + x1:
Proof.
ky   F (x)k = k(1  )F (x0) + F (x1)  F (x)k
= k(1  )F (x0)  (1  )F (x) + F (x1)  F (x)k
= k(1  )(F (x0)  F (x)) + (F (x1)  F (x))k
 L(1  )kx0   xk+ Lkx1   xk
 L(1  )kx0   x1k+ Lkx1   x0k
= L
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Lemma 17. If f is Lipschitz continuous, the aggregated function
w(x) =   f(x)
is Lipschitz continuous.
Proof. The weighted sum w(x) is the composition of f with the inner product
in Rm. The inner product is more than Lipschitz, it is even dierentiable.
Because f is Lipschitz, the result follows.
The same result follows for the Tchebyche aggregating function.
Lemma 18. If f is Lipschitz continuous, the aggregated function
ﬁ(x) = maxfifi(x)g
is Lipschitz continuous.
Proof. The Tchebyche function ﬁ(x) is the composition of f with the max
function. The max function is not dierentiable, but Lipschitz. In any case
the composition is Lipschitz again.
The following two lemmas follow directly from the Lipschitz continuity of
the inner product and the maximum function.
Lemma 19. The function wx0() := w(; x0) is Lipschitz continuous.
Lemma 20. The function ﬁx0() := ﬁ(; x0) is Lipschitz continuous.
Theorem 7. Consider the map
 : Rm ! Rn
 7! x
(4.8)
where x is a strict local minimum of the aggregating function ﬃ(x) for the
multicriteria problem 4.1. i.e.,
x := argmin
x2R
ﬃ(x):
If f is Lipschitz, then  is locally Lipschitz continuous in x.
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Proof. Consider an  neighborhood of x, B(x) := fx 2 Rjkx   xk < g
such that
ﬃ(x) < ﬃ(x); 8x 2 @B(x)
From lemma 17 or 18 we have,
jﬃ(x)  ﬃ(x)j < M1kx   xk:
and from lemma 19 or 20,
jﬃ(x)  ﬃ+(x)j < M2kk;
for any  2 Rm. The inequality could be written as
ﬃ(x) M2kk < ﬃ+(x) < ﬃ(x) +M2kk: (4.9)
Consider a vector  2 Rm, and M := maxfM1;M2g such that,
2Mkk < min
x2@B(x)
jﬃ(x)  ﬃ(x)j (4.10)
From 4.9 and 4.10 we obtain the inequalities,
ﬃ+(x) < ﬃ(x) +Mkk
< ﬃ(x) Mkk
< ﬃ+(x):
(4.11)
The minimum of the function ﬃ+ is not attained in the boundary of B(x).
From this and the last inequality we know that the aggregating function
ﬃ+(x) attains a local minimum in the interior of B(x). By choosingM
 =
=kk we have nally, kx   x+k <  =M
kk.
The map  and the vector function f are Lipschitz continuous, and so is
its composition. Using lemma 16 we can estimate the interpolation error for
points obtained from the continuation method.
If the interpolation error for the points obtained in the continuation method
is higher than we would tolerate, we should consider the possibility of comput-
ing further ecient points between the already obtained. This can be done in
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a straightforward way by simply reducing the step size  on the continuation
method.
Consider two neighbor ecient points x 6= x,  =  +  for the multi-
criteria problem 4.1, let x := x + (1  )x,
We can obtain a new ecient points between x and x by solving,
min
x2R
ﬃ+(x);
for each  2 [0; 1].
4.4 Pareto Frontier Approximation and Exploration
The continuation method is able to obtain further points in the Pareto frontier
as long as the points belong to a connected component of the frontier. In the
general case, the Pareto frontier is not composed of a single component. For
convex multicriteria problems over a convex constraint domain R the Pareto
frontier and the ecient set in the design space are connected, see [15].
Theorem 8. For problem 4.1. If R is convex and all functions fk; k 2
f1; :::;mg are convex, the Pareto frontier and the ecient set are connected.
This theorem implies that a single component exist for convex problems.
For non convex problems, several disconnected components may exist. Mak-
ing impossible to jump from one component to the other using local strategies.
Because the continuation method can be used to explore connected com-
ponents of the frontier, what it is required is to obtain at least, one point in
each component. Now we require what is usually oered for any multicrite-
ria optimization method, i.e. a discrete set of non dominated solutions. In
most of the literature, multicriteria methods are required to obtain an uni-
form spread of points in the Pareto frontier. For our algorithm, at least a
single point should be obtained per connected component. This requires a
good exploration of the design space.
For the problem with two criteria, the strategy is to nd the local minima
of one of the functions and perform continuation steps, giving more weight to
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the second function. In this way the full connected components can be ap-
proximated. For several criteria, the strategy would be to nd non dominated
points using several dierent xed aggregated functions, and allow a person
to choose the direction he want to explore, for the continuation step. I will
explore dierent ways of navigating the Pareto frontier in chapter 6.
In any case, what we need is an ecient method for solving scalar, non
linear, non dierentiable problems. We will explore dierent possible methods
for scalar optimization in the next chapter.
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Chapter 5
Scalar Optimization
Introduction
Up to now we have described a model for the web formation in our spunbond
processes and the dierent criteria to be considered. This chapter will deal
with methods for scalar optimization, in other words optimization alternatives
where a single from those criteria has to be optimized. We have two reasons
to consider such a topic.
First, we have seen that scalar optimization is a required step in the
multicriteria context. We need then decide which scalar optimization method
to use together with the continuation method in the approximation of the
Pareto frontier. The second reason is the importance of obtaining the optimal
eece in terms of the homogeneity criterion. When implementing (in chapter
7) the methods described in this chapter, we will see that almost ideal eeces
can be obtained, at least when we consider only the expected homogeneity
and neglect the sensitivity.
A high quality fabric is one where the deposited bers are homogeneously
distributed along the band. In chapter 3 we have seen some possible ap-
proaches to quantify this homogeneity. Even when we have several dierent
criteria only to measure the homogeneity of the eece; or the presence of
clouds, the control parameters will allow us to obtain almost perfectly homo-
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geneous density functions. Suggesting a correlation between all these criteria
functions. Therefore, in this chapter, I consider only a single criterion at
a time. I will present dierent ways to deal with this scalar optimization
problems, compare them and choose the best to use it in the multicriteria
framework.
In the spunbond process the production machine is described using several
parameters. For the optimization we will consider most of those as xed, and
concentrate in the two kind of parameters we already mentioned. First the
radial distribution p : R ! R+0 , and second, the vector of shifts ' 2 R
Nr
describing the synchronization of the spinnerets. The cloudiness; as any other
criterion, is then a function of this parameters.
In section 5.1 the problem of nding the optimal radial distribution given
a set of xed shifts is presented. Assuming a piecewise linear radial distribu-
tion, the problem becomes a classical linear program (LP) and can be solved
almost instantaneously using standard solvers. The mechanical modications
required for altering the radial distribution are more sophisticated than those
required to alter the synchronization of the spinnerets. In section 5.2 we
consider the problem of nding an optimal shift synchronization assuming a
xed radial distribution function. We will see that a mixed integer program
(MIP) can be obtained, but that the size of the problems grows beyond the
limits and several hours are required to obtain acceptable solutions. In the
same section a dierent idea is considered. The periodic nature of the func-
tions suggest a Fourier approximation. In section 5.3 all the parameters are
taken into account and a complete model is described including the radial
distribution and the shifts. As in 5.2 we will obtain a mixed integer program.
The time required for solving the problem ban the possibility of allowing fast
optimization. We will be forced to propose other methods, if we want to
speed up the nding of solutions. Finally in section 5.4 I will propose and
present several heuristic methods for scalar optimization to cope with the
complete model. The attempt of nding a global solution in a non-convex
problem, force us to divide the strategy in two. A global exploration search,
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and a local renement. For the global exploration, an evolutionary algorithm
is proposed. And for the local search, two algorithms were used, a Pattern
Search and the Nelder-Mead algorithm.
5.1 Optimal Radial Distribution
Consider a spunbond process as described in section 3.2. With Nr rows of
spinnerets and xed shifts f'1; :::; 'Nrg. Assume we have to nd a radial
distribution
p : [0; 1]! R+0
in order to minimize the presence of clouds (dark or light) in the nal web.
The criteria function to be considered in this section is the light cloudiness
It is also possible to consider the dark cloudiness or other criteria.
Denition 20. The objective function is the light cloudiness (denition 7),
F(p; ') := min:
The problem of optimizing the light cloudiness with xed shifts can be
written as,
Problem 1. Given ' 2 RNr
min
p2P
F(p; '):
Where P is a given function set.
As mentioned in the previous chapter, if we expect to solve such a problem
numerically, the rst thing to do is to restrict to a set of functions with a nite
base. We consider continuous picewise linear functions
p(x) =
NpX
i=1
ii(x); (5.1)
where i are basis functions, the popular \hat functions" with support on
the interval [0; 1] dened in section 3.4.1. Each radial distribution is then
characterized by a vector of coecients  = (1; :::Np).
Assuming this, the problem is transformed.
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Problem 2.
min
2R
Np
+
F(p; '):
We should not forget that only positive coecients can be used, because
the radial distribution reects the material deposited, and the material is
never removed.
In the previous chapter, the relation between the radial distribution p and
the density function  was presented. Now, we will see the relation between
the vector  and the density functions.
The density function for a single spinneret 0 (3.11) was dened as,
0(x; y) =
+1X
j= 1
p(rj=Rs) kv
?(rj ; tj)k: (5.2)
Using 5.1 we get,
0(x; y) =
+1X
j= 1
NpX
i=1
ii(rj=Rs) kv
?(rj ; tj)k:
Both sums are in fact nite, we can exchange them and take the coecients
out of the rst sum. These steps give us a new expression for 0.
0(x; y) =
NpX
i=1
i
+1X
j= 1
i(rj=Rs) kv
?(rj ; tj)k:
Or shortly.
0(x; y) =
NpX
i=1
i
i
0 (x; y):
Where i0 is the density function generated by a single spinneret considering
a radial distribution i.
Analogously, and with similar arguments we can obtain and simplify ex-
pressions for 1 and .
From (3.12),
1(x; y) =
+1X
j= 1
0(x; y + jLy);
1(x; y) =
+1X
j= 1
NpX
i=1
i
i
0 (x; y + jLy);
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1(x; y) =
NpX
i=1
i
+1X
j= 1
i0 (x; y + jLy);
1(x; y) =
NpX
i=1
i
i
1 (x; y):
And from (3.14),
(x; y) =
NrX
k=1
1(x+ s
x
k; y + s
y
k);
(x; y) =
NrX
k=1
NpX
i=1
i
i
1 (x+ s
x
k; y + s
y
k);
(x; y) =
NpX
i=1
i
NrX
k=1
i1 (x+ s
x
k; y + s
y
k);
(x; y) =
NpX
i=1
i
i(x; y): (5.3)
Therefore, we obtain the following result.
Lemma 21. Consider a spunbond process with a radial distribution of the
form,
p(x) =
NpX
i=1
ii(x):
Then, the eece density function is given by,
(x; y) =
NpX
i=1
i
i(x; y)
where i is the eece density generated by considering the basis function i
as a radial distribution.
As we can see, if the radial distribution p is a linear combination of the
basis functions i, then the corresponding density function  can be written
as an analogous linear combination of the density functions i generated by
considering i as radial distribution in the model.
Using this lemma, and by xing the number of basis functions, it is possi-
ble to compute the density function for any radial distribution  very quickly
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provided we pre-compute the density functions for a xed set of basis func-
tions. This will become one of the approaches to allow faster computation
and real time navigation.
5.1.1 LP Formulation for the Radial Distribution Optimiza-
tion
The density functions are periodic and can be dened in a rectangular domain
given by the periods Lx; Ly. Consider a discretization of this domain using
Nx points in the x direction and Ny points in the y direction. To compact
the notation, let us dene the index sets,
I = f1; :::; Npg;K = f1; :::; Nxg; L = f1; :::; Nyg:
Relation (5.3) is transformed into,
k;l =
X
i2I
i Ai;k;l; k 2 K; l 2 L
where Ai;k;l can be described as the material deposited due to the basis func-
tion i over a neighborhood to the point (k; l) in the discretization. In that
case k;l will represent the total ow in the same spot due to the radial dis-
tribution p.
We consider now the problem of maximizing the minimum value of k;l,
i.e. the criteria minimum measuring the presence of light clouds.
max min
k2K;l2L
k;l
Such expression is equivalent to,
max; where k;l  ; 8k 2 K;8l 2 L:
Now we can dene our linear program [17] for the optimization of the
radial distribution.
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Problem 3. Given the input data Aj;k;l and the real variables , k;l and i,
for i 2 I; k 2 K and l 2 L
max  (5.4)
subject to
k;l  ; 8k 2 K;8l 2 L (5.5)
k;l =
X
i2I
i Ai;k;l; 8k 2 K;8l 2 L (5.6)
X
i2I
i = 1 (5.7)
i  0 8i 2 I (5.8)
Lower values of k;l are signal of possible light clouds in the eece. Con-
ditions (5.4, 5.5) imply that  should be the minimum k;l. Restriction (5.7)
represents the normalization of the radial distribution, and (5.8) means that
no negative ow of material is allowed. More references on linear program-
ming can be found in [6], [42], [39] among others.
The periods of the domain have dimensions of some hundreds of centime-
ters. The cloud defects are usually signicative if measuring at least between
3 or 5 centimeters. This means that the number of discretization points in the
domain; the k;l are around 10000. On the other hand, the radial distribu-
tion needs no more than 10 to 15 discretization points. In this way, the linear
problem has a few thousands of variables. Ad-hoc solvers, like ILOG-CPLEX
[22] are able to cope with this problem in few seconds.
5.2 Optimal Shifts
As in the previous section, consider a spunbond process with Nr rows of
spinnerets and a xed radial distribution p. We consider now the problem of
nding an optimal vector of shifts ' = ('1; :::; 'Nr) such that our criterion
for homogeneity is minimized.
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Problem 4. Given p : [0; 1]! R+,
min
'2RNr
F(p; '):
Each shift is an angle, in this case the search space is SNr where S corre-
sponds to the unit circle. We will need to be careful in the implementation of
algorithms when computing with angles. But we will come back to this later.
As seen on section 3.2.3, the vector of shifts dene a set of translations of
the density function 1. The sum of these translated copies of 1 dene the
nal density function  in the following way.
() =
NrX
j=1
1( + sj) (5.9)
Where  = (x; y) is the point in the domain and sk = (s
x
k; s
y
k) are the trans-
lation vectors. Relations (3.15, 3.16) allow us to change between translations
and shifts easily. The shifts will be used, most of the times for the optimiza-
tion algorithms, but the simulations will always require the computation of
the translations.
5.2.1 Mixed Integer Program Formulation
In order to obtain a known optimization problem we will make some dis-
cretizations. As before, we discretize the domain of the density function
using Nx points in x direction and Ny points in y direction and the index
sets K = f1; :::; Nxg; L = f1; :::; Nyg:
The next thing to do is to consider only a nite number of possible trans-
lations. Typically we can consider only shifts of the form
'j = ﬀ
s :=
2s
Ns
; s 2 N
or its corresponding translations. In this way, we restrict the shifts to Ns
dierent values. For Ns = 4 the possible values are f0
; 90; 180; 270g. We
dene other two index sets for the number of discretized shifts and rows,
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S = f1; :::; Nsg; J = f1; :::; Nrg and the binary variable,
j;s =
8><
>:
1 if the shift ﬀs is applied in row j
0 otherwise
(5.10)
Observe that, in this case, the shift applied in row j can be written as,
'j =
X
s2S
ﬀsj;s;8j = 1; :::; Nr:
Relation (5.9) is transformed into,
k;l =
X
i2I
X
j2J
Aj;k;l;s  j;s; k 2 K; l 2 L;
where, in a similar way as before, Aj;k;l;s represents the material deposited
over the spot (k; l) assuming that the shift of the j th row is ﬀs. Remember
that the radial distribution is considered xed.
The problem is again the maximization of the minimum value of k;l.
max min
k2K;l2L
k;l
Also we obtain the problem.
Problem 5. Given the input data Aj;k;l;s the real variables , k;l and the
binary variables j;s, with j 2 J; k 2 K; l 2 L and s 2 S.
max  (5.11)
subject to
k;l  ; 8k 2 K;8l 2 L (5.12)
k;l =
X
i2I
X
j2J
Aj;k;l;s  j;s; 8k 2 K;8l 2 L (5.13)
X
s2S
j;s = 1; 8j 2 J (5.14)
j;s  0; 8j 2 J; s 2 S (5.15)
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As in the linear program, expressions (5.11,5.12) dene  as the minimum
value for k;l. Condition (5.14) reects the fact that only a single shift value
is to be assigned to a single row, and condition (5.15) is required to complete
the equivalence with the denition (5.10) of j;s.
Due to the appearance of integer and real variables, problem 5 is called
Mixed Integer Linear Program or MILP for short. Ad-hoc software exists to
cope with MILP problems too. But MILP are considerably harder to solve
completely compared with LP. Even for a relative coarse discretization, stan-
dard software like CPLEX will run for some days before obtaining an optimal
solution and gap of less than 10% . This could be acceptable, if considering
a scalar optimization problem. But if we are interested on multicriteria opti-
mization, the procedure to obtain a solution has to be repeated several times,
and the algorithm becomes not useful in practice. References for MILP are
[37], [53].
5.2.2 Fourier Approximation
For a moment we will ignore the actual spunbond process, and will consider
only the abstract expression (5.9).
() =
nX
j=1
1( + sj) (5.16)
The abstract problem consist in nding n translated copies of a given
periodic function f in order to obtain a desired function h. In general, the
restrictions will not permit us to obtain h exactly, so we have to be satised
with a good approximation of it.
Problem 6. Given the periodic functions f; h : R2 ! R and n 2 N,
min
s2Rn
kg   hk:
Where the function g : R2 ! R is dened as,
g() :=
nX
j=1
f( + sj):
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In our application the goal function h is constant, equal to n times the
average of the function f . Let R := [0; Lx]  [0; Ly] be the periodic domain
of the functions f; h.
h()  H 2 R; H := nf =
n
R
Z
R
f
In practice, people in the industry consider two projected functions, like
the ones dened in section 3.3.2 to measure the presence of stripes. One
projected in the direction of the moving belt, and the second orthogonal to
the rst. They expect that, optimization with respect to this two directions
will result in a high quality eece for the whole domain.
The projected function fx : R! R over the x axis is dened as,
fx(x) :=
1
Ly
Z Ly
0
f(x; y)dy:
Analogously, the projected function fy over the y axis is dened as,
fy(y) :=
1
Lx
Z Lx
0
f(x; y)dx:
The one dimensional version of problem (6) is,
Problem 7. Given the periodic functions f; h : R! R and n 2 N,
min
s2Rn
kg   hk:
Where the function g : R! R is dened as,
g(t) :=
nX
j=1
f(t+ sj):
The periodic nature of the functions suggest an alternative approach. Let
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us consider the Fourier series expansion of fx.
fx(t) =
a0
2
+
1X
k=1
[ak cos(!jt) + bk sin(!kt)]
where, for k 2 N+
!k = k
2
Lx
;
ak =
2
Lx
Z Lx
0
fx(t) cos(!kt)dt;
bk =
2
Lx
Z Lx
0
fx(t) sin(!kt)dt:
Here !k are the harmonics of fx, ak are the even Fourier coecients, and
bk are the odd Fourier coecients of fx, see [7], [12], [48]. If we consider
the approximation with a single Fourier term, we will obtain easily a good
candidate solution of problem (7).
Theorem 9. In problem (7), if h(x)  H = nf 2 R and
f(t) =
a0
2
+ a1 cos(!1t) + b1 sin(!1t); (5.17)
then
min
s2Rn
kg   hk = 0
and it is obtained for any set of shifts of the form,
s =

2k
d
ﬀ
k=1;:::;n
for any d divisor of n other than 1, i.e. nd 2 Z; d 6= 1.
Proof. For any t 2 R the solutions of the complex equation,
zd   eitd = 0
dene the set n
ei(t+
2
d
j)
o
j=1;:::;d
of points in the complex plane. For d > 1 the set describes a regular polygon
centered in the origin. Therefor the next complex expression vanishes,
dX
j=1
ei(t+
2
d
j) = 0:
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If n is a multiple of d, the next expression vanishes too,
nX
j=1
ei(t+
2
d
j) = 0:
This implies,
nX
j=1
cos(t+
2
d
j) = 0;
nX
j=1
sin(t+
2
d
j) = 0:
Consequently, if sj =
2
d j,
g(t) :=
nX
j=1
f(t+ sj)  n
a0
2
:
The form (5.17) of f clearly implies that a02 is the average of the function f
in the domain. Then g(t)  na02 = H  h(t) and the result follows.
Theorem 10. Under the conditions of theorem (9). The set of shifts
fsjgj=1:::n
solve the problem (7) if and only if,
nX
j=1
ei(t+sj)  0 (5.18)
Proof.
g(t) :=
nX
j=1
f(t+ sj)
=
nX
j=1
a0
2
+ a1 cos(!1(t+ sj)) + b1 sin(!1(t+ sj))
= n
a0
2
+ a1
nX
j=1
cos(!1(t+ sj)) + b1
nX
j=1
sin(!1(t+ sj))
If g(t)  H then
a1
nX
j=1
cos(!1(t+ sj)) + b1
nX
j=1
sin(!1(t+ sj)) = 0 (5.19)
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dierentiating we obtain,
!1a1
nX
j=1
sin(!1(t+ sj))  !1b1
nX
j=1
cos(!1(t+ sj)) = 0
 b1
nX
j=1
cos(!1(t+ sj)) + a1
nX
j=1
sin(!1(t+ sj)) = 0 (5.20)
The determinant of the linear system composed by (5.19,5.20) is
a1 b1
 b1 a1
 = a21 + b21 6= 0:
Therefor zero is the only solution, i.e.,
nX
j=1
cos(!1(t+ sj)) = 0
nX
j=1
sin(!1(t+ sj)) = 0;
From this argument, we conclude that
g(t)  H ()
nX
j=1
ei(t+sj)  0;
as desired.
As we see, the solutions obtained considering (5.17) are not unique. Any
set of shifts satisfying (5.18) is also a solution.
We should not forget that this solutions assume a rst order Fourier ap-
proximation. The error can be estimated by using the rest of the terms in the
series.
1X
k=2
[ak cos(!kt) + bk sin(!kt)]:
If the coecients of the Fourier approximation of order larger than 1 are
relative large. The error in the approximation may destroy the quality of the
solutions obtained. Better solutions could be obtained by considering higher
order approximations. Nevertheless, this approach give us a family of rather
good solutions without even using numerical methods. These solutions can
also be used as starting points in heuristics and direct search algorithms while
looking for better solutions.
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5.3 Full Optimization
Up to this point, we have considered two separated optimization problems.
One considering the radial distribution as a control parameter, and the second
considering the shifts as control parameters. Now, I will describe the full
problem, considering both kind of parameters as variables to be optimized
for the process. The production process and the model for it, was already
described in chapter 1.
As with the other problems, I will describe a discretized model, and trans-
form the problem into a well know one, a mixed integer program. In a similar
way, as done in sections (5.1.1,5.2.1). The reader interested on the details of
mixed integer optimization is directed to the books of Wolsey, [37], [53].
5.3.1 Mixed Integer Program Formulation for the Full Prob-
lem
As before, we will discretize the periodic domain of the functions using Nx; Ny
discretization points in each of the coordinates directions. The domain R is
dened as the rectangle [0; Lx] [0; Ny]. We will consider, a discretized radial
distribution using Np discretization points and dene the index sets,
I := f1; :::; Npg; K := f1; :::; Nxg; L := f1; :::; Nyg:
The discretized radial distribution is then,
p(x) :=
X
i2I
ii(x) (5.21)
where i are basis functions dened in section (5.1).
We consider Nr rows, and dene the index set J := f1; :::; Nrg. Now
we assume only a nite number of possible values for the shifts. Again, we
consider only shifts of the form,
'j = ﬀ
s :=
2s
Ns
:
Then we have only Ns dierent angles as values for the shifts, and dene the
last index set as S = f1; :::; Nsg. The data we will require, will be collected
in a single object indexed using all the ve sets. In the following way.
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The ow of material over the spot (k; l) of the discretization domain due
to the row j assuming 'j = ﬀs and a radial distribution i is dened as,
Ai;j;k;l;s:
The total amount of ow in the spot (k; l) can be computed by considering
the complete radial distribution and all rows,
k;l =
X
i2I
X
j2J
X
s2S
i Ai;j;k;l;s  j;s:
The problem of maximizing the minimum value for k;l, can be expressed
as an MIP, in the following way.
Problem 8. Given the input data Ai;j;k;l;s the real variables , k;l; i; k;l;s
and the binary variables j;s, with i 2 I; j 2 J; k 2 K; l 2 L and s 2 S.
max  (5.22)
subject to
k;l  ; 8k 2 K;8l 2 L (5.23)
k;l =
X
i2I
i  i;k;l 8k 2 K;8l 2 L (5.24)
i;k;l =
X
j2J
X
s2S
Ai;j;k;l;s  j;s; 8k 2 K;8l 2 L; 8s 2 S (5.25)
X
i2I
i = 1; (5.26)
X
s2S
j;s = 1; 8j 2 J (5.27)
i  0; 8i 2 I (5.28)
j;s  0; 8j 2 J; s 2 S (5.29)
j;s  0; 8j 2 J; s 2 S (5.30)
Observe that, if either the values of j;s or the values of i are xed the
problem becomes linear. Unfortunately, problem (8) becomes non-linear due
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to (5.24). However, this sort of non-linearity can be removed or, in other
words, we can perform a linearization for problem (8).
Let us introduce additional variables yi;j;s such that,
yi;j;s = i  j;s:
This additional variables will split the non-linear expression (5.24) and the
problem will become.
Problem 9. Given the input data Ai;j;k;l;s the real variables , k;l; i; yi;j;s
and the binary variables j;s, with i 2 I; j 2 J; k 2 K; l 2 L and s 2 S.
max  (5.31)
subject to
k;l  ; 8k 2 K; l 2 L (5.32)
k;l =
X
i2I
X
j2J
X
s2S
Ai;j;k;l;s  yi;j;s 8k 2 K; l 2 L (5.33)
X
i2I
i = 1; (5.34)
X
s2S
j;s = 1; 8j 2 J (5.35)
yi;j;s  j;s 8i 2 I; j 2 J; s 2 S (5.36)
i =
X
s2S
yi;j;s 8i 2 I; s 2 S (5.37)
i  0; 8i 2 I (5.38)
yi;j;s  0; 8i 2 I; j 2 J; s 2 S (5.39)
j;s  0; 8j 2 J; s 2 S (5.40)
The problem is to maximize the minimum value of k;l, (5.31,5.32). The
equality constraints (5.24,5.25) in problem 8 are transformed in a single con-
straint (5.33) in problem 9. Constraints (5.34,5.35,5.38,5.40) are the same as
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in problems 5 and 8. The denition of the additional variables yi;j;s requires
constraints (5.36,5.37,5.39).
The problem, as before, is that even for a coarse discretization, we will
need to run CPLEX for some days before obtaining an optimal solution and
a low gap. And this would not be acceptable particularly if we are interested
in multicriteria optimization, where this has to be repeated many times. We
will discuss more about the numerics, of all methods on chapter 7.
5.4 Heuristics for Scalar Optimization
If we want to speed up the computation of solutions in our problem, one pos-
sibility is to adopt a dierent perspective. I will consider now the original
problem of minimizing one of the criteria functions dened in the previous
chapter, and propose some methods for its solution. We consider, as parame-
ters, the radial distribution and a set of Nr shifts corresponding to the number
of spinneret rows in the process.
Each criterion is then a function of the radial distribution and the shifts,
let us again dene such a function as F .
F : X ! R
(p; ') 7! 
Where the set X represents the feasible set.
I will not specify which criterion is represented by the function F , because
for the heuristics, there is no dierence. In the multicriteria approach, we will
in fact use several criteria for the same problem.
The optimization problem is again,
Problem 10.
min
(p;')2X
F(p; '):
The advantage of the model described in chapter 2, is that the simulations
can be performed in fractions of a second. This means that we can perform
fast evaluations of F . This fact allows us to explore better the search space.
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However, the feasible set X will be a subset of Rn where typically n  10.
Besides problem 10 is nonlinear and nonconvex. All this implies the possibility
of having several local optimum in a rather high dimensional space. Figure
5.1 depicts a landscape dened in a two dimensional slice of the search space.
Figure 5.1: Landscape for an objective function of a \slice" of the search space.
In such problems, we will be forced to apply optimization in two steps.
In the rst one, we should perform a search of the parameter space using
some heuristic. For this end, I will propose an evolutionary strategy. After
the exploration, a local search has to be applied in order to improve the
obtained solutions in a neighborhood. For the local search I use two well
known methods, Pattern Search and the Nelder Mead algorithm.
5.4.1 An Evolutionary Algorithm
An evolutionary algorithm (EA) is a population based metaheuristic opti-
mization algorithm. The mechanisms used in EA are inspired in biological
evolution, i.e. reproduction, mutation, recombination, natural selection and
survival of the ttest. I will assume here, the reader has some basic knowledge
on EA. The EA community has grown fast in the last decades and several
excellent publications exists for both, scalar and vector optimization. See for
example [8], [20], [49]. The latter is a free online e-book. Figure 5.2 illustrate
the steps and cycle of a generic EA.
In EA an initial population P0 of possible solutions is considered. Then
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the mechanisms are applied over the population to obtain a new population
P1. The steps are repeated until obtaining a nal population Pn. If the
mechanism where chosen properly, EA are very ecient in obtaining optimal
or very improved solutions as members of the population Pn. Following the
argot of the evolution, each population is called generation.
Initialization:
Create initial population
with random points.
?
Evaluation:
Evaluate function and
assign tness values.
@
@
@R 
 
 
Reproduction:
Create new points by
crossover and mutation.
ﬀ
Selection:
Select the best points
for "reproduction".
Figure 5.2: Basic cycle of evolutionary algorithms.
Evolutionary algorithms englobe several dierent techniques according to
the way those mechanisms are implemented in a particular problem. To list
a few of these related techniques: genetic algorithms, dierential evolution,
simulated annealing, tabu search, particle swarm optimization, ant colony
optimization, state space search and some others. I will now describe each of
these steps and how it is applied for our particular problem.
Initialization
For the initialization we need to generate a set of candidate decision points
P0 = fx
0
i gi=1:::n
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in the feasible set X. It is generally accepted that such a set should be
generated randomly with uniform distribution over the space.
In our problem, each decision point x0i is characterized by a radial distri-
bution p and a vector of shifts '. We would like to generate the "uniformly".
The uniform random generation of the shifts is not problematic. We choose
simply a uniform probability distribution over the interval [0; 2] and sample
n points using it.
But for the radial distribution, we have to make a decision. One possibility
is to consider the discretization used for the MIP formulations, where a vector,
 = (1; :::; Np), i  0, was associated with the radial distribution. If we
do this, we can sample values 0i from a uniform distribution over [0; 1] and
apply a normalization,
i =
0iP
i2I 
0
i
:
But any parameterization of the function space can be used. In particular
we use the one using splines presented in page 29.
Evaluation
Consider a set of solutions,
Q = fx

i gi=1:::nQ
after  generations. This set will come directly as the initial population, in
the rst step, but in later generations, the set will be the union of the previous
generation and an ospring set which will be computed in the reproduction
step. In this step, a value of tness is to be assigned to each design point in
Q .
In biology the tness of an organism is the capacity to survive and trans-
mit better its genetic information as compared to competing organisms. In
optimization, the tness should quantify the quality of the solution. The al-
gorithm will keep only solutions with high tness values, but it is necessary to
dene it. For scalar optimization, the tness is mainly (if not totally) related
with the value of the criterion function F .
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Additional quantities can be included in the evaluation of the tness to
promote the exploration of the space, or to penalize solutions being too close
to better ones in the same population.
Functions similar to the following are used,
g(x) =
X
2Q ; 6=x
kx  k 1:
The tness of a design point x can be dened as,
f(x) := 1F(x) + 2g(x)
for some weights 1; 2.
It is also possible to use the constraints to penalize the tness, but I will
assume that the population is always composed by feasible points.
In this step, we should also determine how many solutions we will keep
in the population. I will simply keep the number of solutions constant and
choose those solutions with the highest tness value. The set of survivors
corresponds to the next generation P .
Selection
In the selection step, the algorithm should choose a subset of solutions from
the population P for the reproduction. There exist very sophisticated meth-
ods for doing this selection. I will apply a random selection, where the prob-
ability of x of being selected for reproduction is,
f(x)P
2P
f()
:
Where I will draw nr points from the n without repetition. What we get
afterwards is a new set R  P of points for reproduction.
Reproduction & Mutation
The algorithm will use all the information gathered to create new points
for further steps. There are four dierent reproduction operations. This
operations aect only members of the solution space.
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Creation. This operation is used to create a new point, in a similar way
as it was done in the initialization step. But the uniform distribution used
in the initialization could be substituted by other distributions according to
the information recollected during the iterations, for example to avoid the
creation of new points close to points already in the population.
Duplication. Sometimes it is convenient to create copies of existing solu-
tions to increase the share of this solution in the population.
Mutation. The mutation is a modication or perturbation of an existing
solution. This operation is completely application-dependent, i.e. it has to
be dened for each problem. For our problem, rst I will choose randomly
a small number of components of the design vector. Each one of this values
will be mutated either by adding a small perturbation or by replacing it with
a new random value.
The set of all the new points obtained by such operations is called o-
spring. The ospring together with the original population are now sent to
the evaluation step.
An evolutionary algorithm is usually stopped after a certain number of
generations is attained. For our problem, we will not run many generations.
We use EA to perform an exploration of the search space, but use other
methods for the local improvement of the obtained solutions.
5.4.2 Pattern Search
Pattern Search (PS) is a family of direct search methods applied in the opti-
mization of nonlinear problems. The term "direct search" describes a sequen-
tial examination of candidate solutions, comparing each one with the best
found so far, together with an strategy to choose the next candidate. In di-
rected searches this strategies do not use information or techniques of classical
analysis (gradients, hessian, etc.) either because of lack of dierentiability on
the functions or because the computations required are too demanding. See
[3], [10] and [28] among many others.
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Given a candidate point xi, the PS method perform a search for a next
iteration point xi+1 from a mesh pattern Pi. The mesh is composed from
a nite set of direction vectors, these vectors are better represented with a
matrix D using the vectors as columns.
A general pattern search algorithm.
The structure of a general pattern search algorithm (GPS) is simple and sim-
ilar to other methods for nonlinear optimization. For each step corresponds
a decision point xk and a step size sk. The algorithm then determines if the
step size is acceptable and then updates are applied on all the components of
the algorithm.
The algorithm starts with an initial point x0 2 R
n, a given step length
parameter 0 > 0 and a mesh pattern P0 dened as
P0 = fx0 + digi=1:::p0 : (5.41)
x
k
Δ
k
Figure 5.3: Pattern used in our problem.
Figure 5.3 depicts the pattern chosen in our application. There exist, how-
ever, many other dierent patterns. Some of the most typical are illustrated
in gure 5.4.
The pattern P0 is better represented as a matrix D0 2 R
np0 composed
with the vectors di as columns. A condition for convergence is that such
vectors must span the entire domain positively. If the domain is Rn, this
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means,
8x 2 Rn; 9 2 Rn+; s.t. ; x = D0
T :
Such a positive spanning set contains at least a positive basis. A positive ba-
sis have between n+ 1 and 2n vectors. The GPS algorithm explore neighbor
Figure 5.4: Some possible patterns.
points using the pattern in order to nd a point improving the criteria func-
tion. If the algorithm nds a better point, the position xk is updated and the
step-length is increased by a factor equal or bigger than 1. If no point in the
patter is better that xk, the step-length is reduced by a factor smaller than
1. The steps continue until the step-size k is smaller than a given number
 > 0.
Pseudo-code of the method is illustrated below in algorithm 1. The index
k denes the step and i the vector component of the pattern. An expression
like "y  1" means that the value of 1 is assigned to the variable y.
According to [28], [46], the assumption of some smoothing conditions over
the function imply global convergence to stationary points in the sense,
lim inf
i!1
krf(xi)k = 0:
Convergence results with weaker conditions (in particular non-smooth and
even discontinuous functions) and linear constraints can be found in [3], [27].
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Data:
Starting point: x0 2 R
n
Vectors in pattern: p0 2 N
Step length: 0 > 0
Minimum step length:  > 0
i 1, k  0, j  0
while  < k do
  xk +kdi
j  j + 1
if f() < f(xk) then
k  k + 1
k+1  2k
xk+1  
else
i (i+ 1) (mod p0)
if j  p0 then
k+1  k=2
j  0
end
end
end
Algorithm 1: GPS Algorithm
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5.4.3 Nelder-Mead Algorithm
To nish this chapter, I will explain an additional method used for the solution
of general non-linear optimization problems. Similar to pattern search, this
method does not make use or assume dierentiability on the problem.
I include the method for two reasons. As we will see this algorithm use
several points to start the local search, in the multicriteria framework, we
do have a collection of points close to the problem we want to solve. It is
natural then to choose an algorithm which make use of that information. As
a second incentive for including Nelder-Mead we will propose later in chapter
6 a method for exploring alternatives in the context of a decision support
system.
The convergence properties of the original Nelder-Mead algorithm are
much more restricted even for low dimensions, see [26] and [31]. But fur-
ther corrections to the method make the algorithm very ecient in practice
[36].
In the Nelder-Mead algorithm (NMA) a population of points; usually a
simplex in an n dimesional space, explore the design space searching for the
optimum of a given criteria function. In this sense, the NMA has similarities
with the evolutionary algorithms. Even when NMA is sometimes considered
a heuristic, the mechanics for exploring the space and nding new candidate
points are inspired in the expected behavior of the search space. The Nelder-
Mead algorithm has many similarities with the golden section search method
used in the minimization of single valued minimization problems. In fact a
variant of the original algorithm is described in [36] inspired on the golden
section search.
The algorithm improves at each step the worst point in the population
by assuming that better points can be obtained if this point is translated in
the direction of the "good" points from the population. This translation is
usually performed with a reection with respect to a weighted center of the
good points. If the worst point can not be improved in the tries, the simplex
is shrunk in the direction of the best point. Then the steps are repeated.
100 CHAPTER 5. SCALAR OPTIMIZATION
Next I describe a generalized Nelder-Mead algorithm.
Start by choosing a set S0 = (x1; :::; xn+1) of n+ 1 points, xi 2 R
n.
1. Sorting: Sort the points of the set according to the values of the func-
tion, i.e. such that, f(x1)  f(x2)  :::  f(xn+1):
2. Reection: Dene,
~x :=
2
n(n+ 1)
nX
i=1
nxi:
Compute the reection xr such that xr   ~x = ~x  xn+1.
If f(xr) < f(xn) goto step 3.
Else goto step 4a if f(xr) < f(xn+a), if not then goto step 4b.
3. Expansion: Compute the expansion xe such that xe   xr = ~x  xn+1:
If f(xe)  f(xr) < f(x1) then xn+1  xe.
If only f(xr) < f(x1) then xn+1  xr.
Goto step 1.
4. Contraction:
A: Compute the outer contraction xoc such that
xoc   ~x =
1
2
(~x  xn+1):
If f(xoc) < f(xr) then xn+1  xoc and goto step 1.
Goto step 5.
B: Compute the inner contraction xic such that
~x  xic =
1
2
(~x  xn+1)
If f(xic) < f(xn+1) then xn+1  xic and goto step 1.
Goto step 5.
5. Shrinking: Shrink the set according to, xi  
1
2(x1+xi), and goto step
1.
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In the steps of reection and expansion, the algorithm attempts to improve
the worst points in the direction of the best points. If this fails, is may be
that the step was too large. The algorithm performs then smaller steps using
contractions. If neither of those points is better, the algorithm shrinks the
set, sending all points in the direction of the best point found so far.
Figure 5.5 depicts all possible points that could be generated by a step of
the algorithm.
x
n+1
x
ic
x x
ic
x
e
x
r
Figure 5.5: Points that can be generated in a NMA step.
If the points of the simplex are carefully chosen the Nelder-Mead algorithm
may not converge to a local minimum. It is a standard approach to restart the
search with a new simplex around the best point, like in other methods. But
[47] suggest the use of two safeguards to assure convergence properties. First
the substitution of strict descent by a stronger criterion of fortied descend
which somehow forces a certain percentage of improvement, and second by
keeping the angles of the simplex away from zero.
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Chapter 6
A Decision Support System
Introduction
In the design of a production process it is important to choose the \optimal"
parameters in order to achieve high quality characteristics in the nal product.
When a single number can be used to evaluate the performance of a process,
we know there exist a set of parameters optimizing such performance; at least
in theory. The goal is then, to nd such a set of optimal parameters.
As we have seen, in multicriteria optimization when the model of the
process happens to contain more than a single criterion, the very nature of
the problem is that no single optimal solutions exists. The best we can do
is to dene a set of solutions where none of them is totally preferred over
the others. Without further information about preferences between ecient
solutions there is no way to distinguish among them. Nevertheless; at the end,
a single solution or design has to be chosen. Normally a person (or group of
persons) judge the possible solutions and make the nal decision according to
other preferences not considered in the model or optimization.
A Decision Support System (DSS) is an information system in the form of
software designed to support the decision making activities. DSS are supposed
to improve the process of identication and solution of problems related with
decision making. It is usually an interactive software tool intended to help
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the decision maker recollect, organize and select information.
In this chapter we will see how the mathematical tools presented so far, can
be used to create a Decision Support System for the design of the production
process described in chapters 2 and 3.
The chapter is divided in two sections. In section 6.1 a general overview
of the decision making process is presented together with the concept of De-
cision Support Systems (DSS) in particular a Model Driven DSS where the
system is based around a mathematical model. In section 6.2 the controls
used in the system are presented and how these can be used in the problem of
exploring the Pareto frontier. Also three strategies for the navigation of the
Pareto frontier are considered, based in the theory of scalar and multicriteria
presented in the previous chapters.
6.1 Decision Making
Decision making is the process of selecting a course of action among dierent
alternatives. It is applied in many dierent situations in management, engi-
neering and science. See [2], [18], [50]. It is a cognitive process that may; or
may not, be rational depending on the person making the decision.
At the end, the decision making process should produce a \choice". If the
process is rational, such choice is taken based on the preferences of the person
making the decision. An assumption I use along in this chapter, is that the
decision making process is rational. This means that the choice is not taken
at random, but that some sort of hidden process happens in the mind of the
decision maker. In particular I assume that, if among a set of alternatives the
person prefers one over the others, this preference do not change during the
decision making process. It is also implied that a certain hidden order exists
in the set of alternatives. This assumption is not obvious, because preferences
may very well change over time.
When the set of alternatives is small and each of them can be evaluated
using any kind of \performance measurement" the decision making process
becomes easy. It is simply a matter of choosing the best option among the set
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of alternatives. But diculties arise either when the set of alternatives is too
large to consider all of them or when there is no specic known performance
attached to each alternative.
6.1.1 Model Driven Decision Support Systems
In some applications it is possible for the decision maker to analyze the con-
sequences of a particular choice without implementing it in the real world.
This is the case when a surrogate problem can be constructed, for example
when a model exists for the real situation.
The simple existence of a model can be a huge advantage to the decision
maker. He can get information about the consequences of making a decision
without the responsibility of making a denitive choice.
The simulation of the spunbond process presented in chapter 3 is fast
enough to allow the system to return the output of the model to the user
after selecting a set of control parameters in real time. The control parameters
can be altered by the user and the result of the simulation can be observed
immediately on the screen.
But skillfully using the model, can lead to much useful possibilities. A
Model Driven Decision Support System is a computational system or software
based around a mathematical model of the decision problem developed to help
the decision maker in his task.
Such a system has emphasis in the manipulation of a model, and not too
much in the intensive accumulation of data. Even when it is a good strategy
to pre-compute sets of alternative decisions based in the criteria functions
that can be quantied.
If the decision problem can be described as a multicriteria optimization
problem, we make the assumption that only ecient solutions; in the sense of
Pareto, are of interest for the decision maker. The central aim in a DSS for
this kind of problems is the possibility to approximate and explore the set of
ecient solutions in an easy way. Facilitating the task of nding an adequate
choice, for the decision maker The mathematical tools presented so far in this
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dissertation will be a great help in the task of allowing and simplifying the
exploration of the Pareto frontier.
The system interacts with the user using a graphical user interface (GUI).
In a GUI the interaction of the user is done using special graphical elements
called widgets (sometimes referred as controls). Buttons, scroll bars and slid-
ers are examples of widgets in many computer applications. In the next
sections I will present the widgets used in the DSS and the strategies adopted
to facilitate the decision making process.
6.2 Pareto Frontier Navigation
The start of a session of decision making using a DSS presents the decision
maker an ecient decision together with a way to visualize the output of the
model and the values of all criteria functions. Some systems may present
several alternatives simultaneously.
During the decision making process, the user interacts with the system
in dierent ways and the system suggest each time new alternative solutions
based on the actions performed by the decision maker.
6.2.1 Visualization and Control Widgets
Our DSS include two dierent widgets used to present the criteria values to
the user. These widgets can be used to explore a database of solutions and
allow navigation of the Pareto frontier.
Fleece Viewer. The density function  : R2 ! R can be visualized using a
color map in a rectangular region of the screen. The color of each pixel in the
rectangle depends on the value of the function. A color map; usually called
lookup table, is used to specify colors from scalar values. Figure 6.2.1 depicts
the eece viewer widget. The bottom of the widget shows the used lookup
table. Green represents the average value of the density function, yellow/red
represent high values and cyan/white represent low values.
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Figure 6.1: Widget to visualize the eece density function.
The user may perform some actions using this widgets. A mouse click on
the image will change the scale of the visualization and a click in the lookup
table is used to change the color map. The small black rectangle in the center
represents the periodic domain of the function.
Fleece Projections Widget. The projected functions described in section
3.3 for measuring the presence of stripes are depicted using a special widget.
The widget essentially plots the function values, together with the maximum
and minimum values on the corresponding projection.
Figure 6.2: Widget to visualize the projected functions.
The user may interact with this widget selecting which projection to visu-
alize by clicking on the red rectangle on the bottom right corner. Figure 6.2.1
presents two projections of the same density function depicted previously on
gure 6.2.1.
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Criteria Sliders. A typical way of visualizing a high dimensional vector is
the use of one dimensional projections. In this case each coordinate of the
vector is plotted in a separate line or segment. Some times, this segments are
depicted with one of the extremes in a xed point and the second extreme
equally distributed along a circumference. I will prefer to align such segment
parallel to each other and use a modied slider to control each component.
Figure 6.2.1 depicts the sliders for 10 dierent criteria functions. The yellow
indicators represent a single vector in a 10 dimensional space. The numbers
in the left side are the actual components of the vector.
Figure 6.3: Sliders depicting the values of the criteria functions.
The criteria sliders depicts also constraints for the values for each the
criterion. In the gure, the red triangles represent the lower and upper con-
straints. The background of the sliders presents the values of a database of
solutions previously computed. The green ticks represent feasible vectors, in
the sense that all criteria values are contained in the constraints specied by
the slides. The gray small ticks represent criteria vectors with at least one
component outside from the specied constraints. In particular, all ticks to
the right of an upper constraint are gray.
The sliders allow the user to pick directly a solution, based on the value
of one of the criteria functions. The user may also click in a void region
of the slider, suggesting the system the task of nding a solution close to
that point. We will see later, how this action will lead to a goal program.
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Using the sliders, the user may also change the constraints as he wishes. Such
constraints may be included on the optimization problems presented to the
system.
Criteria Plane Widget. The best we can do to visualize a high dimen-
sional object, is to present two dimensional projections of it. Even computer
3D graphics are no more than 2D projection on the screen. The criteria
plane widget will depict a two dimensional projection of the solutions using
two of the criteria functions. This widget will directly present the information
related with the trade-o between those two criteria functions.
Figure 6.4: Criteria plane widget depicts trade-o between two criteria.
The user may interact with the widget by choosing; on the right side and
on the top, the two criteria functions to be used in the projection. Figure
6.2.1 presents a plane widget for 10 criteria functions. The red rectangles on
the top and right sides represent the criteria considered in the projection. In
that example the homogeneity against the total sensitivity.
The plane widget can also be used, as the sliders, to let the user choose a
solution from the database or to propose the value of two criteria in a single
click. Such values may also be used later for obtaining new solutions using
goal programming.
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6.2.2 Selection from a Database
The simplest kind of navigation can be performed by simply allowing the user
to explore a database of solutions previously computed using multiobjective
optimization algorithms. The user can explore the database using the criteria
sliders and/or the criteria plane widget and select decisions based on the
criteria values.
If a sucient dense database of solutions was computed, is such a way
that interpolation is possible between neighbor points the system may return
an interpolated solution without performing any kind of optimization. This
is usually possible for a small number of criteria, in particular we will use this
approach for two criteria.
6.2.3 Weights Variation
Variation of the weights vector (w1; :::; wm) can be used directly as an al-
ternative to explore the Pareto frontier. Starting from an ecient point the
system will ask the decision maker to choose one of the criteria functions
which should be improved. A modied weights vector (w1; :::; wi + ; :::; wm)
is obtained, where wi is the criteria to be improved and  may be xed by
the system or an input from the decision maker. The solution of the new
aggregated function for the changed set of weights will be then presented to
the decision maker for further consideration.
This approach assumes a certain knowledge in the decision maker in re-
spect to the basis of the mathematical model and the multicriteria structure
of the problem. In particular the understanding of the eect of the weights
in the ecient solution obtained from the aggregated function and how these
aect the corresponding point in the Pareto frontier.
In terms of implementation is very simple. It represents a single continu-
ation step, see section 4.2. The only requirement on the system is to solve a
new scalar aggregated function.
This kind of exploration is useful when the actual solution is; in some sense,
appealing to the decision maker, but he would like to explore the trade-os
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Figure 6.5: User selects criterion to be locally improved.
among the criteria. This is in essence a local exploration and clearly it is not
suitable for reaching regions of the Pareto frontier far away from the actual
solution.
The weights variation can be extended by asking the decision maker to
choose a subset of criteria to be improved; and perhaps even coecients to
reect the importance of each criteria. Although possible, this approach is
not considered a friendly alternative for the decision maker. A good DSS is
supposed to be simple and easy to use.
6.2.4 Setting Goals
Another natural way of exploring of the Pareto frontier is the possibility to
let the decision maker impose a certain \goal vector" in term of the values
in the criteria functions and let the system nd the parameters to achieve
that goal. This approach is sometime referred as method of global criterion
or compromise programming, see [25], [32], [40].
In this kind of optimization problem, a vector y = (y1; :::; ym) 2 R
m
is chosen and the problem is then to nd a set of decision variables x =
(x1; :::; xn) 2 R
n such that, f(x) = y.
If the values required in the goal vector are too strict, the problem may
not have a solution. Usually the problem is from the beginning stated as a
minimization of a distance to the goal,
min
x2R
kf(x)  yk;
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for some norm in Rm.
It is possible to select an arbitrary goal vector. But if an ecient solu-
tion is at hand, the decision maker may want to choose a goal vector with
improvements in the criteria he is interested, based in the given solution. In
this way, the method can be used to allow exploration starting from an e-
cient solution. Instead of choosing weights, the decision maker is asked for
specic values of the criteria functions. There is no need of weights at all.
This method can be implemented in a very natural way and keeping at the
same time, an intuitive interface for the user as follows.
Figure 6.6: User selects a point (value of two criteria) to start a goal optimization.
A proposed solution is presented to the user, perhaps together with a set
of ecient solutions in a database previously computed. Using the criteria
sliders and plane widget, the user will have an idea of the values that are
possible to obtain. If using the plane widget, he can then select two among
the criteria and see directly the trade-o between those criteria in the plane
widget. The user may now select a goal in that projection plane; specifying
in this way, values for the two criteria. The values of those two criteria will
be set in a goal vector, and the system will solve the minimization problem
by keeping the rest of the criteria xed with the actual solution. With a
criterion slider the user may want to choose the value of a single criterion and
the system will solve the goal program keeping the rest of the criteria xed.
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In a more sophisticated approach, the system may ask the user to select
additional values for other criteria functions by letting him change the criteria
involved to be projected, before starting the optimization. This gives the user
more freedom at cost of simplicity.
If there exists an approximation of the Pareto frontier good enough to al-
low interpolation, the frontier is dened by a nite collection of points vertices
of a polyhedra. Some approaches and eective techniques for this situation
are described in [34] for interactive multiobjective optimization. In that case
there is no need of performing any of the scalar optimization algorithms al-
ready presented.
6.2.5 Improving a Value Function
In decision support systems, it is sometimes assumed that the decision maker
judges the alternative decisions based in some sort of hidden value function,
see [32]. It is also assumed that the only way of recovering information about
this function is by asking directly the decision maker about a particular solu-
tion. This function attempts to model the preferences of the person making
the decision.
The main argument against the use of value functions is the inability to
uncover the mathematical form of the function, attempting to reconstruct the
value function based in the responses of the decision maker. The method I
will propose will be inspired on this value function but will not use, or even
try to compute specic values of the function. We will only ask the decision
maker to compare a set of decisions.
These assumptions allow us to give a simple way of exploring the set of
solutions without even directly informing the user about the values of the
criteria. In this case, exploration can be performed simple by asking the
decision maker to decide on preferences among a small set of alternatives.
For example, the specication of the best and the worst alternatives among
the proposed solutions.
It is implicitly assumed that a corresponding vector of weights is associated
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with the best design the decision maker would make. Our task will be to
obtain that set of weights based only in the judgments provided by the user.
We consider the abstract map
P : Rm ! R
w 7! v
where v is the valuation given by the decision maker to the design x obtained
as a solution of the aggregated function ﬁw using the weights vector w.
The computation of such a function; if possible, requires two steps. First
a scalar optimization problem has to be solved considering a weights vector
w. After that, the solution is presented to the decision maker for judgment.
In practice, the decision maker may not need to give a specic value to
the decision. As I have mentioned, we can perform optimization by only
comparing among solutions. I will propose here a family of strategies based on
this hidden valuation function, and taking inspiration from dierent versions
of the Nelder-Mead algorithm presented in 5.4.3. Nelder Mead seems an
appealing alternative because it does not require specic evaluation of the
function to be minimized.
The most direct way to apply the Nelder-Mead algorithm is to present the
user a set of m + 1 solutions and ask him to order the set according to his
judgment, from the best option to the worst. This can be done indirectly by
asking the user to give a note, say between 0 \completely unacceptable" and
10 \excellent choice".
The version of the algorithm presented in section 5.4.3 can be directly
applied to improve the worst solution. The system will then propose a new
solution to the user obtained using a Nelder-Mead step, i.e. improving the
worst solution searching in the direction of the good solutions in the space
of weights. It may be worth to mention that the search is not performed in
the parameter space. A perturbation of the parameters will take the solution
away from the Pareto frontier and may create non ecient decisions.
If the task of sorting the proposed solutions in order of preference seems
too demanding for the decision maker. A simpler alternative is to judge only
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Figure 6.7: User selects the worst point and system improves it.
the solutions as \acceptable" or \not acceptable". At least one solution in
each class. This kind of valuation can be used as an order for the Nelder
Mead algorithm by articially imposing a value of 1 to the accepted solutions
and a value of 0 to the rejected ones. The steps of \reection", \expansion",
\contraction" can now be applied as usual to the rejected solutions.
At each step, the proposed solutions will become better from the perspec-
tive of the user. The step may be repeated until the decision maker is satised
with one of the presented solutions.
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Chapter 7
Numerical Results
Introduction
In the previous chapters I have explained the production process, the mathe-
matical model and the proposed strategies for solving the problem of designing
an optimal process with respect to the mentioned quality measurements. But
no numerical result has been presented so far. The purpose of this chapter is
to concentrate all the numerical aspects of the theory presented before, the
numerical assumptions and some other implementation issues.
The results of the central problem of the dissertation are presented in
this chapter. We presents the results of the methods to approximate the
Pareto frontier for a highly non linear multiobjective optimization problem,
computing enough points in the frontier to allow further exploration of the
set using linear interpolation.
The outline of the chapter is closely related to the structure of the previous
chapters. In section 7.1 I present the aspects related with the direct simulation
of the process, the results obtained and some proposed ideas to make the
simulation faster. Section 7.2 presents the numerical results related with the
sensitivity. The special way of parameterizing the radial distribution using
splines, already proposed in section 3.4.1, is justied in section 7.3. In section
7.4, the results of the implementations of all scalar optimization strategies
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proposed in section 5 are shown. To nish in section 7.5 with results related
to the problem of approximating and tracking the Pareto frontier in such a
way that interpolation can be performed between the computed points.
7.1 Simulation of the Process
In section 3.2 I have presented a mathematical model of the web formation
process. Here I will present a more detailed description of the simulation and
implementation of this model.
The model of our spunbond process is totally described by a set of param-
eters. These parameters represent measurements, distances and positions of
the components of the machine used for the production. As I mentioned, we
consider two kinds of control parameters (shifts synchronization and radial
distribution). Some of the reasons for this choice will be explained in the
following sections.
But even when we only use these as control parameters there are also
other xed parameters needed in the description of the production process.
The following is a list of the xed parameters. These parameters determine
a given machine or process.
 (vb) Band Speed. Below the rotating spinnerets, the conveyor band is
moving with a given speed. Even when the speed can be mechanically
altered, these changes would have an eect in previous and further steps
of the global process. Therefore, we better consider the speed of the
band as a constant parameter.
 (Nr) Number of Rows. The spinnerets are arranged in rows. Dif-
ferent kind of processes or machines include particular number of rows.
Again, we do not consider optimization with respect to the number of
rows, but take the number as xed. We can, nevertheless, compare the
levels of quality obtained by varying this number. In general, more rows
improve the levels of quality.
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 (Ly) Distance of Spinnerets in a Row. In every row, the spinnerets
are assumed to be equally distributed, and Ly is the distance between
any of them. This distance is optimized beforehand in the real pro-
cess by considering the projected function perpendicular to the band
movement mentioned in section 3.3.2, see [16].
 (dk) Distance from Row-1 to Row-k. The rows are placed parallel to
each other and perpendicular to the band velocity. The rows are xed
mechanically in place, for this reason the distances between the rows
are taken as constants during all the process. Besides, changes in these
distances have the same eect as changes in the shifts synchronization.
 (Rs) Radius of the Radial Distribution. This is the maximum
distance where the spinneret deposits bers. As the distance in the
spinnerets the radius is also optimized for the perpendicular projection
of the eece.
 (!) Rotational speed of the spinnerets. We assume further, that
all spinnerets are rotating with the same speed. As we mentioned in the
model, we also assume that the spinnerets in a row are synchronized
always in the same direction. But dierent rows have dierent relative
orientations given by the shifts. This is the only parameter that could
be used as a control, but it is not used. We will see later that increasing
the rotational speed, improves the expected homogeneity of the eece
but at the same time makes the process much more sensitive.
Our control parameters are, as already explained the following.
 (p) Radial distribution. The radial distribution is a function p :
[0; 1] ! R+. For the computations we use a nite number of points to
approximate it.
 (ﬃphasei ) Phase Shifts. The phase shift i represents the angle of the
spinnerets on the row i with respect to the angle of those of row 1 at a
given moment.
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Figure 7.1: Measurements and positions of the spinneret rows.
Additionally, we consider the band shifts as the angles of the spinnerets rel-
ative to the moving belt. If we consider a spot in the band, moving with the
band, and we measure the angles of the spinnerets on the rows when passing
over this spot. The band shifts represent the dierence between the angle of
the row i and the angle for the rst row.
The relationship between these shifts is easily obtained. The time required
to move a point in the band from the rst row to the row i is given by
T = di=vb. In this time, the angle of the row i increases T! = di=vb!: If Lx is
the period in the direction of the band. Then the time a spinneret require to
complete a revolution 2=! is the same as the time (Lx=vb) the band needs
to move a distance Lx. From this, the relation between the band shifts and
the phase shifts can be obtained,
ﬃbandi = ﬃ
phase
i +
di
Lx
2: (7.1)
The output of the simulation is the density function , representing the
amount of material deposited over a particular spot in the band. As we saw,
this is a function  : R2 ! R periodic in both directions, with periods Lx; Ly.
7.1.1 Direct Simulation of the Process
We consider a discretization of the periodic domain of the density function,
by taking Nx points in the x-direction and Ny points in the y-direction. The
discretization creates a partition of the periodic domain in rectangular cells.
The simulation should be able to estimate the amount of material deposited
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over each of these cells.
k
l
L y
Lx
cl,k
Figure 7.2: Cell in the periodic domain of the eece.
If the rotational speed of the spinneret is !. The time to complete a full
revolution is T = 2! . It is possible to simulate the deposition of bers due to
one spinneret using a discretization in time.
Consider time increments of t as a fraction of the total time T . This is, the
time points f0; t; 2t; :::; Tg, and consider a discrete set of points frpgp=0;:::;Np
in the spinneret at a distance rp =
p
Np
from the rotation center. Equations
3.5 in section 3.2.1 return the position of a point over the belt after time t.
According to this equations the position is given by,
x(r; t) =
0
@x(r; t)
y(r; t)
1
A =
0
@vbt+ r sin(!t)
r cos(t)
1
A : (7.2)
If in that moment the point is located over the cell cl;k of the domain. The
ow of material in the cell increases according to the value p(r) of the radial
distribution. For the simulation we consider time steps t, and in each step
we run the discretized points in the spinneret to nd out over which cell it
deposits bers. The simulation of the deposition of material can be performed
with the next algorithm.
We should be careful with the chosen time steps and radial points. If the
time step is too large, we may skip cells and miss the eect of the spinneret
on those cells. The time step should be short enough to cover all cells.
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Data:
Time step: t
Radius step: r
for t=0 to T do
for r=0 to 1 do
r = r + r.
Compute position x = vbt+ r sin(!t); y = r cos(!t).
Find cell c containing (x; y).
Increase ow in c, i.e., cl;k = cl;k + p(r).
end
t = t+ t.
end
Algorithm 2: Algorithm for the simulation of the process.
In a time interval t, a point in the band moves tvb and a point at a
distance r in the spinneret moves a distance of t!r along the arc of a circle
of radius r. This combination of movements means that any point in the
spinneret cannot move more than Rst! + tvb during that time interval.
If we choose t such that
Rst! + tvb < Size of cell = jcj = min

Lx
Nx
;
Ly
Ny
ﬀ
;
and r < jcj then we are sure that no cell will be skipped in the simulation.
And, of course, ner steps will improve the results of the simulation.
The required number of time steps can be then estimated with,
T
t
=
T (!Rs + vb)
jcj
;
and the minimum number of points in the radial distribution is
Rs
r
=
Rs
jcj
:
Given that, the number of iterations in algorithm 2 should be at least
T
t
Rs
r
=
T (!Rs + vb)
jcj
Rs
jcj
=
2Rs(Rs! + vb)
!jcj2
: (7.3)
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Which means that the expected times for the simulation grows quadratically
with respect to reductions in the size of the cells.
Figure 7.3 depicts the movement of a xed point over the cells in a time
step. If the step is too long, the point may skip a cell which should be avoided.
Figure 7.3: A xed point in the spinneret deposits ow over two neighbor cells.
As a result of the simulation, we got a matrix with entries cl;k, representing
the eece generated by a single spinneret. The nal eece can be obtained by
superposition using the relations 3.12, 3.14 from section 3.2.
In the applications we considered the dimensions of the periodic domain
ranges between 100 and 300 millimeters. In this case considering cells of size
10 or 5 millimeters is small enough; if not too small, in order to obtain credible
results. It is important to notice that the renement in the size of the cell,
does not necessarily improve the accuracy of the simulation with respect to
the real process. We should not forget that we are modeling a deposition of
bers. And it is clearly absurd to attempt to model the amount of bers in a
cell of size of 1 millimeter or less.
All the eece images presented are computed with these parameters. The
time for the simulation is as expected rather short; less than a second. This
fact permits us to perform several simulations fast, apply optimization tech-
niques and even to prepare a software tool where the outcome of the model
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can be displayed in real time.
7.1.2 Faster Evaluations
If we choose around 100  100 points in the periodic domain, the running
time for a single simulation is just a fraction of 1 seconds. Even when this
time is enough to perform several optimization algorithms, we would like to
allow the user to perform real time evaluations of the criteria functions. For
this end, we should keep the running time for a single simulation (or at least
evaluation of the criteria functions) as fast as we can. This is also important
to allow the fast evaluation of the sensitivity.
Once an instance of the process is simulated if we want to perform a change
in one of the shifts, the density functions 0; 1 remains unchanged, and it is
only required to recompute the nal density function  by adding up copies
of 1. Considering the discretization, this computations are nothing else than
a sum of N translations of the matrix obtained in the last section. Being N
the number of rows. These operations can be performed in milliseconds for
the required discretization points.
The calculations are, nevertheless, complicated if we require a change in
the radial distribution. For this change, a new computation of all density
functions is required. Here we would need to perform a full simulation each
time we change the radial distribution. But there is a way to go around this
problem.
Consider the discrete approximation of the radial distribution using Nr
base functions figi2I .
p(x) 
X
i2I
ii(x)
The functions i are the "hat functions" described in section 5.1.
The corresponding density function  for the radial distribution p can be
obtained by summing up the density functions obtained by assuming i to
be the radial distribution in the process. We compute the density functions
for each of the functions figi2I , call them fp

i gi2I beforehand. From the
denition of the density function, it is clear that the nal density function
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can be obtained from these pre-computed functions.
 =
X
i2I
i
Considering this, a change in the radial distribution will require a sum Nr
matrices, where Nr is the number of discrete points in the radial distribution.
For our process we need around 15 discretization points. This operations can
be performed fast enough to improve the real time simulation.
7.1.3 Fixed Parameters
In all simulations of this chapter the following parameters, based in those of
a real process, are considered as xed.
 Band speed, vb = 80.
 Distance of spinnerets, Ly = 110 mm.
 Distance between rows, dk = 900k mm.
 Radius of radial distribution, Rs = 130 mm.
 Rotational Speed, ! = 400 rpm.
As we already know, the shifts and the radial distribution are in some in-
stances considered xed, and in other cases taken as design variables to be
optimized. We will use 6 shifts in all the instances.
7.2 Computing the Sensitivity
In this section I will present a numerical analysis of the sensitivity or un-
certainty of the process. For the numerical experiment I will consider the
machine parameters from section 7.1.3, and the following,
 Band shifts, ﬃbandi = 120i.
 Radial distribution, p : [0; 1]! R+, as depicted in gure 7.4.
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Figure 7.4: Typical radial distribution for the radial distribution.
7.2.1 Radial Distribution Perturbations
The radial distribution is approximated using a piecewise linear function using
20 discretization points, as described in section 5.1,
p(x) =
20X
i=1
ii(x): (7.4)
In this way the radial distribution is identied with the vector  = (1; :::; 20) 2
R20. Each i represents the ow of bers trough a particular point in the spin-
neret. This ow depends on a stochastic process inherent to the bers dynam-
ics. In order to estimate the uncertainty of the process, we consider the ows
as random variables. As mentioned in section 3.5.1 the ow is non-negative
and will be modeled using a uniform distribution in the interval [0:9i; 1:1i],
i.e. a variance of 10% on the ow. From these assumptions, the parameters
of the probability distribution can be obtained.
Assuming such random variables as parameters for our process, it is pos-
sible to estimate the shape of the probability distribution for the criterion
function. In this case, the homogeneity. Depicted in gure 7.5 is the results
of 1000 simulations assuming perturbations only in the radial distribution
according to the random variables dened before. The resulting values of
homogeneity are classied in 15 intervals running from 0:35 to 0:50. The red
line at 0:47 marks the value of the homogeneity for the original simulation,
this is, with no perturbation.
I will check the hypothesis that some regions of the radial distribution
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Figure 7.5: Probability distribution for the homogeneity.
have a stronger impact in the sensitivity of the function. To do this, a similar
number of simulations are performed but only considering perturbations in a
specic subinterval of the radial distribution.
We divide the interval [0; 1] in three subintervals and consider only per-
turbations in each one of these intervals. The results of the simulations of the
1000 perturbations are depicted in gure 7.6.
Figure 7.6: Deviations considering only perturbations in 3 subintervals.
It is clear that the rst subinterval, the one describing the ow close to the
center of rotation, has a stronger impact in the sensitivity of the process with
a standard deviation of 0:0169. The middle interval has the less variation with
standard deviation of 0:0049. The last interval has also a higher deviation,
0:0148 but not as large as the rst interval. These gures suggest also a
desire to reduce or cancel the ow of material close to the center of rotation
of the radial distribution. Figures may also suggest the reduction of ow in
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the third interval, but in this case, the ow is required to obtain good values
of homogeneity. As will be seen later in this chapter. This simulations also
suggest the splines parameterization of the radial distribution that will be
presented in page 131.
The choose of a function of that form improves, in many of the cases, the
homogeneity and the sensitivity without even performing any optimization.
Figure 7.7 compare the results of the perturbations using the old radial distri-
bution from gure 7.4 and a function approximated using splines (page 131).
The improvement in both, sensitivity and homogeneity is clear.
Figure 7.7: Results of perturbations of suggested function (left) and old function
(right).
7.2.2 Shifts and Rotational Speed Perturbations
The estimation of the sensitivity of the process with respect to perturbations
in the shifts can also be done by performing a Monte Carlo simulation as it
was performed for the radial distribution. In this case the shifts are considered
as uniform random variables dened in the interval [ﬀj  10
; ﬀj +10
], where
ﬀj is the phase shift for the row j.
Nevertheless, there is an additional factor to consider before computing
the sensitivity.
The translations considered in the denition of the nal density function
are directly related with the band shifts, and the band shifts are related with
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the phase shifts according to 7.1.
If we assume perturbations, say, due to mechanical imperfections, we need
to consider perturbations in the phase shifts. But the corresponding eect
in the nal product depends on the band shifts, which are function of the
phase shifts according to 7.1. There are two additional parameters in 7.1,
the distance between the rows di and the period Lx. Even if we consider the
distance di as xed, the period Lx depends strongly in the relation between
the rotational speed ! and the speed of the band vb,
Lx = 2
vb
!
:
Perturbations in any of those speeds will have an eect in the band shifts,
specially perturbations in !.
Figure 7.8: Eect of rotational speed and shifts perturbation.
Figure 7.8 depicts in the center the original eece. On the right the worst
output eece obtained using perturbations of 10 in the shifts, assuming con-
stant rotational speed. On the left the output of the simulation increasing
the rotational speed in 1:026% (from 390 to 395 r.p.m.). Clearly, the eects
of perturbations in the rotational speed are more signicant than those in the
phase shifts.
If we consider a perfect model, increasing the rotational speed will improve
the homogeneity of the eece. But the assumption of a perfect model is not
a serious option. For those reasons, the shifts sensitivity will consider also a
perturbation of 1% in the rotational speed.
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7.2.3 Total Sensitivity
As I mentioned in section 3.5 there is no natural way of considering a single
total sensitivity for the model. Adding or computing an average of the shifts
sensitivity and the radial distribution sensitivity is like adding apples and
oranges, they have dierent unities.
An alternative is to consider an expected total sensitivity computed by
xing the expected perturbations both in shifts and radial distribution. For
the total sensitivity I consider perturbations of 5% in the ow predicted by the
radial distribution, perturbations of 5 in the phase shifts and of 1% on the
radial distribution. The estimation of the sensitivity should be recomputed if
dierent perturbations are to be considered.
7.3 Radial Distribution Parameterization
In this section I will compare two dierent parameterizations for the radial
distribution. I have already mentioned in page 29, some reasons to consider
a parameterized function using only two control points. Such functions are
more realistic and require less parameters. This reduction of parameters will
reduce the dimension of the optimization problems.
I have considered two dierent sets of functions during the experiments.
The rst set contain functions of the form,
plinear(t) =
8>>>><
>>>>:
0 if 0  t < 0
2(t 0)
(1 0)(01 0)
if 0  t < 
0
1
2(t 1)
(1 0)(01 1)
if 01  t  1
(7.5)
for some 0 < 0 < 
0
1 < 1.
These are piecewise linear functions composed of only three segments and
described using only two numbers and can be represented as a point (0; 
0
1) 2
R2.
To avoid the restriction 0 < 
0
1, we can transform the variable 
0
1 using
the relation 1 =
0
1
 0
1 0
, and in this case the point (0; 1) is to be contained
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in the square I2 := [0; 1]2.
The second set was already described in page 29 and are functions of the
form,
psplines(t) =
8>>>><
>>>>:
0 if 0  t < a
1 cos( x a
b a
)
2 if a  t < b
cos(2
x a
b a ) if b  t  1
(7.6)
This set of functions is also parameterized using two numbers a; b 2 R.
In both sets the rst number represent the minimum argument where the
function is non-zero and the second number locates the peek of the function.
Figure 7.9: Simplied two point radial distributions (piecewise linear and splines).
One element of either set is depicted in gure 7.3. On the left the piecewise
linear function and on the right the splines function.
Simulations for 100 random points was considered, in each case consid-
ering both kind of radial distributions. Figure 7.10 compares the sensitivity
and homogeneity values for those two kind of radial distributions. The plots
shows a positive correlation where the piecewise linear radial distribution has
a tendency for larger values, i.e. worst sensitivity and homogeneity.
These results suggest that the set of functions dened using splines deliver
better results both in terms of eece uniformity and process stability. We will
see in the next section that such functions are almost as good in terms of
homogeneity as the original discretization of the radial distribution using 20
parameters considered in the LP formulation on section 5.1.
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Figure 7.10: Comparing sensitivity and homogeneity for radial distribution parame-
terizations.
7.4 Optimization of the Fleece Homogeneity
Having the possibility to run numerical simulations for our production pro-
cess allow us to perform optimization strategies in the analysis. I have ex-
plained, in chapter 5 dierent approaches to the problem of choosing optimal
parameters for the machine in order to obtain a eece with the best quality
measurements. In that chapter we considered a single criterion to measure
the quality, namely, the homogeneity.
In this section I will present the numerical results of the various scalar
optimization problems considered in chapter 5. Due to the variety of the
considered problems I do not include several instances for every single kind
of problem, specially if similar results where obtained in every instance.
7.4.1 Fixed Shifts
In section 5.1 we model the problem of nding an optimal radial distribution
for the process, by keeping xed shifts, as a linear program.
Problem 11. Given the input data Ai;k;l and the real variables , k;l and
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i, for i 2 I; k 2 K and l 2 L
max  (7.7)
subject to
k;l  ; 8k 2 K;8l 2 L (7.8)
k;l =
X
i2I
i Ai;k;l; 8k 2 K;8l 2 L (7.9)
X
i2I
i = 1 (7.10)
i  0 8i 2 I (7.11)
As an instance of this problem, I consider a discretization of the domain,
using 30 points in each direction and 14 points for the radial distribution.
Consider the xed parameters dened in section 7.1.3 and six rows with shift
values f0; 120; 240; 0; 120; 240g.
The input data Ai;k;l represents the ow deposited over a cell (k; l) con-
sidering the basis function i as the radial distribution. Obtaining the input
data, represents running the simulation as many times as the number of basis
functions used for the discretization of the radial distribution.
Figure 7.11: Optimal prole obtained from problem 11.
As stated before, this linear problem is solvable by CPLEX. Figure 7.11
shows the optimal radial distribution for the instance. As depicted, the radial
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distribution suggest a desirable absence of ber ow close to the center of
rotation. This fact is also supported by further experiments and expected
from the model, for the reason that points close to the center will move with
slow speed, increasing the corresponding ow and generating spots with high
density values.
A glance in the shape of this function; in particular the non-smoothness,
also suggest the complications of really designing such a radial distribution.
We do not expect to design a mechanical system of deector mirrors to mimic
such a function. It is therefore a good reason to suggest the restriction in the
family of radial distribution considered for the optimization to those dened
in page 29. Smooth functions with no ow close to the zero.
The dierences in the output considering the radial distribution with
splines and the radial distribution obtained as solution of the LP problem
is not distinguished by looking at the eece output. But the improvement
can be observed in the homogeneity criterion. For the optimized splines func-
tion the homogeneity value is 0:0772. Which represents a maximal deviation
from the average in normalized mass (quantity of bers). Against a homo-
geneity value of 0:0442 for the optimal function depicted in gure 7.11. In
both cases the eece is almost uniform, gure 7.12 depicts both outputs.
The lookup table used in gure 7.12 uses grey intensities using gamma
correction [51] to emulate a realistic visualization of the eece. The original
color lookup table used in the rest of the visualizations will look completely
uniform in this examples.
The output of these two simulations can not be distinguished at sight. The
relative dierence in the homogeneity is less than 0:5%. This is an additional
reason to restrict the search to the family of functions generated by expression
3.10. The functions are more realistic and the obtained results are as good as
those obtained with the more general functions.
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Figure 7.12: Fleeces and projection generated by the optimal radial distribution
from gure 7.11 (up) and the best function using splines (down). The rst is slightly
better.
7.4.2 Fixed Radial Distribution
The problem of optimizing the shifts considering a xed radial distribution
was considered in section 5.2. The problem was modeled as a mixed integer
program in the following way.
Problem 12. Given the input data Aj;k;l;s the real variables , k;l and the
binary variables j;s, with j 2 J; k 2 K; l 2 L and s 2 S.
max  (7.12)
subject to
k;l  ; 8k 2 K;8l 2 L (7.13)
k;l =
X
i2I
X
j2J
Aj;k;l;s  j;s; 8k 2 K;8l 2 L (7.14)
X
s2S
j;s = 1; 8j 2 J (7.15)
j;s  0; 8j 2 J; s 2 S (7.16)
Where the data Aj;k;l;s represents the ow of bers deposited over the
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spot (k; l) in the eece discretization assuming that the shift in the j-th row
is ﬀs := 2sNs and Ns is the number of shifts.
In this case we consider only a discretized subset of possible values as
shifts. I consider an instance for 6 shifts and a discretization of 15 degrees for
the shifts, i.e. only shifts multiples of 15 are considered as angles.
The problem was given to CPLEX to be solved. After 4 days of computa-
tions, CPLEX obtained a gap of 7%. The solution was close to the optimal in
the considered discretization sub-domain, but any run of the pattern search
method was able to cope with the full continuous domain and obtain better
solutions in seconds; in the continuous domain, of course.
Figure 7.13 depicts in red, the best criteria value obtained by CPLEX.
The blue interval represents the gap and the green horizontal line, is the best
known solution for the instance on the continuous domain.
Figure 7.13: Iteration of the MIP using CPLEX and best known solution.
CPLEX consider only the discretized domain and the value of the criterion
is not expected to be as good as the solution considering the continuous
domain. I will describe the methods for the continuous domain in short. The
analysis performed using CPLEX, if not useful for obtaining solutions, give
us information if we consider the gap interval.
There is no better solution in the discretized set outside of the gap. The
best known solution in the picture was obtained using an heuristic and no
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global optimality is known for it, in theory, arbitrary better solutions could
exist in the continuous domain. But the gap from the MIP analysis tell us
that, at least in the discretization, there is no better solution.
7.4.3 Numerical Results of the Pattern Search and Nelder-
Mead Algorithms
Section 5.3.1 presented an MIP formulation for the problem of optimizing
both shifts and radial distribution simultaneously. This problem is at least
as costly as the MIP presented in the previous section. The numerical results
are equivalent and I will not present any instance in this section. Instead
I present here the results of the general scalar optimization methods, the
Pattern Search and the Nelder Mead algorithms.
Consider an instance using 6 shifts the family of radial distribution func-
tions using splines and two control points. In total we have 8 control param-
eters. The criterion function to be optimized is the homogeneity.
The Pattern Search method was described in section 5.4.2. For the numer-
ical implementation, I use a typical pattern P dened using the component
directions.
P := fei  igi=1;:::;8
Where ei are the vector in the standard basis of R
n. The coecients i
are required. We should avoid using the same step size for every direction,
because some parameters are shifts and other are control points for the radial
distribution. The coecients are 1 for the shifts components and 0:3%; as an
approximation of 1=360, for the radial distribution control points.
The algorithm recompute the step size according to the performance, and
in principle any step can be chosen. I consider an initial size of the pattern
of 30 which corresponds to steps of 30 degrees in the shift components and
9% in the control points. If a successful step is performed the Pattern Search
method suggest either to increase this step or keep is. Based on numerical
experiments I decided to keep the step bounded in 30 degrees, because too
large steps are irrelevant in a periodic domain. The size is reduced by a factor
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of 0:5 in case no improvement is obtained.
The stopping criterion is the reduction of the pattern size to less than 0:5.
At this size the angle steps are less than 1=2 of degree and there is no way to
be that accurate in the mechanical implementation of shifts in the machine.
Figure 7.14 shows the convergence for 8 random starting points, plotting
time (milliseconds) against criterion value (homogeneity). As depicted, in
every instance the algorithm converges in less than 3 minutes.
Figure 7.14: Improvement of criterion using Pattern Search.
The same 8 random points are used to perform the Nelder-Mead algorithm.
The algorithm requires a simplex as starting data. Using steps of size 30
degrees for the shifts and 9% for the radial distribution points a simplex is
rst generated. This to allow a comparison with the Pattern Search.
Figure 7.15: Improvement of criterion using Nelder Mead Algorithm.
As mentioned in section 5.4.3, the Nelder-Mead algorithm improves in
steps the worst point in the simplex. Depicted in gure 7.15 are the conver-
gence of the 8 random starting points.
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In both examples, Pattern Search and Nelder-Mead, the scales are compa-
rable. The tendency is that Nelder-Mead starts improving faster, but Pattern
Search usually nd slightly better solutions. Figure 7.16 shows a graphic of
the time step against the average criterion among the 8 solutions obtained at
that time.
Figure 7.16: Average convergence of Pattern Search vs Nelder-Mead algorithms.
It is dicult to conclude something conclusive from that picture. Inter-
esting is the solutions to where this both approaches converge. From these 8
dierent starting points, only in one case the Pattern Search and the Nelder-
Mead converged to a similar solution. In all other cases distinct solutions
where found. This is a signal that the landscape of our function possesses
several minima.
Figure 7.17: Landscape from a two dimensional subspace of the domain.
Figure 7.17 shows the landscape for a two dimensional cut of the domain
space. At least 4 regions with local minima are recognizable. But this is only
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a two dimensional cut of the search space. The plot also suggests that the
valleys of minima regions are rather at.
The convergence properties of both methods guarantees, at most, conver-
gence to a local minimum. Although usually considered a drawback, in the
case of searching for Pareto points using a continuation method, this property
is important. It was claried that any local minimum could be used to start
tracking the Pareto frontier.
But if we are just trying to nd the optimal solution with respect to a
single criteria. It is possible to use the idea of the "Basin Hopping" method.
Here the strategy is to restart the algorithm and try to jump outside of the
attracting basing of the local minimum. This is typically performed by moving
from the local minimum and restarting the algorithm. If the new solution
obtained is the same in several tries, this suggest that a bigger step should be
considered.
7.5 Tracking the Pareto Frontier
For general non linear multicriteria problems, the set of ecient designs is
expected to be composed of several disconnected sets. In this section I will
present the numerical results of the methods applied to the problem of de-
tecting and tracking patches in the Pareto frontier.
The continuation method starts from a local minima from one of the
criterion functions. Local minima can be found using the methods mentioned
in the previous section for scalar optimization. In order to obtain further
points in the frontier, we need to compose a new function, an aggregating
function, which takes into account the rest of the criteria.
For the numerical example, I use a Tchebyche aggregating function de-
ned as,
kIf(x)k1:
Where f is the vector function whose components are the criteria,  is a
vector of weights and I is the identity matrix. In a bicriteria problem, the
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Tchebyche aggregating function is,
minf1f1(x); 2f2(x)g:
I consider the problem instance described in the previous sections. Con-
sidering again the homogeneity as a criterion, but adding as a second criterion
the sensitivity.
The rst task is to approximate local minima, considering only a single
criterion. In our example this is the homogeneity. Because any local minima
can potentially generate a non-dominated path in the Pareto frontier, we are
interested on computing as many local minima as we can. For this aim, we
consider a population sample of uniform random points in the domain and ap-
ply a direct search algorithm, in this case, the Nelder-Mead algorithm. The
algorithm will then return local extrema for the considered criterion func-
tion. In the previous section I presented the convergence of one application
of Nelder-Mead for minimizing the homogeneity.
Because we are interested on capturing several local minima, I consider a
simplex of size 5 with respect to the shifts and 1% with respect to the radial
distribution points. The simplex diameter is smaller than the one used in the
previous section. Starting with this smaller simplex I expect to locate more
local minima. Larger simplex will tend to jump above local minima, specially
if the attracting basin of the local minimum is small.
If the algorithm converges to a point x0, the algorithm will be restarted
from x0. If x0 was in fact a local minima. All successive runs should converge
to x0. Each of these steps will take more time, compared with the convergence
shown in the previous section. But as long as the time is bounded in minutes,
this pre-computation of solutions is acceptable. Figure 7.18 presents a projec-
tion of the local minima obtained. This gure shows us also the high amount
of local minima present in the search space. It does not necessarily means
that most of those belong to a non dominated patch, but they potentially do.
For the continuation method, I consider the aggregated function
maxf1f1(x); 2f2(x)g;
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Figure 7.18: Local minima with respect to homogeneity against criterion sensibility.
and parametrize the weights vector as
(t) = (1(t); 2(t)) = (cos(t); sin(0)):
Figure 7.19 depicts the points obtained from a continuation algorithm, start-
ing from two dierent local minima. The parameter t of the vector of weights
vary from 0 to 90 in steps of 5.
Figure 7.19: Intersection of two locally non-dominated patches.
As expected, from all local minima in gure 7.18, most of the generated
locally non-dominated patches where not global non-dominated and did not
belong to the Pareto frontier. Starting from 100 local minima, only three
patches with non dominated points where obtained for the problem instance
being considered. Some of the \best" patches are depicted in gure 7:20:
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Points belonging to the same patch are neighbors in the search space and its
points depicted with the same color.
Figure 7.20: Best locally non-dominated subsets obtained from 100 local minima.
Figure 7.21 depicts the image of 5 interpolation points between two points
and the approximated frontier using a rened discretization of the parame-
terization. If such interpolation error is considered too high, further points
should be computed and included in the discretization. But it is an expert
the one who should decide it.
Figure 7.21: A segment of obtained Pareto points (in black) and image of intepolated
solutions (in red).
The black points are the images ff(x1); :::; f(x5)g of ve neighbor ecient
points obtained using continuation steps. The red points are the images of
linear interpolated points between the two extreme points x1 and x5. This is,
144 CHAPTER 7. NUMERICAL RESULTS
the red points are ff(x1); f(
3
4x1 +
1
4x1); f(
1
2x1 +
1
2x5); f(
1
4x1 +
3
4x5); f(x5)g:
As mentioned before the approximation of the full Pareto frontier for a
multicriteria problem with many criterion functions becomes a dicult task.
Even the simply storing of points in a le. High memory requirements would
prohibit such approximation. In this case, I propose an interactive navigation,
where the user starts in a non-dominated point and proposes a direction of
improvement. But this step is simply one of the steps in the continuation
method presented in the last section and in the next pages. Other proposed
strategies in case of high dimensions were already proposed in chapter 6.
This results completes the implementation of the methods proposed in the
dissertation. It remains only to resume the conclusions obtained from all this
work.
Chapter 8
Conclusions
In a single paragraph the conclusion of this project is that it is indeed possi-
ble to develop eective computational tools in the form of a decision support
system to assist in the decision making process for non convex and non dif-
ferentiable problems. As I mentioned in the introduction, such tools exist in
the case of linear or convex problems. But several challenges appear when
the assumptions of convexity are not available.
We can also conclude that it is possible to approximate the Pareto frontier
for non convex multicriteria problems using a discrete set of solutions in a way
that permits further interpolation for other points in the frontier.
The inspiration for the dissertation was the design of a spunbond process
for the production of articial fabrics. As it is always the case when a real non
typical problem has to be solved, several mathematical topics were required to
perform the needed analysis. We developed a general model for the problem
of depositing material over a surface. In particular a detailed description of
the spunbond process was explained. Some dierent ways to measure the
existence of defects on the fabric were proposed, and to measure in general
the non homogeneity of the covering. Special attention was given to study
the stability and sensitivity of the production process. We have considered
this attribute very important and consider it as an additional criteria to be
optimized in the process design.
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The appearance of more criteria in the optimization of the process, brought
our problem to the framework of multicriteria optimization and decision mak-
ing. In relation to multiple criteria, we have seen a way to compute successive
solutions in the Pareto frontier for non linear problems using a new proposed
derivative free method. For this aim, we required direct search methods for
scalar problems. We proposed the pattern search and the Nelder-Mead algo-
rithm.
We recognized the necessity of developing tools for assisting the decision
making process in the form of a decision support system. Such system was
developed using the constructed model and the proposed multicriteria strate-
gies. Some ways of navigating the set of ecient solutions were presented.
First a direct exploration of a set of previously computed solutions from a
database. As an alternative, the user may choose weight vectors and let the
system solve the corresponding aggregated scalar problem. This was possible
but considered \not friendly for the user". The setting of goals in the criteria
values, was also proposed as a navigation possibility. A last option was to let
the user accept or reject solutions from a small set, and let the system use
the mechanics of the Nelder-Mead algorithm to propose new solutions to the
user.
The aims of the dissertation were completed. Nevertheless; as is always
the case, new and interesting directions can be explored based in the analysis
developed. In the modeling of general spunbond processes it may be inter-
esting to consider further criteria, like the anisotropies mentioned in chapter
2. We have proposed a special family of functions to be considered as radial
distributions, such functions are realistic, but we left the challenge of design
a system of mirrors to mimic such functions. If such design is dicult, it may
be required to choose a dierent family of functions. We also feel that there
are more to research in the area of designing tools for decision support sys-
tems. This topic was only briey covered in this project, but it has certainly
a huge potential.
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