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It has been known for a long time and has been exploited, e.g. in the book of Wall [9], that
the theory of convergence of J-continued fractions with complex coefﬁcients may be put in the
framework of inﬁnite matrices: the convergents of the J-fraction are (1, 1) entries of the resolvent
of the principal submatrix of order n of some inﬁnite tridiagonal matrix, the so-called Jacobi
matrix. Under suitable assumptions, these convergents tend to the (1, 1)-entry of the resolvent of
the Jacobi matrix (also called its Weyl function); see for instance [1,3] for some recent results
along these lines. The idea of approximating inﬁnite matrices by their ﬁnite sections is also
central in the work of Magnus [5] on complex weight Padé approximants or in the earlier work
of Baxter, Nuttall, et al. [2,6,7]. A very prominent example of a fruitful interaction between
Approximation Theory and the Finite Section method in Hilbert spaces is the theory of Toeplitz
matrices/operators, see for instance the very comprehensive introduction to this subject ofBöttcher
andSilbermann [4]. This iswhy Iwas quite pleased to ﬁnd a book introducing to theLimitOperator
method.
The book of Lindner contains a six pages introduction explaining brieﬂy the main concepts of
the book, and a ﬁrst chapter of 49 pages presenting functional analysis tools, the inﬁnite matrices
under consideration, some basic concepts such as band-dominated operators, P-convergence,
consistency and stability. The second chapter describes the notion of invertibility at inﬁnity based
on the theory of Fredholm operators, and its link to stability. Chapter 3 consisting of 74 pages
explains the concept of limit operators of inﬁnite matrices, illustrated by discussing the special
cases ofWiener-Hopf andToeplitz operators, singular integral operators and discrete Schroedinger
operators. The main theorem on the Finite Section method is presented in Chapter 4, where as
illustration the author discusses a class of integral operators and the corresponding algebras of
operators acting on function spaces. An index and a bibliography containing 88 items completes
the book.
The frame chosen in this book are inﬁnite matrices indexed by multi-indices (in order to
allow for higher order space discretizations), with entries from an abstract Banach space E.
Typical examples for E are p, the space of sequences, or Lp functional spaces, with 1p∞.
As explained by the author, the casep = 1 is interesting in, for example, stochastic theory,whereas
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including p = ∞ allows for the study of operators acting on bounded and continuous functions.
There is a close interaction between the present book and the recent book [8] of Rabinovich, Roch
and Silbermann (which for instance is cited for proofs on properties of band-dominated matrices)
but the detailed discussion of not necessarily reﬂexive spaces E is original in the present book.
However, this introduces an important number of technical complications, such as the need of
considering pre-adjoint operators or a substitute of compact operators. It seems to be necessary,
however, to go through these details in order to understand the generality and importance of the
main theorem of Section 4, its application to integral equations, as well as other aspects of this
book.
Beside the very nicely written introduction describing well the different concepts, the au-
thor follows very much the classical way of presenting ﬁrst the tools, then the basic notions
required for formulating the assumptions, and arrives at the main theorem of the Finite Section
method only on page 152. Though this makes the book clearly consistent, I missed very much a
detailed discussion of illustrating examples, for instance a running example like Toeplitz operators
(and their block counterparts). The discussion of discrete Schrödinger operators is very short, and
comes only in Chapter 3.
The book is certainly interesting for people working in Operator Theory, however, people from
Approximation Theory or Numerical Analysis might ﬁnd this book perhaps too abstract, if they
just require the Hilbert space aspect of the Finite Section method. I did not ﬁnd any mention of
Jacobi matrices. Also, Toeplitz operators are mentioned only implicitly, and a better reference for
this sub-topic remains probably [4].
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The Painlevé equations were discovered around the beginning of the 20th century by Painlevé,
Gambier and their colleagues whilst studying which second order ordinary differential equations
of the form
u′′ = F (x; u, u′), (1)
where ′ ≡ d/dx and F is rational in u′ and u and analytic in x, have the property that the
solutions have no movable branch points, i.e. the locations of multi-valued singularities of any
of the solutions are independent of the particular solution chosen and so are dependent only on
the equation; this is now known as the Painlevé property. Painlevé et al. showed that there were
50 canonical equations of the form (1) with this property. Further they showed that of these
50 equations, 44 are either integrable in terms of previously known functions (such as elliptic
functions or are equivalent to linear equations) or reducible to one of six new nonlinear ordinary
differential equations, which deﬁne new transcendental functions, i.e. irreducible in the sense that
they cannot be expressed in terms of the previously known functions, such as rational functions
or the classical special functions (cf. [15], Chapter 14). The six Painlevé equations (PI–PVI) are
u′′ = 6u2 + z, (2)
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where , ,  and  are arbitrary constants. The solutions of PI–PVI are called the Painlevé
transcendents, and their general solutions are transcendental, that is, they cannot be expressed in
closed-form elementary functions. However, PII–PVI have special solutions in terms of elementary
functions, or the classical special functions such as Airy, Bessel, Whittaker and hypergeometric
functions.
The Painlevé equations can be thought of as nonlinear analogues of the classical special
functions. Iwasaki et al. [17] characterize the Painlevé equations as “the most important non-
linear ordinary differential equations” and state that “many specialists believe that during the
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twenty-ﬁrst century the Painlevé functions will become newmembers of the community of special
functions”. Further Umemura [20] states that “Okamoto and his circle predict that in the 21st
century a new chapter on Painlevé equations will be added to Whittaker and Watson’s book
[21],” and “In general, a solution of Painlevé equations is more transcendental then the classical
functions, i.e., we have the irreducibility of the Painlevé equations. Namely, Painlevé equations
lead us from the old world of classical functions to an entirely new world.” Indeed the Painlevé
equations are included in the “Digital Library of Mathematical Functions” project, which is
currently updating Abramowitz and Stegun’s “Handbook of Mathematical Functions” [4], see
http://dlmf.nist.gov.
Although ﬁrst discovered from strictly mathematical considerations, the Painlevé equations
have arisen in a variety of important physical applications including statistical mechanics, plasma
physics, nonlinear waves, quantum gravity, quantum ﬁeld theory, general relativity, nonlinear
optics and ﬁbre optics. The Painlevé equations have attracted much interest since they arise in
many physical situations and as reductions of the soliton equations which are solvable by inverse
scattering (cf. [1,3], and references therein, for further details). Further the Painlevé equations
nowadays play an important role in many areas of mathematics, such as the theory of special
functions, the theory of integrable systems, combinatorics, differential geometry, randommatrices
and mathematical aspects of quantum ﬁeld theory.
The book under review is the second in the literature to present the theory of the Painlevé
equations based on the so-calledRiemann–Hilbertmethodor Isomonodromymethod. The previous
onewritten by two of the authors, Its andNovokshenov [16], whichwas published in 1986. During
the last 20 years the ﬁeld has developed considerably and this book by Fokas et al. discusses some
of these advances. The emphasis of this book is to use the Riemann–Hilbert method to study
global asymptotic analysis of the Painlevé transcendents and speciﬁcally the authors study the
connection formulae relating the parameters in the asymptotic expansions around different critical
points. The authors give a complete description of all types of possible asymptotic behavior of the
solutions of important particular cases of PII and PIII on the real line, togetherwith the derivation of
the associated connection formulae, and a complete description of all types of possible asymptotic
behavior in the complex plane, quasi-linear and nonlinear Stokes phenomena.
The Riemann–Hilbert method, which dates back to classical works of Garnier and Fuchs in
the early 20th century, is based on the fact that the Painlevé equations describe isomonodromy
deformations of certain systems of linear differential equations with rational coefﬁcients. Each
Painlevé equation can be expressed as the compatibility condition of a system of linear differential
equations whose coefﬁcients involve the solutions of the Painlevé equation. Hence solving a
Painlevé equation is equivalent to solving the inverse monodromy problem, i.e. the Riemann–
Hilbert problem for the associated linear system whose so-called monodromy data are the ﬁrst
integrals of the Painlevé equation. The Riemann–Hilbert representation of the Painlevé equations
is analogous to the contour integral representation of the classical, linear special functions.
The Introduction ﬁrst discusses the origin of the Painlevé transcendents and Riemann–Hilbert
problems. The authors state that “the Painlevé transcendents mark the border beyond which both
the inverse and direct monodromy problems cannot be solved in terms of elementary functions
and their contour integrals”. The second part of the Introduction gives a ﬂavor of the asymptotic
results for the Painlevé equations. The third part of the Introduction discusses applications of the
Painlevé equations in the so-called wave collapse in the three-dimensional nonlinear Schrödinger
equation, bound states of the elliptic sine-Gordon equation which arise in condensed-matter
physics (e.g. Josephson junctions and liquid crystals), random matrices (in particular the Tracy–
Widom distribution [19]) and two-dimensional quantum gravity. The ﬁnal part of the Introduction
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gives an overviewof the content of the book,which is a very useful guide for the reader. Throughout
the Introduction, the authors stress their opinion, which is shared by several other researchers in
the ﬁeld (including myself), that the Painlevé equations should be viewed as nonlinear special
functions.
Part 1 of the book, which is almost 200 pages long, consists of six chapters and has two
goals: (i) to develop the general theory of linear systems of ordinary differential equations, and
(ii) to introduce the Painlevé transcendents and the “linear” special functions of hypergeometric
type, as an intrinsic element of the monodromy theory of ordinary differential equations. Chapter
1 describes the general theory of systems of linear ordinary differential equations with rational
coefﬁcients, and inChapter 2monodromy theory and special functions are discussed.Chapters 3–5
are the main chapters in this part of the book. In Chapter 3 the basic facts about general Riemann–
Hilbert problems are presented and then, through examples, it is shown how Riemann–Hilbert
factorization problems can be used to analyze Riemann–Hilbert inverse monodromy problems.
In Chapter 4 the general theory of isomonodromic deformations is presented and a general 2 × 2
system with four regular singular points is related to the monodromy problem for PVI (7). In
Chapter 5, the authors introduce the main ideas and techniques for the implementation of the
isomonodromy method to the Painlevé equations. They ﬁrst discuss the application in detail to
PII (3), and then show it applies to other Painlevé equations. The global solvability of theRiemann–
Hilbert problems associated with PI–PV are studied to establish the global solvability of these
equations. The monodromy problem for PVI (7), which has only regular singular points, is rather
different to those for PI–PV, which also have an irregular singular point. The ﬁnal chapter of
Part 1 introduces the notion of a Bäcklund transformation which maps a solutions of a Painlevé
equation into solutions of the same Painlevé equation but with different values of the parameters.
These transformations play an important role in the theory of integrable systems, they generate the
classical solutions for the Painlevé equations. In this chapter, Bäcklund transformations are given
for PII–PIV (there are no Bäcklund transformations for PI as it has no parameter). Many Bäcklund
transformations for the Painlevé equations are generated by Schlesinger transformations of the
associated Riemann–Hilbert problems.
Part 2 of the book, which is about 200 pages long, consists of ﬁve chapters is the main part of
the book and is concerned with the asymptotic analysis using the Riemann–Hilbert method of PII
(3), which arises as a scaling reduction of the modiﬁed Korteweg-de Vries equation [2]. Chapters
7–10 are concerned with the special case of PII (3) with  = 0, i.e.
u′′ = 2u3 + xu. (8)
Chapter 7 discusses the direct monodromy problem for which the basic technical tool is an
extension of the complex WKB method. Chapter 8 discusses the inverse monodromy problem
which uses the nonlinear steepest descent method for oscillatory Riemann–Hilbert problems due
to Deift and Zhou [11,12]. Chapter 9 is concerned with pure imaginary solutions of (8), i.e.
u ∈ iR and x ∈ R and uses the direct and inverse monodromy problem approaches. Chapter 10
is concerned with real solutions of (8), i.e. u ∈ R and x ∈ R and uses the direct monodromy
problem approach though, in order to make the results rigorous, an advanced version of the WKB
method developed is used. A somewhat similar approach, although different in several important
points, is the method of uniform asymptotics proposed in [5]. Solutions of (8) which satisfy the
boundary condition u(x)∼ kAi(x) as x → ∞, where k is an arbitrary constant and Ai(x) the
Airy function is probably the most studied problem associated with the Painlevé equations and
arises in numerous applications, cf. [8,9]. Ablowitz and Segur [2] expressed the solution, for
|k|< 1, in terms of a linear integral equation. The special case of this solution when k = 1 is
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known as the Hastings-McLeod solution [14]. In Chapter 11 the authors study those particular
asymptotic properties of PII which can be viewed as a nonlinear generalization of the classical
Stokes phenomenon. The parametrization of the solutions in general case of PII (3) through the
Riemann–Hilbert monodromy data enables the exponentially decaying solutions to be controlled
and the relevant coefﬁcients to be computed.
Part 3 of the book, which is almost 100 pages long, consists of ﬁve chapters and is con-
cerned with the asymptotics of PIII (4). Chapter 12 gives a brief overview of properties of PIII;
Bäcklund transformations, rational and algebraic solutions. Chapters 13–16 are concerned with
the Riemann–Hilbert approach to the equation
u′′ + u
′
x
+ sin u = 0, (9)
which can be transformed to the special case of PIII (4) with  = − and  =  = 0 (or
equivalently  =  = 0 and  = −), and arises as a scaling reduction of the sine-Gordon
equation [2]. The analysis has an important new component since (9) has two critical points,
x = 0 and ∞, whilst PII (3) has only one critical at x = ∞. The direct and inverse monodromy
problems for (9) are discussed inChapter 13. The asymptotics atx = 0 are discussed inChapter 14,
where the necessary parametrization of the monodromy data is derived. The connection formulae
are discussed in Chapter 15 (asymptotics at the boundaries of characteristic sectors) and Chapter
16 (asymptotics in the complex plane).
The book byFokas et al. is a comprehensive, substantial and impressive piece ofwork.Although
much of the book is highly technical, the authors try to explain to the reader what they are trying to
do. In addition to an extended overview of the contents of the book given in the Introduction, the
ﬁrst section of each chapter is an introduction which summarizes the results which are discussed
in the chapter, this is a very useful feature. The book contains numerous ﬁgures illustrating the
Riemann–Hilbert problems, however there are no ﬁgures illustrating solutions of the Painlevé
equations. This is a little disappointing as this is of particular interest to researchers who study
applications of the Painlevé equations.
This book complements other monographs on the Painlevé equations such as those by Bobenko
and Eitner [6], Gromak et al. [13], Its and Novokshenov [16], Iwasaki et al. [17], Noumi [18]
and the conference proceedings [7,10,22]. The book by Fokas et al. is suitable for research
mathematicians interested in special functions and the theory of integrable systems.
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Péter Komjáth, Vilmos Totik, Problems and theorems in classical set theory, in: Problem
Books in Mathematics, Springer, Berlin, ISBN 978-0-387-30293-5, 2006 (pp. xii+516;
hardcover; 46.95¥)
One of my favorite courses taken as an undergraduate mathematics student in Budapest was the
course “set theory”. The lectures of András Hajnal, one of those three this book is dedicated to, did
not lack entertainment values, and his brief but complete lecture notes were easily available for
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the students in the university book store. It was not difﬁcult to pass the course with the best grade.
I have never really thought about purely set theoretic problems since then. In July, 2004, I visited
Vilmos Totik in Szeged. In the intermission of a rather forgettable open air theater performance
he asked me some simple questions including
(a) R3 can be decomposed into a disjoint union of unit circles.
(b) R3 can be decomposed into a disjoint union of lines no two of which are parallel.
A few minutes after he silenced me by these questions Vilmos informed me with a smile that he
was working on his book “Problems and Theorems in Classical Set Theory” with Péter Komjáth
(the name Komjáth is also well known for me partially due to his course “mathematical logic”
we were supposed to take shortly after Hajnal’s “set theory”). Although it would be a bit of an
overstatement to say that I was thinking on these problems heavily they kept me puzzled for years,
and not only because my memory about the ﬁrst question above was
(c) R3 can be decomposed into a disjoint union of unit disks.
A few months ago I found out that the book is already in the library of my university and
checked it out almost immediately. The ﬁrst thing I searched for in the book was the solutions
to the above two questions. After ﬁnding them I was amazed. I should have found the solutions
myself without looking at the book by more or less routine applications of transﬁnite recursion.
The book is well written and self contained, a choice collection of hundreds of tastefully selected
problems related to classical set theory, a wealth of naturally arising, simply formulated problems
not only in pure set theory but also in real analysis, geometry, graph theory, discrete mathematics,
algebra, topology, etc., connected to set theory. It is certainly available to students of mathematics
major even in their undergraduate years. The solutions contain the right amount of details for the
targeted readership. Students can easily get a Ph.D. in mathematics in the USA without learning
fundamental set theoretic notions such as cardinals. It is clear from this book how much they are
missing. The material presented in this book clearly belongs to the main stream of the history of
mathematics in the 20th century. Some mathematicians may not accept it not because they are
too modern to classical set theory but because classical set theory is too modern for them. This
is a unique book, an excellent source to review the fundamentals of classical set theory, learn
new tricks, discover more and more on the ﬁeld. Although it is time for me to ﬁnish this review,
I am looking forward to exploring much more in this wonderful book in the forthcoming years.
The book ﬁts very well the Problem Books in Mathematics Series of Springer. It starts with the
Contents and an informative Preface:
“Although the ﬁrst decades of the 20th century saw some strong debates on set theory and the
foundation of mathematics, afterwards set theory has turned into a solid branch of mathematics,
indeed, so solid, that it serves as the foundation of the whole building of mathematics. Later
generations, honest to Hilbert’s dictum, “No one can chase us out of the paradise that Cantor has
created for us” proved countless deep and interesting theorems and also applied the methods of set
theory to various problems in algebra, topology inﬁnitary combinatorics, and real analysis. The
invention of forcing produced a powerful, technically sophisticated tool for solving unsolvable
problems. Still, most results of the pre-Cohen era can be digested with just a knowledge of a
commonsense introduction to the topic. And it is a worthy effort, here the authors refer not just
to usefulness, but, ﬁrst and foremost, to mathematical beauty. In this volume the authors offer
a collection of various problems in set theory. Most of classical set theory is covered, classical
in the sense that most results come from the period, say, 1920–1970. Many problems are also
related to other ﬁelds of mathematics such as algebra, combinatorics, topology and real analysis.
The authors do not concentrate on the axiomatic framework, although some aspects such as the
axiom of foundation or the role of the axiom of choice, are elaborated. There are no drill exercises,
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and only a handful can be solved with just understanding the deﬁnitions. Most problems require
work, wit and inspiration. Some problems are deﬁnitely challenging, actually, several of them
are published results. The authors have tried to compose the sequence of problems in a way that
earlier problems help in the solution of later ones. The same applies to the sequence of chapters.
There are a few exceptions (using transﬁnite methods before their discussion); those problems
are separated at the end of the individual chapters by a line of asterisks. The authors tried to trace
the origin of the problem and then to give proper reference at the end of the solution. However,
as is the case with any other mathematical discipline, many problems are folklore and tracing
their origin was impossible. For the convenience of the reader the authors have collected into an
appendix all the basic concepts and notations used throughout the book. The authors thank Péter
Varjú and Gergely Ambrus for their careful reading of the manuscript and their suggestions to
improve the presentation.”
Tamás Erdélyi
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Bruce C. Berndt, Number Theory in the Spirit of Ramanujan, in: Student Mathe-
matical Library, vol. 34, American Mathematical Society, Providence, RI, USA, ISBN-10:
0-8218-4178-5, ISBN-13: 978-0-8218-4178-5, 2006 (pp. xx+187; softcover; $35)
This is a delightful little book on selected topics inNumber Theory. The author starts the Preface
with “Generally acknowledged as India’s greatest mathematician, Srinivasa Ramanujan is most
often thought of as a number theorist, although he made substantial contributions to analysis and
several other areas of mathematics.” Ramanujan’s mathematics have endured, and like a good
wine, only get better with age.
The Preface contains a brief, but very informative, account of Ramanujan’s life and times.
Ramanujan used his own notation for theta functions and many identities became symmetric
when written in Ramanujan’s notations. The nature of the subject makes q-series interwoven with
theta functions and number theory. For example, questions about sums of square and sums of
triangular numbers are answered through q-series identities. The Rogers–Ramanujan identities
and continued fractions are discussed and proved, and the analysis involves q-series.
Bruce Berndt is an excellent expositor, and the motivated reader will greatly enjoy and beneﬁt
from reading this book. It could easily be used as the text for a one-semester course in Number
Theory for graduate students or highly motivated seniors. Though, the students would need to
come into the class with an understanding of complex analysis. Indeed, I will try to offer such a
course in the near future and will use this book as a textbook.
One omission is the following generalization of the Roger–Ramanujan identities
(−1)mqm(m−1)/2
∞∑
n=0
qn
2+nm
(qiq)n
= am(q)
(q, q4; q5)∞ −
bm(q)
(q2, q3; q5)∞ ,
where {an(q)} and {bn(q)} satisfy the ym+2 = ym+1 + qmym with the initial conditions a0(q) =
1 = b1(q), a1(q) = 0 = b0(q). This result is from [1]. The proof in [1] uses orthogonal
polynomials and is not suitable for inclusion in this book. There is another proof in [2] which
uses difference equations with the Rogers–Ramanujan identities as initial values. Here m =
0,±1,±2, . . . .
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I highly recommend this book to all mathematicians. It is a great resource both to learn from
and to teach from. Even the experts will enjoy his new perspective on these old questions.
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Peter D. Miller, Applied Asymptotic Analysis, in: Graduate Studies in Mathematics,
vol. 75, American Mathematical Society, Providence, RI, ISBN-10: 0-8218-4078-9,
ISBN-13: 978-0-8218-4078-8, 2006 (pp. xvi+467; hardcover; $69)
Asymptotic analysis is an important part of applied mathematics. It provides analytical tools to
study the behavior of solutions to differential and integral equations, and to compute approximate
solutions to differential equations in various regimes. As such it may be considered as a necessary
counterpart to numerical analysis.
While there are many textbooks on numerical analysis there are only a limited number of
introductory textbooks on asymptotic analysis. This may be due to the fact that a proper treatment
of asymptotic methods must ﬁnd a balance between formal methods and rigorous results. It must
also ﬁnd a way to combine the right material that is needed from the ﬁelds of differential and
integral equations, complex analysis, Fourier theory and functional analysis.
The new book by Peter Miller is a very welcome addition to the literature. As is to be expected
from a textbook on applied asymptotic analysis, it presents the usual techniques for the asymptotic
evaluation of integrals and differential equations. It does so in a very clear and student-friendly
way.Themethods are ﬁrst introduced at an informal level,which enables students to understand the
main ideas. It also serves as motivation for more technical details. Rigorous proofs and estimates
can be very tedious but they are carefully presented.
The book has three parts. In Part 1 an overview of the themes of asymptotic analysis is given as
well as an introduction to asymptotic approximations and expansions. Part 2 is about asymptotic
analysis of integrals. Three basicmethods are discussed: Laplace’smethod, themethod of steepest
descent and the method of stationary phase for oscillatory integrals. The methods are applied to
shock waves, diffusion processes, special functions and dispersive waves phenomena.
Part 3 deals with asymptotic analysis of differential equations. First linear differential equations
in the complex plane are treated, including the Stokes phenomenon. Then the attention shifts to
real variablemethods for ordinary differential equations: regular and singular perturbations,WKB
methods, boundary layer problems and methods of multiple scales are treated. Finally, multiple
scale methods are applied to the partial differential equations that describe weakly nonlinear
waves.
What is really special about the book is that it includes discussions on a number of topics
that are usually not found in books on asymptotics, since it is assumed that students have seen it
in other courses. This includes the basics of complex variables and Fourier analysis, and topics
such as the method of characteristics, the contraction mapping, variation of parameters and the
Fredholm alternative. The inclusion of these topics at the places where they are needed is an extra
bonus which greatly adds to the usefulness of the book.
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Peter Miller’s book is an ideal textbook for a graduate course on asymptotic analysis. Highly
recommended.
Arno Kuijlaars
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G.G. Lorentz, Approximation of Functions, American Mathematical Society Chelsea
Publishing, ISBN-10: 0-8218-4050-9, ISBN-13: 978-0-8218-4050-4, 2005 (pp. x+188;
hardcover; $28)
The book under review is a reprint of the second edition of the celebrated treatise on approx-
imation of functions by Lorentz. In less than 200 pages the author manages to cover the main
results of the theory in a comprehensive and amenable fashion. This is achieved through a careful
selection of the material. The accent is placed on the degree of approximation of real continuous
functions with the uniform norm. Despite the years passed since its ﬁrst edition, it is still a basic
reference for graduate and advanced undergraduate courses in real approximation theory.
The book is divided into 11 chapters. Each one contains a section of notes with references to
the origin of the results and motivations for further research on the subject. A list of problems is
included which illustrate and amplify the material displayed.
In Chapter 1, the author moves rapidly to the proof of the Weierstrass theorem and its extension
the Stone theorem. In doing this, (positive) bounded linear operators are introduced and some im-
portant examples given by Bernstein polynomials, Fourier and Fejer sums are considered. Chapter
2 contains the basic results on the existence, uniqueness and characterization of polynomials of
best approximation. Chebyshev systems are also discussed.
Chapters 3 to 7 cover the fundamental results on direct (rate of convergence within a certain
subclass of continuous functions deﬁned in terms of its analytic properties) and inverse (given a
certain rate of convergence to a given function, to determine its analytic properties) theorems and
generalizations. Such results are also known as Jackson and Bernstein type theorems.
Chapter 3 is dedicated to the deﬁnition and properties of the moduli of continuity and smooth-
ness, and the Bernstein and Markov inequalities. Chapter 4 deals with the Jackson and Bernstein
Theorems on the approximation by means of trigonometric polynomials of continuous periodic
functions on the real line whereas Chapter 5 treats the approximation by means of algebraic
polynomials of continuous functions deﬁned on an interval of the real line. In Chapter 6 ra-
tional approximation is considered, direct and inverse theorems are proved. This chapter also
contains the generalization of the direct result proved in the two previous chapters to the case of
functions of several variables. Chapter 7 concentrates on linear polynomial operators; particular
attention is given to sums of de la Valée–Poussin, the principle of uniform boundedness, operators
that preserve trigonometric polynomials and the concept of saturation classes in the context of
trigonometric and algebraic polynomials.
The last four chapters deal with more delicate questions. Let R,R′ be two subsets of a Banach
space (X, ‖ · ‖). Let ER′(f ) = infg∈R′ ‖f − g‖ be the degree of approximation of f by elements
in R′ and ER′(R) = supg∈R ER′(f ) the deviation of R from R′.
The purpose of Chapter 8 is to determine the exact value of ER′(R) when R′ is the space of
all trigonometric polynomials of degree n and R denotes a speciﬁed class of periodic Lipschitz
functions or of periodic functions with absolutely continuous derivatives up to a certain order. In
the next chapter an additional step is given. The question here is to try to identify the best possible
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system of approximation for a given class of functions, using the notion of width introduced by
Kolmogorov. Let Xn be an n-dimensional subspace of X and R a subset of X, then dn(R) =
infXn{EXn(R) : dim Xn = n} denotes the nth width of R in X. When the inﬁmum is attained for
some Xn, then Xn is said to be extremal in R. In Chapter 9 the author discusses several methods
that allow an exact or an asymptotic determination of dn(R) in several settings. In particular, it is
shown that trigonometric polynomials are extremal in some of the classes of functions considered
in the previous chapter. In some sense the notion of widthmeasures the size ofR. Another concept
which measures the size of R but less dependant on the shape of R is that of metric entropy. This
question is studied in Chapter 10 on the basis of several classes of functions. The ﬁnal chapter is
dedicated to the solution given by Kolmogorov and Arnold, of the 13th problem posed by Hilbert
in his famous lecture at ICM-1900 in Paris. It is shown that continuous functions of n variables
can be expressed as superposition of continuous functions of one variable. The proof contains
some applications of entropy.
G. López Lagomasino
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Theodore W. Gamelin, Uniform Algebras, 2nd ed., American Mathematical Society
Chelsea Publishing, 1984, ISBN-10: 0-8218-4049-5, ISBN-13: 978-0-8218-4049-8,
reprinted 2005 (269pp; hardcover; $39)
This text is a classical reference on uniform algebras, written by a major expert in the area. The
ﬁrst edition appeared in 1969 and the second one in 1984. This second edition was reprinted by
the American Mathematical Society in 2005, with no changes.
A uniform algebra on a compact Hausdorff space X is a closed subalgebra of C(X) which
contains the constants and separates the points of X. Of course, C(X) stands for the Banach
algebra of continuous function with the ‖ · ‖∞ norm. The study of uniform algebras combines
methods of functional analysis with techniques of classical function theory. Functional analysis
is fundamental since one studies Banach algebras, maximal ideal spaces, functionals orthogonal
to algebras, etc.
The main reason why complex analytic methods are so important in this ﬁeld is the following.
There are two basic examples of uniform algebras: C(X) and A(D), the algebra of functions
continuous in the closed unit disk and analytic in its interior. A natural problem consists of ﬁnding
which properties that hold for A(D) or other algebras of analytic functions are also satisﬁed by
other uniformalgebras. Someof these properties dealwith approximation theory. In fact, according
to the author, the central problem in the ﬁeld of uniform algebras is to decide whether a given
complex-valued function can be uniformly approximated by members of a prescribed algebra of
functions.
Gamelin’s book is a nice text that any mathematician interested in uniform algebras or related
questions should have on his shelves. However, the book is also interesting for non specialists:
beside results dealing with the abstract theory of uniform algebras and other advanced questions,
the reader will ﬁnd, for instance, proofs of classical results from the theory of analytic functions,
such as Radó’s theorem, the F. and M. Riesz theorem, or Mergelyan’s theorem. These results
follow from the beautiful abstract theory developed in the ﬁrst two chapters of the book, and their
proofs differ from the ones in the usual text books on analytic functions.
The mathematical exposition in the book is excellent, and at the end of each chapter there
is a short section which explains the historic development of the topics studied in the chapter.
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Appropriate references are given here, as well as hints for further reading. Just after this section,
each chapter contains an extensive list of exercises of varying difﬁculty.
To outline the content of the book, we quote the author:
“Chapters I, II, and III are designed for use in an intermediate level graduate course or seminar
in commutative Banach algebras. The Gelfand transform is discussed in the ﬁrst half of chapter
I, and is prerequisite to all that succeeds. [...]
Chapter IV provides an introduction to the theory of abstract Hardy spaces. Chapter V deals
with that portion of the Hardy space theorymost closely resembling the function theory on the unit
disc. Chapter VI concerns itself with introducing (at least the remnants of) an analytic structure
in the maximal ideal space of a uniform algebra. And chapter VII treats an important class of
examples, the algebras of analytic almost periodic functions. [...]
In chapter VIII, we consider the theory of rational approximation on planar sets, utilizing the
constructive techniques developed especially by various Soviet mathematicians and culminating
in the work of A. G. Vitushkin and M. S. Melnikov. Chapter VIII depends only on certain results
in chapter II and on elementary analytic function theory.”
In addition, I would like to remark that Chapter II is devoted to uniform algebras, with par-
ticular attention to algebras of analytic functions in subsets of the complex plane; while Chapter
III develops functional calculus in a commutative Banach algebra with an identity, and several
applications are discussed, such as the Oka–Weil approximation theorem or the implicit function
theorem for Banach algebras.
Because of my own research, Chapter VIII is the one I know best. Gamelin’s book is the
standard reference for people interested in analytic capacity and its applications to uniform rational
approximation. Other books where analytic capacity is studied are [4,5,7]. The lecture notes of
Zalcman and Garnett are both out of print, as far as I know. On the other hand, the texts of Garnett
and Pajot rather concentrate on the geometric properties of analytic capacity and other topics, but
they do not deal with the approximation scheme of Vitushkin.
Since (the second edition of) this book was written, many new results related to uniform
algebras have been obtained. For example, in the last ten years there have been major advances
concerning analytic capacity (most of them using tools from harmonic analysis and geometric
measure theory). Unfortunately, these advances are neither explained nor mentioned in the book.
For this to happen, the reader would need a new edition, not only a new reprinting.
Finally I would like to mention some references [1–3,6] that also deal with uniform algebras,
and might be compared with Gamelin’s book. Many more references to other books and papers
on this topic can be found in the bibliography of Gamelin’s book.
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Gelu Popescu, Entropy and Multivariable Interpolation, vol. 184, Memoirs of the
American Mathematical Society, AMS, Providence, RI, ISBN-10: 0-8218-3912-8, ISBN-13:
978-0-8218-3912-6, 2006 (pp. vi+83; softcover; $55)
The classical Carathéodory–Schur interpolation problem asks for anH∞ function g of minimal
norm that is of the form
(i) g(z) = q(z) + O(zn+1),
where q(z) = ∑ni=0 qizi is a given polynomial of degree n. It is well known that this minimal
norm d∞ equals the spectral norm of the ﬁnite lower triangular Toeplitz matrix
⎛
⎜⎝
q0
...
. . .
qn · · · q0
⎞
⎟⎠ .
The suboptimal version of this interpolation problem starts with a t > d∞ and asks for
solutions g satisfying (i) and
(ii) ‖g‖∞ < t .
Among all solutions of this suboptimal problem there is a unique one that maximizes the
quantity
(g) = 1
2
∫ 
−
ln(1 − |f (eit |2)dt. (1)
This unique solution is referred to as the maximum entropy solution, as the function  is related
to the notion of entropy that appears in information theory. This unique solution is also at times
referred to as the central solution as there is a natural way to describe the set of all solutions to (i)
and (ii) via a linear fractional formula with a choice of parameter that varies over the open unit
ball of H∞. In that description, the maximum entropy solution corresponds to the choice when
the parameter is the constant zero function, and as such it is “central”. This observation also leads
to an explicit construction of the maximum entropy solution.
The author generalizes several classical interpolation results, such as Carathéodory–Schur,
Nevanlinna–Pick,Nehari, Sarason andSz.-Nagy-Foias commutant lifting, to the non-commutative
several variables setting. The main tool used for this are positive multi-Toeplitz operators on
Fock spaces, and their entropy. These are studied in Chapter 1, which is entitled “Operators
on Fock spaces and their entropy”. A general notion of entropy is introduced for these multi-
Toeplitz operators via outer factorizations. This follows in a natural way the classical setting as for
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a = ||2 with  outer, we have that
1
2
∫ 
−
ln a(eit )dt = ln(|(0)|2).
In Chapter 2, which is entitled “Noncommutative commutant lifting theorem: Geometric struc-
ture and maximal entropy solution”, a noncommutative version of the commutant lifting theorem
is discussed which now involves a row contraction (T1, . . . , Tn) and its minimal isometric dilation
(which is unique up to an isomorphism) instead of a single contraction T and its minimal isomet-
ric dilation. The main new results in this chapter (Theorems 2.5 and 2.8) characterize the central
intertwining lifting and shows that it maximizes a function , which is a natural generalization of
the function  given in (1). In addition a permanence principle is proved, which in effect allows
one to construct the central solution through an inﬁnite sequence of “one-step” extensions, and
concrete constructions of the central intertwining lifting and its entropy are developed (under
some natural restrictions).
In Chapter 3, which is entitled “Maximal entropy interpolation problems in several variables”,
the results of Chapter 2 are applied to the generalizations of the aforementioned classical results. In
order to get a ﬂavor of the type of results in this chapter, let me state amulti-variable generalization
of the Nevanlinna–Pick theorem. As it would require too much notation I will not state the
“operatorial argument” version from Section 3.2, although it represents better the full strength
of the results. Instead let me rephrase part of Theorem 3.13 which concerns the left tangential
Nevanlinna–Pick result on the open unit ball in Cn:
Let zj = (zj1, . . . , zjn), j = 1, . . . , m, be distinct points in the open unit ball {z ∈ Cn‖z‖ < 1}
and let Bj and Cj , j = 1, . . . , m, be Hilbert space operators with the existence of a t > 0 so that
 =
[
t2BjB
∗
k − CjC∗k
1 − 〈zj , zk〉
]m
j,k=1
is positive deﬁnite. Then among all interpolants 	 satisfying ‖	‖ t and Bj	(zj ) = Cj , j =
1, . . . , m, there exists a unique central solution	t .An explicit formula for this solution in terms of
the given data exists (and is given in Theorem 3.13). Moreover, if the operators Cj , j = 1, . . . , m,
act on a ﬁnite dimensional space, then the entropy of 	t is given by
E(	t ) = − ln det
{
1
t2
[
I + C∗−1C
]}
,
where C = col(Cj )mj=1.
This memoir successfully generalizes the classical results to the noncommutative several vari-
able case. The results clearly show that the Fock space setting is conducive to ﬁnding natural
generalizations to the multi-variable case. The memoir is a technically sound continuation of the
author’s previously published papers in this area.
As this review appears under “Book Reviews”, I am compelled to say some words on how
valuable this memoir is as a monograph on the subject. In that respect the memoir could have
beneﬁted from having a broader view of the subject with a more thorough discussion of the
literature and from making it more accessible to a wider audience. The memoir assumes that
the reader is well familiar with Fock spaces as it dives into the technicalities from the beginning
of Chapter 1 on, and as such it will discourage some of the readers. A somewhat broader expose of
the subject could have included comparisons with the commutative several variable case, sums of
squares, and a more elaborate discussion of the control theory and prediction applications. The
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discussion of the literature is quite terse (on several occasions it lists a sequence of references
in sentences like “There exists extensive literature (see [11,5,17,18,21,19,22,23,58], etc.) ... ”),
and it also misses several papers that are quite related (e.g. by authors such as Bakonyi, Helton,
Kalyuzhnyi–Verbovetzkii, McCullough, Olshevsky and Van der Mee).
As I said before though, as a continuation on the author’s previous papers, this memoir is a
worthwhile addition.
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Proceedings
Theory and Applications of Special Functions, A Volume Dedicated to Mizan
Rahman, in: Mourad E.H. Ismail, Erik Koelink, (Eds.), Developments in
Mathematics, vol. 13, Springer, Berlin, ISBN 978-0-387-24231-6, 2005 (pp. xvi + 496;
hardcover; 155¥)
From the abstract: “This book, dedicated to Mizan Rahman, is made up of a collection of
articles on various aspects of q-series and special functions. It also includes an article by Askey,
Ismail and Koelink on Rahman’s mathematical contributions and how they inﬂuenced the recent
upsurge in the subject.”
Arithmetic and Geometry Around Hypergeometric Functions, Lecture Notes of a CIMPA
Summer School Held at Galatasaray University, Istanbul, 2005, in: Rolf-Peter Holzapfel,
A. Muhammed Uludag, Masaaki Yoshida (Eds.), Progress in Mathematics, vol. 260,
Birkhäuser, Basel, ISBN 978-3-7643-8283-4, 2007 (437pp; 58 illus.; hardcover, 80¥)
These are lecture notes, survey and research articles, covering a wide range of topics related to
hypergeometric functions.
Orthogonal Polynomials and Special Functions, Computation and Applications, in:
F. Marcellán, W. Van Assche (Eds.), Lecture Notes in Mathematics, vol. 1883, Springer,
Berlin, ISBN 978-3-540-31062-4, 2006 (pp. xiv + 422, softcover, 60¥)
These are lecture notes from the ﬁfth European Summer School on Orthogonal Polynomials
and Special Functions, which was held at the Universidad Carlos III de Madrid, Leganés, Spain
from July 8 to July 18, 2004. The volume is dedicated in memory of Vadim Kuznetsov, one
of the contributors. From the abstract: “The present set of lecture notes contains seven chapters
about the current state of orthogonal polynomials and special functions and gives a view on
open problems and future directions. The topics are: computational methods and software for
quadrature and approximation, equilibrium problems in logarithmic potential theory, discrete
orthogonal polynomials and convergence ofKrylov subspacemethods in numerical linear algebra,
orthogonal rational functions and matrix orthogonal rational functions, orthogonal polynomials in
several variables (Jack polynomials) and separation of variables, a classiﬁcation of ﬁnite families
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of orthogonal polynomials inAskey’s scheme usingLeonard pairs, and nonlinear special functions
associated with the Painlevé equations.”
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