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PREFACE 
The present dissertation "Stochastic Integer ProQramminQ" 
is submitted for the partial fulfillment of Master of 
Philosophy in Deptt. of Statistics ?< Operations Research. 
The dissertation consists of four chapters. 
Chapter 1st is an Introductory Chapter which gives brief 
historical sketch of Mathematical Proqramminq, and introduces 
Stochastic and Integer programming problems. 
Chapter Ilnd deals with Stochastic Programming in which 
solution technique for Stochastic Programming problem is 
presented. Here, also we analyze a Stochastic version of the 
Boiteux Problem by employing the Stochastic Optimal Control 
Method. 
Chapter Ilird comprises of solution techniques and techniques 
for modeling the Integer programming Problem. Also a 
Branch-Bound algorithm for flow-path design of automated 
guided vehicle system for determining the Optimal, 
unidirectional flow-path with a given facility layout is 
presented here. 
Chapter IVth deals with the programming under uncertainty, 
which describe decision support system based on Mathematical 
Programming model for sequencing the investment on a 
continental shelfs for which solution techniques for both 
Stochastic as well as deterministic model is presented. 
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CHAPTER I 
INTRODUCTION 
CHAPTER - I 
1.1. BRIEF HISTORICAL SKETCH OF MATHEMATICAL PROGRAMMING 
The existence of optimization methods can be traced to 
the days of Newton, Lanqrange and Cauchy. The 
development of differential calculus methods of 
optimisation was possible because of the contributions of 
Irfewton and labnitz to calculus. The foundations of calculus 
of variations were laid by Bernoulli, Euler, Lanqrange, and 
Weistrass. In 1767 Langrange introduced his famous Langrange 
multiplier technique to solve the constrained minimization 
problem. Besides these very little progress was made until the 
middle of the twentieth century. 
There was a break through when in 1947 George B., 
Dantzig, Marshall Wood devised simplex method for linear 
programming problem. It was not generally available until 
1951, when it was published in cowles commission Monograph 
No.13, edited by T. Koopman C163. 
Interest in Non—linear programming problems 
developed simultaneously with the growing interest in linear 
programming. In 1951 H.W. Kuhn and A.W. Tucker C173 
published an important paper. "Non—linear programming". 
dealing with necessary and sufficient conditions for 
optimal solutions to programming problem, which laid the 
foundation of great deal of later work in Non-linear 
programming. 
A. Charnes and C. Lemke C7] published an approximation 
method of treating problems which have as an objective 
the minimisation of a Separable functions. An alternative 
formulation of this problem was given by Dantzig C8]. 
Later the technique was generalised by C. Miller L271 to 
include separable constraints. 
Interest in Integer solutions to linear programming 
problems arose early in the development of the field. One of 
the first paper was published by Dantsiq, Fulkerson and 
Johnson C93 in 1954. A Later paper by Markowits and Manne 
E24D discussed numerical techniques and, in addition, some 
types of non-linear programming problems which could be 
solved by integer linear programming Gomory C14] was the 
first to set forth a systematic computational technique 
for which it could be proved that convergence would be 
obtained in a finite number of iterations. This was done 
in 1958 for all integer case and in 1960 for the mixed 
integer continuous variable case. Land and Doig C191 in the 
year 1960 develop tranch-and—bound technique. A recent 
contribution to integer pragramminQ was due to Saltzman & 
Hiller C353. 
Charnes and Cooper C&D developed Stochastic 
programming technique and problems, by assuming design 
parameters to be independent and normally distributed. 
The history of Dynamic programming is intimately 
associated with the name of Richard Bellman who infact made 
the major original contribution to the development of the 
subject and published his results in about 100 papers, 
throughout the 1950's. 
Gradient technique have long been of interest in 
mathematics and physics. J.B. Dennis ClOl. Seems to have been 
one of the first to set down the elements needed for 
computational algorithm for Convex programming problems. 
Later detailed algorithms were developed by S. Zoultendijk 
C423 and Rosen C33,343. 
A number of papers by different authors dealing with 
the quadratic programming began to appear in the beginning 
of year 1955. Those include works of E. Barakin and R. 
Dorfman C23, E.M.L. Beal C3], M. Frenk and P. Wolfe C133. 
This is very brief historical survey which has 
emphasized only that seems at the present times to have been 
most important contributions. 
1.2 MATHEMATICAL PROGRAMMING PROBLEM:-
Mathematical programming is the most important group 
of available quantitative techniques in operations 
research. Mathematical programming refers to a group of 
mathematical techniques which may be used to find out the 
optimal solution to problems, involving an objective 
function of unknown variables, subject to a number of side 
constraints. 
The general problem in mathematical programming is to 
find the values of some variables which will optimize (i.e. 
maximize or minimize) the value of an objective function 
subject to a set of side constraints. 
A general mathematical programming problem can be stated 
as 
Maximize (or minimize) Z = f(X) 
Subject to constraints g. (X) C<, =,2: 3 b. 
1 = 1 . . . . 
and non negative restriction X > 0 
(1.2. 1) 
where X = ( x . x , x ) isn component vector of 
variables, f(X) and g. (X) are functions of n-variables 
(x , X .....X ), b are known constants. Furthermore one 
and only of the sign <, =, >, holds for each constraints. 
A maximization problem can always be converted into 
a minimization problem by using the identity. 
max f(X) = -min (-f(X) 
ie the maximization of f(X) is equivalent to the minimization 
of C-f(X)3. 
The mathematical programming problem stated in (1.2.1) 
is also known as constrained optimization problem. An 
optimization problem without any constraints is called 
unconstrained optimization problem. 
1.3. STOCHASTIC PROGRAMMING PROBLEM 
M a t h e m a t i c a l p rogramming i s an a p p l i c a t i o n o f t e c h n i q u e s 
t o t h e p l a n i n g o f i n d u s t r i a l , a d m i n i s t r a t i v e , o r economic 
a c t i v i t i e s . A n a l y t i c a l l y i t c o n s i s t s o f t h e o p t i m i z a t i o n 
( m a x i m i z a t i o n o r m i n i m i z a t i o n ) o f a f u n c t i o n o f v a r i a b l e s 
( t h e o b j e c t i v e f u n c t i o n ) wh i ch d e s c r i b e t h e l e v e l o f 
0 
activities (Production of a commodity, distribution of 
facilities etc.) and which are subject to constraints 
(eg. restrictions in the availability of raw material or on 
the capacities of communication chancels). As a rule, the 
variables are also restricted to take only non-negative 
values. 
The formulation of applied problems will in 
corporate "technological" coefficients (Price of goods, cost 
and capacity of production, etc.) on which a model of the 
situation to be analyzed can be based. In the classical 
situation these co— efficients are assumed to be completely 
known. But if one wants to be more realistic, then this 
assumption must be relaxed, Tinter distinguished between 
subjective risk, when "there exists a probability 
distribution of anticipation which is itself known with 
certainty", and subjective uncertainty. When "there is a 
prior probability of probability distribution themselves. 
The farmer field .leads to stochastic or 
probabilistic, programming. We assume, than that the (joint) 
distribution of the technological co—efficients is given. This 
includes the case when they are independently distributed, 
and cases when some of then) have given values, without 
stochastic deviations. 
A number of possible attitudes to deal with such a 
situation have been proposed. For instance, we might be ready 
to wait until the actual values of the co-efficient and 
constants become known e.g the requirement for some 
commodities during the next selling period—but wa find 
that we must choose now in which type of activity we shall 
invest funds which we have available. 
If the co-efficient are random variables, then the 
best result which we can obtain, after their values have 
become known and are taken into account to find the 
most favourable activities, is also a random variable. 
Assume, then that various investment possibilities have 
been offered, all of them incurring some risk, but that 
we are confident that we shall be able to find the best 
procedure in all possible emerging situations. This is a 
problem for economists. Economists tell us that we might 
choose, the investment which offers the largest expected 
value of the objective function, or the largest probability 
that the objective function will reach, at least, some 
critical value. It is then the job of the mathematician to 
compute the relevant "preference function", in most cases 
by first computing the distribution function of the optimum 
of the objective function. 
This attitude, called the "wait and see" approach 
by Msdanst'y C233, is that which was originally called 
"Stochastic programming" by Tinter. These are not decision 
prcblems in the sense that a decision has to be made "here and 
now" about activity levels- We wait until an observation is 
mads on the random element and then solve the deterministic 
probleiTi. 
A Stochastic linear programming problem can be stated as 
n 
Maximize f(X) = ) e x . 
L J J 
j=i 
J a X > fa 
. t; L \.i i V j=i 
and X > 0 j=l. 
» 
where some or all the co-efficient, c . a. . and b are 
J >• J »• 
random variables. 
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1.4-. INTEGER PROGRAMMING PROBLEM 
Integer programming is one of the most fascinating 
and difficult areas of mathematical optimisation. There are 
great many real world problems of large dimension that 
urgently need to be solved. The past two decades have 
witnessed extensive theoretical and algorithms, the result 
is a vast collection of solution methods and algorithms. 
In operations research and econometrics we are often aware 
that the choices are discrete, in other words, that they 
can only assume definite and not closely contiguous 
values, that this or that has to be done, a factory has to 
be built or not built should certain investment be made? 
Number of cars to manufacture thus the interest in 
programming with integers has gained the grounds. 
An integer programming is simply a linear programming 
in which some or all the variables are restricted to integer 
values. If all the variables must assume only integer 
values then the problem is called "pure" integer 
programming problem whereas if some of the variables are 
restricted to integer values and other remain continuous 
variables, then the problem is called "mixed"inteqer 
p rog ramm i ng mode1. 
3 
In an integer linear programming problem (ILP) the 
objective function is 
X> = y ex 
- Z. J J 
f (_ 
and t h e c o n s t r a i n t s e t i s g i v e n by 
= • 1 x 1 ) a X = b , X. = 1, n, X > 0 and i n t e g e r s 
I -' Z<, 1. J J 1- J 
- } J = 1. 
If all th« components x , j=i,. ...>-. of X are restricted 
to integer values the problem is called a pure integer 
linear problem. If some, but not all of the variables are 
required to be integer, we have a mixed integer problem. 
There a.re also many integer programs that are known as 
coded integer programs, these generally involve yes—no type 
decision that aire modeled using binary variables. The 
zero-one values of the binary variable are used to 
mathematically characterize the yes-no decision in the 
model. Finally, some programs are transformed integer 
programs, they are mathematical programs that have been 
transformed into integer programs to make them more 
mathematically tractable. 
10 
CHAPTER II 
STOCHASTIC PROGRAMMING 
CHAPTER I I 
STOCHASTIC PROGRAMMING 
2.1 STOCHASTIC PROGRAMMING TECHNIQUES 
s t o c h a s t i c p rogramming t e c h n i q u e s a r e u s e f u l whenever t h e 
pa ramete rs o f t h e o p t i m i s a t i o n p rob lem a r e s t o c h a s t i c o r 
random i n n a t u r e , t h e b a s i c i dea used i n a l l t h e s t o c h a s t i c 
o p t i m i z a t i o n t e c h n i q u e s i s t o c o n v e r t t h e p r o b l e m i n t o an 
e q u i v a l e n t d e t e r m i n i s t i c p rob lem so t h a t t h e t e c h n i q u e s o f 
( d e t e r m i n i s t i c ) l i n e a r , n o n - l i n e a r , g e o m e t r i c , and dynamic 
programming can be a p p l i e d t o f i n d t h e o p t i m a l s o l u t i o n . 
S e v e r a l methods a r e a v a i l a b l e f o r s o l v i n g t h e s t o c h a s t i c 
p r o b l e m s , i m p o r t a n t o f t h o s e a r e 
( i ) Two s t a g e p rogramming t e c h n i q u e 
( i i ) Chance c o n s t r a i n e d programming t e c h n i q u e 
( i ) TWO STAGE PROGRAMMING TECHNIQUE 
For s o l v i n g a s t o c h a s t i c programming p r o b l e m G.B Oan tz ig 
sugges ted a two—stage programming t e c h n i q u e . T h i s t echn ique 
converts the stochastic program into a deterministic program. 
This is accomplished at the expanse of increasing the size of 
the problem. 
Consider a stochastic linear programming problem. 
min f(X) = CX = r C.K (2.1.1) 
S.t. A'X = r a . X >b. 1=1,2 m (2.1-2) 
and X > 0 j=l,2 n (2.1.3) 
J 
Here we shall consider the case when only b are probabilistic 
with given probability distribution function and finite mean 
b . In this case, it is impossible to find a vector X in such 
a way that 
E a x> b. i = 1, 
Now the discrepancy between A'X and b. will be a randam 
variable whose distribution would depends on X. We may thus 
u 
associate a penalty (Cost), with the discrepancy between A.'X 
and b and then minimize the sum of C'X and the expected value 
of the penalty. 
We could make various assumptions about the penalties to 
be paid, one choice is to assume a constant penalty cost p 
i. 
for voilatinQ the ith constraint by one unit. 
Thus the total penalty is given by 
i = l 
Where E is the expectation and y. is defined as 
y,= b. - Fa. x. (i=l,2 m) (2.1.4) 
the new optimisation problem is 
min C'X + E (P'Y) (2.1.5) 
S.t. AX + BY = b (2. 1.6) 
and X > 0, Y > 0 (2-1.7) 
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Where 
r ^ 
p. 
p = 
r y] 
Y = 
V [yJ 
B = I = Identity matrix of order m. 
To convert the problem stated in (2.1.4) to (2.1.7) to a 
fully detertninistic one, the probability constraints equation 
(2.1.6) have to be written either in a deterministic form like 
y. = b. - A.' X or interpreted as a two stage problem. 
FIRST STAGE: 
First estimate or guess the vector b, and find the vector 
X by solving the problem (2.1.1) to (2.1.3). 
SECOND STAGE: 
Then observe the values of b, and hence its discrepancy 
from the previous guess vector and find the vector Y = Y(b,X) 
by solving the second stage problem. 
Find Y which minimizes P'Y 
S.t. y = b - ArX, i = l, m J 
and y.> 0, i = 1,2. m 
(2.1.8) 
Where b and X a.rs known now. Thus the two stage 
formulation can be interpreted to mean that a non-negative 
vector X must be found (here and now) before the actual values 
of b (v=l, m) are known and that when they are known, a 
recourse Y must be found by solving the second stage problem 
of equations (2.1.8). 
Hence a general two—stage problem can be stated as. 
Min C'X + E 
min (P'Y) 
Y 
S.t. X + B Y > b 
m*n n*l m»n n*l m*l 
1 1 2 2 
X >0, Y>0 
(2.1.9) 
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where b is a random m—dimensional vector with known 
probability distribution F<b) and probability density function 
dF(b) = f (b). 
(ii) CHANCE CONSTRAINED PROGRAMMING TECHNIQUE 
In a stochastic pragramming problem, some constraints may 
ba deterministic and the remaining may involve random 
elements, on the other hand, in a chance—constrained 
programming problem, we are given a set of probability 
measures indicating the extent of violation of the random 
constraints, the general constrained linear programming 
problem is of the form. 
Min f (;<) = £ c 
j = i J J 
(2.1.10) 
Subject to P E a X < b > p i=l,2...m. (2-1.11) 
X. >0 j=l,2 n (2.1.12) 
Where c , a and b are random variables and p are 
IC 
specified probabilities. The chance constraint given by 
(2.1.H) 
E a X < b > p .= 1,2. m 
are not deterministic, we have to find their deterministic 
equivalents, for simplicity we assume that the decision 
variables x Are deterministic and all the random variables are 
J 
normally distributed with known mean and standard deviations. 
Different cases that can arise are 
(a) When only a are random variables. 
(b) When only b are random variables. 
(c) When only c are random variables. 
(d) When c , a and b are random variables. 
Considering these cases individually we have 
(a) When only a are random variables 
>-j 
Let a and Var(a ) =cr be the mean and variance OT the 
vj tj a 
'-J 
n o r m a l l y d i s t r i b u t e d random v a r i a b l e s a and V = Cov (a , a. ) 
I? 
i = 1 m, j = l....n. Also define quantity d. as 
= > a x 
j 4 ' • • ' J 
.— 1.... (n 
d. will also be normally distributed with mean value 
n 
d. = r a. . X., i=l,2 ....m 
and variance Var (d ) = c", = X'V X 
i d . i 
Where V. is ith co-variance matrix. 
The constraint P Z a. . X. < b. > P L = 1 
.m 
can be expressed as 
d. < b ^ P: 
I.e. 
d- d. 
> p^, i=l,2 m. 
Where a = •/ MAX- (d ) 
or d < t). 
L t 
= <t> 
b - d. 
= 0 
«' b - d 
> <^  (e ) 
t=l,2 m. 
If e denotes the value of the standard normal variable at 
which 
<p <e ) = p 
These inequalities will be satisfied i/ 
4> 
\ - ~^? 
I J 
> e 
Thus d + e c . - b ^ 0 , i = l , 2 . . . m . 
t i d L 
2 
S u b s t i t u t i n o the v a l u e s of d and a . We have 
L d 
e . r X'V. X 
z 1 - b. < 0 , 1=1.2 , 
IJ 
These are the deterministic non-linear constraints,equivalent 
to the general stachistic linear constraints. 
(b) When only b are random variable 
Let the mean and variance of normally distributed random 
variable b be h and a. respectively, then 
V L D 
V 
J: a X < b 
j=* VJ J I-
y a . :< - b 
J=i 
b. - h 
b - b. 
2 
j=i 
a.. X. 
a^ 
i = 1,2, 
^ P. 
^ ^. 
20 
,[(b^-b^)/.^J Where (b -b.)/<y^ is standard normal varible with zero 
mean unit variance. 
1-P 
b - b. 
I. V 
r a ;i - b 
< 1-p 
i = 1,2. 
If E represents the value of standard normal variate at which 
V 
<^ (E. ) = 1-p. 
0 < 0 (E ) ^=1, .m. 
These inequalities will be satisfied if 
E a X. -b. 
< E, i=l. ,m. 
n 
or y; a X -b - E c. < 0, i=l,2....m. 
Thus the deterministic equivalent of stochastic programminQ 
problem stated in (2.1.10), (2.1.11), (2.1.12) is 
Min f (.:<) = T a. . x. 
S.t. T a X. -b - E. o". < 0, i = l....m. 
. 1.J J >. V b . 
and X > j=l,2-...n. 
(C) When only c- are random variables 
The objective function f(x) will be normally distributed 
random variable since c. are normally distributed then mean 
J 
and variance of f(:<) is given by 
f = T c X Where c and V is mean and covariance matrix 
. . »-j J J 
of c. respectively. 
and Var<f) = X'VX 
9'^  
Thus the deterministic equivalent of Stochastic linear 
praQramming problem stated in (2.1.10), (2.1.11) and (2.1.12) 
is 
Min f (X) K r c X. + K y X'' vx 
S.t. r a , X. - b.< O, i=l m. 
X > 0, j=l,2 n. 
• ) 
(2. 1. 13) 
; 
Where K and K are non-neoative constants. Thus if K = 0 it 
1 2 "* 2 
indicates that the expected value of f(x) is to be minimized 
without carina for V X'VX . If K = 0 , in this case we are 
1 
/
interested in minimizing the variability of f(x) about its 
mean without bothering what happens to the mean value.if 
K = K = 1. We are giving equal importance to both of them. 
(d) When c ., a. . and b. are random variables: 
In this case we consider objective function F(X) same as 
23 
given in (2.1-13) the constraints of equation (2.1-11) can be 
expressed as 
h < O ^ P^  v=i,: m. 
n+i 
Where h = 
and q, = a . k=l,2-....n. 
tk vk 
q = b. 
and k^ = \ , ^^ =1' n. 
n+t 
=-1 
Mean of h is given by 
h^  = E q y 
k=i Lk k 
Since h is given by a linear combination of normally 
distributed random variables q it will also follow normal 
distribution. Variance of h 
Var<h ) = a'= Y'V Y 
I. n. I. 
Where Y = 
1 N 
n+1 
and V = 
Var(q ) Cov (q ,q. ) Cav(q ,q ) 
Cov (q ,q. ) Var(q. ) Cov(q ,q ) 
Covtq q ) Var(q q )..Var(q ) 
The constraint P h < 0 / > p , .=1, , m. can be 
expressed a.re 
h - b - h 
c 
> P v=i,: ,m. (2.1.14) 
h -* 
Where a. is standard dev 
n. 
iation of h, v. o. y i It e 
denotes the value of the standard normal variable at which 
<i (e ) = p 
I X. 
The constraint (2.1.14) can be written as 
> 4> <e. ) i=l,2. 
,m. 
These inequalities will be satisfied only if 
- h 
i e 1 = 1 , 2 . ,n). 
or h + 6; <r < 0, i=l,2. n\. 
Thus s tochast ic l i nea r programming problem s ta ted in 
(2 .1 .10) , (2.1.11), (2 .1 .12) , can be stated as an equivalent 
26 
deterministic nan—linear programming problem as 
F(X)= K r c X. +K •A^)i, K > 0, K > O 
1 ~ J J 2 1 * 2 
S. t. h + e. or < 0 >.= 1,2 m. 
i 
and }<\> 0, j=l»2 n. 
97 
2.2. A STOCHASTIC MACHINE MAINTENANCE AND SALE PROBLEM: 
Much research has been done on the Boiteux problem in 
both theoritical modeling and application. Terborgh C393 is 
believed to be the first to deal with the machine replacement 
problem. According to Masse' C26D, Boiteu;; carried on and 
determined the optimal time to partially replace a single 
machine before its actual retirement. Naslund C30I1 was the 
first to solve a generalised version of Boiteux problem, by 
using maximum principle. A research that treated the machine 
as an investment problem and then studied its optimal 
expansion strategy has been done by Smith C363 and 
Brems C5]. A fairly complete survey of maintenance model 
before 1975 is given by Pierskalla and Voelker C313. Our focus 
is to analyse, how different production functions and how the 
variance in machine deterioration/maintenance affect our 
optimal machine maintenance and sale date. Our set up is close 
to that of Thompson C403. 
2^ 
THE BASIC MODEL : 
Our model is 
x(0),0,T ) 
max ^J J ^pt ^^ F(x,t)-u(t);<(t)dt+e^x(T) i 
S. t dx(t)/;<<t) = <-M + Qu(t)dt + o-dKt) 
b < u(t) < a. 
(O) = >; , 
o 
J<)< (T ) ,T ,CD) = 
-pr 
E e X(T ) 
o 
It is similar to Thompson C403, Where 
p ; discount factor 
n ; profit rate 
t ; t i me 
F(.) ; Production function using machine x at time t. 
It may be linear, log, power, or polynomial. 
utt):'. (t) ; Cost of maintenance at time t under state x 
and policy u. 
jj ; Machine deterioratino rate 
9 ; Machine maintenance rate 
;<(t) ; State variable, represents the status of 
machine. 
X (T > ; Salvage value of M at time T 
u(t) ; Control variable represents different policy 
execution. 
T ; Control variable, represents the replacement 
time. 
X ; P o s i t i v e c o n s t a n t , r e p r e s e n t s t h e i n i t i a l 
o 
state of the machine. 
u ; Critical value or time to change maintenance 
effort. 
On 
Our Qoal is to maximize the expected valce of discounted 
total net profit, starting at time zero until the time T, that 
the machine is sold, subject to the constraint that the amount 
of machine deterioration between t and t+At is a normal random 
variable with drift •{—u+guJ-At and variance c At. The j-A^+QuL 
deterioration can be slowed by the effort by maintenance gu, 
Finally dZ is a normal random variable with mean O and 
variance dt. 
In general J(;<(t), t, T ) is the maximum expected 
discounted profit earned starting from time t to T . then 
J(X(T),T,OO) = Ee'^x(T) is the stopping condition which 
o 
indicates that at the end of the process the expected 
discounted salvage value Ee'^x(T) will be received. We also 
o 
assume that the maintenance variable u(t) is bounded between 
maximum effort "a" and minimum effort "b" 
PRODUCTION FUNCTION: 
In the area of machine repair modeling, Levhari and 
Sheshinski C21] and Syrquin C37] show that a general 
functional form such as power function, accurately 
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approximates a machine repair stochastic production function 
and later Mulligan C29] shows that the stochastic production 
function can be more adequately captured by a polynomial form. 
There are four gneral forms of production functions i.e. 
linear. Log, power, and polynomial. Given the production 
n 
function ax. In x, x and J^ n x ^ the difference in shape may 
V = 1 
be explored by applying the concept of Taylor series. 
Table 2.1-
Linear log power polynomial 
n 
First deviation a x ax F n x 
n 
Second deviation 0 -x" a(a-l)x ~ r rr v().-i) x*"" 
V=2 
n 
— 3 01—3 T.-3 
Third deviation O 2x a<a-l) <a-2) x J] n- v(i—i) (v-2)x 
This shows that the shape of the linear function is most 
monotonous where the first derivative (slope) is a constant. 
3 : 
The log function is the next monotonous, the slope of log 
function changes for different x values, but the shape is 
fixed- The power function is more flexible in both slope and 
shape due to power term a. Thus the shape of the power 
function may be greater or less than that of log function. 
Finally the polynomial function is most flexible due to 
changeable n. term. 
V 
The necessary condition for optimal control policies may 
be obtained by applying the Hamilton-Jacobi—Bellman equation. 
The sufficient condition are to ensure the concavity of the 
Hamilton equation, and to satisfy the verification and the 
existence theorem rigorous derivations and proofs may be found 
in Fleming and Rishel C121. The concavity condition may be 
obtained by ensuring the concavity of the function. To satisfy 
such a condition, 
n 
i—2 
a < 1 and F^i-ti-—i)x < 0 are assumed. 
*^ I. 
n=2 
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2.3 CONCLUSION 
The results of the model using four different types of 
production functions i.e. (i) linear production function. <ii) 
thompson modification in linear model (iii) Loq production 
function (iv) power production function are summarized in 
figure C2.1I! and table 112.2]. Here we analyze how the 
differences in production function affect our decisions on 
maintenance policy, and how the variance term affects our J 
function, maintenance policy (u ), and sale date T. 
When F(.) is linear, maintenance policy remains 
unchanged throughout the process. If the maintenance efforts 
is declining over time, then optimal policy is to form maximum 
maintenance at the beginning of the process and then switch to 
minimum maintenance. But if the production functions are of 
log or power type then the optimal policy is to perform 
minimum maintenance at the begining of the process and then 
switch to maximum maintenance. When ignoring the stopping time 
issue, the switch in inaintenance is assured in the log model 
but not assured in the non linear models. Moreover, the 
critical values u are different among models. If the 
3't 
maintenance effort is declining over time then the critical 
paint of altering maintenance depends solely on time t. But if 
the production function are of log or type then the switching 
point depends on the status of the machine x(t) instead of 
time t alone-
Table C2.23 shows that if the production function is 
linear then change in variance have no impact of expected 
discounted profit (J), critical time or value of change 
maintenance effort u or sale date<T). Since the term c has 
been eleminated during obtaining the J function. 
(1) Lin.^u- 1 (-2) I . i iuar -J 
Xo , 
Q or b 
U(t) 
X. N . ^ ^ 
I 
I u(t-; 
r 
(n) Lo^ ^ 
X. 
- - - ^ - , 
( t ) 
'^^ v. W v ^ 
U(t) 
(-1) I 'owcr 
"V/w X (I) 
'A/v 
\ A \ V 
^ 
U(t) 
— t 
- 1 — t 
Figure 2- The impact of n a i n t e n a n c e and s a l e p o l i c i e s of 
d i f f e r e n t p r o d u c t i o n f u n c t i o n s . 
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Table 2.2: 
The impact of all decision variables due ta variance 
Linear function I 
dJ 
=u 
da 
du dr 
= 0 =0 
d<y da 
Linear function 2*^  
dJ 
=0 
da 
du dr 
= 0 = 0 
da da 
Log 
dJ 
<0 
da 
du dr ? c 
= 0 > 0 
da da 
Power 
Polynomial 
dJ 
> O 
da 
dJ ? 
da 
> 0 
< 
d u dr jj, c 
> 0 ~ 0 
da da 
du ? b dr ? b,c 
> 0 > 0 
da < da 
a with Thompson modification 
b need more specific function 
c Hard to determine due to the randomness of x(t) 
I-f F(.) is of logrithmic type, then an increase in 
variance will decrease J and has no impact on the maintenance 
policy- But if F(.) is of power type, then an increase in 
variance may increase both J and u. Finally if F<.) is of 
PDlynomial type,then decision should be different due to 
different types of production function. 
The size of variance also play an important role, if a 
is too large then 
(a) in power and polynomial model, the maintenance policy will 
be to perform minimum maintenance without switching policy 
(b) For all non-linear models optimal stopping policy T may 
not exist. 
(c) For all non-linear models, the J will be negative, then 
the production process will not be profitable. 
From table 2.3. It is obvious that if the model is 
linear, an increase in deterioration factor \j. shortens the 
time to switch maintenance (From maximum to minimum 
maintenance) . Whereas in the IOQ model an increase in \^ 
delays the switching time (From minimum to maximum 
maintenance). In both the cases time for maximum maintenance 
is reduced. 
^^0 
Table 2.3 
The sensitivity of optimal decision rule 
* * * * 
dt dt dt dt 
Linear model -r— >0 — - j — >0 -;— <0 --:— <0 
dg an dp d^ 
dt dt dt dt 
Linear model 2°" —-; >0 —; >0 —-r— <0 —^ <0 dg dn dp d/j 
d t * ? dt* dt*-? dt* 
Log model — - . — > 0 — ; — >0 — - j - > 0 — 3 — >0 
dg , dTT dp _.. d^ J \ 
du ? du du ? du •? 
Power model -; > 0 -z >0 —-3—> 0 —-;— > 0 
dg dn dp ^. dpj , •^ 
» 
Where t is the optimal time to switch maintenance policy and 
u is the optimal x(t) value to switch maintenance policy. 
a,the linear model with Thompson modification. 
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2.4. NUMERICAL EXAMPLE: 
Suppose machine ;< produces goods following a production 
function F(K,t) at a return rate of 35/C. Thus for each unit 
length of time At, we receive profit 0.35 F(x,t) At. Let us 
further postulate that during a time At, machine ;< 
deteriorates fcllowing a normal random process with drift 
(-0.1;<) At and variance (O.Olx) At (^ i=0. 1 and o'=0.01). Assume 
that the initial value of the machine is 100, which may be 
improved by maintenance u(t). Effort incurred at rate 
u(t)/2<g = 1/2 for At incurs cost u(t) x(t)At. Presumably we 
want to maximize our discounted profit minus the cost of 
maintenance from time 0 to T. If the profit are discounted at 
rate of 67. ( p=0.06 ) and the machine productivity may be 
improved by maintenance at the maximum rate of 57. (u/2=0.05), 
then the model becomes. 
J(x(0),0,T)=Max ^  
u 
J -o. o<st p 1 
^e (0.35 F(x,t)-u(t)x(t) dt +6"*°^ X(T) 
S. t dx(t)/x(t) = [(-0.1 + u (t)/2)dt + (0.01) dZ(t) 
0 < u(t) < 0.1, 
x(0) = 100. 
CHAPTER III 
INTEGER PROGRAMMING 
CHAPTER III 
INTEGER PROGRAMMING 
3.1 INTEGER PROGRAMMING TECHNIQUES 
There are actually numerous approaches to solve integer 
programming problem, ranging from brute—force enumeration 
through highly esoteric methods. The majority of these 
algorithms can be broadly classified as either "exact" 
algorithms or "heuristic" algorithms. Exact methods of 
solution are those that, rather obviously, promise to yield 
the exact, optimal solution to a problem in combinatorics and 
employ various techniques so as to reduce the number of 
solutions to be searched. These exact methods include 
branch—and-bound enumeration, implicit enumeration, and some 
cutting plane methods. However, because of the combinatorial 
nature of integer programming problem, exact solutions cannot 
be found presently for many moderate to large size problems. 
CUTTING PLANE METHOD : 
The optimal solution of the integer programming problem 
could be determined by solving a single linear programming 
4 
problem in which the convex hull is used as the feasible 
region. (The conve:< hull of a set of points refers tc the 
smallest conve;< set containing the points). This is because 
the extreme points of the convex hull correspond to integer 
solution. This is basic motivation behind cutting plane 
method. However it is very difficult to actually compute the 
conve;c hull of a set of feasible integer points. Thus the goal 
of cutting plane method is to iteratively construct the convex 
hull in the vicinity of the optimal integer solution. This is 
done in a systematic manner by introducing additional 
constraints (Cutting Planes) that cut off portions of the 
feasible regions without excluding any feasible integer 
points. The purpose of this is to eventually force the optimal 
integer solution to be an extreme point of the constructed 
feasible region. Once this is accomplished, the optimal 
solution can be found by solving the corresponding LP 
relaxation. 
BRANCH - AND - BOUND METHOD : 
The basic idea of the branch-and-bound is to partition a 
given problem into a number of sub-problems. This process of 
partitioning is usually called branching and its purpose is to 
establish sub-problems that are easy to solve than the 
orioinal problem because of their smaller size. Branching is 
generally represented in terms of a tree structure. The 
evaluation process consist of three key components. 
i) Branching 
ii) Computing bounds 
iii) Fathominq 
/; BRANCHING : 
During the branching process, we are essentially adding 
restrictions to a particular problem to form the resulting 
sub-problem. Consequently, the feasible region of a 
sub-problem is a subset of feasible region of parent problem. 
Thus in the case of maximisation problem, the optimal 
objective value associated with sub-problem is always less 
than or equal to the optimal objective value associated with 
the parent problem therefore as we descend in the search tree 
the optimal value associated with each sub-problem decrease 
for maximization problem. (And increase for minimization 
problem) 
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nj COMPUTING BONDS : 
Suppose that we know a feasible solution to a particular 
ma;<imizatian integer program. Then the abjective value 
provided by this solution is a lower bound for the optimal 
objective value of a particular feasible integer solution, we 
are assured of obtaining an optimal objective value at least 
that good. 
The purpose of computing upper bound (in maxiniizatian 
problem) is to determine how good the optimal solution at a 
node can be without actually solving the integer program at 
that node. This is usually done by solving the LP relaxation 
///^  FATHOM INS : 
The process of eliminating a sub-problem from further 
consideration is referred to as fathoming. A sub-problem can 
be eliminated from further consideration in one of three ways. 
1- The sub—problem yields on optimal integer solution 
2- If the optimal solution value of the sub-problam is no 
better than the best integer solution found thus far. 
3. The sub-problem is infeasible. 
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A sub-problem that has been removed from further 
consideration in one of these ways is said to be fathomed and 
no further branching on that node is necessary. 
IMPLICIT ENUMERATION : 
Implicit enumeration is a technique that is usually 
applied to zero-one integer programming problems. It is 
similar to branch and bound enumeration, however the rule for 
branching , bounding and fathoming have been simplified and 
refined because each integer variable can only take on the 
values of zero or one. In this case the branching process has 
been simplified. We move from one node of the search tree to a 
node on next level by fixing an additional variable to either 
zero or one. Such a nodal solution in which some of variables 
are fixed at either zero or one is called a partial solution. 
A partial solution is fathomed by demonstrating that there are 
no improving feasible completions or by finding the best 
feasible completion. ( A completion of the partial solution is 
a solution in which values are specified for all of the 
remaining free variables). 
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3.2 TECHNIQUES FOR MODELING INTEGER PROGRAMMING 
There are variety of of techniques for modeling integer 
pragramming problem. We begin our discussion with the Knapsack 
problem, one of the most useful but one of the simplest of 
integer models. 
THE KNAPSACK PROBLEM : 
Suppose that a hiker must select from among several items 
that will give him maximum utility. However, the hiker has 
only a a Knapsack in which to carry the items . Obviously a 
Knapsack has limited amount of space. Thus the problem is to 
choose those items that will fit in the knapsack and at the 
same time maximize utility. 
We can model this prblem mathematically by first 
numbering the items from 1 through n, and then for each 
>.= 1 n, defining the binary variable 
' lo. 
1, if item \. is selected 
otherwise 
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Now let c denotes the utility of items j and let a 
represents the amount of space consumed by item j. Then tht 
Knapsack problem can be formulated as follows : 
n 
maximize > c x (3.2.1; 
L J J 
subject to ^ a ;< < b (3.2.2; 
L J J 
X binary (3.2.3) 
where b denotes the size of the Knapsack. 
The Knapsack problem can also be viewed as a problem in 
investment selection. In this context, c denotes the profit 
expected from investment j, a represents the capital 
investment required for invetsment j, and b is the total 
capital available to invest. The binary variable x 
J 
corresponds to the yes-no decision of whether to invest in 
investment j. 
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The Knapsack problem is imoortant not only as an 
application, but Knapsack problems also occurs as sub-problems 
in the context of other applications. 
THE SET-COVERING PROBLEM 
Suppose that there are n potential sites for new service 
facilities and the cast, associated with erecting a facility 
at site j is c . The proposed facilities are to service (or 
cover) m areas. The problem is then to find the least cost set 
of facilities that is able to service (or cover) all areas. 
To formulate the integer programming model, we first 
define the decision variable 
1, 
0, 
if facility j is opened 
otherwise 
Also, define co-efficient matrix A such that entry a. . is 
'•J 
1 i f f a c i l i t y j i s capab le o f c o v e r i n g a rea i and o o t h e r w i s e . 
Finally, let I = (1,1, D ' e E , Then the set-covering 
problem can be written in matrix notation as 
Minimize C X (3.2.4) 
Subject to ; A X > I (3.2.5) 
X binary (3.2.6) 
In the event that each area must be covered by exactly 
one facility, then the problem is referred to as the 
set-partitioning problem, and can be formulated in a similar 
manner as 
Minimize C X (3.2.7) 
Subject to; A X = 1 (3.2.8) 
X binary (3-2-9) 
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THE FIXED CHARGE PROBLEM. 
Consider the situation in which there are m potential 
sites to construct new facilities, each of which is capable of 
producing a certain product. If constructed, each facility 
would serve as a source that would help supply the product to 
n destinations in order to satisfy the dsmands of the 
customers. If source i is constructed, then a one—time fixed 
charcie of f is incurred. Let b denotes the production 
" 1 . V 
caoacitv of source i if it is constructed, and let d 
J 
represent the quantity demands at destination j. Also suppose 
that c denotes the unit production/ shipping cost from i to 
destination j. Then the fixed—charge location problem may be 
formulated as fallows. 
minimise 
n 
(3.2.10) 
Subject to; £ n.. = d. for j=l, n (3.2.11) 
i,=i 
n 
E x < b y , for v=l m (3-2.12) 
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X > 0 (3.2.13) 
y binary (3.2.14) 
Where the decision variable a.rs 
y, = i 
1, if facility i. is constructed 
0, otherwise 
and X = units shipped from source i. to destination j. 
constraints (3.2.11) are the demand constraints carrespanding 
to the n destinations, and constraints (3.2.12) are the 
capacity restrictions. 
TRAVELING SALESMAN PROBLEM: 
The traveling salesman problem is a classical 
combinatorial problem that has received much attention in the 
literature. In fact it is still an area of active research and 
has a multitude of applications, with two of the most 
5i 
important being vehicle routing and job sequencing. The basic 
problem can be stated simply as fallows: 
Starting from his home city, a salesman is to visit each city 
on a given list exactly once and return to his home city. 
Given that the distance between any two cities is known. The 
objective of the traveling salesman problem is to determine 
the order m which to visit the cities so that the total 
distance traveled is a minimum. 
There are several mathematical formulations of the 
traveling salesman problem. We begin the formulation process 
by first numbering the cities form 1 through n with city 1 
being designated as the home city. Bv dsnating the distance 
from city i to city 3 by c , the decision variable are 
vj 
defined by 
>-j 
1, 
0, 
if city J is visited immediately 
following city v 
otherwise 
Then an i n t e g e r programming f o r m u l a t i o n of t h e t r a v e l i n g 
s a l e sman p rob lem can be w r i t t e n a s f a l l o w s 
n n 
minimize r Vex (7.2.15) 
. \ '-J '••' 1=1 j=i 
n 
Subject to; T y. =1 for v=l n (3.2.16) 
J = i 
n 
Tx = 1 for j=l n (3.2.17) 
t- t + n X < n-1 for v,j=2 n (3.2.18) 
X > 0 (3.2.19) 
Where the t are arbitary real numbers. Constraint 
(3.2.16) ensures that on the traveling salesmen tour, each 
city L is followed by exactly one city j. Similarly, 
constraint (3.2.17) specify that a unique city v is visited 
immediately before city j. The remaining constraints (3.2.IS) 
are referred to as sub tour elimination constraints. Their 
purpose is to ensure that a single tour results rather than a 
number of disjoint subtour. Because city 1 is the heme city 
the constraints operate by ensuring that every tour contains 
city 1. 
3.3. A BRANCH-AND-BOUND ALGORITHM FOR FLOW-PATH DESIGN OF 
AUTOMATED GUIDED VEHICLE SYSTEMS. 
An automated guided vehicle is an unmaned vehicle that 
transports goods and materials by following a guide path in or 
on the floor. The vehicle of this type is generally 
controlled by a central transport computer. 
An automated guided vehicle (A.G.V) have three main areas 
of application (i) Distribution. (ii) Assembly (iii) 
manufacturing. Implementation of such a system requirs careful 
consideration of several important issues, including choice of 
G4 
vehicle type, optimal number of vehicles, routing, dispatching 
and flow path design. 
In flow-path design for distribution application it is 
assumed that the facility layout is given and that vehicles 
are restricted to move in only one direction, along any 
segment of the flow—path. The assumption of unidirectional 
flow 15 advantageous because the system will have fewer and 
less costly controls. 
The problem is formulated as integer programming problem. 
The objective is to minimize the total distance traveled by 
loaded vehicles subject to the constraints that the resulting 
network consists of single strong connected comoonant. This 
constraint assures that a vehicle can leave any station in the 
facilit>, visit any other station, and return to the original 
station. The specialized branch—and-bound solution procedure is 
used here. 
Before describing the flow—path design problem. We 
consider the fallowing definitions commonly used in network 
theory. 
Graph:- A Graph G(V,E) consists of a set of nodes (or 
vertices). V= -j 1,2 m > and a set of arcs (or links). 
E = -{(ijj), (k,l), ...(p,q)|-. Connecting some of the nod pairs 
in V. 
Undirected Graph:- A network that contains arcs with no 
specified direction of flow are called undirected arcs and the 
corresponding graph is called undirected graph. 
Directed Graph:- A network that contains arcs with a 
specified direction of flow are called directed arcs and 
corresponding graph is called directed graph. 
Mote: (usually word edpe is used to indicate an undirected arc 
and word arc is used for directed arc). 
Strongly Connected Graph :— Strongly connected graph is one 
where there is a directed path from each node to every other 
node. 
Strongly Connected Componants: (SCO The subgraph generated by 
strongly connected vertex subset is called strongly connected 
componants. 
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PROBLEM FORMULATION 
The flow path design problem can be easily represented by 
a network. The facility lay out can be regarded as a graph 
G(V,E). Where G(V,E) has been already explained. The general 
mathematical formulation is as : 
Min y L , . S , ( 3 . 3 . 1 ) 
p . d P - d 
f o r a l l 
pai.r3 p,d 
s . t e. + e < 1 ^ (v,j) € v/ ( 3 . 3 . 2 ) 
1- J ji^ ^ ^ 
G is strongly connected (3.3.3) 
L = no. of loads shipped per unit time from pick up 
p. d 
station p to delivery station d. 
S , = shortest path from p to d given as e 
p. d Lj 
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" I 0, 
1, if e 15 directed v >j 
1- J 
otherwise 
The abjective is to minimirs the sum of the laadsd 
travels. The constraint (3,3.2) ensures that the travel 
between any two adjacent vertices is unidirectional-
Constraint (3.3.3) ensures that a vehicle can start from any 
varte;; v, visit any other vertex j and return to v. Thus the 
mathemetical formulation represents the flow path design of 
an automated guided vehicle system. 
THE ALGORITHM ' 
The algorithm uses a branch-and—bound procedure that 
IS similar in certain respect to the one used by Little et ai 
C22!] for solving the traveling—salesman problem. This problem 
differs from a traveling - salesman problem in the following 
two ways : 
1). The objective 
2). The degree of nodes can be mare than two. 
Description of algorithm is as follows : 
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BRANCHING MECHANISM : 
The branchinQ is done by permanently fixing the 
direction of an undirected edge e as arc l—>j (e ) on 
v J t J 
the one branch and arc j—^>v. (e .) on the other branch (The 
'- J 
word edge is used to indicate an undirected and the word arc 
is used for directed edge). The edge that carries the lowest 
penalty and consequently the best lower bound is chaosen. At 
any node in the branch-and-bound tree, some undirected edges 
may remain in the graph. The distances of the shortest path 
for such a graph will always be less than or equal to 
the distance at a subsequent node, where a previously 
undirected edge become a directed arc in the graph. 
Thus the value of the objective function provides a 
valid lower bound at any branch node. 
PROPERTY 1 
Z L • S 
p. d P- <i 
for all 
pairs p.d 
provides a valid lower bound at any branch node. 
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FEASIBILITY 
If an arc is oriented in apposite directions in 
t'WQ different shortest paths, the resulting solution is 
infeasible. The arc becomes a candidate for branching 
and no further feasibility testing is necessary. Otherwise, 
the direction of the arcs involved in the shortest paths are 
temporarily fixed to the proper orientation and the implied 
orientation rule may be applied to the undirected edges. 
Implied Orientation Rule : 
In order for a directed graph to be strongly connected. 
• 
• 
1 
f • 
I 
. . 
• I 
-
4 
" 
6 
ra 4 
^ I—'ED 
Graph (a) Graph (b) 
(;{} 
a path from each vertex to every other vertex must exists. 
This implies that every vertex must have atleast one incominQ 
arc and atleast one outgoing arc. 
This rule can be used to temporarily fix the direction 
of some of the edges in graph (a) contains three directed 
arcs and four undirected edges. From vertex 1 it is obvious 
that it has one incoming arc: and one free edge associated 
with it. Thus by implied orientation r'^ls, edge 1,3 must be 
fixed from. 1—^>3, the rule is satisfied at vertex 2. Because 
vertex 3 has two free edges. They are left undirected. The 
rule is satisfied at vetex 4. Vertex 5 has also two free 
edges so it is passed. Vertex 6 lacks an incoming arc. so 
edge 5,6 must be fixed from 5—^>6 at vertex 5, edge 3,5 mus 
be fixed from 3—^>5. Rule is now satisfied at all vertices. 
The resulting graph is shown in graph <b). 
Test for Strong Connectivity : 
The strong connected component algorithm developed by 
Tarjan C3S3 is applied to test if the graph is strongly 
connected (i.e the number of SSC = 1 ) a feasible solution is 
found-
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PROPERTY 2 : 
If more than one SCC is found the arcs connecting 
the SCCs are candidate for branching. 
PROOF:- suppose there are two SCC at node K. Let arcs in one 
SCC belonq to set SC the arcs in the other SCC belong to 
set SC , and the arcs between the two SCCs belong to set I . 
2k k 
Branching on arc e e SC . will create two nodes, m where 
^ v J Ik 1 
the orientation is from \.—>j, and m where the 
2 
orientation is from j—>i. The graph at node k will still 
have two SCCs, as the graph at node m will have at least 
two SCCs, as SC , will either remain as one SCC or be split, 
ik 
into two SCCs and SC will remain unchanged as I is 
2k ^ k 
unaltered. A similar argument can be extended for branching on 
an arc e SC . Therefore, arcjfiI are the candidates for 
2k k 
branching. 
FATHOMING : 
The following three fathoming criteria are applied to the 
branch nodes. 
1. If a feasible solution is found at any branch node- The 
node is fathomed. 
2. If the lower bound at a branch node is greater than 
upper bound, the node is fathomed. 
G : 
3. If at a branch node, no feasible solution to the flow 
path design problem is possible the node is fathomed. 
NOTATIONS USED IN ALGORITHM STATEMENTS : 
E : Set of undirected edges at node k. 
k 
D : Set of directed arcs at node k, 
k 
\ = ^k ^ ^k 
T : Set of arcs in shortest path at node k+ directed 
k 
arcs at node k(D ) + Arcs for which the direction 
k 
is fixed by the implied orientation rule at node k. 
LB(k) = Lower bound at node k. 
LB(k) = estimated lower bound at node k. 
k ,k = descendant nodes created by branching at node k. 
1 ' 2 
G3 
ALGORITHM STATEMENT : 
Step 0: Cinitialization] 
LB(!<) =0 for all k. set k = l, UB='X> 
Step 1 : [Shortest paths and lower bound! 
Find shortest path S between each oair of p and d, usinq 
P- d 
edges and arcs in set X 
LB (k) = y L , * S ^ 
£, P- a p. d 
for all 
pairs p. d 
Step 2: CFeasibility check 11 
If e and e s T then create Kl and K2 
a t K l : E = E - e - e D = D + e u p d a t e L B ( K l ) 
k l k x. } J < - » •'i >^ "-J 
at K2 : E = E, - e - e. , D, = D, + e update LB (F^) 
k2 k vj ji ' k 2 k jv ^ 
Go to step 5 
Else 
Go to step 3 
t)t 
step 3: CFeasibility check 21 
Perform strong connectivity test on set T if the 
solution is feasible ( i.e SCC = 1 ) then if UB < LB(k) then 
UB= LB(k) Fathom branch node k. 
Gc to step 5. 
Else 
Go to Step 4 
Step 4: CUpdate Lower bound: SCO13 
Update LB(Kr) and LB (K2) 
Step 5: CBranching] 
Set k= node with the smallest lower bound such that LBCk) > UB 
If k ^ 0 then QO to step 1 
Step 6: estop; all paths are evaluated!! 
if G U B = 00 then the problem is infeasible 
Else 
Report optimal solution and abjective function value 
Stop 
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PROPERTY 3 
The algorithm is valid and finite. 
PROOF:- This algorithm is valid in the sense that when 
it terminates. It will either yield an optimal solution to 
(3.3.1) or determine that problem (3.3.1) infeasifale. Briefly 
stated, this follows because (fitter's C2SI1 criteria for a 
valid branch and bound algorithm are met. The lower and 
upper bounds at any step are valid and the branching 
mechanism and fathoming criteria cannot eliminate an 
optimal solution for problem (3.3.1). This algorithm is also 
finite, because in the worst case, the algorithm will make 
2* branch, where o is the number of arcs in the flow—path and 
a is finite. 
Go 
3.4 NUMERICAL EXAMPLE : 
Facility layout is dipicted in the following digraph. 
Where pick up point ere vertices 1,2 and 3 and delivery 
points are 8,7,5 respectively for 1,2 & 3. 
P =10 
1 
d = 20 
2 
1 4 
CZJ -7 r 
p =2U 
2 
4 
d =30 
3 
8 
d = 10 
1 
p =30 
3 
Here demand = supply 
t) I 
(i) Shortest path from pickup point to delivery point is given 
by 
p =i(: 
1 
-
1 
2 
L 
-
4 
* 
1 ' 1, 
d =20 
2 
1 • 
» 
[ ' 
2 
i 
p =20 
2 
-
2 
2 
• 
5 •«— 
d = 
2 3 
3 
It 
d =10 
1 
=30 
p =30 
3 
3 
, 
1 
• ' 
6 
1 —>4 —>4 —>8 = (2+3+2) X 10 = 7 X 10 = 70 
->5 —>a —>7 = (2+2+2) X 20 = 6 X 20 = 120 
3—>6—>5 = (1+4) X 30 X 30 = 150 
Total = 340 
Since e and e are present in the shortest path branchino 
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is done on this edoe. 
Q'S 
(ii) At node 2, where 7 —>8 is fixed the shortest path arc. 
P =1C 
1 
-
1 
• 
2 
' 
-
4 
^ 
-
7 
. 
d = 2 
2 
0 
1 
i 
1 
4 
2 
i 
-
p = 2 0 
2 
" 
2 
2 
4^  
-
• 4 
-
P 
" 
5 
=30 
3 
1 
^ 
-
^ 
-
d =30 
3 
3 
f 
d 
1 
= 10 
J 
1—>4—>7—>B = 7 X 10 = 70 
2—>5—>4—>7 = 9 X 20 = ISO 
3—>6—>5 = 5 >c 30 = 150 
Total = 400 
Cd 
(iii) At node 3, where 8—>7 is fixed the shortest paths are 
P =10 
1 
1 • ' 
' 
2 
• ^ 1 
J 
I ' • 
d 
2 
=20 
r 
' 
— [ ^ 
— 1 • 
p =20 
2 
1 
I -
2 
-
2 
3 
4 
< < 
d =30 
3 
d =10 
1 
p =30 
1 
1 
> ] 
1—>4—>5—>8 = 8 X 10 = 80 
2—>5—>8—>7 = 6 X 20 = 120 
3—>6—>5 5 X 30 = 150 
Total = 350 
As the lower bound of node 3 is smallest it will be evaluated. 
?L) 
(iv) Implied orientation rule 
P =10 
1 
-
1 
* 
2 
' 
-
4 
' ^  
7 
d = : 
2 
:o 
• 
-
• 
5 
4 
2 
P,=2 
1 
2 
0 
2 
• 
-
' 
2 
4' 
-
d 
1 
= 
^ 
4 
Pa 
1 T 
- J 
=30 
1 
H' 
-
ll. 
d =30 
3 
10 
J 
v> strong Connected Components.Algorithm developed by by 
Tarjan C3SD is applied. 
•nj [ 
m—[Z] 
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Lower bound estimation. 
Candidate Shortest path Lower bound Penality 
1—>2 1—>2—>5—>8 9 X 10 = 90 
(4—>1 i.-nplied) 2—>5—>a—>7 6 y. 20 = 120 
_—>6—>5 5 K 30 = 150 
-7') 
= 360 10 
1—>4—>5—>S S X 10 = 80 
2—>1—>4—>7 10 X 20 = 200 
3—>6—>5 30 = 150 
= 430 80 
6—>3 1—>4—>5—>8 8 X 10 = 80 
<5—>6 I mo lied) 2—>5—>8—>7 6 X 20 = 120 
3—>2—>5 6 X 30 = 180 
= 380 30 
As 1—>2 has the smallest penalty. It is the best lower bound 
and fi;< the arc 
P =10 
1 
p =20 
2 
p =30 
3 
1. ^ r 1 
I I " 2 J—LU 1=1 
] n 1 4 r <— LZJ 
d = 30 
3 
rz] 
d = 20 d = 10 
1 
v i i I m p l i e d O r i e n t a t i o n p;.iie. 
P =10 
1 
P,=20 p =30 
3 
1 4 r 4 r 
5 
d =30 
3 
[3—GJ 
d = 20 
2 
d = 10 
1 
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viii There is only one SCC. So the solution is feasible. 
As the upper bound is lass than or equal to the 
smallest lower bound this is the optimal flov^-path design, 
the corresponding branch and bound tree is. 
LB =340 
LB=400 
LB = 360 
UB = 360 
LB = 380 
I't 
CHAPTER IV 
PROGRAMMING UNDER 
UNCERTAINTY 
CHAPTER IV 
PROGRAMMING UNDER UNCERTAINTY 
4-.1 DESCRIPTION 
This programmirtQ introduces "uncertainty" or to 
mors precise "risk" into the linear prayramming model. The 
distinction between "risk" and "uncertainty" is that in a 
risky situation one knows ccinpletsly the probability 
distribution of the random variables, whereas in an uncertain 
situation one might know the probability distribution 
except for, say, a parameter. The terminolaqy in this 
area is given by Dantsig entitled a linear 
programminq under uncertainty but what was really meant was 
"linear programming under risk". 
In many fractional problems some or all of the 
parameters airs random variables, and not deterministic one. 
The mathematical programming problem in which some or all of 
the parameters are random variables is referred as the 
"programming problem under uncertainty". 
Usually the objective function will be either a profits 
or a cost. The standard procedure which is followed, is to 
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optimize the expected value of the objective function. The 
justification for maximizing the expected prcfit or 
mini.T»izing the expected cost, lies in an assumptian 
that the decision maker has appropriate sort of utility 
function that can be represented for any outcome with 
sufficient BCCLirBcy by appropriate profit are the negstive 
for the cost for that outcome. 
Here we shall assume that when some parameters appear in 
a proQramming problems are random variable one should 
determine a set of optimal values of the control variables by 
optimizing the expected value of the objective function. 
If we solve the deterministic problem by also taking 
the expected value of the random variable occurring in 
constraints such sclution will be called an expected value 
solut icn. 
4.2 SEQUENCING OFFSHORE OIL AND GAS FIELDS UNDER UNCERTAINTY 
The w o r l d i s , t o some e x t e n t , dependent on o f f s h o r e 
o i l s . I t i s b e l i e v e d t h a t t he l i f e t i m e o f an o f f s h o r e 
f i e l d i s 20—30 y e a r s . T h u s p r o p e r l y s e q u e n c i n g o f i nves tmen t 
on t h e c o n t i n e n t a l s h e l f s i s t h e need o f the day. 
76 
Ones Qeoloqical survey have been campleted and estimates 
for the quantity of oil and natural Qas are obtained, the 
natural question is hov-j to develao these fields in order 
to derive the most economic benefit. The first obvious 
restriction is the budget constraint. Since the cost of 
building and operating platform is rather large. Also it is 
not beneficial to develop fields in such a way that total 
production exceeds the demand. Also constraints limit the 
total oil and gas production due to limited capacity of 
transportation system and regional processing facilities. 
The objective cf our problem is to maximize the 
total economic benefit. The optimal solution for this problem 
depends on many parameters, such as future oil price, future 
demand of oil gas, the actual quantity of oil and gas 
available in the reservoirs, the optimal transportation 
network etc. The model incorporating all these parameters 
results in stochastic mixed integer programming problem, 
for which there is no method of obtaining solution for a 
large scale real life problem. Here we will describe a 
deterministic model of the problem developed in co-operation 
with the future users of the Decision Support System. Although 
a simplification of the real problem, the model is 
capturing some of the most essential aspects and has been used 
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to generate output for the long range planning of petroleum 
praduction activities by the Danish energy authorities. 
Apart from describing the integer programming 
model and heuristics used to generate solutions, we will 
also illustrate how the scenario and policy aggregation 
technique developed by Rockafeller and Wets C323 can be 
used to handle the inherent uncertainty in the input 
data. This technique is applicable given that one is 
willing tc describe the uncertainty in future data in terms 
of a set of scenarios. In the illustration the main 
emphasis is put on the uncertainty associated with the 
future demand for natural gas, the reason for this is that 
the planers were particularly interested in getting some 
more knowledge of the sensitivity of the long term 
development, given different future scenarios far the 
develcDment of the European natural gas market. However 
the general idea of scenario aggregation can be used to study 
more comple.i situations in which ether parameters in the model 
is being described through a set of different scenarios, 
although at a higher computational cost. 
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4-.3 THE DETERMINISTIC MODEL & ITS SOLUTION TECHNIQUE 
We assume that all the Stochastic parameters are 
specified beforehand, also when the field starts produci-iq. 
we are given deterministic values for the production fcr 
ne;ct several years, i.e. production profiles are also Vnoir-. 
beforehand. Therefore the only decision that is left in tr,= 
model is to decide which field should start producmo and 
in which y^ar a particular field should start production. 
Let y^ =^ 
1 if field 
0 otherwise 
is to start production in year "k" 
Given the oil and gas prices, the production, invest.-nent 
and cost profiles for each field, the net present value fcr 
each field can be calculated. We denote this quantity by 
P the objective function to be maximized is 
1, k 
ma '' 1 1 "^.k \k (4.3. 1) 
keK<i.> 
Where K<I.> is the set of possible starting years for 
field V. 
7:; 
Ths budget canstraints 3.rs yiven by 
^ S ./ V < 3^  *9* I and p (4.3.2) 
The quantity Q^ _ denotes the amount of resource p 
required by field L in period k+t given the field v starts 
production in period k. The constant b^ denotes the maicimum 
amount of resources p available in tiine period i the uDper and 
lov4er bounds on the total production can be written as 
L'' < y y a'', , y, < D'' Vt and q (4. 
t L L tk(t-k> ik I i. keKd.) 
the quantity a^ denotes the amount of product q aroduced 
^ ^ ik I 
by field l in period k+t given that the field starts 
production in period k L and D denotes the lower 
and upper bounds respectively on the production of product 
q in period t-
The typical configuration of offshore fields is that a 
large field is developed first and latter on smaller 
fields, called satellites of large field. The production 
of satellites is processed at the large fields that have 
limited capacity. Thus giving rise to following constraints 
y y a*' y + y a^ y < H 
L L tk<t-k)"^i.k L mk<t-k> mk i 
-V- t, q, m 
mt 
i.€G(m> k€K(i.> kSKCi.) 
(4.3.4) 
Here m denotes a particular field (mother field). a(m> 
the set of satellite fields belonging to m and H denotes 
the total processing capacity for product q installed at 
mother field "m" in time period i. 
The capacity constraints arising from the 
transportation network are 
y y a'' y , < T -V-a and t (4.3.5) 
L L y- k<t-k5 i k Bl 
i€j<s> keK{v> 
where a denotes the transportation system, q the 
product associated with a, j<a) the set of fields that 
use the transportation system and T the capacity of s. 
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Since a field \. may be started in at most one tiiT:5 period 
we have 
y y < 1 •¥• 1. (4.3.6) 
We impose another constraint in order that a sateilita 
field cannot be developed before its mother fields. 
^vk Z ^•mv -V- k e K(i.> 
•V- V € a<m> (4.3.7) 
V> < k 
There is also restriction on number of field; 
developed in certain region in a specific time period. 
i . e > y + y < a<k,m> -V" m and k ( 4 . 3 . 8 ) 
ZJ y-k m k 
vea<m> 
Where a<mjc> specifies the maximum number of 
satellite fields belonging to a mother field m that can be 
developed in time period k. 
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The restriction that only one of the fields in the set 
of distinct fields S(r) can be developed 
1 1 ^ k < 1 ^^•^-'^^ 
The size of the problems considered makes it necessary 
to develop a set of heuristics. 
SOLUTION TECHNIQUES 
The model presented is a large scale zero—one 
programming model one should also consider that the true 
problem involves a lot of uncertainty, therefore the 
decision support system is supposed to be used as tool to 
generate a number of alternative solutions for a number of 
different Scenarios. In order to tackle this problem, a set of 
heuristic is developed that is included in the system. The 
heuristics is fellows. 
1. Pivot and Complement 
This is a general heuristic for zero—one programming 
problem di;e to Balas and Martin CIH. The heuristic is 
S3 
based on the fact that a zero-one integer program i<. 
equivalent to an associated linear program. 
Consider the zero-one programming problem. 
Ma>; CK 
s. t A;< < b, X e CO, 13" 
Max C:; 
s. t AK + I = b 0 < >{ < 1, s > 0 
s 
and all slack variables s in the basis. This is so since if 
all slack variables are basic, all other variables must be at 
their uoper or lower bounds hence zero or one. The first 
phase of the heuristic is to starting from the linear 
programming solution, perform a series of pivots. In each 
pivoting step a variable is selected to enter the basis in 
order to reduce total integer infeasibility- When a 
feasible integral solution is found, the heuristic proceeds 
by checking a zero—one variable. We use the heuristic in 
order to find good solution quickly. 
(ii) Objective Function "cut" 
A constraint which requires that the objective 
function value must be better than the value obtained in the 
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first phase of the pivot and complement heuristic, we can 
return the pi-zot and complement heuristic and perhaps 
generate a new and better integer solution this is the basic 
idea in the objective function "cut" heuristic. 
(iii) Sequential fixing 
This heuristic is simply a depth first strategy. One of 
the features of this heuristic is that it is possible to 
choose a fixing strategy that guarantees that a solution 
fncwn at the time is found, if any solution is found at all. 
After each fixing, the pivot and complement heuristic and the 
objective cut heuristic are rerun. 
(iv) Include — Exclude: 
The heuristic makes use of the value of the best 
feasible solution found so far m conjunction, with a special 
order sets constraints (4.3.6) and (4.3.9) for each 
constraints of type (4.3.6) perform a branching in order 
to get on if the field should be incorporated in a good 
solution or not. And from constraints of type (4.3.9), we 
can see if some of the proposed development plans can be 
deleted from further consideration 
8, 
(v) Interchange 
The heuristic examines whether another field or set 
cf fields can start production in addition to the fields 
in the solution. The step of the heuristic examines 
whether a given field can be rescheduled in a different 
time period to increase net present value. 
(vi) Ideal Column 
In this heuristic the linear programming relaxation of 
the original problem and the reduced costs are used as a 
basis far reducing the size of the problem, the reduced 
problem is t'en scl,ed using classical m-.3thods since this is 
a restriction of the original problem. The solution 
obtained is feasible for the original problem. 
(vii) Branch and Bound: 
There is a possibility to use a standard branch-and-bound 
method also. 
4-.4. THE STOCHASTIC MODEL AND ITS SOLUTION TECHNIQUE 
Let us assume that we are willing to treat the 
uncertainty in the problem by means of a set of scenarios. Thi= 
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means that we are able to state our Stochastic integer 
programming model as a very large integer pragramming 
model by the introduction of auxiliary variables. Let us 
assume that our original deterministic model for one of the 
scenarios can be stated as 
Ma:: C x (4.4.1) 
s.t A X < b x.e (O,!)*^ (4.4.2) 
we can then state the problem of finding the plan which 
maximizes the expected present value as 
Max \ P (C X ) (4.4.3) 
s.t A X < b , 1. = 1, 5, X. e (0,1)", (4.4.4) 
and X = X as long as scenarios x. and j are equivalent. Here 
p is the subjective probability of scenario v. The last 
set of constraints guarantee that our solution does not 
depend on hindsight, so that we may be able to generate an 
implementable solution to our Stochastic problem. An 
implementable solution should not depend hindsight. Hence, 
for two realizations of the uncertain parameters in the 
problem, described through two scenarios. We have two 
partially different deterministic models. Iraplementabi1ity 
means that the solution vectors of these models must be equal 
as long as they are not differing in terms of data 
realization. For instance, Let us assume that we have 
two scenarios which are the same in all uncertain parameters 
for the first five time periods and then start to differ 
this means that an implementable policy for our Stochastic 
problem must be such that all decision taken in time period 
1-5 must be equal, i.e. the solution to our two 
deterministic problem can be allowed to differ only from the 
sixth time period on in order not to depend on hindsight. 
It is an integer programming problem and size of the 
problem is heavily dependent on the number of scenarios used 
to model the uncertainty. However, by Lagrangean 
relaxation of the implementability constraints. The problem 
separates into one problem for each Scenario. This means 
that in order to solve the dual of the expected value 
problem. We can use a subgradient method, and get upper 
bounds for our Stochastic problem as is usually done when 
attacking difficult integer problems with Lagrangean 
relaxation, we use a Lagrangean heuristic, starting from 
SJ:, 
the solution we obtain from the Lagrangean relaxation to 
find implementable solution i.e. Lower bounds. 
4.5. NUMERICAL EXAMPLE 
Consider a multi period knapsack of the form 
m 
Max y y C.x. (4.5. 1) 
i 
s.t y y a x < b^, (4.5.2) 
k=i jeR,_ 
i. = 1 m, X.(o,l) 
In our example m=4, and cardinality of R is equal to 3 
for k=l,Z3.4. 
We consider the case in which the objective 
function co- efficients are uncertain. We assume that there 
are three possible Scenarios. SCi, SCz, SCa the data is as in 
table 4.1. 
ai^  
k P r o b a b i l i t y 
1 2 3 4 5 6 7 8 9 10 11 12 
C SQ 10 15 12 20 25 20 20 30 20 12 10 17 0 .35 
J 
SC2 10 15 12 11 11 17 20 20 26 15 20 14 0 . 2 5 
SC3 10 15 12 11 11 17 18 10 15 25 30 15 0 .40 
a 3 5 4 3 3 5 6 5 7 6 7 5 
J 
b 9 12 17 25 
V 
At the initial step, the three scenarios are solved 
to optimally the results are 
SCi 1, 4, 5, 8, 10, 12 Value 114 
SC2 6, 8, 9, 11, Value 83 
SCa 3, 5, 6, 10, 11 Value 95 
9iJ 
in terms of the objective function value and the project 
chosen, i.e. project j for x = 1. The weighted averages of 
these objective function values gives a valid upper bound 
i.e. 98.65. 
Since the Stochasticity is in the objective function, 
ie. each of the Scenario solution is feasible solution to the 
other Scenarios. The easiest way to calculate a lower bound 
on the objective function value for the Stochastic problem 
is to take each of the Scenario solution and compute the 
expected outcome with respect to all the Scenarios. This 
gives us the following results. 
SCi ; 1, 4, 5, 8, 10, 12 Expected Value 92.95 
SC2 ; 6, 8, 9, 11 Expected Value 77.55 
SCa I 3, 5, 6, 10, 11 Expected Value 84.4 
then 92.95 is our lower bound and the relative error is 6.1%. 
The next step consists of checking if the 
implementability condition are fulfilled or not,if so the 
Stochastic problem has been solved, if not have to continue 
to see if we can generate a better implementability solution 
and a better bound. 
! 3 1 
The total set of implementability conditions for the 
example is given below where x.(a) denotes the value of the 
jth variable in the solution to Scenario problems. 
* 
Xl(l) = Xl(2), X l d ) = Xl(3), X2(l) = X2(2) 
* 
X2(l) = X2(3)t X3(l) = X3(2), X3(l) = X3 (3) 
* 
X4(2) = x*(3), x=(2) = xs(3), x<5(2) = x<s(3) 
(A "*" next to the condition means that it is fulfilled 
in the current solution). 
This is a complete set of in»plementability 
conditions, since the scenarios 1,2 and 3 are equal upto 
period 2 and the scenario 2 and 3 are equal also in 
the second period the implementability constraints that are 
unsatisfied at the current solution gives us a search 
direction, sub—gradient direction, for the Langragean and 
using a step length of 1, the modified function values for the 
scenarios are, 
" ^ 
Table 4.2 
probability 
1 2 3 4 5 6 7 8 9 10 11 12 
j^ SCi 8 15 11 20 25 20 20 30 20 12 10 17 0.35 
SC2 11 15 12 11 12 17 20 20 26 15 20 14 0.25 
SC3 11 15 13 11 10 17 18 10 15 25 30 15 0.40 
The solution of the scenario problem are 
SCi 4, 5, 6, 8, 12 Value 112 
502 1, 5, 7, 8, 11 Value 83 
SCa 1, 4, 7, 10, 11 Value 95 
The value of the Lagrangean dual objective function is 97.95 
and since this value is smaller than our current upper bound, 
we have found a new and better bound on the expected value 
solution. 
It is not possible to find a better lower bound by the 
same technique. A slightly more sophisticated technique, greedy 
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heuristic can be applied. One possible greedy heuristic is 
to fix variables corresponding to unfulfilled 
ifTiplementabi lity condition for one period at a time, until all 
of them are fulfilled. The variable are fixed to zero 
or one depending on what is the outcome for the largest 
number of scenarios. This heuristic gives us the following 
results. 
SCi 1, 4, 5, 8, 10, 12 Value 114 
SC2 1, 4, 5, 9, 11 Value 78 
SCa 1, 4, 5, 10, 11 Value 87 
The expected value is 94-2 which is larger than the 
previous lower bound. The relative error is reduced to 4.0/1. 
Again we look at the implementability conditions and 
start third iteration. The implementability Are as follows. 
XI ( 1 ) = XI ( 2 ) , XI ( 1 ) = XI ( 3 ) , X 2 ( l ) = X 2 ( 2 ) 
X 2 ( l ) = X 2 ( 3 ) T X 3 ( l ) = X 3 ( 2 ) , X 3 ( l ) = X 3 ( 3 ) 
* * 
X 4 ( 2 ) = x * ( 3 ) , X5(2 ) = x s ( 3 ) , x<s(2) = x<s(2> 
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c a l c u l a t i n g a new search d i r e c t i o n from t h e s e c o n d i t i o n s 
and u s i n g a r e d u c e d s t e p l e n g t h 0 . 5 g i v e s u s t h e modif ied 
o b j e c t i v e f u n c t i o n c o - e f f i c i e n t a s shown in t a b l e 4 . 3 . 
Table 4 . 3 
P r o b a b i l i t y 
3 4 5 6 7 8 9 10 11 12 
c SCi 0.5 15 11 20 25 20 20 30 20 12 10 17 0.35 
J 
SC2 10.5 15 12 11-5 11.5 17 20 20 26 15 20 14 0.25 
SC3 10.5 15 13 10.5 10.5 17 18 10 15 25 30 15 0.40 
The new solutions are : 
SCi 1, 4, 5, 8, 10, 12 Value 112.50 
SC2 4, 5, 7, 8, 11 Value 83 
SCa 3, 5, 6, 10, 11 Value 95.50 
the dual objective function value for this solution is 98.32 
i.e. no improvement in upper bound. However by applying 
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the greedy heuristic as described, we end up with 
implementable sclutian. 
SCi 4, 5, 7, 8, 12 Value 112 
SC2 4, 5, 7, 8, 11 Value 82 
SC3 4, 5, 7, 10, 11 Value 95 
The expected value of this solution is 97.7 which is our 
new lower bound and the relative error has been reduced to 
0.267.. 
We have no guarantee that the best solution computed is 
the optimal solution, but it is very close to the 
optiiTial one, measured in terms of objective function value. 
RESULTS ON A REAL LIFE PROBLEM 
The model has been used to analyse a set of 
different scenarios denoted by Sc' v=i 5, Concerning the 
development of the demand for natural gas. 
Each scenario describes passible developments of the 
future demand for the natural gas, each of the five 
problems had 724 zero-one variables and contained 25 
potential fields. 
HG 
T a b l e 4 . 4 . 
y e a r 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
SCi 2 2 2 2 3 5 5 8 8 8 8 8 8 8 8 
SC2 2 2 2 2 3 5 5 8 10 10 10 10 10 10 12 
SCa 3 3 3 3 5 5 8 10 12 15 IS 20 20 20 20 
SCi 3 3 3 5 8 10 10 12 12 12 12 12 12 12 12 
SCs 2 4 2 2 3 5 5 8 10 10 10 10 10 10 10 
when t h e p r o b l e m were run u s i n g h e u r i s t i c b u t no t t h e 
b ranch and bound phase o f t h e a l g o r i t h m t h e r e s u l t where 
o b t a i n as i n t a b l e 4 . 5 . 
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Table 4.5 
Value of best value of Percentage gap. 
solution found LP (UBD - LBD)/LBD 
SCi 6170 7963 29 
SC2 8118 10165 25 
SCa 9910 10857 
SC* 9485 10926 
SCs 7656 10050 
Although the gap is in the range 9-31% the 
solution are considered to be rather good. The reason for the 
relatively large duality gaps in the real life exaiTiole is 
that we have only used the heuristic to generate feasible 
solutions and the upper bound used in calculating the gap is 
the value of the first linear programming relaxation. In 
order to reduce the gap for the deterministic as well as 
the Stochastic model, branching must be performed. It is 
better to solve the deterministic scenario problems 
n,:i 
approKimatively in order to generate qood implementable 
solution quickly and later on try to reduce the duality gap 
by performinq branching on the scenario subproblems, 
which one contributes most to the gap. 
The numbers in the fallowing table 4.6 (on next page) gives 
us the time period in which the field should start producing. 
no 
Table 4.6 
Fields Tims period 
SCI SC2 SC3 SC4 SC= 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
L 
M 
N 
0 
P 
Q 
R 
S 
T 
U 
V 
X 
Y 
z 
-
1 
-
15 
— 
17 
-
20 
4 
— 
-
1 
2 
10 
— 
19 
8 
-
-
-
'n 
10 
-
15 
8 
— 
25 
1 
8 
— 
19 
3 
-
7 
-
— 
5 
-
3 
8 
— 
15 
1 
2 
-
1 
20 
o* 
-
13 
-
— 
5 
-
1 
8 
15 
-
1 
2 
-
1 
19 
2 
-
25 
-
-
8 
24 
4 
8 
— 
-
4 
2 
-
1 
l O u 
It is problematic to select which of the plans should 
be utilized, we are facing the problem of selecting a good 
investment plan based on the results. It is necessary to 
generate an investment plan that does not depend on 
hindsight, such a plan is called implementable. We select a 
consistent investment plan for the first time period. However 
looking at the five solutions. We see that they differ a 
lot also in the early time period. For instance field Z 
is included to start up production in time period 1 in 
Scenarios 3-5 but is not included at all in the solutions 
of scenarios 1-2- Field "V" is starting to produce in time 
period one in all scenarios but scenarios 5. Field D is only 
included in the solution for scenario 1 and should 
start producing in the first time period. We need some 
consistent method for generating a good implementable 
solution, based on the information we have obtained by 
solving the five scenario problems. 
The problem of generating an implementable policy can 
be stated as a Stochastic integer proqramminq problem. We can 
adopt the policy aggregation technique developed by 
Ruckafellar and Wets C32!], use of such solutions may make 
it easier to find an imptementable solution. Our real life 
10 
petroleum field sequencing problem with uncertainty in the 
demand for the natural gas is of course more complex. 
If we use the same technique discussed (in example) on 
the real life problem vjith 5 Scenarios and assume that we give 
equal probabilities for each of the Scenarios. In the first 
iteration, we set the Lagrange multiplier for the 
implementability constraints to zero, the solution obtained 
a.rs the one presented already in table 4.5 and we get an 
upper bound for the Stochastic problem. 
1/5(7963 + 10165 + 10857 + 10926 + 10050) = 9992.2 
Since the solutions have to be equal as long as the 
Scenarios ars equivalent we have to adjust the solutions. 
This is done by checking for each pair of Scenarios if 
the implementability constraints are satisfied or not. In 
case we detect a sequencing of fields which is not feasible 
from an implementability point of view. We adjust the 
sequencing according to a simple greedy procedure and if 
that is not working, we resolve the problem with a certain 
set of fields fixed to be scheduled in certain time 
periods,we obtain an implementable solution as 
l o ; 
Table 4.7 
Scenario Value of Values of best 
implementable Solution solution obtained 
6010 6170 
7123 8118 
9723 9910 
7669 9485 
6705 7656 
This gives us a lower bound of 7446 and a gap of 34/i, 
continuing the Lagragean relaxation process with updated 
lagrangean multiplier and solving a set of 5 new scenario 
problems, which differ from the original problem only in the 
objective function. 
We have chosen to use an updating scheme in which one 
central field which violates the implementabi1ity constraints 
is selected and only the multiplier for these constraints are 
adjusted- When we do this we are able to generate a 
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sliqhtly better implementable solution. However, we did 
not achieve a better upper bound. The solution is 
Table 4.8 
Value of implemen-
table solution 
Value of best 
solution obtained 
Scenario 
Scenario 
Scenario 
Scenario 
Scenario 
1 
4 
5 
6170 
7032 
9910 
7950 
6848 
6170 
8118 
9910 
9485 
7656 
This Qives a new lower bound of 75 82 and a gap of 31X. 
In continuing 5 iterations no new information was 
obtained. This shows that the Scenario aggregation 
technique can be used to analyze large-scale real life 
problem. In this example we were able to find a solution to 
the Stochastic problem, without using any branching, with 
the same accuracyy the relatively large duality gap can be 
reduced by performing branching or by addition of valid 
inequalities to the Scenario subproblems. Based on the 
10 
information we have at hand from the best implementable 
solution and the current upper bound, it is easy to see that 
most efforts should be spent on Scenario subproblem 
2,4, Z: 5. Where the difference between the contribution to 
the upper bound and the current implementable solution are 
larqe. 
10 
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