Abstract. We construct a compatible family of global cohomology classes (an Euler system) for the symmetric square of a modular form, and apply this to bounding Selmer groups of the symmetric square Galois representation and its twists.
1. Introduction 1.1. Background. In this paper, we shall study the arithmetic of a specific class of p-adic Galois representations: those associated to the symmetric squares of modular forms. These Galois representations are important for two reasons. Firstly, they are very natural examples of global Galois representations, and thus provide a good testing ground for general conjectures relating arithmetic objects to values of L-functions. Secondly, there is a strong connection between the deformation theory of the 2-dimensional standard representation of a modular form, and the Galois cohomology of its 3-dimensional symmetric square representation; hence, these Galois cohomology groups are of central importance in Wiles' work on Fermat's last theorem [Wil95] and the subject of modularity lifting which grew from it.
For simplicity, in this Introduction, we shall only explain our main results (Theorems A, B and C below) in the technically simplest case in which F is a normalised eigenform of level 1 and weight k. Let p be a prime; we assume throughout this paper that p ≥ 7. We make the following hypothesis of ordinarity of F at p: we choose a prime of the coefficient field of F above p, and we assume that the p-th Fourier coefficient a p (F ) is a unit at this prime. In this introduction, we shall make the further simplifying hypothesis that our chosen prime has degree 1, and thus defines an embedding of the coefficient field of
We write L(Sym 2 (F ), s) for the complex L-function of the symmetric square of the Galois representation attached to F , which is known to be entire by work of Shimura [Shi75] and Gelbart-Jacquet [GJ78] . Thanks to our ordinarity hypothesis and some classical algebraicity results for the critical values of L(Sym 2 (F ), ψ, s) where ψ denotes an arbitrary Dirichlet character, this complex L-function has a p-adic analogue, which we will denote by L p (Sym 2 (F )), which is an element of the Iwasawa algebra of the Galois group G of the field Q(µ p ∞ ) over Q, where µ p ∞ denotes the group of all p-power roots of unity. One is interested in this p-adic analogue because, unlike its complex counterpart, it is conjecturally linked to Galois cohomology via a main conjecture. Indeed, if we write M Zp (F ) for a Galois stable lattice in the p-adic Galois representation attached to F , and Sym 2 M Zp (F ) for its symmetric square, then one can define an analogue of the Selmer group
This Selmer group has a natural structure as a module over the Iwasawa algebra of G, and it can be shown that its Pontrjagin dual, which we denote by Sel Q(µ p ∞ ), Sym 2 M Zp (F ) ∨ , is a finitely generated torsion module over the Iwasawa algebra of G. Since p is odd, this means that we can define the characteristic ideal of Sel Q(µ p ∞ ), Sym 2 M Zp (F ) ∨ in the Iwasawa algebra Λ of G. Writing char Λ Sel Q(µ p ∞ ), Sym 2 M Zp (F ) ∨ for this characteristic ideal, the main conjecture would then be the assertion that
subject to a good choice of the appropriate p-adic periods which enter into the definition of L p (Sym 2 (F )). More generally, there is an analogue of this main conjecture with the Galois representation Sym 2 M Zp (F )
1.2. Our results. In this paper, we shall construct an Euler system for symmetric square Galois representations of modular forms. Let ψ be a Dirichlet character. (We shall state our main theorems here assuming ψ is Z p -valued, in addition to the simplifying assumptions imposed on F in the previous section; for the full statements see the main body of the paper.) Define
where the inverse limit is taken with respect to the Galois corestriction maps.
Theorem A (Theorem 4.1.6). For F and ψ as above, and any choice of auxilliary integer c > 1 coprime to 6N ψ , there is a collection of cohomology classes
for all integers m coprime to cN ψ , which satisfy the norm-compatibility relation cores ℓm m (c ℓm ) = P ℓ (ψ(ℓ) Frob −1 ℓ )c m for primes ℓ ∤ mpcN ψ . Here P ℓ is the degree 4 polynomial P ℓ (X) = (1 − ℓ k−1 X) 2 1 − (a ℓ (F ) 2 − 2ℓ k−1 )X + ℓ 2k−2 X 2 ,
and Frob ℓ is the Frobenius at ℓ. Moreover, all the classes c m lie in the eigenspace where complex conjugation acts via ψ(−1).
Note that the polynomial P ℓ is not the one predicted from the theory of Euler systems: it is the Euler factor of the four-dimensional tensor product M Zp (F ) ⊗ M Zp (F ) at ℓ, not of its three-dimensional symmetric square summand. This is essentially because the c m arise as the images of cohomology classes in M Zp (F ) * ⊗ M Zp (F ) * , the Beilinson-Flach elements of [KLZ16] . Theorem A is clearly vacuous as stated, since the c m could all be zero, but their nontriviality is guaranteed by the next theorem. Let ν = ψ(−1) ∈ {±1}, and let e ν denote the idempotent in
projecting to the ν-eigenspace for the action of the subgroup {±1} of Z × p . Theorem B (Theorem 4.2.5). The localisation of c 1 at p is non-trivial, and it is sent by Perrin-Riou's p-adic regulator map to
where
This theorem depends crucially on Samit Dasgupta's factorisation formula for p-adic Rankin Lfunctions [Das16] . Interestingly, Dasgupta's proof of the factorisation formula also uses Beilinson-Flach elements, but relies on considering their projection to the alternating square of M Zp (F ); the two projections are related by the functional equation of the symmetric square L-series.
Our final result is an application of this Euler system to the Main Conjecture. This is greatly complicated by the fact that our classes have the "wrong" Euler factor appearing in their norm relations.
Nonetheless, under some (rather restrictive) hypotheses, we can adapt the Kolyvagin-Rubin Euler system machine to give an upper bound for the size of the Selmer groups of twists of the symmetric square representation. In the present situation this can be stated as follows:
Theorem C (Theorem 5.4.2). Assume that:
• p ≥ 7;
• the coefficients of F and the values of ψ lie in Q p ;
• the image of the Galois representation
where A is the product ( †) and d ∈ Z p is any generator of the congruence ideal of F .
This theorem is, therefore, an approximation to the "Euler system divisibility" in the main conjecture (1), after projecting to the ν-eigenspace. (This sign condition is not too onerous, since in fact the +1 and −1 eigenspaces are interchanged by the functional equation, so it is sufficient to prove the main conjecture for a single eigenspace.) Some of the above hypotheses are imposed largely for convenience and could in principle be relaxed substantially, but it is absolutely essential for our methods that ψ be non-trivial, since otherwise we cannot get rid of the extra degree 1 factor in the polynomials P ℓ . This means that our results do not overlap with those obtained from the Taylor-Wiles method (which only works when ψ is trivial).
1.3. Organisation of the paper. We begin by recalling, in §2, some known results concerning complex and p-adic symmetric square L-functions. Much of this material is very classical; the exception is Dasgupta's factorisation formula, a much more recent result, which we recall in §2.4.
In §3, we define the algebraic counterparts of these objects -Selmer groups with appropriate local conditions -and formulate an Iwasawa main conjecture. This is fairly standard material for the experts, but we have not found a reference for these constructions in the present degree of generality, and we hope that our presentation of this material may serve as a useful introduction for the less expert reader.
With these preliminaries out of the way, §4 gives the construction of the Euler system, using the cohomology classes on products of modular curves constructed in our earlier works with Lei and Kings [LLZ14, KLZ15, KLZ16] . In §5 we apply this to bounding Selmer groups, using a small refinement of the Kolyvagin-Rubin machine which is explained in Appendix A; we begin by bounding a Selmer group over the cyclotomic extension Q ∞ , and then obtain results for Selmer groups over Q by descent.
In §6 we conclude the paper with a numerical example involving L(Sym 2 F ⊗ ψ, 22), where F is the eigenform of weight 16 and level 1, and ψ is a nontrivial even character of conductor 7.
, the local Euler factor of Sym 2 f at ℓ, where (as usual) α ℓ and β ℓ denote the roots of the Hecke polynomial X 2 − a ℓ (f )X + ℓ k−1 ε(ℓ). More generally, if χ is a Dirichlet character of conductor N χ coprime to ℓ, we write
Definition 2.1.1. Let L(Sym 2 f ⊗ χ, s) be the primitive symmetric square L-function, which is given by an Euler product (convergent for ℜ(s) > k),
where the local Euler factors at the "bad" primes ℓ | N f N χ are as given in [Sch88] .
Note that we do not include Euler factors at the infinite place.
Remark 2.1.2. This Dirichlet series is the L-series of the automorphic representation of GL 3 (A Q ) associated to Sym 2 f ⊗ χ by Gelbart and Jacquet [GJ78] . Since f is not of CM type, this automorphic representation is cuspidal, and the L-series therefore has analytic continuation to all s ∈ C.
Definition 2.1.3. We define the imprimitive symmetric square L-function by
where we understand one or both of {α ℓ , β ℓ } to be zero if ℓ | N f , and
by finitely many Euler factors at the primes dividing
The importance of the imprimitive L-series is that it is given by a simple formula involving the coefficients of f :
Here L N f Nχ (−) denotes the Dirichlet L-series with the factors at primes dividing N f N χ omitted.
In some simple cases, we in fact have L imp = L (this occurs, for instance, if f has trivial character and square-free level, and (N f , N χ ) = 1). In general, the relation between primitive and imprimitive L-series is as follows:
Proposition 2.1.5 (Schmidt). If f has minimal level among its Dirichlet-character twists, then the ratio
is an entire function (a product of polynomials in the variables ℓ −s for ℓ | N f N χ ) whose only possible zeroes lie on the line ℜ(s) = k − 1.
Remark 2.1.6. Note that L(Sym 2 f ⊗ χ, s) is non-zero for integers s ≥ k. For s > k this is immediate from the absolute convergence of the Euler product. For s = k it is a consequence of a much deeper non-vanishing theorem for L-functions of cuspidal automorphic representations of GL n due to Jacquet and Shalika, cf. [JS76] . If f has minimal level among its twists, then the corresponding non-vanishing result for the imprimitive L-function follows from this, by Proposition 2.1.5.
We also consider the Rankin-Selberg convolution L-function of f with itself, L(f ⊗ f ⊗ χ, s), and its imprimitive analogue L imp (f, f, χ, s). These are given respectively by
Thus we have
2.2. Rationality results. We now recall a rationality result for the critical values of the symmetric square L-function due to Schmidt [Sch88] , building on earlier work of Sturm [Stu80] and Coates-Schmidt [CS87] . The following computation is standard:
Proposition 2.2.1. The value L(Sym 2 f ⊗ χ, s) is critical if s is an integer in the range {1, . . . , k − 1} with (−1) s = −χ(−1), or if s is an integer in the range {k, . . . , 2k − 2} with (−1) s = χ(−1).
We now recall a rationality result for these L-values.
where H is the upper half-plane. (ii) For χ a Dirichlet character of conductor N χ , let G(χ) be the Gauss sum defined by
(We adopt the convention that G(χ) = 1 if χ is the trivial character.) (iii) For σ ∈ G Q , let f σ be the newform obtained by applying σ to the q-expansion coefficients of f .
We clearly have an identical result with L(Sym 2 f ⊗ χ, s) replaced by its imprimitive analogue, since the ratio of the two L-functions is a rational function of the coefficients of f and the values of χ, and thus depends Galois-equivariantly on f and χ. 
In particular, when f corresponds to an elliptic curve E, we may take Ω + f and Ω − f to be the real and imaginary Nerón periods of E, and we recover the rationality statements formulated in [DD97] .
2.3. P-adic L-functions. Let p ≥ 5 be a prime with p ∤ N f , and P a prime of the field L above p. We assume that f is ordinary at P (i.e. that v P (a p (f )) = 0). Denote by α p the unique root of the Hecke polynomial at p that lies in O We shall write characters of Γ additively, and identify an integer s with the character x → x s , so "s + χ" denotes the character x → x s χ(x).
There exists an element
the p-adic L-function of Sym 2 f ⊗ ψ, with the following interpolation property.
where a = 0 if ψ(−1) = (−1) k and a = 1 if ψ(−1) = (−1) k+1 , and the factor E p (s, χ) is defined by
(ii) If k ≤ s ≤ 2k − 2 and χ is a finite-order character of Γ such that (−1) 
where N is the conductor of εψ; and automorphisms of
(iii) The history of this theorem is somewhat convoluted. In [Sch88] , Schmidt initially defined a p-adic measure interpolating values of the imprimitive L-function, and then defined a primitive p-adic L-function by dividing out by the imprimitive factor, giving an element which a priori lies in the field of fractions of Λ(Γ). Hida showed in [Hid90] that Schmidt's L-function had no poles, but was unable to show that the interpolating property was valid if s + χ was a zero of the imprimitive factor. Dabrowski and Delbourgo in [DD97] claimed a proof of the holomorphy and interpolating property in full generality (as well as allowing some non-ordinary f ), but their proof appears to be incomplete; however, the cases where the arguments of Dabrowski-Delbourgo are unclear are confined to non-algebraic characters, so combining the arguments of these three papers does appear to prove the desired theorem. 
Proof. The vanishing criterion for E p (s, χ) and E ′ p (s, χ) is an easy case-by-case check. The non-vanishing result for the p-adic L-function in the range s ≥ k follows from this together with Remark 2.1.6.
We will also need the following remark:
Dasgupta's factorization formula. We now recall the main theorem of [Das16]:
Theorem 2.4.1 (Dasgupta) . We have the following identity of analytic functions on W:
Since it is the imprimitive L-function which interests us here, we shall chiefly be interested in the following consequence. We let L imp p (Sym 2 f ⊗ψ) ∈ Λ(Γ)⊗C p be the unique analytic function interpolating the values of the imprimitive symmetric square L-series, and similarly for the p-adic Rankin L-series.
Selmer groups
In this section we define various Selmer groups attached to the symmetric square Galois representation, and formulate an Iwasawa main conjecture relating these to p-adic L-functions. The methods we use here are well-known to the experts, but we have chosen to spell out the constructions in detail, in the hope that this will be a useful guide to the less expert reader.
3.1. The Galois representation of f . Let p be an odd prime, and let P be a prime of L above p. We denote by M L P (f ) the Galois representation associated to f , which is canonically realised as a direct summand of theétale cohomology group
Remark 3.1.2. As in [LLZ14, KLZ15, KLZ16], we consider Y 1 (N ) as a moduli space for elliptic curves with a point of order N , not an embedding of µ N , so the cusp at ∞ is not defined over Q((q)) with our normalisations. Thus the action of G Q on modular forms determined by identifying them with classes in the de Rham cohomology of Y 1 (N ) does not coincide with the action on q-expansions.
We adopt the following convention regarding Dirichlet characters: if χ : (Z/mZ) × → L × is a Dirichlet character, then we interpret χ as a character of G Q by composing χ with the mod m cyclotomic character, so we have χ(Frob ℓ ) = χ(ℓ) for ℓ ∤ m. With this convention, we have det
3.2. The symmetric square representation. Let ψ be a Dirichlet character of conductor N ψ coprime to p. Enlarging the field L if necessary, assume that ψ takes values in L × .
Definition 3.2.1.
where we identify ψ with a character of G Q as above. Let T be the lattice in V corresponding to
* has a 2-step filtration by L P -subspaces stable under G Qp ; the graded pieces have Galois actions unram(α) and
Here κ denotes the cyclotomic character, and unram(x) denotes the unramified character mapping arithmetic Frobenius to x.
has a 3-step filtration: we have
with all graded pieces 1-dimensional.
Lemma 3.2.3. The Galois actions on the graded pieces Gr i V := F i V /F i+1 V are as follows:
We use the same notations for the induced filtration on T by O L,P -submodules.
Notation 3.2.4. Write
where (−) ∨ denotes Pontryagin dual.
We equip A with a 3-step filtration by defining F i A to be the orthogonal complement of F 3−i T .
3.3. Local cohomology groups. We now recall the well-known Bloch-Kato subspaces of local Galois cohomology, introduced in [BK90] :
We shall now show that for our representation V , the H 1 f local condition at p can be computed in terms of the filtration F
• . First we need a lemma:
Proof. We have described each of the graded pieces in the form κ r unram(λ), for some r ∈ Z and λ ∈ O × L,P . Such a character is trivial over Q p,∞ if and only if λ = 1. Since α and β have complex absolute value p (k−1)/2 , and ψ(p) is a root of unity, neither α 2 ψ(p) nor p 2−2k β 2 ψ(p) can be equal to 1.
Then we have the following computation, which is immediate from the standard dimension formulae for H 1 f (cf. [FK06, Lemma 4.1.7]). We let j be an integer, and χ a finite-order character of Γ. Proposition 3.3.4. Let m be the following integer:
If j = k or j = k − 1, suppose that either χ = 1 or ε(p)ψ(p) = 1. Then we have the following statements:
(i) The natural map
is injective. (ii) The image of this map is the subspace H 1 f (Q p , V (−j − χ)). Remark 3.3.5. One can check that in the exceptional case χ = 1 and ε(p)ψ(p) = 1, the image of the map of (i) is the Bloch-Kato H 1 e subspace if j = k, and H 1 g if j = k − 1, but we shall not use this fact here. We have a related statement in the limit over the cyclotomic tower. 
and
The groups H 1 Iw (Q p,∞ , V (−j − χ)) are independent of j and χ, in the sense that
) are similarly independent of χ, but they are not independent of j. 
for M a Q p -linear representation of G Qp , can fail to be injective. However, this map is injective when
3.4. Selmer groups. We recall the definition of the Bloch-Kato Selmer group for a global Galois representation:
n for some n, we define the Bloch-Kato Selmer group 
and similarly H 1 Gr,i (Q, T (τ −1 )).
Then the following is immediate from Proposition 3.3.4:
Proposition 3.4.3. Let m be defined as in Proposition 3.3.4, and suppose that either ε(p)ψ(p) = 1 or j + χ / ∈ {k − 1, k}. Then we have inclusions
Gr,3−m (Q, A(j + χ)); and both quotients are finite.
We also have a version over Q ∞ = Q(µ p ∞ ): we define
and similarly for the Greenberg Selmer groups. It is immediate from the definitions that the groups over Q ∞ are independent of χ (in the same sense as (3) above).
Proposition 3.4.4. (i) For any i ∈ {0, . . . , 3} we have
(ii) For any i ∈ {0, . . . , 3}, and τ any continuous character of Γ, we have isomorphisms of Proof. To prove (i) for T , it suffices to note that any class in H 1 Iw (Q ∞ , M ), where M is a finitely-generated Z p -module with G Q -action, must automatically be unramified outside p; this is a well-known fact, see e.g. [Rub00, §B3.3]. The result for A now follows by local Tate duality (or it can be seen directly from the fact that for ℓ = p the group Gal(F ℓ /F ℓ (µ p ∞ )) has trivial p-Sylow subgroup). From this description of the Greenberg cohomology groups, the twist-compatibility (ii) is clear.
We now prove part (iii) for T . Using part (i) it suffices to check that we have
Iw (Q p,∞ , T (−j)). As Iwasawa cohomology groups are p-torsion-free, we may check this after inverting p, and this is exactly the statement of Proposition 3.3.7. The statement for A follows from this together with local Tate duality.
3.5. The main conjecture. We now formulate a version of the Iwasawa main conjecture for our Selmer groups. For brevity we write O = O L,P , and
Lemma 3.5.1. Let η be a finite-order character of Γ tors , and e η the corresponding idempotent in Λ(Γ). Then, for any i ∈ {0, . . . , 3}, One expects that the ranks of the cohomology groups should be "as small as possible" given the constraint imposed by part (ii) of the lemma; in particular, at least one of the two terms on the left-hand side of (ii) should always be 0.
We now impose, for simplicity, the assumption that ε(p)ψ(p) = 1.
Definition 3.5.2. We let L alg (Sym 2 f ⊗ ψ) be the element of Λ O , unique up to multiplication by a unit, whose image in e η Λ O is the characteristic ideal of e η H We now make the following conjecture:
up to a unit in Λ O (Γ), where d ∈ O is any generator of the congruence ideal of f .
Remark 3.5.4. A somewhat tortuous exercise involving Poitou-Tate duality shows that the algebraic p-
. This has exactly the same form as the functional equation of the "analytic" p-adic L-function of Theorem 2.3.2, and it interchanges components η with η(−1) = +1 with those with η(−1) = −1. Hence it is sufficient to treat the Main Conjecture only for characters of one particular sign.
Remark 3.5.5. Having introduced all the necessary objects, we can now outline the strategy of the next sections. Our goal is to bound H We shall in fact construct an Euler system with an additional local property -namely, all our Euler system classes will lie in H Iw,Gr,1 (Q ∞ , T ). We then perform one final step, using Poitou-Tate duality, which will tell us that the Selmer group H 1 Gr,1 (Q ∞ , A) is bounded in terms of the index of the image of the Euler system in the quotient H 1 Iw,Gr,1 /H 1 Iw,Gr,2 . This last index is essentially the p-adic L-function, and this gives our main theorem.
3.6. Control theorems. We now study the relation between the Selmer groups over Q ∞ and over Q. We continue to assume that ε(p)ψ(p) = 1.
Proposition 3.6.1. The restriction map
has finite kernel and cokernel. If H 0 (Q ∞ , A) = 0 then it is injective.
Proof. This is an easy exercise using the inflation-restriction exact sequence. If, moreover, H 0 (Q ∞ , A) = 0, then we have the formula
Proof. The claim that L 
The Euler system
We now construct an Euler system for the representation T , using the projections of the BeilinsonFlach classes introduced in [LLZ14, KLZ16] .
Beilinson-Flach classes.
Definition 4.1.1. For m ≥ 1 coprime to p, and c > 1 coprime to 6pmN f , let
be the Beilinson-Flach cohomology class associated to the pair (f α , f α ).
By construction, M L P (f ⊗ f ) * is a direct summand of the cohomology group
and this direct summand is preserved by the symmetry involution s which interchanges the two factors in the tensor product.
The key input to all our constructions is the following symmetry property:
Proposition 4.1.2. We have
Proof. Let ρ be the automorphism of the variety Y 1 (N f ) 2 that interchanges the two factors. Since the Künneth isomorphism
is given by cup-product, which is anti-commutative in degree 1, the map ρ
On the other hand, [KLZ16, Proposition 5.2.3 (1)] shows that ρ
m . Combining these statements gives the result.
The eigenspaces of s give the direct sum decomposition
so we obtain the following:
) takes values in the following direct summand:
Remark 4.1.4. In the case k = 2, this relation was used in [Das16] in a setting where χ(−1) = 1, in order to force the Beilinson-Flach class to be a nonzero scalar multiple of a circular unit. In contrast, we shall focus in this paper on the case χ(−1) = −1. Nonetheless we are able to make use of Dasgupta's results, because of the fortunate fact that the functional equation interchanges characters of sign +1 and those of sign −1. 
Recall that we defined
(Here the superscript ν denotes the eigenspace for the action of the element −1 ∈ (Z/mp ∞ Z) × , for any m ≥ 1. It is clear from the construction that this class takes values in the lattice T .)
Crucially, this element extends to a compatible family:
Theorem 4.1.6. Let R denote the set of positive square-free integers coprime to 6pcN f N ψ . Then there exists a family of cohomology classes c = (c m ) m∈R , with
such that c 1 = c BF f ψ , and if ℓ is a prime such that m ∈ R and ℓm ∈ R, then
Proof. This is simply a translation into our present context of [KLZ16, Theorem 11.4.1].
4.2. Regulator formulae.
Proposition 4.2.1. We may choose the classes c m in Theorem 4.1.6 in such a way that for any m ∈ R, the localisation of the class c m at p lies in
Equivalently, in the notation of Definition 3.4.2 we have
Proof. This is a special case of [KLZ16, Proposition 8.1.8]. We are regarding T as a direct summand of the module M O L,P (f ⊗ f ) * (1 + ψ); and the top graded piece Gr
. So the cited proposition shows that the image of c m under projection to Gr 0 T is zero, as required.
We now study the image of this class in Iwasawa cohomology of Gr
be the Perrin-Riou big logarithm (or big dual exponential) map.
Remark 4.2.3. The usual definition of the Perrin-Riou logarithm for Gr 1 V would give a map taking values in distributions of order k, since k is the Hodge-Tate weight of Gr 1 V . This is undesirable, so here we are actually using the Perrin-Riou regulator for the unramified representation Gr 1 V (−k) twisted by k, which coincides with the regulator for Gr 1 V divided by a product of k logarithm factors. Cf. the discussion in [KLZ16, Remark 8.2.9].
One also needs to make a small modification if εψ(p) = 1. In this case the logarithm does not take values in Λ but rather in J −1 Λ, where J is the ideal that is the kernel of evaluation at s = k − 1. If εψ is trivial (or merely even) then this is not an issue, as
If εψ is odd, but contains p in its kernel, then the map does genuinely have a pole at s = k − 1; but in any case the element c BF f ψ will still land in Λ(Γ) ν ⊗ D cris (Gr 1 V ), by Theorem 8.2.3 of [KLZ16] , and besides this specialisation does not correspond to a critical value of the symmetric square L-function, so we can legitimately ignore it.
be the algebraic differential form attached to f , and
, and let
we can identify ξ f,ψ with a linear functional on D cris (V ). It is easy to see that this functional gives an isomorphism
Theorem 4.2.5. We have
In particular, the image of c BF
(Here s denotes a point of Spec Λ(Γ) ν , i.e. a continuous character of Γ with (−1) s = ν; c s is the value of the character s at c ∈ Z × p , and similarly for (−1) s .)
Proof. The second equality is Dasgupta's factorisation formula, so it suffices to prove the first equality. If ψ = 1, then this is a direct consequence of the explicit reciprocity law for Beilinson-Flach elements (Theorem B of [KLZ16] ), applied with f = g. To include the case of general ψ, we shall reduce it to the explicit reciprocity law for f and f ⊗ ψ, using exactly the same method as was used for the complex L-function in [LLZ14, §4.3]. Consider the "twisting operator"
13
This gives a correspondence from
, and pushforward via this correspondence sends c BF 1,N 2 ψ N f to c BF ψ,N f . Dually, pullback via this correspondence sends η f ⊗ ω f to
(Note that f ψ is an eigenform, although it may not be new at the primes dividing N ψ .) It is clear that f, ψ, s) , and the result follows.
Remark 4.2.6. The construction of the Beilinson-Flach elements c BF f ψ , and the proof of the reciprocity law, rely on analytic continuation from characters of the form s + χ with 1 ≤ s ≤ k − 1 (satisfying, of course, the parity condition (−1) s χ(−1) = ψ(−1)). In this range, the Dirichlet L-value L(ψε, s − k + 1) is critical, while the symmetric square L-value L(Sym 2 f ⊗ ψ, s) vanishes to degree 1; so the existence of nontrivial motivic cohomology classes for the symmetric square is to be expected from Beilinson's formula.
On the other hand, we shall now specialise this formula at characters of the form s + χ with k ≤ s ≤ 2k − 1 (but still satisfying the same parity condition). In this case everything is swapped: the symmetric square L-value is now a critical value, and it is the Dirichlet L-value that is non-critical.
Removing junk factors.
The following proposition will help us to remove some of the factors in Theorem 4.2.5.
Proposition 4.3.1. Let j ∈ {k, . . . , 2k − 2}, and let χ be a finite order character of Γ such that (−1)
(1) If (εψ) 2 = 1, or if j = k, or if χ 2 = 1, then we may find some integer c > 1 coprime to
then this holds as long as χ = 1.
simple pole at s = k, and for any integer c > 1 coprime to p, the product
is holomorphic and non-zero at s = k. (4) Suppose εψ = 1 and either j = k or χ = 1. If either p is a regular prime, or j + χ = k mod p − 1 (i.e. the characters j + χ and k lie in the same component of weight space), then ζ p,N f (s − k + 1) is non-vanishing at s = j + χ.
Proof. Part (1) is trivial. The remaining parts are simply standard facts about the p-adic zeta function. We note first that the finite product of local factors
cannot vanish at s = j + χ unless j ≤ k − 1, so it suffices to treat the primitive p-adic zeta functions. For (2), our hypotheses force the character τ = χ −1 εψ to be a non-trivial even character. Hence Leopoldt's formula expresses L p (εψ, 1 + χ) as a non-zero multiple of
where m is the conductor of τ . Since Leopoldt's conjecture is known to hold for abelian extensions of Q, this is non-zero.
For parts (3) and (4), we note that ζ p (s) is well known to have a simple zero at s = 1. Hence the function c ζ p (s) = (c 2 − c 2s )ζ p (s) is holomorphic and nonzero at s = 1, which is (3). For (4), we note that c ζ p (s) is bounded in norm by 1 on the component of weight space containing s = 1; and since c ζ p (1) = 2(1 − 1/p) log p (c), if we choose c to be a topological generator of Z × p , then the bound is attained. It then follows that c ζ p (s) is invertible on this component and hence non-vanishing there. Finally, if p is a regular prime, then the p-adic zeta function takes unit values on all other components of weight space, and hence it cannot vanish anywhere. Definition 4.3.2. In the setting of the previous proposition, we shall say that the character j+χ is unfortunate if there is no integer c > 1 coprime to 6pN f N ψ such that c
Remark 4.3.3. An annoying, but ultimately minor, issue is what happens when j = k and εψ and χ are both quadratic, but not both trivial. In this case, we cannot get rid of the c factor, but nor can we use it profitably to cancel out a pole in the zeta function (because there is no such pole), so k + χ is unfortunate. (A conceptual interpretation of this phenomenon is that if we allowed f to be of CM type, then the symmetric square of f would be reducible, and an appropriate twist of L(Sym 2 f, s) would then genuinely have a pole at s = k which could be cancelled by the c factor.)
A much more serious problem is that we do not know if L p (χ, n) = 0 for all integers n ≥ 2, other than the easy case where χ = 1 and p is regular. This is one of the many equivalent forms of Schneider's conjecture [Sch79] .
Corollary 4.3.4. Let j be an integer with k ≤ j ≤ 2k − 2, and χ a finite-order character of Γ with (−1) j χ(−1) = ψ(−1). Assume that f is minimal among its twists, and that j + χ is not unfortunate. If we are in the exceptional-zero case (i.e. εψ(p) = 1, j = k, and χ = 1), assume also that L p (Sym 2 f, ψ, s) vanishes to order exactly 1 at s = k.
Then the image of c BF
Theorem 4.4.1 (Hida) .
If εψ is the trivial character, then for any integer point k ≥ 2 ∈ W f , the meromorphic function x →L p (f , f , ψ)(k, x) on W f has a simple pole at x = k. If εψ is non-trivial, then this function is holomorphic at x = k.
We refer toL p (f , f , ψ) as the "improved" p-adic Rankin-Selberg L-function. We claim that this Lfunction is the image of a Beilinson-Flach class under a corresponding "improved" Perrin-Riou logarithm.
Theorem 4.4.2 (Venerucci) . If M is a p-torsion-free, pro-p abelian group with a continuous, unramified action of G Qp , then there is an isomorphism exp * Qp,M :
where exp * 
Let R ′ be the set of square-free products of primes in P ′ , and for m ∈ R ′ , let Q(m) be the unique abelian p-extension of Q contained in Q(µ m ).
(Note that P ′ is not empty: if τ is the element of G Q from the previous section, and Y is a finite extension of Q that acts trivially on T /pT , T ′ /pT ′ and µ p , then any prime ℓ whose Frobenius in Gal(Y /Q) is conjugate to τ will lie in P.) Theorem 5.3.3. There exists a collection of classes c
′ and ℓ is a prime with ℓm ∈ R ′ , then 
We now take
It is clear that these classes have property (iii). Property (i) is obvious, since c We are now in a position to apply the theory of [KLZ16, §12] . We fix a character η of Γ tors , and let
, where Λ(Γ 1 ) is the Iwasawa algebra of the cyclotomic Z p -extension and "can" denotes the canonical character
× . We equip T with the Greenberg Selmer structure F Gr,1 , for which the local condition at p is given by the cohomology of F 1 T, as in the previous sections. It is important to note that, although the hypotheses (H.0)-(H.4) of [MR04, §3.5] are satisfied for the module T, the hypothesis (H.5) is not, since we need to exclude from P ′ all primes for which Frob ℓ −1 does not act invertibly on T ′ . However, we will be choosing our auxilliary primes to have Frobenii close to τ , and τ was selected so that τ − 1 acts bijectively on T ′ , so this is not a problem; the necessary modification of Mazur and Rubin's arguments is sketched in Appendix A. A.1. Setup. In this section we will use the following notations:
• p is a prime, • R is a complete Noetherian local ring, with finite residue field k of characteristic p, • m is the maximal ideal of R. We are interested in Kolyvagin systems for modules of the form T 1 ⊕ T 2 , where T i are R[G Q ]-modules, both free of finite rank over R. We let Σ be a finite set of places of Q containing p, ∞, and all the primes at which either T 1 or T 2 is ramified; and we choose a Selmer structure 3 F for T 1 with Σ(F ) = Σ. For t ≥ 1, we define the following set of primes (cf. • (H.0
♯ ) The T i are free R-modules.
• (H.1 ♯ ) T 1 /mT 1 is an absolutely irreducible k-representation.
• (H.2
♯ ) There is a τ ∈ G Q such that τ = 1 on µ p ∞ , T 1 /(τ − 1)T 1 is free of rank 1 over R, and τ − 1 is bijective on T 2 .
• (H. Proof. We may assume without loss of generality that m k = 0. We simply imitate the arguments of op.cit. for T = T 1 , but with the field F replaced by the slightly larger field
If τ ∈ G Q is as in (H.2 ♯ ), then any prime ℓ whose Frobenius in Gal(F ♯ /Q) is conjugate to τ acts invertibly on T 2 , so the set of primes S constructed in op.cit. is automatically contained in P ♯ k .
Remark A.3.2. In fact a slight refinement of this statement is true: if R =R/I for some larger ringR, and T i =T i ⊗ R, then we may arrange that S is contained in the setP ♯ k defined with theT i in place of the T i . Note thatP ♯ k will in general be smaller than P ♯ k , even in the case T 2 = {0}. This minor detail appears to have been overlooked in [MR04] , and this slight strengthening of Proposition 3.6.1 is actually needed for some of the proofs in op.cit., in particular for those dealing with the module KS(T ) of generalised Kolyvagin systems.
3 In the sense of [MR04] , i.e. a simple Selmer structure in the sense of [KLZ16] . 
