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Abstract
Thermoelectric materials are materials which are capable of converting heat directly
into electricity. They have long been used in specialized fields where high reliability
is needed, such as space power generation. Recently, certain nanostructured materi-
als have been fabricated with high thermoelectric properties than those of commer-
cial bulk materials, leading to a renewed interest in thermoelectrics. One of these
types of nanostructured materials is nanocomposites, which are materials with either
nanosized grains or particles on the nanometer scale embedded in a host material.
Nanocomposites present many challenges in modeling due to their random nature
and unknown grain boundary scattering mechanisms. In this thesis we introduce new
models for phonon and electron transport in nanocomposites. For phonon modeling
we develop an analytical formula for the phonon thermal conductivity using the effec-
tive medium approximation, while for electron modeling and more detailed phonon
modeling we use the Boltzmann equation to calculate the thermoelectric properties.
To model nanocomposites we incorporate a grain boundary scattering relaxation time.
The models allow us to better understand the transport processes in nanocomposites
and help identify strategies for material selection and fabrication.
Thesis Supervisor: Gang Chen
Title: Warren and Townley Rohsenow Professor of Mechanical Engineering
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Chapter 1
Introduction
Energy has become one of the most critical current issues. The need for sources of
energy other than fossil fuels, as well as the most efficient use of our current fossil fuel
supply, has sparked significant research into alternative energy sources and different
types of energy conversion technologies. One of the types of energy conversion tech-
nologies that has received new attention is thermoelectric energy conversion, where
heat is converted directly into electricity using a class of materials known as ther-
moelectric materials. 1' 2 Because of their high reliability and simplicity they are used
extensively in fields such as space power generation. A much wider application of
these materials is possible, however: since thermoelectrics only require a tempera-
ture difference to operate, these materials can easily extract energy from waste heat
streams or other low-grade sources of energy. One example application currently un-
der study is using thermoelectrics to extract electricity from the hot exhaust stream
of cars.3 Thermoelectrics can also be used as refrigerators, and are already used for
cooling laser systems, as seat coolers in high-end cars, and in some small household
refrigerators.
Clearly, there is a large potential market for thermoelectrics. However, today ther-
moelectric materials are not in common use. This is because despite their reliability
and simplicity they have a very low efficiency, about one third of the efficiency of a
corresponding mechanical cycle. Thus it is not cost effective to use thermoelectric
materials for general applications. Recently, though, significantly higher performance
has been attained in specialized materials known as nanostructured materials. These
materials use nanotechnology to modify material properties in ways that are not pos-
sible in bulk materials. 4- One of the most promising types of these structures is
nanocomposites, which are materials containing a particle phase of nanometer size
embedded in a host phase. The presence of the particle phase introduces many grain
boundaries which are designed to selectively scatter heat carriers, called phonons,
while leaving charge carriers, such as electrons and holes, largely unaffected.8- 1  While
these interfaces give nanocomposites a higher efficiency than the corresponding bulk
material, they also make carrier transport much more difficult to analyze. We would
like to understand carrier transport in these materials so that we can design more
efficient thermoelectric materials. In this thesis we introduce several models of car-
rier transport in nanocomposites. An analytical model is first introduced for phonon
transport, and then more sophisticated modeling using the Boltzmann equation is
discussed. First, however, we introduce some of the background theory for thermo-
electrics and nanostructured materials.
1.1 Thermoelectric Energy Conversion
1.1.1 Background
Thermoelectric materials are capable of converting heat directly into electricity. They
are based on the Seebeck effect, discovered by Thomas Johann Seebeck in 1821.
Seebeck discovered that when a temperature gradient is imposed on a material, a
voltage difference is also generated in the material which can drive a current around
a circuit. Today we have a rigorous explanation for this phenomenon: at the hot end
of the material there are more thermally excited charge carriers (electrons or holes)
than at the cold end, creating a concentration gradient. If the material is in an open
circuit, an electrochemical potential develops to stop the diffusion of charge carriers
towards the cold side as the system moves towards equilibrium; this electrochemical
potential, which is the voltage we measure across the material, is known as the Seebeck
Figure 1.1: Example demonstration of thermoelectric power generation.
voltage. If the material is connected to a circuit the electrochemical potential can be
used to perform electrical work. 1,2
An experimental demonstration of thermoelectric power generation is shown in
Fig. 1.1. Here a commercial thermoelectric module is subjected to a temperature dif-
ference using a flame as a heat source and a large aluminimum block as the cold side
heat sink. As discussed, the imposed temperature difference creates an electrochem-
ical potential difference between the hot side and the cold side of the thermoelectric
material. Since the thermoelectric module is connected to a circuit, this potential
drives a current around the circuit, lighting up the LEDs.
Thermoelectrics can also be used as solid-state refrigerators. This mode of op-
eration exploits the Peltier effect, where heat is rejected or absorbed at the interface
of two dissimilar materials when a current is injected around a circuit, as shown in
Fig. 1.2. This is explained by introducing the Peltier coefficient, which is a material
dependent parameter that describes how much thermal energy is carried per charge
carrier. Since the heat current must be continuous across the interface of two ma-
terials, if the materials have different Peltier coefficients heat will be either rejected
or absorbed at the interface, depending on the sign of the difference between the
Peltier coefficients. If heat is absorbed, the thermoelectric materials are acting as a
Cold Side
Figure 1.2: Thermoelectric refrigeration.
refrigerator.1,2 ,12
1.1.2 Thermoelectric Materials
Materials which are able to efficiently generate power or refrigerate are known as
thermoelectric materials. We would like a way to determine whether or not a given
material will be a good thermoelectric material based on its properties. We can make
educated guesses as to which properties will be important based on intuition: since
the material has to pass electrical current in both power generation and refrigeration
mode we expect to need a material with high electrical conductivity. And since we
want to be able to maintain the temperature difference across the material, it seems
reasonable to look for materials that also have low thermal conductivity. A simple
heat transfer analysis reveals the dimensionless parameter we seek, which is denoted
ZT:
S 2 aT
ZT = (1.1)k
S is the Seebeck coefficient, which is a measure of the average electron energy in a
material, a is the electrical conductivity, k is the thermal conductivity, and T is the
absolute temperature at which the properties are measured. 1,2 For a material to be
an efficient thermoelectric material we want ZT as high as possible. This equation
shows our initial guesses were correct: we desire materials with high electrical con-
ductivity with simultaneous low thermal conductivity. We also need to have a high
Seebeck coefficient. Unfortunately, nature does not provide many materials with
these properties. Metals have very high electrical conductivity but also very high
thermal conductivity. Glasses are the opposite, having very low thermal conductiv-
ity but also very low electrical conductivity. Highly doped semiconductors are the
most effective materials, and today the primary thermoelectric materials are Bi 2Te 3
at room temperature, PbTe at moderate temperature, and SiGe at high tempera-
ture. But even optimizing these materials is difficult, because all the properties are
interdependent: modifying one property in the material usually causes the others to
change in such a way that the overall ZT is constant. For example, increasing the
electrical conductivity decreases the Seebeck coefficient while possibly increasing the
thermal conductivity. As a result of this, the maximum ZT of any thermoelectric ma-
terial remained at ZT = 1 for almost fifty years. Recently, though, nanotechnology
has offered new ways to decouple properties in ways that are not possible with bulk
materials. 4-7 This has led to significant research on nanostructured materials.
1.2 Nanocomposites
The idea of selectively modifying material properties using lower dimensional struc-
tures was introduced by Hicks and Dresselhaus in 1993. 4 They showed that by using
two-, one-, or even zero-dimensional structures one could obtain significant increases
in ZT, far beyond what was believed possible in bulk materials. In particular, using
lower dimensional structures decreases the lattice thermal conductivity by scattering
phonons and possibly enhances electronic properties by removing low energy elec-
trons. This led to an increased study of superlattices (2D structures), nanowires
(1D structures), and quantum dots (OD structures). Dresselhaus and her group later
showed experimentally that superlattices can significantly reduce the phonon ther-
mal conductivity.13 Soon after ZT = 2.4 was achieved in a thin-film device, 14 and
ZT e 2 was attained in a quantum dot superlattice.i5 Recently a modest ZT = 0.6
was reported by Majumdar1 6 in silicon nanowires; Heath also reported an increase in
Si Nanoparticle
/
Figure 1.3: Diagram of a nanocomposite.
ZT in this nanowire system.17
Although a high ZT has been achieved in these nanostructures, these materials
are not practical for commercial use because they are slow and expensive to fabricate.
Fortunately, it was realized that the primary benefit from nanostructures, a reduced
lattice thermal conductivity, could be realized in a random nanostructure., ' 19 As the
interface scattering is primarily diffuse (scatters randomly rather than at a particular
angle), the exact geometry of the grain boundary is not important: all that matters
is that the material contain a high density of interfaces that are effective in scattering
phonons but not electrons. The way to get the highest density of interfaces is to use
as small particles as possible, and so the concept of a nanocomposite, or a composite
with nanometer sized inclusions, was introduced.
A diagram of a nanocomposite is shown in Fig. 1.3. An ideal nanocomposite con-
sists of an inclusion phase on the nanometer scale embedded in a host phase, with
both materials having similar electrical properties. In this way phonons are highly
scattered by the interfaces but the electrical properties can be approximately main-
tained. These materials are significantly easier and cheaper to fabricate than super-
lattices or other nanostructures, while retaining most of the same benefits. Nanosized
grain boundaries within the same material can also have the same effect as embedded
nanoparticles. Recently, nanocomposite BiSbTe alloys have been shown to have a
peak ZT of 1.4, a 40% increase over the previous bulk ZT,20 validating the nanocom-
posite concept.
The random nature of nanocomposites also makes them challenging to understand
and optimize, however. The size, shape, and composition of the inclusions in a real
nanocomposite is difficult to determine, and the details of the grain boundary scatter-
ing are not well understood. Nevertheless, with some simplifying approximations we
are able to make progress in understanding the carrier transport in nanocomposites.
The thesis is organized as follows. First, in Chap. 2, a simple analytical expres-
sion for the phonon thermal conductivity is developed using the effective medium
approximation. This modified formulation gives insight into the role of interfaces as a
phonon scattering mechanism. The next chapter introduces the Boltzmann equation
and describes how this formalism can be used to model both electrons and phonons in
thermoelectric materials. Chapter 4 describes the results of a code which solves the
Boltzmann equation, including an analysis of both bulk and nanocomposite materials.
Finally, Chap. 5 summarizes and concludes the thesis.

Chapter 2
Phonon Modeling
Phonons are quantized lattice vibrations which transport heat through a material. In
many materials phonons are the dominant heat carriers, though electrons and holes
can also transport heat, especially at high temperatures. Efficient thermoelectric ma-
terials are poor conductors of heat, and nanocomposites are specifically designed to
have lower thermal conductivity. Since electrons and holes are the charge carriers
in the material, we cannot easily reduce the electronic thermal conductivity while
maintaining electrical conductivity, but we can attempt to reduce the thermal con-
ductivity due to phonons as much as possible. The phonon thermal conductivity
(in this section simply referred to as the thermal conductivity) is related to phonon
transport by the following formula:
k C(w)v(w)A(w)dw CvA (2.1)
where the approximation assumes frequency independent properties. As described in
Sec. 1.2, nanocomposites reduce phonon thermal conductivity by introducing nanopar-
ticles to scatter phonons, lowering the effective collision distance, or mean free path.
By Eq. 2.1, the thermal conductivity will be reduced proportionately. However, the
presence of the inclusion phase in nanocomposites also makes their analysis more
difficult in several ways:
* The size and shape of actual nanoparticles is not known.
* The details of the grain boundary scattering are unknown.
* The exact composition of the inclusion and host phases is unknown; alloying
could take place.
In order to make the problem tractable we make several simplifying assumptions.
First, we assume a uniform size and shape distribution throughout the material.
Second, we assume grain boundary scattering is diffuse, meaning carriers are scattered
in random directions after hitting the grain boundary. This is a reasonable assumption
because grain boundaries are disordered regions without a preferred direction. This
assumption is equivalent to assuming the phonons have short wavelengths compared
to the grains or inclusions, which has been shown to be the case (Ref. [21] shows
that 80% of the phonons have wavelengths between 1-10nm). Finally, we neglect
any alloying effects. Under these assumptions, we now explore ways to estimate the
thermal conductivity of nanocomposites.
2.1 Effective Medium Approximation
2.1.1 Classical Theory
The effective properties of composite materials have been extensively studied. The
early research on thermal properties of composite materials was the classical work of
Rayleigh22 and Maxwell,23 who derived expressions for the thermal conductivity of
dilute concentrations of spherical particles embedded in a host. Hasselman and John-
son24 later proposed a theoretical model to account for thermal boundary resistance
(TBR); Benveniste 25 also independently derived the same result using a different
model. Most recently, Nan introduced a general equation for the thermal conduc-
tivity of a two-phase composite which is applicable in a wide variety of geometries
and includes TBR.26 These approaches to finding an effective thermal conductivity
of a composite are known as the effective medium approximation (EMA). The EMA
allows the effective thermal conductivity of a composite material to be written as
a function of several parameters, including the host and inclusion thermal conduc-
tivities, the volume fraction of inclusions, and the TBR between the phases. Nan's
formula is valid for any type of ellipsoidal inclusion so long as the scattering from
each nanoparticle can be considered independent of the others. An example formula
for spheres embedded in a host material is:
keff _ k(1 + 2a) + 2kh + 2¢(kp(1 - a) - kh (2.2)
kh kp(1 + 2a) + 2kh - (kp(1 - a) - kh
where keff is the effective composite thermal conductivity, kh is the host mate-
rial thermal conductivity, kp is the particle thermal conductivity, ¢ is the volume
fraction of nanoparticle inclusions, and a is a dimensionless parameter defined as
a = rTBR/(d/ 2 ). Here d is the diameter of the nanoparticle and rTBR = Rkh, where
R is the TBR between the host and inclusion phases. Recalling that k = 1CvA, we
can define a nanocomposite as a material where d/A < 1.
2.1.2 Limitations for Nanocomposites
The EMA accurately predicts the thermal conductivity of macro-composites, but in
nanocomposites, where the inclusion size is smaller than the phonon mean free path
(MFP), the results from the EMA do not agree with those from more rigorous solu-
tions.'11,27 This is because the host and particle thermal conductivities in nanocom-
posites are not equal to their bulk values due to increased interface scattering. It is
possible to calculate the thermal conductivity with more sophisticated methods: in
several papers Yang and co-workers calculated the effective thermal conductivity of a
nanocomposite using the phonon Boltzmann equation. ,"' Monte Carlo (MC) tech-
niques have also been used to calculate the thermal conductivity, giving good results
but requiring significant computational time.27 Prasher has had considerable success
obtaining analytical solutions to the Boltzmann equation for simple geometries.28 ,29
All these techniques are accurate under the assumptions made before, but they are
difficult to implement and time-consuming to run. A simple formula, similar to the
existing formula for macrocomposites, would be thus very useful.
2.2 Modified Effective Medium Approximation
2.2.1 Derivation
In determining a way to modify the EMA, it is clear we somehow need to account
for the extra interface scattering that occurs in nanocomposites. It is reasonable to
expect that the thermal conductivity is not too dependent on the exact geometry
of the nanoparticles but rather just the total number of interfaces present. For this
reason we introduce a parameter called the interface density, which is defined as the
surface area of interfaces per unit volume. As an example, for spheres the interface
density is:
47r(d/2)2
a3  (2.3)
a3
where 4 is the interface density, d is the nanoparticle diameter, and a3 is the volume
of the unit cell enclosing the nanoparticle.
In fact our guess turns out to be true: Jeng et a127 showed, using Monte Carlo
simulations, that the interface density is the primary parameter in determining the
thermal conductivity in nanocomposites. The reduction in thermal conductivity is
essentially independent of the size or geometry of the nanoparticles.
This is a significant result which can be used to our advantage. Since (4 has units
of inverse length, we postulate that a characteristic length scale that accounts for the
nanoparticle density should be I-1. To incorporate this length scale into the EMA
formulation, we would like to find a MFP associated with this length scale. Then,
using Matthiessen's rule, we can combine the MFPs into an effective MFP:
A-' = Ab1 + Ac' (2.4)
where Ab is the bulk MFP and A, is the collision MFP, or the MFP from the interface
density.
To find this collision MFP, we first express I) in terms of other known parameters.
47r(d/2)2 60S4(d/2)2 _ 6(2.5)
a3  d
26
where 4 is the volume fraction of nanoparticles:
4 7(d/2) (2.6)
a3  a3
a is the unit cell effective length that encloses one nanoparticle; the nanoparticle
density n = 1/a3 . The effective area for a collision for a phonon and a spherical
nanoparticle is ird2/4; thus if a phonon travels a distance L it will encounter N =
nLird2/4 inclusions. The MFP is the distance traveled divided by the number of
collisions:
L 4a3  2d
Acoll - rd2 L -d 2  2 (2.7)
We can relate the collision MFP and (D:
4Acou =4 (2.8)
Now that we have the collision MFP we can determine the effective MFP of the host
phase:
1 1 1 1 I1 + 1- + - (2.9)
Aeff,h Ab Acoll b 4
We next consider the inclusion phase. With diffuse scattering the MFP of the
particle phase should only be a function of the bulk MFP and the characteristic
length of the particle phase, which we set to d, the nanoparticle diameter. Again
using Matthiessen's rule, we get an effective MFP:
1 1 11 = -1+ 1 (2.10)Aeff,p Ab d
We can use this MFP to get the effective thermal conductivity of the particle phase.
The remaining parameter to be determined is the TBR R. Assuming diffuse
scattering we can use the result from Chen'8
R , 4 (C + C21 2 ) (2.11)
27
Table 2.1: Material properties used in the modified effective medium approximation.
Material Bulk Thermal Heat Capacity Phonon Group Bulk MFP (nm)
Conductivity (W/mK) (x 106 J/m3 K) Velocity (m/s)
Si 150 .93 1804 268
Ge 51.7 .87 1042 171
where vl and v2 are the phonon group velocities, and we have assumed the volumetric
specific heats C1 and C2 are independent of temperature.
We now have an expression for the effective thermal conductivity of a nanocom-
posite as a function of the interface density 1D:
keff( d) = 1 1 kp(1 + 2a) + 2kh + 2Id/6(k(1 - a) - kh (2.12)
3h + 4 kp(l + 2+a)+ 2kh - Jd/6(kp(1 - a) - kh
This equation can be decomposed into two terms. The first term, the host phase
thermal conductivity, scales the entire solution as it decreases with increasing interface
density. Since D = 60/d, for large particle diameters the interface density term is
negligible, but for d/A < 1 this term causes the host phase thermal conductivity
to drop as 1/D. The second term, from the unmodified EMA, accounts for the
shape of the particles and includes the traditional TBR parameter a. Thus in the
modified EMA formulation the total TBR is dependent on both oa and Q. a is a
macroscale term which accounts for the TBR in macrocomposites, while QD accounts
for increased interface scattering due to size effects. Note that a depends on QD and
d as a = kh(D)/(d/2).
2.2.2 Results
We can test our modification by applying the formula to a SiGe nanocomposite with
Si nanoparticles embedded in a Ge host. This material system was chosen because it
has been analyzed previously with MC simulations and the Boltzmann equation. 9,27
The parameters used in the calculation are shown in Tab. 2.1.
Figure 2.1 compares the modified EMA formulation with the unmodified EMA
for particle diameter d = 10nm, 50nm and 200nm; data from MC simulations27 are
0EE
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Interface Density cb (1/nm)
Figure 2.1: Unmodified and modified effective medium approximation with spherical
inclusions.
also included. The unmodified EMA is in extremely poor agreement with the MC
simulation results for d=10nm and 50nm, which is expected since d/A <K 1 and the
unmodified EMA neglects the increased interface scattering due to size effects. As
the particle size gets larger, the unmodified EMA matches the Monte Carlo points
more closely; the 200nm results are in fairly good agreement. For 10nm and 50nm
inclusions, the modified EMA successfully predicts the 1/4 dependence of the thermal
conductivity.
This figure also illustrates that for thermoelectrics applications is essential to use
particles with as small a diameter as possible, allowing for the highest possible in-
terface density per volume fraction included. Even with 50nm particle one would
need a very high volume fraction to reduce the thermal conductivity below the alloy
limit, and at this high volume fraction the electrical properties would probably suf-
fer. Using 10nm particles reduces the thermal conductivity to below the alloy limit
even for moderate volume fraction, an impressive feat considering the alloy limit was
previously thought to be the minimum thermal conductivity achievable.
We can derive a similar expression for the effective thermal conductivity for cylin-
drical inclusions and compare the results to numerical solutions of the Boltzmann
40
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Figure 2.2: Unmodified and modified effective medium approximation with cylindrical
inclusions.
equation." Here the heat flux is perpendicular to the side walls of the cylinders. If
we define the interface density as #4 = Lird/a2L, use Nan's EMA result for cylindrical
inclusions, and follow a similar calculation as before, we find that A,,ol = 1/4'. Figure
2.2 shows that the modified EMA theory is again in good agreement with numerical
solutions to the Boltzmann equation, showing features similar to those in Fig. 2.1
discussed earlier.
These results help us understand the major difference between the thermal prop-
erties of macrocomposites and nanocomposites. In macrocomposites the effective
thermal conductivity is primarily determined by the host and inclusion thermal con-
ductivity and the macroscale TBR a; the additional scattering from the interface
density term is negligible since the particles are large. In nanocomposites, however,
the effective thermal conductivity is inversely proportional to the interface density,
and the dependence becomes stronger as the nanoparticle size decreases. This shows
that the key to achieving a thermal conductivity below the alloy limit is to purposely
create a high density of scattering sites for phonons by using as small inclusions as
possible. The success of the treatment here and in Ref. [27] shows that appropriate
quantitive measure of the number of interfaces is the interface density ý4. This is
fortunate from a fabrication point of view, because it means that we do not have to
be too careful to achieve any particular geometry when we fabricate the material;
any random geometry with a high interface density will suffice. This fact is why
nanocomposites are so much more cost-effective to fabricate than are other nanos-
tructures which require precise geometries, such as superlattices.
It is also worthwhile to note that frequency-dependent properties, such as a
frequency-dependent MFP, can easily be incorporated into the formulation such as
Eq. 2.12. We need only insert the frequency-dependent bulk MFP of each phase into
Eqs. 2.9 and 2.10 and use the integral expression in Eq. 2.1. Incorporating frequency
dependence should be beneficial; the phonon MFP distribution function, for example,
is not uniform, with certain phonon frequencies contributing significantly more to the
thermal conductivity than other frequencies.2 1
2.3 Summary
This completes the analysis of phonon thermal conductivity using the modified EMA
formulation. By treating the inverse interface density as a characteristic length scale
and using it to create an effective MFP, we were able to obtain a formula which
successfully predicts the interface density dependence of the thermal conductivity.
This simple formula, Eq. 2.12, can now be used to estimate the thermal conductivity of
other nanocomposite systems. While the expression just gives an estimate, Figs. 2.1
and 2.2 show it is reasonably accurate and far easier to evaluate than creating a Monte
Carlo code and calculating the phonon thermal conductivity from first principles.

Chapter 3
Modeling Carrier Transport
While in the previous chapter we were able to find a simple analytical formula for the
phonon thermal conductivity of nanocomposites, the situation is unfortunately more
complicated for electrons. Electron transport in a semiconductor or nanocomposite is
not conducive to simple estimation as before, and so we must turn to a more sophisti-
cated framework. We would also like to determine more quantative information about
phonon transport. For general particle transport in semiconductors the appropriate
formalism to use is the Boltzmann transport equation (BTE).
3.1 Boltzmann Transport Equation
3.1.1 Introduction
The BTE is an equation for the statistical distribution function of a single parti-
cle in a system. This equation is actually a simplification of the Louiville equation,
which describes the state of every particle in a system with an N-particle distribution
function. However, macroscopic systems have on the order 1023 (one mole) particles,
meaning the N-particle distribution function has on the order of 1023 variables, mak-
ing the Louiville equation impossible to solve in practice. By taking an average over
the particles in the system one can eventually arrive at the BTE. 12 The distribution
function f, which is the solution of the BTE, is defined such that f(r, k, t)drdk gives
the probability of the particle being in the region of phase space drdk at time t. Once
f is determined, all other properties of the system can be calculated, which is why
the BTE is considered a fundamental description of a physical system.
Note that this treatment of electron and phonon transport assumes particle trans-
port and neglects wave effects. Strictly speaking, the Boltzmann equation is only valid
when electron or phonon wavelengths are much smaller than the mean free path, which
may not be true for electrons. However, incorporating wave effects is difficult, and
so the Boltzmann equation is almost always employed despite the assumptions of its
use not being strictly satisfied.
The equation can be easily derived from a conservation of phase space argument.
Let f(r, k, t) be the distribution function for a system. Since the states of a system
in phase space must be conserved, the total rate of change of f in any element must
be equal to the rate of scattering plus any source terms. More precisely,
df(r,k,t) &f af dr &f dk Of
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We recognize the left side of the equation as the convective derivative of f, while the
right side is the sum of the scattering term and a source term. The scattering term,
()ca, is given by:
(f = E S(k',k)f(k') (1 - f(k)) - E S(k,k')f(k)(1 - f(k')) (3.2)(t )c k' k'
S(k', k) is the rate of scattering from k' into k; S(k, k') is the scattering rate out of
k into k'. In the first sum, the distribution function f(k') ensures that the state k'
is occupied so that a particle can scatter from it, while the factor 1 - f(k) ensures
the state k is empty; a similar factor is present in the second sum. These factors
together enforce the Pauli exclusion principle. The source term s(r, k, t) can be non-
zero for applications involving photon emission or phonon excitation, but is zero for
the applications involving electrons and phonons considered here. The scattering
term is where much of the complexity of the BTE lies and will analyzed in more
detail later. We can simplify Eq. 3.1 using v = dr/dt, dk/dt = F/h, and assuming
one dimensional transport:
Of Of Fx Of _ Of (33)
ot+ vO h (3.3)o
This is the most common form of the BTE. Before we can apply it to thermoelectric
materials, however, we need to take a closer look at the scattering term.
3.1.2 Scattering Term and RTA
Since the BTE represents a conservation of states in phase space, we can think of the
scattering term representing the net rate of states being scattered into a state at a
particular k. The scattering term was given by Eq. 3.2:
( )= E S(k', k)f(k') (1 - f(k)) - E S(k, k')f(k) (1 - f(k')) (3.4)
a C k' k'
This form of the scattering term neglects carrier-carrier interactions. The scatter-
ing term can be evaluated in its current form, and for some situations with highly
degenerate electron concentrations and inelastic scattering mechanisms it should be.
For thermoelectric materials, we can make some approximations that will aid in our
solution.
We first start generally. Assuming steady state (Of/Ot = 0) and spherical sym-
metry (independence of azimuthal angle ¢), we can expand the distribution function
and scattering term in a Legendre expansion since the Legendre polynomials form a
complete set. Defining k = Iki and p = kx/k = cos , we get
f = E nr(x, k)Pi(/i) (3.5)
S = St(x, k)P,(p) (3.6)
Letting F be along the x direction, we see that g is the cosine of the angle between
k and F. If we substitute these expansions into Eq. 3.3 and use the properties of
Legendre polynomials, we will eventually find:30
F Onl
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The coefficients on each P, must match, giving an equation for each of the coefficients
nl. We now make the low field approximation, which states that any external force
is small enough that the system is not too far from equilibrium. Thus we retain only
first order terms, meaning the approximation for f is:
f(k) fo(k) + pg(k) (3.8)
Then the first equations given by the conditions on the Legendre polynomials from
Eq. 3.7 are:
Po:
F OfoP1  : kA 8
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To obtain expression for So and S1, we need to substitute expansion 3.8 into the
scattering term. To simplify the notation let S' = S(k', k), S = S(k, k'), f' = f(k'),
and f = f(k). 1p and p' are the angles between F and k and k', respectively. Then
we find:
S1 = E :Pg'(S'(1 - fo) + Sfo) - Pg E(S'fo + S(1 - fo))
(3.11)
(3.12)
Setting F = 0 (and hence g = 0), the first equation states that So = 0, the principle
of detailed balance. Inserting the Fermi-Dirac distribution function fo = (exp((E -
Ef)/kBT) + 1)- 1 gives
S' = Se(E ' - E )/ k sT
1 (3.7)
2F
2Fg = So (3.9)
(3.10)
So = ES'fo(1 - fo)- Sfo(1 - fo)
(3.13)
Thus only when the scattering is elastic does S' = S. Inserting Si into the term from
P1 gives:
F Ofo afo
h v = + v a (Pkk'g'(S'(1 - fo) + Sfo)) - g (S'fo + S(1 - fo)) (3.14)
Here we used the fact that p'/p inside the sum is equivalent to PLkk' - cos 0, where 0
is the angle between k and k'.31,32
This is an integral equation for the distribution function g(k). For the general
degenerate case this is the equation we should solve. However, if we also know that
the scattering mechanisms are elastic, it is known that the scattering processes only
depend on g(k), not g(k'). This follows because from Fermi's Golden Rule, S(k, k') oc
6(E' - E), and if E = E', then k = k', and thus the second sum is non-zero only for
k = k'. This is discussed further in Sec. 3.3. Thus the sums above are only dependent
on g(k). Furthermore, from the So term we know that S' = S by the principle of
detailed balance. This results in a simple equation for g(k):
Fx ifo afo g(k)
+v = - (3.15)h 9k -vx 7
1
- = ES(k,k')(1- cos ) (3.16)T k'
where 1/7 is the net scattering rate, or the relaxation time. This is known as the
Relaxation Time Approximation (RTA). For the RTA to be valid we need low fields
and elastic scattering.
The low field approximation is usually satisifed, but elastic scattering is a stricter
requirement which requires that Eu <r kBT, or that any energy transfer in a collision
is much less than the thermal energy. This is valid for many scattering mechanisms,
with the exception of interactions with optical phonons, which have a scattering
energy hw ~ kBT at room temperature. However, there are approximations that
allow us to define a relaxation in the limits that kBT < hw and kBT > hw, and
since we are mostly concerned with higher temperature regimes where optical phonon
scattering is approximately elastic, we use the RTA for our modeling.
Having determined an expression for the scattering term, we are now able to apply
this equation to thermoelectric materials.
3.1.3 Calculating Macroscopic Properties
The solution to Eq. 3.15 is the antisymmetric distribution function g(k) of a particle in
a system. However, most often we are interested in calculating macroscopic quantities
such as electrical or thermal conductivity, and so we now need to determine how to
relate g(k) to quantities of interest. g(k) is dependent on the equilibrium distribution
function fo, which we know to be the Fermi-Dirac function:
1 1fo = e(EEf)/kBT + 1 e + (3.17)
where 0 = (E - Ef)/kBT. For an electron in a semiconductor, E(r, k, t) is the sum
of the conduction band energy and kinetic energy:
E = Ec(r, t) + Ep(k) (3.18)
Using the definition of the fo, Eq. 3.17, we get:
of (f 8 Fx &0\g
09 I, + Fx 1 O = (3.19)80 ax h k I 7
We can now evaluate the derivatives of O in Eq. 3.19.
8E _ 1 (O(Ec - Ef) Ec + E,- Ef aT
x ksT Ox T x(3.20)
00 1 BE, 1 hp_ hzvE = - I = I hpx = hv__ (3.21)Ok kBT Ok ksT m* kBT
where we have used px = hkx. Finally, we substitute these derivatives into Eq. 3.19
to solve for g:
T a(fo _ (Ec - E1 ) Ec + E, - Ef T
g = Vx o + FO - (3.22)kT ) I a T axI
Writing the forces as the derivative of some potential, the final expression is:
T 19fo d Ec + E, - E dT]g = ) v [(-e) - E (3.23)
We identify 4 as the electrochemical potential and note that it has two contributions,
one from a force F (such as an electric field); and one from a spatial variation in
energy bands, which is the chemical potential.
Now that we have g(k), we can derive expressions for the macroscopic properties
of thermoelectrics. The current density J is given by
1 1
lJ = - E(-e) fvf = E(-e)gvx (3.24)
k k
£ is an arbitrary normalizing volume. fo disappears from the expression since it is an
even function multiplied by vx, an odd function, and summed over symmetric bounds.
Similarly, we can define a heat current Jq as:
Jqx = -Zgvx(Ec + E, - Ef) (3.25)
k
This represents the energy carried by an electron with respect to the Fermi level. If
we substitute the expression for g, Eq. 3.23, into these two definitions, we arrive at
the following equations:
J = L11d + L12 (3.26)\dx dx
J L21 + L22 ( d (3.27)
q d ) dx
L21 J+ L22 L 12L21  dT-
L11 L11 dx
where
L11  2 .2 ( )3foLl BT Tv' (3.28)Gk-TB k
L TV -(TO) (Ec + E, - Ef) (3.29)
LBT TV 2 • O ) (Ec + E, - Ef) = TL 12  (3.30)
k
L22= TkVT2  2  _ Wfo (Ec + Ep - E) 2  (3.31)
We can identify the expressions for macroscopic properties from these equations.
* Electrical Conductivity: If the temperature gradient is zero, from Eq. 3.26
we see that J = Lil(-d(/dx), and so
L = = T E TV2 fo (3.32)QkBTIT k
* Seebeck Coefficient: Similarly, the Seebeck coefficient S is defined as the
negative of the voltage difference over the temperature difference when the
electric current J = 0. The negative sign occurs because the potential gradient
and temperature gradient oppose each other in equilibrium and therefore have
the opposite sign. Holes, which have the opposite charge from electrons, will
have a plus sign here.
dJ_ d1P/dx L 12  L 12S• (3.33)dT dT/dx L11  a
* Peltier Coefficient: The Peltier coefficient is defined as the coefficient of pro-
portionality between the heat current and the electrical current when dT/dx =
0. It is thus given by:
S= L2 = TS (3.34)
L11
and represents the heat carried per charge carrier. From here we see the origin of
the Peltier effect for thermoelectric refrigeration: since the heat current Jq = HJ
and the electrical current J must be equal across any interface, if the Peltier
coefficients are unequal there must be a heat transfer at the interface to satisfy
the energy balance. If heat is absorbed the junction is acting as a refrigerator.
* Electronic Thermal Conductivity: The electronic thermal conductivity is
defined for J = 0 so that J, = ke(-dT/dx). From the second form of Eq. 3.27,
where the electrochemical potential gradient has been eliminated, we get:
L12L21ke = L 22  L1 L (3.35)L11
3.1.4 Application to Thermoelectric Materials
The formulas developed in the previous section do give macroscopic properties of
interest in terms of fo, but they are still not useful because it is not clear how to
evaluate the expressions to obtain numerical results; the sum over k in each of the
expressions is difficult to perform, and we do not have expressions for v or T. In this
section we develop useful formulas that are used to calculate thermoelectric properties.
We will perform the calculation for L11; the other expressions convert similarly.
First, since sums are generally more difficult to calculate than integrals, we convert
Eqs. 3.28-3.31 into integrals. We do this using the prescription
E2 fdk (3.36)
k (21r/L)3
The factor (2ir/L)3 , where L3 = R, is the volume of one state in k-space and normal-
izes the integral, while the top factor of 2 accounts for electron spin. If we also write
the integral in spherical coordinates, we get
L11 = e 2T ý22 w o I COS ) 2  22  rr ( o _2 T 27r sin Ok2dkd (3.37)
=kT(2') 3 ] vo )(
Integrating over 9 and converting to an integral over energy yields
e2  1 00 8 0 (E) v j Ofo dkL11 = e (E) 2  - k dE (3.38)kBT 3r72 JO ye dE
We recognize k2/7r2(dk/dE) as the density of states D(E). The final expression for
LI is:
L1- 0 T(E)V2 -fo D(E)dE (3.39)UB 3k(-T o())
The other expressions follow similarly.
Now that we have converted the sum to an integral, we need to know what the
terms in the integral are. The derivative (- ) is given by
( Ofo a 1 e (3.40)OE 0088 ee + 1 (e) + 1 ) 2
The velocity of an electron in a semiconductor is
v = hVkE(k) (3.41)
where E(k) is the energy surface of the band structure. The general formula of
the band structure energy surface for a non-parabolic, anisotropic band assuming a
diagonal effective mass tensor mn* is:
y(E) = Ec + - + + ) (3.42)2 m* mT* mZ)
where m* are the effective mass components in the i direction and y(E) is an arbitrary
function of E. For spherical, parabolic bands the energy surface is given by
h2k 2
E(k) = Ec + -2m (3.43)2m*
For now we will develop the expressions for thermoelectric properties in the spherical,
parabolic band approximation; later, in Sec. 3.2.1, we will treat the more general case.
The velocity, dE/&k, is then just v = hk/m*, or the momentum divided by the
effective mass. This can be inverted to get velocity as a function of energy:
v = (3.44)m*m
The density of states is given by the usual formula:
D(E)= 1 F2m*. 3/2E1/2 (3.45)272  h2
Equations 3.28-3.31 can now be written as:
LB e2= T(E)v 2  foe D(E)dE (3.46)L 3kT o a@
e r / fo
L12= e 00 o2  (E - Ef)D(E)dE (3.47)3kBT2 o -6
e f o
L21 - e 00 2  (E - Ef)D(E)dE = TL 12  (3.48)3ksT Jo 0
L22 e 00 T 2 (-. (E - Ef)2D(E)dE (3.49)
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Note the energy variable above is with respect to the band edge Ec; this will be im-
portant later when we consider contributions from multiple bands at different energy
levels. We need to be careful to ensure that the distribution function has the same
zero of energy as the rest of the terms.
We now have expressions for D(E), v, and (-afo/la). T(E), the relaxation time,
will be determined in Sec. 3.3. Thus the only unknown parameter is the Fermi energy,
Ef. This can be found from charge neutrality. The net number of electrons in the
conduction band (or holes in the hole band) must be equal to the number of electrons
(or holes) introduced by impurities; for an undoped material, the net charge should
be zero. The general form of the condition can be written as:
n = ND = D(E)fo(E)dE = D(E)(EE)/kT dE (3.50)
This equation can be numerically inverted to find the Fermi level. We can also
calculate the electron density from this expression once Ef is determined. Note that
this expression is highly dependent on the presence of multiple bands and will be
investigated further in Sec. 3.2.1. We now have all the expressions required except
for the relaxation time, which depends on the individual scattering mechanisms and
will be covered in Sec. 3.3. The thermoelectric properties are given by
a = L11 (3.51)
L12 L12 (352)
S (3.52)
L1 a
L12L21keiec = L22 L (3.53)L11
Now that we have the electron concentration, we can also define the mobility:
P =- (3.54)
ne
3.2 Modeling Thermoelectric Materials
The results developed in the previous section give general expressions for the macro-
scopic electronic properties of thermoelectric materials. Unfortunately, there are sev-
eral details that were not accounted for in the earlier formulation that must be treated
if we want to obtain quantitative results. For example, we earlier assumed spherical,
parabolic bands, which is not true for most materials we will be examining. We also
need to figure out a way to account for the presence of several conduction bands and
hole bands. We examine these issues in the sections below.
3.2.1 Non-parabolicity and Anisotropy
In most elementary treatments of band structure the energy surface is taken to be
spherical and parabolic, with the following dispersion relation:
h2k
2
E(k) = Ec + - (3.55)
2m*
Ec is the conduction band edge energy and m* is the effective mass of the material
defined by
m* = r,2 (3.56)
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However, this relation only applies for very small k, and if there are significant in-
teractions between the conduction and valence bands, as there are for materials with
small band gaps, the band will be non-parabolic. In addition, many materials have
ellipsoidal energy surfaces which must be taken into account.
To account for non-parabolicity and anisotropy, we can modify Eq. 3.55 by al-
lowing a more general E - k relationship and adding a longitudinal and transverse
mass: 2 2 (3.57)
-(E) = - 1 + 2 (3.57)2 +m m;
To determine y(E) we use a result from k -p theory,3 3 which states that in a two
band approximation y(E) can be written as:
y(E) = E(1 + aE) (3.58)
where the non-parabolicity factor a = 1/Eg, E, being the band gap. This relation
neglects spin-orbit coupling and assumes that m*/mo < 1, which is usually the case
for small band-gap materials.
With this new dispersion relation we have to rederive the expressions for density
of states D(E) and velocity v. We start by transforming the equations into a spherical
coordinate system using the Herring-Vogt transformation. 34 Defining
k- = a / 2 ki (3.59)
where ai = mo/mt, allows us to write Eq. 3.57 as
y(E) = (3.60)2mo
We can now derive the modified density of states:
k2 dk k2 dk' dk
D(E) - 7r2 dE 7r2 dE dk'
1 2mo 3/2 )d7 xm*mm* 1/2
= h 1/2 (E) X )
27r2 h2 )d1/2(E) m 0
1 ( 2 mDD 3/2 _/1(3 d61S 2  /2 (E) d (3.61)
where the density of states effective mass has been defined as
mD *= ( *)1/ 3  (3.62)
This formula may also account for the presence of multiple valleys by multiplying the
mass by N2/3 , where N is the number of equivalent valleys.
The velocity is slightly more complicated because the the appropriate effective
mass to use depends on the direction of the velocity vector. Following a similar pro-
cedure as the density of states calculation above, we will find that for some direction
i the velocity vi is given by:
i = /2 (3.63)
where y' = dy/dE. Now, if there are multiple valleys, some will respond to an imposed
electric field with the longitudinal mass and some with the transverse mass. Silicon,
for example, has six equivalent valleys, and so two valleys will have the longitudinal
effective mass and four will have the tranverse effective mass. Since the valleys are
at the same energy level they will be equally populated, and so the total current is
just the sum of the contributions from each valley:
J = aiE = A x + = Ax 6 (3.64)i 1m*
where A is the rest of the expression for the conductivity. From here we can define
the conductivity effective mass, which is:
1 = 1 2, (3.65)
m* 3 m m*
For holes, just considering the light and heavy hole bands, the appropriate conduc-
tivity mass is:
1 / 2 + 1/2
mi + m, (3.66)
• - 3/2 3/2
mC " + mt
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The above formulas are for parabolic bands; for the nonparabolic case the conductivity
mass can be generalized as follows:35
S 3Km, L(0,3/2,0)
c 2K + 1 L(0, 3/2, -1)
L(n,m, k) = E"(1 + aE)m (1 + 2aE)k(-dfo/OE)D(E)dE (3.68)
K = (3.69)
m;
Using these expressions in Eqs. 3.46-3.49 will yield more accurate results than using
the simple parabolic model.
3.2.2 Multiple Conduction and Hole Bands
The other important effect we need to account for is the presence of multiple con-
duction bands and hole bands. Every semiconductor has multiple valleys in which
electrons can reside. At room temperature usually only the lowest energy band is
populated, but as temperature increases electron can be thermally excited into the
higher valleys, resulting in multi-band conduction in the conduction band and cre-
ating holes in the valence band. Holes are especially important to consider as they
carry the opposite charge and hence have the opposite sign of Seebeck coefficient.
Since many thermoelectric materials operate at temperatures of 1000K and higher,
we clearly need to consider these effects.
Fortunately, it is straightforward to do this. First, we compute L 11, L 12 , L21, and
L22 for each band. Equations 3.46-3.49 stay the same, except we use different effective
masses and non-parabolicities for each band, and the energy variable is relative to
the band offset for each band. Now that we have the properties for each band, we
need to figure out how to combine them in an appropriate way. We start with the
electrical conductivity since it is the most straightforward. The total current is the
sum of the currents from each band:
J = Ji = criE = oE (3.70)
i i
47
and so we can identify the effective electrical conductivity as just the sum of the
individual electrical conductivities:
a = E ai (3.71)
For the mobility, since a = nep, we can easily see that
Ei pini1= Y(3.72)
-i ni
For the Seebeck coefficient, we recall the definition S = L12/LI1 = L 12/o. Using the
current density equation with a temperature gradient, we get
S= +  S i -- (3.73)
dx dx
where we used L 12 = Su. As before, we can identify S when J = 0, giving
S = S (3.74)
The electronic thermal conductivity is more complicated, but can be obtained in
a similar procedure. Recognizing that L 22 = keiec + S 2 aT, and remembering that
electronic thermal conductivity is defined for J = 0, we can eventually obtain:
kelec = ki + E i •• (Si - Sj) 2T (3.75)
i i5j ' i + 'j
Thus the total electronic thermal conductivity is the sum of the individual electronic
thermal conductivities and an additional term which is known as the bipolar ther-
mal conductivity. This bipolar term essentially represents the Peltier effect between
different bands, and it can transport heat even though the net electric current J
is zero. Bipolar conduction is especially strong between conduction and hole bands
since these bands have Seebeck coefficients of opposite sign. At high temperatures,
when many electrons have been excited into the conduction band, bipolar thermal
conduction can contribute strongly to the total thermal conductivity.
The last quantity we need to revisit is the electron and hole concentration with
multiple bands. The electron concentration is given by:
n= - D(E) 1 dE (3.76)
Jo e(E-(Ef-Ec)/kBT + 1
where i indexes each conduction band. The hole concentration is
nh = D(E) 1 dE (3.77)SD(E) e(E+(Ef-E,))IkBT + 1
where j indexes each hole band. For charge conservation we need any net electrons
or holes to be from an impurity. This condition gives
N + - N = nei - E nhj (3.78)
i j
N+ is the number of ionized donors and NA is the number of ionized acceptors. NA
and NA might not be equal to ND and NA if not all the carriers are ionized, but most
of time these are assumed to be equal (more information on this is given in Ref. [36],
p. 268). Note we have taken the hole charge to be negative since we frequently work
with n-type materials with excess electrons.
Equation 3.78 is an implicit equation for Ef which can be solved numerically with
a numerical scheme such as the bisection method. Once Ef is determined the electron
and hole concentrations in each band can be determined. This equation accounts for
both intrinsic and extrinsic contributions to the electron and hole concentration.
3.3 Scattering Mechanisms
Now that we have accounted for non-parabolicity and multiple conduction bands,
we are ready to examine the relaxation time T. The relaxation time can also be
interpreted as the net scattering rate 1/7 of states into state k. The primary causes
of electron scattering are electron-phonon collisions and perturbing fields from ionized
impurities, although alloy scattering, caused by non-uniformities in the distribution
of the alloy phase, also contributes to the scattering.
Obtaining the scattering rates is fairly straightforward. The first step is to identify
the perturbing potential; once the potential is known, the scattering rate S(k, k') can
be determined using Fermi's Golden Rule:
S(k, k') = H(k, k') 2 6(E(k') - E(k)) (3.79)
H(k,k') = < ýnk' U(r)P nk > (3.80)
-Pnk and Pnk' are the wave functions before and after encountering the potential U(r),
respectively, and H(k, k') is the matrix element coupling them together.
With the scattering rate known the relaxation time can be calculated from:
1
-= Z S(k, k')(1 - cos 0) (3.81)
k'
3.3.1 Phonon-Electron Scattering
While there are several modes of phonon-electron scattering, they are all due to the
same physical effect. Phonons deform the lattice as they move through the crystal,
creating deviations from the perfect periodicity of an ideal crystal; these deviations
scatter electrons. This process is illustrated in Fig. 3.1. Both acoustic and optical
phonons can scatter electrons in a number of different ways; the most dominant
scattering modes are analyzed below. Interactions involving acoustic phonons are
usually elastic, but optical phonons have a much higher energy than acoustic phonons,
and as a result scattering events with optical phonons cannot be considered elastic in
Figure 3.1: Schematic of electron-phonon scattering. Phonons compress and expand
the lattice, changing the local lattice constant and scattering electrons.
all cases. However, at high temperatures we can make a quasi-elastic approximation
to obtain a relaxation time. A more detailed derivation of each of these phonon modes
is given in many references.3 6-38
3.3.1.1 Acoustic Phonon Scattering
Acoustic phonon (AP) scattering is caused by acoustic phonons changing the local
lattice constant of the lattice, creating a deviation from periodicity of the lattice which
scatters electrons. Since only longitudinal phonons can create volume changes in the
lattice, only longitudinal phonons can scatter electrons. We expect the perturbing
potential to be proportional to the total volume change by the acoustic phonon:
Uac = DAV - u (3.82)
where DA is called the acoustic deformation potential and u is the displacement of
the phonon. If we insert this potential into Eq. 3.79, we will eventually find (after
much algebra, see Ref. [37], Sec. 2.6)
1 iD2kBT
- D(E) (3.83)7 pvh5
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which shows that common result that the scattering rate is proportional to the density
of states. This calculation assumed parabolic bands; if we include non-parabolicity
we must also include the overlap integral in the calculation. The result is given by:39
xkBTDI1 kBTDA D(E) (3.84)
•AC = pv h
T-1 _1 (1 + aE)2 + 1/3(aE)2
AC - (1 + 2aE)2
Here D(E) is the nonparabolic density of states given by Eq. 3.61. Another form of
the relaxation time from Ravich40 which is also implemented in the code is:
S Ac{- E, + 2E DA 3 (E + 2E)2 DA
where D, is the deformation potential for holes.
3.3.1.2 Non-polar Optical Phonon Scattering
Non-polar optical phonon (NPOP) scattering is similar to AP scattering, except that
optical phonons are basis atoms within a unit cell oscillating, rather than a traveling
wave moving through many lattice sites like an acoustic phonon. Thus the perturbing
potential should be proportional to just the displacement rather than the divergence of
the displacement. This gives the potential U = Dou. However, optical phonons have
a much higher frequency, and hence energy, than acoustic phonons have, implying
that any interaction an electron has with an optical phonon most likely cannot be
considered elastic. In fact, the optical energy hw - 30 meV, which is greater than
the thermal energy kBT , 26 meV at room temperature. This causes a problem for
our formulation, as the RTA is valid only for elastic scattering mechanisms. If we
are primarily concerned with high temperature results (where kBT > hw), which we
are for thermoelectrics, we can use an approximate relaxation time using an optical
deformation potential, similar to the case for acoustic phonons:3 5
-
7 x3h (kBT)1/2 (Eo) 2ToP 2  D(E) (3.87)
pa hW
T-1 = 1 E1 - E 1 Dvo 2 8 E(Eg + E) Do (
S { E+2E D,• 8 E(E + 2E)2 Do (3.88)
where Do and Do are the optical deformation potentials for the valence and conduc-
tion bands, respectively.
3.3.1.3 Polar Optical Phonon Scattering
Polar optical phonon (POP) scattering (also referred to as polar longitudinal optical
phonon scattering, or polar LO) is another type of phonon scattering due to optical
phonons. This scattering occurs when the bond between two constituent materials
in a compound is slightly ionic. The potential from this bond combined with the
oscillations of the optical phonons lead to a strong perturbing potential that can be
the dominant scattering mechanism at high temperature for polar materials such as
GaAs and InSb. The scattering potential is again proportional to the displacement
since the scattering is from optical phonons.
As with non-polar optical phonon scattering discussed above, this scattering mech-
anism can only be considered elastic at high temperature. The high temperature re-
laxation time is given by Ravich,40 which incorporates screening from free electrons:
-1 V 1kBTe2 6'1 - 6-1) 1 + 2aE2  E1/2 F (3.89)
F 1= - (n 1 +)) - 2a E (1 + aE) (1-26+26 In (1 + 1 (3.90)j/ (1 + 2aE)2  6
where 6-1/2 = 2kR and R is the screening length given by:
-2 25/262 m3/2 ___
r- kBTL (0, 1/2, 1) (3.91)sc 7rh3E0
where L(n, m, k) was defined in Eq. 3.68.
This expression is only appropriate for high temperatures where the POP scat-
tering can be considered approximately elastic. For the range ksT <K hw another
approximation can be introduced.41 This approximation uses the fact that at low
temperature electrons are highly unlikely to have to energy to emit a phonon, and if
an electron does absorb a phonon it will likely emit it immediately and return to its
original state, thus making this an elastic scattering process. The relaxation time is
given by:
3e 2kBTNo 1 1 mDw (1 + hwa) 1 + 2aE
4, 0 Eo 2h E (1 + aE)
where No = (exp(hw/kBT) - 1)- 1 is the number of optical phonons at temperature
T.
3.3.1.4 Piezoelectric scattering
Piezoelectric scattering is the acoustic phonon analog of POP scattering. Since acous-
tic phonons have a much lower vibrational frequency than optical phonons have,
this scattering mechanism is significantly weaker than all the other phonon-electron
scattering mechanisms. It is only observable at low temperatures in relatively pure
materials. Since thermoelectrics are heavily doped and operate at high temperature
piezoelectric scattering is essentially negligible, but for completeness and to aid in
comparison to results for undoped materials later we include it in the discussion. The
relaxation time is given by:42
-1 7rkBT e14eh 2(3.93)S= p --- / D(E)-' (3.93)hApu2 2Eom 1 /2
Here up is a directionally averaged sound speed and e14 is the piezoelectric constant.
3.3.1.5 Intervalley Scattering
All of the previous scattering mechanisms were for intra-valley scattering, where
electrons scatter from one k state in a valley to another k state in the same valley.
However, when multiple valleys of equivalent energy (or even non-equivalent energy)
exist, it is also possible to scatter to these equivalent (or non-equivalent) valleys.
This scattering mechanism is not generally elastic as the large change in momentum
required is mostly provided by interactions with optical phonons. The interaction
with the phonon scatters the electron to another section of the Brouillon zone, chang-
ing the electron's momentum. In general the scattering rate for this mechanism is
much smaller than the other scattering mechanisms considered, but at high doping
concentrations and temperature intervalley scattering can become appreciable. Since
the phonon momentum must be large to scatter the electron to a different valley,
intervalley scattering is treated by assuming the electron interacts with an optical
phonon, with the strength of the interaction characterized by some deformation po-
tential. The relaxation time is similar to NPOP scattering; for equivalent intervalley
scattering, we find that:43
- = E % f(Z + -T D(E ) D hAw) (3.94)
a/e 2p 2 2
where + corresponds to the absorption and emission of a phonon, respectively, and
the sum is over the absorption and emission scattering rates. Div is the deformation
potential and (Zf - 1) is the number of final valleys available. Since non-equivalent
intervalley scattering is even less frequent than equivalent intervalley scattering, we
only consider the latter.
3.3.2 Ionized Impurity Scattering
The previous scattering mechanisms are all caused by phonon-electron interactions,
either through acoustic, optical, or POP scattering, and are predominant at high
temperature when the lattice vibration amplitude is large. There are other important
forms of scattering in thermoelectric materials, one of the more important of which is
ionized impurity scattering (IIS). This scattering mechanism is caused by the electric
field from ionized impurities; when a donated electron or hole leaves its impurity
atom, a net charge is present at the impurity site which creates a perturbing electric
field. This scattering mechanism is dominant at low to room temperature and can
be comparable to or exceed the scattering rate from phonons at high temperature for
heavily doped materials, which includes most efficient thermoelectric materials. Thus
we expect IIS to be one of the most important scattering mechanisms for the materials
we consider here. The appropriate perturbing potential for IIS is not simply the
Coulomb potential; as there are many free carriers in a material, these carriers respond
to the electric field generated by the ionized impurity, causing a screening effect which
reduces the strength of the perturbing potential. If we incorporate screening from
free carriers we find the correct potential is actually a screened Coulomb potential:36
Us e2 = -r/LD (3.95)4Us 7rE r
Here LD = (ekBT/e 2no) 1/2 is the Debye length. Carrying out the usual procedure,
we eventually find the relaxation time for IIS:
- (4rZe2/ )2T - 8(4rZ/ D (E) FimpND (3.96)
Fimp = In + )- (3.97)1 +
= (2kR)2 1  (3.98)
R is again the screening length given by Eq. 3.91. This is the standard Brooks-Herring
relaxation time for ionized impurity scattering. More complicated treatments using
the method of partial waves are possible, 44 but this form suffices for the majority of
the situations considered here.
3.3.3 Alloy Scattering
Alloy scattering occurs in alloys, which have a variable composition. Examples of
materials where alloy scattering can occur are SilxGex and GaxInl_-As. This type
of scattering is caused by random density variations of the alloy phase in the host
material: when the alloy material is added, the alloy will not have a totally uniform
composition, but rather regions of higher and lower density, with the average den-
sity being the fraction of alloy material x added. These deviations from the perfect
periodicity of the lattice can scatter electrons, though the scattering rate from this
mechanism is small compared to phonon scattering and IIS. The relaxation time is
obtained by assuming an alloy scattering potential which scatters electrons with a
probability x, where x is the atomic fraction of alloy material added. The relaxation
time is given by:45
-'
1  37ra 3U D(E)z(l - x) (3.99)
32h
Here UA is the alloy scattering potential, which is difficult to determine and is often
used as a fitting parameter.
3.3.4 Summary of Scattering Mechanisms
Now that we have relaxation times for the major scattering mechanisms we should
be able to calculate thermoelectric properties with good accuracy. To calculate
the properties, we first combine the relaxation times into one relaxation time using
Matthiessen's rule:
7 - 1 7= 1 (3.100)
This rule assumes the scattering mechanisms are independent so that the scattering
rates simply add. Once the relaxation time is known we can insert it into Eqs. 3.46-
3.49 to calculate the properties.
As a summary, the following scattering mechanisms are considered in this analysis:
* Acoustic Phonon (AP) Scattering
* Non-polar Optical Phonon (NPOP) Scattering
* Polar Optical Phonon (POP) Scattering
* Equivalent Intervalley Scattering
* Ionized Impurity Scattering (IIS)
* Alloy Scattering
Obviously each scattering mechanism is considered only if it is appropriate for the
material; SiGe, for example, is non-polar and thus the POP scattering rate is not
included in the analysis for this material. In the next chapter we apply the code to
several different materials to identify those with promising electrical properties.
3.4 Phonon Thermal Conductivity
The final topic to be covered in this section is the phonon, or lattice, thermal con-
ductivity. A more complete treatment is given in Refs. [46] and [47]; just the salient
features are covered here. Phonon transport can be treated with the BTE in a similar
manner as was done for electrons, though the scattering mechanisms are somewhat
different. The model was originally introduced by Callaway and is known as the
Callaway model.47
The primary scattering mechanisms for phonons are phonon-phonon (normal and
umklapp) scattering, phonon-electron scattering, and point defect scattering. The
normal (N) mode of phonon-phonon scattering conserves crystal momentum, while in
the umklapp (U) mode the crystal momentum changes by a reciprocal lattice vector.
The relaxation times are mostly semi-empirical and contain fitting parameters which
must be adjusted for each material. The details of each scattering mechanism and
the form of the relaxation time are given below.
* Phonon-Phonon Scattering: This scattering mechanism occurs when two
or more phonons interact to produce a third phonon (hence the common alter-
nate name three-phonon scattering). The relaxation times for the normal and
umklapp modes are:
TN1 = TU1  (3.101)
u 1 = Cw2T (3.102)
where 3, the ratio of N to U processes, is a fitting parameter and C is a con-
stant given by Eq. 18 of Ref. [46]. C contains another fitting parameter called
the anharmonicity parameter, denoted -y, which describes the deviation of the
phonon interaction potential from a harmonic potential.
* Phonon-Electron Scattering: This scattering mechanism occurs when elec-
trons scatter a phonon, similar to the scattering mechanisms discussed for elec-
trons but from a different point of view. The relaxation time is complicated
and is given by:
DT 2 m *v kBT hw (3.103)
i 4,7rh4p m*-V In kBT (3.103)4rh 4 p m*v2) kT
1 + exp [(m*v2 - E1 ) /kBT + h2w2/8m*v2 kBT + hw/2kBT]
1 + exp [(1m*v2 - Ef) /kBT + h2w2/8m*v2kBT - hw/kBT]
* Point Defect Scattering: Similar to IIS for electrons, phonons can also be
scattered by impurities and defects in the lattice. The scattering rate has a
form similar to that of Rayleigh scattering, with the scattering rate being pro-
portional to the fourth power of frequency.
Tp% = - w4 (3.104)R 47rv3p
where F is the disorder parameter given by:
F = x(1 - z)[(AM/M) 2 + E(A6/5) 2 ] (3.105)
E is the another fitting parameter known as the strain parameter.
These three scattering mechanisms are dominant in the materials considered here.
The fitting parameters for the relaxation times that can be adjusted to fit experimen-
tal data are 3, the ratio of N to U processes; y, the anharmonicity parameter; and
e, the strain parameter. Once the relaxation times have been calculated, the overall
relaxation time r can be calculated using Matthiessen's rule. The lattice thermal
conductivity is then:
k, = 4.67 x 10-2(02/6)(I• + 2/I3) (3.106)
with
a O 2 2 eax
I = 1r X2(exp(;x _ 1)2 dx (3.107)
12 = 1 t x2 )2 dx (3.108)vo (exp(ax)- 1)2
12 = 1 - 'r x 2 22 dx (3.108)
13 = 0 1 ax x'( T dx (3.109)
o TU U (exp(ax)- 1)2
Here x = w/WD, where wD is the Debye frequency, and a = (O/T)n , where 0 is the
Debye temperature and n is the final fitting parameter. For 3-phonon scattering
n = 1, but to account for higher-order phonon scattering n can be slightly adjusted;
the value used for SiGe is about n = 1.4.
This model is rather crude, and while it is able to fit experimental data reason-
ably well after the fitting parameters are adjusted, it is unable to provide significant
physical insight. Among the more serious deficiencies is the use of the Debye model,
which uses the linear dispersion relation w = vsk, where v, is the sound speed. The
actual dispersion relation more closely resembles a sine curve, with the slope going to
zero at the Brillouin zone edge. Chen used this sine dispersion when calculating the
phonon thermal conductivity of superlattices,' 9 but in this work we use the standard
Callaway model with a linear dispersion relation due to its simplicity and frequent
use in the literature.
3.5 Summary
This chapter described how to use the BTE to model thermoelectric materials. Using
the RTA, we are able to obtain expressions for the macroscopic properties of ther-
moelectrics in terms of integrals of the relaxation time. The assumptions of the RTA
are:
1. Low fields
2. Elastic scattering.
For optical phonon interactions approximations must be used as the scatterings are
not elastic. The model is able to account for non-parabolicity and anisotropy. Finally,
the Callaway model is used to calculate the lattice thermal conductivity.
As we are able to calculate the electrical conductivity, Seebeck coefficient, and
electronic and lattice thermal conductivities, we can calculate ZT and hence have
a full description of the thermoelectric properties of many common materials. The
next chapter applies the model to several materials and introduces grain boundary
scattering models for nanocomposites.

Chapter 4
Modeling Bulk and Nanocomposite
Thermoelectric Materials
The theory underlying the calculation of electrical and thermal properties of thermo-
electric materials was presented in Chap. 3. It is straightforward to implement a code
which performs these calculations; one simply needs to calculate the relaxation time
for each scattering mechanisms, then perform the integrals to calculate the properties.
We designed the code to be flexible enough to accomodate many material systems
and different scattering mechanisms, allowing us to examine the properties of vari-
ous bulk materials and to substitute different nanocomposite scattering models. In
this chapter we present the results of the calculations. We first validate the code
by comparing the calculations with experimental data for different bulk materials.
Next, we take a more detailed look at each of the materials and identify materials
with promising electrical properties for nanocomposites. Finally, we introduce a grain
boundary scattering model for electrons and phonons and determine which materials
would benefit from the nanocomposite approach.
4.1 Validation with Bulk Materials
In order to ensure that the code is working properly we calculate the properties of
several thermoelectric materials and compare to the available experimental data. We
find that for most temperature ranges and doping concentrations we are able to match
the data reasonably well. For polar materials it is not possible to strictly define a
relaxation time and so some approximation must be used; even in this case, however,
we obtain reasonable results as we are primarily interested in the high temperature
regime where kBT > hw and the scattering is quasi-elastic. We now treat each
material.
4.1.1 SixGel_-
SixGelx (abbreviated SiGe) is currently the most common high-temperature ther-
moelectric material and is frequently used for power generation; thermoelectric power
generators using these materials have generated power for many deep space probes.
The primary scattering mechanisms in SiGe are acoustic phonon (AP), non-polar
optical phonon (NPOP), and ionized impurity scattering (IIS). Alloy scattering only
affects the final result by about ten percent and is not included here; the model
matches experimental data without the alloy scattering anyway. This calculation in-
corporates two conduction bands (at the X and L minima, the higher lying F valley
is excluded) and one hole band (the heavy hole band); band structure parameters
were primarily taken from Ioffe 48 and Palankovsky 49 (for a list of properties used in
the calculation see App. A). As this analysis was performed by a coworker and the
results are in preparation, 50 results from SiGe will be used to illustrate features com-
mon to the other materials and to provide reference values for comparison. The code
can also be used to calculate thermoelectric properties for pure Si by setting x = 1;
this case is examined in Sec. 4.2.
The primary result of the model for SiGe is shown in Fig. 4.1, which shows various
thermoelectric properties of SisoGe2o versus temperature and doping concentration.
The lowest electrical conductivity corresponds to the lowest doping concentration,
and the electrical conductivity increases as the doping concentration increases. The
experimental data are taken from Vining.5' As we see from this figure, the model is
able to explain the experimental data quite well. To aid in understanding later results
we point out a few salient features that occur in many thermoelectric materials.
First, as the doping concentration increases the electrical conductivity increases.
This is expected: if there are more carriers available for transport the electrical con-
ductivity should increase. This increase in a coincides with a decrease in the See-
beck coefficient, again expected since, by Eq. 3.33, S is inversely proportional to a.
Second, we note the increase in electrical conductivity and simultaneous large de-
crease in Seebeck coefficient for the lowest set of points (lowest doping concentration)
at about 900K. This corresponds to the onset of intrinsic conduction. Above a certain
temperature, electrons begin to be thermally excited to the conduction band, and at
low doping concentration this intrinsic electron contribution can approach or exceed
the extrinsic (donated electrons from impurities) contribution. As just discussed, this
increased carrier concentration leads to an increased electrical conductivity and re-
duced Seebeck coefficient. However, it is apparent in the figure that S falls far faster
than does a. This is due to the bipolar effect, which occurs when multiple bands
contribute to carrier transport, and is particularly strong between electron and hole
bands. Since the intrinsic electrons in the conduction band leave behind an equal
number of holes in the valence band, hole conduction can become appreciable at high
temperatures. This hole conduction dramatically reduces the Seebeck coefficient be-
cause holes carry the opposite charge from electrons. This same effect leads to a
dramatically increased thermal conductivity, as discussed in Sec. 3.2.2. For these
reasons operating in regimes where intrinsic conduction is strong is to be avoided;
most thermoelectric materials are heavily doped so that an intrinsic contribution is
still small compared to the extrinsic contribution.
Finally, we note that the peak ZT (for the highest doping concentration) is a little
less than one at around 1200K. This high temperature peak is why SiGe is often used
for power generation, since the maximum power can be generated from the largest
temperature difference. The value ZT - 1 is also the highest ZT for a bulk material
currently in use, and is about a third of what is required for economic commercial
use of thermoelectrics.
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Figure 4.1: Thermoelectric properties of Siso0Ge 20 versus T for several different doping
concentrations; ND increases as the electrical conductivity increases.
4.1.2 GaAs
GaAs is a very common semiconductor that was widely considered the alternative
to silicon before silicon became the material of choice, but GaAs is still used today
in certain areas of the electronics industry, especially for laser applications. There
are many differences between the band structures of GaAs and Si; the most obvious
difference is that GaAs is a direct-gap semiconductor while Si is indirect. GaAs
has three conduction bands which contribute to conduction (F, X, and L) while Si
primarily receives contributions from two bands (X and L). Finally, GaAs is a polar
material, while SiGe is not, making POP scattering a dominant scattering mechanism
in GaAs. These band structure differences lead to very different electrical properties.
We first analyze the calculated results by comparing the computed mobility to
experimental data. The mobility is a fundamental electrical property; if the calculated
results are close to the experimental value, then we have a good indication that the
code is working properly. Later we can compare thermoelectric properties such as
Seebeck coefficient to further verify the code.
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Figure 4.2: Mobility of intrinsic GaAs versus temperature with high and low temper-
ature approximations for the POP relaxation time (data from Ref. [52], Fig. 1).
Figure 4.2 shows the mobility of intrinsic (undoped) GaAs as a function of tem-
perature. The influence of the various scattering mechanisms versus temperature
are clearly seen here: at low temperature, piezoelectric scattering is dominant, while
at high temperature POP scattering is the limiting scattering mechanism, though
AP scattering becomes appreciable at high temperatures. Both dominant scattering
mechanisms are due to polar effects, as expected. At low temperature the calculation
diverges from the experimental results because IIS was not included in the calcula-
tion. As no material is completely pure, IIS will always play a role in any real sample.
This figure also shows the different approximations for the POP relaxation time.
The low temperature approximation, due to Gelmont,41 gives good results up to the
optical Debye temperature (340K in GaAs), and reasonable results throughout the
entire temperature range. The high temperature approximation, due to Ravich, 40
gives poor results below the optical Debye temperature but becomes more accurate
at high temperature. The expression from Ravich is more useful since applications
for thermoelectrics are primarily for high temperature. The energy dependence of the
POP relaxation time has been slightly reduced (from 0.5 to 0.49) to account for the
quasi-elastic nature of this scattering mechanism.
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Figure 4.3: Mobility of intrinsic GaAs versus temperature, showing the effects of
multiple band transport; the top set of curves only incorporate one band (data from
Ref. [52], Fig. 1).
The effects of multiple band conduction are shown in Fig. 4.3. Multi-band con-
duction is not appreciable until about 600K, when electrons begin to populate the
L valley. The X valley is almost completely unpopulated until close to the melting
point. The mobility decreases with the onset of multi-band conduction because the
DOS effective mass of the L valley is 0.22mo, much larger than the F valley mass of
0.063mo. Since mobility is inversely proportional to the effective mass, the mobility
will decrease when the L valley is populated.
Figure 4.4 shows the mobility of lightly doped GaAs as a function of temperature
for a doping concentration of ND = 5x 1015 cm - 3 . As stated in Sec. 3.3, piezoelectric
scattering is clearly negligible compared to the other scattering mechanisms across
the entire temperature range when the material is doped. Also note that there is a
slight kink in the POP mobility at about 300K; this is caused by switching between
low temperature and high temperature approximations for the POP relaxation time.
The computed result saturates at a higher mobility than the experimental value
as T approaches zero because of the failure of the IIS formalism. There are more
sophisticated treatments of ionized impurity scattering, 44 but as we are concerned
with thermoelectric properties at high temperatures no effort was made to fit the data
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Figure 4.4: Mobility of GaAs versus temperature, ND = 5x 1015 cm -3 (high temper-
ature data from Ref. [41]; low temperature data from Ref. [48]).
in this low temperature regime. The result that IIS is dominant at low temperature
and POP scattering is dominant at higher temperature will also be true in the other
material systems analyzed in later sections.
Now that the model has fit mobility data, we can further verify the code by com-
paring the results to thermoelectric properties. The Seebeck coefficient as a function
of doping concentration is plotted in Fig. 4.5. As expected, S decreases as doping
concentration increases; this can be explained using the earlier argument of increas-
ing electrical conductivity resulting in reduced Seebeck coefficient. This decrease of
S can also be explained by recalling that as the doping concentration increases, the
Fermi level E1 increases, and since S oc (E - Ef), S will be correspondingly reduced.
The calculation here is in good agreement with the experimental data and a previous
calculation by Rode, 52 who did not use the relaxation time approximation.
4.1.3 InSb
InSb is a narrow band-gap material primarily used for infrared detectors. The small
band-gap, about 170 meV at room temperature, leads to interactions between the
conduction and valence band and thus significant non-parabolic effects. In fact, the
Doping concentration ND (cm )
Figure 4.5: Seebeck coefficient of GaAs versus doping concentration, T = 300K (data
and literature calculation from Ref. [52], Fig. 4).
Temperature (K)
Figure 4.6: Mobility of intrinsic InSb versus temperature (data from Ref. [53], Fig.
1)
first model for non-parabolicity, the Kane model,54 was developed for InSb.
This calculation incorporates two conduction bands (F and L) and one hole band
(heavy holes), though the L valley only slightly participates in transport at high
temperatures. The primary scattering mechanisms are IIS, AP scattering, and POP
scattering. Since hwl/kB 290K for InSb, the high temperature relaxation time from
Ravich 40 is used throughout the entire temperature range.
An important feature of InSb is that since it has such a small bandgap, it is essen-
tially intrinsic above room temperature for most doping concentrations. This makes
it difficult to control the electrical properties through doping. From a modeling view-
point, the properties of InSb are difficult to calculate because the material becomes
highly degenerate even slightly above room temperature.
As in the previous section we first analyze the mobility. Figure 4.6 shows the
mobility of instrinsic InSb as a function of temperature. The AP and POP scattering
mobilities show a similar trend as in GaAs, with POP scattering being dominant over
most of the temperature range and AP scattering becoming appreciable at higher
temperature; IIS is not revelant since the material is undoped. A better fit can actu-
ally be obtained if the band gap from Ref. [53] is used; however, for other calculations
this band gap underestimates the hole concentration, leading to an incorrect Seebeck
coefficient. As a reasonable fit is obtained in Fig. 4.6, the band gap from Ref. [55] is
used in all calculations.
We can also examine the computed thermoelectric properties of InSb. Figure 4.7
shows the Seebeck coefficient and electrical conductivity versus temperature. The
computed result matches the data reasonably well; it is difficult to model InSb ex-
actly because of high degeneracy and non-parabolic effects. The low temperature
data does not match as well because the high temperature approximation for POP
scattering was used throughout the temperature range. Note the maximum in the
Seebeck coefficient and the minimum in electrical conductivity at about 155K; these
extrema are due to the bipolar effect, analagous to the case for SiGe discussed earlier,
and indicate the onset of intrinsic conduction.
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Figure 4.7: Seebeck coefficient and electrical conductivity of InSb versus temperature,
No = 2x1014 m- 3 (data from Ref. [55])
4.1.4 Inl_,GaxAs
In-lGaAs (abbreviated InGaAs) is another common semiconductor frequently used
in the electronics industry. It has also been strongly considered as a thermoelectric
material because of its good electrical properties and low thermal conductivity due
to alloy scattering of phonons. Unlike InSb and GaAs, which are compounds and
have a fixed composition, the Ga/In content can be changed in In-lGaAs , leading
to very different properties depending on the composition. Alloy scattering, which
does not occur in InSb and GaAs, is as a primary electron (and phonon) scattering
mechanism in InGaAs, with POP scattering being the next most important.
This calculation incorporates two conduction bands (F and L valleys) and one
hole band. Again, we examine the mobility first. Figure 4.8 shows the calculated
and experimental mobility for x = 0.47. The calculated mobility is seen to be in
good agreement with the data until about 90K, where the ionized impurity scattering
relaxation time becomes invalid. As in the case of GaAs, since thermoelectrics never
operate at these low temperatures no effort was made to fit the data in this regime.
This figure also shows the importance of alloy scattering in InGaAs; alloy scattering
is the dominant scattering mechanism from 100-300K, with POP scattering becoming
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Figure 4.8: Mobility of In.53Ga.47As versus temperature, ND = 3.5x1014 cm - 3 (data
from Ref. [48]; also in Ref. [56], Fig. 2).
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Figure 4.9: Mobility of In.53Ga.47As versus doping concentration, T=300K (data from
Ref. [57], Fig. 1).
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Figure 4.10: Mobility of Ini,-Ga.As versus composition x, T=300K, ND = 1.0x 1016
cm -3 (data from Ref. [58], Fig. 1).
more important at high temperature. The alloy scattering potential is not a precisely
known parameter and hence is somewhat adjustable; it was slightly adjusted to better
fit the data here.
Figure 4.10 shows the mobility as a function of x, the fraction of GaAs. The
phonon and impurity scattering mobilities are more or less constant with composition,
but the alloy scattering term has a parabolic shape caused by the x(1 - x) dependence
on composition (the complete dependence is given in Sec. 3.3). For the common
composition x = 0.47 alloy scattering is an important scattering mechanism, though
POP is still dominant over the composition range.
The mobility versus doping concentration for In.53Ga.47As at T=300K is shown
in Fig. 4.9. There is excellent agreement between the computed and experimental
results. IIS is seen to become dominant at about ND = 1017 cm -3 .
Figure 4.11 shows the Seebeck coefficient of two different types of InGaAs. The
top set of points is for Ga.331n.67As with ND = 1.8x1017 cm- 3 ; the bottom set is for
Ga.69In. 31As with ND = 1.2x 1018 cm - 3 . The code is again in reasonable agreement
with the experimental results; the results from Ref. [59] are also slightly lower than
the experimental data.
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Figure 4.11: Seebeck coefficient of InGaAs versus temperature (data from Ref. [59],
Fig. 6).
4.2 Materials Search
While it is not usually possible to fit every data set perfectly, the code has fit most
of the experimental results to within a reasonable error. With this confidence that
the computation gives reasonable results, we now use the model to determine if the
materials analyzed previously could be good candidates for thermoelectrics, partic-
ularly as nanocomposites. As discussed in Sec. 1.2, if we can find materials with
good electrical properties, we can produce better thermoelectric materials by reduc-
ing the thermal conductivity with the nanocomposite approach. Thus our focus is
on identifying materials with high electrical properties. The parameter which allows
to quantitatively compare the effectiveness of a material's electrical properties for
thermoelectric applications is known as the power factor, and is given by
PF = S 2a (4.1)
Frequently the top half of ZT = S2uT is also used to characterize electrical properties.
We will denote this quantity PFT.
First, we examine the overall ZT of the materials considered here, which are
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Figure 4.12: Figure of merit ZT versus temperature for several materials.
Siso0Ge20 (abbreviated SiGe), Si, GaAs, InSb, and In.53Ga.47As (abbreviated InGaAs).
The thermal conductivity is calculated using the Callaway model. For each material,
the entire doping concentration range was examined to find the maximum ZT; com-
positions were chosen to be the most common compositions in use. The maximum
ZT as a function of temperature for each material is shown in Fig. 4.12. This figure
shows that SiGe has the highest ZT over the temperature range, explaining why it
is the material of choice for thermoelectric applications. Most of the other materials
only have moderate ZT, mainly due to high thermal conductivity, the exception being
InGaAs. InGaAs is an alloy like SiGe and thus has a much lower thermal conductivity
than the other materials; however, its melting point is 900K, making it less useful for
high temperature applications.
For nanocomposites, however, we are interested in examining electrical prop-
erties. The PFT versus temperature is plotted in Fig. 4.13. This figure shows an
interesting result, which is that SiGe actually has one of the lowest power factors
among the materials considered here. The other materials have higher power factors,
with InSb and InGaAs reaching their peak at a much lower temperature than SiGe.
Thus the thermal conductivity is the limiting factor: if there were a way to keep the
electrical properties of the alternate materials but reduce their thermal conductivity,
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Figure 4.13: PFT versus temperature for several materials.
the resulting material would have a higher ZT than any commercial material used
today. We can obtain an idea of the increase in ZT possible by incorporating a grain
boundary (GB) scattering model. The model will allow us to determine the approx-
imate reduction in thermal conductivity due to the nanoparticles, as well as assess
the impact of the nanoparticles on the electrical properties.
4.3 Modeling Nanocomposites
We would now like to determine how the properties of the thermoelectric materials
change when nanoscale inclusions are introduced. As discussed in Chap. 2, these
particles act as additional scattering sites which can scatter both phonons and elec-
trons. Materials with nanometer scale grain sizes, called nanograins, similarly scatter
phonons and electrons and can be modeled with the same grain boundary scattering
treatment as nanocomposites. If we use the RTA framework developed in Chap. 3
to model nanocomposites, it is clear that to model nanocomposites a relaxation time
for GB scattering must be developed. Once this additional scattering mechanism is
accounted for the relaxation time can be combined with the other standard relaxation
times from Sec. 3.3. From Fig. 4.13 we see that GaAs has the highest power factor of
hn
V I %1V I~v
all the materials examined, and so it makes sense to focus on analyzing GB scattering
in this material.
4.3.1 Grain Boundary Scattering for Electrons
The simplest treatment of GB scattering is to find a characteristic length or mean free
path (MFP) associated with the grain boundary, similar to the method developed in
Sec. 2.2. Once this MFP A is found, the relaxation time 7 can simply be obtained
using A = vr, where the velocity for electrons is v = h-'VkE and the phonon velocity
is the sound speed. The volume fraction a, the particle diameter d, and the density
of inclusions Ng are related by:
4/37r(d/2)3 - rd3
13b 6 N (4.2)
where 1gb = N,-1/ 3 is average length of the cube that encloses one nanoparticle. The
effective MFP was given by Eq. 2.7:
A = (4.3)
rd2Ng
where d is the diameter of the inclusion and N, is the density of inclusions. This
equation is equivalent to the statement that an electron will experience on average
one collision within distance A. The scattering rate is then given by:
1 V 7rd 2 N
7- 4 v (4.4)A 4
The velocity was given by Eq. 3.63. Assuming there is some potential barrier at the
grain boundary with height U,, we make the approximation that only electrons with
energy less than the barrier height are scattered while the rest of the electrons are
unaffected. Thus the final expression for the isotropic GB scattering rate is:
Td {ld 2 N (2 2(E)1/2  E U
T 1  4 m (E) (4.5)
0 E > U
This expression is an isotropic scattering rate and does not include any angular de-
pendence. However, considering angular dependence and averaging over the angle
can only change the final result by a constant factor on the order of 2, and since the
isotropic scattering model is only used for estimation this factor should not have a
large impact on the results.
The formula also implicitly assumes that the electron wavelength is much smaller
than the diameter of the particle so that wave interference effects can be neglected; a
similar assumption was also made in using the Boltzmann equation. If this proves not
to be the case and the electron wavelength is long compared to the particle diameter,
a wave scattering analysis is more appropriate.
4.3.2 Grain Boundary Scattering for Phonons
A similar type of model can be applied to GB scattering in phonons. Using the Debye
approximation, which is also used in the Callaway model, the velocity of phonons can
be approximated as the sound speed. Next, assuming that the grain boundaries are
smaller than the MFP, we can approximate the phonon MFP as just the size of the
grain, lgb. Since Igb = V.T, the scattering rate r- 1 is:
7--1 (4.6)
1gb
To add frequency dependence we can introduce polynomials in w along with appro-
priate fitting parameters:
7- 1 = v (1 + aw2 + ý3 4) (4.7)
Igb
where a and / are fitting parameters and the power of w are chosen so they match
the phonon-phonon scattering and point defect exponents, respectively. This is a very
crude model but is still useful since not many other expressions for the phonon GB
scattering rate exist.
4.3.3 Results
We now apply Eqs. 4.5 and 4.7 to SiGe and GaAs to see whether than nanocomposite
approach can improve the thermoelectric properties. The adjustable variables with
this treatment of GB scattering are the volume fraction of particles, particle size,
and barrier height on the thermoelectric properties. The barrier height, somewhat
similar to the alloy scattering potential of Sec. 3.3, is not easily determined and
is essentially a phenomenological parameter. The first two parameters are easily
changed by adjusting the composition of the nanocomposite.
We expect these parameters to have the following effects. First, if GB scattering is
a dominant scattering mechanism, we expect there to be an optimum barrier height:
too low a barrier will not have an impact on electron transport, but too high a
barrier will scatter too many electrons. However, if the material is heavily doped
GB scattering might not even be significant. Second, we expect the smallest particle
diameters to be the most effective since these will give the highest interface density,
as discussed in Chap. 2. Finally, we expect that as the volume fraction increases and
the distance between particles decreases, the thermal conductivity will drop due to
an increase in GB scattering.
4.3.3.1 Nano-SiGe
Fortunately, for SiGe, there are some experimental data to which we can compare
the model's results and verify the above predictions. If the predicted values are at
least somewhat close the experimental data we will have some confidence that the
calculations for the GaAs analysis are reasonable.
Figure 4.14 shows the computed thermoelectric properties of nano-SiGe, similar
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Figure 4.14: Thermoelectric properties of nano-SiGe with a 35nm grain size, 20%
volume fraction.
to the figure for bulk SiGe shown in Fig. 4.1. Bulk experimental data are shown
for comparison; nanocomposite experimental data are from our measurements. The
figure shows that the isotropic scattering model is able to fit the data reasonably well
for a grain size of 35nm, though the electrical conductivity and Seebeck coefficient do
not fit well above 1000K. These electrical properties actually seem to fit the bulk data
better than nanocomposite data; this is because GB scattering is negligible compared
to IIS in this heavily doped regime, and thus the computed electrical properties are the
same. The experimental data shows that while GB scattering does not significantly
affect the magnitude of the electrical properties it does change the trend, which is
not predicted by the isotropic model. This is a deficiency of the isotropic model
and cannot be fixed within the framework of this model. The isotropic model is still
useful for getting an estimate of the impact of the GB scattering, even if it does not
predict all the details. It is also important to note that to fit the data for nano-
SiGe, it is necessary to account for dopant activation with temperature; a measured
carrier concentration was fit to a polynomial as a function of temperature and used
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Figure 4.15: Thermoelectric properties of nano-SiGe with various
volume fraction.
to produce the results here.
An important result of Fig. 4.14 is that the electrical properties are relatively
insensitive to GB scattering, because, as explained above, IIS is by far the dominant
scattering mechanism in this heavily doped regime; the GB scattering rate is about an
order of magnitude lower than the IIS rate. Only the thermal conductivity is strongly
affected since the bulk phonon MFP is significantly longer than the nanocomposite
grain size. This prediction is demonstrated by the experimental data, which show
approximately equal electrical conductivity and Seebeck coefficient (though with a
different trend from that of the bulk) but much lower thermal conductivity.
Having verified some of the predictions made earlier, we now examine what ZT
we might be able to achieve if we can further reduce the grain size from 35nm. Figure
4.15 shows thermoelectric properties as a function of temperature for several different
grain sizes. As shown before the electrical properties are largely unaffected by the
grain size but the thermal conductivity steadily drops as the grain size is reduced.
The maximum ZT predicted is about 1.5, a 50% increase over the current maximum
ZT in bulk SiGe. As a ZT x 1.2 has already been achieved in nano-SiGe, this analysis
suggests there is not significantly more room for improvement in SiGe unless grain
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Figure 4.16: Thermoelectric properties of GaAs with 20nm inclusions, 20% volume
fraction, ND = 2x1019 cm - 3 , for several different barrier heights. The bulk case is
shown for reference.
sizes can be reduced even further without degrading electrical properties.
4.3.3.2 Nano-GaAs
Having verified the model with SiGe, we now turn to GaAs. Section 4.2 showed that
GaAs has the highest power factor of all the materials considered, and so we hope
that reducing the thermal conductivity will yield a ZT even higher than that of SiGe.
Figure 4.16 shows the thermoelectric properties of GaAs, with ND = 2 x 1019
cm - 3, as a function of temperature for several different barrier heights, showing an
optimum barrier height of about 0.2-0.3 eV. This implies that, unlike in the SiGe
case, GB scattering does affect the electrical properties. This is plausible because
the doping concentration is ten times less than that for SiGe. We expect the GB
scattering to negatively affect the electrical properties, and the electrical conductivity
is seen to decrease with increasing barrier height. However, the Seebeck coefficient
actually increases relative to the bulk. This is due to the energy filtering effect. Since
the isotropic model assumes that electrons with an energy higher than the barrier
height are unaffected by grain boundaries, only low energy electrons are scattered,
thereby removing the low energy tail of the distribution and increasing the mean
energy. The Seebeck coefficient is proportional to the mean energy above the Fermi
level, so the Seebeck coefficient increases with the scattering of these low energy
electrons. Despite the increase in Seebeck coefficient the overall PFT decreases for
Ug > 0.4eV. Fortunately, the impact on the electrical properties is small enough
that the reduction in electrical properties is more than compensated by a decrease
in thermal conductivity: note the large drop in lattice thermal conductivity from the
bulk to the nanocomposite. Even when the barrier height is high but the grain size
is small ZT still increases from 0.8 to 1.2.
We can also determine what the maximum predicted ZT is for GaAs and compare
to SiGe. Figure 4.17 shows ZT as a function of temperature for various particle diam-
eters and volume fractions. With 20nm particles the intergrain distance lgb g- N - 1/3
is about 21nm, indicating that we are simulating a material with twenty nanometer
grains rather than a material with embedded nanoparticles. With this grain size the
model predicts a ZT of nearly two should be possible; ten nanometer grains push ZT
to almost 2.7. Since the power factor for these situations is approximately constant,
this increase in ZT is due to reduced lattice thermal conductivity. This value of ZT
is much larger than the maximum ZT of 1.5 predicted for SiGe, indicating the GaAs
might be a good choice for the nanocomposite approach.
4.3.4 Summary of Grain Boundary Scattering Analysis
Using isotropic scattering models for both electrons and phonons, we were able to
account for the increased GB scattering in nanocomposites. The electron model
indicated that thermoelectric materials are so heavily doped that IIS is still the dom-
inant scattering mechanism, even over GB scattering with high potential barriers.
However, the phonon model showed that phonons, with a much longer MFP than
electrons, are highly affected by the GB scattering, significantly reducing the thermal
conductivity. These models give evidence that the nanocomposite approach should
be an effective method to increase the ZT of bulk materials; in fact, this has already
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Figure 4.17: ZT of GaAs with 10 and 20nm inclusions for several different volume
fractions; Ug = 0.3 eV.
been demonstrated in SiGe and BiSbTe. However, the models also predicted that it
should be possible to significantly increase ZT for GaAs far past that of SiGe using
the nanocomposite approach. Since the nanocomposite approach is easily extended
to other material systems, the same setup for fabricating nano-SiGe can be used for
GaAs, making this prediction easy to test.

Chapter 5
Conclusion
5.1 Summary
In this thesis we have investigated electron and phonon transport in nanocompos-
ites. The large number of additional grain boundaries in nanocomposites causes the
thermoelectric properties to vary significantly from their bulk values. By properly
designing the nanocomposite it is possible to achieve a higher ZT than has been
attained in other bulk samples.
A large contribution to the increase is because of a reduced phonon thermal con-
ductivity, and in Chap. 2 a simple analytic model based on the effective medium
approximation was used to better understand why this decrease takes place. The
concept of an interface density in nanocomposites, or the surface area of interfaces per
unit volume, was introduced and shown to be the key parameter in the nanocompos-
ite thermal conductivity. The modified effective medium theory which incorporates
this parameter is able to match results from more exact solution methods such as
Monte Carlo simulations. This analysis also gives a qualitative understanding of why
the nanocomposite approach reduces phonon thermal conductivity and shows that
the interface density is a useful parameter to consider when designing nanocomposite
materials.
To obtain a more quantitative understanding of the carrier transport in nanocom-
posites, in Chap. 3 the Boltzmann equation was introduced as a method to calculate
the thermoelectric properties of bulk and nanocomposite materials. Using the re-
laxation time approximation all the thermoelectric properties were determined as
integrals of several known quantities. The effects of multiple bands, anisotropy, and
non-parabolicity were also taken into account in a rigorous manner. Formulas for
various scattering mechanisms were also given, and finally a model for the thermal
conductivity was introduced.
Chapter 4 presented the results of a code that implemented the model given in
Chap. 3. First, the code was validated by comparing the calculated results to exper-
imental data. This gave confidence that the model was producing reasonable results.
Since the nanocomposite approach makes it possible to maintain electrical properties
while reducing thermal conductivity, the code was used to perform a materials search,
examining the entire doping concentration and temperature range to determine which
material has the most promising electrical properties. It was determined that while
SiGe has the highest ZT it also has the lowest power factor; GaAs has a power fac-
tor that is twice that of SiGe. Thus GaAs might be a promising candidate for the
nanocomposite approach.
To investigate this further, an isotropic grain boundary scattering model for
phonons and electrons were implemented and applied to SiGelx and GaAs. The
model showed that the thermal conductivity could be significantly reduced from the
bulk value while maintaining electrical properties. In particular, very large gains in
ZT were predicted for nano-GaAs, making GaAs material systems worth investigat-
ing.
5.2 Future Work
Carrier transport in nanocomposites is extremely complex and is only just beginning
to be understood. The simple grain boundary models given here are not useful as
a predictive tool, but rather as a way to understand experimental data and predict
trends. The end goal of any model is to give quantitative, predictive results, and thus
the future work here is focused on gradually improving the grain boundary scattering
models to the point that they can be used to direct materials synthesis rather than
just to explain trends.
To do this it is important to have as much data about the system as possible. The
newly installed Hall effect system will allow us to measure the carrier concentration as
well as thermomagnetic properties. By obtaining more types of data and comparing
to the model, it will be possible to better understand which scattering mechanisms
are taking place in which regimes. The carrier concentration measurement will also
allow us to better understanding the role of dopant precipitation and activation at
the grain boundaries, a key process in nanocomposites that is not considered in this
work.
In terms of modeling, the additional of a magnetic field will make the solution of
the Boltzmann equation more complex. It might be necessary to move beyond the
relaxation time approximation and solve the Boltzmann equation exactly using the
iterative method given by Rode; this ensures that interactions with optical phonons
are treated correctly, rather than with the approximate relaxation times given here.
The iterative method is well documented in the literature and should not be too
difficult to implement.
The idea of using nanocomposites as thermoelectric materials is relatively young,
and only recently have nanocomposites demonstrated an increased ZT over their
bulk counterparts. There is much interesting physics still to investigate in carrier
transport, and once the physics is better understood and a better thermoelectric
material has been developed there are many useful and interesting applications. As
energy becomes a more and more pressing problem, nanocomposite thermoelectric
materials could become an important part of an overall energy solution.

Appendix A
Material Properties
The parameters for the calculation of electronic and thermal properties using the
Boltzmann equation are given here. Most values were taken directly from the litera-
ture, though some were slightly adjusted to give a better fit to the experimental data.
Energies are relative to the conduction band edge. All data is from Ref. [48] unless
otherwise noted.
Table A. 1: Fitting parameters used in the lattice thermal conductivity calculation.
Material SiGelx GaAs InSb In-lGa.As
Ratio of normal to umklapp scattering / 2.0 2.5 2.0 1.4
Anharmonicity 7 1 1.1 0.6 1.2
Strain parameter E 100 100 100 100
Higher-order phonon scattering 1.4 1.8 1.8 2
exponent n (n = 1 for 3-phonon scattering)
Table A.2: Temperature and composition dependence of the band gap between the
lowest lying conduction band edge and the valence band.
Material Band Gap (eV)
SixGejx Eg,si = 1.1695 - 4.73 x 10-4 T 2/(T + 636)
(CB min. at X) Eg,Ge = 0.85 - 4.774 x 10-4T 2/(T + 235)
E, = Eg,si(1 - x) + Eg,Gex - 0.4x(1 - x) [49]
GaAs (F) Eg = 1.519 - 5.405 x 10-4T 2/(T + 204)
InSb (F) E, = .2345 - 8.4 x 10- 5 x 130 x coth(130/2T) [60]
In-lGaxAs (F) 0.36 + 0.63x + 0.43X2
Table A.3: Material 
narameters used in the 
Boltzmann eauation calculation.
Material
Conduction Band En-
ergy Levels Ec (eV)
Effective mass (m*,
mn), Conduction Band
(mo)
Effective mass m*, Va-
lence Band (mo)
Non-parabolicity a
(conduction band
edge) (eV - 1)
Low frequency dielec-
tric constant E0r (co)
High frequency dielec-
tric constant ,,• (co)
Deformation Potential
(Conduction Band)
Eac (eV)
Deformation Potential
(Valence Band) Ea,
(eV)
Optical phonon energy
hwop (eV)
Alloy scattering poten-
tial Ua (eV)
Piezoelectric constant
e14 (C/m 2)
Lattice constant a (A)
Bulk modulus C1 (1010
N/m 2 )
Debye
ED (K)
Density p
temperature
(kg/m 3 )
SixGel_x
0.8 (L)
(0.92,
(X);
0.0815)
1.2 [51]
0.19)
(1.59,
(L)
0.8
20
20
9.0
3.8
0.0612(1 - x) +
0.03704x
0.2
5.431(1 - x) +
5.658x
9.8 - 2.3x
640 - 266x
2329 + 3493x -
499x 2
GaAs
0.29
(X)
.063 (
0.075)
0.019)
0.51
F),
(L);
(X)
0.48
(1.9,
(1.9;
0.61
12.9
10.89
7.8 [36]
3.5 [61]
0.0296 [36]
0.16 [42]
5.65325
7.53
360
5320
InSb
0.51 (L)
0.014 (F); 0.25
(X)
0.43
4.1
16.8
15.7
7.0
7.0
0.025
6.479
6.67
160
5770
Ini_-GaxAs
0.329 - 0.02x +
0.65x2 (L)
0.023+0.037x+
0.003x 2  (F);
0.29 (L)
0.41 + 0.1x
1.33
15.1 - 2.87x +
0.67x 2
12.3 - 1.4x
6.5
6.5
0.003
0.35
5.65325x
6.0583(1 - x)
5.81 + 1.72x
280 + 110x
5680 - 370x
1---------
L);
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