I. INTRODUCTION
Heart rate monitoring can provide useful information for people who are in rehabilitation or in pysical exercises and anyone who wants to routinely keep track of their vital signs. Ever since their emergence, wearable devices have become more and more popular for heart rate monitoring. Most of these wearable devices use PPG signal sampled on a subject's ear, fingertip or wrist to track the subject's heart rate. Unfortunately, PPG signals are easily contaminated by motion artifacts, interference caused by a subject's motion [1] . Therefore, to track a subject's heart rate by analyzing the sampled PPG signal, methods have to be introduced to circumvent the motion artifacts.
Several methods have been proposed in the literature for heart rate tracking. Kim and Yoo [2] use independent component analysis (ICA) to reduce motion artifacts in PPG signals, assuming that motion artifacts and uncorrupted PPG signals are statistically independent. However, Yao and Warren [3] have shown that such an independence is unwarranted, and cautions should be made when one uses ICA to eliminate motion artifacts. Others propose using singular value decomposition [4] , time and period domain analysis [5] , wavelet transform [6] , Wigner-Ville distribution [7] , and pure heuristics [8] to track heart rate. The shortcoming of most of the state of the art approaches in the literature is that they can only operate under limited motion such as running on treadmill or minor finger movements.
In this paper, we propose HeartBEAT that tracks a subject's heart rate from the PPG signal that is subject to various motion artifacts. In Section II, we describe the main Center for Signal and Information Processing (CSIP), School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA 30332-0250, USA blocks in the algorithm where spectrum estimation using periodogram is explained in Section II-A, RLS adaptive filtering is explained in Section II-B, and heuristics is explained in Section II-C. We describe the datasets in Section III, discuss the results in Section IV, and conclude the work in Section V.
II. ALGORITHM DETAILS
The overall structure of HeartBEAT is shown in Fig. 1 . The algorithm is specifically designed for PPG data with simultaneously recorded three-axis acceleration. In our case, we have two channels of PPG data for each subject. The two channels of PPG came from two pulse oximeters emitting green lights. The distance between them was 2 cm. The acceleration data came from a tri-axis accelerometer (Refer to section III for more description of the data sets). In the following subsections, we explain each step of our algorithm in details.
A. Spectrum Estimation using Periodogram
First, let us show the low resolution aspect of the data sets. The sampling rate of the PPG signal and the acceleration data is 125 samples/sec, and the normal range of frequency of the heart rate is 2 3 Hz to 4 Hz. Therefore, the portion of the spectra of the PPG signal and the acceleration data in which we are interested given by FFT will have a low resolution. In the proposed work, we would like to analyze the portion of the spectra in the normal human heart rate range, which is from 40 beats/min to 240 beats/min. If we analyze all the signal based on 8-second windows with 6-second overlaps, each window will have 1000 data points. The spectrum of the data points in each window by FFT has the same length. These 1000 data points are evenly distributed in the normalized frequency range, 0 − 2π, which corresponds to 0 -125 Hz. In the range of interest, 2 3 Hz to 4 Hz, only 27 data points are available. Adjacent two data points have a 0.125 Hz (= 7.5 beats/min) difference in frequency, which leads to significant loss of information in the spectra. To solve this problem, we use spectrum estimation, which provides a trade off between resolution and accuracy. The specific method we are using is periodogram [11] . The periodogram of a signal, {x k }(k = 1, 2, ..., N), is given in Eq. 1
where f s is the sampling frequency, N is the length of {x k }, and S( f ) is the spectral density. Fig. 2 shows a comparison between the spectrum of a window of PPG signal by FFT and that by periodogram. Both have been band-pass filtered. The cutoff frequencies are 2 3 Hz and 4 Hz, or 40 beats/min and 240 beats/min. As it can be observed in Fig. 2 , the periodogram has a much higher resolution and the low resolution of FFT results in loss of spectral information. 
B. RLS Adaptive Filtering
Intuitively, a fixed-frequency motion should introduce a signal with the same frequency in the PPG spectrum. Based on this intuition, a peak with significantly high magnitude that appears in the spectrum of acceleration results in a peak appearing at the same frequency in the spectra of both PPG channels. In some cases, acceleration-based peaks in the PPG spectra are more significant compared to the peaks near the ground truth heart rate. Therefore, we consider the acceleration as a noise reference for part of the motion artifacts in the PPG signal. RLS adaptive filters, which can minimize the error in the input signal in the least square sense given the noise reference, are successfully used in the literature to denoise signals when the noise reference is available [12] . Fig. 3 shows the general structure of an RLS adaptive noise canceling filter. For our datasets, we used a 16-length householder RLS filter. Longer length increases the computational cost, while shorter length is not as effective in eliminating noise.
Spectra of a few PPG signals are given in Fig. 4 . The first PPG channel is given in Fig. 4 (a) and the second PPG channel in Fig. 4(b) . These spectras show the waveform before and after the adaptive filter from one data set at a specific time. Fig. 4(c) shows the spectrum of the tri-axis acceleration that corresponds to the same time interval. It can be easily seen that, after the adaptive filtering stage, in the spectra of both channels of PPG signal, peaks near the ground truth heart rate remain similar whereas motion-based peaks are attenuated, and become less significant than those near ground truth heart rates, which articulates the effect of the RLS filter. 
C. Heuristics
Even though the RLS adaptive filter is able to eliminate false peaks in the PPG spectra, it fails under various circumstances. We are not able to generalize the situations where the adaptive filter fails. One possible explanation is that at some windows the noise in the PPG signals may come from other sources other than motion. One example is shown in Fig. 5 . Unlike the case in Fig. 4 , in this case the adaptive filter does not eliminate the peaks in the PPG spectra related to the ones in the acceleration spectrum. When the adaptive filter fails, we can use the heuristics that are based on the following observations. Initially, the subject is at rest, and the highest peak in the PPG spectrum is the heart rate. Let h n be the heart rate selected by the algorithm and S( f ) be the spectrum of channel 1 PPG in the current time window, then
After the first 3 time windows when the highest peak is assumed to be the heart rate, the algorithm will select peaks within a certain range with respect to the previous heart rate. We assume the maximum allowed change of heart rate from one time window to the next to be ∆H (which stands for heart rate change limit and whose initial value is 12 beats/min), then the algorithm will first find peaks in the spectra of both channels of the PPG signal, and determine if any of them is in the range [h n−1 − ∆H, h n−1 + ∆H]. If there is only one peak in this range, then this peak will be selected. If there are more than one valid peaks, then the highest will be selected. If there are two valid peaks with the same magnitude, then the one closer to h n−1 will be selected. If there is no valid peak, then the previous heart rate value will be used. Namely,
Each time the previous heart rate is used, ∆H is increased by 5 in the next round. ∆H is increased more if the previous heart rate is still used to prevent error propagation. Once the algorithm detects a peak, ∆H is reset to its initial value. To prevent continuous error propagation, using the previous heart rate is only allowed four times in a row. If after four consecutive times of using previous heart rate, still no valid peaks exist, a prediction will be made based on the previous heart rates. To make a prediction, the algorithm will first extrapolate a point based on the linear regression of its previous 10 points (or all previous points, if there are less than 10 points). Here 10 is used because for a larger value, the heart rate trend within the previous time windows on which the prediction is based is more likely to be nonlinear, and a smaller value reduces the reliability of the linear regression. Let the linearly extrapolated point be h e , then h n = h n−1 + 5 * sign(h e − h n−1 ).
where sign(x) denotes the signum of x. The multiplier of the sign function is chosen based on experimenting with subset of the datasets. After the prediction method is used, ∆H is increased by 8.
III. DATA SET DESCRIPTION The 22 data sets are introduced as part of the 2015 IEEE Signal Processing Cup and used by various researchers [1] [9] [10] . All sampling rates were 125 samples/s. The data were recorded from subjects performing different kinds of motions. Specifically, data sets 1, 2, 7, and 10 were recorded from subjects performing various forearm and upper arm exercise (like shaking hands, stretching and pushing), running, jump, and push-up. Data sets 3 -6 and 8 -9 were recorded from subjects performing intensive arm movements like boxing; data set 11 was recorded from a subject running on a tread mill: the speed was rest(30 s) → 8 km/h(1 min) → 15 km/h(1 min) → 8 km/h(1 min) → 15 km/h(1 min) → rest(30 s); data sets 12 -22 were recorded from subject running on tread mills: their speed was rest(30 s) → 6 km/h(1 min) → 12 km/h(1 min) → 6 km/h(1 min) → 12 km/h(1 min) → rest(30 s). Data set 10 was recorded from a subject with abnormal heart rhythm and blood pressure, and thus the estimation result of this algorithm may only reflect the subject's pulse rate. Data sets 1 -9 come from healthy subjects. Information regarding the health of subjects in data sets 10 -22 is unavailable from the Signal Processing Cup.
IV. RESULTS
To measure the performance of HeartBEAT, four metrics were used: Pearson's correlation, Spearman's ρ, Kendall's τ and mean absolute error with respect to the ground truth. Let the tracked heart rate be h i , the ground truth heart rate be G i , and the total number of heart rates be n. Then, the Pearson's Correlation is given by
where cov(h, G) is the covariance of h and G, and σ is the standard deviation. The Spearman's ρ is given by
where d i is the difference of ranks of h i and G i . The Kendall's τ is given by τ = n c − n d 1 2 n(n − 1)
where n c is the number of concordant pairs and n d is the number of discordant pairs. The mean absolute error is given by
The 22 sets of data were also used in other papers [1] [9] . Table I compares the results of the proposed algorithm and the state of the art on these 22 sets. Another paper [10] uses only the last 12 data sets, recorded from subjects running on treadmills. Table II compares the four algorithms on the last 12 sets of data. For the 22 data sets, it can be seen that HeartBEAT has comparable Pearson's correlation and mean absolute error, higher Spearman's ρ and higher or equivalent Kendall's τ. HeartBEAT's performance is better or equivalent in terms of Spearman and Kendall which means that the monotonic behavior is as good as or outperforming other methods but it still needs enhancement in terms of linear behavior which can be achieved by adding a monotonic mapping function. For running-on-treadmill motions (data sets 11-22), HeartBEAT produces not as good but comparable results. 
V. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed HeartBEAT algorithm for tracking heart rate from PPG signal with various types of motion artifacts, including forearm and upper arm movements, push-up, jump and running on treadmills. HeartBEAT contains spectrum estimation using periodogram, motion artifacts elimination by recursive least square adaptive filters, and heuristics. Twenty-two sets of data were used to test the algorithm. The results produced by HeartBEAT shows high correlation and low mean absolute error with respect to the ground truth. Compared to other algorithms, it has lower correlation in terms of linearity. However, in terms of ranking-based methods, it is either the best or the second best. As future work, we are figuring out what kind of characteristics related to running-on-treadmill motions cause HeartBEAT to perform poorly. We are also enhancing the algorithm to make it work for various signals types other than PPG and also to make it robust under more significant motion artifacts so that HeartBEAT can potentially be used on wearable devices.
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