












Cahiers du département d’économétrie 
Faculté des sciences économiques et sociales 


























  A Robust Approach to 













In this paper we introduce robust techniques for inference and
model selection in the analysis of longitudinal data. Robust versions
of quasi-likelihood functions are obtained by building upon a set of ro-
bust estimating equations where robustness is achieved by weighting
the classical estimating equations. The robust quasi-likelihood func-
tions are then used to construct a class of test statistics for model
selection. We derive the asymptotic distribution of this class of test
statistics, and show its robustness properties in terms of stability of
the asymptotic level and power under contamination. We also address
the problem of the robust estimation of the nuisance parameters. The
application to a real dataset conrms the benet of our robust analy-
sis.
KEY WORDS: estimating equations; model selection; nuisance param-
eters estimation; quasi-likelihoods functions; robust estimation; robust infer-
ence.
AMS CLASSIFICATION: 62F030, 62F10, 62F35.1 Introduction
Longitudinal data, which commonly arise in medical studies and in eco-
nomics, aim at describing a response (or outcome) as a function of some
covariates when the data consist of repeated observations (over time) for
each subject. Even though the measurements for dierent subjects can be
considered independent, this is not the case for repeated measurements on
the same subject, and this within-cluster correlation must be taken into ac-
count. Clusters can sometimes be dened by dierent criteria: for example
the set of individuals in a medical practice (see, for instance, the example in
Section 4).
In situations where there is only one measurement for each subject (and
therefore no correlation structure), generalized linear models (McCullagh and
Nelder, 1989) provide a powerful tool to analyze a broad variety of continuous
and discrete data. There are several strategies to extend generalized linear
models such that they take into account the correlation within subjects:
marginal mean models, random-eects models and transition models (see
Diggle, Liang, and Zeger, 1996 for details). We choose here to follow the rst
approach, where we model the population-averaged response as a function
of the covariates assuming independence between subjects. This approach
describes the average population response with respect to changes in the
covariates. If the goal is to describe the individual changes, a mixed-eects
model should be used instead (see Zeger, Liang, and Albert, 1988).
Because of the lack of likelihood methods for the analysis of multivariate
non Gaussian data, essentially due to the lack of a rich class of joint distribu-
tions, longitudinal data analysis is successfully performed via the generalized
estimating equations (GEE) approach of Liang and Zeger (1986) and Zeger
and Liang (1986). This procedure is a quasi-likelihood type procedure and
has the advantage of allowing the construction of test statistics based on dif-
ferences of quasi-likelihoods for model selection, a very popular approach, in
particular in the generalized linear model literature (see for instance, Wedder-
burn, 1974 and McCullagh, 1983). Moreover, quasi-likelihood functions allow
one to distinguish between multiple roots, a known drawback of estimating
equations. This is possible even though the derivation of a quasi-likelihood
function from a set of estimating equations in the case of longitudinal data
is more delicate than in the case of generalized linear models, due to the
correlation within subjects (see Hanfelt and Liang, 1995).
Because of the quasi-likelihood nature of the GEE procedure, the re-
gression and nuisance parameter estimates can be highly in
uenced by the
presence of unusual data points and attention has to be payed to avoid mis-
2leading conclusions due to few outlying points. We address this problem in
Section 2 where we propose a class of robust estimators for marginal models.
We pay particular attention to the robust nuisance parameters estimation
and we formulate several proposal to obtain them depending on the assumed
correlation structure. Note that a robust estimation procedure for gener-
alized linear mixed models has been proposed in Mills, Field, and Dupuis
(2002).
The lack of robustness is not conned to the estimation procedure, but
passes on to inference and model selection based on the notion of deviance.
The robustness of test statistics based on dierences of quasi-likelihoods in
the particular case of independence (generalized linear models) has been stud-
ied in Cantoni and Ronchetti (2001). In Section 3 of the present paper we
extend these results to the case where correlation is present: we dene a
class of robust quasi-deviances functions that can be used for safe inference
even in presence of outliers and leverage points. The asymptotic distribution
and the robustness properties of this class of test statistics are derived. We
illustrate the use of the new technique in Section 4, where we study in details
the GUIDE dataset.
2 Robust Estimation
Consider a longitudinal data analysis setting, where Yit is the discrete or con-
tinuous outcome for subject i at time t, for i = 1;:::;K and t = 1;:::;ni.
For each outcome Yit, we also measure a set of covariates xit. We write
Yi = (Yi1;:::;Yini)T for the ni1 vector of responses, and Xi = (xi1 :::xini)T





i , with Ai = diag(v1=2(i1);:::;v1=2(ini)), and that the sub-
jects are independent. Purely dependent data are obtained with K = 1
(only one cluster) and purely independent data are obtained with ni = 1 for
all i (generalized linear models). We model the marginal mean E(Yit) = it,
and assume that g(it) = xT
it = it for a known link function g, and that
V(Yit) = v(it).
2.1 Regression Parameters
Optimally weighted estimating equations in the class of all estimating equa-
tions based on (Yi   i) are given by (see Hanfelt and Liang, 1995 and









i ( i   ci) = 0; (1)
where Di = Di(Xi;) = @i=@ is a ni  p matrix, Vi = Vi(i;) =
AiRi()Ai is a ni  ni matrix. Ri(), for an s-parameter , is said to
be the \working" correlation matrix, as opposed to the \true" correlation




i . Moreover,  i = Wi  (Yi   i), where
Wi = Wi(Xi;yi;i) is a diagonal nini weight matrix containing robustness
weights wit for t = 1;:::;ni, and ci = E( i). Finally,  i = E(~  i   ~ ci) with
~  i = @ i=@i and ~ ci = @ci=@i. Note that the estimating equations in (1)
are a slightly modied version of the estimating equations in Preisser and
Qaqish (1999).
We suppose that the weights Wi downweight each observation separately,
even though it is possible to consider a cluster downweighting scheme. The
usual choices for the weights are: wit as a function of the Pearson residuals
rit = (yit it)=v1=2(it) to ensure robustness with respect to outlying points
in the y-space, or wit as a function of the diagonal elements of the hat matrix
hit to handle leverage points. In practice, it makes often sense to combine
both types of weights. The classical GEE equations are obtained with Wi
equal to the identity matrix. We refer to Cantoni and Ronchetti (2001) for
a detailed discussion on the choice of the weights.
For xed values of the nuisance parameters  and , the estimation of
the regression parameter  in (1) can be performed via iterative reweighted
least squares by regressing the adjusted dependent variable Z = Xtot^  +
D  1( tot   ctot) on Xtot with block diagonal weight matrix W , where
Xtot = (XT
1 ;:::;XT




K)T, ctot = (cT
1;:::;cT
K)T, the i-th













is a block diagonal matrix with blocks D
i = diag(@i1=@i1;:::;@ini=@ini).
Remark that Di = D
i
 1Xi. The matrix Hi = Xi(XTW X) 1XT
i W 
i denes
the hat matrix for subject i.
Under the usual regularity conditions for M-estimators (Huber, 1981),

















































W(y   )   c

;
for a generic observation (X;y), and where T is the functional corresponding
to ^ . This in
uence function is bounded with respect to contaminations in
the outcome as long as   is bounded, and with respect to contamination in
the design if DT TV  1W  is bounded.
2.2 Nuisance Parameters
The estimation of the nuisance parameter  and of the correlation parameter
 has also to be made robust to avoid harmful consequences on the estimation
of the regression parameters.
2.2.1 Robust Estimation of 
The parameter  is the variance of the Pearson residuals rit = (yit it)=v1=2(it).
Its robust estimation can therefore be obtained wit any robust estimator of
variance, for example the
MAD = 1:483  med(i;t) j rit   med(k;l) rkl j;






where c(r) =  2
c(r)   , with  c(r) = r if jrj < c, and  c(r) = c  sign(r)
otherwise, and  = E( 2
c(r)) is a constant that ensures Fisher consistency of
the estimation of  (see Hampel, Ronchetti, Rousseeuw, and Stahel, 1986,
p. 234).
52.2.2 Robust Estimation of 
As in the classical GEE theory, the estimation of the correlation parameter
 depends on the assumed correlation structure. In the following we discuss
the most common situations.
1. A widely used model is the exchangeable correlation structure Ri =
1ni1ni + (1   )Ini, with 1ni a unit vector of length ni and Ini the
identity matrix of size ni  ni. This means that Corr(Yit;Yit0) = 
for t 6= t0 and 1 otherwise. A simple M-estimator of covariance based
on Huber's weights can be used on the N  2 matrix Z, whose rows
are dened as all the couple of residuals (rit;rit0) for i = 1;:::;K and
t > t0, and where N =
PK
i=1 ni(ni   1)=2. Denote by zi the ith row of










i)(zi   ^ m)(zi   ^ m)T;
(2)
where d2
i = (zi  ^ m)T ^  1(zi  ^ m) is the squared Mahalanobis distance,




 = E(r  u1;k2(jrj))=2 (see Maronna, 1976, Devlin,






Note that the known drawback that M-estimators as dened in (2) have
a low breakdown point, namely 1=dimension, does not make sense here
because dimension = 2. Nevertheless, high breakdown point estima-
tors could be considered to estimate . An ad hoc estimator of 
which relies on the strong hypothesis that V ar( i) can be decomposed
as BiV ar(Yi)Bi is considered in Preisser and Qaqish (1999). Note,
however, that our proposal is more general and has the advantage to
inherit the whole set of distributional properties of M-estimators.
2. Another common correlation structure is the m-dependence which con-
siders that Corr(Yit;Yi(t+j)) = j, for j = 1;:::;m. The estimation of
each correlation coecient j can be performed based on all couple
of residuals (rit;ri(t+j)) in the same manner as the estimate of the ex-
changeable correlation parameter is obtained, see point 1., equation (2),
where N is replaced by
PK
i=1(ni   j).
63. The autoregressive correlation structure assumes that Corr(YitYi(t+j)) =
j for j = 0;1;:::;ni   t. In this case, the estimation of  is obtained
with all the couple (rit;ri(t+1)) by the procedure described at point 1.,
equation (2), with N replaced by
PK
i=1(ni   1).
4. If ni = n for all i and Ri  R totally unspecied (s = n(n   1)=2 free






where the multivariate variance is estimated with one of the exist-
ing high-breakdown estimators: the minimum covariance determinant
(Rousseeuw, 1984, 1985), the minimum volume ellipsoid or its mod-
ied version (Rousseeuw and van Zomeren, 1990), or an S-estimator
(Rousseeuw and Leroy, 1987). Note that here a high-breakdown esti-
mator is desirable due to the potential high dimension.
It is worth mentioning that u1;k(di)  1, and therefore u2;k(di)  1,
in cases 1., 2. and 3. above gives the usual (classical) estimates for these
situations.
3 Robust Variable Selection
The next important step of the analysis is model selection, where one has to
compare the adequacy of a submodel Mp q with (p   q) regression parame-
ters with respect to a larger model Mp with p regression parameters. This
situation arises either in a stepwise procedure, or while comparing two pre-
dened nested models. To this end we dene a class of test statistics based










where ^ i = i(Xi; ^ ) is the estimation under model Mp, and _ i = i(Xi; _ )






















with the integrals possibly path-dependent. A typical set of integration paths
is given for example by tit(s) = yit + (it   yit)scit, for cit  1 and t =
























involving only univariate integrations.
For the test statistic in (4) the following proposition holds:
Proposition 1 Under conditions (A.1)-(A.9) in Heritier and Ronchetti (1994),
[C1], [C2] in Appendix B, and under H0 : (2) = 0, the test statistic t(s)






 1   ~ M
+
LK + oP(1) = KR
T
K(2)M22:1RK(2) + oP(1); (6)






















where N1;:::;Nq are independent standard normal variables, d1;:::;dq are
the q positive eigenvalues of the matrix Q
 
M 1  ~ M+





11 and ~ M
+
12 = 0, ~ M
+
21 = 0, ~ M
+
22 = 0.
The proof of this proposition is given in Appendix C. Beside giving the
asymptotic distribution and an asymptotically equivalent quadratic form to
t(s), Proposition 1 shows that the path-dependence of the integrals in (5)
8vanishes asymptotically. Moreover, Hanfelt and Liang (1995) shows that the
path of integration does not play an important role in nite-sample situa-
tions. This supports the use of the dierence of robust quasi-likelihoods for
inference.
We now state a result on the asymptotic level under contamination. Con-













where G is an arbitrary distribution (see Heritier and Ronchetti, 1994). It
then holds:
Corollary 1 Under conditions (A.1)-(A.9) in Heritier and Ronchetti (1994),
and for any M-estimator ^ (2) with bounded in
uence function, the asymptotic
level of the robust quasi-likelihood test statistic (4) under a point mass con-
tamination is given by
lim











where P is an orthogonal matrix such that P TDP = 
22M22:1, 
 is the
asymptotic variance of ^ , namely M 1QM 1, 0 = (F) is the nominal
level, and D is the diagonal matrix with elements d1;:::;dq as dened in
Proposition 1.
The proof follows from Proposition 2 in Cantoni and Ronchetti (2001)
with G(z) = z a point mass contamination, U = ^ 2,  = 
22 and
A = M22:1. A similar result can be obtained for the power. The result
of Corollary 1 proofs the robustness properties of the test statistics by en-
suring that the asymptotic level (and the asymptotic power) of t(s) under
contamination are bounded if a bounded in
uence M-estimator ^ 2 is used to
estimate the regression parameters of the model.
4 Application to the GUIDE Study
We will study the dataset of the GUIDE study (Guidelines for Urinary Incon-
tinence Discussion and Evaluation), as used in Preisser and Qaqish (1999),
available at http://www.phs.wfubmc.edu/data/uipreiss.html. The out-
come variable is the coded answer (bothered: 1 for \yes", 0 for \no") of
9a patient to the question: \Do you consider this accidental loss of urine
a problem that interferes with your day to day activities or bother you in
other ways?" There are 5 explanatory variables: the gender, coded as an
indicator for women (female), the age (minus 76, divided by 10: age), the
average number of leaking accidents per day (dayacc), the degree of the leak
(severe: 1 = just create some moisture, 2 = wet their underwear (or pad),
3 = trickle down their thigh, 4 = wet the 
oor), and the daily number of
visit to the toilet to urinate (toilet). 137 patients divided into 38 clusters
participate in the study. The clusters are dened by the practice, which
means that patients from dierent practices are assumed independent. We
assume common (exchangeable) correlation  within any two patients of each
cluster. The model considered for this dataset is a logit-link model ( = 1),
where the linear predictor takes the form:
 = 0 + 1xfemale + 2xage + 3xdayacc + 4xsevere + 5xtoilet:
We estimate the regression parameters with the set of equations in (1), where
we consider both weights on the design (w:x) and on the outcome (w:y). We
will use w:x(hit) =
p










with c = 1:5. See also the computational details in Appendix A.
The nuisance exchangeable correlation parameter  is estimated by the
procedure described in Section 2.2.2, namely equations (2) and (3) with
k = 2:4.
Table 1 gives the estimated coecients for three dierent situations: both
types of weights equal to 1 reproducing classical GEE results (rst column),
weights on the outcome only (second column), and weights on both the design
and the outcome (third column).
First note that the results of the second and third column (robust analy-
sis) are quite close, whereas they dier noticeably from the classical analysis.
This means that the additional weights on the design are probably not cru-
cial. From the purely statistical signicance point of view, the importance
of the variables female and age is less clear in the robust analysis than it
appears in the classical analysis. The signicance of the variable dayacc
seems to be equally well assessed in both types of analysis. The variable
severe is no longer signicant in the robust analysis, whereas the variable
toilet seems to play an important role that was hidden with the classical




^  0.09 0.06 0.06
Intercept -3.05 -3.81 -3.79
(0.96) (1.33) (1.31)
female -0.75 -1.47 -1.42
(0.60) (0.82) (0.79)
age -0.68 -1.55 -1.44
(0.56) (0.72) (0.70)
dayacc 0.39 0.53 0.53
(0.09) (0.13) (0.13)
severe 0.81 0.76 0.73
(0.36) (0.43) (0.42)
toilet 0.11 0.37 0.36
(0.10) (0.13) (0.13)
Table 1: Estimation of  and  by classical and robust GEE, standard errors
are within parentheses.
approach. Moreover, it seems that the classical analysis tends to overestimate
the correlation parameter .
Let us consider a backward stepwise procedure based on the dierence
of quasi-likelihoods (4) to check more carefully the issues related to model
selection. We use the same weights and the same set of parameters as in the
estimation procedure, and compute the quadratic form (6) asymptotically
equivalent to t(s). At each step of the procedure, we remove the variable
that is less signicant by looking at the p-value, or equivalently at the value
of the test statistic. The procedure is stopped when all test statistics are
signicant at the 5% level.
Table 2 gives the p-values at the rst step of the backward stepwise pro-
cedure. It is impressive to see how the classical p-values dier from the
robust ones. This highlights the heavy in
uence of outlying observations on
the inference procedure and not only on the estimation procedure. Finally,
the robust procedure ends up by retaining the variables dayacc and toilet,
whereas the classical analysis would retain the variables dayacc and severe.






Table 2: p-values of the rst step of the backward stepwise procedure on the
GUIDE dataset.
5 Conclusions
This paper develops robust techniques for an exhaustive study of longitudinal
data following a marginal mean modeling approach. After dening several
robust estimators for regression and nuisance parameters in longitudinal data
models, we introduce robust quasi-likelihood functions to use for model selec-
tion in a class of likelihood-ratio type test statistics, which can automatically
and safely handle data containing outlying points. The asymptotic distribu-
tion of this class of test statistics is derived. It is shown that this class of test
statistics enjoys good robustness properties on the asymptotic level and on
the asymptotic power. The study of a real data set supports the relevance
of the problem and the benets of the new technique. With respect to its
classical counterpart, the robust analysis allows to identify the importance
of dierent explanatory variables in the model.
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A Bernoulli Trials in Details
Let Yit and Yis be Bernoulli distributed with probability of success equal to
it, and is respectively and with correlation between ts. We also suppose
that the robustness weight wit associated with subject i at time t can be
decomposed as w:x(hit)w:y(rit). The joint distribution of (Yit;Yis) is multi-





itis, 10 = it   11, 01 = is   11 and 00 = 1   it   is + 11.














) is the weight for the t-th observation
of subject i evaluated at yit = j. Moreover, the diagonal matrix  i = E(~  i 








B Assumptions for Proposition 1
[C1]: Denote by Dn the set of all sample points zi, i = 1;:::;n for which
the second-order derivatives @2Qt(s)(zi;)=@j@k, i = 1;:::;n; j;k =
1;:::;p are continuous functions of . It is assumed that limn!1 P(Dn) = 1.
[C2]: For any z, any positive value , and any 1 denote by jk(z;1;)
the least upper bound and by 
jk(z;1;) the greatest lower bound of
@2Qt(s)(zi;)=@j@k, with respect to  in the  interval jj1 jj  .





























are bounded functions of  and  for all  and
 < .
These conditions are obtained by replacing logf(z;) by Qt(s)(z;) in
the corresponding classical results for the likelihood ratio test; cf. Rao (1973),
Wald (1943).
15C Proposition 1: Sketch of the Proof
By considering a second order Taylor expansion of
PK
i=1 Qti(s)(yi; _ i) around PK
i=1 Qti(s)(yi; ^ i), and by the fact that K 1@2=@@
T PK
i=1 Qti(s)(yi; ^ i)
tends to limK!1 AK when K ! 1, we have { by Slutsky's theorem { that







(^    _ ):
Moreover, for K ! 1, under H0 and by the asymptotic properties of the
estimators ^  and _ , the following distribution equality holds under conditions
(A1)-(A9) in Heritier and Ronchetti (1994):
p




K   ~ A
+)UK;
where UK = K 1@=@
PK






















The distributional statement follows from standard results on the distri-
bution of quadratic forms in normal variables (see Johnson and Kotz, 1970).
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