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3.3.1 ûd to αβ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
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SUMMARY
Many multirotor controllers achieve globally stable attitude control through the us-
age of quaternions, as it does not inherent any singularities, unlike other alternatives such
as Euler angles. However, globally stable position or velocity control of quadrotors have
rarely been achieved; most controllers limit their attitude within a certain range to avoid
singularities that occur during position control of quadrotors. This thesis focuses on pre-
senting a globally stable quaternion-based dual loop nonlinear control scheme. Globality
of the control scheme is both achieved in 1) the sense that all errors exponentially converge
to zero regardless of the initial state errors and 2) the controller can stabilize at and pass
through any point of attitude during position control.
The two control loops are structured so that the outer loop controls the transla-
tional velocity or position, and the inner loop controls the attitude. The outer control loop
uses a Proportional-Integral (PI) feedback structure. The proportional action is in terms
of the translational position or velocity of the quadrotor, and the integral action is pri-
marily used to eliminate steady-state error of the control state. The inner attitude control
loop is a Proportional-Derivative (PD) feedback loop, where the proportional action is in
terms of the vector component of the quaternion representation of the quadrotor attitude
and the derivative action is in terms of the quadrotor angular velocity. Additional control
gains, other than the PID gains, are employed to achieve globality in the Lyapunov sense.
Furthermore, nonlinear feedforward terms, which acts as compensations for the nonlinear
dynamics of the quadrotor and gyroscopic torques, were also employed to guarantee the
global stability of the quadrotor.
This thesis also investigates different singularity and ambiguity issues, more specif-
ically singularities that can arise during attitude control while trying to achieve global sta-
bility; these singularities, when not dealt with, may cause the controller to lose control of
the quadrotor leading to instability at different locations. The thesis presents solutions to
xiii
these singularities which allows the quadrotor to achieve global position control so that the
quadrotor can achieve any attitude without losing stability.
The results section shows that once all solutions are employed robust and accurate
control of the quadrotor can be achieved. The thesis presents the effectiveness of the solu-
tions to design a globally position tracking quadrotor controller with both simulation and
implementation results. In particular, the quadrotor is seen tracking an ambitious linear
position-based trajectory which commands the quadrotor to complete 360◦ flipping mo-
tions in various directions. The robustness of the control scheme is shown with the fact that





Interests in multirotors have been growing in the research community since the late
2000s. Multirotors make excellent Unmanned Aerial Vehicles (UAVs) due to their capabil-
ity of maintaining a fixed position and Vertical Take-Off and Landing (VTOL). Fixed-wing
UAVs have longer flight times but need runways for take-off and landing and to move con-
tinuously to generate lift. Due to their unique characteristics, multirotor UAVs have become
popular for military applications, photography and filming, and agricultural spraying and
surveying.
1.1 Motivation and Objectives
Quadrotors are interesting and fairly complex systems with six degrees of freedom:
three translational degrees of freedom and three rotational degrees of freedom. The fact
that all six degrees of freedom must be manipulated with only four control forces, three
torque forces and one thrust force, does not make the control of quadrotors any simpler.
In recent years, the control of the general movement of quadrotors have developed from
the control of attitude only, which only covers the three rotational degrees of freedom,
while having the remaining three positional degrees of freedom to be controlled in an open-
looped manner to complete control of all six degrees of freedom. Even with the recent
developments, global control of quadrotors in the sense that it can attain any attitude from
only translational trajectories have rarely been achieved. Due to the nature of the most
popular rotational conventions, singularities are bound to occur. The stability of the control
of quadrotors may deteriorate if such singularities are introduced in the process. Another
difficulty is the fact that the three translational degrees of freedom are not directly coupled
with all three rotational degrees of freedom. During translational control of quadrotors,
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the direction of the thrust force is the only component of the quadrotor that directly effects
the actual translational movement of the quadrotor, which can largely be determined by
two of the rotational degrees of freedom that controls the tilt of the quadrotor. Designing
a global controller while making sure the control laws stably control all six degrees of
freedom is challenging as it requires the controller to incorporate the remaining single
degree of freedom smoothly and without singularity. Many studies avoid such singularities
by limiting the range of control; however, in order to achieve a truly global controller such
singularities must be addressed.
In light of the considerations discussed above, the objectives of this study can be
summarized as follows:
• Design a controller that is global in the sense that all state errors converge to zero no
matter how large the initial error is.
• Design a controller that is global in the sense that all attitudes can be achieved.
• Investigate singularities that may occur during the process of achieving global con-
trol, and solve such issues in a smooth manner.
• Incorporate all considerations and ensure that the overall controller is fast and robust.
1.2 Current Control Strategies
Attitude control of rigid bodies, including quadrotors, commonly use one of the
three rotational conventions: Euler angles, Direction Cosine Matrices (DCM), and quater-
nions. Each attitude has their own advantages and disadvantages which makes them suit-
able to use for different purposes. The Euler angle convention consists of three angular
values each representing the elementary rotation around the three principal axes: roll,
pitch, and yaw. Some examples of quadrotor controllers which utilize the Euler angle
convention can be found in [1], [2], and [3]. DCMs are singular rotation matrices which
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combines three elemental rotation matrices around the three principal axes. [4] and [5] are
two examples of quadrotor controllers which use DCMs as their main attitude convention.
Quaternion attitude is another alternative which has unique advantages that makes it prefer-
able over the other two conversions. First of all, Quaternions do not divide rotations into
three separate rotations, as the Euler Angles do, which makes it singular free. Additionally,
quaternions only have four elements which makes it less computationally expensive than
the DCM convention which includes nine. As a result, many attitude controllers of the
quadrotor utilize quaternions. In [6], the author demonstrates how quaternions can be used
effectively to control rigid body attitude. [7] presents quaternion-based PD2 with additional
feedforward compensation attitude controller of a quadrotor. [8] introduces a non-linear P2
controller was proposed. Finally, [9] presents a quaternion based PD attitude controller
with compensations for uncertainties.
Although sole control of quadrotor attitude is much faster and more efficient, accu-
rate control of all six degrees of freedom of the quadrotor is difficult to achieve. Without
directly controlling the position of the quadrotor, dealing with disturbances, such as wind
or other forces, may be challenging. More importantly, the ultimate purpose of controlling
UAVs is to guarantee that the aircraft travels from one position to another without manual
assistance, which is a feature that is difficult to achieve by controlling position indirectly
through attitude controllers. The position control problem of quadrotors has been addressed
by several papers using various control techniques, both linear and nonlinear. Proportional-
Integral-Derivative (PID) control is one of the more commonly used techniques in quadro-
tors. [2] introduces a PID-based dual loop position tracking controller with angle satura-
tion. [10] proposes a dual loop PD-PD structure control scheme to control the position of
a quadrotor. Other than the commonly used PID control method, controllers based on con-
trol theories more suitable for nonlinear systems has also been explored and implemented.
Sliding mode control can be found in numerous controllers. [1] introduces an adaptive
sliding mode position controller, which is compared with a controller based on feedback
3
linearization; the adaptive law included in the control scheme allows the overall control
to experience reduced chattering, which is a common disadvantage of sliding mode-based
controllers. [11] presents a sliding mode controller based on Lyapunov functions which
controls the altitude and attitude of the quadrotor. [12] proposes a sliding mode control
which utilizes saturation functions instead of sign functions to reduce chattering. [13] in-
troduces a dual-loop controller with a LQR based outer position control loop and an integral
sliding mode attitude control to reduce the effects of uncertainties and disturbances. Finally,
[14] presents a position tracking dual-loop controller which implements the sliding mode
control method in both the inner attitude and outer position control loop. Back-stepping
control is another control theory that has been studied by various papers. [15] introduces
a seven step backstepping position controller of quadrotors guaranteed to achieve asymp-
totic stability based on the Lypaunov stability analysis. [16] introduces a Lyapunov based
nine step backstepping attitude controller with angle limitations. Feedback linearization is
another nonlinear control technique that have been explored in existing controllers. [17]
introduces an asymptotically stable nonlinear feedback linearizing controller with slight
backstepping. [18] introduces a Ricattie equation based LQR feedback linearized position
controller of the quadrotor. [19] presents a dual loop position controller in which the outer
loop is a proportional based controller with nonlinear compensation and the inner attitude
loop is based on feedback linearization. The implementation of H∞ control has also been
explored in the past. [20] combines a nonlinearH∞ based nonlinear controller with a back-
stepping translational trajectory controller. [21] applies nonlinear H∞ control on the inner
attitude loop with a trajectory tracking predictive controller in the outer translational loop.
[22] presents a method of designing a H∞ based linear controller with model parameters
obtained from an in-depth system identification process. Furthermore, adaptive control
has also been utilized to deal with modelling uncertainties and disturbances. [3] presents
an adaptive control scheme to deal with modelling inertial uncertainties. [23] proposes
an asymptotically stable control law, in which adaptive control is employed to eliminate
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the need to collect angular velocity measurements during control. [24] presents a dual
loop adaptive controller to compensate for dynamic changes of the center of gravity of the
quadrotor. [25] presents a survey on different control methods and compares the advan-
tages and disadvantages of different linear and nonlinear based techniques. Other than the
more traditional linear and nonlinear control, several other control techniques have also
been explored. [26] introduces a PI position control loop combined with a Self-Tuning
Regulator to decrease response overshoot. More recently, [27] presented a controller that
combined embedded model control with feedback linearization to control the quadrotor po-
sition. Neural network based has also been explored in [28] and [29], as well as controllers
based on reinforcement learning as presented in [30].
Global quadrotor control has rarely been achieved. To track most position trajec-
tories, a locally stable controller that is robust within the upper region of the 3D attitude
space is sufficient; most simple trajectories do not require large changes in attitude, which,
as a result, do not invoke many of the difficulties present in designing global controllers.
There certainly are controllers tailored towards tracking aggressive trajectories which may
have the capability of achieving global control. Although these controllers do indeed have
the speed and accuracy to track agile maneuvers, many do not have clear solutions to sin-
gularities that occur during global tracking. [31] has actuator constraints that prevents
the quadrotor from achieving certain attitude configurations as the controller focuses on
tracking dynamically feasible trajectories. [32] utilizes sequences of trajectory tracking
and attitude control to achieve aggressive flipping maneuvers. [33] focuses on rejecting
aerodynamic disturbances without considering singularities that may occur while achiev-
ing global trajectory tracking control. [34] effectively deals with the singularity that occurs
when tracking perching trajectories (i.e., achieving attitude configurations where the thrust
direction is almost horizontal); however, other singularities that occur when the aircraft is
inverted are not considered. Finally, [35] presents a dual loop control scheme: an outer at-
titude loop and an inner angular velocity tracking loop. Although the paper presents results
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that demonstrate tracking of aggressive maneuvers, such as flipping motions, it focuses on
attitude control, not position control, in which singularities primarily discussed throughout
the thesis do not occur.
[5], [36], [37], and [38] are some of the few controllers that to a certain extent
do have the versatility and capability to track more ambitious trajectories. [5] introduces
globally stable backstepping controller which uses perturbation and smoothing functions
to deal with undesirable singularities. However, globality cannot be achieved without addi-
tional restrictions as the overall closed-loop error system is shown to have two equilibrium
points once the proposed control scheme is applied. More importantly, the paper does not
include any simulation or experimental results to demonstrate such globality, which is only
proven in theory. [36], on the other hand, proposes a DCM controller which is only almost
global as it requires limitations on initial conditions. Also, the flipping motion, which
can demonstrate the globality of the controller, were performed with sole attitude control
suggesting the control scheme is not robust to execute such motions with position control
of the quadrotor. Furthermore, [37] proposes a global converging controller that generates
feasible trajectories based on alternating minimization; however, the letter does not con-
sider the singularities that occur due to the differential flatness of the quadrotor and, at the
same time, the presented results do not show any indication that the control method can
achieve attitude configurations globally without running into those singularities. Finally,
[38] presents a quadrotor that can perform upside-down perching. Although the presented
controller does not demonstrate global state convergence, the upside-down perching ma-
neuver does show that the controller effectively deals with all singularities that occurs while
achieving such motion. Even so, the strategy involves stopping the motor when close to
singular pose to prevent the introduction of singularity into the control inputs; this method
limits the control of the quadrotor within such singular regions which may be undesirable
for certain applications. The novelty of the controller presented in this study is in that many
of these aggressive maneuvers can be achieved with appropriate designed trajectories as all
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singularities that occur while tracking global trajectories are appropriately dealt with. Also,
the strategy of avoiding singularity does not involve limiting control within singular regions
which is another great advantage.
1.3 Thesis Formulation
[39] presents part of the work discussed during this thesis. Although sections of
these publications will not be directly copied into the thesis, many of the concepts and
proofs will be borrowed. This thesis investigates position or velocity control of a globally,
exponentially stable quadrotor. Chapter 2 provides mathematical background used exten-
sively throughout the thesis, which includes discussion on rotation conventions, singular-
ities, basic Lyapunov stability, and quadrotor modelling. Chapter 3 presents the general
control scheme of the quadrotor to achieve the objectives discussed above; in addition, the
chapter investigates the different singularities that inevitably occurs due to the nature of the
system. The chapter also includes an extensive Lyapunov stability analysis which shows
the global exponential stability of the controller. Chapters 4 and 5 present the simulation
and experimental performance of the controller implemented to a commercial quadrotor.
The results of the efforts to achieve a global controller is discussed in this chapter as well.




2.1 Different Angle Conventions
As discussed before, multirotor control is commonly based on Euler angles, direc-
tion cosine matrices (DCMs), or quaternions. In fact, many robotic research areas that deal
with robot body orientation utilizes the three abovementioned conventions. Euler angles
have the advantage of being the most intuitive, as each of the three Euler angles represent
elementary rotations around the three principles axes of the aircraft: roll, pitch, and yaw.
An alternative to the traditional Euler angles is the DCM representation. DCM represen-
tations are usually the combination of elementary rotation matrices that each represent the
corresponding roll, pitch, and yaw. Though commonly used, Euler angles have inherent ge-
ometric singularities, commonly known as “Gimbal Lock”, while DCM representations are
computationally expensive as all nine elements of the matrix are utilized [8]. Quaternion
attitude representation, on the other hand, presents a singularity-free and less computation-
ally expensive alternative. All rotations essentially contain information about the axis of
rotation and angle of rotation. In fact, the 3 conventions are merely mathematical conven-
tions with different pros and cons to allow mathematical calculations of the rotations.
2.1.1 Euler Angles
Euler Angles are the combination of three elemental rotations around three principal
axes of a fixed frame. The three rotations when combined can represent any attitude around
the fixed frame and can reach any target attitude. The definition of Euler Angles may differ
depending on the three principal axes chosen and the order of the three rotations. The
axes selected can either be intrinsic or extrinsic: intrinsic axes are defined on the body-
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fixed frame (i.e., the rotated frames after each elementary rotation), while extrinsic axes
are always defined on the original fixed global frame.
Two types of rotation sequences can be used to achieve a target attitude. The first
being the Proper, or Classic, Euler Angles which rotates around three axes, wherein the first
and the third elemental rotations are around the same axis (i.e., Z-Y-Z or Z-X-Z). On the
other hand, the Tait-Bryan convention, which is widely utilized in aerospace applications,
rotates around three distinct elemental axes (i.e., Z-Y-X or Z-X-Y). Though different in
method, the basic idea of the Euler Angles is that three rotations are sufficient to represent
any rotation around the original fixed frame. As all fixed frames are consisted of 3 principal
axes, a total of 12 different sequences can be used to represent attitude via the Euler Angle
convention. However, due to the nature of the problem, as the thesis deals with aircrafts,
the Tait-Bryan convention, specifically Euler Angles in the sequence of the extrinsic Z-Y-
X, will be the center of discussion; whenever the thesis uses the term ‘Euler Angles’, it
would be referring to the Tait-Bryan convention (Z-Y-X).
2.1.1.1 Tait-Bryan (Intrinsic Z-Y-X)
The Tait-Bryan convention is also known as the ‘Roll-Pitch-Yaw’ convention. The
roll, pitch, and yaw angle each denote the rotation around the x,y and z axes, respectively.
Figure 2.1 shows how Euler Angle sequences can be used to represent the orientation, body
frameA, of a quadrotor relative to a fixed frame I. The frames I ′ = {e′x e′y e′z} and I ′′ =
{e′′x e′′y e′′z} are the intermediate frames after the first and second rotation occurs. The three
Euler Angles (i.e., roll, pitch, and yaw) represent the rotation around the three principal
axes, e′′x, e
′
y , and ez. Note that the order of rotation of the Intrinsic Z-Y-X convention is
ZYX in the respective order; the first rotation is around the ez axis with a rotation angle
of γ (red), followed by a rotation around the e′y axis with a rotation angle of β (blue), and
finally a rotation around the e′′x axis with a rotation angle of α (green).
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Figure 2.1: Euler Angles (Intrinsic Z-Y-X) Convention
2.1.1.2 Pros and Cons
Euler Angles, out of the three conventions, are the most intuitive as they essential
represent the three rotation angles around three fixed axes. However, as intuitive as they are,
there are many drawbacks to this convention. As mentioned before, all attitude conventions
are merely a mathematical representation of the attitude which can be simplified into a
rotation axis and a rotation angle. In the case of Euler Angles, the attitude is represented
with three rotation axes and three rotation angles. This introduces complications as it is
difficult to simplify the 3 consecutive rotations into a single axis/angle rotation by using
Euler Angles alone; this can certainly be done but conversion into the other two conventions
is required to do so. To put this into context, the method in which Euler Angles represent
attitude, essentially the information of rotating the original frame I, with the three principal
axes, ex, ey, and ez, to the final body-fixed frameA, with the three principal axes, ea,x, ea,y,
and ea,z, can be shown with the Rodrigues’ rotation formula:





where v and v′ each denote a 3×1 vector before and after rotation, and r̂ and θ̂ each denote
the axis of rotation and angle of rotation, respectively. Figure 2.2 visualizes a rotation
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Figure 2.2: Rotation of θ̂ around r̂
around an axis r̂ with an angle of rotation of θ̂. Now let the three rotations axes each be
ex = [1 0 0]
T , ey = [0 1 0]T , and ez = [0 0 1]T , and the three Euler Angles each be α,
β, and γ. With Equation 2.1, the full rotation can be expressed as the following:
e′a,x = ex cos γ + (ez × ex) sin γ + ez (ez · ex) (1− cos γ)
e′a,y = ey cos γ + (ez × ey) sin γ + ez (ez · ey) (1− cos γ)
e′a,z = ez cos γ + (ez × ez) sin γ + ez (ez · ez) (1− cos γ)
e′′a,x = e
′


































































As can be seen in Equation 2.2, the process of rotating a frame to another using Euler
Angles alone is quite complicated; even so, the process can be simplified when used with
other conventions. Another drawback that can be seen with the derivation are the unavoid-
able singularities that exist in Euler Angles, commonly known as “Gimbal Lock”. The
singularity occurs when the second angle of rotation, β in the case of the Intrinsic ZYX
Euler Angle, is ±π
2














Even though Euler Angles are well-defined for all orientations, countless combinations of
α and γ, according to Equation 2.3, can lead to the same orientation; hence, the rotation at
singularity is non-unique which makes it difficult to use. Consequently, many Euler Angle
based controllers limit the attitude so that the singularity points do not cause instability
during control [2, 16].
2.1.2 Direction Cosine Matrix (DCM)
Direction Cosine Matrices, or DCMs, are 3 × 3 orthogonal rotation matrices with
determinants of 1 that represent the orientation of a body with respect to a reference frame.
A DCM that represents a rotation the axis of rotation, r̂, and angle of rotation, θ̂, can be
expressed as follows [40]:








where [v]× represents a skew symmetric matrix equivalent to the cross-product operation







Note that DCMs can also be viewed as the combination of the three body-fixed axes of the
rotated orientation, R = [ea,x ea,y ea,z]. This is important to note as the following sections
of the thesis will be dealing with the quadrotor thrust vector, u, which directly aligned with
the z-axis of the body fixed frame after rotation, ea,z.
2.1.2.1 Pros and Cons
Although the DCM convention is not as intuitive as the Euler Angles, the conven-
tion has many advantages that makes it more favorable than the Euler Angles. Unlike the
Euler Angles, the DCM convention does not divide a single rotation into three separate
rotations. As a result, the DCM convention is free from ambiguity, in other words, all
orientation only corresponds to one DCM. The DCM is also free from the singularity issue
making it a good candidate when attempting to achieve a global controller. Nevertheless, a
3 × 3, which contains a total of 9 elements, is computationally expensive when compared
with other conventions [8]. To add to this, additional steps are required to use DCMs to
compute control inputs, as the final control torque inputs which all quadrotors receive only
has 3 elements; steps are required to reduce the information contained in the 9 elements
of the 3 × 3 matrix into 3 control torque inputs. [4] shows an example of the process
of implementing DCM into quadrotor control in detail; using DCM in control, as can be




The transpose of a rotation matrix (i.e., RT ) is equivalent to the inverse of the same
rotation matrix (i.e., R−1) as all rotation matrices are orthogonal; hence, the transpose will
be used instead of the inverse as it is much easier to compute.
The time derivative of any rotation matrix can also be simply obtained with the
following equation:
Ṙ = [ω]×R (2.6)
where [ω]× is a skew-symmetric matrix as defined in Equation 2.5.
2.1.3 Quaternion
Quaternions are a 4D number system consisted of real scalar parts (q0) and imag-
inary vector parts (qv). Quaternions are used for a variety of applications which include
aerospace practice. The quaternion representation of aircraft attitude can be expressed as a
4-element vector, with which a rotation around a unit vector r̂ ∈ R3 with an angle of θ̂ can











Quaternions, when used to represent orientation, by definition, as evident in Equa-
tion 2.7, are unit quaternions, which forces them to satisfy the following constraint:
qT q = q20 + q
T












2.1.3.1 Pros and Cons
The quaternion convention, unlike the Euler Angle convention, is singular free for
most attitudes. Quaternions, when compared with DCMs, are also much simpler, and
less computationally expensive, to implement in an attitude controller as it only contains
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four elements. However, quaternion also has inherent drawbacks. The main drawback
of quaternions is that they have a sign ambiguity; in other words, two quaternions with
opposite signs can lead to the same rotation ([q0,qv] and [-q0,-qv]). The sign ambiguity of
quaternions poses a problem when calculating quaternion errors as the rotation from one
orientation to another would be possible with two quaternions of opposite signs. However,
this drawback is often commonly avoided by simply constraining q0 to only positive real
numbers (0 ≤ q0 ≤ 1). [41] also presents an non-ambiguous algorithm to convert rotation
matrices to quaternions. Additionally, the quaternion representation of attitude requires a
unity constraint, which may pose a problem from certain applications [40].
The thesis focuses on building a controller based on quaternion attitude as: 1)
quaternions are non-singular, thus fits the objective the controller designed attempts to
achieve, 2) it is much simpler to implement and computationally less expensive, than the
DCM convention, and 3) the disadvantages of using this method are mostly avoidable with
simple modifications.
2.1.3.2 Mathematical Background
The following section lists some important quaternion mathematical operations and
definitions that may be pertinent to the remainder of the thesis. To avoid ambiguity, all
quaternion attitudes used in this study will be constrained by the following condition:
0 ≤ q ≤ 1. (2.9)





where q∗ = [q0 -qv]T denotes the conjugate of the quaternion.







where v̄ = [0 vT ]T denotes the quaternion equivalent of any vector v ∈ R3 [40, 6].
Note that the angular velocity vector used is the body-fixed angular velocity, ωb. A similar





Additionally, throughout the thesis we shall denote the rotation matrix correspond-
ing to the quaternion q by Rq:
Rqv = qv̄q
−1,∀v ∈ R3 (2.12)
where ∗̄ is a quaternion which consists of a zero scalar a part and ∗ as its vector part (i.e.,
∗̄ = [0 ∗T ]T ).
A particular quaternion of interest is one that rotates unit vector v ∈ R3 to another
unit vector w ∈ R3 free of any yaw (i.e., rotation about v or w); such quaternions will
be referred as minimal and denoted by qmin(v,w). The axis of rotation of qmin(v,w) is
perpendicular to both vectors with the corresponding rotation angle of θ̂ = cos−1(vTw). If









is the unique minimal unit quaternion that rotates v to w.
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2.2 Singularities
The following section describe basic backgrounds on singularity, or discontinuity,
of real functions. The theory of singularity may be expanded to complex functions; how-
ever, require more complicated analysis which is not essential to this thesis.
2.2.1 Definition
Singularities occurs at any point of a real function, or its derivatives, that loses
continuity. However, any discontinuity that occurs in the derivative are singularities that
belong to the derivative of the function, and not the original function. Hence, the thesis
shall define any point of a real function that is discontinuous up to two derivatives to be
singular and unfit to be used in a global controller.
2.2.2 Types of Discontinuity
Each of the singularities, or discontinuities, discusses in this thesis can be cate-
gorized into three different types of discontinuities [42]: removable discontinuity, jump
discontinuity, and essential discontinuity. All singularities dealt with during the remainder
of the thesis can be characterized to the three above-mentioned discontinuities.
2.2.2.1 Removable Discontinuity
If function f(x) has a point c at which the limit exists but does not equal the actual
value of f(x) at point c, or f(x) is undefined at c, then f(x) would be considered to have
a removable discontinuity at point c. As shown in Figure 2.3, f(x) is undefined at c but
the limit at c, limx→c f(x) exists, which makes it a removable discontinuity. Removable
discontinuities are relatively easier to deal with, when compared with other discontinuities,
as the undefined or discontinuous point can simply be replaced with the limit.
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Figure 2.3: Example of Removable Discontinuity
2.2.2.2 Jump Discontinuity
If function f(x) has a point c at which the left and right side limits exists but do
not equal each other (i.e., , limx→c− f(x) 6= limx→c+ f(x)), then f(x) would be considered
to have a jump discontinuity at point c. In fact, the Euler Angles are a good example of
jump discontinuities. Figure 2.4 displays the three Euler angles as a body rotates around
the y-axis with an angle of 2π. As the pitch, rotation around the y-axis, reaches ±π
2
, both
the roll and yaw angles jump from 0 to π.
(a) Roll (b) Pitch (c) Yaw
Figure 2.4: Example of Jump Discontinuity
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2.2.2.3 Essential Discontinuity
If function f(x) has a point c at which the either the left or right side limit does not
exist, then f(x) would be considered to have an essential discontinuity at point c. The limit
can cease to exist for various reasons; Figure 2.5 shows two examples of functions that
have essential discontinuities at point c. Figure 2.5a is an example of infinite discontinuity;
the left and right side limit at point c approaches infinity (±∞). Figure 2.5b, on the other
hand, is an example of oscillatory discontinuity; the limit at point c oscillates and does not
converge to a single value.
(a) Plot of f(x) = 1(x+c) (b) Plot of f(x) = sin 1(x+c)
Figure 2.5: Example of Essential Discontinuity
2.3 Lyapunov Stability Theory
This section will briefly review definitions of the stability of equilibrium points.
Although applicable to all systems, the definitions of Lyapunov stability reviewed in this
section will be limited to autonomous systems as it is sufficient for the purpose of this
study.
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2.3.1 Unstable to Global Exponential Stability
An equilibrium point is considered stable if solutions starting near the equilibrium
remain close to the equilibrium point, and unstable if the solutions diverge away from the
equilibrium point. If the solution converges to the equilibrium point, then the equilibrium
point is considered asymptotically stable. Finally, exponential stability, which is a subset
of asymptotic stability, guarantees the solution converge to the equilibrium point at a much
faster exponential decay rate [43, 44]. The definition of the four types of Lyapunov stability
may be summarized as follows. Let ẋ = f(x) be an autonomous nonlinear system with
state x(t), R and r each be the radius of two arbitrary regions where ‖x(t)‖ < R,∀t ≥ 0
and ‖x(t = 0)‖ < r. For simplicity, assume the equilibrium state of the system f(x) to be
x = 0. Then,
• If such an r does not exist, the equilibrium state is said to be unstable.
• If such an r does exist, for any R, the equilibrium state is said to be stable.
• If such an r does exist and limt→∞ x(t) = x(t = 0), the equilibrium state is said to
be asymptotically stable.
• If such an r does exist, limt→∞ x(t) = x(t = 0), and two constants ζ > 0 and υ > 0
exist such that ‖x(t)‖ ≤ ζ‖x(t = 0)‖e−υt,∀t ≥ 0, the equilibrium state is said to be
exponentially stable.
Global stability, asymptotic or exponential, can be established if each stability is guaran-
teed for any initial state. If convergence is not guaranteed for certain initial conditions,
then the system is only locally stable. The stability of an equilibrium point of a system
are commonly proven with the Lyapunov’s Direct Method; the method is based on the idea
that an equilibrium point should be attractive (i.e., have decreasing energy) to be stable.
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2.4 Quadrotor Modelling
Quadrotors are VTOL multicopters with exactly four rotors. Although most quadro-
tors involve body-fixed rotors, attempts of quadrotors with unfixed rotors, such as quadro-
tors with variable-pitch rotors, have been made [45, 46]. Depending on how the rotors are
positioned and whether each of the rotors are fixed or not the dynamics and model of the
quadrotor may change. This thesis focuses on the most general type of quadrotor, which has
four body fixed rotors each fixed at the cardinal directions (i.e., north, east, south, west) of
the body-fixed frame, as shown in Figure 2.6. Each of the rotors are attached on four arms
extending from the center of the quadrotor (i.e., the origin of the quadrotor frame). These
four rotors rotate either in the same or opposite direction to produce both force and torque,
which essentially controls the lift and attitude of the quadrotor. With the exception of some
designs, most quadrotors use uni-directional rotor blades which produces an upwards force.
The blades are designed slightly differently depending on the direction of rotation, which
allows all four rotors to produce a lift force in the same upwards direction even though they
rotate in different directions. The four rotors are positioned so that two rotors on opposite
ends rotate in one direction, either clockwise or anticlockwise, and two rotors positioned
adjacent to each other rotate in opposite directions. The direction of rotation of the four
rotors are differently mainly to prevent yaw drift as the quadrotor will lose the ability to
produce torque in the yaw direction if all four rotors rotate in the same direction; the other
lift force and roll/pitch torques can still be produced even if all rotors rotate in the same
direction.
2.4.1 Dynamic Model
The following section describes the quadrotor dynamic model, specifically a quadro-
tor with four fixed rotors. Borrowing from the frames defined in previous sections, I =
{ex ey ez} and A = {ea,x ea,y ea,z} each define the inertial, or global, frame, in which
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Figure 2.6: Basic Quadrotor Model
the quadrotor resides, and the body, or local, frame of the quadrotor itself. Note that
the inertial frame I, in reference to itself, can also represent the canonical basis vectors,
(ex = [1 0 0]T , ey = [0 1 0]T , and ez = [0 0 1]T ); hence, the three vectors will be used
interchangeably, both as the axes of the inertial frame and as the canonical basis vectors,
during the remainder of the thesis whenever confusion is unlikely to arise.
In reference to the two defined frames, the dynamic model of the quadrotor, which
is based on Tayebi’s model [7] original quadrotor model, can be given as follows:
ẋ = v (2.14)





If ω̇b = τa + ωb × Ifωb −Ga (2.17)
where x = [x1 x2 x3]T and v = [v1 v2 v3]T represent the translational position and
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velocity vectors of the quadrotor frame A with respect to the global frame I. ∗̇ := d∗
dt
denotes the time derivative of any scalar, vector or quaternion ∗. q = [q0 qTv ]T and
ωb = [ωb,1 ωb,2 ωb,3]
T each denote the quaternion attitude and body-fixed angular velocity
(i.e., angular velocity with respect to frameA of the quadrotor. The four vectors/quaternion
make up the states of the quadrotor model, which can represent the full six degrees of free-
dom of the quadrotor (three translation degrees of freedom and three attitude degrees of
freedom). Note that Rqez, though expressed with a rotation matrix, can easily be replaced
with the quaternion expression (qezq−1)v according to Equation 2.12. m and If each de-
note the mass and inertial matrix of the quadrotor; g denotes the gravitational constant (i.e.
g ≈ 9.806 m/s2). Note that the inertial matrix, If , will be assumed diagonal for the re-
mainder of the thesis. The assumption is reasonable as the products of inertia are typically
much smaller than the moments of inertia for most well-crafted quadrotors. Gyroscopic
torque, Ga = [Ga,1 Ga,2 Ga,3]T , is the resulting torque produced due to the rotation the




Ir(ωb × ez)(−1)i+1Ωi (2.18)
where Ir and Ωi, i ∈ {1, 2, 3, 4} each denote the moment of inertia and the angular veloc-
ities of the four rotors. ft and τa = [τa,1 τa,2 τa,3]T are the total thrust and torque. Note
that during control both ft and τa represent the generated control thrust and torque inputs
designed to achieve stability of the overall system.
Equations 2.14 and 2.15 are the translational position dynamic model, the model
are similar to the dynamic model of a system moving in the 3D space. The model is
different from land-based vehicles in that it accounts for the gravitational force applied to
the quadrotor as it travels in air. Note that the buoyancy force and related torques have
been neglected as their influence on the quadrotor dynamics are insignificant. On the other
hand, Equations 2.16 and 2.17 are the attitude dynamic model. As with the translational
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dynamic model, the two equations includes both the positional information, q, and velocity
information, ωb of the quadrotor attitude. The four equations are coupled with the four
different states: x, v, q and ωb. Equations 2.14 and 2.15 are coupled with the translational
velocity vector v, Equations 2.15 and 2.16 are coupled with the attitude quaternion q, or
equivalent rotation matrix Rq, and, finally, Equations 2.16 and 2.17 are coupled with the
body-fixed angular velocity vector ωb.
2.4.2 Rotor Velocity Model
The control laws of the overall controller, which will be dealt with extensively in fu-
ture sections, aims to design the control thrust and torque, ft and τa, that would stabilize the
overall quadrotor system. The two control forces work together to achieve a target attitude,
which in turns controls the translation position of the quadrotor in 3D space. However, as
mentioned before, the actual forces that generate the control thrust and torque are the rotor
torques, and the resulting rotor thrusts. To that end, an accurate description of the rotor
torques must be established. The following section describes the model of how the rotor
forces generate the desired aircraft forces. Both the aircraft thrust, ft, and aircraft torque,
τa = [τa,1 τa,2 τa,3]














2 − Ω22 + Ω32 − Ω42).
(2.20)
b and κ are two dimensionless parameters; each quantifying the lift and drag of the four
rotor blades. l denotes the arm length of the torques created by each of the rotors [7]. Now
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let µ = [ft τa,1 τa,2 τa,3]T . Then, Equations 2.19 and 2.20 can be further simplified as
µ = MΩ(2) (2.21)




b b b b
0 bl 0 −bl
bl 0 −bl 0
κ −κ κ −κ
 .
The matrix M well shows the manner in which roll, pitch, yaw torques and the lift force
are created with each rotation of the rotors. Roll and pitch torques of the quadrotor can be
created as two rotors from opposite ends change angular velocity, while the yaw torque and
lift force can be produced as all four rotors change angular velocity. Although the torque
model is defined and utilized, a separate control scheme was not designed for the individual
torques of the four rotors. The model was mostly used to design the four control angular
velocity inputs given the four control lift and torque inputs, which was subsequently fed to
the quadrotor under an open loop control environment.
2.4.3 State Space Representation
The dynamic model of the quadrotor can be alternatively represented in state-space
representation. As mentioned before, the states of the quadrotor model are consisted of the
three vectors, x, v and ωb, and quaternion, q. Let a 13 × 1 vector z = [xT vT qT ωTb ]T
be the state vector of the overall dynamic model, then the state-space representation of the
quadrotor dynamic model can be given as:
ż = f(z, µ) (2.22)
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where f(z, µ) is a set of nonlinear state equations. The state equations f(z, µ), assuming a
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i=1(−1)i+1Ωi, derived from Equation 2.18, is the rotor velocity difference,
which is the main source of the gyroscopic torque, Ga.
2.4.4 Differential Flatness of Quadrotors
Although the quadrotor is underactuated, the control of quadrotors can be largely
simplified due to the differential flatness property of the system. With differentially flat
systems, the state and input variables can be represented by a finite number of flat outputs,
and the derivatives of the flat outputs, without any additional integration of the dynamic
equations [47]. In a differentially flat system, the outputs, or flat outputs, y ∈ Rn are:
y = Y(x, u, u̇, ..., u(a))
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where each of the input variables x ∈ Rm and state variables u ∈ Rk are as follows:
x =X (y, ẏ, ..., y(b))
u =U(y, ẏ, ..., y(c)).
Hence, for underactuated systems the number of inputs can be equal to the number of flat
outputs (i.e., n = m), which would allow control of all states of the system to be controlled
as if the system is fully-actuated. The quadrotor dynamics, like many other underactuated
system, inherent such differential flatness with four flat outputs and four control inputs. The
four flat outputs include the translational position of the quadrotor within the inertial frame
and the yaw of the quadrotor, and the four control inputs are the input forces defined as
in Equations 2.19 and 2.20 [48]. Most trajectory tracking controllers of quadrotors utilize
the differential flatness property to some extent, with different methods of obtain the four
flat outputs of the quadrotor, with some that fully utilize such property to the trajectory




As discussed during the introduction, the quadrotor can be controlled using various
techniques which each have their own advantages and disadvantages. The controller pre-
sented in the following chapter is based on nonlinear PID feedback loops. The advantages,
compared to other nonlinear techniques, of PID control methods are their simplicity to
implement; however, since the control method is based on linear systems, the performance
may degrade with high nonlinearities when not dealt with adequately. In addition, PID
based methods, when implemented inappropriately, may result in singularities which even-
tually lead to a failing controller. The proposed controller attempts to control the quadrotor
while dealing with singularities and nonlinearities so that the inputs fed into the plant are
smooth and continuous. The controller is a dual-loop nonlinear PI/PD controller in which
the outer loop controls the overall quadrotor translational position in the 3D space, and
the inner loop controls the attitude of the quadrotor within the inertial frame. As shown
in Figure 3.1, the control process starts from the controller receiving a reference, or de-
sired, trajectory. The outer translational controller computes the desired thrust vector of
the quadrotor, which is subsequently fed to the inner attitude controller to be used to obtain
the desired aircraft torques. The desired lift force, on the other hand, are obtained without
going through the inner controller. The four input forces, the three desired torques and
desired lift, are then fed to plant; and the outputs of the plant are fed back into both the
inner and outer controller to complete both feedback loops.
The following sections will be structured as follows. Sections 3.1 and 3.2 will each
describe the inner attitude and outer position controllers and present Lyapunov’s Stability
analysis for both cases. Section 3.3 will discuss the method of which the two control laws













Figure 3.1: Outline of Controller
solutions for the different cases. Section 3.5 conducts an in-depth Lyapunov Stability
Analysis after all solutions to achieve global control is appropriately employed. Finally,
the chapter will end with Section 3.6 in which a discussion on the final controller will be
presented.
3.1 Attitude Control Law
The inner attitude controller is a PD feedback controller, wherein the proportional
action is in terms of the attitude error, and the derivative action is in terms of the angular
velocity error. To avoid singularities and other issues inherent to the Euler Angle and
DCM conventions, the controller utilizes the quaternion convention. Note that when using
the quaternion convention most, but not all, singularities are resolved; both the resolved
and unresolved singularities will be discussed in Section 3.4. Let q and qd each denote
the actual and desired quaternion attitude, relative to the inertial frame I in Figure 2.6,
of a quadrotor. Note that to achieve global stability, the attitude controller must receive
a continuously differentiable and non-singular qd. Hence, the remainder of this section
will assume qd is smooth and non-singular; the method of how to achieve such qd will be
discussed in future sections. Now let ωb and ωd each denote the actual and desired body-
fixed angular velocities relative to the body-fixed frame A. Then, the attitude quaternion
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error and angular velocity error can be expressed as:
q̃ =q−1d q (3.1)
ω̃ =ωb − ωd. (3.2)
Recall that to avoid ambiguity q̃ will be constraint by the condition stated in Equation 2.9.
With Equation 2.11, the angular velocity error can also be obtained with:
ω̃ = 2(q̃ ˙̃q)v
= 2(q−1q̇)v − 2(q−1q̇dq−1d q)v.
Now let ωr be a modification of ωd defined as:
ωr = ωd − Λq q̃ (3.3)
where Λq = [03×1 λqI3×3]. To avoid confusion ωd and ωr will each be referred as the
desired and reference angular velocities, respectively. Finally, the angular velocity error in
terms of the reference angular velocities may be obtained with:
ω̃r = ωb − ωr, (3.4)
or, by inserting Equation 3.3 into Equation 3.4, alternatively as,
ω̃r = ω̃ + Λq q̃. (3.5)
The attitude control law derived to achieve global stability is stated as follows:
τa = If ω̇r + ωr × Ifωb +Ga −Kωω̃r −Kq q̃ (3.6)
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whereKω andKq are each gain matrices of the two feedback errors, ω̃r and q̃. Kω is a 3×3
symmetric positive definite matrix and Kq = [03×1 kqI3×3], kq > 0. Let the error states of
the attitude subsystem be e1 = (q̃, ω̃r) ∈ R7, then, with the attitude control law defined as
Equation 3.6 and the attitude subsystem defined as Equations 2.16 and 2.17, one can derive





If ˙̃ωr + ω̃r × Ifωb +Kωω̃r +Kq q̃ = 0. (3.8)
The resulting Theorem, which is a generalization of the attitude controller in [7] to time-
varying trajectories, proves the global exponential stability of the attitude control error
dynamics:
Theorem 3.1. The attitude closed-loop error system described by Equations 3.7 and 3.8
resulting from the control law defined by Equation 3.6 applied to the attitude subsystem
expressed as Equations 2.16 and 2.17 is globally exponentially stable at the equilibrium
state e1 =
(
q̃ = [1 0 0 0]T , ω̃r = 03×1
)
for a twice continuously differentiable quaternion
qd with bounded derivatives.
Proof. Let the Lyapunov function candidate of the attitude closed-loop error system be:
V (q̃, ω̃r) =
1
2
ω̃Tr If ω̃r + kq(q̃ − 1)T (q̃ − 1) (3.9)
The time derivative of V , using Lemma A.1 in Appendix A, is given by:
V̇ (q̃, ω̃r) = ω̃
T
r If ˙̃ωr + kq ¯̃ω
T q̃.
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In view of Equations 3.5 and 3.7, V̇ can be simplified as follows:
V̇ (q̃, ω̃r) = −ω̃Tr (ω̃r × Ifωb +Kωω̃r +Kq q̃) + kq ¯̃ωT q̃
= −ω̃Tr Kωω̃r − ω̃Tr Kq q̃ + kq ¯̃ωT q̃
= −ω̃Tr Kωω̃r − (ω̃ + Λq q̃)
T Kq q̃ + kq ¯̃ω
T q̃
= −ω̃rKωω̃r − q̃TΛTqKq q̃.
Since Λq and Kq are both 3 × 4 matrices consisted of a zero column vector and a 3 × 3
diagonal matrix (i.e., K = [03×1 kI3×3], k > 0), V̇ (q̃, ω̃r) can also be expressed as:
V̇ (q̃, ω̃r) = −ω̃rKωω̃r − λqkq q̃Tv q̃v.
With the fact that (q̃ − 1)T (q̃ − 1) = 2 (1− q̃0) and Equation 2.8,
q̃Tv q̃v = 1− q̃20 = (1− q̃0)(1 + q̃0) =
1 + q̃0
2
(q̃ − 1)T (q̃ − 1)
Hence, V̇ can subsequently be given by:
V̇ (q̃, ω̃r) = −ω̃rKωω̃r − λqkq
1 + q̃0
2
(q̃ − 1)T (q̃ − 1). (3.10)
As a result, V̇ (q̃, ω̃r) ≤ −k1V where k1 = min(2λmin(Kω)λmax(If ) , λq) and λmin/max(m) is the
minimal or maximum eigenvalue of matrix m. Hence, the attitude closed-loop error system
is globally exponentially stable at the equilibrium state [43].
Theorem 3.1 can easily be extended to include Λq matrices in which the scalar gains
are not identical (i.e., Λq = [03×1 diag(λq,1, λq,1, λq,1)]). In this case, the same Lyapunov
equation may be used with λmin(Λq) replacing λq.
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3.2 Position Control Law
The outer position loop is a PID feedback control, where in the proportional, inte-
gral, and derivative action is each in terms of the position error, the integral of the position
error and the velocity error. The objective of the outer position control law is to obtain a
smooth and continuous thrust vector assuming a twice differentiable continuous reference
position trajectory. Let x and xd each be the actual and desired linear position of the
quadrotor, and v and vd each be the actual and desired linear velocity of the quadrotor, all
relative to the inertial frame I (Figure 2.6). Additionally, let ud = [ud,1 ud,2 ud,3]T be the
desired thrust vector, scaled by the aircraft mass, of the quadrotor relative to the inertial
frame I. Then, the position control law is given by:




where v̇d is the desired acceleration of the aircraft, x̃ = x − xd and ṽ = v − vd; xd
and vd denotes the desired linear position and velocity of the aircraft, respectively. The
desired linear position xd(t) is assumed to be smooth with bounded linear velocity vd(t),
acceleration v̇d(t), and jerk v̈d(t).
The gain matrices Kv, Kx, and Ki of the three feedback terms are 3 × 3, symmet-
ric, positive definite matrices each chosen to make the closed-loop characteristic equation,
|s3I + s2Kv + sKx + Ki|, Hurwitz (i.e. Re[λ(A)] < 0, where Re[∗] denotes the real part
of *). The gains may be chosen either with pole placement or LQR to satisfy the above-
mentioned condition. Note that the desired thrust vector obtained from Equation 3.11 is
not only passed to the inner attitude control loop but also used to obtain the desired thrust
force, which is given by:
ft = m‖ud‖. (3.12)
τa and ft each given by Equation 3.6 and Equation 3.12 makes up the four control input
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that is eventually passed to the quadrotor plant. Defining the error state of the position
subsystem as e2 = (w, x̃, ṽ) ∈ R9, where w =
∫ t
0
x̃ , the closed-loop error dynamics can
then be described by:
ẇ = x̃ (3.13)
˙̃x = ṽ (3.14)
˙̃v = −Kvṽ −Kxx̃−Kiw + ũ (3.15)
where ũ = u − ud is the thrust vector error. The actual and desired thrust vectors, u and














Rqd(R̃qez − ez) (3.18)
where R̃q = Rq̃ is defined in accordance with Equation 2.12 or R̃q = RTqdRq. Note that the
closed-loop error dynamics of the linear position subsystem can also be expressed as:
ė2 = Ae2 +Bũ (3.19)
where A ∈ R9×9 and B ∈ R9×3 denote the state and input matrices, respectively, of the











0 0 0 0 0 0 1 1 1
]T
(3.21)
The attitude and position control laws, each desribed in Equation 3.6 and Equation 3.11,
are coupled with ũ; with Equation 3.18 and Equation 2.11, q̃, as well as ω̃r, can be eas-
ily found from the position control law to be used in the attitude control law. However,
to prove global stability the attitude error obtained from the conversion must be at least
twice continuously differentiable, which is not an easy feature to accomplish. For now, the
attitude error q̃ converted from ũ, or qd obtained from ud described in Equation 3.11, will
be assumed twice continuously differentiable, the method of which this differentiablity is
achieved will be discussed in latter sections of this chapter. In addition, Λq in Equation 3.3
must be further modified to guarantee global exponential stability of the overall control
system. The new modified Λq gain to assure global stability is given as:
Λq = (λq + λu ‖ud‖2)[03×1 I3×3] (3.22)
where λu is an additional positive control gain. Now let the overall error state be defined
as e = (e1, e2) ∈ R13. The following Theorem shows the global stability of the overall
closed-loop dynamic system, stated in Equations 3.7 and 3.8 and Equations 3.13 to 3.15:
Theorem 3.2. Consider the overall closed-loop error system described by Equations 3.7
and 3.8 and Equations 3.13 to 3.15 resulting from the control laws Equation 3.6 and Equa-
tion 3.11 with ft as defined in Equation 3.12 and qd generated from ud such that the result
qd is smooth and at least twice continuously differentiable. The overall closed-loop error
system is globally exponentially stable at the equilibrium state
e =
(
q̃ = [1 0 0 0]T , ω̃r = 03×1, w = 03×1, x̃ = 03×1, ṽ = 03×1
)
for a suitably chosen desired trajectory xd and sufficiently large λukq. In particular, ω̃, ṽ,
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and x̃ converge to zero exponentially starting from an arbitrary set of initial conditions.
Proof. To prove the Theorem, consider the Lyapunov function candidate:
V (q̃, ω̃r, e2) =
1
2
ω̃Tr If ω̃r + kq(q̃ − 1)T (q̃ − 1) + eT2 Pe2. (3.23)
where P is a 9× 9 matrix that satisfies the Lyapunov equation:
ATP + PA+Q = 0 (3.24)
whereA is given by Equation 3.20, andQ is an arbitrary symmetric positive definite matrix
(Theorem 4.6 and Equation 4.12 in [43]). In view of Equation 3.1 and Equation 3.24, the
time derivative of the presented Lyapunov function is then given by:
V̇ (q̃, ω̃r, e2) = −ω̃Tr Kωω̃r − q̃TΛTqKq q̃ − eT2Qe2 + 2eT2Cũ
where C = PB and B is given by Equation 3.21. Taking Equation 3.22 into consideration,
the time derivative of the presented Lyapunov function is then given by:
V̇ (q̃, ω̃r, e2) = −ω̃Tr Kωω̃r − (λq + λu ‖ud‖
2)kqq
T
v qv − eT2Qe2 + 2eT2Cũ
In view of Lemma A.2 (Appendix A), V̇ (q̃, ω̃r, e2) can be bounded as follows:
V̇ ≤ − λmin(Kω)‖ω̃r‖2 − (λq + λu ‖ud‖2)kq ‖q̃v‖2 − λmin(Q) ‖e2‖2
+ 4c ‖e2‖ ‖ud‖ ‖q̃v‖











where c = ‖C‖. It follows that if the following condition:
λmin(Q)λukq > 4c
2
is satisfied, then the 2 × 2 matrix in the preceding equation is positive definite and con-
sequently V̇ ≤ −k2V for some k2 > 0. All error, therefore, go to zero exponentially
for any initial error state e if ud and qd are both at least twice continuously differentiable.
In addition, since e is bounded and xd is at least twice differentiable, both q̇d and ωd are
bounded. Consequently, ω and v are both bounded as well [43].
3.3 Obtaining Attitude from Thrust Vector
There are multiple methods of which ud can be used to find the desired attitude of
the quadrotor, assuming a smooth and well-defined normalized vector of the thrust vec-
tor, ud. All methods are possible due to the inherent differential flatness property of the
quadrotor as discussed in subsection 2.4.4. For the remainder of the section let ûd be the
normalized vector of ud (i.e., ûd = ud‖ud‖ ). Each method has each of their own pros and
cons, this section will discuss three methods each based on the Euler Angle, DCM, and
quaternion convention. Each of the three conventions, and conversion methods, are related
to some extend; however, each of the conversion methods display different characteristics
which would make them useful for different applications.
3.3.1 ûd to αβ
Viewing the normalized desired thrust vector, ûd, as the body-fixed z-axis of the
desired rotation frame, a rotation from the global z-axis ez to ûd in the Euler Angle con-
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vention, specifically the roll and pitch angles, can be obtained by:









where αd and βd are the desired roll and pitch angles derived from a ud described in Equa-
tion 3.11. As mentioned before, though the method based on Euler Angle is simple and
intuitive, it suffers from singularity. The singularity occurs when the second angle of ro-
tation, the pitch angle, reaches π
2
, which is right in the middle of the 3D rotation frame
making it undesirable to use for a global attitude controller.
3.3.2 ûd to Rd
The second method also views the desired thrust vector ûd as the ea,z axis, but
instead of directly obtaining the rotation angles, it involves attaching arbitrary ea,x and ea,y
axis to complete the frame and finding a rotation matrix from ez to ea,z that corresponds
to the frame. The method consists of 3 consecutive cross product operations to find the








where ex = [1 0 0]T denotes the canonical basis vector. Then desired rotation matrix, Rd,






Note that this method, similar to Euler Angle method, introduces singularities, specifically
when ûd and ex are parallel (i.e., ûd = [±1 0 0]T ), which again makes it unsuitable for
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globally stable controllers.
3.3.3 ûd to qd
The third method converts ûd directly to qd which, at the same time, guarantees that
qd is not-singular as long as ûd 6= [0 0 − 1]T . With Equation 2.13, qd, which is essentially












1 + 2ûd,3 + ‖ûd‖2 is the normalization factor to produce a unit quaternion
qd. Note that the quaternion method is not completely singular-free; however, it is much
simpler to design with as the singular point has been reduced to a single point which is
the furthest away from equilibrium (i.e., ûd = [0 0 1]T ); other methods have two singular
points which are both right in the middle of the rotation frame.
3.3.4 Comparison
Figure 3.2 shows the locations of the singularities for each of the three methods; the
singularities present in the Euler Angles, and DCM, based methods are shown in red, and
the singularities present in the quaternion method are shown in blue.
To demonstrate each of the singularities a ûd vector, which represents the thrust vec-
tor when the quadrotor rotates 360◦, was used to find the corresponding minimal rotation
with each of the conversion methods. The ûd vector used for this simple test can be seen
in Figure 3.3. This particular trajectory was chosen as it passes through the all three sin-
gularities shown in Figure 3.2. Each of the methods, described in Sections 3.3.1 to 3.3.3,
was used to convert ûd to its corresponding attitude representations. As displayed in Fig-
ures 3.4a and 3.4b, after ûd passes through the singular points (i.e., ûd,3 < 0), the attitude
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Figure 3.2: Singularity Locations
Figure 3.3: ûd Trajectory
of ûd in Euler Angles and DCM representations are not continuous. This discontinuity is
mainly due to the fact that part of the attitude information is included in the rotation around
the ez axis, which the two methods, do not consider. Hence, the attitude representations of
ûd found with the two methods experience a jump from one attitude point to another. The
methods can certainly be modified to account for the two singularities. For instance, both
methods can account for the desired axis rotation, obtained with r̂ = ûd × ez, which will
allow each method to to avoid the singular points. Even so, those methods will only lead to
the same singularity shown in the third quaternion based method as it is difficult to obtain
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(a) ûd → αd, βd
(b) ûd → Rd
(c) ûd → qd
Figure 3.4: ûd Conversion Results
the desired axis of rotation when ûd is parallel with ez (i.e., ûd = [0 0 − 1]T ) as there are
numerous axes of rotation that can rotate ez to ûd = [0 0 −1]T with a rotation angle of±π.
41
Figure 3.4c shows that the quaternion based method accurately describes the attitude of the
quadrotor before and after the singular point. MATLAB makes it difficult to actually see
the singularity which occurs when ûd = [0 0 −1]T as it has very high precision. However,
typical micro-controllers, used during implementation, usually has much lower precision
than MATLAB, which makes the singularity impact the control more significantly. Note
that although the singularity evident in Figure 3.4c may seem like a jump singularity, it is
actually a removable singularity. The jump only exists because the quaternion is forced to
be subject to the constraint Equation 2.9 to avoid ambiguity; in fact, the resulting desired
attitude does not actually jump. On the other hand, the singularities present in Figures 3.4a
and 3.4b are jump singularities; both resulting Euler Angles, and DCMs, does show a jump
from one attitude to another when passing through the singularity. Moreover, literature
does provide several methods of solving the jump singularities present in Euler angles [51];
however, the different solutions eventually leads to the removable singularity that exists in
the quaternion-based conversion. Hence, it is more advantageous to use the quaternion-
based method as removable singularities are much easier to deal with compared to jump
singularities, and given the fact that the jump singularity inevitably occurs for the methods
based on all three attitude conventions.
3.3.5 Yaw Control
The three method of finding corresponding rotations from ûd each presented in
Sections 3.3.1 to 3.3.3 does not account for the aircraft yaw. The method based on Euler
angles only calculates the desired roll and pitch angles, and both the methods based on
DCM and quaternions assumes zero yaw. In fact, in a dual-loop control configuration, it is
common to fix the yaw at a certain angle. In the Euler angle based method, the yaw can
be fixed by setting γd to any constant angle. The other two methods can incorporate yaw





where Rd and qd each represent the final desired rotations, and Rd,t and qd,t denote the ro-
tations without yaw each obtained with the methods described in Sections 3.3.2 and 3.3.3).
To this end, let γ̂ represent the some rotation angle that is associated with the rota-
tion around the ez axis, and φ̂ denote the corresponding rotation angles around an axis on


































where r̂ = [r̂1 r̂2 0]T is a rotation axis on the exey plane. γ̂ can be extracted from the
quaternion q = [q0 qv]T from the following relationship [52]:
γ̂ = 2 atan2 (qv,3, q0). (3.28)
The following Proposition shows that any quaternion q can be separate into the
product of two quaternions, a quaternion with an angle of γ̂ around the ez axis and a γ̂
free quaternion with an angle φ̂ around an axis of rotation with zero z-component (i.e.,
r̂ = [r̂1 r̂2 0]
T ).
Proposition 3.1. Let qγ̂ and qφ̂ each be unit quaternions as defined in Equation 3.27, where
γ̂ can be obtained with Equation 3.28. If the rotation axis and angle, r̂ and φ, of qφ̂ are
chosen to correspond a rotation from RTq ez to ez. Then, the three quaternions, q, qγ and qφ,
satisfies the following relationship:
q = qφ̂qγ̂. (3.29)
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Proof. Let qφ̂ be the minimal quaternion that rotates ez to u as described in Equation 2.13,






v,1)− 1 2(qv,1qv,2 − q0qv,3) 2(qv,1qv,3 + q0qv,2)




v,2)− 1 2(qv,2qv,3 − q0qv,1)
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v.3 is the normalization factor of qφ̂qγ̂ . Hence, the resulting quater-




The controller will incorporate qγ̂ so that the the tilt rotation, qφ̂ is controlled by ud,
while γ̂ is controlled separately in which the γ̂ extracted from the actual attitude quaternion
q is fixed at a constant angle γ̂d. Note that, while γ̂ is related to the γ, the traditional
definition of yaw, a certain extent, γ̂ 6= γ. Hence, some yaw, defined in the traditional
sense, may be introduced during control. The decomposition of quaternion q into qγ̂ and qφ̂
allows the two quaternions to be controlled separately without any singularity if q0 6= qv,3
as atan2(0, 0) is undefined, which occurs when the attitude is completely inverted.
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3.3.6 Alternative Approach of Finding q̃
There are two different ways to find q̃. The first method involves obtaining qd then
subsequently obtaining q̃ with Equation 3.1. The second method involves finding q̃ directly
from ǔd by modifying the method described in Equation 3.26. Let ǔd be the normalized







where Rq is the DCM representation of the actual quadrotor attitude, or the body-fixed










where, as before, σd =
√
1 + 2ǔd,3 + ‖ǔd‖2 is the normalization factor to produce a unit
quaternion q̃. Note that, unlike the method of finding qd first then obtaining q̃, the second
method of finding q̃ directly from ud results in the minimal quaternion rotation from ez





to ez. The advantage of finding q̃ using the
second method is in that the second method requires the RTq
ud
‖ud‖
6= [0 0 − 1]T , instead of
ud
‖ud‖
6= [0 0 − 1]T , to be singular. This singularity is much more difficult to achieve as it
involves ud being opposite and parallel to u, and, assuming continuous stable and accurate
control with small sampling times, the error between the actual and desired thrust vectors
does not get as large. On the other hand, ud = [0 0 − 1]T can be much more easily
reached depending on the trajectory of the control. For instance, the ud trajectory shown in
Figure 3.3 passes through the singularity. Also, the alternative formulation is particularly
appealing when the angle between u and ud is acute making the computation of qmin(ez, ǔd)
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numerically more robust than the original approach.
If q̃ is obtained with Equation 3.33, the yaw component of q̃ is now assumed to be
zero (i.e., the fourth component of q̃ remains 0 for all desired trajectories); hence, according
to Equation 3.6, the yaw control torque τa,3 only includes the 3 nonlinear compensation
terms and the angular velocity control term. Stable control of the quadrotor is still possible
without q̃v,3 in the control torques; however, robust control is difficult to achieve, especially
with the introduction of disturbances during large attitude changes. More importantly,
the control method does not rule out the possibility of constant velocity spin in the yaw
direction. Hence, as with the previous method of finding qd, yaw control must be added
separately. This can be done by finding the overall quaternion attitude error as:
q̃ = q̃γ̂ q̃φ (3.34)
where q̃γ̂ represents the error between the γ̂ angles each associated with the desired and ac-
tual quaternion defined by Equation 3.28, and q̃φ represents the minimal quaternion rotation
from ez to −RTq ud‖ud‖ obtained with Equation 3.33.
3.4 Singularities
The following section will discuss the different singularities that were briefly in-
troduced in Sections 3.1 to 3.3. Even with the use of quaternions, which is in itself not
completely singularity-free, some major singularities must be addressed to truly achieve
global stability in the sense that all attitudes can be achieved. Some singularities are not
removable; hence, will be avoided with smoothing functions. Such smoothing functions
will only be used to eliminate singularities that rarely occur. Other, more easily removed
singularities, will be eliminated by approximations.
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3.4.1 Vanishing Thrust Vector
A vanishing thrust vector occurs when ud(t) = [0 0 0]T . According to Equa-
tion 3.11, this occurs when the right side of the equation is exactly zero. This rarely occurs
as ud = 03×1 represents a free-falling motion, and, most controllers, are implemented so
that such motion does not occur. Nevertheless, it is still critical for the controller to be able
to handle the singularity when it does occur. To this end, let 0 < ε < 1
2
be a small positive









if 0 ≤ ξ ≤ ε
ξ if ξ ≥ ε
. (3.35)
Figure 3.5 shows the resulting σ values as ε varies from 0.05 to 0.4. It can be seen that each
σ(.) is smooth with boundary conditions σ(0) = ε
2
and σ(ξ) = ξ for ξ ≥ ε. This smoothing





σ(ξ) is only being applied to ‖ud‖; therefore, ud(t) can still be a zero vector. In this case,
according to Equations 3.12 and 3.26, ud = 03×1 leads to ft = 0 and qd = [1 0 0 0]T
without singularity.
3.4.2 ûd = [0 0 − 1]T
qd and q̃, each obtained with Equations 3.26 and 3.33, are both minimal, γ̂ free,
quaternions, which rotates a unit vector v to another unit vector w. In particular, qd rep-
resents the minimal rotation from ez to ûd (i.e., qmin(ez, ûd)), while q̃ from Equation 3.33
represents the minimal rotation from ez to −RTq ûd (i.e., qmin(ez,−RTq ûd)). As mentioned
before, singularity also occurs when ûd = ud‖ud‖ or −R
T
q ûd is parallel and opposite to ez.
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Figure 3.5: σ with Varying ε
For both cases, the rotation is undefined and singular as there are numerous rotations that
can get one unit vector to another unit vector if the two vectors are parallel and opposite;
in fact, a rotation of π with any axes that lies on the exey plane can accomplish this. To
this end, the following Proposition shows that qmin(v,w) can be obtained for any arbitrary
rotation that rotates v to w without running into any singularities, even when v = −w.
Proposition 3.2. Let v be a fixed unit vector in R3, w(t) a C2 vector with ‖w(t)‖ ≤ 1,
and u(t) a C2 unit vector satisfying either vTu(t) = 0 or vTu(t) = w(t)Tu(t). For any




Tv ≥ −1 + δ
ū, wTv = −1
and w̄ = qδ(u,v,w)v̄qδ(u,v,w)−1 if ‖w‖ = 1.
Proof. First we shall generate a unit quaternion q = [q0 qTv ]
T that rotates v to w. Let



















are smooth functions of u and w everywhere except possibly at w = v and the resulting
quaternion q rotates v to w if ‖w‖ = 1: w = qvq−1. From the expressions for q0 and qv,












If vTu 6= 0, then uTv = uTw implying that
uTv = uT w̃
where w̃ = (v+w)
2
and ‖w̃‖2 = (1+w
Tv)
2
. Consequently, (uTv)2 ≤ (1+w
Tv)
2
and if 1 +
wTv ≤ δ, then q0 ≤ ε and |vT qv| ≤ εδ where εδ :=
√
δ
2(1−δ) . To formulate qδ(u,v,w), let




















σ(q0)2 + (vT qv)2




Tv ≥ −1 + δ
qq−1γ̂ , w













)qv − sin( γ̂2 )(q0v + qv × v)
]
We first prove that qq−1γ̂ = qmin(v,w) on the open subsetN = {w ∈ S : −1 + δ <





























follows directly from q0 = cos( γ̂2 ) cos(
φ̂
2





). To prove the equality
of the vector components, it is sufficient to establish that the vector component of qq−1γ̂ is
orthogonal to both v and w:
wT (qq−1γ̂ )v = v











Thus qδ(u,v,w) is C2 onN and its value and those of its derivatives match qmin(v,w) and
its derivatives on N implying that qδ(u,v,w) = qmin(v,w) on the closure of N , which
includes w = v and wTv = −1 + δ.
With Proposition 3.2, the desired quaternion qd can be found even when ûd =
[0 0 − 1]T , which can be given as:
qd = qδ(r̂d, ez, ûd) (3.38)
where r̂d represents an arbitrary axis of rotation that satisfies eTz r̂d = 0 or û
T
d r̂d. The
resulting quaternion will return the minimal, γ̂ free, quaternion that rotates ez to ûd in a
singular-free and smooth manner. The smoothness of the rotation ultimately depends on
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the chosen r̂d; if the time-varying vector r̂d(t) is as close to the actual axis of rotation from
ez to ûd right before and after singularity occurs, the resulting qd trajectory will be relatively
smoother. Similarly, the rare singularity which occurs when u is opposite and parallel to








As before, the smoothness of the rotation depends on the chosen ˆ̃r. The singularity which
occurs when u and ud are parallel and opposite is a true singularity as there are an infinite
amount of rotation axes that can align uwith ud with a rotation angle of±π in this case. The
expression of finding q̃ is merely choosing an arbitrary rotation axis ˆ̃r so that the resulting
rotation when singular is q̃ = [0 ˆ̃rT ]T .
3.4.3 γ̂ Singularity
In light of Propositions 3.1 and 3.2, any other quaternion q that rotates unit vector




the rotation of γ̂ about v. This follows from the fact that qqδ(u,v,w)−1 rotates v onto
itself and must necessarily be equal to qγ̂ for some γ̂ ∈ [−π, π]. The following Corollary
to Proposition 3.2 can be used to extract the γ̂ angle from a nonminimal quaternion q by
expressing qδ as qδ(u,v,w) = [cδ sδ r̂Tδ ]
T , where sδ and cδ are each the sine and cosine
values associated with the half angle of rotation of qδ assuming an axis of rotation of r̂δ..
Corollary 3.1. Let q = [q0 qv] be a unit quaternion rotating v to w and u a unit vector
describing an axis of rotation. Expressing qδ(u,v,w) = [cδ sδ r̂T ]T , for any 0 < δ ≤ 1, q













In particular, at singularity, when q0 = vT qv = 0, then γ̂ = 0.
Corollary 3.1 presents a more general definition for γ̂ previously described in Equa-
tion 3.28. More importantly, the definition in Equation 3.28 is subject to a removable
singularity as atan2(qv,3, q0) is undefined when both qv,3 and q0 equals 0. According to
Equation 2.7, this case would occur when θ = ±π and r̂3 = 0. Even so, Proposition 3.2
shows that the singularity of γ̂ can indeed be removed with the new definition described in
Corollary 3.1.
3.5 Overall Stability
The following section describes the overall control scheme while dealing with all
singularities such that true global stability can be achieved. The section will go through,
step by step, of how the controller is ultimately implemented.
Given an at least twice differentiable translation position trajectory xd, the non-
normalized thrust vector can be given with Equation 3.11. Then a continuous and non-
singular input control thrust force ft can be obtained with Equation 3.12. ud will subse-
quently go through the normalization process as described in Equation 3.36 and qd will be
computed according to Equations 3.26 and 3.38. The desired angular velocity ωd associ-
ated with qd (see Equation 2.11) under normal circumstance, i.e., ‖ud‖ ≥ ε, depends on the










The following Theorem, which is an extension of Theorem 3.2, proves the expo-
nential stability of the overall closed loop control system.
Theorem 3.3. Consider the closed-loop system described by Equations 3.7, 3.8, 3.13
and 3.15 resulting from the control laws defined in Equation 3.6 and Equation 3.11 with ft
given with Equation 3.12 and qd generated from ud according to Equation 3.38. Suppose
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that the desired feedforward thrust vector uf (t) := v̇d(t) + gez satisfies
inf
t∈R+
min ‖uf (t)‖ > 0.
Then, the overall error system is globally exponentially stable for a sufficiently small ε and
large enough λukq. In particular, x̃, ṽ, and ω̃ converge to zero exponentially starting from
any set of initial conditions.
Proof. Consider the same Lyapunov function candidate from Theorem 3.2:
V (q̃, ω̃r, e2) =
1
2
ω̃Tr If ω̃r + kq(q̃ − 1)T (q̃ − 1) + eT2 Pe2. (3.39)
In view of Equation 3.1 and Equation 3.24, the time derivative of the presented Lyapunov
function is then given by:
V̇ (q̃, ω̃r, e2) =− ω̃Tr Kωω̃r − q̃TΛTqKq q̃ − eT2Qe2
+ 2eT2C(ũd + ũ)
(3.40)
where u and ud are each given by,
ũ = (Rq −Rqd)ez
ũd = ‖ud‖Rqdez − ud
(3.41)
where the norm of ũd is bounded by 2ε. Taking Equation 3.22 into account, the time
derivative of V can be also given by
V̇ (q̃, ω̃r, e2) =− ω̃Tr Kωω̃r − (λq + λu ‖ud‖
2)kq ‖q̃v‖2
− eT2Qe2 + 2eT2C(ũd + ũ)
(3.42)
Invoking Lemma A.2 in Appendix A and ‖ũd‖ ≤ p2ε, V̇ (q̃, ω̃r, e2) can be bounded as
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follows:
V̇ ≤ − α‖ω̃r‖2 − (λq + λu ‖ud‖2)kq ‖q̃v‖2 − λmin(Q) ‖e2‖2
+ 4c ‖e2‖ ‖ud‖ ‖q̃v‖+ 2c‖ũd‖‖e2‖










where η = λmin(Q)−c2 and c = ‖C‖. Similar to the proof of Theorem 3.2, if ηλukq > 4c2,
V̇ + k3V ≤ ‖ũd‖2 for some k3 > 0. Multiplying both sides of the equation by ek3τ and
integrating the result from τ = 0 to τ = t yields V (t) ≤ e−k3tV (0) + 4ε2
k3
. Next we show
that the norm of ud = v̇d+gez−Ke2, given by Equation 3.11 stay above ε for a sufficiently
large t. By the hypothesis
inf
t∈R+
‖uf (t)‖ = δf
for some δf > 0 where uf (t) = v̇d(t) + gez and ûf =
uf
‖uf‖
. If ‖e2‖ ≤ δf2‖K‖ , it follows that
‖ud‖ = ‖uf (t)−Ke2‖ ≥ ‖uf (t)‖ − ‖K‖‖e2‖ ≥
δf
2
Thus ‖ud‖ ≥ ε provided that ε ≤ δf2 . Let t
∗ be such that V (0)e−k3t∗ ≤ ε2
k3
. Then V (t) ≤ 5ε2
k3














guarantees that ‖e2(t)‖ ≤ δf2‖K‖ and consequently ‖ud(t)‖ ≥ ε, ∀t ≥ t
∗. But ‖ud(t)‖ ≥
ε ⇒ ũd(t) = 0 making V̇ ≤ −k3V for t ≥ t∗ proving that V (t) ≤ e−k3(t−t
∗)V (t∗),
V (t∗) ≤ 5ε2
k3
. Consequently, V and all the errors converge to zero exponentially. Further-
more, the boundedness of e, vd, v̇d, and v̈d imply that q̇d and ω̄d = 2q̇qqd are bounded




3.6.1 Discussion of Λq
Λq as defined in Equation 3.22 is an additional gain added to guarantee global sta-
bility of the overall position control law. Λq, when used during control, essentially acts
as a second gain for the proportional feedback term q̃. The overall additional proportional
gain of the attitude control law due to Λq is given by KωΛq, and it varies according to
‖ud‖, or desired acceleration of the aircraft. If the desired acceleration is zero in all linear
directions (i.e., ‖ud‖ = g), the amount of additional proportional control is smaller. As
desired acceleration increases, the gain increases accordingly.
3.6.2 Usage of γ̂ and qmin
The controller uses the rotation around the global ez axis, γ̂, instead of the Euler
yaw, γ, to control the yaw torque of the quadrotor. The need to decompose a quaternion
into qγ̂ and qφ̂, instead of simply using the traditional Euler yaw, may be unclear to some;
especially given the fact that using γ̂ introduces yaw, or rotation around the body-fixed ea,z
axis. However, the usage of γ̂ is much needed for the general purpose of the controller. First
of all, the main reason the controller is based on quaternions is due to the fact that Euler
angles introduce jump singularities. Reverting back to using γ introduces those singulari-
ties inherent to Euler angles which makes it undesirable for global purposes. Furthermore,
the decomposition of q into qγ̂ and qφ̂ allows the thrust vector u of the quadrotor to be
controlled independent from the yaw of the quadrotor as qφ̂ directly represents the minimal
quaternion rotation from ez to u (i.e., qmin(ez, u)). Accurate control of u is much more
important than maintaining the Euler yaw constant as the control scheme is fundamentally
designed to control the linear position of the quadrotor.
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3.6.3 Discussion of q̃
In this chapter, 2 ways of finding q̃ was introduced. The first method involves
finding qφ̂,d with Equation 3.26, and the γ̂d information is subsequently added with Equa-
tion 3.29. Finally, the attitude error q̃ can be found with Equation 3.1. The second method
involves finding q̃φ̂ directly from ud with Equation 3.33, and subsequently adding q̃γ̂ with







q̃[2] = q̃γ̂ q̃φ̂
(3.44)
where q̃[1] and q̃[2] each represent q̃ found from methods 1 and 2, and q̃γ̂ = q−1γ̂d qγ̂ . Note that
the resulting qd from q̃[1] and q̃[2] are not equivalent (i.e., qq̃−1[1] 6= qq̃
−1
[2] ); in other words, the
transient response may be different with the exact same trajectory. Even so, the q, and qd,
at steady-state (i.e., q̃ = 0) would not differ as both attitude errors aims to rotate q to align
u with ud at a fixed γ̂d. The following proposition explains the difference between the two
attitude errors:
Proposition 3.3. The difference between the two attitude errors, q̃[2] and q̃[1], can be ex-
pressed as a pure rotation around the ez axis:
q̃[2]q̃
−1









where γ̄ is given by,









Proof. Let qd[1] and qd[2] each be the resulting desired quaternion attitude when the quater-
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As mentioned before q̃φ̂ and qφ̂d each represent the minimal γ̂ free rotation of Rq
Tud → ez
and ez → ud, respectively. With q̃φ̂, a quaternion that represents a consecutive rotation















where qφ̂ denotes the minimal γ̂ free rotation of ez → u. Although both quaternions
represent a rotation from ez to ud, qφ̂d , as stated above, is γ̂ free, while qez→u→ud is not.






where qγ̂ez→u→ud represents a pure rotation around the ez axis extracted from qez→u→ud
according to Proposition 3.1.
















By inserting qφ̂d from Equation 3.45 into Equation 3.46, the following result can be ob-
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tained:
















Since the three consecutive rotations of q−1d[2]qd[1] are all around the same rotation axis, the
ez axis and also the first and third rotation angle are the same, γ̂d, the difference between





Therefore, the difference between the two attitude errors, q̃[2] and q̃[1], is a pure rotation
around the ez axis with an angle of γ̄, where the angle γ̄ is given by:
γ̄ = q−1γ̂ez→u→ud
.
γ̄ can now be easily obtained in terms of u = [u1 u2 u3]T and ud = [ud,1 ud,2 ud,3]T .
Recall that qγ̂ez→u→ud = q
−1
ud→uqez→u, the two minimal rotations qud→u and qez→u can be









 qud→u = 1σuTd u








2(1 + u3) and σu =
√
2(1 + uTd u). With the two minimal quaternions,



































The proof can be completed by showing that γ̄ = q−1γ̂ez→u→ud , with qez→u→ud , is given by:
γ̄ = 2 atan2 (−qγ̂ez→u→ud ,v,3, qγ̂ez→u→ud ,0)









Assuming 1 + u3 + ud,3 + uTd u 6= 0, γ̄ is relatively small if ud,1u2 − ud,2u1 is kept
close to zero. Recall that ud,1u2− ud,2u1 is the third vector component of minimal rotation
of ud → u (i.e., qud→u,v,3). Hence, if the z-component of the rotation axis of ud → u is
kept close to zero, the difference between q̃[1] and q̃[2], or qd[1] and qd[2] , is negligible.
3.6.4 Differential Flatness
The designed controller, much like other controllers, uses the differential flatness
property of the quadrotor. The linkage between the outer position loop and the inner attitude
loop is based on the premise that both the translational position states, and its derivatives,
and the attitude states, and its derivatives, can be expressed in terms of the thrust vector ud,
or the normalized ûd, and the yaw angle, as defined in Proposition 3.1, and the derivatives
of the two variables. The two control laws directly reflect such differential flatness. In case
of the position control law defined in Equation 3.11, the input and translation state variables
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of the quadrotor are related to the desired thrust vector ud without the introduction of any
integration of the thrust vector. Subsequent conversion to attitude configurations also only
requires the thrust vector and its derivatives. The attitude control law as defined in Equa-
tion 3.6, on the other hand, relates the attitude errors to the three torque input variables
without integration of the attitude, which relates to the thrust vector. In fact, the differential
flatness property of the quadrotor allows accurate control of the translational position and
yaw, or the four flat outputs, with only a PD attitude controller. The advantage of utiliz-
ing the different methods discussed in previous sections is in that such approximation and
smoothing allows the avoidance of all singularities that may occur during state transforma-
tions based on differential flatness of quadrotors. Many controllers have attempted to solve
such singularities; however, few have demonstrated aggressive flight trajectory tracking
which involves 360◦ flipping maneuvers which passes through the singularity that occurs
when the attitude is completely flipped [51]. The discussed controller solve such singularity




The subsequent simulation of the proposed controller was done based on velocity
control, instead of position control. This decision was primarily made to allow the quadro-
tor to be used with a Radio-Controlled (RC) transmitter/receiver, as all implementation
were planned to be done in an outdoor environment. The velocity control law can be
deduced from ud simply by setting Ki = 03×3:
ud = v̇d −Kvṽ −Kxx̃+ gez. (4.1)
Note that while the position control law was PID control with 3 feedback terms, the new
velocity control law is only PI control with 2 feedback terms. The resulting transient re-
sponse is expected to differ as the PI velocity control law does not include any derivative
feedback; however, the stability of both control laws do not change as long as the gains
of both control laws are chosen to be stable (i.e., chosen to make Equation 3.19 Hurwitz).
A fixed yaw value, γ̂d, was chosen and remained constant for the remainder of the flight;
and the x and y directions of the reference velocities were aligned with the fixed yaw. The
controller was designed so that the reference inputs would control the linear velocity of the
aircraft so that the aircraft north would align with the reference x-direction, and west with
the reference y-direction. This can be accomplished by rotating the global frame by the
fixed yaw in the following manner:
v1 = v
I





1 sin γ̂d − vI2 cos γ̂d.
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This way giving a positive reference velocity vd would ensure that the quadrotor moves in
the positive direction relative to its body-fixed frame, or the yaw-fixed frame.
Figure 4.1 shows a detailed schematic of the implemented final controller. The
controller initially receives desired velocity values and passes them onto the outer velocity
and the inner attitude controllers. Both the torque control input τa and the desired thrust
ft = m‖ud‖ are eventually obtained with the two control laws; and, with Equation 2.21,
the rotor velocities Ω are subsequently obtained and fed into the quadrotor plant. As shown
in Figure 4.1, the attitude error quaternion q̃ was obtained with Equation 3.33, instead of
Equation 3.26. The angle γ̄ stays close to zero for most velocity trajectories; therefore,
the desired quaternion qd obtained from both methods are approximately the same. The
advantage of using Equation 3.33 is in that the method eliminates the need to consider the





(1− ûdûTd )(RTq u̇d − ωb × ud).
If the assumption that γ̄ ≈ 0 is held true then the z-component of ω̃ should track the z-
component of ω closely (i.e., ωd,3 ≈ 0) as the resulting γ̂d from q̃ should be fixed as long





































































































































This section will briefly go over some important simulation, and implementation,
details, that completes the description of the controller used to obtain the results in future
sections. The section will discuss various filters and approximations implemented along
with the outlined control scheme shown in Figure 4.1.
4.1.1 Implemented Filters
Minimal amount of filters were applied as the sensor values received from the
Extended Kalman Filter (EKF) had minimal noise. Filters, for the most part, were only
implemented when the derivatives, especially derivatives of sensor values, were required.
Most derivatives that were not directly available were either numerically or analytically
differentiated. Analytical differentiation does not require any filtering if all values involved
in the differentiation are smooth and if the values do not introduce to much noise. Most
derivatives necessary to the control scheme were analytically derived with the exception of
ω̇r, which was obtained by passing ωr through a 20Hz low pass derivative filter.
The raw reference inputs are not guaranteed to be smooth, a great example of this
would be a step input which jumps from one value to another within one sample time.
To this end, a third order filter was applied to the raw vd input to ensure an at least twice
continuously differentiable vd; both v̇d and v̈d used in the controller corresponded to the
filtered vd instead of the raw vd input. The design of the third order filter used can be found
in Appendix B. The specific values for each of the filter parameters are T = 0.05, ζ = 0.8
and ωn = 103 . Figure 4.2 shows the filtered result of a step input with an amplitude of 1.
The filtered trajectory shown in red, though slower than the unfiltered trajectory shown in
black, is much more realistic to track and ensures that the two required derivatives v̇d and
v̈d are also smooth and continuous.
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Figure 4.2: Filtering of vd
4.1.2 γ̂ Approximation
As mentioned before, the attitude error, q̃, was obtained with Equation 3.33, instead
of Equation 3.26. This method requires the extraction of γ̂ from the actual quaternion q as
it is needed when computing the overall attitude error with Equation 3.34. However, the
method of extracting the angle γ̂ from any quaternion with Equation 3.28 is singular when
θ̂ = ±π and r̂3 = 0 according to Equation 2.7. According to Proposition 3.2, the singular
point of γ̂ is a removable singularity and the angle can be extracted without singularity with
Corollary 3.1. The smoothness of Corollary 3.1 heavily relies on the orthogonal unit vector
p chosen. To this end, let us decompose an arbitrary quaternion q into:
q = qδ(ř, ez, u)qγ̌ (4.2)
where γ̌ is a close approximation of the actual γ̂, and ř is the resulting axis of rotation
from the rotation qq−1γ̌ . In this case, qγ̂ = qδ(ř, ez, u)−1q, and if ř happens to be the
common perpendicular of ez and u, then qδ(ř, ez, u) = qmin(ez, u) even in the singular
case. According to Corollary 3.1, γ̂ found according to the decomposition described in
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2. Note that with Equation 3.37, Equation 4.3 can be easily
shown to result in actual γ̂ value whenever γ̌ = γ̂. This expression ultimately solves the




















whenever r̂3 = 0 and θ = ±π, or q0 = eTz qv = 0. Also, the smoothness and accuracy
of the approximation depends on the value γ̌ chosen. The closest available value for γ̌ is
the γ̂ value from the past; in the case of an discretized controller, the γ̂ value from one
previous time step (i.e., γ̂(n−1)) can be chosen. Another option would be to use the desired
angle γ̂d assuming that the desired angle and actual yaw angles remain the same or small
in difference (i.e. ˜̂γ = γ̂ − γ̂d ≈ 0). This assumption is reasonable as yaw control is only
implemented to keep a constant angle; even with disturbances the deviation will be small.
Furthermore, γ̂ approximation is only needed when using the second method of
finding q̃ (i.e., directly finding q̃ with RTq ud). A similar approximation is needed when
using the first method (i.e., finding q̃ by first building qd with ud); however, in the case of
the first method, the qd will be built with approximation instead of γ̂. Similar to the second
method, the approximation can be done with Equation 4.2 and choosing ř as the desired
axis of rotation from one previous time step (i.e., r̂d,(n−1)). The second method of finding q̃
was chosen primarily because, due to the nature of the controller, it was more important to
accurately track the actual ud, or the minmial qd, than to keep a constant γ̂d. Even though
γ̂ is approximated near singularity, q̃φ̂ accurately obtains a minimal quaternion that rotates
u to ud. The error added due to γ̂ approximation and γ̄ defined in Proposition 3.3 can be
seen as small changes made to γ̂d.
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4.1.3 Simulation Model
Simulations were done based on Software in the Loop (SITL). The simulation
model used, as well as the EKF library, was borrowed from a open-source Library (Ardupi-
lot: http://ardupilot.org/ardupilot/). In addition, the conversion from aircraft torques to
rotor angular velocity values, or PWM values, were modified from the original Ardupilot
library to be consistent with the rotor torque model described in Equations 2.19 and 2.20.
Instead of using traditional model parameters (i.e., inertial matrix, drag and lift coefficient,
etc.), the simulation software defined three parameters, which are related to the physical
parameters of a quadrotor, to illustrate the simulation model. Additional modifications
were made to the original SITL model to fully reflect quadrotor dynamics. The modified







where Ixx = Iyy = Izz2 . When assuming a diagonal inertial matrix and ignoring the Gyro-
scopic term Ga, the attitude dynamic equation defined as Equation 2.17 can be simplified
as:
Ixxω̇b,1 = τa,1 + (Izz − Iyy)ω̇b,2ω̇b,3
Iyyω̇b,2 = τa,2 + (Ixx − Izz)ω̇b,2ω̇b,3
Izzω̇b,3 = τa,3 + (Iyy − Ixx)ω̇b,3ω̇b,2.



























where Ω̄ = [Ω̄1 Ω̄2 Ω̄3]T denotes a vector that represents the sum, or difference, of the









1 − Ω22 + Ω23 − Ω24.
The simulation model can be further simplified by using rotor values normalized with the
square of the maximum angular velocity speed Ωmax. Hence, the final dynamic model of














where ˆ̄Ω = Ω̄
Ω2max
. The translation dynamic model of the simulation model follows the
equation defined in Equation 2.15. However, the thrust force ft, shown in Equation 2.19,
must be modified to reflect the normalization of the rotor velocities. To this end, the sim-
ulation model introduces the hover throttle ratio, which essentially defines the percentage
of the maximum thrust force needed to hover a quadrotor with mass m. The hover throttle
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where Tmax = bΩ2max. Note that the torque and thrust forces were obtained from the
individual angular velocities of the four rotors. In reality, such process would involve
finding the µ = [ft τa]T according to Equation 2.21. In the case of the particular simulation
model used, the matrix M used in Equation 2.21 must be replaced with:
M =

1 1 1 1
0 1 0 −1
1 0 −1 0
1 −1 1 −1

to reflect the normalization of the four rotor velocities. The model parameters, in accor-
dance with the standard model described in Equations 2.14 to 2.17 and 2.21, are listed
in Table 4.1; the parameters were determined in conformity with the simplified model
described in Equation 4.4 and Ωmax = 1000 rad/sec.
Table 4.1: Model Parameters of Simulation Aircraft
Property Parameter Value
Mass in kg m 1.5
Moment of Inertia about x-axis in kg ·m2 Ixx 2.1× 10−2
Moment of Inertia about y-axis in kg ·m2 Iyy 2.1× 10−2
Moment of Inertia about z-axis in kg ·m2 Izz 4.2× 10−2
Propeller Lift Coefficient b 1.226× 10−5
Propeller Drag Coefficient κ 5.864× 10−7
Arm Length in m l 0.3
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4.1.4 Simulation Gains
Table 4.2 shows the controller gains used during simulation. While the angular
velocity gain Kω can be any symmetric positive definite matrix, the quaternion gain Kq
must have a single gain (i.e., Kq = [03×1 kqI3×3]). Also, note that the two variable gains
λq and λu were chosen to satisfy the condition described in the proof of Theorem 3.2.
Finally, due to the reference angular velocity error term ωr, the quaternion gain Kq does
not reflect the final gain for the attitude state error q̃; in fact, the attitude control law, in
terms of q̃ and ω̃, can be alternatively given as:
τa = If ω̇d − If (Λq ˙̃q) + ωd × Ifωb − (Λq q̃)× Ifωb +Ga −Kωω̃ − (Kq +KωΛq)q̃
where the actual gain of q̃ is (Kq +KωΛq). Even though the original Kq gain does not have
much flexibility as all three vector components of the quaternion error q̃ has a single gain,
such flexibility can be introduced to the attitude error with the addition of KωΛq.
Table 4.2: Controller Gains, Simulation
Gain Description Parameter Value
Linear Velocity Kv 2.5I3×3
Linear Position Kx 4I3×3
Quaternion Kq [03×1 2.3333I3×3]
ωr Kω 0.3333I3×3
Variable Gain 1 λq 0.0208
Variable Gain 2 λu 0.0521
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4.2 Simulation Results
The following simulation results will be structured in the order of simple to complex
trajectories. Note that all simulation testing were conducted while controlling γ̂ at 0◦ (i.e.,
γ̂d = 0).
4.2.1 Step Response
The subsequent results show the performance of the controller under two different
step trajectories. The first trajectory involves simple uni-directional step velocity inputs
which moves the quadrotor forward, backwards, and sideways. The second trajectory con-
sists of eight consecutive steps where the reference velocities change both in the x and y
direction simultaneously. Figure 4.3 displays a visual representation of the two step trajec-
tories. Note that the trajectory plots, which describes the quadrotor translation movement
in terms of the integral of velocity, does not imply that the position of the quadrotor was
actually controlled. The trajectory plots were only included to better illustrate the positional
movement of the quadrotor while the quadrotor tracks the velocity trajectory vd.
(a) Trajectory 1 (b) Trajectory 2
Figure 4.3: Test Step Trajectories
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4.2.1.1 Step Trajectory 1
Figures 4.4 and 4.6 displays the step velocity response of the quadrotor when track-
ing step trajectory 1; each figure illustrates the quadrotor tracking step velocity inputs in the
x and y directions. The corresponding attitude and angular velocity responses are shown in
Figures 4.5 and 4.7. Step Trajectory 1, for both x and y directions, accelerates the quadrotor
to 5 m/s from rest, returns to 0 m/s, decelerates to -5 m/s, and returns to rest. Additionally,
as evident in Figures 4.4 and 4.6, the desired z velocity, vd,3 were fixed at zero throughout
the whole trajectory. Recall that raw reference inputs were filtered with a third order low
pass filter; the effects of filtering can be seen in vd of the step trajectories as the velocity
trajectories shown in Figures 4.4 and 4.6 are displayed as filtered step inputs instead of a
jump from one velocity to another.




Figure 4.5: Attitude Response of Step Trajectory 1 in the x-Direction




Figure 4.7: Attitude Response of Step Trajectory 1 in the y-Direction
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4.2.1.2 Step Trajectory 2
Figure 4.8 displays the velocity response of the quadrotor when tracking step trajec-
tory 2, shown in Figure 4.3; and the corresponding attitude and angular velocity responses
































Similar to trajectory 1, vd,3 were maintained at zero for the entirety of trajectory 2.




Figure 4.9: Attitude Response of Sinusoidal Trajectory 2
4.2.2 Sinusoidal Response
Similar to the step trajectories, the following section demonstrates the performance
of the quadrotor under two sinusoidal trajectories. Sinusoidal Trajectory 1 involves moving
the quadrotor forward and backwards, or sideways, in one direction. The second trajectory
simulates a circular motion with two simultaneous trajectories in both the x and y direc-
tions. Both the first and second trajectory had a fixed desired z-velocity of zero. Figure 4.10
is a visual representative of the quadrotor position when it follows the two sinusoidal tra-
jectories.
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(a) Trajectory 1 (b) Trajectory 2
Figure 4.10: Sinusoidal Trajectories
4.2.2.1 Sinusoidal Trajectory 1
Figures 4.11 and 4.13 displays the step velocity response of the quadrotor when
tracking sinusoidal trajectory 1; each figure illustrates the quadrotor tracking sinuosidal
velocity inputs in the x and y directions. The corresponding attitude and angular velocity
responses are shown in Figures 4.5 and 4.7. The figures show the response of the quadrotor
while tracking a sine trajectory with a period of 1.5π and an amplitude of 3 m/s for both
the x and y directions.




Figure 4.12: Attitude Response of Sinusoidal Trajectory 1 in the x-Direction




Figure 4.14: Attitude Response of Sinusoidal Trajectory 1 in the y-Direction
4.2.2.2 Sinusoidal Trajectory 2
Figure 4.15 displays the velocity response of the quadrotor following sinusoidal
trajectory 2, a circular trajectory; the corresponding attitude response can be found in Fig-
ure 4.16. The circular trajectory consists of a sine wave and cosine wave, both with an
amplitude of 2 m/s and a period of 0.5 π, in the x and y directions, while maintaining the
velocity in the z direction at zero. The trajectory can be expressed as follows:

vd,1 = 2 sin 0.25t
vd,2 = 2 cos 0.25t.
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Figure 4.15: Velocity Response of Sinusoidal Trajectory 2
(a) Quaternion Attitude
(b) Angular Velocity
Figure 4.16: Attitude Response of Sinusoidal Trajectory 2
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4.2.3 Flipping Motion
The final tested trajectory is a velocity trajectory designed to flip the quadrotor 360◦



































where ř = [ř1 ř2]T is a normalized vector that determines the direction of flip. After one
cycle of the 360◦, vd returns to zero to complete the flip and stabilize. Note that instead of
the third order filter used for normal flight, the velocities, and its derivatives, of the flipping
motion was only lightly filtered with a first order low pass filter as the third order filter
was too slow to successfully achieve a 360◦ flip. Figure 4.17 shows the quadrotor tracking
a 360◦ flip velocity trajectory. The flipping motion is done consecutively in 3 different





Figure 4.17: Velocity Response of Flipping Trajectory
Figure 4.18 displays the quaternion attitude and angular velocity responses during
the flip. The result of the consecutive flips can be seen more intuitively in Figure 4.19,
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which shows the Euler Angles converted from the quaternion attitude during each flip.
(a) Quaternion Attitude
(b) Angular Velocity
Figure 4.18: Attitude Response of Flipping Trajectory
Figure 4.19: Euler Angles during Flipping Motion
83
4.3 Discussion
4.3.1 Difference between ud and RTq ud (γ̄)
According to Proposition 3.3 in Section 3.6.3, the difference between finding the
quaternion attitude error q̃ the two methods described in Equation 3.44 can be given by a
pure rotation around the ez axis, γ̄. Figures 4.20 and 4.21 each shows the γ̄ values computed
for the two step and sinusoidal trajectories. The first step and sinusoidal trajectories are
both uni-direction trajectories (i.e., rotation while tracking the trajectories only occur along
1 axis on the exey plane); in other words, the z-component of the rotation axis of ud → u
is kept close to zero. As a result, as shown in Figures 4.20a and 4.21a, γ̄ is kept close to
zero for step and sinusoidal trajectory 1. On the other hand, the second step and sinusoidal
trajectories include rotations in which the z-component of the rotation axis of ud → u is
not zero; hence, according to Figures 4.20b and 4.21b, γ̄ does not maintain close to zero
as much as the first step and sinusoidal trajectories do. Even so, the γ̄ value is relatively
small (|γ̄| < 0.01); therefore, the difference between the two methods of obtaining q̃ is
negligible. In fact, the method of finding q̃ with RTq ud is preferred as it eliminates the need
to consider the singularity that occurs when ud = [0 0 − 1]T as explained in Section 3.3.
(a) Step Trajectory 1
(b) Step Trajectory 2
Figure 4.20: γ̄ of Step Trajectories
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(a) Sinusoidal Trajectory 1
(b) Sinusoidal Trajectory 2
Figure 4.21: γ̄ of Sinusoidal Trajectories
4.3.2 γ̂ Approximation
As discussed previously, the γ̂ value needed during simulation was approximated
using γ̌ with the method detailed in Equation 4.3 in Section 4.1.2. The approximation was
done to ensure that the quaternion used during control is smooth continuous so that the
resulting control inputs are nonsingular. Figure 4.22 shows the comparison between the
γ̂ values each obtained with Equation 3.28, Equation 4.3 with γ̌ = γ̂d and Equation 4.3
with γ̌ = γ̂(n−1) where γ̂d is the desired γ̂ angle and γ̂(n−1) is the γ̂ from one previous
time step during the flipping trajectory shown in Figure 4.17. According to the results, the
two approximated values, each shown in red and blue, are smooth and continuous unlike γ̂
found without approximation. In addition, setting γ̌ = γ̂(n−1) results in an approximation
that tracks the actual γ̂ values more closely; while setting γ̌ = γ̂d = 0 results in an approxi-
mation that is kept closer to zero. The results are much expected as Equation 4.3 essentially
is a smooth transition between the actual γ̂ and the selected γ̌ whenever singular.
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Figure 4.22: γ̄ Approximation of Flipping Motion
4.3.3 Singularity Free Control Input
Figure 4.23: Control Inputs during Flipping Motion
Figure 4.23 shows the 4 control inputs, ft and τa during the tested flipping motion.
As shown in the figure, the control inputs are smooth and non-singular since most of the




The following sections discuss the implementation of the simulated controller. The
controller was implemented in an outdoors environment and the reference velocity inputs
were passed to the controller via a RC transmitter and receiver. As with simulations, the
control inputs were computed assuming γ̄ stays close to zero; in other words, the attitude
error q̃ were computed from RTq ud.
5.1 Implementation Details
5.1.1 Implementation Hardware Properties
The quadrotor used during implemented was a commercial quadrotor the details of
the hardware can be found in Appendix C. The physical parameters of the hardware can
be found in Table 5.1. The inertial properties of the quadrotor were estimated with a 3D
CAD model of the actual hardware. The lift coefficient of the propellers was estimated by
looking into the thrust ratio needed to hover the quadrotor. As mentioned before, the open-
source software used to build the controller code normalizes all torque and force values
with the square of the maximum rotor angular velocity, Ωmax. If m, g, and Ωmax is known,
the lift coefficient b can then be found with Equation 4.5. The drag coefficient κ, on the
other hand, was chosen so that it was similar in magnitude to other propellers with similar
size and blade pitch angle.
5.1.2 Implementation Gains
Table 5.2 shows the control gains used during implementation of the controller.
Note that an additional lead compensation, in terms of ˙̃ωr, was added to the control law
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Table 5.1: Model Parameters of Simulation Aircraft
Property Parameter Value
Mass in kg m 1.207
Moment of Inertia about x-axis in kg ·m2 Ixx 1.267× 10−2
Moment of Inertia about y-axis in kg ·m2 Iyy 1.239× 10−2
Moment of Inertia about z-axis in kg ·m2 Izz 2.359× 10−2
Propeller Lift Coefficient b 1.031× 10−5
Propeller Drag Coefficient κ 2× 10−7
Arm Length in m l 0.3
(Equation 3.6) during implementation. The additional term compensates for sensor lag
and adds additional damping to the transient response. For clarity, let Kω,p = kω,pI3×3 ∈
R3×4, kω,p > 0 be the original Kω, and Kω,d = kω,pI3×3 ∈ R3×4, kω,d > 0 be the gain of
the added term. The new attitude control law, with the added gain, can then be expressed
as follows:
τa = If ω̇r + ωr × Ifω +Ga −Kω,pω̃r −Kω,d ˙̃ωr −Kq q̃. (5.1)
5.1.3 Gyroscopic Torque Feedforward Term
The gyroscopic torque feedfoward term needed in the control law defined in Equa-
tion 5.1 were estimated as the actual rotation velocities of the rotors were challenging to
acquire during flight. The angular velocities of the rotors at different PWM values were
acquired beforehand and the relationship between the two variables is used during flight
to compute the gyroscopic term. The experimentally measured relationship between the
two variables are shown in Figure 5.1. The data was fitted with a linear trend, and the
gyroscopic torque was computed with a rotor inertia of Ir = 1.866 × 10−4 approximated
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Table 5.2: Controller Gains, Implementation













Quaternion Kq [03×1 2.3333I3×3]
ωr Proportional Kω,p 0.3333I3×3
ωr Derivative Kω,d 0.0139I3×3
Variable Gain 1 λq 0.0208
Variable Gain 2 λu 0.0521
with the size and weight of each of the propellers.
Figure 5.1: Relationship between PWM ratio and Rotor Angular Velocities
5.2 Implementation Results
This section presents the performance of the controller implemented on a commer-
cial quadrotor under various trajectories; similar to the simulation results, the section will
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first present the controller performance under simple trajectories and proceed to present the
responses of the quadrotor under more involved trajectories.
5.2.1 Stabilization
Figure 5.2 shows the velocity response of the quadrotor while stabilizing around
zero velocity (i.e., vd = [0 0 0]T ); the attitude responses, for both the quaternion attitude
and angular velocity, can be found in Figure 5.3.




Figure 5.3: Attitude Response during Stabilization
5.2.2 Step Trajectory 1
Figures 5.4 and 5.6 display the velocity responses of a quadrotor under a uni-
directional step trajectory, in both the x and y directions, as described in Figure 4.3; Fig-
ures 5.5 and 5.7 show the corresponding attitude responses of the quadrotor. As shown in
Figure 5.4, and in Figure 5.6, the amplitude of each step is 5 m/s. As before, the desired
trajectories show the filtered reference trajectories instead of the raw 5 m/s step jumps.
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Figure 5.4: Velocity Response of Step Trajectory 1 in x Direction
(a) Quaternion Attitude
(b) Angular Velocity
Figure 5.5: Attitude Response of Step Trajectory 1 in x Direction
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Figure 5.6: Velocity Response of Step Trajectory 1 in y Direction
(a) Quaternion Attitude
(b) Angular Velocity
Figure 5.7: Attitude Response of Step Trajectory 1 in y Direction
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5.2.3 Sinusoidal Trajectory 1
Figures 5.8 and 5.10 display the velocity responses of a quadrotor under a uni-
directional sinusoidal trajectory, in both the x and y directions, as described by Sinusoidal
Trajectory 1 shown in Figure 4.10; Figures 5.9 and 5.11 show the corresponding attitude
responses of the quadrotor. The sinusoidal properties of the trajectory are the same as
simulations; the trajectory was a sine wave with a period of 1.5π and an amplitude of 3
m/s.




Figure 5.9: Attitude Response of Sinusoidal Trajectory 1 in x Direction




Figure 5.11: Attitude Response of Sinusoidal Trajectory 1 in y Direction
5.2.4 Sinusoidal Trajectory 2
Figures 5.12 and 5.13 each show the velocity and attitude responses of the quadrotor
under the second sinusoidal trajectory as described in Figure 4.10. As shown in Figure 5.12,
the quadrotor tracks a sine trajectory with a period of 0.5π and an amplitude of 2 m/s in
the x direction, while simultaneously tracking a cosine trajectory with the same period and
amplitude in the y-direction.
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Figure 5.12: Velocity Response of Sinusoidal Trajectory 2
(a) Quaternion Attitude
(b) Angular Velocity
Figure 5.13: Attitude Response of Sinusoidal Trajectory 2
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5.2.5 Flipping Motion
Figures 5.14 and 5.15 display the velocity and attitude response to a flipping motion
described by Equation 4.6. As with simulations, three consecutive flips are tested all in the
x, y, and −x/ − y direction. Figure 5.16 additional shows the Euler Angles of quadrotor
during the flip to give better, and more intuitive, illustration of the flipping motion.




Figure 5.15: Attitude Response of Flipping Trajectory
Figure 5.16: Euler Angles during Flipping Motion
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5.3 Discussion
The following implementation results demonstrate the controller stabilizing at zero
reference, and tracking step, sinusoidal, and a 360◦ flipping trajectories. All testing of the
controller were done on a moderately windy day (10 - 15 km/h). According to Figures 5.2
and 5.3, the quadrotor was able to stabilize at 0 m/s without any oscillation in either the ve-
locity, attitude, or angular velocity responses, which shows the robustness of the controller.
Note that during stabilization there was an offset in qv,3; this offset was mainly due to the
calibration imbalance of the two rotors controlling the pitch of the aircraft. Even so, the
integral control included in the outer velocity controller accounts for this imbalance allow-
ing the overall control to be stable without any steady-state velocity error. The subsequent
responses of the quadrotor tracking step and sinusoidal trajectories (Figures 5.4, 5.6, 5.8
and 5.10) demonstrate similar results to simulation (Figures 4.4, 4.6, 4.11 and 4.13) even
in the presence of external disturbances such as the effects of wind and additional sensor
noise/delay. The implemented flip motion (Figure 5.14) was also able to track the trajectory
while keeping the quaternion error relatively close to unit quaternion (Figure 5.17). The
larger error present during implementations when compared with the simulation results can
largely be explained by the attitude and angular velocity sensor lags. The attitude sensor lag
was around 0.25 seconds, which is significant considering that the whole duration of each
of the flipping motion was 0.75 seconds. This large difference in sensor lag also explains
why the controller needed an additional feedback term in terms of ˙̃ωr in the attitude control
law as explained in Section 5.1.2. Nevertheless, the controller was still able to perform the
flip and stabilize back at equilibrium in spite of the lag.
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Figure 5.17: Attitude Error during 360◦ Flip
5.3.1 Controller Gains
According to both simulations and implementation, the results demonstrate robust
and accurate control for all trajectories using the same controller gains. This is largely due
to the modification made to ωd as defined in Equation 3.3. According to Equation 3.22, the
gain Λq varies with ‖ud‖. ‖ud‖ is generally larger for more complicated trajectories which
require larger changes in thrust. Hence, Λq, according to Equation 3.22, adds more propor-
tional feedback which accounts for the larger attitude changes present during more ambi-
tious trajectories. On the other hand, for relatively more simple trajectories with smaller
‖ud‖ the contribution of Λq to the attitude control torque is not as large.
5.3.2 Practicality of Controller
At this point, it is important to discuss the actual practicality of the designed con-
troller. Both the simulation and implementation results show that controller can be effec-
tively used to track simple to complicated trajectories while the attitude of the quadrotor is
well-conditioned. However, even if the controller is well designed for the specific purpose;
101
it does not necessarily mean that purpose itself is desirable, or practical. Such practicality,
or dynamic feasibility, has been discussed in many literature; in fact, many papers focus
on designing dynamically feasible trajectories [31, 32, 49]. As mentioned previously, the
advantage of this particular controller has over other locally stabilizing controller is in that
the specific controllers allows the quadrotor attitude to achieve any attitude configuration
when needed. However, this advantage also suggests that such extreme attitude configura-
tion may be achieved in situations wherein it is more advantageous to the overall control
that the attitude configuration remains within the upper region; such globality of the con-
troller may be undesirable for certain situations. Hence, it is important that the trajectories
are designed accordingly. For instance, the reference position, or velocity, trajectory may
be filtered, as explained in Section 4.1.1, to prevent the quadrotor from executing desired
trajectories with too much aggression. In other words, the controller would be best fit to be




The quadrotor is an interesting system to control due to many of its inherent charac-
teristics. Controlling quadrotors may be challenging due to its nonlinearities. Quadrotors
during flight do not have any external forces other than the gravitational force which makes
it simple to model but difficult to achieve stable control. Globally stable control of the
quadrotor is especially tricky to achieve as it requires the controllers to guarantee stability
at any point of attitude for any desired velocity or position trajectory with any initial state
error conditions.
Due to current mathematical limitations, singularities are bound to occur, specif-
ically in the attitude of the quadrotor, no matter which attitude convention is used. The
fact that the control scheme is required to to couple the three degrees of freedom in the
3D rotational space with the three degrees of freedom in the 3D translational space makes
globally stable control even complicated as additional singularities are introduced. Many
quadrotor control schemes limit the rotational orientation to avoid such singularities; how-
ever, these limitations introduces difficulties when tracking more ambitious trajectories,
such as flipping motions or stabilizing after free fall.
The thesis investigates such singularities and difficulties in establishing global con-
trol of such aircrafts and presents simple and realistic solutions given the limitations of cur-
rent technologies. A globally PI-PD control scheme is presented which effectively achieves
globally stable control of the quadrotor, in the sense that the error of the quadrotor states
exponentially converges to zero regardless of how large the initial state error is, once all
singularities are addressed. As shown in both the simulation and implementation results,
the presented control scheme allows the quadrotor to follow ambitious trajectories, which
require robust and global control of the quadrotor, smoothly and accurately even with the
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introduction of disturbances such as wind or calibration errors. In addition, the results
demonstrate that the presented controller is equally robust while tracking ambitious trajec-
tories with large changes in attitude as it is tracking simpler trajectories without changing
any control parameters.
Although the feasibility of the controller itself have been shown, additional con-
sideration of dynamic feasibility while using the designed controller must be made. Due
to the globality of the controller, the quadrotor may be forced to track trajectories with
unnecessarily ambitious attitude maneuvers. Hence, improvement on this work may in-
volve designing a dynamically feasible trajectory planning strategy, which would operate
with the proposed controller; such trajectory planning strategies may allow the quadrotor




ADDITIONAL THEOREMS AND TECHNICAL LEMMAS




(q − 1)T (q − 1)
]
= ω̄Tb q. (A.1)
Proof. Keeping in mind of Equation 2.8, the considered expression can be simplified as:
(q − 1)T (q − 1) = qT q − 2q0 + 1
= 2(1− q0)
where q0 is the scalar part of the quaternion. With Equation 2.11, the time derivative of q0









(q − 1)T (q − 1)
]
= −2q̇0 = ω̄Tb q.
Lemma A.2. The norm of the input error ũ satisfies ‖ũ‖ ≤ 2 ‖ud‖ ‖q̃v‖.
Proof. Consider ‖ũ‖2, which is given by:
‖ũ‖2 = ũT ũ = (ft
m
)2(ẽz − ez)T (ẽz − ez). (A.3)
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The term (ẽz − ez)T (ẽz − ez) can be rewritten as
(ẽz − ez)T (ẽz − ez) = 2(1− ẽTz ez). (A.4)






which completes the proof.
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APPENDIX B
THIRD ORDER FILTER OF REFERENCE TRAJECTORIES
The following section describes the filter used to obtain a smooth vd from a possibly
discontinuous vd,raw. The transfer function of the utilized filter is as follows:
Vd(s) =
ω2n
(Ts+ 1)(s2 + 2ζωns+ ω2n)
Vd,raw(s) (B.1)
where T , ωn and ζ each denote the time constant, natural frequency and damping ratio of
the filter, Vd,raw(s) and V (s) each denote the unfiltered vd and filtered vd in the Laplace









(Ts+ 1)(s2 + 2ζωns+ ω2n)
Vd,raw(s).
Filters can be easily discretized to be used in digital micro-controllers. The three trans-





The implementation of the controller was done with a commercial quadrotor. The
hardware only has minimal amount components to build a working quadrotor. The included
components are as follows:
• Propellers × 4
• Rotors × 4
• Flight Controller
• External GPS/Compass Module
• Quadrotor Arm × 4
• Quadrotor Base and Cover
• ESC × 4
• LiPo Battery
• RC Reciever/Transmitter
In addition to the quadrotor components, a Serial Telemetry Radio receiver and transmitter
were also used to establish connection between the quadrotor and a computer during flight.
Table C.1 shows the individual components of the hardware. Figures C.1 to C.8 shows
images of the individual components of the disassembled quadrotor. Finally, Figure C.9
shows the final assembly of the implemented quadrotor hardware.
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Table C.1: Experimental Equipment
Type Description
Flight Controller Holybro Pix32 “Pixhawk”
GPS/Compass Module Holybro Ublox Neo-M8N
Frame DJI Flame Wheel F450
Motor DJI 2312/960kV
ESC DJI 420 Lite
Propeller DJI 9450, Carbon Fiber
Battery Flouren Li-Po RC Battery, 4S, 5500
mAh
RC Receiver/Transmitter FlySky 2.4GHz 6 Channel Digital Trans-
mitter and Receiver Radio System
Telemetry Receiver/Transmitter Holybro 500mW FPV Transceiver
Telemetry Radio Set V2, 433 MHz
Figure C.1: Flight Micro-controller
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Figure C.2: External GPS Compass Module
Figure C.3: LiPo Battery and Frame Cover
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Figure C.4: Frame Base and ESC
Figure C.5: Frame Arm and Rotor
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Figure C.6: Propellers
Figure C.7: RC Receiver and Transmitter
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Figure C.8: Telemetry Receiver and Transmitter
Figure C.9: Euler Angles during Flipping Motion
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