(iii) Theorems are left only in approximate form; that is, strict equalities and inequalities are replaced by approximate equalities and inequalities. In particular, we use neither the notion of standard function nor the standard part function. Such approximations are not explicit in physics, but can be viewed as implicit in the way infinitesimals are used.
By limiting ourselves to a fragment with these three features, we are able to prove the consistency of our theory by finitary means (52). The proof first reduces the system to a fragment of the theory of rational numbers with infinitesimals, and then uses Herbrand's theorem for this fragment. The fact that the theory can be reduced to rational numbers is typical of nonstandard analysis, where many proofs and computations have an algebraic character. It is also to be noted that the axioms are true in models for nonstandard analysis.
The kind of system we propose satisfies at least in part a central goal of Hilbert's program of proof theory, namely to give an axiomatic foundation of analysis sufficient for the expression of geometry and physical theories but which can at the same time be proved consistent. This concern for including the foundations of physics runs throughout Hilbert's career and is expressed in one of his last publications on the foundations of mathematics ( [4] , p. 472 of the English translation). We certainly have not covered as much ground as possible, for extension to functions of several variables is needed, but the direction we have taken is a constructive one that should be able to encompass a large portion of current theoretical physics and be at the same time finitarily consistent. On the other hand, our system is not nearly as finitistic as Mycielski's system [6] . More generally, we think that finitistic constructive systems cannot directly reflect the way mathematics is done in much of theoretical 'physics, as our system can.
We give a brief summary of the contents of the paper. In 51 we present the axioms and in 52 the finitary consistency proof, using Herbrand's theorem. The rest of the paper gives a flavor of what can be done in the system: 553 and 4 on differentials, derivatives and continuous functions, 55 on the nonstandard principles of overflow, 556 and 7 on integrals, and 58 on series and transcendental functions, It may be added that differential equations may be treated in the present system without major difficulties. For examples on differential equations and more detailed proofs, see [12] .
Axioms.
We assume full first-order logic with equality, where the variables range over numbers, but the axioms are almost free-variable in form. Constants for numbers include O, 1, and V O , which stands for an infinite natural number.
Constants for functions include +, 0 , / (division, I (the identity function introduced by I( x) = x), and CT, where z is any constant term, introduced by C, (x) = z.
We have the binary predicate <, and the unary predicates Inf and J . Later on we shall introduce expressions for derivatives and integrals, The formula Inf(x) is interpreted as "x is infinitesimal" and M(,) as ''x is a natural number (finite or infinite)". Internal formulas are those where neither Inf nor expressions defined from Inf occur. Other formulas are external.
We have the full set of open axioms for an ordered field, including O # 1, Instead of introducing the absolute value, we add a function 6 with the following axiom. With this function, we can define 1 x 1 = 6 (x) x. The function 6 is internal.
We also have the axioms for Peano arithmetic, but with a schema for a minimum operator restricted to open internal formulas replacing a schema of open internal induction. It is well known that the two Schemas are equivalent. The minimum schema is the following. We adopt the convention that the variables are in a list en we write 'p (x) we mean that 
With the S function, we can define sums restricted
to certain properties. We
Let z and cr be terms. Then n n z =o
In these last two axioms, which are axiom Schemas, the new variable is n. We prove the usual properties of sums and maxima by open induction, in particular, the identity axioms for max and C. In order to be able to use open internal induction, we require that in these two axioms z ( k ) not contain min. On the other hand, since n is a variable, we may replace it by min-terms.
For instance, we need to prove by induction a lemma about the maximum operator, which shows that it has the right meaning. From now on, the variables n , m, p , q, i, j , k , v , p, are restricted to natural numbers, i.e., elements of H. 
The proof is by open internal induction, which, as we know, is a consequence In order to develop Taylor series approximations, which we shall do in 59, we
of Axiom 2 (see [ 121 for a proof).
need to define by recursion natural number powers and factorials:
While the max and C-axioms Schemas are each an infinite collection of axioms, one for each term z, the power and factorial axioms are particular formulas, where x is a variable, so that xn as two variables, x and n, n! one variable. Thus, would also add other by open internal induction. he axioms for i~finite §imals are the following.
We need to introduce derivatives and integrals at least for all elementary functions. One problem is that we cannot prove that the functions defined as inverses of other functions (such as the exponential) are defined on all numbers. The most we can prove is that for any number there is an approximately equal number where the function is defined. We must, then, complicate the definitions of derivatives and integrals to allow for this possibility.
In order to have the transcendental functions defined on the right domains, we use Taylor series in 59.
The domain of inverse functions is the range of a function (for instance, in the case of the exponential, its domain is the range of the logarithm). Terms, however, are defined everywhere. So, a function in our system is determined by two terms, say z and o, where min does not occur, and an open formula, say p, not necessarily internal: the argument is a value o( u ) , for a certain u that satisfies p ( u ) , and the value is z (o ( u ) ) . If a function f is represented by a pair of terms z, o, and a formula p, in this fashion, and x is the variable for the argument of the function, we sometimes write f ( x ) instead of .(x) and ( x ) . We also introduce the image of a set by a function, x E f ( A ) if there is a y E A such that x = f ( y ).
We say the a term o is monotone on the interval I if, for every x , y E I , x < y implies a(x) < o ( y ) or, for every x , y E I , x < y implies o ( x ) > o(y). We say that a term o is LQschitz on the interval I if there is a finite M such that for every
We shall use the following abbreviation. We say that f is a function on the interval I if the following conditions are satisfied:
(1) There are finite al, b1 such that [al, bl] c pf and I C J , where J is the 
We shall also use the letters g and h for functions in the sense introduced above. where k = minfdom(,, ) E [ u , ,u,+ll. This can be easily proved using Axiom 2. For strictly decreasing terms, we have to change w1 -1 to wj+l and then get k as the
This also is proved using Axiom 2. We denote fdom (uk) = t,. We also need to find a value is similar with the obvious replacements.
We now define the "Riemann sums". We need six parameters: Thus, by eliminating the axioms for derivatives and integrals, we reduce the theory to the theory of a field, which may be taken to consist of algebraic numbers, plus infinitesimals.
Construction of the finite model. We know from Herbrand's theorem that the theory is inconsistent if and only if there is a conjunction of closed substitution instances of the axioms which is inconsistent. We also have to include instances of the equality axioms for the field operations. The corresponding equality theorems for the operations defined by recursion are proved by induction, so that we do not need to include their instances. We consider a particular conjunction of substitution instances, say w, of the axioms with constant terms. We use the expression the terms in the instance for terms occurring in the substitution instance w.,
We shall construct a model, for every instance w, whose universe is a finite set of rational numbers, and for which the field operations and relations have their natural meanings. Also, natural numbers will be represented by natural numbers in the model. We thus show the consistency of y. As we shall see, the instances of the equality axioms for the field operations will be automatically satisfied, so we do not need to worry about them. The models for the instances are sort of finite approximations or fragments of the nonstandard fields constructed by A. Robinson in [9] .
The model is constructed in two steps. We first associate to each of the constant terms in the instance, say z, an expression z" of the form (*> where ao, . . . , a,, bo, . . . , b, are positive rational powers of rational numbers and YO, . . . , r,, so, . . . , Sm are specific nonnegative rational numbers. We assume that r0 < r1 < -< r, and SO < s1 < . < s , . The numbers n and m are specific natural numbers, not variables. This association will have the properties that the * operation commutes with the field operations and preserves the equalities and inequalities. For brevity, we shall call functions of the form (*) algebraic functions of V ; . In the second step, we associate a rational number with each term. The universe of the model is a finite set of rational numbers.
The association will have the property that z = a can be proved with the field axioms if and only if z" = a", SO that z" is a sort of normal form of z. Thus, the equality axioms for the field operations are satisfied.
The construction of the model is based on the well-known fact that if r, > s, then an algebraic function of v0 tends to foo, if Sm > r, it tends to Q ' or Q -, and if r, = sm it tends to an/bm, when v0 tends to +OO. T ese limits can be constructively approximated.
Pt is to be noted that ional, and rational ~i~i m~~ operator.
1 / V O , all terms are equal to rational functions of V O .
we set
Then we set and we let
The max-terms. We proceed similarly as for the C-terms. The term (max, (l) 
In the first case, take (max, ( m + j + l))* to be (max, ( m + j ) ) * , and, in the second, m + j + l .
Other recursive dejînìtìons. The procedure is similar as for the C-and maxterms. Take, for instance, the natural powers axiom, Axiom 6. We assume that m, m + l, . . . , m + q is a maximal chain of terms in normal form from the instance t,u occurring in formulas of t,u of the form Z'+' = ?z, for a certain constant term z, already in normal form. Then set ( P ) * = z and (znS1)* = ((zn)*z)*.
The &terms. We shall find, in this case, a natural number p so that these terms
have constant values for all v0 2 p . Suppose that 6 (z) occurs in the instance, where z is an algebraic function of VO. Then there is a p such that z 2 O for all v0 2 p, or z < O for all v0 2 p . Let 6 (z) * be 1 or -l, accordingly.
The min-and li-terms occur in instances of Axioms 3, 2, or 16. If a min-or li-term z does not occur in an instance of one of these axioms, set z* = 1.
If general, if a min-or li-term Q occurs in one of these axioms, we shall take Q* to be either a definite natural number or an approximation of the number we shall get when v0 tends to infinity. More precisely, in the latter case, if n ( vo) is the actual minimum for vo, then y1 (vo)/a* we tend to 1, when v0 tends to infinity.
The least integer terms.
ose that the instance is
er r , set ,(T)* equal to t li(z)* = z*. This last
The internal min-terms. In this case, the formula ' p, as above, occurring in the instance of the axiom is internal, i.e., it does not contain Inf. By the field axioms, (2), and determine that the minimum is asymptotically approximated by AV;.
The case for z > O can be dealt with similarly.
We have, then, that there is a large p such that the same minimum or minimum approximation works for all v0 2 p. If we have a conjunction of formulas of the forms z 2 O and z > O, we must make an analysis of the different combinations of cases in order to determine an approximation. Case (1) has to be divided into two subcases:
(la) There are only finitely many k's such that P, ( k ) > O.
( 1 b) P, ( k ) > O, for all sufficiently large k .
In both subcases, we can take v0 large enough so that z 2 only for k's such that If we have a conjunction of formulas of the form z ( k ) 2 Q and z ( k ) > O in case (l), then we can determine effectively whe er there is a k which satisfies all the formulas, and then determine its minimum f there are formulas in cases (la) and
numerator less than or equal the degree of the denominator, and, as above, find a natural number p1 such that lan/bm) 5 p1 for all these terms. Declare a term G infinitesimal if it contains no min-term and has a higher degree denominator.
We have p1 2 po. If p1 > po, repeat the procedures for external and internal min-terms with z l l , . . . , z l m l . Those that are definitively replaced are eliminated to obtain ~2 1 , . . . , ~2 m 2 . If p1 = po, stop.
Repeat the same procedure until stopping, i.e., until p q = p4+1 for a certain q . The procedure must stop, since, for p j + l to be larger than pl at least one of the terms zJ 1 , . . . , Tjm,, say z j k , has to be changed. This can happen either by (i) Zjk being an external min-term which is assigned a number greater than (ii) by a term occurring in TJk being changed. 1, while it was assigned 1 before, or Thus each term can be changed only a finite number of times before being definitively replaced. Since there are only finitely many terms, the possible changes are finite, and so there must be a pq = pq+l.
Notice, also, that in the case of internal min-terms, they are replaced either by natural numbers or by expressions of the form AV;. In the second case, the replacement AV; is not, in general, a natural number. Since the min-terms will have to be assigned natural numbers in the model, the assignment for the model will change. This final change, however, causes no problems, because Avi will be an infinite number larger than the pj's, so it will not affect the assignments of the external min-terms.
The model. We now proceed to the construction of the model. We have associated, by the procedure indicated above, to each term an algebraic function of VO. Let for all a,, b m , with r, = Sm, of the algebraic functions associated to terms in the instance. Since there are only finitely many terms, it is always possible to find such a natural number p . Find v0 large enough so that the following conditions are All replacements for 6 and max can be done within an approximation of All fractions li(z*)/z*, when z* + 00, are closer to 1 than 1/(2p). All fractions min,* /Av;, when this replacement applies (for internal minterms), are closer to 1 than 1/(2p).
All algebraic functions with r, > Sm are larger in absolute value than 2p. All algebraic functions with Sm > r, are smaller in absolute value than All algebraic functions with r, = Sm are closer to a n / b m than 1/(2p).
1/(2P)* 1 l(2P) -
Let w(z*) be the numerical value of the associated algebraic function z*, using this VO. In the model, put all the natural numbers less than or equal to po, where po is a natural number larger than the largest u (z*). 
THEOREM 4.1. I f f is a function on I that is dlferentiable there, then f is
PROOF. Assume x = y , x, y E dom f n I . Then, Inf ( y -x). Hence, since continuous on I .
f ' ( x ) is finite, Moreover, with a slightly stronger condition than differentiability we can prove that the function is Lipschitz continuous, i.e., there is a finite M such that for every
In the usual nonstandard analysis, differentiability is enough to prove the following theorem. 
U
We can prove the following theorem for derivatives, using Theorem 4.1 and some easily-proved algebraic properties of differentials. THEOREM 4.3. Let f and g be dlferentiable on I . Then: We can also prove the chain rule:
THEOREM 4.4 (Chain rule). If f is dlferentiable at g ( x ) and g is differentiable at x, then f o g is dlferentiable at x and (f o g ) ' ( x ) = f ' ( g ( x ) ) g ' ( x ) .
i.e., d g ( x , y ) = g'(x) + e l y , where q ence, since g' ( x ) is finite, by Theorem 4.1, Pnf(dg(x, y ) ) . Therefore, if dg(x, y ) f Q, the mins in these formulas can be defined without min-terms by using sums. We also denote dw: = f dom('ll:+l) -f dom(w:). We have that dw: O. for some j , l 5 j < v2.
By taking v = V O , we prove the first part of the theorem.
O
We have the following theorem on local maxima, that is, in fact, an approximate version of Rolle's theorem. 
, ~~~e r e n t ì a b l e
The last two conclusions of the theorem say that the inverse of f restricted to [a, b] in its domain is continuous and differentiable. We cannot prove, however, that the domain of the inverse of a function whose domain is an interval is also an interval. By the intermediate value theorem, Theorem 5.1 , we can only prove that for every c in the interval between f ( a ) and f (b) there is an x = c such that the inverse is defined at x. PROOF. We have to consider two cases. First, let x, y E [a, b] n domf with x << y . It is clear that y -x << OO. By the mean value theorem, Theorem 5.4, there is a z between x and y such that
Second, assume that x < y with x = y . Then
We now obtain the derivative of the inverse function g . Let y + z = f (u).
Then g ( y + z ) = u = x + w M g ( y ) = x, by the first part of the theorem. Thus,
Recall that differentiable means that f ' exists and is finite. For each finite natural number n, defining by external induction, we say that f ( ' 1 is an n th order derivative on I if and only if one can define a sequence of functions (terms) f (l) , . . . , f ( n ) such that each is a derivative of the preceding on dom f . Then the following is a theorem.
THEOREM 5.8 (Taylor). Let n be aJinite natural number and f ( k ) a kth derivative of f, for k = 1,2, . . , , n + 1. Assume also that the following conditions hold: The proof is similar to the one in [7] . This theorem, as all our theorems, is a theorern-schema. In the case of Taylor's theorem, it may be better called a em would be more ve for the function
and, by the hypothesis, 'p (m -1). Thus, by Axiom 2, m 5 m -l, which is a contradiction.
U
In order to make the following and other statements more understandable, we introduce the maximum of all k 5 v such that 'p(k):
,(v-k)Ak<v
It is easy to show from Axiom 2, that -$7. Hyperfinite sums. We now start the study of hyperfinite sums, which were introduced in $2. The development in the present section is much influenced by [8] . In order to conform with the usual notation, u , v, etc. are terms with variables for natural numbers. Thus uk is a term z ( k ) . We write C:=, u, for Cy:,"
In order to simplify the notation, we write a sum of the form V 1=1 simply as Cr==, t l , including the finitely many terms with ordinary addition in the C-term. Strictly speaking, this may not be possible, since the terms vJ may contain min. We shall be careful, however, that the operator min occurs only in finitely many terms of the sum. The theorems of this and the next sections should be understood with x-terms interpreted in this way.
The usual properties of the sum can be proved by internal induction. We begin with the theorems on approximately equal infinite sums. For the rest of the paper, we assume that ul, v,, t, are internal terms where, as was mentioned above, min occurs in at most finitely many of them. We need the following lemma. 
an it is clear that a < u j 5 x 5 uj+l < x + y . We then have [a, b] and such that dom f = dom F . Let u be a geometric subdivision of [a, b] , and Y a selector for f and u on [a, b] . Assume that f is finite and continuous on [a, b] , 
Since c -b $ O, from these results we obtain the premises (1) and (2) We can now define the main transcendental functions. We first introduce the natural logarithm by the following axiom:
We consider log as a function, take logdo, (x) = I(x), the identity function, and on [a, b] . Also, 1/x >> O for x >> O. Thus, by Theorem 5.7, log is strictly increasing on all its domain. Therefore, log can be fdom for a function f. We then define an "almost" exponential function:
aexp(x) = y t) x = logy, with aexpdom = log and (paexp(x) t) O << x << OO. Using Theorem 5.7, we get that aexp is differentiable on its domain, and we can calculate its derivative, aexp' M aexp. Thus aexp is increasing.
In a similar way, we define the arctan:
" 1 arctanx = 1 m dt.
As above, we consider arctan as a function, with arctandom ( x ) = I(x) and (Parctan (x) c+ 1x1 << m. We take n = 4arctan 1. As for the logarithm, by Theorem 8.3, arctan'(x) M 1/(1 + x2) for any finite x. So that arctan can be fdom. Thus, we define the inverse, the almost tangent: y = atan x t+ x = arctan y .
We extend this function periodically by taking atan(x + nn) = atan x, where n is any integer. The domain atandom = arctan and v a t a n ( x ) ++ 1x1 << OO.
The definitions of the inverse functions (almost exponential and tangent) are justified by Theorem 5.7. We must use the same theorem for obtaining the derivatives. With the definitions introduced here, the proofs of the approximate form of the algebraic properties of these functions are the usual ones.
We cannot prove, however, the inverse functions, i.e., the almost exponential and tangent, have the right domains, i.e., all finite numbers for the almost exponential and the finite numbers different from (2n + 1)n/2 for the almost tangent.
The most one can do, for the almost exponential for instance, is to prove that for any finite number x there is a y x in its domain (see the remark after Theorem 5.7), which is probably sufficient for most uses in theoretical physics. In order to obtain functions defined everywhere, we use Taylor series approximations.
As an example, we take the series for aexp. We observe that, by the ratio test, if x is finite, the series c;=, xz/i! converges. with their domains the same as the domain of the atan. We then use Taylor series to give a defìnition of sin and cos on all finite numbers. The procedure is similar to that described above for the exponential function.
