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Abstract
We show that under the continuum hypothesis there is a compact zero-dimensional space which admits a base of pairwise
homeomorphic clopen subsets but it is not an h-homogeneous space (i.e. not all of its nonempty clopen subsets are homeomorphic),
partially answering a question of M.V. Matveev. Under Jensen’s ♦ principle, we can even make the space hereditarily separable
and hence, by a result of Matveev, an S-space.
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1. Introduction
A topological space is B-homogeneous if it has an open base every element of which can be mapped onto every
other one by a homeomorphism of the whole space. A zero-dimensional space is h-homogeneous if any two clopen
subsets are homeomorphic. It is shown in [4] that B-homogeneity and h-homogeneity are equivalent notions in the
class of zero-dimensional first-countable compact spaces. Matveev also constructed an example of a pseudocompact
zero-dimensional B-homogeneous space which is not h-homogeneous, and he asked whether any B-homogeneous
zero-dimensional compact space is h-homogeneous. We show that under CH the answer is no (see Theorem 5.1). In
fact, if one assumes Jensen’s ♦ principle the counterexample can be made hereditarily separable. Under MA + ¬CH
any hereditarily separable compact space is first-countable, so if it is also B-homogeneous it would have to be
h-homogeneous by [4]. Thus the ♦-space could not have been constructed in ZFC. We do not know if there is a real
counterexample to Matveev’s question.
We use an inverse limit approach in which we mix ideas from [1] and [3]. In [1], ♦ is used to capture (and eventually
destroy) all potential left separated ω1-sequences, getting a hereditarily separable space. In order to keep control over
the self-homeomorphisms of the space, we need to do two things: we need to destroy some potential homeomorphisms
(for which we use CH), but we also want to preserve some of them for which we use a “lifting" technique introduced
in [3] for getting a certain kind of L-spaces. In Section 4 we present this technique and prove the results necessary to
handle the successor steps of the construction. Sections 2 and 3 introduce some notation and give some basic technical
lemmas about inverse limits and group actions on Hausdorff spaces. Section 5 contains our main result.
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226 R. de la Vega / Topology and its Applications 155 (2008) 225–232Given a collection S of subsets of a space X, we say that x ∈ X is a strong limit point of S if and only if for all
neighborhoods U of x there is an A ∈ S such that A ⊆ U and x /∈ A. If f :Y → X, we write f−1(S) for the collection
{f−1(A): A ∈ S}. If A ⊆ XI and J ⊆ I we write AJ for the set {xJ : x ∈ A}. We will write Hom(X) for the group
of homeomorphisms from X onto X. We will denote the Cantor space 2ω by C. If K is a clopen subset of Cω1 and
α ∈ ω1, we say that the support of K is contained in α if and only if (Cω1 \ K)α and Kα are disjoint.
2. Closed subspaces of Cω1 as inverse limits
Throughout this section, X is a fixed closed subspace of Cω1 . For α < β  ω1 we write Xα = Xα and we let
π
β
α :Xβ → Xα be the obvious projection (we will often drop the superscript when β = ω1). Note that each Xα is
closed in Cα and that πβα (Xβ) = Xα for α  β  ω1. Moreover it is easy to see that if γ is a limit ordinal and
x ∈ Cγ then x ∈ Xγ if and only if xα ∈ Xα for all α ∈ γ . In particular we can always recover X from the sequence
〈Xα: α ∈ ω1〉. Note that if each Xα is perfect (and hence homeomorphic to C) then X is also perfect.
Definition 2.1. Given α  β  ω1 and S ⊆ P(Xα), we say that Xβ preserves S if whenever x ∈ Xα is a strong limit
point of S, we have that every y ∈ (πβα )−1(x) is a strong limit point of (πβα )−1(S).
Note that if S ⊆ P(Xα) and η  β  α, then Xη preserves S if and only if Xβ preserves S and Xη preserves
(π
β
α )
−1(S). Also, if γ  α is a limit ordinal, then Xγ preserves S if and only if Xξ preserves S for all α  ξ < γ .
If h is a homeomorphism from X onto X, then there is a club Qh ⊆ ω1 and homeomorphisms hα from Xα onto
Xα such that whenever α ∈ Qh, we have that πα(h(x)) = hα(πα(x)) for all x ∈ X. Moreover, we have the following:
Lemma 2.2. Suppose that g and h are homeomorphisms from X onto X. Suppose that X has a π -base every element
of which is clopen and has its support contained in α ∈ Qg ∩Qh and gα = hα . Then g = h.
Proof. If g 	= h, then there is a clopen U ⊆ X such that g(U) ∩ h(U) = ∅. By hypothesis, there is a clopen V ⊆ U
with support contained in α. This is already a contradiction because gα = hα implies that g(V ) = h(V ). 
We finish this section with an easy result which we will allow us to destroy unwanted homeomorphisms.
Lemma 2.3. Suppose that h is a homeomorphism from X onto X, α ∈ Qh, and S ⊆ P(Xα). Then X preserves S if
and only if X preserves hα(S).
Proof. Suppose first that X preserves S and let z ∈ Xα be a strong limit point of hα(S). Then x = h−1α (z) is a strong
limit point of S since hα is a self-homeomorphism of Xα . Thus any y ∈ (πα)−1(x) is a strong limit point of (πα)−1(S)
and hence h(y) is a strong limit point of h((πα)−1(S)) = (πα)−1(hα(S)). Since (πα)−1(z) = h((πα)−1(x)), this shows
that X preserves hα(S). The other direction can be proved in a similar way. 
3. The Cantor space and group actions
In this section we will write K(C) for the collection of nonempty closed subsets of C.
Definition 3.1. Given S ⊆K(C) and closed A0,A1 ⊆ C, we say that (A0,A1) preserves S if whenever x ∈ A0 ∩ A1
is a strong limit point of S and U is an open neighborhood of x, there are K0,K1 ∈ S such that K0 ⊆ U \ A1 and
K1 ⊆ U \ A0.
Definition 3.2. Given S ⊆ P(K(C)) and a convergent sequence B in C with limit point b, we say that B avoids
S , if whenever b is a strong limit point of S ∈ S and U is an open neighborhood of b, there is a K ∈ S such that
K ⊆ U \ (B ∪ {b}).
Note in particular that any constant sequence avoids any set S and hence satisfies the hypothesis of the next lemma.
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b ∈ C be the limit point of B . Then there are closed A0,A1 ⊆ C such that:
1. A0 ∪ A1 = C, A0 ∩A1 = {b} and B ⊆ A0.
2. (A0,A1) preserves every S ∈ S .
Proof. The case in which B is a constant sequence (and hence essentially a point) was proved in [1, proof of Theo-
rem 0.1]. Thus we can assume here that B = {bn: n ∈ ω} where the bn’s are all distinct and all different from b. We
also fix an enumeration S = {{Sin: n ∈ ω}: i ∈ ω} and a decreasing sequence 〈Vm: m ∈ ω〉 of clopen subsets of C such
that V0 = C and ⋂m∈ω Vm = B ∪ {b}.
We will construct inductively a decreasing sequence 〈Wm: m ∈ ω〉 of clopen subsets of C such that W0 = C,
Wm ⊆ Vm and bm ∈ W2m \W2m+1 for all m ∈ ω. Note that ⋂m∈ω Wm = {b} and that if we let A0 = {b}∪
⋃
m∈ω(W2m \
W2m+1) and A1 = {b}∪⋃m∈ω(W2m+1 \W2m+2), then condition (1) will be satisfied. Now we explain how to construct
the sequence in order to satisfy condition (2) as well.
Fix a local base {Oj : j ∈ ω} for b in C and a function (ψ,μ) :ω → ω × ω such that (ψ,μ)−1(i, j) contains at
least one odd and one even natural number for each (i, j) ∈ ω × ω. If W2m is already defined and b is a strong limit
point of 〈Sψ(2m)n : n ∈ ω〉 then (since B avoids S) there is an n = n(2m) ∈ ω such that Sψ(2m)n ⊆ W2m ∩ Oμ(2m) and
S
ψ(2m)
n ∩ (B ∪{b}) = ∅. Thus there is a k ∈ ω and a clopen neighborhood U of bm such that Sψ(2m)n ⊆ W2m \ (Vk ∪U)
and U ∩ B = {bm}; then we let W2m+1 = (W2m ∩ Vk) \ U . If b was not a strong limit point of 〈Sψ(2m)n : n ∈ ω〉 then
we just let W2m+1 = (W2m ∩ V2m+1) \ U where U is any clopen with U ∩ B = {bm}. Note that in either case we
have that {bk: k > m} ⊆ W2m+1 ⊆ V2m+1 ∩ W2m and bm /∈ W2m+1. If W2m+1 is already defined we follow the same
steps (now working with Sψ(2m+1) and Oμ(2m+1)) except that now we want to keep bm+1 inside W2m+2, so we just
let W2m+2 = W2m+1 ∩ Vk in the first case and W2m+2 = W2m+1 ∩ V2m+2 in the second case.
To show that condition (2) is satisfied, suppose that b is a strong limit point of 〈Sin: n ∈ ω〉 and O is an open
neighborhood of b. Then there are j,m0,m1 ∈ ω such that b ∈ Oj ⊆ O and (ψ,μ)(2m0) = (ψ,μ)(2m1 + 1) = (i, j).
But now it is clear from the construction that Sin(2m0) ⊆ O \ A1 and Sin(2m1+1) ⊆ O \ A0, showing that (A0,A1)
preserves {Sin: n ∈ ω}. 
Remember that a group G acts freely (or the action is free) on a set X if g(x) 	= x whenever x ∈ X and g ∈ G\ {id}.
If H is a subgroup of G and g ∈ G, we use 〈H,g〉 to denote the subgroup of G generated by H and g.
The following is Lemma 6.4 in [3].
Lemma 3.4. Suppose G is a countable subgroup of Hom(C) acting freely on C and suppose a, b ∈ C are distinct.
Then there is an h ∈ Hom(C) such that h(a) = b and 〈G,h〉 acts freely on C.
Almost the same proof as the one found in [3] works for showing the following:
Lemma 3.5. Suppose G is a countable subgroup of Hom(C) acting freely on C and suppose K and L are disjoint
nonempty clopen subsets of C. Then there is an h ∈ Hom(C) such that h(K) = L and 〈G,h〉 acts freely on C.
Corollary 3.6. There is a countable group G  Hom(C) acting freely on C such that for any K and L disjoint
nonempty clopen subsets of C there is a g ∈ G such that g(K) = L.
Throughout the rest of this section, X is a fixed Hausdorff space and G is a group acting on X.
Definition 3.7. We say that f ∈ Hom(X) is locally in G if for every x ∈ X there is an open neighborhood U of x and
a g ∈ G such that f (u) = g(u) for all u ∈ U . We write H(X,G) for the set of autohomeomorphisms of X which are
locally in G.
Note that if X is compact and zero-dimensional then f is locally in G if and only if there is a finite partition
{Pi : i ∈ I } of X into clopen subsets and there is a finite {gi : i ∈ I } ⊆ G such that f Pi = gi for all i ∈ I . Also note
that H(X,G) is actually a subgroup of Hom(X) and that H(X,H(X,G)) = H(X,G).
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We finish this section with a lemma that makes the task of verifying that a space is B-homogeneous somewhat
simpler.
Lemma 3.9. Suppose that U ⊆ X is clopen and let B be the set of all clopen subsets of X which are G-equivalent to
U . If B is a π -base for X and X =⋃B then B is a base for X.
Proof. Fix a clopen V ⊆ X and x ∈ V . We want to find an element of B contained in V and containing x. Without
loss of generality, there is a B ∈ B such that B ⊆ X \V . Since X =⋃B, there is an f ∈ H(X,G) such that x ∈ f (B),
and we can fix W ⊆ B clopen such that x ∈ f (W) ⊂ V . Since B is a π -base, there is an f ′ ∈ H(X,G) such that
f ′(B) ⊆ V \ f (W). Now we define h ∈ H(X,G) as follows: if y ∈ W we let h(y) = f (y), if y ∈ B \ W we let
h(y) = f ′(y), if y ∈ f (W) we let h(y) = f−1(y), if y ∈ f ′(B \ W) we let h(y) = f ′−1(y) and we let h(y) = y
otherwise. Then clearly h ∈ H(X,G) and x ∈ h(B) ⊆ V . Thus h(B) is the desired element of B. 
4. Lifting homeomorphisms
In this section we present a construction introduced in [3] where they use it for getting a certain kind of L-spaces.
This construction will be the key for handling the successor stages of our main construction.
Throughout this section, G is a countable group acting freely on C. Given two closed A0,A1 ⊆ C and p ∈ C such
that A0 ∩A1 = {p} and A0 ∪ A1 = C, we let Y = Y(A0,A1,G) be the space
Y = {(x,ϕ) ∈ C × 2G: (∀g ∈ G)(x ∈ gAϕ(g))
}
.
We let G act on 2G by (gϕ)(h) = ϕ(g−1h) where g and h denote elements of G while ϕ and gϕ are in 2G. Furthermore
G acts on Y by g(x,ϕ) = (gx, gϕ).
For any choice of Ai ’s we have that Y is a closed subspace of C × 2G and the action described above is free and
continuous. We also have that the projection into the first coordinate π :Y → C is surjective.
Given two disjoint clopen P0,P1 ⊆ Y and x ∈ C, we will say that {P0,P1} splits π−1(x) if both π−1(x) ∩ P0 and
π−1(x)∩P1 are nonempty. Since A0 ∩A1 = {p} and the action of G is free, it is easy to see that |π−1(x)| 2 for all
x ∈ C. This fact is the key for the following:
Lemma 4.1. Suppose that P is a finite partition of Y into clopen subsets. Then there is a finite partition Q of C into
clopen subsets and a function Ψ :Q→ [P]2 such that:
1. π−1Q ⊆⋃Ψ (Q) for all Q ∈Q and
2. Whenever |Ψ (Q)| = 2, there is a unique x ∈ Q such that Ψ (Q) splits π−1(x).
Proof. For each clopen Q ⊆ C, let Ψ (Q) = {P ∈ P: P ∩ π−1Q 	= ∅}. Given x ∈ C, since |π−1(x)|  2, there is a
clopen neighborhood Qx of x such that |Ψ (Qx)| 2. Now using compactness of C and taking boolean combinations
we can get a finite partitionQ′ of C with |Ψ (Q)| 2 for all Q ∈Q′. Now suppose that Q ∈Q′ is such that |Ψ (Q)| =
2. Since the two clopens in Ψ (Q) only mention finitely many elements of G and Ψ (Q) splits π−1(x) only if (maybe
not even if) x = gp for some g mentioned, we can further partition Q to isolate the finitely many such possible x’s.
We then let Q be the corresponding refinement of Q′. 
Note that by the same argument, we can in fact get Q in the previous lemma so that it refines any finite partition
of C given in advance. This allows us to prove the next result which says that non-G-equivalent clopens of C remain
non-G-equivalent in Y .
Lemma 4.2. Suppose that U,V are disjoint clopen subsets of C such that π−1U is G-equivalent to π−1V . Then U
and V are G-equivalent.
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that f (Y \π−1(U ∪V )) = id. Fix a finite partition P of Y into clopen sets so that f acts as a different element of G
in each element of the partition. Let Q be a partition of C refining {U,V,C \ (U ∪V )} as in the previous lemma with
the corresponding Ψ :Q→ [P]2.
Let S = {x ∈ C: π−1(x) is split by P}. Since |S ∩ Q| 1 for each Q ∈Q, we have that S is finite. On the other
hand, since the action of G in Y commutes with π , it is easy to see that f (π−1S) = π−1S, and hence |S∩V | = |S∩U |.
Then we can write S ∩U = {gip: i ∈ n} and S ∩ V = {hjp: j ∈ n} for some n ∈ ω and some gi, hj ’s in G.
Now fix W a clopen neighborhood of p such that each giW and each hjW is contained in an element of Q. Let
WU =⋃i∈n giW and WV =
⋃
i∈n hiW . We claim that f (π−1WU) = π−1WV .
Suppose that (x,ϕ) ∈ π−1WU and fix i ∈ n and Q ∈ Q such that x ∈ giW ⊆ Q. Let ψ ∈ 2G such that
(gip,ψ) and (x,ϕ) belong to the same element P of Ψ (Q), let g ∈ G such that f P = gP , and fix j ∈ n
such that π(f (gip,ψ)) = hjp. Thus ggip = hjp and since the action of G is free we get that ggi = hj and
therefore π(f (x,ϕ)) = π(gx,gϕ) = gx = hjg−1i x ∈ hjW . This shows that f (x,ϕ) ∈ π−1WV , hence proving that
f (π−1WU) ⊆ π−1WV . By a similar argument it follows that f (π−1WV ) ⊆ π−1WU and since f 2 = id we get
f (π−1WU) = π−1WV .
Finally we apply the last lemma once more to get a partition R of C \ (WU ∪ WV ) such that for each R ∈R there
is a gR ∈ G with f π−1R = gRπ−1R. Now we can define h :C → C as follows: if x ∈ R ∈R let h(x) = gR(x), if
x ∈ giW let h(x) = hig−1i (x) and if x ∈ hjW let h(x) = gjh−1j (x). It is clear that h is an autohomeomorphism of C,
h is locally in G and hU = V . 
Definition 4.3. Suppose (x,ϕ) ∈ Y and |π−1(x)| = 2. Then x = gp for some unique g ∈ G. We say that (x,ϕ) is of
0-type if ϕ(g) = 0 and (x,ϕ) is of 1-type if ϕ(g) = 1.
The next result shows that not all the clopens of Y are G-equivalent.
Lemma 4.4. Let K = {(x,ϕ) ∈ Y : ϕ(e) = 0} where e ∈ G is the identity element. Then K and Y \ K are not G-
equivalent.
Proof. By contradiction, fix a locally in G autohomeomorphism f of Y such that fK = Y \ K . Without loss of
generality, we may assume that f 2 = id. Let S be the set of all x ∈ C such that π−1(x) has two points and f is
defined by different elements of G at those two points (note that, as in the proof of Lemma 4.2, S is finite). Then
f (π−1S) = π−1S and in fact f (π−1S ∩ K) = π−1S ∩ (Y \ K). Note that p ∈ S and that for any x ∈ S with x 	= p
we either have π−1(x) ⊆ π−1S ∩ K or π−1(x) ⊆ π−1S ∩ (Y \ K). Thus π−1S ∩ K has n + 1 points of 0-type and
n points of 1-type while π−1S ∩ (Y \ K) has n points of 0-type and n + 1 points of 1-type, where |S| = 2n + 1. But
this is impossible since the action of G preserves the type of the points. 
We finish this section with a technical lemma that shows us how to preserve (in the sense of Definition 2.1)
countable collections of closed subsets of C at the successor stages.
Lemma 4.5. Suppose that S ∈ [K(C)]ℵ0 and that (A0,A1) preserves gS for each g ∈ G. Suppose also that x ∈ C is
a strong limit point of S. Then every point in π−1(x) is a strong limit point of π−1S.
Proof. Fix (a,ϕ) ∈ Y such that a is a strong limit point of S, and fix U × W a basic open neighborhood of (a,ϕ).
Thus we can write W = {ψ ∈ 2G: σ ⊆ ψ} for some finite σ ⊆ ϕ. If g ∈ dom(σ ) and a 	= gp then a /∈ gA1−σ(g) so
there is an open Vg with a ∈ Vg ⊆ U and Vg ∩ gA1−σ(g) = ∅. Let V = ⋂{Vg: g ∈ dom(σ ) and a 	= gp}. Now we
consider two cases:
(i) If a = gp for some g ∈ dom(σ ) (since G acts freely, there is at most one such g) then p = g−1a ∈ g−1V and p
is a strong limit point of g−1S. Therefore, since (A0,A1) preserves g−1S, there is a K ∈ S such that g−1K ⊆
g−1V \ A1−σ(g). Thus K ⊆ V \ gA1−σ(g).
(ii) if a 	= gp for all g ∈ dom(σ ) then we just use the fact that a is a strong limit point of S to get a K ∈ S such that
K ⊆ V \ {a}.
In either case we get that π−1K ⊆ (U × W) \ {(a,ϕ)}, showing that (a,ϕ) is a strong limit point of π−1S. 
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We start using Corollary 3.6 to fix a countable group G  Hom(C) acting freely on C such that any two clopen
subsets of C are G-equivalent. We now show how to construct under CH a compact zero-dimensional space X and an
action of G on X such that Hom(X) = H(X,G).
We shall construct inductively a sequence 〈Xα: α  ω1〉 satisfying the following requirements for all 0 < α  β 
ω1:
(R0) X0 = 1 and X1 = C.
(R1) Xα is closed in Cα and has no isolated points.
(R2) πβα (Xβ) = Xα .
(R3) G acts freely on Xα .
(R4) πβα (g(x)) = g(πβα (x)) for all x ∈ Xβ and g ∈ G.
This requirements completely determine the construction (i.e. Xα and the action of G on Xα) at limit ordinals. We
shall let X = Xω1 . Obviously X is compact zero-dimensional and G acts freely on X. In order to get that Hom(X) =
H(X,G), we need to make sure that X preserves strong limit points of certain sequences of closed subsets of the
Xα’s. For this we also construct a sequence 〈Sα+1: α ∈ ω1〉 and for all 0 < α  β < ω1, we will require that (where
K(Xα) denotes the set of all nonempty closed subsets of Xα and W1 is the collection of all nonempty clopen subsets
of C):
(R5) Sα+1 ⊆ [K(Xα)]ℵ0 is countable.
(R6) W1 ∈ S2.
(R7) Xα+1 preserves each S ∈ Sα+1.
(R8) If S ∈ Sα+1 then (πβα )−1(S) ∈ Sβ+1.
Note that the last two requirements actually guarantee that X preserves each S in every Sα+1. Our notation might
seem a bit artificial, but the idea is simple: Sα+1 is the collection of sequences in Xα that we want to preserve, but
essentially we want Xα+1 to preserve them. For limit ordinals the preservation is automatic (see the comment after
Definition 2.1), so we do not need to have Sα defined when α is a limit ordinal.
Requirement (R6) ensures that the set Wα = {(πα1 )−1(U): U ∈W1} is a π -base for Xα , for each 0 < α  ω1. In
particular it automatically implies that no Xα has isolated points. More important, self homeomorphisms of the Xα’s
can be coded by a reals in a uniform way (see below). This allows us to use CH to capture and destroy if necessary
these homeomorphisms.
We fix an enumeration 〈Kn: n ∈ ω〉 of W1 which naturally induces an enumeration 〈Kαn : n ∈ ω〉 for each Wα . We
will say that h ∈ Hom(Xα) is coded by r ∈ ωω if for all n ∈ ω we have that
min
{
m ∈ ω: Kαm ⊆ h
(
Kαn
)}= r(n).
Not every real codes a homeomorphism on a given Xα , but if it does, that homeomorphism is unique. Moreover, if
h ∈ Hom(X) then all the hα’s with α ∈ Qh are coded by the same real.
Now we use CH to fix a partition {Ωr : r ∈ ωω} of ω1 into stationary sets. For each α ∈ Ωr , if there is a (necessarily
unique) homeomorphism f from Xα onto Xα coded by r such that f /∈ H(Xα,G), then we will also construct
two sequences 〈aαn : n ∈ ω〉 and 〈bαn : n ∈ ω〉 in Xα converging to aα and bα respectively, satisfying the following
requirements:
(R9) Xα+1 does not preserve {{bαn }: n ∈ ω}.
(R10) {{aαn }: n ∈ ω} ∈ Sα+1.
(R11) f (aαn ) = bαn for all n ∈ ω.
These three requirements now guarantee that Hom(X) = H(X,G). To see this, fix h ∈ Hom(X). Let r ∈ ωω be the
code of h and fix α ∈ Qh ∩ Ωr . Note that, in view of Lemma 2.3, h witnesses the fact that requirements (R9)–(R11)
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Lemma 2.2, we get that h ∈ H(X,G).
We turn now to the actual construction of the sequences 〈Xα: α ∈ ω1〉 and 〈Sα+1: α ∈ ω1〉, in such a way that all
the requirements are met. For a limit ordinal α all the requirements are automatically satisfied by letting Xα be the
inverse limit of the previous Xξ ’s, and letting G act on Xα in the way induced by the actions on Xξ for ξ < α. Note
that we do not need to construct Sα .
For the successor stage, we fix α ∈ ω1 and assume Xξ and the action of G on Xξ have been constructed for all
ξ  α. We also assume that Sξ+1 has been constructed for all ξ < α. Now we construct Xα+1, Sα+1 and the action of
G on Xα+1.
We let S = {g((παξ )−1(S)): g ∈ G, ξ < α and S ∈ Sξ+1}. What we do next depends on whether we need to worry
about requirements (R9)–(R11) or not.
Suppose first that α ∈ Ωr and that in fact there is a homeomorphism f from Xα onto Xα coded by r such that
f /∈ H(Xα,G). Fix aα ∈ Xα a witness of the fact that f /∈ H(Xα,G) (i.e. such that there is no clopen neighborhood
of aα on which f acts as an element of G) and let bα = f (aα). If there is a (necessarily unique) g0 ∈ G such that
g0(aα) = bα then find a sequence 〈ri : i ∈ ω〉 of points in Xα converging to aα such that g0(ri) 	= f (rj ) for all i, j ∈ ω.
Otherwise (if there is no such a g0) choose any sequence 〈ri : i ∈ ω〉 in Xα converging to aα .
Let S ′ = S ∪ {{{f (ri)}: i ∈ ω}}. Look at {bα} as a constant sequence and apply Lemma 3.3 with S ′ to get corre-
sponding closed A′0 and A′1 subsets of Xα such that (A′0,A′1) preserves each sequence in S ′. Note that by requirement
(R1) we have that Xα ∼= C so we can indeed use Lemma 3.3.
In particular, (A′0,A′1) preserves {{f (ri)}: i ∈ ω} and therefore there is a subsequence 〈rin : n ∈ ω〉 converging to
aα such that f (rin) ∈ A′0 for all n ∈ ω. Now we let bαn = f (rin) and aαn = rin for n ∈ ω.
We choose the bαn ’s in this way so that the sequence {bαn : i ∈ ω} avoids the collection Sα+1 := S∪{{{g(aαn )}: n ∈ ω}:
g ∈ G}. Thus we can use again Lemma 3.3 to get closed A0,A1 ⊆ Xα with A0 ∪ A1 = Xα , A0 ∩ A1 = {bα},
{bαn : n ∈ ω} ⊆ A0 and (A0,A1) preserving each element of Sα+1.
If on the other hand there is no f coded by r , we just apply Lemma 3.3 directly to the set S to get closed A0,A1 ⊆
Xα such that A0 ∪A1 = Xα , A0 ∩A1 = {x} (where x ∈ Xα is arbitrary) and such that (A0,A1) preserves each element
of Sα+1 := S .
We can now identify Xα with C and construct Y(A0,A1,G) ⊆ Xα × 2G as in Section 4. Then identifying 2G with
C we get Xα+1 ⊆ Xα × C ⊆ Cα+1. Then G acts on Xα+1 as in Section 4.
It is straightforward to check from the construction that all the requirements are preserved. For (R7) just use
Lemma 4.5 and for (R9) use the fact that {bαn : n ∈ ω} ⊆ A0. Our construction now allow us to prove the following:
Theorem 5.1. (CH) There is a zero-dimensional compact space which is B-homogeneous but not h-homogeneous.
Proof. We just have to note that (in the previous construction) by Lemma 4.4 X2 already has two disjoint non-G-
equivalent clopen subsets, and by Lemma 4.2 these remain non-G-equivalent (and hence non-homeomorphic to each
other) in X. However by Lemma 3.9 and requirements (R6) and (R7), X is B-homogeneous. 
6. Further remarks and open questions
As we mentioned in the introduction, the space in Theorem 5.1 can be made hereditarily separable if we assume
Jensen’s ♦ principle. The idea is to use ♦ to fix a set {zαξ : α ∈ ω1, ξ ∈ α} such that each 〈zαξ : ξ ∈ α〉 is an α-sequence
in Cα and for any ω1-sequence 〈xξ : ξ ∈ ω1〉 in Cω1 , the set {α ∈ ω1: (∀ξ ∈ α)(xξ α = zαξ )} is stationary. Then we
can modify our main construction in order to satisfy an additional requirement for each α ∈ ω1:
(R12) If {zαξ : ξ ∈ α} ⊆ Xα then {{zαξ }: ξ ∈ α} ∈ Sα+1.
It is shown in [1] that this requirement destroys all potential left separated ω1-sequences in X, making it a hereditarily
separable space.
Since our space is B-homogeneous but not h-homogeneous, by a result of Matveev (see [4]) our space cannot be
first countable and therefore it is not hereditarily Lindelöf. Thus we have the following:
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Under MA + ¬CH there are no compact S-spaces at all, so the space in the last Theorem cannot be constructed
just in ZFC. However we do not know the answer to the following:
Question 6.2. Is there a ZFC example of a zero-dimensional compact space which is B-homogeneous but not h-ho-
mogeneous?
Let us note that even our CH space could not have been constructed in ZFC. The reason is that our space is compact,
it has weight ℵ1 and π -weight ℵ0. It is known (see [2]) that under MA + ¬CH any such space must have a point of
countable character and hence by [4] it is h-homogeneous if and only if it is B-homogeneous. It is then natural to ask:
Question 6.3. Is it consistent with ZFC that any compact B-homogeneous space of weight ℵ1 is h-homogeneous?
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