Abstract. E. Landau gave an interesting asymptotic formula for a sum involving zeros of the Riemann zeta-function. We give an asymptotic formula which can be regarded as a smoothed version of Landau's formula.
Introduction
Let ζ(s) be the Riemann zeta-function. It is important to study non-trivial zeros ρ = β + iγ of ζ(s). Weil's explicit formula is one of useful formulas for the study of ρ. Roughly speaking, it connects certain sums involving ρ with sums involving prime numbers in terms of test functions and those Mellin transforms. We can refer to Lang [6] or Patterson [7] for the details of Weil's explicit formula.
In this paper, as an application of Weil's explicit formula with a certain test function, we shall study the asymptotic behaviour of a quantity involving ρ, that is, (iii) For any integer m 2 we have
The implied constant depends on m. 
We can see asymptotic behaviours different from each other for the quantity (1.1) and the difference depends on the choice of v. The first and second terms on the right-hand side of the asymptotic formula in (i) come from the logarithmic derivative of the gamma factor appeared in the functional equation of ζ(s). On the other hand, the first terms on the right-hand sides of the asymptotic formulas in (ii) and (iii) come from the logarithmic derivative of ζ(s).
The asymptotic formula in (ii) is related to the results of Landau [5] , Gonek [3] [4], and Fujii [2] . Landau [5] proved that, for fixed x > 1,
holds. Gonek 
The sum on the left-hand side is written as an integral form, and, by integration by parts, it follows that
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An explicit formula for a sum involving zeros of the Riemann zeta-function
In this section we give an explicit formula, which is a variant of Weil's explicit formula.
Lemma 2.1. For any positive u and any real v we have
where the functions E and G u are defined by
and E * G u means the convolution of E and G u , that is,
We also have 1 2πi
The first term on the right-hand side can be expressed in the following form by the functional equation of ζ(s):
Hence we have
This formula is a special case of Weil's explicit formula (with the test function
2 /4u ), but we supply a proof to make the paper self-contained. 
+ e
Hence we obtain the lemma.
Proof of Theorem
To obtain the estimates in the theorem we consider separately each term on the right-hand side of Lemma 2.1.
Proof. It is easy to verify that 0 E(x) 1. Hence
Here, we remark on the convolution (E * G u )(v). The assertion of Lemma 2.1 is enough for the proof of the theorem, but we can obtain a more precise behaviour of the convolution. It is not hard to verify that the function E has the property |E(v − x) − E(v)| C|x|, where C is a positive absolute constant. Hence we have
The next lemma is the key for the proof of the theorem.
Lemma 3.2. For 0 < u < 1 we have
where the implied constants are absolute.
Proof. Firstly, we consider the case v = u and v = 0. We have
As for I 1 and I 2 we easily have
As for I 3 we have
Substituting (3.2), (3.3), and (3.4) into (3.1), we obtain the first estimate of this lemma. Next, we consider the case v = u. We have
say. As for J 2 we have
For J 1 we have
Substituting (3.6) and (3.7) into (3.5), we obtain the second asymptotic formula in this lemma in the case v = u. Finally, we consider the case v = 0. We have
say. As for K 3 we have
For K 1 and K 2 we use cos(
From (3.10) it follows that
Substituting (3.9), (3.11), and (3.12) into (3.8), we obtain the second asymptotic formula in this lemma in the case v = 0.
To obtain the theorem we now consider the asymptotic behaviour of the quantity .
For other v we can similarly consider the asymtotic behaviour of (3.13).
Combining the above arguments and Lemmas 2.1, 3.1, and 3.2, we obtain the assertion of the theorem.
