In this work, we study two seemingly unrelated aspects of core genetic nonlinear dynamical control of the competence phenotype in Bacillus subtilis, a common Gram-positive bacterium living in the soil. We focus on hitherto unchartered aspects of the dynamics by exploring the effect of time scale separation between transcription and translation and, as well, the effect of intrinsic molecular stochasticity. We consider these aspects of regulatory control as two possible evolutionary handles. Hence, using theory and computations, we study how the onset of oscillations breaks the excitability-based competence phenotype in two topologically close evolutionary competing circuits: the canonical "wild-type" regulation circuit selected by Evolution and, the indirect-feedback inverted circuit that failed to be selected by Evolution, as was shown elsewhere, due to dynamical reasons.
Introduction
Living systems are at times full of randomness thus unpredictable and, at other times, orderly and predictable. These competing viewpoints are far from being incompatible with each other and seem entrenched in the subtlety of not only how, but why life organizes in the way we observe or infer, the latter increasingly relying on theory. Which of these aspects is most important depends entirely on context that relates to the size of fluctuations. At the core of genetic control, there exists a fine interplay of intrinsic randomness with deterministic dynamics that deeply impacts phenotype. It is fair to say that, at the core genetic control level, living systems are neither fully predictable nor fully random, but in fact reflect both aspects. The functional role of biochemical fluctuationsnoise-in genetic circuits is reviewed in (1) . Here, to explore these aspects further, but in an expanded scope that includes dynamical time-scales, we focus on the canonical Evolution selected Bacillus subtilis bacterium control circuit and on an inverted mutant circuit that Evolution did not favor (2) . The core regulatory gene circuits that underlie the behavior of these organisms are shown on Figure 1 . While these systems have been theoretically (3) and experimentally studied at length already (4) (5) (6) , in the present work, we expand the scope of study to focus on subtle and as yet unexplored aspects of the interplay of biochemical noise -stochasticity-with time-scale separation between transcription and translation.
Results
We conduct our investigations as much shepherded as bolstered by the concept demonstrated in (2) that dynamic oscillations are essentially competence phenotype breaking, and that the Evolution proofed core genetic regulation circuit of Bacillus subtilis must therefore operate in the excitatory regime. We thus consider these two dynamically close yet not biologically equivalent regimes, in the light of accessible evolutionary handles offered by stochasticity manifested as biochemical noise sourced in the paucity of some key molecular components in the system, and by time-scale separation between transcription and translation as it relates to effective time delays in the system.
Canonical Bacillus subtilis regulation Panel a) and panel b) of Figure 2 show the phase portraits of the "2D" infinite time-scale separation dynamics of the canonical Bacillus subtilis organism. The depicted dynamics is referred to as "2D" dynamics because, by stipulating the mRNA sub-manifold of a parent 4-dimensional system (ComK, ComS, mRNA ComK , mrRNA ComS ) to be at rest (i.e. time derivatives of all mRNAs are all set to zero), the parent 4D system is collapsed into the two residual protein dimensions: ComK and ComS. Hence, mRNA does not appear in the dynamics in the 2D system. We refer to the time-scale separation (between transcription and translation) in the 2D system as "infinite". This is the sense that increasingly slowing down mRNA translation effectively separates mRNA transcription from its translation by mimicking a time delay between the two processes. See Methods for more details.
On Figure 2 , panels a) b) and c), each diagram plots the genetic regulators ComK on the x-axis and ComS on the y-axis, and each plot features the two nullclines of the 2D dynamics (the ComK-nullcline, in red and the ComS nullcline in green). Nullclines are the loci of dynamical points on the phase diagram where the sub-manifold of ComK dynamics and the sub-manifold of ComS dynamics are individually, that is to say, separately, at rest. Therefore, at the intersections of nullclines, it is clear that the dynamics of the entire system is at rest. Here, the nullclines intersect at three fixed points: #1, a stable spiral, #2 a saddle node, and #3 an unstable spiral. Several tracks emanating at different initial conditions of ComK and ComS (black dots) illustrate the basic dynamical behaviors. We study the dynamics as a function of the key parameter of the feedback regulation, k 1 . The parameter k 1 parameterizes the negative feedback of the ComK transcription factor onto the gene comS (see Methods). On panel a) at k 1 =.0333, magenta tracks fall into fixed point #1. Brown tracks started on the other side of the separatrix drawn in cyan, undergo a classic excitatory excursion around unstable fixed point #3 and eventually also reach fixed point #1. But on panel b) at ) k 1 =.0405 , the excitatory regime is replaced by a oscillatory regime; the brown track started on the right side of the separatrix now falls into a large amplitude limit cycle. On panel c), a blowup region of panel b), the details of the vicinity of the saddle node are shown in the case of the oscillatory track with k 1 =.0405 . Whereas the excitatory biological regime of the canonical Bacillus subtilis is as on panel a), we notice that, actually, the excitatory regime lies not far at all from the oscillatory regime shown on panel b) and panel c). Indeed, regular large-amplitude oscillations suddenly replace excitatory trajectories as k 1 increases from .0333 to .0405. It is clear that the implied phenotypes are drastically different between excitatory and oscillatory core genetic control. From the point of view of biology, the phenotype of interest is the appearance of core genetic regulation induced sustained yet transitory intervals of high levels of ComK . During high ComK levels, Bacillus subtilis is competent for accepting exogenous DNA (7) (8) (9) . In the excitatory case, as depicted on panel a), random biochemical fluctuations must first occur in order to trigger the phenotype's randomly occurring and random-duration dynamical excursions into high ComK (brown tracks on panel a) ). Indeed, it is easy to see that intrinsic randomness is required because if the system is started anywhere on the left side of the separatrix (cyan line), dynamics will only bring it to the lower fixed point #1, without excursions into the high ComK regime. Only upon a fluctuation that brings the starting point across to the right side of the separatrix, is the system then permitted to complete a large ComK excursion around fixed point #3. In the oscillatory case however, as shown on panel b) and panel c), high ComK intervals will also occur but at completely predictable and regularly spaced intervals of time. Whereas in the excitatory case, stochasticity is central to the dynamics, in the oscillatory case however, appears to be relegated to a blurring function.
No other tool than a fixed-point continuation analysis of the dynamics as shown on panel d) can summarize the behavior better. Here, k 1 is the continuation parameter on the x-axis, and in black and orange are shown the locations and stability (solid: stable, dash: unstable) of the ComK and ComS upper fixed point #3. The values of ComK and ComS are jointly shown on the y-axis. There is a Hopf bifurcation denoted by "H" at k 1~. 06 . To the left of the Hopf bifurcation, oscillations are seen to develop. The upper/lower extrema of these oscillations are shown by the purple/blue and green/red lines for ComS and ComK, respectively. The amplitudes of these oscillations grow steadily from the Hopf as k 1 diminishes until oscillations disappear abruptly towards the left of the figure. We refer to this point as the appearance/disappearance of oscillations because as k 1 increases across this point, suddenly maximum amplitude oscillations appear, whereas as k 1 is decreased across this point, the oscillations suddenly disappear. Oscillations occur due to the presence of the saddle, as detailed on panel c). To the left of the oscillation appearance/disappearance point (as on panel a) ), the system is in excitatory mode. To the right (as on panel b) and panel c) ), the system is in oscillatory mode. As stated above, to the left of this point, stochasticity is paramount to the canonical phenotype. To the right, is secondary.
Looking for oscillations: the effects of time-scale separation and stochasticity
In this work, we are interested to study out how time-scale separation and stochasticity conspire to affect phenotype. We focus on the oscillatory regime because the phenotype is simple to spot, and appearance of oscillations in an otherwise excitatory regime represents competence-phenotype-breaking dynamical behavior and thus has a distinctly biological meaning. Figure 3 panel a) and panel b) show side by side a purely deterministic 2D (infinite time-scale separation) phase portrait and a discrete event stochastic simulation of imperfect (i.e. finite) time-scale separation. In both cases, k 1 =.05, a value that is expected to produce healthy oscillations of large amplitude. See Figure 2 , panel c) for details. The limit-cycle on panel a) is unmistakable. On panel b), no limit cycle behavior can be seen. The stochastic dynamics is devoid of rotation; the system is still excitatory. We reasoned that the primary difference between these two regimes must be the specific amount of time-scale separation in the simulations shown on panel b); specifically that there might be insufficient timescale separation in the stochastic system.
In order study the effect of time-scale separation unfettered by the possible influence of fluctuations, we devised a fluctuation-free version of the stochastic system that we refer to as the "6D system". This continuous dynamical system is derived from the set of discrete-event reaction equations underlying the stochastic system, but completely removing the fluctuations. In effect, the 6D system is the infinite number of molecule limit (i.e. so-called thermodynamic limit) of the stochastic system; hence 6D is a deterministic system. More details are given in the Methods section. We aimed to study the impact of time-scale separation on the dynamics and to do so we conducted bifurcation studies versus translation slowdown factors (SDT ComK and SDT ComS ) introduced in the dynamics. More details are in Methods. Figure 4 show the 6D system's fixed point locations as we vary the translation factors slowdown. The presence of the Hopf bifurcation testifies that oscillations are clearly induced by slowing down the mRNA translation sub-manifold. We picked SDT ComS = .9 and SDT ComK = .14 from these studies because these factors correspond to steady mid-range healthy oscillations well away from critical points.
On Figure 5 , panel a) we show, in magenta, a 2D track (with infinite time-scale separation) falling into the expected limit cycle, and we also show (in cyan) a 6D track with SDT ComS = .9 and SDT ComK = .14 resulting in similar oscillations. Thus the 2D system and the 6D system are in agreement. Note that a 6D track without translation slowdown (i.e. with translation slow down factors SDT ComS and SDT ComK set to 1) fails to fall into oscillations, as is demonstrated on Appendix Figure 1 . Panel b) shows the equivalent stochastic computation with the slow down factors applied. Despite the presence of translation slowdowns in the stochastic simulation, it is abundantly clear that no oscillations are induced yet; time-scale separation that brings the dynamics to oscillations in the deterministic infinite-number of molecule limit represented by the 6D system is clearly insufficient to bring the corresponding stochastic system with finite stochasticity into similar oscillations. Clearly stochasticity level, being the other parameter in the system, must be impacting the phenotype. This is shown by the simulation presented on panel c). Here, as on panel b) slowdown of translation is in effect, but in addition, the system's intrinsic stochasticity level is lowered by roughly a factor of 3 compared to panel b). We observe the clear unmistakable occurrence of oscillations.
Thus both time-scale separation and stochasticity conspire to mask the oscillation phenotype; or, from a biological viewpoint, time-scale separation and stochasticity work together to maintain the system in an excitatory regime exhibiting the competence phenotype.
Inverted Bacillus subtilis regulation Hereon, we shift focus to the inverted Bacillus subtilis regulation. This circuit was not selected by Evolution for reasons explained in (2) . However, because it was genetically re-engineered for investigation, the experimental behavior of the inverted Bacillus subtilis circuit is well understood. Figure 6 , panel a) and panel b) present the phase portrait of the 2D (parent 4D system's mRNA sub-manifold at rest) regulation in which the two regulators are ComK and MecA. Nullclines for these two regulators are shown in red and green, respectively. The three fixed points of the dynamics, located at their mutual intersections, are shown by the labels "1", "2" and "3". They are stable spiral, saddle point, and unstable spiral, respectively. The separatrix is shown in cyan. On panel a), k m =.1474 (excitatory regime, no limit cycle) and on panel b), k m =.1475 (oscillatory regime, large limit cycle). The parameter k m is key to the feedback regulation as it parametrizes the positive feedback of transcription factor ComK onto the gene mecA (see Methods). Computed trajectories are shown in magenta. They originate at the location of the black dot. Note that the direction of motion (here, counterclockwise) is opposite that of the canonical circuit (clockwise, see Figure 2 , for example). Figure 6 , panel c) shows the bifurcation analysis of the 2D system vs. k m . It depicts the overall dynamics and, in particular, it explains the sudden appearance of the large limit cycle observed between k m =.1474 and k m =.1475. There is a Hopf bifurcation denoted by "H" at k m ~ .1559 where oscillations are born. The ComK and MecA locations of fixed point #3 are indicated by black and orange lines, respectively. Solid lines are used to indicate stability while dotted lines are for unstable. As k m decreases, the amplitude of the limit cycle born at the Hopf increases as is denoted by showing the limit cycle's upper and lower limits: purple and blue lines for MecA; green and orange lines for ComK. On the left side of the diagram, these oscillations terminate abruptly. Again, as in the case of the canonical Bacillus subtilis regulation circuit, we refer to this point at the oscillation appearance/disappearance point depending on whether crossing is from the left to right (increasing k m ) or opposite direction. In fact these oscillations appear in a similar dynamical manner as for the canonical circuit, that is to say, they appear at the saddle node, hence similar to Figure 2 c). However, the detailed view for the inverted circuit is omitted for brevity. Figure 7 to be in excitatory, oscillatory and bi-stable regimes, respectively. Thus, there is general dynamical agreement between the two viewpoints: deterministic and stochastic. However, the deterministic dynamics was computed, by design, in the limit of the mRNA submanifold being at rest (infinite time-scale separation) whereas, the stochastic regimes shown on Figure 7 do not strictly enforce this limit. On Figure 7 , the stochastic simulations have finite time-scale separation, not infinite. Below we focus on some detailed consequences of this difference: the two viewpoints (deterministic and stochastic) do, in fact, lack specific dynamical agreement.
Persisting oscillations in finite time-scale separation
We may ask how the finite time-scale separation affects the stochastic dynamics by focusing on the oscillation appearance/disappearance point (left side of Figure 6 , panel c) ). For reference, on Figure 8 panel a) we show the finite time-scale separation stochastic simulation at k m = .125, that is to say, in robust excitatory regime (refer to Figure 6 , panel c) ). There is no limit cycle in the dynamics. 
Methods
Canonical and inverted Bacillus subtilis circuits and the feedback continuation parameters The deterministic and stochastic models of the canonical and inverted Bacillus subtilis circuits are thoroughly developed in (2) . The canonical (i.e. native) Bacillus subtilis core circuit was devised to explain the "Meks" bacterium behavior whereas the inverted Bacillus subtilis circuit was devised to shed light on the "Synex" mutant behavior. In (6), the deterministic and stochastic models of the canonical Bacillus subtilis circuits are also presented in details. In this work we reuse exactly the same models; equations and parameters.
In the specific cases of the continuation parameter k 1 of the deterministic canonical model and the corresponding parameter k m of the deterministic inverted model, we varied these parameters over a range to produce the relevant bifurcation analyses. More specifically, the role of k 1 is given by equation S3 in the supplement of (6), where it parameterizes the negative feedback onto the gene comS by the protein ComK. The role of k m is similarly described by equation (2) of the supplement of (2). Here the regulation is that of positive feedback onto the gene mecA by the protein ComK.
6D model: the infinite number of molecule limit of the underlying stochastic model of the canonical Bacillus subtilis circuit.
The equations for the 6D model are straightforwardly assembled, term by term (production terms are positively signed, degradation terms are negatively signed) from the set of discrete-event reactions of (2) and are given below. Slowdown of translation in the canonical Bacillus subtilis circuit The stochastic model is described at length in (2) . The details of the model will not be reproduced here, for brevity. The slowdown of translation in the stochastic model as well as in its deterministic 6D infinite number of molecule limit model described in the preceding paragraph is implemented as follows: Scaling in the inverted Bacillus subtilis circuit The scaling factor "sf" relating dimensioned to dimensionless concentrations ([ ] dimensioned = [ ] dimensionless x sf) in the inverted Bacillus subtilis circuit is sf=25,000 (4).
Stochastic simulations
Stochastic phase portraits in this work are occupancy diagrams (i.e. 2D histograms) generated by combining multiple (typically 200) stochastically independent histories binned over the range of the state variables. Each time history consists of an extended trajectory simulated by use of the Gillespie algorithm (10-16) .
Bifurcation Analysis
Bifurcation analyses were performed using Auto (17) and graphical interfaces XPP (18) and Oscill8 (19) . 
Simulation Framework and Computing Platforms

Discussion
In this work, we tackled the difficult problem of pinning down the respective roles of time-scale separation and of biological fluctuations in situations where these seemingly unrelated aspects of the dynamics conspire to affect the phenotype and might be individually or collectively harnessed by Evolution. We devised an effective method to remove fluctuations from the stochastic simulations without having to conduct a prohibitive number of discreteevent simulations to estimate the mean of their probability distributions. This approach yields a system of coupled ordinary differential equations from the set of discrete-event reactions. This born stochastic but now deterministic system conveniently continues to be endowed in the time scale separation underlying the stochastic dynamics. This approach simplifies studying the two conspiring aspects of the stochastic dynamics by separating their effects.
In the case of the canonical Bacillus subtilis regulation, we could then compare a 6D deterministic computation (with finite time-scale separation) to the 2D simplified view (with built-in infinite time-scale separation, the socalled adiabatic approximation). By performing a bifurcation analysis of the 6D system with respect to translation slowdown, we looked for and found effective (unequal) translation slowdown factors in the ComK and ComS dynamics that could then be applied to the stochastic dynamics. The anticipated result however, the presence of oscillations, did not have to immediately appear in a version of the stochastic dynamics now endowed with this slowed down translation. This is because stochasticity is, by design, not part of the 6D model and, yet, it could still be the source of the dynamical discrepancy. The anticipated oscillations did not, in fact, immediately occur in the slowed down translation version of the stochastic dynamics. But by reducing the amount of biochemical noise in the system, we then discovered that this is because of the conspiring effect of stochasticity. Hence, only by further reducing the intrinsic noise in the system, did the expected oscillations finally occur ( Figure 5, panel c) ). Note that reducing stochasticity alone in the system (leaving time-scale separation intact) was determined to be insufficient to resolve the dynamical discrepancy (data omitted for brevity).
In the case of the inverted Bacillus subtilis regulation, we showed that oscillations that should have already vanished from an infinite time-scale separation perspective persisted only due to remaining finite time-scale separation in the stochastic system. By slowing down translation on both ComK and MecA (here, by the same factor) in the discrete event simulation, oscillations expected to have vanished did, in fact, then vanish (compare Figure 8 panel b) and d). Additionally, we showed that stochasticity alone could not resolve the dynamical mismatch.
Is stochasticity truly an orthogonal evolutionary handle to time-scale separation?
It is conceivable that Evolution can adjust relevant constituent molecular numbers to affect stochasticity. It is also similarly conceivable that Evolution can independently affect time scale separation by adjusting relevant rate parameters (i.e. fine tuning binding constants (20) (21) (22) (23) (24) ). However, are these two evolutionary handles necessarily orthogonal? Evolution has no effect on basic physics; we note that cell size couples these two aspects. Physically larger cells have more molecules in a concomitant proportionately bigger volume so they are expected to be less noisy. This expectation has been confirmed experimentally by the fusion of two bacterial cells together (6) . However, because transcription and translation are physically separate non-co-located processes, physically larger cells would also be expected to have, on average, more time scale separation. Therefore, for larger cells, physics hints that noise would be reduced and time-scale separation would be increased. These are exactly the conditions we have observed in this work that led to phenotype breaking in the canonical circuit: increased time-scale separation and reduced noise caused a dynamical regime change from biologically desirable excitability to undesirable oscillations.
Conclusions
Time-scale separation is controlled by relationships between kinetic parameters in the mRNA and protein system whereas stochasticity is controlled by the number of molecules in the system. Therefore, these two dynamical aspects offer accessible "handles" that Evolution may be able to adjust independently to affect phenotype: e.g. as studied here, cause or avoid oscillations. In this work, for one evolutionary realized canonical bacterium and one hypothetical re-engineered mutant, we specifically point out how these handles can be used to affect the range over which oscillations occur. Elsewhere (2) it has already been shown that oscillations are detrimental to the competence phenotype. Here we show that biologically undesirable oscillatory regimes are, in fact, present in both versions of the control circuits (canonical and inverted). Moreover, for the canonical competence circuit, onset of possibly phenotypically catastrophic large oscillations can be guarded against using both time-scale separation and fluctuation levels originating in the paucity of some of the molecular components in the system. On the other hand, for the inverted competence circuit, time-scale separation alone is sufficient to guard against unwanted oscillations.
ComK
ComS
ComK MecA a) b) Figure 1 Core genetic regulation circuits. Panel a) depicts the competence phenotype core genetic regulation circuit of the canonical (native) Bacillus subtilis bacterium. Panel b) depicts a circuit with inverted indirect regulation. The term "inverted" refers to the inverted order of indirect feedback regulation compared to the canonical circuit. In the canonical circuit (panel a) ), the indirect feedback regulation order is suppression followed by activation whereas in the inverted circuit (panel b) ), the indirect feedback regulation order is opposite: activation followed by repression. ComK is the master regulatory gene of the competence phenotype; when ComK exceeds a certain threshold, the organism becomes competent to accept exogenous DNA into its own genome. In both the canonical and inverted circuits, ComK directly auto-activates itself. The organism controlled by the circuit depicted on panel a) is wild-type. The organism controlled by the circuit depicted on panel b), as far as we know, does not occur in Nature but it has been re-engineered in the laboratory (2) . More details are in the text and references. Figure 1 ). The ComK and Coms nullclines are the curves in red and green, respectively. Their intersections ("1", "2" and "3") are fixed points of the dynamics. Point #1 is a stable spiral, point #2 is a saddle node, and point # 3 is unstable spiral. The magenta curve is a 2D computation of a trajectory started on the right side of the separatrix (shown in cyan), at the location indicated by the black dot. In this 2D simulation, by construction as explained in the text, the mRNA sub-manifold is at rest; time-scale separation is infinite. The limit cycle is obvious. The units on panel a) are dimensionless. Panel b) shows the corresponding stochastic simulation of the same system but, as explained in the text, by construction, the mRNA dynamics is not constrained to be at rest. In this particular case, time-scale separation is finite. Unlike panel a), the units on panel b) are dimensioned but for ease of comparison, the locations of the 2D fixed points (from panel a) ) are shown on panel b) by three white circles. The color on the plot is a measure of the probability density for the stochastic system to occupy a certain state. The color bar on the right indicates the log base 10 value of the density corresponding to each color in the range. It is clear that the dynamics of the stochastic system, at this level of time-scale separation does not exhibit a limit cycle. As explained in the text, in order to facilitate dynamical exploration, a 6D deterministic system was derived from the stochastic discrete event system. This cognate 6D system corresponds to the thermodynamic limit of the stochastic system: it is the infinite number of molecule limit of the stochastic system. The 6D system displays the evolution of the mean of the stochastic system in the limit of infinite number of molecules, therefore with zero fluctuations. Here, a 2D computation of a trajectory initiated at the location of the black dot is shown in magenta. The 2D system exhibits built-in infinite time-scale separation: the mRNA sub-manifold is at rest. The 2D magenta track clearly falls into a limit cycle. Shown in cyan is the corresponding 6D computation (also initiated at the same location as the 2D) for which the slowdown factors SDT ComS = 0.9 and SDT ComK = 0.14 are enforced. The values for the slowdown factors are determined using bifurcation analysis (see Figure 4 ). As explained in the text, the 6D system is the infinite number of molecule limit of the corresponding stochastic system, shown on panel b) . In the 6D system, while the mRNA sub-manifold is not at rest by construction, the presence of the slowdown factors on the translation dynamics enforces a large time-scale separation that brings the behavior close to that of the 2D system. Therefore, the 6D endowed with translation slowdown cyan track also falls into a limit cycle. Note that a 6D track without translation slowdown (SDT ComS = 1 and SDT ComK = 1) is excitatory (see Figure AF3 ). As stated above, panel b) shows the corresponding stochastic simulation with the same translation slowdowns as on panel a) but with a canonical level of noise. It is clear that, in this noise regime, there is no limit cycle. Panel c) however shows the stochastic simulation with the translation slowdown factors but for which both the number of molecules and the simulation volume are multiplied by a factor of 10, thus leaving the concentrations intact yet reducing the intrinsic fluctuations by roughly 10 1/2 . As expected, the limit cycle appears. 2 . The units on these plots are dimensioned so the effective K m = k m X sf where the scaling factor "sf" takes care of dimensions. On panel a) the system is in excitatory regime, on panel b) the system is in oscillatory regime (notice the presence of limit cycle behavior) and on panel c) the system is bi-stable as the upper fixed point's stability has now shifted to stable spiral. These three dynamical regimes are roughly predicted by the bifurcation analysis shown on Figure 6 , panel c). However, the correspondence is only expected to be approximate because whereas in the 2D system the time-scale separation is infinite, in the canonical system shown here, it is finite. The colorbars on the right of each plot indicate the log base 10 of the density. (Figure 6 , panel c) ), the dynamics does not exhibit a limit cycle: it is purely excitatory. On panel b), just before the appearance/disappearance point of the limit cycle, and on panel c) just following it, both diagrams exhibit similar limit cycle behavior. Whereas on panel b), according to the 2D bifurcation analysis, there should not be any limit cycle behavior, there clearly is, as much as there is on panel c) where oscillations are expected and observed. Panel d) offers a stochastic simulation also for k m =.1474 but including a translation slowdown factor SDT=0.5 . Comparing panel b) to panel d), it is clear that the inclusion, on panel d), of significant time-scale separation in the system makes the limit cycle behavior disappear. Hence, the stochastic system with translation slowdown has acquired increased similarity with the 2D infinite time-scale simulation. 05. The ComK and Coms nullclines are the curves in red and green, respectively. Their intersections ("1", "2" and "3") are fixed points of the dynamics. Point #1 is a stable spiral, point #2 is a saddle node, and point # 3 is unstable spiral. The magenta curve is a 2D computation for which the mRNA sub-manifold is at rest and therefore, time-separation is infinite. The dynamics is oscillatory; the magenta track originating at the location of the black dot falls into a limit cycle. The cyan line is a 6D computation devoid of translation slowdown (SDT ComS = 1 and SDT ComK = 1). The 6D system displays the evolution of the mean of the corresponding stochastic system in the limit of infinite number of molecules, therefore with zero fluctuations. The 6D dynamics is excitatory; the cyan track also originating at the location of the black dot does not fall into a limit cycle, but instead heads back to the stable fixed point #1. 1475 . The units on these plots are dimensioned so the effective K m = k m X sf where the scaling factor "sf" takes care of dimensions. Unlike Figure 8 , all simulations are done with 10 times the number of molecules in 10 times the volume, such that molecular concentrations are left intact but stochastic variations are reduced by roughly 10 0.5 . On panel a), as expected from the 2D bifurcation analysis (Figure 6, panel c) ), the dynamics does not exhibit a limit cycle: it is purely excitatory. On panel b), just before the appearance/disappearance point of the limit cycle, and on panel c) just following it, both diagrams exhibit similar limit cycle behavior. Whereas on panel b), according to the 2D bifurcation analysis, there should not be any limit cycle behavior, there clearly is, just as much as there is on panel c) where oscillations are expected and observed. Thus the clash between the 2D infinite time-scale separation computation and the stochastic simulation is not resolved by reducing the noise.
