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1. Our present note uses simple methods to obtain zero-free regions for certain functions of the type F(z) = Z«í/íOO where a¡ is a complex number and /,(z) is a rational function of which the approximate positions of the zeros and poles are known. As first theorem we give what is a generalization not only of some of our recent results^ for the case that/,(z) = (z-a,)-1, but also of some of Nagy's results § for the case that the a,-are real and positive. Theorem 1. Let a,-be complex numbers situated in the same given angular domain of which the vertex is the origin and the aperture isy,0^y<ir.
Suppose that m and n are two integers independent of j, and that, for all values of j and is a region S consisting of all the points at which K subtends an angle <p,
Or-y)/(m + »).
Several notions entering in the statement of this theorem and its proof need to be defined. By the locus of the zeros of F we mean a region outside of which no point is a zero of F and inside of which any point can be made a zero of F through a suitable choice of the numbers a, and of the points ajk and bjk. By the symbol -£PiPP2 we shall mean throughout this paper the angle measured in the counterclockwise sense from the ray PPi to the ray PP2. Finally, by the angle subtended by the region K at a point P outside of or on the boundary of K, we mean the angle <p, <p = ir, such that for every pair of points Mi, M2 in K (with the subscripts so chosen that ■$.MiPM2 does not exceed ir) < MiPMi è <t>, and such that for at least two points 2Vi, N2 in K «fc NiPN2 = <b.
If P is an interior point of K, the angle subtended byK atP will be taken as ir.
On the basis of the preceding definitions let us investigate some of the properties of the region S, the ensemble of all the points at which K subtends an angle <p, <p^S, where 8 = (ir-y)/(m+n).
Clearly S contains K. If P is an arbitrary point of S, and Q an arbitrary point of K, every point of the line-segment PQ is also included in the region S. This fact is evident if P lies in K, for the region K was assumed to be convex. If P is not in K and R is an arbitrary point of the segment PQ, we shall denote by Ml and M2 the points of intersection with the line NiN2 of the lines through R parallel to the lines PNi and PN2. As K is a convex region, the segment NiN2 and therefore the points M{ and M2 lie in K. This means, if <p and \f/ are the angles subtended by K at P and R respectively, that (l) 4,^4» ^ Ô, and that hence R is a point of S. In other words, the region S is star-shaped with respect to every point of K* Inequality (1) leads us to a further descriptive property of S. The region S, which for y = m = n -1=0 is K itself, expands as y and m+n take on larger values and becomes the entire plane when either y approaches ir or m+n becomes infinite.
2. To prove Theorem 1, we must establish the two propositions (a) that no point outside of S is a zero of F and (b) that any point in S is a zero of F for appropriately chosen numbers a¡ and functions /,(z).
(a) Let P:z be an arbitrary point outside of K; let 0 be the angle subtended at P by K; let Ni and N2 be two points of K such that ^NiPN2=<t>, and let t+t be the angle made by the ray PAi with the positive real axis.
* A proof of this property may also be found on p. 128 of Nagy's article.
Since the points ajk and b]k lie in the region K, the quantities (z -a¡k) and (z -bjh)~l are vectors drawn to P having the properties r g arc (z -a,t) ^ r + <t>, -(t + <f>) Ú arc (z -oí*)"1 g -t. Hence,
If, consequently, we suppose that for all j k 5= arc «,-^ (c + 7, we find that
For the point P to be a zero of F it is necessary that the difference between the extreme members of the latter inequality be at least ir. That is to say, the point P cannot be a zero of F unless <p^8, 8 = (ir-y)/(m+n), i.e., unless P lies in S (b) For the second part of the proof, let us assume P : f to be an arbitrary point of S and <p to be the angle subtended at P by K. Because <j> ^ S, there exist in K two points Qx'.Cx, Q2:c2 for which ^QiPQ2 = 8. Let ¿i and d2 denote the distances from P of the points G and Q2 respectively, and let a denote 
It has the point P as a zero and it satisfies all the hypotheses of the theorem.
Proposition (b) is therefore affirmed and with it the proof of Theorem 1 completed.
3. We shall now present a number of special cases and corollaries to the theorem.
(a) On our setting 7 = 0, Theorem 1 reduces to Nagy's general theorem (Nagy, p. 131), and on our placing y = m = n -1=0 it becomes Gauss's theorem for the derivative of a polynomial.
(b) If fj(z)=z-aj, the zero of F may be thought of as the "center of gravity" of the system of complex "masses," the mass a, being at the point a,-. Thus, if all the points a, lie in the convex region K, their center of gravity lies in S, the region consisting of all points at which K subtends an angle <f>, <p^ir -y. In particular, if all the a¡ are real, 7 = 0 and S coincides with K.
(c) Let us specialize K to be in turn the ray 0 = 0 (the positive real axis), the line-segment AB, and a circle C of radius r.
In the first instance, the region S is the angular domain \d | =7r -8. In the second instance, S is a region bounded by two circular arcs. These arcs are symmetric in the line AB and cut one another in the points A and B at an angle of 25. The points A and B are however not to be included in S. If 7-ir/2=m = n -1=0, the region S becomes the interior and circumference of the circle having segment AB as diameter-a result found also on page 366 of our previous note.
In the third instance, S is the interior and circumference of the circle concentric with C and of radius r/sin (8/2). For 7-ir/2 = m = n -1 =0, this result coincides with that on page 366 of our previous note.
For the special case that K is a polygonal region we refer to the discussion on pages 128-9 of Nagy's article.
(d) By virtue of Theorem 1, we may modify Nagy's generalization of Jentzsch's theorem so that it will read as follows:
Let «i and a2 be two complex numbers situated in the same given angular domain of which the vertex is the origin and the aperture is 7, 0 g7 <ir. Let f(z) be a polynomial of degree n and gi(z) and g2(z) polynomials each of degree at most m, m ^ n -1. Then, if all the zeros of the two functions
lie in the same given convex region K, the zeros of the function
will lie in a region S consisting of all points at which K subtends an angle ¡p, <p^(ir-y)/(m + l).
We have given this theorem without proof, as a proof can be constructed in close analogy with that given by Nagy (his article, p. 138) for his generalization of Jentzsch's theorem.
(e) Let us next suppose that where the X,-are real numbers with 0<X,<X,+i. As we saw in part (a) of this section, there are no zeros in the angular domain which is bounded by the rays L{ and L2 drawn from the point z = n/\p at an inclination of ô with the positive real axis, and which does not include the points z = »/X,-. The Unes L{ and L2 have y-intercepts of magnitude /'=«X¿"1 tan 8. Now, when « becomes infinite, the function /,(z) approaches ex>'; the quantity I' approaches l=\f1(ir-y) and the lines LI and L2 become the parallels Z,i and L2 to the x-axis at a distance I above and below the x-axis. In the strip between Lx and L2 there are consequently no zeros of the function
This result may, of course, be deduced with ease directly from the function i>.
(f) Finally, we notice the result described in Theorem 1 to be independent of the number of terms entering in the sum F and therefore to be valid for certain infinite sums. This fact permits us, for instance, to state the following theorem.
Given the regular curve T and the convex region K. Let ct(t) be a complex function such that for all points t on T k ^ arc [a(í)d¿] ^K + y<K + ir.
Let a,(t) and bj(t) be complex functions such that for all j and for all points t on T the points u¡ and v,-, «, = a,(<) and Vj=b¡(t), lie in K. Then the integral
if it exists, has no zeros in the region S consisting of all the points at which K subtends an angle <p, <f><(ir-y)/(m+n). This theorem may be derived directly from Theorem 1 by dividing T into p parts by means of the successive points /,, by setting Atj = tj+1 -1¡, aj=a(t,)Atj, and/,(z) =f(z, t¡), and by finally letting p become infinite.
The theorem has as immediate consequence one concerning the «th derivative of certain analytic functions. If K is bounded by the curve Y and the function \j/(z) is analytic outside of K (including the point at infinity) and continuous on Y, the «th derivative of yp(z) has at a point z outside of K the value »! r *(t)dt 2iriJv(t -z)»+1
As the latter integral is of the type considered above, the ensuing theorem is true.
Given a convex region K, bounded by a closed, regular curve V. Let yf/(z) be a function which is analytic outside of K (including the point at infinity) and continuous on Y, and which at every point t of Y has the property
Then the nth derivative of yj/(z) has no zeros in the region T consisting of all the points at which K subtends an angle <p, <p<(w-y)/(n+i).
The zero-free regions S and T of the two preceding theorems do not, however, give the largest such regions. This is clear from the fact that the best approximation in Theorem 1 is attained only for sums F of just two terms. (Cf. §3 (a).) When, for instance, « = 0 and K is a circle, a larger zero-free region than / may be obtained directly. In this case f(t)dt = ibP(t)dd where 6 = arc t. As \p(t) ■ t is thus limited to an angular domain of opening less then ir, it cannot increase by even 2ir when the point t makes a complete circuit around Y. Thus the entire exterior of K is a zero-free region of II 4. Suppose Pi and P2 are two functions of the type considered in Part I of our present note. What can be said of the zeros of the difference <ï> = Pi-P2? This question will be answered only in the case that m-\-n = \. We make this restriction expressly for the purpose of obtaining results which will have the same order of simplicity as those of Part I.
The theorem given below on the zeros of $> involves the notion of the "inner angle" at a point P of two non-overlapping convex regions K and L. To explain this term we shall suppose P to be an arbitrary point of the plane; 6 and <p to be the angles subtended at P by the regions K and L respectively, and Mi, M2 to be a pair of points in K and Ni, N2 a pair of points in L for which <£MiPAf2 = e and «£ NiPN2 = <t>-Suppose the angles MiPM2 and NiPN2 do not overlap one another. Then the smaller of the two angles M2PNi and Ar2PAfi is what we mean by the "inner angle at P of the regions K and L." The notion of inner angle will not be defined in the case that the angles Af PAf2 and NiPN2 overlap one another.
Our theorem concerning the zeros of <E> is then the following:
Theorem 2. Let a, and ßk be complex numbers situated in the same given angular domain of which the vertex is the origin and the aperture is y, 0^7<7r. Let K and L be two non-overlapping convex regions, in the first of which lie the points a¡, j = l, 2, ■ • • , p, and in the second of which lie the points bk, k = l, 2, ■ ■ ■ , q. Suppose that T is the ensemble of all points at which the inner angle of K and L is \{/, ^>y. we have as necessary condition for the point P : z to be a zero of F that the angular domain in which the vector G may range overlap the one in which the vector H may range. We observe that multiplication of F by the constant factor eki does not affect the zeros of F. Without loss of generality we may therefore assume that -x/2 < -7/2 è arc af g 7/2 < ir/2 and -x/2 < -7/2 £ arc ßk ^ 7/2 < rr/2.
Let us draw the lines PQx, PQ2, PRh PR2; PM{, PM{, PN{, PN{, * The theorem is also true for the function
whose zero is the "center of gravity" of the system of complex "masses," the mass a, being at the point Oj and the mass -ßk being at the point bk. For a¡ and ft real and positive, the function F{z) is the logarithmic derivative of a rational function. f We are using this adjective to mean the region composed of all the points of the plane which are not in T.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use PQi, PQi, PRi, PRl, where the notation of §4 is used, where $QiPMi = -£MiPQ2= -£PiPiVi= ^NiPR^y/2, and where the primed letters denote points obtained by reflecting the corresponding unprimed lettered points in the line through P parallel to the real axis.
As the points a¡ lie in K and the points bk in L, the quantities (a,-z)-1 and (bk -z)~l are vectors drawn from P, the first in the angle M2PM{ and the second in the angle NÍPNÍ.
The vectors a,(a,-z)_1 and j3*(ô*-z)-1 are respectively in the angles Q2PQl and R2PR{. The vector G therefore ranges in the angle Q2PQ{ ; the vector H, in the angle R2'PR{. Now, the angles Q2PQi and R2PR{ will overlap one another when and only when the angles QiPQi and RiPR2 overlap one another.
If the angles MiPM2 and NiPN2 overlap one another, the same will be true of the angles QiPQ2 and PiPP2. If the angles MiPM2 and NiPN2 do not overlap one another, the angles QiPQ2 and PiPP2 will overlap one another in and only in the case that the inner angle at P does not exceed y. This means that the zeros of P must always lie in the region complementary to the region T.
(b) We need yet to show that conversely any point P : f of the complement to T can be made a zero of P through a suitable choice of the numbers dj and ßk and of the points a¡ and bk.
As P is a point of the complement of T, the angles QiPQ2 and RiPR2 necessarily overlap one another. We shall suppose that they so overlap that the line PPi lies in the angular domain QiPQ2. Let PS, PU and PV be rays drawn in the angular domains RiPQ2, MiPM2 and NiPN2 respectively, these rays being so chosen that <£*7PS = $.SPV = 7/2. Now on the line PU has P as a zero, for at P it is a sum of two equal and opposite vectors. This function being one which satisfies the hypotheses of the theorem, the proof of Theorem 2 is now complete. 6. In this concluding section we shall try to throw light on the nature of the region T of Theorem 2 through a study of some special cases.
Suppose, first, that K consists merely of the point A, and L merely of the point B. The region T, as the locus of the points P where the angle APB exceeds y, is the interior of the region A bounded by the two circular arcs which, symmetric in the line A B, cut one another in A and B at an angle of 2y. The same region obtains for the case that K and L are two segments or half-rays along the same line, and A and B are the points of K and L respectively which are nearest together.
Suppose, secondly, that K is a circle with center at the point &: ( -a,0) and of radius ri, and L is a circle with center at the point C2:(a, 0) and of radius r2. Suppose the line-segment GG to intersect circle K in a point A and circle L in a point B.
To secure an upper limit to the region T, we concentrate at A all the points a,-and at B all the points bk. The new locus of the zeros of F is clearly contained in the old and accordingly the new region T' encloses the old T. The region T" is precisely the interior of the region A described in the second paragraph of this section ( §6).
For an accurate determination of the region / we need to concern ourselves, on account of symmetry, only with the upper half-plane.
Let us first suppose y to be small. Then in the upper half-plane exist just one point Q on the circle K and just one point R on the circle L at which the inner angle is y. The locus of the points outside of K and L at which the inner angle of K and L is y is then an arc a of a curve which lies in the region A and connects the points Q and R. If Tx denotes the interior of the closed curve formed by joining together the arc a with the arc QA of circle K, with the arc RB of circle L and with the line-segment AB, the region Ti will comprise all the points of the upper half-plane at which the inner angle of K and L is defined and is greater than y. The region T is therefore composed of Ti and of the reflection of 7\ in the line AB.
To obtain the equation of the curve S of which the arc a forms a part, we shall assume P : (x, y) to be a point outside of K and /, and Af and N to be the points of contact with K and L respectively of those tangents from P for which angle MPN=y.
In terms of the parameter 0=<£.4GAf, the equations of S are (a + x) cos 6 + y sin 6 = n, (a -x) cos (y + 6) -y sin (y + 6) = r2.
The parameter eliminated, the curve S is represented by the single equation [(x2 + y2 -a2 ) sin 7 -2ay]2 -[rx(a -x) sin 7 + y(ri cos 7 + r2) ]2
-[x(r2 + rx cos 7) + rxy sin 7 + a(r2 -rx cos 7) ]2 = 0.
Hence S is a bi-circular quartic. As application of the usual method shows, it is a bi-circular quartic with its two singular foci coincident in the point z = ia csc 7.* ■* In fact this curve has been considered in a slightly different connection by Walsh, who shows that it is a cartesian oval. See Quarterly Journal of Mathematics, vol. 50 (1924), pp. 154-165. What occurs when y approaches zero? The equation of S becomes [4a2 -(n + r2)2]?2 = [x(n + r2) + a(r2 -n)]2, which factors into ± y(4a2 -(n + rj)2)1'2 = x(n + r2) + a(r2 -ri).
The bi-circular quartic thus degenerates into the two inner common tangents of the circles K and L, and the points Q and R become the points of contact (in the upper half-plane) of these tangents with K and L respectively. The region T is now the interior of the infinite region bounded by the line-segment AB, the arc QA of circle K, the arc RB. of circle £ and the rays along these inner common tangents from the points Q and R indefinitely outwards.
This result agrees with the deduction which, by allowing mi and m2 to vary arbitrarily, one can make from a theorem due to Walsh* We shall word this theorem as follows:
Let the numbers a¡ and ßk be real and positive, and the sums V 1 mi = YLai and m* = 12ßk i i be such that m^nh. Suppose the points a, to lie in a circle K with center £i and of radius n, and the points bk to lie in a circle L with center £2 and of radius r2. Then all the finite zeros of the function i z -aj i z -bk lie in a circle whose center is (mi -m2)~x (»»i£2 -jw2£i) and whose radius is (mi-TOü)-1 (mir2+nuri).
So much for the case that y is small. Let us now examine that in which 7 has nearly the value ir. In this case there exists no point on the circle K, the circle /, or the segment AB at which the inner angle equals y. The curve S is a closed curve lying in the upper half-plane within the region A. Its equation has still the form given above. As to the region /, it consists of the interior of S and of the interior of the reflection of S in the line ^4P>.
When 7 approaches ir, the region A collapses into coincidence with the line-segment AB. As at no point of the segment AB is the inner angle of K and L equal to y (we are assuming the product rir2^0), the closed curve S must shrink to a point on the approach of 7 to a certain value 71, 7i<7r. For this value 7=71, the region T, as the interior of S and of the reflection of S in AB, must disappear, and the locus of the zeros of P, as the region * J. L. Walsh, these Transactions, vol. 22 (1921) , bottom of p. 114. complementary to T, must become the entire plane. The entire plane is therefore the locus of the zeros of F for values of y between 71 and ir.
It is now intuitively clear what deformations the region T undergoes as 7 varies from zero to ir. The end points Q and R of the arc a move down the circles K and L towards the points A and B respectively. Then Q and R draw closer together along the segment AB until they reach coincidence. They coincide at the point of the segment AB where the inner angle of K and L takes on its maximum 70. As 7 then changes from 70 to y1} the arc cr remains a closed curve in the upper half of the region A. When finally 7 becomes equal to 71, the oval shrinks to a point, and then and thereafter T contains no points.
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