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 8 
Abstract: Seven engine design parameters were investigated by use of NLPQL algorithm and MOGA 9 
separately and together. Detailed comparisons were made on NOx, soot, SFOC, and also on the design 10 
parameters. Results indicate that NLPQL algorithm failed to approach optimal designs while MOGA 11 
offered more and better feasible Pareto designs. Then, an optimal design obtained by MOGA which has 12 
the trade-off between NOx and soot was set as the starting point of NLPQL algorithm. In this situation, 13 
an even better design with lower NOx and soot was approached. Combustion processes of the optimal 14 
designs were also disclosed and compared in detail. Late injection and small swirl were reckoned to be 15 
the main reasons for reducing NOx. In the end, RSM contour maps were applied in order to gain a better 16 
understanding of the sensitivity of import parameters on NOx, soot and SFOC. 17 
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Nomenclature    
ATDC after top dead centre Soot_b soot emission of baseline design 
BTDC before top dead centre Soot_M 
the design of minimum soot emissions 
with MOGA 
CFD computational fluid dynamics Soot_N 
the design of minimum soot emissions 
with NLPQL method 
CO carbon monoxide SQP sequential quadratic programming 
CO2 carbon dioxide SR swirl ratio 
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d003 connection length SS-ANOVA smoothing spline analysis of variance 
DI direct injection TDC top dead centre 
DoE design of experiment µGA micro-genetic algorithm 
Dukowicz fuel oil spray model v001 
the distance from the centre of toroidal 
surface to the piston top surface 
GA genetic algorithm v002 clearance 
h001 bowl radius v003 crown centre height 
HC hydrocarbons  Walljet1 wall interaction model 
KIVA a Fortran-based CFD software Zeldovich NOx emission model 
k-zeta-f turbulence model   
L100 full engine load   
L25 25% engine load Functions and variables 
L50 50% engine load x n-dimensional parameter vector 
L75 75% engine load µi weight  
LDC lower dead centre E set 
LDO  light diesel oil f  function 
LMA Levenberg-Marquardt algorithm gj  function 
Max maximum j variable 
Min minimum k objective  
MOGA multi-objective genetic algorithm m maximum value of j 
NLPQL 
non-linear programming by quadratic 
Lagrangian 
me real number 
NN neural networks N maximum objective numbers 
NOx nitrogen oxides Oi  objectives of merit function  
NOx_b NOx emissions of base-line design Rn n-dimensional real space 
NOx_M 
the design of minimum NOx emissions 
with MOGA 
 
  
 
Pareto design 
NOx_N 
the design of minimum NOx emissions 
with NLPQL method 
 
 
 
arbitrary design 
NPL nozzle protrusion length xQ lower bound of x 
NSGA II  non-dominated sorting genetic algorithm II xu upper bound of x 
OPT_M the design with best balance of MOGA   
OPT_M&N the best design of combined method Units  
OPT_N the best design of NLPQL algorithm Ԩ degree Celsius 
Piso pressure implicit split operator CA crank angle 
r002 toroidal radius deg degree 
RSM response surface methodology g/kWh grams per kilowatt-hour 
SA spray angle L litre 
SFOC specific fuel oil consumption k kilo 
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SFOC_b 
specific fuel oil consumption of baseline 
design 
kW kilo Watt 
SFOC_M 
the design of minimum SFOC  with 
MOGA  
mm millimetre 
SFOC_N 
the design of minimum SFOC  with 
NLPQL  
mm2/s square millimetre per second 
Simple 
semi-implicit method for pressure linked 
equations 
r/min rotates per minutes 
Sobol quasi-random low-discrepancy sequences % (mass) percent by mass 
SOI start of injection % (volume) percent by volume 
 21 
1 Introduction 22 
Marine diesel engines play an indispensable role in ships, however, the intolerable pollution 23 
caused by them gains increasing attentions around the world. Comparing to automotive diesel 24 
engines, CO, CO2 and HC emissions generated by marine diesel engines are much lower, 25 
whereas NOx emissions are severely deteriorated. Although after-treatment devices are 26 
effective in reducing emissions, the optimisation of engine combustion is still of great 27 
significance. However, combustion is very susceptible to the match status of the fuel injector 28 
and combustion chamber. A lot of meaningful work has been done on this subject, Taghavifar 29 
et al. [1] studied the effects of bowl movements and radius on mixture formation in terms of 30 
homogeneity factor, combustion initiation and emissions for a  1.8 L Ford diesel engine. They 31 
pointed out the mixture uniformity increased as the bowl displacement toward the cylinder wall, 32 
but got penalty of a rise of combustion delay which substantially reduces the effective in-33 
cylinder pressure. They also found that smaller bowl size contributes to better squish and vortex 34 
formation in the chamber, although with OHVVHUVSUD\SHQHWUDWLRQDQGÀDPHTXHQFKLQJ. Park [2] 35 
used a micro-genetic algorithm coupling with a KIVA code to optimise combustion chamber 36 
geometries and engine operating conditions for an engine fuelled with dimethyl ether. He found 37 
the combustion and emission characteristics were significantly different from that of 38 
conventional diesel engines. Mobasheri et al. [3] investigated the influence of a re-entrant 39 
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combustion chamber geometry on mixture forming, combustion and performance for a high-40 
speed direct injection diesel engine.  Thirteen combustion chambers with different shapes were 41 
designed by adjusting piston parameters, i.e. bowl depth, bowl width, piston bottom surface 42 
and the lip area. Results indicated that small bowl diameter is the main reason for high soot 43 
emissions, and a slightly larger bowl diameter is where the optimal operating point locates. 44 
 45 
Recently, the ever-changing calculation ability of computers brings the computational fluid 46 
dynamics to a more sophisticated and precise level. Some algorithms were frequently used in 47 
engine optimisation domain. High efficiency was achieved in the study of a huge amount of 48 
optimisation cases. Researchers of references [4-7] developed a KIVA code with µGA, MOGA 49 
or NSGA II to study the matching of a variety of engine parameters. From small bore high-50 
speed direct injection engines to heavy-duty large bore slow-speed diesel engines. This huge 51 
amount of optimisation work was done owing to the effective optimisation algorithms[4, 5, 6, 52 
7]. Taghavifar et al. [8] used a DoE method incorporating with a Sobol sequence to scan 53 
through various design points of a 1.8 L Ford diesel engine, aimed to seek a reduction of NOx 54 
and an enhancement of the spraying performance. He found the optimal case has a lower 55 
injection angle and a smaller bowl volume. Jeong et al. [9] used a hybrid evolutionary algorithm 56 
by coupling a GA and a PSO for the optimisation of a diesel combustion chamber. Results 57 
indicated that hybrid evolutionary algorithm shows better diversity and convergence. Chen et 58 
al. [10] used an orthogonal design method to optimise the match of injection-related parameters 59 
with three combustion chamber geometries for an 8.9L Cummins diesel engine. Then, NLPQL 60 
algorithm was adopted for a more detailed study on combustion chamber geometries. 61 
 62 
Some meaningful work on the comparisons of these algorithms used for engine optimisation 63 
were also investigated. Shi et al. [11] assessed µGA, NSGA II and ARMOGA incorporating 64 
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with a KIVA code for the optimisation of combustion chamber under the same conditions. 65 
Results indicated that the NSGA II algorithm with a large population of 32 performed the best 66 
by considering WKHRSWLPDOVROXWLRQV¶RSWLPDOLW\DQGGLYHUVLW\. Navid et al. [12] compared GA 67 
and NLPQL algorithms when they were used for the optimisation of a Ford 1.8L DI engine. 68 
Four factors including injection angle, half spray cone angle, inner distance of bowl wall and 69 
bowl radius were selected to be optimised. Results showed that NLPQL approaches an optimal 70 
design faster than GA. It would be interesting to know whether NLPQL algorithm would still 71 
be efficiency when it is introduced for the optimisation of seven engine design parameters of a 72 
marine medium-speed diesel engine.   73 
 74 
In principle, the NLPQL algorithm is a local optimisation algorithm. Whether an optimal 75 
design can be reached or not relies heavily on the starting point, because once the NLPQL 76 
algorithm reaches a local optimum, there is no mechanism to get away from it [13]. So a good 77 
starting point is crucial for the NLPQL algorithm. However, MOGA is a global algorithm that 78 
a starting point is of no effect. A better method is that the optimal design achieved by MOGA 79 
is set as the starting point of NLPQL algorithm. To the best knowledge of the author, this kind 80 
of study was never seen in the optimisation of a marine medium-speed diesel engine with seven 81 
design parameters.  82 
 83 
RSM was frequently used as the tool for analysing the sensitivity of design parameters on the 84 
NOx, soot and SFOC [6, 14]. It uses an approximation model to analyse the data generated by 85 
Design of Experiments (DOE). Several functions can be used for building approximation 86 
models, such as polynomials, smoothing spline ANOVA, NN [15, 16, 17], etc. Comparisons 87 
were made in literature and the NN were recommended for having a better accuracy and 88 
performance in the prediction process [18, 19, 20].  89 
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 90 
In this paper, NOx, soot and SFOC are the three sub-objectives to be optimised. NLPQL 91 
algorithm and MOGA were compared for the optimisation of seven match parameters of 92 
injector and combustion chamber for a marine medium-speed diesel engine. The seven 93 
parameters including injection timing, spray angle, nozzle protrusion length, swirl ratio, bowl 94 
diameter, centre crown height and toroid radius. Then, the optimal design of MOGA was set 95 
as the starting point of the NLPQL algorithm for seeking a possible better optimum.  Finally, 96 
the influences of design parameters on objectives were discussed by RSM. 97 
2 Algorithms 98 
2.1 NLPQL algorithm 99 
NLPQL was developed by Klaus Schittkowski [21] for solving the nonlinear programming 100 
problem.  101 
min (x)f   102 
0, 1,...,
: ( ) 0, 1,...,
j e
n
j e
Q u
g j m
x R g x j m m
x x x
  
 t  
d d
                                                                                          (1) 103 
Where, x is the n-dimensional parameter vector. 
Qx and ux are the lower bound and upper 104 
bound of x . (x)f  is the problem function. ( )jg x  are the constraints of the problem. 105 
 106 
The optimisation method generates a sequence of quadratic programming subproblems which 107 
are to be solved successively. The method is therefore known as the SQP method. It assumes 108 
that objective functions and constraints are continuously differentiable on the set109 
{ : }n Q uE x x x x  d d . Note that the functions f and , 1,...,jg j m  need to be defined only 110 
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in the set E, since the iterations computed by the algorithm will never violate the lower and 111 
upper bounds. 112 
 113 
If NLPQL algorithm is used to solve a multi-objective problem, a merit function with a 114 
weighted sum method must be adopted to transfer it to a single objective optimisation problem. 115 
The formula of weight sum method is 116 
1
( )
k
i i
i
Objective O xP
 
 ¦                                                                                                             (2) 117 
In(2), iP is the weight of each objective, which is decided by researchers according to their 118 
experiences, iO are the objectives.  119 
 120 
In this paper, the merit function is built in(3) to reduce the NOx and Soot emissions, and 121 
minimise the fuel consumption rate as well. The weights are given according to experience and 122 
literature [10].  123 
Objective *5 *1 *3
_ _ _
NOx Soot SFOC
NOx b Soot b SFOC b
§ · § · § ·  ¨ ¸ ¨ ¸ ¨ ¸© ¹ © ¹ © ¹
                                                               (3) 124 
Where, _NOx b , _Soot b , _SFOC b  are the values of baseline design.  125 
2.2 MOGA 126 
The GA LVEDVHGRQWKHLGHDRIQDWXUDOVHOHFWLRQZKLFKREH\VWKHODZRIµVXUYLYDORIILWWHVW¶,W127 
can continually improve the average fitness level of a population by means of inheritance, 128 
mutation, selection and crossover, eventually leading to an optimum design [22]. MOGA is the 129 
modification version of GA in order to find a set of multiple non-dominated solutions in a 130 
single run [23]. 131 
8 
 
2.3 Pareto optimum 132 
Pareto optimum is often adopted in multi-objective occasions, as shown in Fig. 1. Case A-D 133 
can be considered as Pareto optimal cases due to the fact that none of them is out-performed 134 
by other cases. These cases can be grouped together as a Pareto front. The Pareto optimality 135 
can be defined as: For all designs and the corresponding N objectives ( )kf x , where, k «136 
N, the Pareto design 
*x  is defined as the following: for an arbitrary design j, there exists at least 137 
one objective, k, meets the condition *( ) ( )k j kf x f xt 02*$¶VPLVVLRQLVWRILQG the Pareto 138 
optimums while keeping diversity in the results [6].  139 
 140 
Fig. 1 Definition of Pareto optimums 141 
 142 
2.4 Neural networks 143 
Neural networks are based on the idea of imitating the structure of information process in 144 
human brains. They are made up of fundamental computing units and perceptrons, which are 145 
assembled to form a network. Neural networks are suitable for nonlinear problems by 146 
introducing nonlinear transformations to the flow of information between the layers of 147 
perceptrons [24]. 148 
 149 
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The neural networks used here is a classical feedforward one, with one hidden layer and an 150 
efficient Levenberg-Marquardt back propagation training algorithm. Levenberg-Marquardt 151 
algorithm (LMA) is popular for neural networks training. It was independently developed by 152 
Kenneth Levenberg and Donald Marquardt [25, 26]. It solves a problem by minimizing a non-153 
linear function with fast speed and stable convergence. 154 
3 Preparation 155 
3.1 Engine specification 156 
The main specifications of the marine medium-speed diesel engine and fuel injectors are 157 
presented in Table 1. It is an in-line type four stroke diesel engine with six cylinders. Its rated 158 
speed and rated powers are 1000 rpm and 540 kW respectively. The spray orifice distribution 159 
of original injector of mechanical fuel injection system is 9*0.28 mm, which is replaced by an 160 
electronic fuel injector of 9*0.23 mm for the performance and emission prediction study. 161 
 162 
Table 1 Specifications of the engine and fuel injectors 163 
Specifications Value 
Engine name  MAN 6L16/24 
Cylinder arrangement In-line 
Number of stroke 4 
Bore(mm) 160 
Stroke(mm) 240 
Number of cylinders  6 
Rated speed (r/min) 1000 
Rated power (kW) 540 
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SFOC (g/kWh) 189 
Compression ratio 15.2 
Original injector 9*0.28 mm 
Electronic fuel injector 9*0.23 mm 
 164 
3.2 Simulation model 165 
Simulations were conducted by using a series of AVL FIRE software. Here, the k-zeta-f [27,28] 166 
turbulent model for high Reynolds numbers was adopted to describe the flow field inside a 167 
combustion chamber. Stand wall function was used to describe heat transfer of wall. Piso 168 
algorithm[10, 29, 30] was adopted here to solve the highly unsteady state flow of combustion 169 
problem. In terms of fuel spray model, Dukowicz [31] model was applied for handling the heat-170 
up and evaporation of fuel oil droplets. Moreover, Wave [ 32 , 33 ] break-up model and 171 
Walljet1[34, 35] wall interaction model were used respectively. The Eddy break-up model [36, 172 
37] was introduced in the calculation of combustion. With regard to emission models, extended 173 
Zeldovich [38] was adopted for NOx emission model while Kinetic for soot emission model 174 
[39, 40, 41].  175 
  176 
3.3 Model verification 177 
A FIRE simulation model of the original diesel engine was executed on the condition of rated 178 
engine speed and four engine loads. Light diesel fuel oil (represented by DIESEL-D1 in AVL 179 
Fire software) is used in the calculation. LDO is a blend of distillate fuel with a small proportion 180 
of residual fuel. Thus, a number of properties must meet standard requirements for a fuel to be 181 
classified as light diesel oil. The standard requirements were reported in Table 2 [42]. In order 182 
to improve the convergence at the beginning of the calculation, the initial calculation step is 183 
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set to 0.2 CA. Then, 1CA is adopted at compression stroke to accelerate calculation and save 184 
time. However, at injection stage, precision is emphasised by reducing calculation step to 0.2 185 
CA again. In expansion combustion stage, 0.5 CA is adopted. With regard to average mesh 186 
size, Abraham [43] recommended the mesh size to be on the same length scale with nozzle 187 
diameter. Thus, the average mesh size is set to 1mm, totally 125k cells were calculated. Fig. 2 188 
shows the mesh of original combustion at 0 deg CA (TDC), 64.5 deg CA and 180 deg CA 189 
(LDC), which are described by (a), (b) and (c) in Fig. 2 respectively. The mesh at TDC has 190 
minimum cell numbers of 4063 while the mesh at LDC has maximum cell numbers of 15833.  191 
Table 2 Properties requirements for LDO 192 
Property Requirements Units 
Cetane number 35-38 (for typical LDO) _ 
Pour point, Max Winter 12 Ԩ 
Summer 18 
Flash point, Pensky-Martens, Min 66 Ԩ 
Kinematics viscosity, at 40 Ԩ 2.5 to 15.7 mm2/s 
Sediment, Max 0.1 % (mass) 
Total Sulphur, Max 1.8 % (mass) 
Water content, Max 0.25 % (volume) 
 193 
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 194 
Fig. 2 Mesh changes with piston movements 195 
 196 
The comparisons of the cylinder pressures between the simulation data and test data of four 197 
loads are shown in Fig. 3. It can be seen that a good agreement of simulation data and 198 
experimental data is achieved, especially at the stage of combustion. In the stage of 199 
compression and expansion, simulation data wHUHDOLWWOHELWODUJHUWKDQWHVWGDWDWKDW¶VEHFDXVH200 
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the pressure losses by leakage were not considered in this simulation model, while these losses 201 
do exist in authentic diesel engines. 202 
 203 
Fig. 3 Pressure comparisons of experimental data and simulation data of four engine loads 204 
 205 
NOx emissions are also examined and compared at each engine load. As shown in Fig. 4, the 206 
main trend of simulation results corresponds to the experimental data. The maximum error 207 
occurred at full load which is less than 6.5%.  208 
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 209 
Fig. 4 NOx emission comparison of test data and simulation data of four engine loads 210 
 211 
Verification indicates that the model can be used to simulate and predict the engine 212 
performance when replacing the original mechanical fuel injection by a high-pressure common 213 
rail injection system. The engine body with the high-pressure common rail fuel injection 214 
system is defined as the baseline engine, which kept the match parameters the same as the 215 
original one. 216 
 217 
3.4 Design parameters and variation ranges 218 
Fig. 5 demonstrates the overall shape of the combustion chamber. Bowl diameter is twice of 219 
the h001, the toroidal radius is represented by r002 and the centre crown height is represented 220 
by v003. Other geometry parameters like v001, v002 and d003 are adjusted automatically in 221 
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software to keep the compression ratio the same. The variation ranges of the design parameters 222 
were shown in Table 3.  223 
 224 
Fig. 5 Sketch of combustion chamber geometry parameters 225 
 226 
Table 3 Variation ranges of design parameters 227 
Parameters Code Baseline Lower bound Upper bound 
Injection timing, CA SOI 710 700 720 
Swirl ratio, - SR 1.0 0.5 2.5 
Spray angle, deg SA 143 131 155 
Nozzle protrusion length, mm NPL 2.5 1.0 4.0 
Toroidal radius, mm r002 20 18 22 
Centre crown height, mm v003 6 5 9 
Bowl diameter, mm 2*h001 120 108 132 
 228 
3.5 Optimisation settings 229 
The optimisation settings of the NLPQL algorithm are listed in Table 4. Latin hypercube 230 
method was used before NLPQL algorithm each time during the optimisation process. 231 
 232 
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Table 4 Optimisation setting of NLQPL algorithm 233 
Property Value 
Maximum number of function evaluations 5 
Maximum number of iterations 20 
Step size for finite difference step 0.001 
Accuracy 1e-05 
 234 
The optimisation settings of MOGA are listed in Table 5. Distribution for crossover probability 235 
and for mutation probability both set as the default value 10. Generation number of 10 and 236 
population size of 20 are adopted here. Usually, crossover probability and mutation probability 237 
are set to 0.7 and 0.1 respectively. 238 
 239 
Table 5 Optimisation setting of MOGA 240 
Property Value 
Distribution for crossover probability 10.0 
Distribution for mutation probability 10.0 
Number of generations 10 
Population size 20 
Crossover probability 0.7 
Mutation probability 0.1 
 241 
All of the simulations below were executed under L100 engine load. 242 
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4 Comparisons between NLPQL algorithm and MOGA  243 
4.1 Optimisation history comparison 244 
Fig. 6 and Fig. 7 report the optimisation history with NLPQL algorithm and MOGA 245 
respectively. The red vertical dash line indicates the Run ID 17 has the minimum objective. 246 
The red circle points identify the history of objectives. The ratios of NOx, soot and SFOC to 247 
the baseline design are represented by black diamond points, blue triangle points and reversed 248 
yellow triangle points respectively.  249 
 250 
In Fig. 6, the first 30 results were Latin hypercube designs. The rest runs were the searching 251 
history with the NLPQL algorithm. The best objective located at Run 17. The total runs of 252 
NLPQL algorithm end at 90. In Fig. 7, the total runs ends at 240. Usually, MOGA optimisation 253 
is much more time consuming than NLPQL optimisation. 254 
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 255 
Fig. 6 Optimisation history with NLPQL algorithm 256 
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 257 
Fig. 7 Optimisation history with MOGA 258 
4.2 Objective comparison 259 
Fig. 8 and Fig. 9 show the scattering maps of NOx vs soot and NOx vs SFOC for NLPQL 260 
algorithm and MOGA respectively. The optimal design Run ID 17 yielded by NLPQL 261 
algorithm is defined to OPT_N, and also be represented by blue triangle point. The black 262 
rectangular points stand for the baseline design and the black hollow triangle points represent 263 
Pareto solutions. The OPT_N gained a huge reduction of soot by 94.8% and a slight drop of 264 
SFOC by 3.9%. Details were shown in Table 6. The soot emissions for the baseline engine are 265 
already ultra-low, thus, further reduction of soot seems to be the icing on the cake. A more 266 
prominent issue is to cut down NOx emissions. However, the OPT_N failed to reduce NOx 267 
emissions but increased by 18.7% instead. From the scattering maps, there surely exists a better 268 
trade-off point between NOx emissions and soot emissions, but the objective function failed to 269 
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spot it. This kind of failure maybe linked to the improper chosen of weights in the merit 270 
function of NLPQL algorithm. 271 
 272 
Fig. 8 NOx vs soot of NLPQL algorithm 273 
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 274 
Fig. 9 NOx vs SFOC of NLPQL algorithm 275 
 276 
Fig. 10 and Fig. 11 show the optimisation results obtained with MOGA. In the scattering charts, 277 
all of the Pareto designs are the feasible solutions for the multi-objective design. The Pareto 278 
design with the best trade-off between NOx and soot was selected as the optimal design. Here 279 
the optimal design is Run ID 14, which was also represented by OPT_M and marked with a 280 
blue diamond point. Comparing to the baseline design, the optimal design achieves a reduction 281 
of NOx emissions by approximately 44%, soot emissions by 33%, whereas gets a penalty of 282 
SFOC increase by nearly 15%. As shown in Table 6. 283 
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 284 
Fig. 10 NOx vs Soot of MOGA 285 
 286 
Fig. 11 NOx vs SFOC of MOGA 287 
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 288 
Table 6 Details of the objectives 289 
Designs NOx (g/kWh) Soot (g/kWh) SFOC (g/kWh) 
Baseline 9.09 0.096 230 
OPT_N 10.79 0.005 221 
OPT_M 5.11 0.064 264 
 290 
4.3 Sub-objective comparison 291 
 292 
Table 7 gives the details information about the best sub-objectives of NLPQL algorithm and 293 
MOGA. The light blue background in Table 7 brings out the minimum values that each best 294 
sub-objective case can achieve. Comparing to the baseline design, regardless of the huge 295 
reduction achieved by both algorithms, here more attentions are paid to the differences between 296 
these best sub-objectives obtained by NLPQL algorithm and MOGA. As it can be seen that 297 
NOx_M shows an overwhelming lower sub-objectives than that of NLPQL algorithm. The 298 
sub-objectives of best soot designs were approximately the same. The best SFOC cases of both 299 
algorithms were reported to have approximate the same SFOC and extreme heavy NOx 300 
emissions. However, a slightly lower soot emissions were gained by SFOC_M.  301 
 302 
Table 7 Best sub-objective comparisons of NLPQL algorithm and MOGA 303 
Designs NOx (g/kWh) Soot (g/kWh) SFOC (g/kWh) 
Baseline 9.09 0.096 230 
NOx_N 5.08 0.5213 273 
NOx_M 4.67 0.2153 269 
Soot_N 10.79 0.0050 221 
Soot_M 10.78 0.0044 217 
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SFOC_N 16.59 0.2372 210 
SFOC_M 19.17 0.1416 208 
 304 
4.4 Design parameter comparison 305 
Table 8 shows the design parameters of the best sub-objective designs. Some commonalities 306 
were apparent that low NOx designs prefer late injection and small swirl, while low SFOC 307 
designs are relating to early injection, large swirl and large nozzle protrusion length.  Detailed 308 
explanations will be given later. 309 
 310 
Table 8 Design parameters comparisons of designs with best sub-objectives 311 
Designs SOI 
(CA)  
Swirl 
ratio 
Spray 
angle 
(deg) 
Nozzle 
protrusion length 
(mm) 
Bowl 
diameter 
(mm) 
Centre crown 
height      
(mm) 
Toroidal 
radius    
(mm) 
Baseline 710.0 1.0 143.0 2.5 120 6.0 20.0 
NOx_N 717.9 0.5 154.2 1.1 132 8.9 18.4 
NOx_M 719.0 0.6 143.8 3.2 109 6.5 20.3 
Soot_N 713.1 1.7 145.9 2.5 120 5.7 20.1 
Soot_M 704.3 1.0 145.8 2.2 123 5.5 20.3 
SFOC_N 702.1 1.7 152.5 4.0 129 7.1 19.4 
SFOC_M 719.3 1.9 131.7 4.0 121 7.5 20.0 
 312 
Generally, MOGA is more time consuming, but gains a better design in each sub-objective and 313 
offers more feasible Pareto designs. The design with better balance among sub-objectives can 314 
be achieved effectively by MOGA. From the mechanism of NLPQL algorithm, a better starting 315 
point is crucial to the results. If the optimal design provided by MOGA was set to the starting 316 
point of NLPQL algorithm, a better optimum may turn up. 317 
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5 Combination optimisation of NLPQL algorithm and MOGA 318 
Since the starting point provided by MOGA is supposed to be a good starting point, thus, a 319 
smaller scope for each design parameter was defined, as shown in Table 9.  320 
 321 
Table 9 Variation ranges of parameters used for optimisation 322 
Parameters Code OPT_M Lower bound Upper bound 
Injection timing, deg SOI 719 716 720 
Swirl ratio SR 0.6 0.3 0.9 
Spray angle, deg SA 148 141 155 
Nozzle protrusion length, mm NPL 1.4 1.0 1.8 
Toroidal radius, mm r002 21.3 20 22 
Centre crown height, mm v003 8.2 7 9 
Bowl diameter, mm 2*h001 120.9 114 126 
 323 
Fig. 12 reported the optimisation history of the combining optimisation process with maximum 324 
52 runs. The best objective located at run 36 (OPT_M&N) which was indicated by the red dash 325 
line. The total runs are far less than that of MOGA.  Fig. 13 and Fig. 14 show the NOx vs soot 326 
and NOx vs SFOC respectively. The blue diamond point represents the optimal design obtained 327 
by MOGA, the black circle points highlight the OPT_M&N. Obviously that OPT_M&N 328 
obtained by combining method achieved a noticeable reduction of both NOx and soot. 329 
However, it paid the price of SFOC rising. In specifically, the NOx emissions, soot emissions 330 
and SFOC of OPT_M&N are 4.53 g/kWh, 0.041g/kWh and 274 g/kWh respectively. By 331 
comparing to the OPT_M, the OPT_M&N design gained a reduction of NOx emissions and 332 
soot emissions up to 11.4% and 35.9% respectively, while got a penalty of SFOC rising by 333 
3.6%.  334 
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 335 
Fig. 12 Optimisation history with combining method 336 
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 337 
Fig. 13 NOx vs soot by combining method 338 
 339 
Fig. 14 NOx vs SFOC by combining method 340 
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6 Detailed combustion process of optimal designs 341 
Table 10 reported the detailed information about the values of design parameters of the baseline 342 
design and optimal designs. Comparisons of combustion chamber shapes were shown in Fig. 343 
15, and the combustion details were given in depth by both Fig. 16 and Fig. 17. 344 
 345 
In Fig. 15, the baseline shape was shown as grey background, while the shapes of OPT_N, 346 
OPT_M and OPT_M&N are indicated by blue, black and red lines respectively. It can be seen 347 
that optimum designs OPT_M and OPT_M&N have larger centre crown height, larger bowl 348 
diameter or larger toroidal radius by comparing to the baseline design. The effects of these 349 
geometry features on sub-objectives are discussed in the condition of solely changing one 350 
geometry at a time. More specially, the increase of toroidal radius increases the volume of 351 
piston bowl area, which leads to a larger room for fuel-air mixing and less wall impingement 352 
of fuel with piston bowl surface. More homogenous mixing means that a better combustion 353 
was achieved, this leads to high rate of heat release and high temperature. Better combustion 354 
also helps reduce soot emissions and improves fuel economy, but high temperature encourages 355 
NOx generation.  The effects of the increase of bowl diameter on sub-objectives are kind like 356 
that of the increase of toroidal radius. But too large bowl diameter results in fuel oil ejected 357 
targeting solely the bowl area of the piston to form high-density mixtures. It is not favourable 358 
for complete combustion so that encourages soot formation and leads to high SFOC. At the 359 
same time, a slightly lower temperature is achieved by comparing to that of moderate bowl 360 
diameter situation to generate less NOx emissions. Although optimal designs OPT_M and 361 
OPT_M&N both have large centre crown height, the effects of it may be far from to be noticed, 362 
due to volume increment happens in the centre of the piston and small swirl is applied.  363 
 364 
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Another obvious fact that optimal designs OPT_M and OPT_M&N also prefer late injection, 365 
low swirl and large spray angle, as it can be seen in Table 10. Late injection offers less time 366 
for fuel-air mixing, large spray angle results in some fuel adhering on the bottom of the piston 367 
head and on the surface of bowl area. Because of the low swirl in the combustion chamber, two 368 
separate high fuel density areas were spotted in Fig. 17.  All of these lead to inadequate mixing. 369 
The pent-up rate of heat release and incomplete combustion suppress the maximum 370 
temperature, which is unfavourable for NOx generation. 7KDW¶Vone of the main reasons for the 371 
low NOx emissions achieved in both the MOGA and combined method. The detailed evidences 372 
are provided in Fig. 16 (a), (b) and (c). Significant high soot formation rates resulting from 373 
inadequate mixing were seen during combustion progress in both optimal designs of MOGA 374 
and combined method. As shown Fig. 16 (d). However, high soot formation rates do not 375 
necessarily mean high soot emissions in the end thanks to the high rate of soot oxidation offered 376 
by high temperature in the afterburning process. The high temperature in the afterburning 377 
process is the side benefit of late injection because more fuel was burned in post combustion 378 
stage than the baseline and OPT_N design. Incomplete combustion occurred in these optimal 379 
designs brought up high fuel consumption rate as well. High swirl ratio is beneficial for fuel-380 
air mixing, this can be proved by Fig. 17, where the injection jets were distorted to be 381 
asymmetric. In 60 CA ATDC, a more homogeneous fuel distribution was seen in baseline and 382 
OPT_N designs, followed by a higher rate of heat release and maximum temperature, which 383 
encourages NOx formation and suppress soot generation, as shown in Fig. 16.  384 
 385 
 Table 10 Detailed design parameters of the baseline design and optimal designs 386 
Designs SOI 
(CA)  
Swirl 
ratio 
Spray 
angle 
(deg) 
Nozzle 
protrusion 
length (mm) 
Bowl 
diameter 
(mm) 
Centre 
crown height 
(mm) 
Toroidal 
radius 
(mm) 
30 
 
Baseline 710.0 1.0 143.0 2.5 120.0 6.0 20.0 
OPT_N 713.1 1.7 145.9 2.5 119.6 5.7 20.1 
OPT_M 719.0 0.6 147.9 1.7 120.9 8.2 21.3 
OPT_M&N 719.6 0.3 154.5 1.0 126.0 8.9 20.2 
 387 
Fig. 15 Comparisons of combustion chamber shapes of the baseline design and optimal designs 388 
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 389 
Fig. 16 Detailed comparisons of the baseline design and optimal designs  390 
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 391 
Fig. 17 CFD comparisons of fuel-air equivalence ratio of the baseline and optimal designs 392 
7 RSM analysis 393 
RSM was used to gain a better understanding of the influences of important design parameters 394 
on sub-objectives. Since a larger data set was obtained from MOGA, it is more suitable for 395 
RSM analysis. SS-ANOVA algorithm was used to detect the most important design parameters 396 
prior to building RSM functions. Results were shown in Fig. 18, Fig. 19 and Fig. 20.  SOI has 397 
the largest effects on NOx and SFOC, followed by SR or h001. Combustion chamber 398 
parameters have a larger impact on soot than other parameters, and the bowl diameter is the 399 
most influential one. Only the parameters ranked first three were selected for generating RSM 400 
functions.  401 
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 402 
Fig. 18 Rank of effects of design parameters on NOx emissions 403 
 404 
Fig. 19 Rank of effects of design parameters on soot emissions 405 
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 406 
Fig. 20 Rank of effects of design parameters on SFOC 407 
 408 
The RSM contour charts were generated by these important parameters on sub-objectives, as 409 
shown in Fig. 21. NOx, soot and SFOC were represented on the first row, second row and third 410 
row respectively. From the first row, SOI has an approximate uniformly distributed impact on 411 
NOx, i.e. NOx decreases with the increase of SOI. SR has a significant influence when it is 412 
larger than 2, which greatly deteriorates NOx emissions. SFOC increases with the increase of 413 
SOI, which is also the most influential factor. Reasons were already discussed in previous 414 
section. The second row indicates that a large amount of soot would be generated in the 415 
condition of h001 larger than 62mm and v003 lower than 6.8mm.   416 
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 417 
Fig. 21 RSM contour maps  418 
 419 
8 Conclusions 420 
Seven engine parameters were investigated by using NLPQL algorithm and MOGA separately 421 
and together. Comparisons were made on both objectives, sub-objectives, design parameters 422 
and detailed combustion processes. Then, RSM was used to gain a better understanding of 423 
design parameters on sub-objectives. The main conclusions are list as follows. 424 
(1) NLPQL algorithm approach optimal designs faster than MOGA with fewer runs, however, 425 
the weights of merit function should be selected carefully; 426 
(2) NLPQL algorithm is not that effective when it is introduced for the optimisation task with 427 
seven engine parameters.  428 
36 
 
(3) MOGA is more time consuming but offers broader and finer solutions. Hence, more Pareto 429 
designs are provided and a better design is obtained in each sub-objective than that of NLPQL 430 
algorithm. 431 
(4) If a good starting point was given by MOGA, NLPQL algorithm is an effective way for 432 
offering a better optimal design. 433 
(5) SOI has the dominant and clearly opposite effects on NOx and SFOC. 434 
(6) NOx and soot can be reduced greatly at the same time by adopting late injection, low swirl 435 
and large spray angle together, but fuel economy was sacrificed. 436 
(7) Combustion chamber geometries are influential to soot emissions.  437 
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