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LOCALIZATION THEORY IN AN ∞-TOPOS
MARCO VERGURA
Abstract. Inspired by [CORS18], we develop the theory of reflective sub-
fibrations on an ∞-topos E. A reflective subfibration L• on E is a pullback-
compatible assignment of a reflective subcategory DX ⊆ E/X , for every X ∈ E.
Reflective subfibrations abound in homotopy theory, albeit often disguised,
e.g., as stable factorization systems. We prove that L-local maps (i.e., those
maps that belong to some DX) admit a classifying map, and we introduce L-
separated maps, that is, those maps with L-local diagonal. L-separated maps
are the local class of maps for a reflective subfibration L′
•
on E. We prove this
fact in the companion paper [Ver]. In this paper, we investigate some inter-
actions between L• and L′• and explain when the two reflective subfibrations
coincide.
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1
1. Introduction
This is the first of a series of two papers on localizations in an∞-topos E , studied
via reflective subfibrations. The companion paper is [Ver].
In classical homotopy theory, localization of spaces gives tools and techniques
analogous to those provided in algebra by localizations of rings and modules. For
example, localization of spaces at primes allows one to simplify some problems
by working locally at each prime, and it introduces local-to-global principles and
fracture theorems in homotopy theory (see [MP12] for an overview). Localization
can also be seen as a way to present certain objects of interest, rather than as a tool
for simplifying them. For example, given a site C, we are interested in the study of
sheaves, rather than presheaves, over C, and the process of inverting the covering
sieves in the category of presheaves is better understood as a presentation of the
category of sheaves, rather than as a simplification of the category of presheaves.
It is thus interesting to develop a unifying framework for the study of localiza-
tion theories, with the goal of encompassing and generalizing some of the examples
that are already understood, while also providing new insights about them. Our
approach, based on the theory of reflective subfibrations on an ∞-topos E , em-
ploys the language of ∞-category theory, it emphasizes localization of maps rather
than localization of objects, and it naturally shares ties with homotopy type theory,
which has models in ∞-topoi. In this paper, we carry out a systematic study of
reflective subfibrations L• on E , show how they encompass many classical examples
of localizations, and explore some relationships between L• and another reflective
subfibration L′• associated to it.
1.1. Content and Structure. In Section 2, we follow [Lur09] and [GK17] to give
an overview of the theory of local classes of maps, and of univalent classifying maps
in an ∞-topos E . In order to formulate univalence, one needs to introduce an
object of equivalences between any two objects X and Y of E , defined in [GK17,
Thm. 2.10]. We give an alternative characterization of it in Lemma 2.8.
In Section 3, we take from [RSS17] the definition of reflective subfibrations on
an ∞-topos E and explore some of their properties. A reflective subfibration L• on
E is a pullback-compatible assignment of reflective subcategories DX ⊆ E/X , with
induced localization functor LX , for every X ∈ E . The collection of all objects
in DX , as X varies in E , form the L-local maps, and the objects of D := D1 are
called L-local objects. We show that L-local maps form a local class of maps in E ,
and we characterize reflective subfibrations on spaces as “fiberwise localizations”
(Corollary 3.13). Thus, L-local maps admit a univalent classifying map. This
classifying map links reflective subfibration on E to reflective subuniverses in HoTT.
In Section 4, we introduce and study L-connected maps (Definition 4.1). Our
main result in this section is the following theorem, which is proven, in a different
flavor and in HoTT, in [RSS17].
Theorem 4.8. Let E be an ∞-topos.
(1) Let F = (L,R) be a stable factorization system on E . There exists a
modality LF• on E whose local maps are exactly the maps in R.
(2) Let L• be a modality on E . Let L be the class of L-connected maps and
R the class of L-local maps. Then FL = (L,R) is a stable factorization
system on E .
Moreover, the assignments F 7→ LF• and L• 7→ FL are inverse to one another.
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In Section 5, given any set S of maps in E , we prove the existence of S-localization
on E (Proposition 5.11). If S = {f}, where f is a map of spaces, this recovers
localization of spaces at the f -equivalences, and localization of maps of spaces over
a fixed base X at the fiberwise f-equivalences.
In Section 6, we introduce L-separated maps as those maps whose diagonals are
L-local maps. L-separated maps inherit a lot of pleasant properties from L-local
maps. In particular, they also form a local class of maps of E (Proposition 6.7),
hence they satisfy a necessary condition to be themselves the local maps for a
reflective subfibration on E . Showing that this is indeed the case is the purpose of
our companion paper [Ver].
In Section 7, we present some results that we can state or prove once we know
that L-separated maps are associated to a reflective subfibration L′•. For example,
we give a way to produce new stable factorization systems from old ones (Propo-
sition 7.2), and we prove a result that shows how L′• accounts for the lack of com-
mutativity between L• and loop functors (Corollary 7.4). We also give an explicit
description of L′• when L• is localization at a set S of maps in E (Proposition 7.3).
We make use of the fact that L′-localization is almost left exact (Proposition 7.5)
to give a characterization of self-separated reflective subfibrations. These are reflec-
tive subfibrations L• for which L• = L
′
•, and they can be characterized in terms of
special localizations of E , the quasi-cotopological localizations (Definition 7.10), as
explained by the following result, which does not appear in [CORS18].
Theorem 7.13. The following are equivalent, for a reflective subfibration L• of E .
(1) L• is self-separated.
(2) L• is the modality associated to a quasi-cotopological localization of E .
In this case, hypercomplete maps are L-local.
1.2. Relation to other work. Our take on localization theory is inspired by
homotopy type theory, a dependent type theory with homotopy-theoretic features
([UF13]). More precisely, the definition of reflective subfibration on an ∞-topos
E appears in [RSS17] as the external notion (in higher topos theory, HTT) that
captures the internal description (in homotopy type theory, HoTT) of a reflective
subuniverse. The work in [RSS17] is mainly concerned Σ-closed reflective subuni-
verses, also known as modalities. These correspond to reflective subfibrations L•
for which the composite of two L-local maps is again an L-local map. In the con-
text of higher topos theory, the authors of [ABFJ17a] use the term “modality” as
a synonym for a stable factorization system on an ∞-topos E , and they carry out
a systematic study of these factorization systems. On the other hand, the authors
of [CORS18] shift their focus back to the general setting of reflective subuniverses,
motivated by the study in homotopy type theory of localizations at primes (which
are not modalities). We can then depict our work as the (homotopy) pushout square
{modalities in HoTT, [RSS17]} {localizations in HoTT, [CORS18]}
{modalities in HTT, [ABFJ17a]} {localizations in HTT, this work}
//
 
//
In [Shu19], Shulman gives a proof of the conjecture that every∞-topos models ho-
motopy type theory. Hence, all statements proven in HoTT can be translated into
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true statements in any ∞-topos E1. This applies, in particular, to the results in
[CORS18]. However, this recent development does not invalidate our work, for sev-
eral reasons. First of all, many results here are not present in [CORS18]. Secondly,
our work on localization in HTT can not be immediately recovered from the analo-
gous work in HoTT since the starting points are different (reflective subfibrations in
HTT, reflective subuniverses in HoTT). Furthermore, not all proofs we give here are
direct translations of the HoTT ones, as some type-theoretic arguments do not have
an obvious counterpart in the HTT setting. Even for those arguments that parallel
more closely the ones in [CORS18], our proofs can give some working-knowledge
on how to use and adapt HoTT reasoning to prove theorems in an ∞-topos E , in a
spirit similar to [ABFJ17a] and [Rez15].
Acknowledgements. We would like to thank Dan Christensen, for his support
and guidance, and Mike Shulman, for the careful reading of the material present
here, and for many helpful suggestions.
Notation and Conventions. We will make extensive use of the orthogonality
relation between maps in an ∞-category C. We refer the reader to [ABFJ17a,
Def. 3.1.1] for a definition. Given maps f and g in C, we write f ⊥ g to mean that
f is left orthogonal to g, and that g is right orthogonal to f .
When C has a terminal object 1, given an object X in C, we simply write f ⊥ X
to mean f ⊥ (X → 1). To minimize the risk of confusion, we use the symbol ⊥X
when we want to denote the orthogonality relation in the slice ∞−category C/X .
For example, if α : p→ q is a map in C/X and r is an object in C/X , α ⊥X r means
that α is left orthogonal to the map r→ idX in C/X .
Given a classM of maps in C, we write ⊥M for the class of maps in C that are
left orthogonal to every map in M, and we write M⊥ for the class of maps in C
that are right orthogonal to every map inM.
By an ∞-topos we mean an ∞-category E with the following properties.
(a) E is a locally presentable ∞-category ([Lur09, Def. 5.5.0.1]).
(b) Colimits in E are universal ([Lur09, Def. 6.1.1.2]).
(c) The class of all maps in E is a local class of maps (see [Lur09, Thm. 6.1.3.8]).
This characterization of ∞-topoi follows from [Lur09, Thm. 6.1.6.8] and is also
given in [ABFJ17a, Def. 2.2.3].
2. Univalence for local classes of maps
In this section, we develop some background on the theory of local classes of
maps and their classifying maps, building on [Lur09] and [GK17]. These notions
will allow us to link the theory of reflective subfibrations in higher topos theory to
the theory of reflective universes in homotopy type theory.
2.1. Local classes and classifying maps. We introduce here local classes of
maps in an ∞-topos E . Modulo size issues, these are the classes S of maps in E
that admit a classifying map. We fix an ∞-topos E throughout.
1 Modulo the initiality conjecture for homotopy type theory.
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Definition 2.1 ([Lur09, Def. 6.1.3.8, Prop. 6.2.3.14]). A class S of maps in E is
called local if it closed under small coproducts in E•→•, it is stable under pullbacks
and satisfies the following condition. Given any pullback square in E
E M
X Y
g
//
q

p

f
//
where f is an effective epimorphism, p is in S if and only if q is in S.
Definition 2.2. Let S be a pullback-stable class of maps in an ∞-topos E . Let
Cart(S) be the sub-∞-category of E•→• having the maps in S as objects and pull-
back squares as morphisms. A classifying map for S is a terminal object of Cart(S).
Thus, a classifying map p : E → X for S is a map in S such that every other
map in S is a pullback of p in an essentially unique way.
Example 2.3 ([Lur09, Prop. 6.1.6.3]). The class of all monomorphisms in an ∞-
topos E has a classifying map.
Proposition 2.4 ([Lur09, Prop. 6.1.6.7]). Let S be a local class of maps in an
∞-topos E. Then, there are arbitrarily large regular cardinals κ such that the class
Sκ of maps in S that are relatively κ-compact ([Lur09, Def. 6.1.6.4]) is local and
has a classifying map.
Notation 2.5. For every regular cardinal κ as in Proposition 2.4, we denote by
U˜κ → Uκ the classifying map for κ-compact maps in E . Here, U stands for “uni-
verse”, a terminology borrowed from homotopy type theory (see [UF13, § 1.3]). If
S is a local class of maps, we denote by U˜Sκ → U
S
κ the classifying map for Sκ. Note
that, by definition, there is a pullback square
U˜Sκ U˜κ
USκ Uκ
//
 
sκ
//
(1)
where the map sκ is unique up to equivalence.
2.2. Objects of equivalences and univalence. By [GK17], for X,Y ∈ E , there
is an object Eq(X,Y ) in E such that the global elements of Eq(X,Y ) are the
equivalences from X to Y . Such objects of equivalences are used to define and
characterize univalent maps in an ∞-topos.
Let J(E) be the core of E , that is, the (strict) pullback of ∞-categories
J(E) E
J(Ho(E)) Ho(E)
//
 
//
Since, for every ∞-category C and every X,Y ∈ C, Ho(C)(X,Y ) ≃ π0(C(X,Y )), it
follows that there is a pullback square
J(E)(X,Y ) E(X,Y )
π0(J(E)(X,Y )) π0(E(X,Y ))
//
 
//
(2)
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and that the map J(E)(X,Y )→ E(X,Y ) is a monomorphism.
Proposition 2.6 ([GK17, Thm. 2.10]). For every X,Y ∈ E, there is a subobject
EqE(X,Y ) of Y
X such that, for every T ∈ E, there is an equivalence of∞-groupoids
E(T,EqE(X,Y )) ≃ J(E/T )(X × T, Y × T ),
natural in T ∈ E. Furthermore, this is also true “locally”, that is, for every two
objects p, q in a slice category E/X .
Notation 2.7. For p : E → X and q : M → X , we write Eq/X(E,M) for the
domain of EqE/X (p, q). We will often just write Eq(p, q) for EqE/X (p, q).
We can give a more explicit description of Eq(X,Y ) as follows. For X,Y ∈ E ,
there is a map cX,Y : X
Y ×Y X → XX obtained as the adjunct map to the composite
XY × Y X ×X XY × Y
XY ×evX,Y
// X
evY,X
//
Lemma 2.8. For every X,Y ∈ E, there is a pullback square
Eq(X,Y ) XY × Y X ×XY
1 XX × Y Y
//

(cX,Y ◦pr12, cY,X◦pr13)

(idX ,idY )
//
where pr12 (resp. pr13) is the projection Y
X × XY × XY → Y X × XY onto the
first two components (resp. onto the first and last components). This is also true
“locally” for every p, q ∈ E/X .
Note that, on global elements, the right vertical map sends f ∈ E(X,Y ) and
g, h ∈ E(Y,X) to (gf, fh) ∈ E(X,X)× E(Y, Y ).
Proof. The statement for slice categories is proven exactly as the one for E , so
we just prove the latter. By [GK17, Lemma 2.8], there is an inversion map
i : Eq(X,Y ) → Eq(Y,X), such that, for every T ∈ E , the following diagram com-
mutes
J(E/T )(X × T, Y × T ) 1//
J(E/T )(X × T, Y × T )× J(E/T )(Y × T,X × T )
(id,i)

J(E/T )(X × T,X × T )//
idX×T

E/T (X × T, Y × T )× E/T (Y × T,X × T )

E/T (X × T,X × T )//

where the middle and bottom horizontal arrows are composition maps and the
unlabelled vertical maps are monomorphisms. For each T , i picks out an inverse
for an equivalence X × T → Y × T over T . Now, let P be the pullback in E of
the cospan displayed in the statement of the lemma. If we still denote by i the
composite of i with Eq(Y,X)֌ XY , there is a map Eq(X,Y )→ XY × Y X ×XY
given by Eq(X,Y ) ֌ Y X on the second component and by i on the other two
components. The above-mentioned result from [GK17] then implies that this map
determines a morphism ϕ : Eq(X,Y )→ P .
To show that ϕ is an equivalence, we verify that E(T, ϕ) is an equivalence of ∞-
groupoids for every T ∈ E . For ease of exposition, we show this for T = 1 only; the
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same proof below goes through for any T ∈ E by working with E/T (X × T, Y × T )
rather than E(X,Y ). There is a homotopy pullback in ∞Gpd
E(1, P ) E(Y,X)× E(X,Y )× E(Y,X)
1 E(X,X)× E(Y, Y )
//
 
//
whereas E(1,Eq(X,Y )) ≃ J(E)(X,Y ) can be described as the (strict) pullback (2).
Note that, by the description of equivalences in an ∞-category as those maps
having a left and a right inverse, the composite map
E(1, P )→ E(Y,X)× E(X,Y )× E(Y,X)→ E(X,Y )
automatically lands in J(E)(X,Y ), giving a map ψ : E(1, P ) → J(E)(X,Y ) which
takes (g, f, h) (for f : X → Y , gf ≃ id and fh ≃ id) to f . On the other hand, the
map ϕ˜ : J(E)(X,Y ) → E(1, P ) induced by ϕ sends an equivalence f : X → Y to
(i(f), f, i(f)), for a chosen inverse i(f) of f . It follows that ψ◦ ϕ˜ ≃ id. We conclude
by observing that ψ is an equivalence. For, if f ∈ J(E)(X,Y ), by definition of
E(1, P ) we get that
hofibf (ψ) ≃ hofibidY ((−) ◦ f)× hofibidX (f ◦ (−))
and both factors on the right are contractible, since f is an equivalence. 
Definition 2.9 ([GK17, §3.1]). The object of equivalences for p : E → X is the
object of E/X×X given by
EqE/X×X (p× idX , idX × p) : Eq/X×X(p× idX , idX × p)→ X ×X
where p× idX : E ×X → X ×X and similarly for idX × p. We write the object of
equivalences for p as Eq/X(p) : Eq/X(E)→ X ×X
By the definition of Eq, it follows that the identity map idp ∈ J(E/X)(p, p)
induces a map idtoequiv : X → Eq/X(E) over X ×X .
Definition 2.10. [GK17, §3.2] A univalent map is a map p : E → X in E for which
the associated map idtoequiv : X → Eq/X(E) is an equivalence in E/X×X .
Proposition 2.11 ([GK17, Prop. 3.8]). Every classifying map p is univalent.
We end this section with a result about truncated univalent map.
Lemma 2.12. Let p : E → X be a univalent and n-truncated map in an ∞-topos
E, for n ≥ (−1). Then both E and X are (n+ 1)-truncated.
Proof. It suffices to show that X is (n + 1)-truncated, that is, that ∆X is n-
truncated. By univalence, ∆X ≃ Eq/X(p), and Eq/X(p) is a subobject in E/X2 of
(idX×p)
(p×idX), so we can show that (idX×p)
(p×idX ) is n-truncated. Since idX×p
is a pullback of p, it is an n-truncated object of E/X2 . But then
(idX × p)
(p×idX) =
∏
p×idX
(p× idX)
∗(idX × p)
is also n-truncated, because right adjoints preserve n-truncated objects (see [Lur09,
Prop. 5.5.6.16]). 
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Corollary 2.13. Let p : E → X be the classifying map of monomorphisms in an
∞-topos. Then X is 0-truncated and E is contractible. In particular, p is the
subobject classifier of τ≤0(E), the ordinary 1-topos of 0-truncated objects of E.
Proof. We show that E is contractible. By Lemma 2.12 above, X is 0-truncated.
Since id1 is a monomorphism, there is a pullback square
1 E
1 X
∗
//
p1q
//
id1

p

for some map p1q : 1 → X , which is a monomorphism because X is 0-truncated.
Since E has a global element, the map E → 1 is an effective epimorphism. The
composite square
E
E
1 E
1 X
// //
// //
idE

∗
//
p1q
//
id1

p

shows that idE is the pullback of p along E ։ 1
p1q
−−→ X . Because p is a monomor-
phism, idE is also the pullback of p along itself. Since p is a classifying map, we then
get that the monomorphism p has a (effective epi,mono)-factorization E ։ 1֌ X ,
so that E → 1 has to be an equivalence, as needed. 
Notation 2.14. Given Corollary 2.13, we follow the traditional convention in topos
theory and denote by t : 1֌ Ω the classifying map for monomorphisms in E .
3. Reflective subfibrations and classifying maps
We introduce here the notion of reflective subfibrations L• on an ∞-topos E
([RSS17, §A.2]). This is a collection of pullback-stable reflective subcategories DX
of E/X , with reflector LX , as X varies in E . Objects of DX are called L-local maps.
In Section 3.1, we discuss some properties of reflective subfibrations. In Sec-
tion 3.2, we show that the class of L-local maps form a local class of maps (Propo-
sition 3.12), thus admitting a univalent classifying map (Theorem 3.15). We can
use this observation to link reflective subfibrations on E to reflective subuniverses
in homotopy type theory, as given in [CORS18] and in [RSS17].
3.1. Reflective subfibrations. We give here the definition of reflective subfibra-
tions on an ∞-topos E and derive some of their immediate properties.
Definition 3.1 ([RSS17, §A.2]). Let E be an ∞-topos.
(1) A system of reflective subcategories (srs) L• on E is the assignment, for
each X ∈ E , of an ∞-category DX such that:
• Each DX is a reflective ∞-subcategory of E/X , with associated lo-
calization functor LX =: E/X → E/X . This is the composite of the
reflector of E/X into DX and the inclusion of DX into E/X . When
X = 1, we write D for D1 and L for L1.
• For every map f : X → Y in E , the pullback functor f∗ : E/Y → E/X
restricts to a functor DY → DX which we still denote by f
∗.
(2) An srs L• on E is a reflective subfibration on E , if, for any f : X → Y in E
and any p ∈ E/Y , the induced map LX(f
∗p)→ f∗(LY p) is an equivalence.
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(3) An srs L• on E is composing if, whenever p : X → Y is in DY and q : Y → Z
is in DZ , the composite qp is in DZ .
(4) A modality on E is a composing reflective subfibration L• on E .
Remark 3.2. For every object X ∈ E and every map f : Y → X , we have that
(E/X)/f ≃ E/Y (see [Kap14, Lemma 4.18]). Therefore, for each X ∈ E , a reflective
subfibration L• induces a reflective subfibration L
/X
• of E/X by taking D
/X
f to be
DY . It follows that all the results we give below about reflective subfibrations on
an ∞-topos also hold “locally” in the ∞-topos E/X , for X ∈ E .
From now on, we fix a reflective subfibration L• on our favorite ∞-topos E .
Notation 3.3. We adopt the following notation for the rest of this work.
• A morphism p : E → X is called L-local if, seen as an object of E/X , it is
in DX . We call E ∈ E an L-local object if E → 1 is an L-local map.
• For X ∈ E , SX denotes the class of all LX -equivalences, i.e., maps α in E/X
such that LX(α) is an equivalence. Equivalently, SX =
⊥
DX , where
⊥
DX
denotes the class of maps in E/X which are left orthogonal to maps in DX .
When it is clear that α is a map in E/X , we often drop the explicit reference
to the object X , and just talk about L-equivalences.
• Given p ∈ E/X , we write ηX(p) : p → LX(p) for the reflection (or local-
ization) map of p into DX . Note that ηX(p) ∈ SX . For X ∈ E , we set
η(X) := η1(X).
Given a map f in E , we denote by Σf and by Πf the left and right adjoint to the
pullback functor f∗, respectively. We will use the following remarks extensively.
Lemma 3.4. Given f : X → Y , we have:
(i) f∗(SY ) ⊆ SX , that is, if α : p → q is an LY -equivalence, then the induced
map f∗(p)→ f∗(q) on pullbacks is an LX-equivalence;
(ii) Σf (SX) ⊆ SY .
Proof. Given q ∈ E/Y , ηX(f
∗q) = f∗(ηY (q)), so that, in particular, f
∗(ηY (q)) ∈
SX . Since, given a map α : q → q
′ in E/Y , LY (α) is the unique map with LY (α) ◦
ηY (q) = ηY (q
′)◦α, the first claim follows immediately. The second claim follows by
an adjunction argument: if α ∈ SX , given a map β : r → s in DY , Σf (α) ⊥Y β ⇐⇒
α ⊥X f
∗(β) and the latter holds since f∗ restricts to a functor DY → DX . 
Proposition 3.5. The following hold for any X ∈ E.
(i) p ∈ E/X is in DX if and only if α ⊥X (p→ idX) for each α ∈ SX .
(ii) If r ∈ DX and f : X → Y is any map in E, then
∏
f r is in DY .
(iii) DX is an exponential ideal in E/X , i.e., if r ∈ DX and p ∈ E/X , then the
internal hom rp is also in DX .
(iv) LX preserves products and SX is closed under products in E/X .
(v) A map α : p → q is in SX if and only if, for each r ∈ DX , the map of
internal homs rα : rq → rp is an equivalence.
(vi) p ∈ E/X is in DX if and only if p
α is an equivalence for each α ∈ SX .
Proof. For the first claim, since SX =
⊥
DX , DX ⊆ (SX)
⊥. On the other hand, if
p (that is, p → idX) is right orthogonal to SX , then there is a map γ : LX(p)→ p
with γ ◦ ηX(p) = idp and it is easy to see that ηX(p) is then an equivalence.
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As for (ii), given r ∈ DX , f : X → Y and α ∈ SY , adjointness gives that α ⊥Y∏
f r ⇐⇒ f
∗(α) ⊥X r and the latter orthogonality condition holds by Lemma 3.4
(i) and because r is in DX . Since internal homs can be constructed via pullbacks
and dependent products, it follows that DX is an exponential ideal, establishing
(iii). It is straightforward to check that this latter condition is equivalent to LX
preserving and SX being closed under products in E/X , proving (iv).
As for (v), DX being an exponential ideal implies that, for every p ∈ E/X and
r ∈ DX , r
ηX (p) : rLX (p) → rp is an equivalence. Thus, if α : p→ q is in SX , then r
α
is equivalent in E•→• to the equivalence rLX (α). Conversely, if rα is an equivalence
for every r ∈ DX , then, given a map β : r → s in DX , consider the diagram
rq
sq ×sp r
p
sq
rp
sp**
rα
  

//
sα
//

&&▼
▼
Since sα and rα are equivalences, the dotted map is also such, which implies that
α ⊥X β. Finally, (vi) follows from (i), using closure under products of SX . 
Remark 3.6. By Proposition 3.5 (i) and (v), a map α in E/X is such that, for
every r ∈ DX , E/X(α, r) is an equivalence of ∞-groupoids if and only if r
α is an
equivalence in E . In this case, α ∈ SX . Similarly, t ∈ E/X is in DX if and only
if, for every α ∈ SX , EX(α, t) is an equivalence, if and only if t
α is an equivalence.
The external-hom description of L-equivalences is used in higher category theory,
whereas the internal-hom description is the one available in homotopy type theory.
(In fact, homotopy type theory can not even state the external description, which
provides some added value to the homotopy theoretic approach to localization.)
Reflective subfibrations are defined so that these two perspectives coincide.
Proposition 3.7. Suppose given composable maps X
f
→ Y
g
→ Z in E such that
g, gf ∈ DZ . Then f ∈ DY .
Proof. Let α : p → q be a map in E/Y which is an LY -equivalence. For f to be in
DY , the induced map of ∞-groupoids E/Y (α, f) : E/Y (q, f) → E/Y (p, f) needs to
be an equivalence. We will prove this by realizing such a map as the comparison
map of fiber sequences in a pullback square. Consider the map Σg(α) : gp → gq
and let f : gf → g be the map induced by f . We have similar maps q : gq → g and
p : gp → g. By Lemma 3.4 (ii), Σg(α) is an LZ-equivalence. Since both g and gf
are in DZ by hypothesis, the vertical maps in the commutative square
E/Z(gq, gf) E/Z(gq, g)
E/Z(gp, gf) E/Z(gp, g)
E/Z(gq,f)
//
E/Z(Σg(α),gf)

E/Z(Σg(α),g)

E/Z(gp,f)
//
are equivalences. We can now take the induced map on fiber sequences. By the
dual of [Lur09, Lemma 5.5.5.12], we have:
hofibq
(
E/Z(gq, f)
)
=
(
E/Z
)
/g
(q, f) ≃ E/Y (q, f)
10
As q (Σg(α)) = p, we also get that hofibq(Σg(α))(E/Z(gp, f)) ≃ E/Y (p, f) and the
induced map on fibers is E/Y (α, f). 
Corollary 3.8. If X,Y are L-local objects, then any map f : X → Y is L-local. In
particular, if L is a modality and X ∈ D, then DX = D/X . 
Corollary 3.9. If g : A→ B is L-local, then so is ∆g : A→ A×B A.
Proof. Since g ∈ DB, g
∗(g) : A ×B A→ A is in DA. But g
∗(g) ◦∆g = idA, so the
claim follows by Proposition 3.7, since idA ∈ DA. 
3.2. Classification of L-local maps. We show here that, for a reflective subfi-
bration L• on an ∞-topos E , the L-local maps form a local class of maps in E and,
therefore, they admit a univalent classifying map.
Let ML is the class of all L-local maps. ML is stable under pullbacks, by
Definition 3.1.
Lemma 3.10. ML is closed under arbitrary small coproducts: if I is a set and
fj ∈ DXj for j ∈ I, then
∐
j fj is in D(
∐
j Xj)
.
Proof. For each A ∈ E , idA is L-local since it is the terminal object in E/A. In
particular, id0 is an L-local map, where 0 is the initial object of E . This takes care
of closure under empty coproducts. Since colimits in an ∞-topos are universal,
there is an equivalence
E/
∐
j Xj
≃
−→
∏
j
E/Xj
given by taking pullbacks along the inclusions ιj : Xj →
∐
j Xj . It follows that,
given a map α in E/
∐
j Xj
,
α ⊥∐
j Xj
∐
j
fj ⇐⇒ (ιk)
∗(α) ⊥Xk fk for all k ∈ I.
(Note that (ιk)
∗(
∐
j fj) = fk because coproducts in E are disjoint.) The latter
condition is true whenever α ∈ S(
∐
j Xj)
, thanks to Lemma 3.4 (i). 
Lemma 3.11. Given any pullback square in E
E M
X Y
g
//
p

q

f
//
where f is an effective epimorphism, p is in ML if and only if q is in ML.
Proof. By [Lur09, Lemma 6.2.3.16], the statement is true if we replace “being in
ML” with “being an equivalence”. Suppose p ∈ DX and consider ηY (q) : q →
LY (q). Since f
∗(ηY (q)) = ηX(f
∗(q)) = ηX(p) and p ∈ DX , f
∗(ηY (q)) must be
an equivalence. By the opening observation, ηY (q) is also an equivalence, so that
q ∈ DY . 
We have thus proved the following result.
Proposition 3.12. The class ML of all L-local maps is a local class of maps of
E.
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We can use the above proposition to characterize reflective subfibrations on ∞-
groupoids as fiberwise localizations.
Corollary 3.13. If E = ∞Gpd, a map p : E → X is L-local if and only if, for
every x ∈ X, the homotopy fiber hofibx(p) is an L-local ∞-groupoid.
Proof. If E = ∞Gpd, the canonical map s :
∐
x∈X 1 −→ X is an effective epi-
morphism since it induces a surjection on path components. Since colimits in an
∞-topos are universal, we have a pullback square
∐
x∈X hofibx(p)
∐
x∈X 1
E
X
//
s
//
s′

p

where s′ is the coproduct of the maps hofibx(p) → 1. Thus, p is L-local if and
only if s′ is L-local, by Lemma 3.11. Since, for x0 ∈ X , the pullback of s along
x0 : 1 →
∐
x∈X 1 is hofibx0(p) → 1, Lemma 3.10 and stability under pullbacks of
L-local maps give us that s′ is L-local if and only if every hofibx0(p) is L-local. 
Remark 3.14. The above corollary can be generalized to any ∞-topos E upon
replacing {1} with a set C of κ-compact generators of E . In this case, by the same
argument used in the proof of Corollary 3.13, p : E → X is L-local if and only if,
for every map A→ X with A ∈ C, A×X E → A is L-local. If every object in C is
L-local and L is a modality, this is the same as each object A×X E being L-local.
By Proposition 2.4 and Proposition 2.11, we get the following result.
Theorem 3.15. Let κ be a regular cardinal as in Proposition 2.4 and let MLκ be
the class of maps in E which are L-local and relatively κ-compact. Then MLκ has a
classifying map uLκ : U˜
L
κ → U
L
κ which is univalent.
Remark 3.16. If uκ : U˜κ → Uκ classifies κ-compact maps in E , then u
L
κ is a
pullback of uκ along a map lκ : U
L
κ → Uκ. Since uκ and u
L
κ are univalent, by
[GK17, Cor. 3.10] lκ is a monomorphism. Hence, lκ is the pullback of t : 1→ Ω (see
Notation 2.14) along a unique map IsLocalκ : Uκ → Ω, which then determines u
L
κ
(and all relatively κ-compact L-local maps). Maps Uκ → Ω are used to introduce
L-local types in homotopy type theory, where UL is called a subuniverse of the
universe U (see [CORS18, Def. 2.1]). Note that, given a κ-compact object X ∈ E ,
the associated characteristic map 1 → Uκ factors through lκ : U
L
κ ֌ Uκ (i.e., X
is L-local) if and only if the pullback of the composite 1 −→ Uκ
IsLocalκ−−−−−→ Ω along
1→ Ω gives a (−1)-truncated object of E which is equivalent to 1.
4. L-connected maps
We study here properties of a class of maps associated with a reflective subfibra-
tion L• on an ∞-topos E , the L-connected maps.
Section 4.1 contains the main definitions, and a few technical properties. In
Section 4.2, we prove that stable factorization systems on E correspond to modalities
L• on E (Theorem 4.8). In homotopy type theory, this correspondence is proven
in [RSS17, §1]. Although some overlap between our proof and the one in [RSS17]
occurs, we did not follow the work there for our arguments. We conclude Section 4.2
by discussing modalities on E associated to left exact reflective subcategories of E .
12
4.1. Definition and basic properties. Given a reflective subfibration L• on E ,
we define L-connected maps and prove some properties used in Section 4.2.
Definition 4.1. f ∈ E/X is said to be an L-connected map (in E) if LX(f) ≃ idX .
Equivalently, f is L-connected if
(f
ηX(f)
−→ LX(f)) ≃ (f
f
→ idX)
in the arrow category of E/X , where the equivalence is given by idf and LX(f)→ idX .
We sometimes refer to this fact by saying that an L-connected map f is its own
reflection map.
In particular, an L-connected map f : E → X is an LX-equivalence when seen
as a map f : f → idX in E/X .
Remark 4.2. By taking the reflection of f ∈ E/X intoDX and using stability under
pullbacks of reflection maps (see Definition 3.1 (2)), it follows that L-connected
maps are stable under pullbacks along arbitrary maps.
Lemma 4.3. Suppose given composable maps X
f
−→ Y
g
−→ Z and suppose that f is
L-connected. Then g is L-connected if and only if gf is L-connected.
Proof. Let ηZ(g) : g → LZ(g) be the reflection map of g ∈ E/Z into DZ . By
hypothesis, f : f → idY is the reflection map of f into DY . By Lemma 3.4 (ii),
Σg(f) : gf → g is an LZ-equivalence and so the composite map in E/Z given by
ηZ(g)◦Σgf : gf → LZ(g) is the reflection map of gf intoDZ . The claim follows. 
Lemma 4.4. If L• is a modality on E, then, for every map f : E → X, the reflection
map ηX(f) : f → LX(f) is L-connected.
Proof. We prove this result for X = 1, the general case having the same proof. Let
η(E) : E → LE be the reflection map of E and let n : η(E) → LLE(η(E)) be the
reflection of η(E) into DLE (that is, n = ηLE(η(E))):
E LE
LLE(E)
n ,,
η(E) //
LLE(η(E))⑧
⑧⑧
⑧⑧
By Lemma 3.4 and since L is a modality, n is an L1-equivalence into the L-local
object LLE(E), and it is therefore equivalent to η(E) via the map LLE(η(E)).
Hence, η(E) is L-connected. 
Lemma 4.5. Let L• be a reflective subfibration on E. Then the following hold.
(i) Suppose p : E → X is a map in E with the property that f ⊥ p for every
L-connected map f . Then p is an L-local map.
(ii) Suppose that L• is a modality and let f : A → B be a map in E with the
property that f ⊥ p for every L-local map p. Then f is an L-connected
map.
Proof. We start by proving (i). Consider the reflection map of p into DX given by
E LX(E)
X
p ❄
❄❄
❄
ηX (p)
//
LX(p)
⑧⑧
⑧
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Then, by Lemma 4.4, ηX(p) is L-connected. Therefore, by the hypothesis on p, there
is a unique n : LX(E)→ E with nηX(p) = idE and pn = LX(p). In particular, p is
a retract of the L-local map LX(p) and it is therefore an L-local map itself.
As for (ii), consider the reflection map of f into DB given by
A LB(A)
B
f 
❄❄
❄❄
ηB(f)
//
LB(f)
⑧⑧
⑧
The hypothesis on f implies that there is a unique s : B → LB(A) with sf = ηB(f)
and LB(f)s = idB. In particular, sLB(f) can be seen as a map LB(f)→ LB(f) in
E/B. Precomposing this map with ηB(f), we deduce that sLB(f) = id. Hence, s is
an equivalence and f is L-connected, by Lemma 4.4. 
4.2. Stable factorization systems are modalities. In [ABFJ17a] the term
“modality” is used as a synonym for a stable factorization system on an ∞-topos
E . We reconcile here that terminology with the definition of modality given in
Definition 3.1. Namely, we show that there is a bijective correspondence between
stable factorization system on E and modalities on E .
Recall that a factorization system F = (L,R) on E is stable if the left class L is
stable under pullbacks. (The right class R is always stable under pullbacks.)
Example 4.6. For every n ≥ −2, the n-truncated maps in an ∞-topos E form
the right class of a stable factorization system, whose left class is given by the
n-connected maps (see [ABFJ17a, Prop. 3.3.6] and [Lur09, §6.5.1]).
Given a class M of maps in E and an object X ∈ E , we let MX be the class of
maps in E/X that are mapped into M by the forgetful functor E/X → E .
Lemma 4.7 ([ABFJ17a, Lemma 3.1.7]). Let F = (L,R) be a factorization system
on E. Then, for every X ∈ E, FX := (LX ,RX) is a factorization system on E/X.
We are now ready to prove the following result.
Theorem 4.8. Let E be an ∞-topos.
(1) Let F = (L,R) be a stable factorization system on E. There exists a modal-
ity LF• on E whose local maps are exactly the maps in R.
(2) Let L• be a modality on E. Let L be the class of L-connected maps and
R the class of L-local maps. Then FL = (L,R) is a stable factorization
system on E.
Proof. We prove the two statements separately and we start from the first claim.
Let F = (L,R) be any factorization system on E . Set D := R/1, the full sub-
category of E spanned by those X ∈ E such that the map X → 1 is in R. It follows
from uniqueness and functoriality of the (L,R)-factorizations (see [ABFJ17a, § 3.1]
and [Lur09, Prop. 5.2.8.17]) that D is a reflective subcategory of E . For X ∈ E ,
the value L(X) ∈ D of the reflector and the unit map η(X) : X → L(X) are deter-
mined by the fact that (η(X), L(X) → 1) is the (L,R)-factorization of the map
X → 1. In particular, η(X) is a map in L, which gives the universal property for
the unit map. We can apply the same considerations to the factorization system
(LX ,RX) on E/X , and obtain a reflective subcategory DX := (RX)/idX of E/X , for
every X ∈ E . Note that p ∈ E/X is in DX if and only if it is in R when considered
as a map in E . Since the class R is closed under pullbacks along any map and
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under compositions with maps in R (see [ABFJ17a, Lemma 3.1.6 (3)]), it follows
that the assignment X 7→ DX so defined gives rise to a composing srs L
F
• on E
(see Definition 3.1). It is straightforward to see that LF• is a reflective subfibration
when F = (L,R) is a stable factorization system.
For the second claim, let L• be a modality on E and let FL = (L,R) be as
in the statement of the theorem. For any f : E → X in E , the reflection of f
into DX is an FL-factorization of f , by Lemma 4.4. Both L and R contain all
equivalences and are closed under composition, by Lemma 4.3 and because L• is
a modality. Furthermore, by Remark 4.2, the left class is closed under pullbacks,
while Lemma 4.5 says that L⊥ ⊆ R and ⊥R ⊆ L.
Thus, to conclude that FL is a factorization system, we just need to show that,
for every L-connected map f : X → Y and for every L-local map p : E → Z, we
have that f ⊥ p, that is the following commutative diagram in ∞Gpd
E(Y,E) E(Y, Z)
E(X,E) E(X,Z)
E(Y,p)
//
E(f,E)

E(f,Z)

E(X,p)
//
is a pullback square. Equivalently, we can check that the induced map on fibers is
an equivalence. By looking at the fiber over k ∈ E(Y, Z), such an induced map is
given by E/Z(f, p) : E/Z(k, p) → E/Z(kf, p), where f is given by considering f as a
map kf → k in E/Z . This map fits into the following commutative square in ∞Gpd
E/Z(LZ(k), p) E/Z(k, p)
E/Z(LZ(kf), p) E/Z(kf, p)
E/Z(ηZ(k),p)
//
E/Z(LZ(f),p)

E/Z(f,p)

E/Z(ηZ(kf),p)
//
(Here, ηZ(k) : k → LZ(k) is the reflection of k into DZ and similarly for ηZ(kf).)
Note that the horizontal maps are equivalences as p is L-local. Since f is L-
connected, f : f → idY is an LY -equivalence and so f = Σk(f) is an LZ-equivalence,
by Lemma 3.4 (ii). Therefore, LZ(f) is an equivalence and then E/Z(f, p) is also
an equivalence. Hence, f ⊥ g and FL is a stable factorization system. 
Corollary 4.9. The assignments F 7→ LF• and L• 7→ FL determine a bijective
correspondence between the class of stable factorization systems on an ∞-topos E
and the class of collections {DX}X∈E of reflective subcategories DX ⊆ E/X which
form the L-local maps for a modality L• on E.
Proof. If F = (L,R) is a stable factorization system, the right class of FLF
•
is again
R and then the left class has to be L since L = ⊥R. Thus, F = FLF
•
. If L• is the
modality associated to {DX}X∈E , then, by definition, the reflective subcategories
D˜X associated to the modality L
FL
• are given by the L-local maps with codomain
X ∈ E . Therefore, D˜X = DX , for every X ∈ E . 
Example 4.10. By Example 4.6, for every n ≥ −2, there is a modality Ln• on E ,
for which the L-local maps are the n-truncated maps. We call this modality the
n-truncated modality on E .
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We conclude this section by applying Theorem 4.8 to construct reflective sub-
fibrations out of a left exact localization of an ∞-topos E . Suppose D ⊆ E is a
reflective subcategory, with reflector a : E → D. Recall that D is called left exact if
a is left exact, that is, if it preserves finite limits.
Proposition 4.11. Let i : D →֒ E be a left exact reflective subcategory of E with
reflector a : E → D. Set L := ia : E → E. Then there is a modality L• on E for
which L1 = L, and f : X → Y is L-local if and only if there is a pullback square
X LX
Y LY
η(X)
//
f

Lf

η(Y )
//
(3)
Proof. Since L = ia is left exact, L gives rise to a stable factorization system on E ,
by [ABFJ17b, Lemma 2.6.4]. The left class L of this factorization system consists
of the L-equivalences and R = L⊥ is exactly the class of all maps f : X → Y in E
satisfying the stated pullback condition. We conclude by Theorem 4.8 (1). 
In [Ver, Prop. 3.6], we show that a pullback-like characterization of L-local maps
similar to the above one can be given for any reflective subfibration L• on E , upon
suitably replacing the reflection map η(Y ).
Remark 4.12. In the context of Proposition 4.11, Corollary 4.9 implies that the
L-connected maps are exactly the L1-equivalences. Therefore, Proposition 4.11 is
really just a special case of the constructions given in Theorem 4.8 with a different
description of the class of L-connected and L-local maps. In fact, we can note the
following. Recall from Definition 4.1 that every L-connected map f : Y → X is an
LX-equivalence when seen as a map f : f → idX . Using Lemma 3.4 (ii), it follows
that, for the modality L• of Proposition 4.11, the following hold.
(a) The class of L1-equivalences and the class of L-connected maps coincide.
(b) For everyX ∈ E , a map α : p→ q is an LX-equivalence if and only if ΣX(α)
is an L1-equivalence.
The modalities on E with these properties correspond to the so-called lex modalities
in homotopy type theory — see [RSS17, Thm. 3.1].
5. Existence of f -localization
Fix a map f : A → B in an ∞-topos E . We will construct here a reflective
subfibration on E out of this datum. When E = ∞Gpd, this recovers the classical
localization of spaces at a map f .
Definition 5.1. A map f is internally orthogonal to a map g in E if (f × Z) ⊥ g
for every object Z ∈ E . If this holds, we write f  g.
Definition 5.2. A factorization system (L,R) in an ∞-topos E is called cartesian
if, for every l ∈ L and every r ∈ R, l  r (rather than simply having l ⊥ r).
Let R := {f}  be the class of all maps g such that f  g. Then, if we let L :=
⊥R = R, (L,R) is a cartesian factorization system (see [ABFJ17a, Prop. 3.2.9]).
Thus, as in Theorem 4.8, we get that D := R/1 is a reflective subcategory of E .
Since, if l, l′ ∈ L, then l× l′ ∈ L, it follows that D consists of all those X ∈ E such
that Xf : XB → XA is an equivalence in E , and that D is an exponential ideal (see
Proposition 3.5 (iii) for terminology).
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Definition 5.3. An object X ∈ E such that Xf : XB → XA is an equivalence is
called an f -local object.
Remark 5.4. If we let Lf : E → E be the localization functor associated to D, the
Lf -equivalences form the class ⊥D =  D. Since X ∈ E is f -local if and only if
Xs is an equivalence for every Lf -equivalence s, one can see that X ∈ E is f -local if
and only if the map of∞-groupoids E(f,X) : E(B,X)→ E(A,X) is an equivalence.
For any fixed X ∈ E , we can consider the map f × X : prA → prB in E/X ,
where prA : A ×X → X is the projection map, and similarly for prB. Set R
X :=
{f×X} . As above, we get a cartesian factorization system (LX ,RX) in E/X with
LX :=
⊥(
RX
)
= 
(
RX
)
. Then DX := R
X
/idX
is a reflective subcategory of E/X .
Definition 5.5. We call a map p : E → X in E an f -local map if the map
p(f×X) : pprB → pprA in E/X is an equivalence.
The reflective subcategory DX consists precisely of the f -local maps.
Remark 5.6. Using the fact that, if s ∈ E/X and S = dom(s), the product map
(f ×X)×X s in E/X is the map
A× S
X
s prA ""
❉❉
❉❉
B × S
f×S
//
sprB||③
③③
③
in E/X , it is easy to see that RX ⊆ R
X , where — as in Lemma 4.7 — RX is the
class of maps in E/X that are in R when seen as maps in E .
We claim that this assignment X 7→ DX defines a reflective subfibration.
Proposition 5.7. For every map f : A→ B in E, there is a reflective subfibration
L
f
• on E for which the local maps are exactly the f -local maps.
Proof. Fix f : A → B in E . We show that the reflective subcategories DX of f -
local maps constructed above give rise to a reflective subfibration. Consider a map
g : Y → X in E . We show that g∗(p) is in DY for p ∈ DX . By hypothesis, p
(f×X) is
an equivalence in E/X , so that g
∗(pf×X) is an equivalence in E/Y . But g
∗
(
p(f×X)
)
is equivalent to (g∗(p))g
∗(f×X) (as maps in E/Y ). Since g
∗(f ×X) = f ×Y as maps
in E/Y , we can conclude that g
∗(p) is in DY .
We now verify the condition of Definition 3.1 (2). Let p ∈ E/X with E := dom(p).
The reflection of p intoDX is given by the (L
X ,RX)-factorization of p→ idX , which
we depict as the diagram
E LX(E) X
lp
//
rp
//
p
**
in E . We need to show that, for g : Y → X in E , (g∗(lp), g
∗(rp)) is the (L
Y ,RY )-
factorization of g∗(p) → idY in E/Y , where g
∗(lp) : g
∗(p) → g∗(rp). Note that, by
the first part above, we have g∗(rp) ∈ DY (that is, g
∗(rp)→ idY is in R
Y ). Thus,
we need to show that g∗(lp) is in L
Y . This means showing that, for every m ∈ RY ,
g∗(lp) ⊥Y m. But, by adjointness, this orthogonality condition in E/Y is equivalent
to the orthogonality condition lp ⊥X
∏
gm in E/X . Since lp ∈ L
X by hypothesis,
it suffices to show that, for every g : Y → X and every m ∈ RY ,
∏
gm is in R
X .
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By Remark 5.6, if s ∈ E/X and S := dom(s), the product map (f × X) ×
X s
in E/X is the map f × S : s prA → s prB in E/X . By definition,
∏
gm is in R
X
precisely if (f × S) ⊥X
∏
gm in E/X for every s ∈ E/X as above. By adjointness,
this happens if and only if g∗(f × S) ⊥Y m in E/Y . An easy application of the
pasting lemma for pullbacks shows that, if we denote the domain of g∗(s) by g∗(S),
g∗(f × S) is the map
A× g∗(S)
Y
prA %%
❑❑
❑❑
❑
B × g∗(S)
f×g∗(S)
//
prByys
ss
ss
in E/Y . This map is the product map of the object g
∗(s) ∈ E/Y with the map
f × Y : prA → prB in E/Y . Since m ∈ R
Y = {f × Y } , we can conclude that
g∗(f × S) ⊥Y m, as required. 
Definition 5.8. Given a map f : A→ B in E , we call the reflective subfibration Lf
of Proposition 5.7, the f-local reflective subfibration on E . When f is the unique map
A→ 1 for an object A ∈ E , we call the f -local reflective subfibration A-nullification.
Proposition 5.9 (cf. [ABFJ17a, Ex. 3.4.3]). A-nullification is a modality for every
A ∈ E.
Proof. Using the same notation as in Lemma 4.7, we show that, for every X ∈ E ,
RX = RX so that the claim follows from Theorem 4.8. By Remark 5.6, RX ⊆ R
X
holds for every f -local reflective subfibration so we just need to prove the reverse
inclusion. Let then α : p→ q be a map in RX and set m := ΣX(α). Showing that
α is in RX means proving that m ∈ R. That is, we have to show that, for every
C ∈ E , every commutative square in E
C M
k
//
A× C
prA

E
h
//
m
 (∗)
has a unique diagonal filler. If we let prA : k prA → k be the map in E/M induced by
prA, this means showing that, for every k ∈ E(C,M), in the following comparison
diagram of fiber sequences
E/M (k,m) E(C,E) E(C,M)
E/M (k prA,m) E(A × C,E) E(A × C,M)
//
E(C,m)
//
//
E(A×C,m)
//
E/M (prA,m)

E(prA,E)

E(prA,M)

the rightmost square is a pullback, that is, the leftmost map is an equivalence.
Now, k gives rise to a map k : qk→ q in E/X and
hofibk
(
E/X(qk, α)
)
= (E/X)/q(k, α) ≃ E/M (k,m)
Similarly, k prA gives rise to a map k prA : qk prA → q in E/X and
hofibk prA
(
E/X(qk prA, α)
)
≃ E/M (k prA,m).
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It follows that there is a comparison diagram of fiber sequences
E/M (k,m) E/X(qk, p) E/X(qk, q)
E/M (k prA,m) E/X(qk prA, p) E/X(qk prA, q)
//
E/X(qk,α)
//
//
E/X(qk prA,α)
//
E/M (prA,m)

E/X(prA,p)

E/X(prA,q)

We claim that the right square is a pullback so that the induced map on fibers is an
equivalence. Indeed, prA is the product map in E/X of idqk with pr2 : pr2 → idX ,
where pr2 : A × X → X . Since L
X is closed under products and pr2, idqk ∈ L
X ,
prA ⊥X α, which means that the right square above is a pullback. 
Definition 5.10. Let S = {fi : Ai → Bi}i∈I be a set of maps in E . A map p is
S-local if it is fi-local for every i ∈ I.
Proposition 5.11. Let S = {fi : Ai → Bi}i∈I be a set of maps in E. There is a
reflective subfibration LS• on E whose local maps are the S-local map. In particular,
a map is an LS-equivalence precisely if it is an fi-equivalence for every i ∈ I.
Proof. [ABFJ17a, Prop. 3.2.9] gives a cartesian factorization system (L,R) on E
in which R = S . Furthermore, X ∈ E belongs to the associated reflective sub-
category D = R/1 if and only if X
fi is an equivalence for every i ∈ I. For every
X ∈ E , we set S×X := {fi×X : prAi → prBi}i∈I , consider the associated cartesian
factorization system on E/X , and obtain a reflective subcategory DX of E/X . An
argument essentially the same as the proof of Proposition 5.7 shows that in this
way we get a reflective subfibration LS• on E with the required properties. 
6. L-separated maps
Given a reflective subfibration L• on E , we introduce L-separated maps, that is,
those maps whose diagonal is an L-local map. We prove some closure properties
of L-separated maps. We leave to the companion paper [Ver] the delicate task of
showing that there is a reflective subfibration L′• on E such that the L
′-local maps
are exactly the L-separated maps. We will, however, gather here some results from
[Ver] that we need.
Definition 6.1. A map p : E → X in E is called L-separated or L′-local if the
object ∆p ∈ E/E×XE is in DE×XE , i.e., if ∆p is an L-local map.
Remark 6.2. Given a Kan complexX , ∆X is, up to equivalence, the path-fibration
X∆[1] ։ X ×X . Hence, Definition 6.1 describes all those spaces X for which the
fibers of the path-fibration map (i.e., the spaces Path(x, y) of paths in X between
any two points x, y ∈ X) are L-local.
Remark 6.3. We can make the following elementary observations.
(i) Corollary 3.9 is exactly the statement that every L-local map is L-separated.
(ii) The diagonal of every monomorphism is an equivalence, so every monomor-
phism is L-separated. In particular, (−1)-truncated objects are L-separated.
Example 6.4. For every n ≥ −2, consider the n-truncated modality L = Ln• on
E of Example 4.10. By [Lur09, Lemma 5.5.6.15], the Ln-separated maps are the
(n+ 1)-truncated maps.
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L-separated maps share the same closure properties as L-local maps.
Proposition 6.5. Let f : Y → X be a map in E, and let p : E → X and q : M → Y
be L-separated maps. Then f∗(p) ∈ E/Y and
∏
f q ∈ E/X are L-separated. Further-
more, the internal hom pf is L-separated.
Proof. We begin by showing that f∗(p) is L-separated. Write f∗(E) for Y ×X E,
so that f∗(p) : f∗(E)→ Y . The composite pullback square in E
f∗(E) Y
f∗(p)
//
f∗(E)×Y f
∗(E)

f∗(E)//
f∗(p)

X
f
//
E//
p

is the same as the composite square
f∗(E) E//
f∗(E)×Y f
∗(E)

E ×X E//
p∗(p)

X
p
//
E//
p

Therefore, in this last diagram, the left square is a pullback. By an easy application
of the pasting lemma for pullbacks, we then get that the square
f∗(E)×Y f
∗(E) E ×X E//
f∗(E)
∆(f∗(p))

E//
∆p

is a pullback. Hence, ∆(f∗(p)) is the pullback of the L-local map ∆p, so it is itself
L-local by Definition 3.1 (1).
As for stability under dependent products, we get that ∆(
∏
f q) is L-local by
applying Function Extensionality for dependent products (see [Ver, Prop. 5.5 &
Rmk. 5.6]) to q ∈ E/Y and to
∏
f , since L-local maps are closed under pullbacks and
dependent products along arbitrary maps (by Proposition 3.5 (ii)), and because ∆q
is L-local by hypothesis. The last claim now follows, since (−)f ≃
∏
f f
∗(−). 
Lemma 6.6. Suppose given composable maps X
f
→ Y
g
→ Z in E such that g and
gf are L-separated. Then f is L-separated.
Proof. There are pullback squares
X ×Z X X ×Z Y
idX×Zf
//
X ×Y X

X//

Y ×Z Y
f×Z idY
//
Y
f
//
∆g

in which all the vertical maps are L-local, since ∆g is L-local by hypothesis. If we
let p be the leftmost vertical map, we have that p ◦ ∆f = ∆(gf). We can then
conclude using Proposition 3.7. 
Proposition 6.7. The class M′ of all L-separated maps is a local class of maps.
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Proof. We already know that M′ is pullback-stable. Suppose given a set of L-
separated maps fi : Xi → Yi, for i ∈ I. Let p : P →
∐
iXi be the pullback of
∐
i fi
with itself. Because colimits in E are universal, P ≃
∐
i ι
∗
Xi
(p), where ιXi is the
coproduct inclusion of Xi. For a fixed j ∈ I, by definition of p and of
∐
i fi, ι
∗
Xj
(p)
is the pullback of
∐
i fi along ιYj ◦ fj and this pullback is just Xj ×Yj Xj :
Xj ×Yj Xj Xj
∐
iXi
Xj Yj
∐
i Yi
//
ιXj
//

fj

∐
j fj

fj
//
ιYj
//
Here the right square is a pullback because coproducts in E are disjoint. Thus,
P =
∐
iXi ×Yi Xi and it follows that ∆(
∐
i fi) is the map
∐
i∆(fi), which is L-
local because the class of L-local maps is closed under coproducts (see Lemma 3.10).
Finally, suppose given a pullback square
X Yf // //
E
p

Mg //
q

where f is an effective epi and p is L-separated. We need to show that q is L-
separated. We have a commutative cube in E
E M// //
E ×Y M

M ×Y M// //

X Y
f
// //
E
p

M
g
// //
q

$$❏
❏❏
$$❏
❏❏
$$❏
❏❏
❏
q
❏
$$❏
Here the bottom, front and right faces are all pullback squares. Since the composite
of the back and right faces is also a pullback square, it follows that the back face is
a pullback square, which implies all faces are pullback squares. Hence, E ×Y M ։
M ×Y M is an effective epimorphism and E ×X E = E ×Y M . Therefore, the
diagonal ∆p can be identified with idE ×Y g, which is then L-local (since ∆p is
L-local by hypothesis). Thus, in the pullback square
E M
E ×Y M M ×Y M
g
//
idE×Y g

∆q

// //
the left vertical map is L-local and the bottom horizontal map is an effective epi-
morphism. By Lemma 3.11, it follows that ∆q is also L-local, as required. 
Since every L-local map is L-separated, using Proposition 2.4, Proposition 2.11
and [GK17, Cor. 3.10] we get the following result.
Corollary 6.8. Let κ be a regular cardinal such that the class of relatively κ-
compact L-separated maps is classified by a univalent map uLκ
′
: U˜L′κ → U
L′
κ . If
uLκ : U˜
L
κ → U
L
κ is the classifying map for relatively κ-compact L-local maps, then u
L
κ
is the pullback of uLκ
′
along a monomorphism ULκ ֌ U
L′
κ .
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By Proposition 6.7, L-separated maps satisfy a sufficient condition for being
the class of local maps for a reflective subfibration on E . The main goal of the
companion paper [Ver] is to prove that this is indeed the case.
Theorem 6.9 ([Ver, Thm. 4.3 & Cor. 4.4]). Given any reflective subfibration L•
of an ∞-topos E, there exists a reflective subfibration L′• of E such that the L
′-local
maps are exactly the L-separated maps. Furthermore, if L• is a modality, then so
is L′•.
In particular, this implies that, for every p ∈ E/Z , there exists an L
′-localization
map, η′ : p → L′Z(p), that is a map in E/Z into an L-separated map which is
initial among all maps from p into an L-separated map. We have the following
characterization result of L′-localization maps.
Theorem 6.10 ([Ver, Thm. 3.10]). The following are equivalent for a map in E/Z
X
Z
p
##●
●●
●●
●●
X ′
η′
//
p′{{✇✇
✇✇
✇✇
✇
(1) η′ is an L′-localization map of p.
(2) η′ is an effective epimorphism and
X
X ×Z X
∆p ##●
●●
●●
● X ×X′ X
∆η′
//
{{✇✇
✇✇
✇✇
is an L-localization map of ∆p.
7. Consequences of the existence of L′•
We explore here a few interactions between L′• and L•, and we discuss those
reflective subfibrations for which L• = L
′
•.
In Section 7.1 we study a few consequences of the existence of L′-localizations.
In particular, Proposition 7.2 constructs new stable factorization systems from a
given one, and shows how the theory of reflective subfibrations can be used to prove
theorems that make no reference to it. We then prove that L′1 is almost left exact
(Proposition 7.5), paralleling the equivalent statement in [CORS18, §2.4].
In Section 7.2, we introduce self-separated reflective subfibrations as those L• for
which L-separated maps are L-local. We show that every self-separated reflective
subfibration is associated to a (quasi-)cotopological localization of E (Theorem 7.13).
The content of this section does not appear in [CORS18].
7.1. Further interactions between L• and L
′
•. Let L• be a reflective subfibra-
tion on E . We gather here some results relating L• and L
′
•.
We begin by looking at L′-connected maps, which are linked to L-connected
maps in the expected way.
Proposition 7.1. A map p : E → X is L′-connected if and only if it is an effective
epimorphism and ∆p : E → E ×X E is L-connected.
Proof. By Definition 4.1, p is L′-connected if and only if p : p → idX is the L
′-
localization map of p ∈ E/X . The claim now follows from Theorem 6.10. 
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We use this result to construct stable factorization systems from a given one.
Proposition 7.2. Let F = (L,R) be a stable factorization system on an ∞-topos
E. Let L′ be the class of maps f in E which are effective epimorphisms and such
that ∆f ∈ L, and let R′ be the class of maps g in E such that ∆g ∈ R. Then
F ′ = (L′,R′) is a stable factorization system on E.
Proof. By Theorem 4.8, there is a modality L• = L
F
• on E associated to F and
the modality L′• of L-separated maps gives rise to a stable factorization system
F ′ = FL′ . Since the L
F
• -connected maps are the maps in L, we conclude by
Proposition 7.1. 
Recall from Proposition 5.11 the reflective subfibration LS• associated to a set S
of maps in E . For these kinds of reflective subfibrations, the description of L′• is
particularly simple.
Proposition 7.3. Let S be a set of maps in E. Then (LS)′ = LΣS, where ΣS is
the set of maps given by the suspensions of the maps in E.
Proof. We show that the LS-separated maps are the LΣS-local maps. We prove
this for objects, the proof for maps being essentially the same, upon replacing E
with a slice ∞-topos E/Z . We can reduce to the case where S consists of a single
map f : A → B. Let X ∈ E . We want to show that XΣf : XΣB → XΣA is an
equivalence if and only if (∆X)f×X
2
: ∆XprB → ∆XprA is an equivalence, where
f ×X2 : prA → prB is a map in E/X2 , for prA : A×X
2 → X2 the projection map,
and similarly for prB. Note that, since ΣA comes with basepoints S,N : 1 → ΣA,
XΣA is an object over X2. Similarly, XΣf is a map over X2 and it is an equivalence
as such if and only if it is an equivalence as a map in E , since the forgetful functor
E/X → E is conservative. We now show that X
Σf is (∆X)f×X .
Let [A × X2, X2] be the domain of (∆X)prA , when seen as a map in E . By
[ABFJ17b, Lemma 2.5.5], there is a pullback square
[A×X2, X2] XA
X2 (X2)A
//
(∆X)prA  (∆X)
A

//
where the bottom map is induced by A→ 1. If we paste this square with
XA XA
(X2)A (XA)2
id
//
(∆X)A
 ∆(X
A)

≃
//
we get that (∆X)prA is also the pullback of ∆(XA) along c2 : X2 → (XA)2, where
c : X → XA is induced by A → 1. But (c2)∗(∆(XA)) = (X ×XA X → X
2) and
X ×XA X ≃ X
ΣA, because ΣA = 1
∐
A 1. Therefore, (∆X)
prA = (XΣA → X2).
Similarly, (∆X)prB = (XΣB → X2) and (∆X)f×X is XΣf . 
Let L0• be the 0-truncated modality, as in Example 4.6. Consider the circle S
1
in the ∞-topos E =∞Gpd and fix a point in it. Then ΩS1 is 0-truncated. (Recall
that, forX ∈ E and x : 1→ X a global element ofX , Ω(X, x) := 1×X1.) Therefore,
L0(ΩS1) ≃ ΩS1. On the other hand, L0(S1) is a point, because S1 is 0-connected.
This simple observation shows that, in general, L-localization does not commute
with taking loop objects. L′-localization can be used to fix this misbehaviour.
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Corollary 7.4. Let L• be a reflective subfibration on E. Let X ∈ E be an object
of E with a global element x : 1 → X. Set ΩX := Ω(X, x). Then L(ΩX) ≃
Ω(L′X), where the loop object of L′X is taken with respect to the global element
1
x
−→ X
η′(X)
−−−−→ L′X.
Proof. Since ΩX is the pullback along (x, x) : 1 → X2 of ∆X , the localization
L(ΩX) is the pullback along (x, x) of the L-localization of ∆X in E/X2 . By The-
orem 6.10, the L-localization of ∆X is the map X ×L′X X → X
2, which can be
obtained as the pullback of ∆(L′X) along (η′(X))2. The claim then follows. 
The following result relates the pullback of a cospan of objects in E to the
pullback of the L′-localized span, and will be used in the next section.
Proposition 7.5 ([CORS18, Prop. 2.28]). Let Y
g
−→ X
f
←− Z be maps in E and
let L′Y
L′g
−−→ L′X
L′f
←−− L′Z be the associated cospan of L′-local objects. Then, the
natural map ψ : P → Q induced on pullbacks is an L1-equivalence.
Proof. The situation can be described by the diagram
Y ×X Z2
L′Z2
P
Q
Z
L′Z
L′Y × L′X
//
q

//
η′(Z)
$$❏
❏❏
ψ $$
❏
❏
η′(Z)2

∆(L′Z)
η
′(Y )×η′(X)

❄❄
❄❄
❄
L′g×L′f
//
g×f //
p

∆Z

where the front and back squares are pullbacks. If we let η : ∆Z → rZ be the L-
reflection map of ∆Z into DZ2 , we can expand the back and the right faces above
as in the following diagram
P Z
(g × f)∗RZ RZ Z ×L′Z Z L
′Z
Y ×X Z2 L′Z2
//
//
p

g×f
//
η′(Z)
""
η¯
yyrr
rr
rr
r
(g×f)∗rZ
%%
η
yyrr
rr
rr
rr ∆(η′(Z))
%%▲
▲▲
▲▲
▲▲
▲
rZ %%▲
▲▲
▲▲
▲▲
▲
yyrr
rr
rr
r
∆Z

❴❴❴❴
∃!ϕ
≃
//❴❴❴ //
∆(L′Z)yyrr
rr
rr
r
η′(Z)2
//
where the equivalence ϕ is given by Theorem 6.10 (applied on the base∞-topos E).
Note that η, being the reflection map of p into DY×X , is an (LY×X)-equivalence.
The bottom half of the diagram above gives a composite pullback square. So we
see that (g × f)∗(rz) is the pullback of ∆(L
′Z) along (η′(Z)2)(g × f) = (L′g ×
L′f)(η′(Y )×η′(X)). Therefore, the composite pullback square factors through q as
(g × f)∗(RZ) Q L
′Z
Y ×X L′Y × L′X L′Z2
t
// //
(g×f)∗(rZ)

q

∆(L′Z)

η′(Y )×η′(X)
//
L′g×L′f
//
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since the right square is a pullback by definition. Therefore, the left square is also a
pullback and the map t is L-connected, because it is a pullback of the L-connected
map η′(Y ) × η′(X) (see [Ver, Lemma 3.4]). It follows from these considerations
that the map ψ : P → Q is given by the composite tη, where both t and η are
L1-equivalences (see also Lemma 3.4 and Definition 4.1). Hence, ψ is also an L1-
equivalence. 
7.2. Self-separated reflective subfibrations. We study here the reflective sub-
fibrations L• on E for which L• = L
′
• and show that they correspond to some left
exact reflective subcategories of E , the quasi-cotopological localizations of E .
Definition 7.6. A reflective subfibration L• on an ∞-topos E is self-separated if
every L-separated map is L-local.
The existence of self-separated reflective subfibrations on E is related to a prop-
erty of an ∞-topos called hypercompleteness, which is discussed in detail in [Lur09,
§6.5.2]. We gather here the main aspects of hypercompleteness that we need.
Definition 7.7. Let E be an ∞-topos.
(1) A map f in E is called∞-connected if it is n-connected, for every n ≥ (−2).
In particular, equivalences are ∞-connected.
(2) An object X in E is called hypercomplete if, for every ∞-connected map
f : A → B, Xf : XB → XA is an equivalence in E or, equivalently,
E(f,X) : E(B,X) → E(A,X) is an equivalence in ∞Gpd. In particular,
n-truncated objects are hypercomplete. A map p : E → X is hypercomplete
if it is a hypercomplete object of E/X .
(3) E is a hypercomplete ∞-topos if every object in E is hypercomplete. Equiva-
lently, E is hypercomplete if every∞-connected map in E is an equivalence.
Not every ∞-topos is hypercomplete. However, we have the following result.
Proposition 7.8. Let E be an ∞-topos and let E∧ be the full subcategory of E
spanned by the hypercomplete objects.
(1) E∧ is an accessible, left exact, reflective subcategory of E. In particular, it
is an ∞-topos. As such, it is hypercomplete.
(2) A map in E is hypercomplete if and only if it is right orthogonal to every
∞-connected map. For X ∈ E, a map α in the∞-topos E/X is∞-connected
if and only if ΣX(α) is ∞-connected in E.
(3) There exists a modality L∧• on E for which the L
∧-equivalences are the ∞-
connected maps, and the L∧-local maps are the hypercomplete maps. We
call this modality the hypercompletion modality on E.
Proof. The first part follows from [Lur09, Prop. 6.5.2.8] (see the discussion right af-
ter it) and from [Lur09, Lemma 6.5.2.12]. The second part is [Lur09, Rmk. 6.5.2.21].
For the last part, we can apply the results of Proposition 4.11 to the left adjoint
E → E∧ of the inclusion E∧ ⊆ E . In this way, we obtain a modality L∧• on E with
the desired L∧-equivalences and L∧-local maps. 
We are now ready to study self-separated reflective subfibrations.
Lemma 7.9. Let L• be a self-separated reflective subfibration on E. Then every
L-equivalence is an ∞-connected map and every hypercomplete map is L-local. In
particular, if E is hypercomplete, L• is the trivial reflective subfibration for which
the L-equivalences are exactly the equivalences in E, and every map is L-local.
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Proof. Since L• is self-separated, for every map p in E , if ∆p is L-local, then p
is L-local. Since equivalences are L-local, this implies that every monomorphism
is L-local. It follows that every n-truncated map is L-local, due to the recur-
sive characterization of n-truncated maps in terms of their diagonals (see [Lur09,
Lemma 5.5.6.15]). Since, for every X ∈ E , LX -equivalences are left orthogonal
to every map in DX (see Notation 3.3), we get that every L-equivalence is ∞-
connected. A hypercomplete map p ∈ E/X is local with respect to all ∞-connected
map in E/X , so every hypercomplete map is L-local. 
When E is not hypercomplete, we can find non-trivial examples of self-separated
reflective subfibrations.
Definition 7.10. Suppose i : D →֒ E is a reflective subcategory of E , with reflector
a : E → D. We say that L := ia is a quasi-cotopological localization of E if it is left
exact and, for every map f in E , if Lf is an equivalence, then f is ∞-connected.
Note that the hypercompletion L∧ : E → E∧ is a quasi-cotopological localization.
Remark 7.11. In [Lur09, Def. 6.5.2.17], Lurie calls a localization cotopological if
it is quasi-cotopological and accessible.
Proposition 7.12. Let L• be the modality associated to a quasi-cotopological lo-
calization L : E → E (see Proposition 4.11). Then L• is self-separated.
Proof. By the construction of L• given in Proposition 4.11, a map in E/Z is an
L-equivalence if and only if it is an (L1 = L)-equivalence in E . Since L is a
quasi-cotopological localization, it follows that, for any Z ∈ E and any p ∈ E/Z ,
all reflection maps ηZ(p) : p → LZ(p) are ∞-connected. In particular, they are
effective epi. We now show that every L-separated object is L-local, the proof for
maps being the same, but done in an appropriate slice category. Suppose that
X ∈ E is such that ∆X is L-local and let η : X → LX be the reflection map of X .
Using the definition of L-local maps from Proposition 4.11, since L(X2) ≃ (LX)2,
the hypothesis that ∆X is an L-local map means that there is a pullback square
X LX
X2 LX2
η
//
∆X

∆(LX)

η2
//
Hence, the diagonal of η is an equivalence, i.e., η is a monomorphism. Since η
is also an effective epimorphism, it is an equivalence and, then, X is L-local, as
needed. 
It turns out that the quasi-cotopological localizations completely characterize
self-separated reflective subfibrations on E .
Theorem 7.13. The following are equivalent, for a reflective subfibration L• on
E.
(1) L• is self-separated.
(2) L• is the modality associated to a quasi-cotopological localization of E.
In this case, hypercomplete maps are L-local.
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Proof. Proposition 7.12 is the statement that (2) =⇒ (1). Thus, we need to show
that (1) =⇒ (2). For any reflective subfibration L•, given composable maps f and
g, if f is L-separated and g is L-local, then f ◦g is L-separated, by [Ver, Lemma 3.1].
Thus, if every L-separated map is L-local, L• is a modality. By Proposition 7.5,
given maps X → Z ← Y in E , the canonical map X ×Z Y → LX ×LZ LY is an
L-equivalence and LX×LZ LY is an L-local object, because L• is a modality. This
means that LX ×LZ LY ≃ L(X ×Z Y ), so L = L1 : E → D →֒ E is left exact. On
the other hand, if L• is self-separated, Lemma 7.9 says that every L-equivalence is
∞-connected. Therefore, L : E → E is a quasi-cotopological localization of E . To
conclude, we show that a map f : X → Y is L-local if and only if there is a pullback
square
Y LY
η(Y )
//
X
f

LX
η(X)
//
L(f)
 (
a
)
If this is the case, then the local maps of L• are the same as the local maps of the
reflective subfibration associated to L1, by Proposition 4.11, and therefore the two
reflective subfibrations are the same. Suppose that f : X → Y is L-local. By [Ver,
Prop. 3.6], there is a pullback square
Y LY
η(Y )
//
X
f

LLY (X)
ηLY (η(Y )f)
//
LLY (η(Y )f)

Since Lf ∈ DLY , there is a unique ϕ : LLY (η(Y )f) → Lf with ϕηLY (η(Y )f) =
η(X) and (Lf)ϕ = LLY (η(Y )f). Since ηLY (η(Y )f) and η(X) are L1-equivalences,
so is ϕ. Since L• is a modality, LX and LLY (X) are L-local objects, and then
ϕ : LLY (X)→ LX is an equivalence. It follows that (
a
) is a pullback square. 
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