I. INTRODUCTION
V ECTOR Lyapunov functions have been used for a long time in stability theory for nonlinear systems (see [3] , [7] , [8] , [13] - [16] , [18] , [19] , [23] - [26] , [32] and the references therein). Vector Lyapunov functions were first introduced by Bellman in [3] and have been acknowledged to be a more flexible tool for proving stability than the usual single Lyapunov function. In view of emerging control applications related to complex large-scale dynamic systems, recently we have initiated an alternative approach to stability theory based on vector Lyapunov functions. More specifically, we have established vector Lyapunov theorems in [13] - [16] by means of small-gain analysis, as compared with the differential inequality approach proposed in classical vector Lyapunov results as in [3] , [8] , [18] , [19] , [23] . A fundamentally novel feature of the small-gain approach is that the differential inequalities in question are no longer required to hold simultaneously at every point of the state space.
The use of vector Lyapunov functions in control theory is not frequent. Exceptions are the works [24] , [25] , [26] . However, it seems reasonable to think that the flexibility shown by vector Lyapunov functions in stability theory can be utilized to our advantage for feedback control design in complex systems. The purpose of the present work is to show that this is indeed the case.
The main result of the present work (Theorem 3.4) is a direct extension of the well-known Artstein-Sontag theorem (see [2] , [6] , [29] , [30] ) to the case of vector Lyapunov functions. Therefore, the term Vector Control Lyapunov Function (VCLF) is appropriate. The term "Vector Control Lyapunov Function" was first used in [24] , where the idea of using a vector Lyapunov function for feedback design purposes was first used. Theorem 3.4 extends the Artstein-Sontag theorem so that vector Lyapunov functions are used and without requiring that all differential inequalities hold at every point of the state space. Therefore, Theorem 3.4 can allow large flexibility for its application. This feature can be crucial for feedback design in large scale systems. Recently, large-scale systems have been studied intensely (see [7] , [9] , [12] , [27] ). Section IV of the present work shows that VCLFs can be exploited for the stabilization of large scale systems. Particularly, Corollaries 4.1 and 4.2 provide simple algebraic criteria that allow us to guarantee that a nonlinear system can be globally asymptotically stabilized by means of smooth feedback laws. The results of the paper are applied to the global stabilization of equilibrium points of (bio)chemical reaction networks taking place in continuous stirred tank reactors (chemostats). Reaction networks have been studied in the past (see the references in [31] ) and recent results have provided new insights for their properties (see [1] , [4] , [31] ). Theorem 5.2 provides sufficient conditions for the existence of a smooth stabilizing feedback law for the case that the dilution rate is considered as the control input (the most frequent case in the literature). Our main assumptions on the reaction network hold for biological networks as well. For example, all chemostat models (see [28] ) satisfy assumptions (R1), (R2), and (R3) in Section V of this paper. The assumptions are mathematical expressions of the mass balance equations and hold generically for every system which describes the evolution of mass components.
The structure of the present work is as follows. Section II provides the background on vector Lyapunov functions and reviews the recent results in [14] , [15] . Section III of the present work contains the definition of the VCLF and the main result of the present work (Theorem 3.4). Section IV is devoted to the derivation of simple sufficient conditions that guarantee the existence of smooth global stabilizers for nonlinear systems (Corollaries 4.1 and 4.2). Finally, the obtained results are applied to reaction networks in Section V. The Appendix contains the proofs of certain auxiliary lemmas needed for the proof of Theorem 3.4.
Notation: Throughout the paper we adopt the following notation:
• Let be an interval. By (resp. ) we denote the space of measurable and (resp. locally) essentially bounded functions defined on and taking values in . [3] , [8] , [18] , [19] , [23] ). The vector Lyapunov results in [3] , [8] , [18] , [19] , [23] assume that the Lyapunov differential inequalities are valid on the whole state space while assumption (A3) requires that each one of the differential inequalities (5) is valid only for a limited region of the state space (described by the inequalities and ). Moreover, the form of inequalities (5) is extremely simple and very similar to the differential inequality used for the single Lyapunov function. All these features of Theorem 2.7 in [15] are exploited in the following section.
III. VECTOR ROBUST CONTROL LYAPUNOV FUNCTIONS
Consider the feedback stabilization problem for the system:
where is compact and , are continuous mappings with for all that satisfy the following assumption:
(H) There exists a symmetric positive definite matrix such that for every bounded , there exists a constant satisfying the following inequality:
For the control set we consider the following three cases:
(P1) . (P2) There exists a constant such that . (P3) There exist two constants such that . We next proceed to the definition of the Vector Robust Control Lyapunov Function (VRCLF) for system (7) .
Definition 3.1: Consider system (7) under assumptions (H), (P1). Suppose that there exist functions with , , being radially unbounded, a function , a non-decreasing function , , , with for , a positive definite function and a constant such that the following properties hold:
(i) There exist functions such that the following inequality holds for all :
(ii) The following implications hold for all with : , with , such that the following implication holds for all :
Then, the family of functions is called a Vector Robust Control Lyapunov Function (VRCLF) for system (7) under assumptions (H), (P1) or we say that system (7) (vii)The following implications hold:
(19) Then, the family of functions is called a VRCLF for system (7) or we say that system (7) under assumptions (H), (P2) admits the VRCLF with gains and auxiliary functions . Definition 3.3: Consider system (7) under assumptions (H), (P3). Suppose that there exist functions with , , being radially unbounded, a function , a non-decreasing function , , , with for , a positive definite function and a constant such that properties (i)-(vii) hold. Moreover, assume that the following property holds:
(viii) The following implications hold:
(22) Then, the family of functions is called a VRCLF for system (7) or we say that system (7) under assumptions (H), (P3) admits the VRCLF with gains and auxiliary functions .
We are now ready to state the main result of the section. Its proof is given in the Appendix.
Theorem 3.4: Consider system (7) under assumption (H) and under one of the assumptions (P1), (P2), (P3). Suppose that system (7) admits the VRCLF with gains and auxiliary functions . Then, there exists a locally Lipschitz function , where is the number involved in property (vi) of the definition of the VRCLF, with , such that the closed-loop system (7) with is RGAS. Here, it should be noted that the existence of a VRCLF is a necessary condition as well for the existence of a smooth globally stabilizing feedback if the vector fields , are locally Lipschitz. More specifically, if there exists a locally Lipschitz function , where , with , such that the closed-loop system (7) with is RGAS and if the vector fields , are locally Lipschitz, then the converse Lyapunov theorem in [20] guarantees the existence of a positive definite and radially unbounded function and a positive definite function with for all . All properties of Definitions 3.1, 3.2 or 3.3 with are direct consequences of the above fact. The proofs of Theorem 3.4 and Theorem 2.7 in [15] show that the solution of the closed-loop system (7) with reaches the set in finite time. Therefore, the set is important: the solution of the closed-loop system evolves in this set after an initial transient period and consequently the controller performance is affected by the choice of both and . A trade-off can arise: a good performance of the controller can be achieved by making the set sufficienly "small". However, a "small" set means a large transient period during which we have no guarantee of performance.
For the proof of Theorem 3.4 we need two technical lemmas. Their proofs are given in the Appendix. The first lemma deals with a set of inequalities. It should be noted that the proof of Theorem 3.4 is based on partition of unity arguments. A different way of proving Theorem 3.4 is by using Michael's theorem. However, the use of Michael's theorem results in a continuous feedback (instead of a smooth feedback law).
IV. APPLICATION TO FEEDBACK STABILIZER DESIGN
A natural question of practical importance is how to construct a VRCLF which satisfies the (involved) assumptions of the VRCLF. The purpose of this section is to provide conditions that allow us to use simple VRCLFs (namely, the functions for ). More specifically, this section is devoted to the feedback stabilization problem for nonlinear systems of the form: (23) where (24), (25), (26) and (27) (9), (10) are directly implied by implications (25) , (24), respectively and the above definitions. Implications (11), (12) , (13) (17) , (20) are equivalent to implications (28) , (29) and that implications (18) , (19) , (21), (22) , we conclude that this function is a CLF (in the sense explained in [29] ) for system (30) provided that the following condition holds: (31) Therefore, using the results in [29] , we are in a position to guarantee that there exists an "almost smooth" feedback law that globally stabilizes (30) , provided that (31) holds and the "small-control" property holds. Here, we obtain different conditions for the function , which allow smooth stabilizability of system (30) . We show that system (30) can be stabilized globally by smooth feedback provided that there exist constants , , functions with , with for all , such that the locally Lipschitz function satisfies the following implication: (32) In order to show the qualitative difference of conditions (31) and (32) 
where is the Lipschitz constant that satisfies , for all with . Since , it follows from (36) that a selection of according to (37) is possible provided that is selected to be sufficiently small. Finally, we check implication (24) . Indeed, using definitions (33), (34), (35), we conclude that implication (24) is equivalent to implication (32) . The reader should notice that it might be possible to obtain a single CLF for system (30) of the form , or , where ( ) are positive definite, radially unbounded functions (using the methodologies for the construction of Lyapunov functions in [5] , [10] , [11] , [21] , [22] ). However, it should be noted how easily condition (32) was obtained from Corollary 4.1. However, it should be noted that the use of auxiliary functions can give less demanding conditions for the existence of a stabilizing feedback. The following example illustrates this point.
Example 4.4: Again, we study problem (Q) for system (30) . Here, we assume that is independent of , i.e., . In this example, we show that system (30) 
Finally, we check implications (26) , (27) . Implications (26) are equivalent to the implication:
(42) and implications (27) is the constant vector of the concentrations of the species at the reactor inlet (feed) and , where , is the dilution rate and is the ratio of the volumetric feed rate over the volume of the tank reactor. The dilution rate is used as input in many cases for the achievement of certain control objectives. The vector field satisfies the condition (46) which expresses the (logical) requirement that a reaction cannot occur if one of its reactants is absent. The equilibrium points of (45) for satisfy the following equation:
Notice that without loss of generality we may assume that (time scaling). This section is devoted to the global stabilization problem of one of the equilibrium points of the reactor. More specifically, we study the reaction network (45) The reader should notice that assumption (R3) is a consequence of (46) and the fact that is a vector field. Assumptions (R1) and (R2) usually hold for reaction networks. Indeed, the total mass conservation requires the existence such that , provided that all species are accounted in the model. Assumptions (R1) and (R2) can allow the case where some of the species are not accounted (because they are inert). Chemostat models (see [28] ) satisfy assumptions (R1), (R2), and (R3).
The control problem of the global stabilization of one of the equilibrium points of (45) is a meaningful problem because many times there are multiple equilibrium points, indicating absence of global stability. The following example illustrates that multiple equilibrium points can occur even for simple reaction networks.
Example 5.1: Consider the simple reaction network taking place in a CSTR (51) where , is a constant and with . The equilibrium points of (51) satisfy the equations (52) The above system of equations has a unique solution if
. On the other hand, if then (52) admits three different solutions. It is clear that the global stabilization problem for one of the equilibrium points of (51) • First, we exploit the "mass balance" assumption (R1) in order to show that the solution of (45) necessarily enters to a certain region of the state space. This is accomplished by constructing appropriate functions which satisfy the properties assumed in Corollary 4.2. The solution of (45) remains in a compact subset of during the transient period needed in order to enter the aforementioned region of the state space: this is guaranteed by assumptions (R2) and (R3).
• After the transient period, we utilize the vector Lyapunov function , and show that the assumptions of Corollary 4.2 hold. The following example illustrates how Theorem 5.2 can be applied to reaction networks. Theorem 5.2 guarantees the existence of a globally stabilizing bounded feedback.
Example 5.1(continued): We turn to the global stabilization problem of one of the equilibrium points of system (51) by means of smooth bounded feedback. In order to apply Theorem 5.2 we first apply a coordinate change that "brings" the equilibrium point to . Then system (51) takes the form (59) where and are constant parameters . For system (59), is the equilibrium point to be globally stabilized. Assumptions (R1)-(R3) hold with , , . We further assume that , i.e., for (51). The problem that we study here is: "How large must be so that can be globally stabilized by a smooth feedback law with and for all ?" We next show that all conditions of Theorem 5.2 hold provided that (60) We first check conditions Equations (54)- (58) , where is to be selected (notice that the small-gain conditions are automatically satisfied). Implication (54) holds provided that the inequality holds for all with , , which satisfy one of the logical statements (D1), (D2), (D3) and (D4). It is clear that the previous inequality holds provided that the inequalities and hold for all with , , which satisfy one of the logical statements (D1), (D2), (D3), and (D4). The above requirements imply that:
• If (D1) holds , , then we must have and .
• If (D2) holds, i.e., and , then we must have and .
• If (D3) holds , , then we must have and
• If (D4) holds, i.e., and , then we must have and . Consequently, implication (54) automatically holds, if is selected to be
where is a constant (yet to be selected). Conditions (55) with give the inequalities and , which hold automatically for defined by (61), (62). Conditions (56) with and hold provided that (63) and conditions (57) hold automatically for the above selections. Finally, we check condition (58). Conditions (58) hold provided that and for all with . Since is arbitrary, we conclude (by virtue of (60)) that the above inequalities hold.
The existence of a vector with for all in a neighborhood of with is guaranteed by the observation that the unbounded smooth feedback law guarantees the inequalities for appropriate and for all in a neighborhood of with .
VI. CONCLUDING REMARKS
This paper has shown how recent results on vector Lyapunov functions can be used for smooth globally stabilizing feedback design for nonlinear systems. In particular, Theorem 3.4 provides necessary and sufficient conditions based on vector control Lyapunov functions for the existence of a smooth global stabilizer for affine in the control uncertain nonlinear systems.
The flexibility of vector Lyapunov functions is a feature that can be exploited for feedback design in large scale systems. i) the extension of the present results to the multiple-input case, ii) the development of explicit formulas for the feedback stabilizers which are designed based on VRCLFs, iii) the development of "adding an integrator"-like results based on VRCLFs, which can allow important modifications to the backstepping methodology (see [17] ). It should be noted that the extension of the results to the multiple-input case is not straightforward. The reason is that a system of linear inequalities must be verified and if more than one inputs are present then one cannot use Lemma 3.5. However, other tools (Farkas' lemma) might be helpful. Implications (III) and (IV) guarantee that the previous implications hold. The converse statements are proved in the same way by distinguishing the above cases. The proof is complete.
APPENDIX
Proof of Lemma 3.6 : The methodology of the proof is to show that every can be replaced by a function which is positive definite and satisfies in such a way that the "new" set of functions with replaced by satisfies all properties of the VRCLF. A key observation is that all inequalities (9), (10), (14) , (15), (16) , (17) and (20) hold automatically if is replaced by a function satisfying:
The only thing that remains to be checked is the set of smallgain inequalities (6) . The inequalities (6) (11), (12), (13), (18), (19) , (21) 
We first notice that (by local finiteness) the mapping defined by (86) is smooth and satisfies for all with , . For arbitrary with , we define the finite set of indices such that . It follows that for all . Therefore, by virtue of (85), the fact that , the fact that is the set of all such that and definition (86), we obtain (72).
The construction of is similar to the constructions of and .
Proof 
Since and , it follows that for . Therefore, we obtain from (96) and (97) for all :
Using (50) and (89) we get for all .
Hence, we obtain from (89), (91), (93), (94) and (99) The above conditions are direct consequences of (57) and (58). Thus we conclude that implication (27) holds.
