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§1. Introduction
This paper gives a detailed and functorial treatment of products, operations and
relations in Floer homology and Floer cohomology of monotone symplectic manifolds.
Floer (co)homology groups were introduced by A. Floer in a series of papers [F1], [F2],
[F3] and [F4]. Basic material on Floer (co)homology can also be found in [HS], [HZ],
[M], [MS1], [S] and [SZ]; see also [Sch1]. Let M be a monotone symplectic manifold
of dimension 2n. The Floer homology groups HF∗(M) are given by a chain complex
CF∗(M) with modules generated by the contractible periodic orbits of a Hamiltonian
flow onM . The differential is defined by counting points in moduli spaces of perturbed
pseudoholomorphic curves parametrized by the cylinder R×S1. The Floer cohomology
groups HF ∗(M) are given by the dual complex CF ∗(M). The Floer (co)homology
groups are isomorphic to the ordinary (co)homology groupsH∗(M) and H
∗(M), except
that the grading may be reduced modulo an even integer; see [F3] and [F4] Thm. 5.
The cylinder R × S1 can be viewed as a twice punctured sphere. In this paper
we consider moduli spaces of perturbed pseudoholomorphic curves parametrized by
Riemann surfaces Σg,k+,k− of genus g with k = k
− + k+ punctures, of which k− punc-
tures are labeled “negative” and k+ punctures are labeled “positive”. These moduli
spaces are determined by a choice of conformal structure on Σg,k−,k+ and some ad-
ditional perturbation data. These choices are parametrized by a space Ĵg,k−,k+ . The
construction is invariant under a framed diffeomorphism group Diffg,k, and descends
to Jg,k−,k+ = Ĵg,k−,k+/Diffg,k. The space Ĵg,k−,k+ is contractible. The group Diffg,k
acts freely on a subset Ĵ∗g,k−,k+ of Ĵg,k−,k+ whose complement has infinite codimension.
We let J∗g,k−,k+ = J
∗
g,k−,k+/Diffg,k. This is essentially a classifying space for Diffg,k.
The singular homology of J∗g,k−,k+ is given by a chain complex C∗(J
∗
g,k−,k+) where
the modules are generated by maps σ from a standard simplex to J∗g,k−,k+ . Such a
2map also parametrizes moduli spaces Mdσ of dimension d. By counting the number of
points in M0σ we essentially get a homomorphism
Q : C∗(J
∗
g,k−,k+)→ CF
∗(M)⊗k
−
⊗ CF∗(M)
⊗k+ .
The product Sk− × Sk+ of the permutation groups on k
− and k+ letters acts on the
left hand side by permuting the punctures, and on the right hand side by permuting
the factors. Theorem 4.3.2 and Theorem 4.3.3 essentially state that Q is an Sk− ×Sk+
equivariant chain map of degree 2n(1−g−k−). We prove this by counting the boundary
points in compactifications of 1-dimensional moduli spaces. Hence there is an induced
equivariant homomorphism
Q : H∗(J
∗
g,k−,k+)→ H
(
CF ∗(M)⊗k
−
⊗ CF∗(M)
⊗k+
)
.
Let Θg,k−,k+ denote the canonical generator of H0(J
∗
g,k−,k+). Then Q(Θ0,1,1) ∈
H
(
CF ∗(M)⊗CF∗(M)
)
gives the identity maps HF∗(M)→ HF∗(M) and HF
∗(M)→
HF ∗(M). A generalizations of this construction gives canonical isomorphisms between
the Floer (co)homology groups defined using different Hamiltonians and different al-
most complex structures on M . The classes Q(Θ0,2,0) and Q(Θ0,0,2) give symplectic
Poincare´ duality maps. The classes Q(Θ0,1,2) and Q(Θ0,2,1) give symplectic cup and
intersection products. The classes Q(Θ0,1,0) and Q(Θ0,0,1) give a symplectic unit class
in HF 0(M) and a symplectic top class in HF2n(M).
One can obtain the punctured surface Σg1+g2,k−1 +k−2 ,k+1 +k+2 by gluing the punctured
surface Σg1,k−1 ,k+1 +1 to the punctured surface Σg2,k−2 +1,k+2 . This gives a map
✸
ℓ
ij : J
∗
g1,k
−
1 ,k
+
1 +1
× J∗g2,k−2 +1,k+2 → J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
.
Theorem 4.3.4 states that the diagram
H∗(J
∗
g1,k
−
1 ,k
+
1 +1
)⊗H∗(J
∗
g2,k
−
2 +1,k
+
2
)
Q⊗Q
−→
H
(
CF
∗(M)⊗k
−
1 ⊗ CF∗(M)
⊗(k+1 +1)
)
⊗H
(
CF
∗(M)⊗(k
−
2 +1) ⊗ CF∗(M)
⊗k+2
)y✸ij y✸ij
H∗(J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
)
Q
−→ H
(
CF ∗(M)⊗(k
−
1 +k
−
2 ) ⊗CF∗(M)
⊗(k+1 +k
+
2 )
)
commutes. The homomorphism on the right, also denoted ✸ij , is induced by the
pairing CF ∗(M) ⊗ CF∗(M) → Z. In §4.4 we show that as a consequence, symplectic
Poincare´ duality is an isomorphism, the symplectic cup and intersection products are
associative, they are intertwined by symplectic Poincare´ duality, the symplectic unit
class is an identity element for the symplectic cup product, and the symplectic top class
3is an identity element for the symplectic intersection product. As another consequence,
in §4.5 we show that the usual scheme for identifying Floer (co)homology groups defined
using different Hamiltonians and almost complex structures is consistent, and that the
homomorphism Q is independent of these choices.
One obtains the punctured surface Σg+1,k−,k+ by gluing the punctured surface
Σg,k−+1,k++1 to itself. This gives a map
∁ℓij : J
∗
g,k−+1,k++1 → J
∗
g+1,k−,k+ .
Theorem 4.3.5 states that the diagram
H∗(J
∗
g,k−+1,k++1)
Q
−→ H
(
CF ∗(M)⊗(k
−+1) ⊗ CF∗(M)
⊗(k++1)
)y∁ij y∁ij
H∗(J
∗
g+1,k−,k+)
Q
−→ H
(
CF ∗(M)⊗k
−
⊗ CF∗(M)
⊗k+
)
commutes. The homomorphism on the right, also denoted ∁ij , is induced by the pairing
CF ∗(M) ⊗ CF∗(M) → Z. As a consequence of this theorem, the number of isolated
perturbed pseudoholomorphic tori in M , with a given conformal structure, equals the
Euler characteristic of M .
By Theorem 4.3.6 the homomorphism Q factors through a homomorphism
Q0 : H∗(J
0∗
g,k−,k+)→ H(CF
∗(M)⊗k
−
⊗ CF∗(M)
⊗k+)
where J0∗g,k−,k+ is the unframed analogue of J
∗
g,k−,k+ . In particular, Q vanishes on the
classes given by twists of the framings and on the classes corresponding to Dehn twists.
These theorems form an attempt to make rigorous the conjectural Gromov-Witten
classes [W], [V], [Ru], [KM]; see also [Fu]. These are homomorphisms
Q : H∗(Jg,k−,k+)→ H(C
∗(M)⊗k
−
⊗ C∗(M)
⊗k+),
with the same gluing properties as our homomorphisms Q, where Jg,k−,k+ is the
Mumford-Deligne compactification of the moduli space of conformal structures on
Σg,k−,k+ .
Another rigorous approach to Gromov-Witten classes, in the genus 0 case, is the
quantum cohomology of Y. Ruan and G. Tian [RT1]; see also [MS1]. The symplectic
cup product and its relation to quantum cohomology is discussed in [MS], [P], [RT2]
and [Sch2].
In a second paper we will extend our results to weakly monotone symplectic man-
ifolds, in the sense of Hofer and Salamon [HS], by imposing additional transversality
conditions on the simplices spanning C∗(J
∗
g,k−,k+).
Acknowledgements. The first author would like to thank Ralph Cohen for valuable advice
and encouragement.
4§2. Moduli Spaces of Perturbed Pseudoholomorphic Curves
2.1. Floer’s moduli spaces Md(α−, α+). LetM be a compact smooth symplectic
manifold of dimension 2n with symplectic form ω. Let H be a smooth function M ×
S1 → R. The function H will play the role of a periodic time-dependent Hamiltonian
onM . The periodic orbits for H are the solutions α : S1 →M to Hamilton’s equations
(2.1)
dα
dθ
= XH(α(θ), θ),
where XH(·, θ) denotes the symplectic gradient of H(·, θ). Let CH denote the set of
periodic orbits. Let C0H denote the set of contractible periodic orbits.
The Hamiltonian induces an exact symplectomorphism φH : M →M by φH(p) =
α(2π), where α : [0, 2π]→M is the unique solution to (2.1) with initial data α(0) = p.
The periodic orbits correspond to the fixed points of φH .
Definition 2.1.1. A periodic orbit α is regular if and only if 1 is not an
eigenvalue of dα(0)φH . Equivalently, α is regular if and only if the graph of φH intersects
the diagonal transversely in M ×M at (α(0), α(0)).
A Hamiltonian H is regular if and only if all periodic orbits for H are regular.
Let HM denote the space of smooth time-dependent Hamiltonians on M .
Proposition 2.1.2. The regular time-dependent Hamiltonians form a dense
open subset of HM .
This is proven in [F4] Prop. 2c.1 and [SZ] Thm. 8.1.
An almost complex structure on M is a smooth bundle map J : TM → TM such
that J2 = −1. An almost complex structure J on M is said to be compatible with ω
if 〈ξ, ζ〉 = ω(ξ,Jζ) is a Riemannian metric on M . We denote the space of compatible
almost complex structures on M by JM . If J is compatible with ω, then XH = J∇H.
Hamilton’s equations (2.1) then take the form
J
dα
dθ
+∇H = 0.
Proposition 2.1.3. The space JM is contractible.
This is well known; see for instance [HZ] p. 15. It follows from Prop. 2.1.3 that
TM has well defined Chern classes, independently of the choice of J.
5Assumption 2.1.4. Throughout the paper we assume that M is monotone.
This means that there exists k ≥ 0 such that 〈ω, a〉 = k〈c1(TM), a〉 for all a ∈ π2(M).
In a second paper we will extend the results of this paper to weakly monotone
symplectic manifolds in the sense of [HS].
Given a regular A = (H,J), Floer considered smooth maps
u : R× S1 →M
that satisfy the equation
(2.2)
∂u
∂t
+ J
∂u
∂θ
+∇H(u, θ) = 0,
where t and θ are the R and S1 coordinates, and have finite energy,
∫ ∞
−∞
∫
S1
(∣∣∣∣∂u∂t
∣∣∣∣2 + ∣∣∣∣J∂u∂θ +∇H
∣∣∣∣2
)
dt dθ <∞.
Floer proved that if the Hamiltonian H is regular, then for any finite energy solution
u to (2.2), there exist periodic orbits α− and α+ such that
(2.3)
u(t, θ)→ α−(θ) as t→ −∞
u(t, θ)→ α+(θ) as t→∞.
Here u and all its derivatives converge exponentially fast. For more details, see [F4]
and [R] §3. He then defined the moduli space
M(α−, α+)
as the set of finite energy solutions to (2.2) that satisfy (2.3), and he set up a deforma-
tion theory for these moduli spaces. He showed that
M(α−, α+) =
⋃
d∈Z
Md(α−, α+)
where Md(α−, α+) is the zero set of a Fredholm section Ψd(α−, α+) of index d of a
Hilbert space bundle Fd(α−, α+) over a Hilbert manifold Pd(α−, α+). For more details,
see [F4] and [R] §2.
6Definition 2.1.5. The moduli space Md(α−, α+) is regular if and only if H is
regular and the section Ψd(α−, α+) is transverse to the zero section of Fd(α−, α+).
The pair A = (H,J) is regular if and only if H is regular, the moduli spaces
Md(α−, α+) are regular for all d ∈ Z and all α−, α+ ∈ CH , and there are no pseudo-
holomorphic spheres in M with c1 = 1 that intersect periodic orbits of H.
A regular moduli space Md(α−, α+) is an embedded submanifold of Pd(α−, α+) of
dimension d.
Proposition 2.1.6. The regular pairs A = (H,J) form a dense subset of HM ×
JM .
In fact, it is a subset of the second category in the sense of Baire. An outline of a
proof was given in [F4] Prop. 2c.2. More details can be found in [SZ] Thm. 8.4, [HS]
and [FHS].
The moduli spaces Md(α−, α+) are translation invariant. The only translation
invariant finite energy solutions to (2.2) are the trivial ones,
α0(t, θ) = α0(θ),
in M0(α0, α0). This has the following consequence.
Proposition 2.1.7. If A = (H,J) is regular, then the moduli space M0(α0, α0)
contains a single point, the trivial solution α0, and if α
− 6= α+, then the moduli space
M0(α−, α+) is empty.
2.2. The parameter space J∗g,k−,k+(A). Floer considered maps from the cylinder
R × S1 to M . The cylinder R × S1 can also be viewed as a twice punctured sphere.
We will consider maps from a Riemann surfaces of any genus with any number of
punctures. We need to take into account that such a surface in general has a nontrivial
moduli spaces of conformal structures.
Fix a regular pair A = (H,J). For each triple (g, k−, k+) of non-negative integers,
we fix a compact oriented surface Σg,k−,k+ of genus g, k = k
− + k+ distinct points
p−1 , . . . , p
−
k− , p
+
1 , . . . , p
+
k+ on Σg,k−,k+ , and rays X
±
i ∈ (Tp±i M \ {0})/R. Let
Σg,k−,k+ = Σg,k−,k+ \ {p
−
1 , . . . , p
−
k− , p
+
1 , . . . , p
+
k+}.
Let Jg denote the space of smooth conformal structures on Σg,k−,k+. Let Dg,k
denote the space of k-tuples
∆ = (∆−1 , . . . ,∆
−
k− ,∆
+
1 , . . . ,∆
+
k+)
7of smooth closed pairwise disjoint disks on Σg,k−,k+ such that p
±
i lies in the interior of
∆±i .
It follows from Riemann’s mapping theorem, that for any j ∈ Jg and ∆ ∈ Dg,k,
there exist unique j-holomorphic coordinate functions z±i = x
±
i + iy
±
i : ∆
±
i → {z ∈ C :
|z| ≤ 1} such that z±i (p
±
i ) = 0 and X
±
i is the ray spanned by the tangent vector ∂/∂x
±
i .
On ∆±i \ {p
±
i } we use cylindrical coordinates (t
±
i , θ
±
i ), with t
±
i + iθ
±
i = − log z
+
i and
t−i + iθ
−
i i = log z
−
i . Then (t
+
i , θ
+
i ) maps ∆
+
i \ {p
+
i } to [0,∞) × S
1, and (t−i , θ
−
i ) maps
∆−i \ {p
−
i } to (−∞, 0] × S
1.
Let Ĵg,k−,k+(A) be the smooth Fre´chet space bundle over Jg × Dg,k whose fiber
over the pair (j,∆) consists of all triples (j,∆, R) where R is a section of the bundle
(T 0,1Σg,k−,k+)
∗ ⊠ TM over Σg,k−,k+ ×M such that
R = (dt±i − i dθ
±
i )⊗∇H
on each ∆±i ×M .
We define the framed diffeomorphism group Diffg,k as the group of diffeomorphisms
of Σg,k−,k+ that fix the points p
±
i and the rays X
±
i . The group Diffg,k acts on the spaces
Jg, Dg,k and Ĵg,k−,k+(A) by push-forward. We let Ĵ
∗
g,k−,k+(A) denote the largest subset
of Ĵg,k−,k+(A) on which Diffg,k acts freely. We let
Jg,k−,k+(A) = Ĵg,k−,k+(A)/Diffg,k
and
J∗g,k−,k+(A) = Ĵ
∗
g,k−,k+(A)/Diffg,k .
There is an alternative description of J∗g,k−,k+(A). Instead of fixing the rays X
±
i ,
we can make them part of the data. Let Ĵ+g,k−,k+(A) denote the set of quadruples
(j,∆,X,R) where X = ((X−1 , . . . ,X
−
k−), (X
+
1 , . . . ,X
+
k−)) and X
±
i ∈ (Tp±i M \ {0})/R.
Let Diff+g,k be the group of diffeomorphisms of Σg,k−,k+ that fix the points p
±
i . Then
Jg,k−,k+(A) = Ĵ
+
g,k−,k+(A)/Diff
+
g,k .
Let Ĵ+∗g,k−,k+(A) be the largest subset of Ĵ
+
g,k−,k+(A) on which Diff
+
g,k acts freely. Then
J∗g,k−,k+(A) = Ĵ
+∗
g,k−,k+(A)/Diff
+
g,k .
If the Hamiltonian H is time independent, then the section R can be chosen inde-
pendently of the rays X±i . Then the group Diff
+
g,k acts naturally on Ĵg,k−,k+ , and we
define
J0g,k−,k+(A) = Ĵg,k−,k+(A)/Diff
+
g,k .
8Let Ĵ∗∗g,k−,k+(A) denote the largest subset of Ĵg,k−,k+(A) on which Diff
+
g,k acts freely.
Then we define
J0∗g,k−,k+(A) = Ĵ
∗∗
g,k−,k+(A)/Diff
+
g,k .
Proposition 2.2.1. If k = k− + k+ > 0, then Ĵ∗g,k−,k+(A) = Ĵg,k−,k+(A) and
J∗g,k−,k+(A) = Jg,k−,k+(A). The space Ĵ
∗
g,k−,k+(A) is a weakly contractible smooth
Fre´chet manifold. The space J∗g,k−,k+(A) is a smooth Fre´chet manifold. The manifold
Ĵ∗g,k−,k+(A) is a smooth principal Diffg,k bundle over the manifold J
∗
g,k−,k+(A).
If H is time-independent, then similar statements hold for Ĵ∗∗g,k−,k+(A), Diff
+
g,k,
and J0∗g,k−,k+(A).
It is tempting to say that J∗g,k−,k+(A) and J
0∗
g,k−,k+(A) are classifying spaces for the
groups Diffg,k and Diff
+
g,k. However, our arguments fall slightly short of this statement,
as we do not show that the spaces and group actions are simplicial.
Proof. The space Ĵg,k−,k+(A) is clearly a smooth Fre´chet manifold by definition.
The space Ĵ∗g,k−,k+(A) is an open subset of Ĵg,k−,k+(A) and is hence a smooth Fre´chet
manifold.
The space Jg is contractible by Prop. 2.1.3. It is not hard to show, using Riemann’s
mapping theorem, that the spaceDg,k is contractible. The space of smooth sections R is
a vector space, and is hence contractible. It follows that Ĵg,k−,k+(A) is contractible. The
complement of Ĵ∗g,k−,k+(A) essentially has infinite codimension. A simple perturbation
argument shows that Ĵ∗g,k−,k+(A) is weakly contractible.
Assume that k > 0. If a diffeomorphism ϕ ∈ Diffg,k fixes a conformal structure j,
a disk ∆±i and the ray X
±
i , it then follows from Riemann’s mapping theorem that the
restriction of ϕ to ∆±i is the identity map. By analytic continuation ϕ is then identity
map. Hence Ĵg,k−,k+(A) = Ĵ
∗
g,k−,k+(A).
We now turn to the main part of the theorem. The action of Diffg,k on Ĵ
∗
g,k−,k+(A)
is free by definition. To show that the action defines a principal bundle over a smooth
Fre´chet manifold, we need to construct smooth local sections. The tools for doing this
are provided by Teichmu¨ller theory. For a global analysis approach to Teichmu¨ller
theory, see [EE], [J] and [T]. Let Diff0g,0 denote the identity component of Diffg,0. The
Teichmu¨ller space Tg,0 is defined as the quotient Jg/Diff
0
g,0. By Teichmu¨ller’s theorem,
Tg,0 is a finite dimensional complex manifold, diffeomorphic to an open ball. The action
of Diffg,0 on Jg is free, except for g = 1, in which case the stabilizer of each point is
S1×S1, and g = 0, in which case the stabilizer is the Mo¨bius group. By the Earle-Eells
theorem the action of Diff0g,0 on Jg defines a smooth fiber bundle.
9The mapping class group Γg = Diffg,0 /Diff
0
g,0 is a discrete group that acts on
Tg,0. The quotient Tg,0/Diffg,0 = Tg,0/Γg is the moduli space of conformal structures
on Σg,0,0. This action of Γg on Tg,0 is free except at a discrete set of points that have
finite stabilizers, and by Kravetz’ theorem, the action is properly discontinuous.
The case g ≥ 1: Let Diff0g,k = Diffg,k ∩Diff
0
g,0. Then Diffg,k /Diff
0
g,k = Γg. Let
Tg,k = Jg/Diff
0
g,k. It follows from Kravetz’ theorem that the action of Γk on Tg,k is
properly discontinuous. In particular it admits local slices. It follows from the Earl-
Eells theorem that the action of Diff0g,k on Jg defines a trivial smooth fiber bundle.
In particular the action admits local slices. It follows that the action of Diffg,k on Jg
admits local slices. Each point has a compact stabilizer. It follows that the action of
Diffg,k on Ĵ
∗
g,k−,k+(A) admits local slices. As this action is free, it gives a principal
fiber bundle.
The case g = 0, k ≥ 3: Select three of the points p±i . Let Diff
∗
0,3 be the group of
diffeomorphisms that fix these three points, but not necessarily the corresponding rays
X±i . The action of Diff
∗
0,3 on J0 is free and transitive. By the Earle-Eells theorem it
gives a diffeomorphism between Diff∗0,3 and J0. We can then argue as in the case g ≥ 1,
using the group Diff∗0,3 in place of Diffg,0.
The case g = 0, k = 1, 2: If k = 2, then the quotient of J0 by Diff0,2 is S
1, and
the stabilizer of any j ∈ J0 is R. If k = 1, then the group Diff0,1 acts transitively on
J0, and the stabilizer of any j ∈ J0 is the group of affine transformations of the form
z 7→ az + b with a ∈ R and b ∈ C. In either case we need to verify that the action of
the stabilizer of any j ∈ J0 on D0,k defines a principal fiber bundle. To show that a free
action by a noncompact finite dimensional group defines a principal bundle one has to
show that the orbits are closed. It is not hard to see that the orbit of any ∆ ∈ D0,k
under these two groups is closed.
The case g = k = 0: This case is handled the same way as the case g = 0, k = 1, 2.
The theorem follows from the observation that the orbit of any nonzero section R of
(T 0,1Σ0,0,0)
∗ ⊠C TM under the action of the Mo¨bius group is closed. 
2.3. The parametrized moduli spaces Mdσ((α
−
1
, . . . , α−k−), (α
+
1
, . . . , α+k+)).
Let η be a smooth cut-off function with η = 0 on (−∞, 13 ] and η = 1 on [
2
3 ,∞).
We then define the energy of a map u : Σg,k−,k+ →M as
(2.4) E[u] =
∫ ∫
Σg,k−,k+
∣∣∣du−∑ η(±t±i ) dθ±i ⊗ J∇H(u, θ±i )∣∣∣2 dA.
10
Definition 2.3.1. A smooth map u : Σg,k−,k+ →M is a perturbed pseudoholo-
morphic curve with data (j,∆, R) ∈ Ĵ∗g,k−,k+(A), if and only if E[u] <∞, and, in terms
of local complex coordinates z = x+ iy compatible with j,
(2.5) (dx− i dy)⊗
(
∂u
∂x
+ J
(
u(x, y)
)∂u
∂y
)
+R((x, y), u(x, y)) = 0.
We often write this equation ∂u + R(·, u) = 0. The left hand side is a section
of (T 0,1Σg,k−,k+)
∗ ⊗C TM . On the coordinate charts (t
±
i , θ
±
i ) the equation takes the
simpler form
∂u
∂t±i
+ J
(
u(t±i , θ
±
i )
) ∂u
∂θ±i
+∇H(u(t±i , θ
±
i ), θ
±
i ) = 0.
We define the moduli space Mg,k−,k+ as the set of equivalence classes [u, c], under
the action of the group Diffg,k, of pairs (u, c), where u is a perturbed pseudoholomorphic
curve with data c = (j,∆, R). It follows from the results of [F4], see also [R] Prop. 3.1,
that if [u, c] ∈Mg,k−,k+ , then u converges exponentially fast to a periodic orbit α
±
i at
each puncture p±i . This gives a decomposition
Mg,k−,k+ =
⋃
α−1 ,...,α
−
k−∈CH
α+1 ,...,α
+
k+∈CH
Mg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)).
Let
Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))
denote the space of maps u : Σg,k−,k+ → M such that u is of Sobolev class H
3
locally, and on each ∆±i , the map u satisfies the same asymptotic conditions as in
the definition of P(α−, α+), see [F4] and [R] §2, but with limit α±i . Thus defined,
Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)) is a Hilbert manifold.
The tangent bundle TPg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)) is the Hilbert space
bundle with fibers
TuPg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)) = H3(Σg,k−,k+ , u
∗TM).
By Prop. 2.2.1,
Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))
= Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))×Diffg,k Ĵ
∗
g,k−,k+(A)
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is the total space of a smooth fiber bundle
(2.6) π : Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))→ J∗g,k−,k+(A)
with fiber Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)). Furthermore, by Prop. 2.2.1,
T fibPg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))
= TPg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))×Diffg,k Ĵ
∗
g,k−,k+(A).
is a smooth Hilbert space bundle over Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)). It is the
fiber-wise tangent bundle of (2.6). The fiber T fib[u,c]Pg,k−,k+ of T
fibPg,k−,k+ at [u, c] is
H3(Σg,k−,k+, u
∗TM).
Finally, let Fg,k−,k+ be the smooth Hilbert space bundle over Pg,k−,k+ with fibers
H2((T 0,1Σg,k−,k+)
∗ ⊗C u
∗TM). By Prop. 2.2.1,
Fg,k−,k+ = Fg,k−,k+ ×Diffg,k Ĵ
∗
g,k−,k+(A)
is a smooth Hilbert space bundle over Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)). The fiber
(Fg,k−,k+)[u,c] of Fg,k−,k+ at [u, c] is
H2((T 0,1Σg,k−,k+)
∗ ⊗C u
∗TM).
The left hand side of (2.5) defines a section
Ψg,k−,k+ : Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))→ Fg,k−,k+ .
Arguing as in [F4], see also [R] Prop. 3.1, we see that the moduli space Mg,k−,k+ is
contained in Pg,k−,k+ and is the zero locus of Ψg,k−,k+.
For [u, c] ∈Mg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)), we let
D[u,c]Ψg,k−,k+ : T[u,c]Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))→ (Fg,k−,k+)[u,c]
denote the intrinsic derivative of Ψg,k−,k+ at [u, c]. We let
Dfib[u,c]Ψg,k−,k+ : T
fib
[u,c]Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))→ (Fg,k−,k+)[u,c]
12
denote the restriction of D[u,c]Ψg,k−,k+ to T
fib
[u,c]Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)).
As in [R] Prop. 2.1,
(2.7)
Dfib[u,c]Ψg,k−,k+ξ
= (dx− i dy)⊗
(
∇xξ + J∇yξ +T
(
ξ,
∂u
∂x
)
+ JT
(
ξ,
∂u
∂y
))
+∇ξ∇R.
Arguing as in [F4], see also [R] Thm. 2.2, we see that Dfib[u,c]Ψg,k−,k+ is Fredholm. This
gives a decomposition
Mg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)) =
⋃
d∈Z
Mdg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))
according to index of Dfib[u,c]Ψg,k−,k+. By taking (2.7) as a definition, we get a family
DfibΨg,k−,k+ of Fredholm operators D
fib
[u,c]Ψg,k−,k+ parametrized by Pg,k−,k+. This
gives a decomposition
Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)) =
⋃
d∈Z
Pdg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))
according to the index of Dfib[u,c]Ψg,k−,k+ . We write F
d
g,k−,k+ and Ψ
d
g,k−,k+ for the
restrictions of Fg,k−,k+ and Ψg,k−,k+ to P
d
g,k−,k+.
Proposition 2.3.2. The moduli spaceMdg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)) is
an embedded smooth Fre´chet submanifold of Pdg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)).
The projection
π : Mdg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))→ J
∗
g,k−,k+(A)
is a σ-proper Fredholm map of index d.
Proof. Let [u, c] ∈Mdg,k−,k+. The annihilator of the range of D
fib
[u,c]Ψ
d
g,k−,k+ is the
kernel of the adjoint operator. This is an elliptic differential operator. By the Aronzajn
unique continuation theorem, a section in the annihilator of the range can not vanish
on an open subset of Σg,k−,k+ . On the other hand, by varying R we see that the range
of D[u,c]Ψ
d
g,k−,k+ contains all elements of (F
d
g,k−,k+)[u,c] that are smooth and supported
on the complement of the disks ∆±i . Hence the annihilator of the range consists of
sections supported on the disks ∆±i . It follows that the annihilator of the range of
D[u,c]Ψ
d
g,k−,k+ is trivial, and that the range is dense. As D
fib
[u,c]Ψ
d
g,k−,k+ is Fredholm, it
is then surjective.
Let U ⊂ T fib[u,c]P
d
g,k−,k+ be the kernel of D
fib
[u,c]Ψ
d
g,k−,k+ . Let U
⊥ be a linear com-
plement to U in T fib[u,c]P
d
g,k−,k+ . Let W be a linear complement to T
fib
[u,c]P
d
g,k−,k+ in
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T[u,c]P
d
g,k−,k+ . As D[u,c]Ψ
d
g,k−,k+ is surjective, there exists a finite dimensional sub-
space V of W such that D[u,c]Ψ
d
g,k−,k+ : U
⊥ ⊕ V → (Fdg,k−,k+)[u,c] is invertible. Let
V ⊥ be a linear complement to V in W . We can then parametrize a neighborhood of
[u, c] in Pdg,k−,k+ by a neighborhood of 0 in T[u,c]P
d
g,k−,k+ = U ⊕ U
⊥ ⊕ V ⊕ V ⊥. By
the implicit function theorem, applied to the Hilbert space U⊥ ⊕ V with the Fre´chet
space U ⊕ V ⊥ as parameter space, there exist smooth maps S1 : U ⊕ V
⊥ → U⊥ and
S2 : U ⊕V
⊥ → V such that the map u⊕ v⊥ 7→ u+ v⊥+S1(u⊕ v
⊥)+S2(u⊕V
⊥) gives
a local parametrization of a neighborhood of [u, c] in Mdg,k−,k+ . Hence M
d
g,k−,k+ is an
embedded Fre´chet submanifold of Pdg,k−,k+.
We can parametrize a neighborhood of [c] in J∗g,k−,k+(A) by a neighborhood of 0
in W = V ⊕V ⊥. We may assume that the projection Pdg,k−,k+ → J
∗
g,k−,k+(A) is given,
in terms of the parametrizations, by the projection U ⊕ U⊥ ⊕ V ⊕ V ⊥ → V ⊕ V ⊥. In
terms of these parametrizations π is the map
U ⊕ V ⊥ → V ⊕ V ⊥
given by
u⊕ v⊥ 7→ S2(u⊕ v
⊥) + v⊥.
Hence
indexDπ = dimU − dimV = indexDfib[u,c]Ψ
d
g,k−,k+ = d.
Finally, that the map π is σ-proper follows by Uhlenbeck-Gromov compactness.

Definition 2.3.3. For any smooth σ : [0, 1]q → J∗g,k−,k+(A) the parametrized
moduli space
Mdσ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
is defined as the set of pairs
(u, x) ∈Md−qg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))× [0, 1]
q
such that π(u) = σ(x).
Definition 2.3.4. A map σ : [0, 1]q → J∗g,k−,k+(A) is regular if and only if σ,
and the restrictions of σ to the boundary faces of [0, 1]q of any dimension, are transverse
to π : Mdg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)) → J
∗
g,k−,k+(A) for all integers d and all
α±∗ ∈ CH .
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It is semi-regular if and only if σ is transverse to π for d ≤ −q, and its restriction
to any boundary face of [0, 1]q is transverse to π for d ≤ −q′ where q′ is the dimension
of the boundary face.
If σ : [0, 1]q → J∗g,k−,k+(A) is regular, then M
d
σ is empty for d < 0, and for
d ≥ 0 it is an embedded submanifold of Pdg,k−,k+ of dimension d with corners. If
σ : [0, 1]q → J∗g,k−,k+(A) is semi-regular, then M
d
σ is empty for d < 0, and it is discrete
set of points for d = 0.
Remark 2.3.5. There is an alternative description ofMdσ . LetP
d
σ = σ
∗Pd−qg,k−,k+ .
Then Pdσ is a fiber bundle over [0, 1]
q with fiber Pd−qg,k−,k+ . Let F
d
σ = σ
∗
F
d−q. Then Fdσ
is a Hilbert space bundle over Pdσ. Let Ψ
d
σ = σ
∗Ψd−qg,k−,k+ . Then M
d
σ is the zero locus
of Ψdσ.
Proposition 2.3.6. A map σ : [0, 1]q → J∗g,k−,k+(A) is transverse to π :
Md−qg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)) → J
∗
g,k−,k+(A) if and only if the section Ψ
d
σ
is transverse to the zero section of Fdσ.
Proof. The map σ : [0, 1]q → J∗g,k−,k+(A) is transverse to the map π : M
d−q
g,k−,k+ →
J∗g,k−,k+(A) if and only if the lifted map σ : P
d
σ → P
d−q
g,k−,k+ is transverse to M
d−q
g,k−,k+ .
This is the case if and only if the lifted map σ : Fdσ → F
d−q
g,k−,k+ is transverse to the
intersection of the section Ψd−qg,k−,k+ and the zero section of F
d−q
g,k−,k+ . This map and
these two manifolds are pairwise transverse. Hence the above condition says that the
triple is transverse. But the triple is transverse if and only if the pull-backs of the
section Ψd−qg,k−,k+ and the zero section of F
d−q
g,k−,k+ under σ are transverse sections of F
d
σ.
The pull-backs are Ψdσ and the zero section of F
d
σ. 
Remark 2.3.7. Note that
Md(α−, α+) = Mdσ0((α
−), (α+))
and
Pd(α−, α+) = Pdσ0((α
−), (α+))
where σ0 : [0, 1]
0 → J∗0,1,1 maps the standard 0-simplex to the standard conformal
structure on Σ0,1,1 = R×S
1 and the standard perturbation R = (dt− i dθ)⊗∇H. For
the sake of definiteness, we can take ∆−1 and ∆
+
1 to be the closures of (−∞,−1] × S
1
and [1,∞) × S1 in Σ0,1,1. Thus the results about M
d
σ and P
d
σ that we will show in §3
apply, mutatis mutandis, to Md(α−, α+) and Pd(α−, α+).
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§3. Excision
3.1. The gluing maps ✸ℓij and ∁
ℓ
ij . For any ℓ ≥ 0 we define a smooth map
(3.1) ✸ℓij : J
∗
g1,k
−
1 ,k
+
1 +1
(A)× J∗g2,k−2 +1,k+2 (A)→ Jg1+g2,k
−
1 +k
−
2 ,k
+
1 +k
+
2
(A)
as follows. The definition is illustrated in fig. 1. We denote the punctures, disks, and
coordinates on Σg1,k−1 ,k+1 +1 by p
±
1,i, ∆
±
1,i, and (t
±
1,i, θ
±
1,i). We denote the punctures, disks,
and coordinates on Σg2,k−2 +1,k+2 by p
±
2,i, ∆
±
2,i, and (t
±
2,i, θ
±
2,i). We can then form a surface
Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
by gluing p+1,i to p
−
2,j as follows. We remove the disk t
+
1,i > ℓ from
Σg1,k−1 ,k+1 +1 and the disk t
−
2,j < −ℓ from Σg2,k−2 +1,k+2 . We then identify the annulus
0 ≤ t+1,i ≤ ℓ on Σg1,k−1 ,k+1 +1 with the annulus−ℓ ≤ t
−
2,j ≤ 0 on Σg2,k−2 +1,k+2 by identifying
(t+1,i, θ1,i) with (t
−
2,j , θ
−
2,j) if t
−
2,j = t
+
1,i − ℓ and θ
−
2,j = θ
+
1,i. On the corresponding
annulus on Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
we use coordinates (t0, θ0) defined by t0 = t
+
1,i =
t−2,j + ℓ and θ0 = θ
+
1,i = θ
−
2,j . We refer to these annuli on Σg1,k−1 ,k+1 +1, Σg2,k−2 +1,k+2 and
Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
as the necks. We order the punctures on Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
as
follows: (
(p−2,1, . . . , p
−
2,j−1, p
−
1,1, . . . , p
−
1,k−1
, p−2,j+1, . . . , p
−
2,k−2 +1
),
(p+1,1, . . . , p
+
1,i−1, p
+
2,1, . . . , p
+
2,k+2
, p+i,j+1, . . . , p
+
1,k+1 +1
)
)
.
Then Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
is diffeomorphic to the fixed surface Σg1+g2,k−1 +k−2 ,k+1 +k+2 .
Choose a diffeomorphism ϕℓ : Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
→ Σg1+g2,k−1 +k−2 ,k+1 +k+2 .
Let (j1,∆1, R1) ∈ Ĵ
∗
g1,k
−
1 ,k
+
1 +1
(A) and (j2,∆2, R2) ∈ Ĵ
∗
g2,k
−
2 +1,k
+
2
(A). Identify the
complement of the neck in Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
with appropriate parts of the comple-
ment of the necks in Σg1,k−1 ,k+1 +1 ∪ Σg2,k−2 +1,k+2 . Let j3 be the conformal structure
on Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
that equals j1 and j2 off the neck, and equals the conformal
structure given by the coordinates (t0, θ0) on the neck. Let
∆3 =
(
(∆−2,1, . . . ,∆
−
2,j−1,∆
−
1,1, . . . ,∆
−
1,k−1
,∆−2,j+1, . . . ,∆
−
2,k−2 +1
),
(∆+1,1, . . . ,∆
+
1,i−1,∆
+
2,1, . . . ,∆
+
2,k+2
,∆+i,j+1, . . . ,∆
+
1,k+1 +1
)
)
Let R3 be equal to R1 and R2 off the neck, and equal to (dt0 − i dθ0) ⊗ ∇H on the
neck. Then (ϕℓ∗ j3, ϕ
ℓ
∗∆3, ϕ
ℓ
∗R3) ∈ Ĵg1+g2,k−1 +k−2 ,k+1 +k+2 (A). The corresponding equiva-
lence class [ϕℓ∗ j3, ϕ
ℓ
∗∆3, ϕ
ℓ
∗R3] ∈ Jg1+g2,k−1 +k−2 ,k+1 +k+2 (A) only depends on [j1,∆1, R1] ∈
J∗g1,k−1 ,k
+
1 +1
(A) and [j2,∆2, R2] ∈ J
∗
g2,k
−
2 +1,k
+
2
(A). We define (3.1) by
[j1,∆1, R1]✸
ℓ
ij [j2,∆2, R2] = [ϕ
ℓ
∗ j3, ϕ
ℓ
∗∆3, ϕ
ℓ
∗R3].
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In particular, given smooth maps
σ1 : [0, 1]
q1 → J∗g1,k−1 ,k+1 +1(A)
and
σ2 : [0, 1]
q2 → J∗g2,k−2 +1,k+2 (A),
we can form the map
σ1 ✸
ℓ
ij σ2 : [0, 1]
q1+q2 → Jg1+g2,k−1 +k−2 ,k+1 +k+2 (A).
defined as
(σ1 ✸
ℓ
ij σ2)(x1, . . . , xq1+q2) = σ1(x1, . . . , xq1)✸
ℓ
ij σ2(xq1+1, . . . , xq1+q2).
We obtain a similar map
(3.2) ∁ℓij : J
∗
g,k−+1,k++1(A)→ Jg+1,k−,k+(A)
by gluing p+i to p
−
j on Σg,k−+1,k++1 to form a surface Σ
ℓ
g+1,k−,k+ . The details are the
same as in the definition of ✸ℓij . We order the punctures on Σ
ℓ
g+1,k−,k+ as follows:(
(p−1 , . . . , p
−
j−1, p
−
j+1, . . . , p
−
k−+1), (p
+
1 , . . . , p
+
i−1, p
+
i+1, . . . , p
+
k++1)
)
.
In particular, given a smooth map
σ : [0, 1]q → J∗g,k−+1,k++1(A),
we can form the map
∁ℓijσ : [0, 1]
q → Jg+1,k−,k+(A).
3.2. The excision maps gℓij and c
ℓ
ij . In this section we will construct a lift
gℓij : P
+
g1,k
−
1 ,k
+
1 +1;i
[α0]×P
−
g2,k
−
2 +1,k
+
2 ;j
[α0]→ Pg1+g2,k−1 +k−2 ,k+1 +k+2 × P(α0, α0)
of the map (3.1), where
P+g1,k−1 ,k
+
1 +1;i
[α0]
= Pg1,k−1 ,k+1 +1((α
−
1,1, . . . , α
−
1,k−1
), (α+1,1, . . . , α
+
1,i−1, α0, α
+
1,i+1, . . . α
+
1,k+1 +1
)),
P−g2,k−2 +1,k
+
2 ;j
[α0]
= Pg2,k−2 +1,k+2 ((α
−
2,1, . . . , α
−
2,j−1, α0, α
−
2,j+1, . . . α
−
2,k−2 +1
), (α+2,1, . . . , α
+
2,k+2
))
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and
Pg1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
= Pg1+g2,k−1 +k−2 ,k+1 +k+2 ((α
−
2,1, . . . , α
−
2,j−1, α
−
1,1, . . . , α
−
1,k−1
, α−2,j+1, . . . , α
−
2,k−2 +1
),
(α+1,1, . . . , α
+
1,i−1, α
+
2,1, . . . , α
+
2,k+2
, α+1,i+1, . . . , α
+
1,k+1 +1
).
We use similar notation for the bundles T fibP and F over these spaces. The map gℓij
will only be defined on an open subset of P+g1,k−1 ,k+1 +1;i
[α0]×P
−
g2,k
−
2 +1,k
+
2 ;j
[α0].
Let Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
be the surface obtained by gluing p+i on Σg1,k−1 ,k+1 +1 to
p−j on Σg2,k−2 +1,k+2 as in §3.1. We also get a copy of R×S
1 by forming the union of the
punctured disk t+1,i ≥ 0 in Σg1,k−1 ,k+1 +1 and the punctured disk t
−
2,j ≤ 0 in Σg2,k−2 +1,k+2
and identifying (t+1,i, θ1,i) with (t
−
2,j , θ
−
2,j) if t
−
2,j = t
+
1,i − ℓ and θ
−
2,j = θ
+
1,i. On R × S
1
we have global coordinates (t, θ) defined by t = t+1,i and θ = θ
+
1,i, or t = t
−
2,j + ℓ and
θ = θ−2,j. Let η be a smooth function R → [0, 1] with η = 0 on (−∞,
1
3 ] and η = 1 on
[2
3
,∞).
The domain of gℓij consists of all
([u1, c1], [u2, c2]) ∈ P
+
g1,k
−
1 ,k
+
1 +1;i
[α0]×P
−
g2,k
−
2 +1,k
+
2 ;j
[α0],
such that
[c1]✸
ℓ
ij [c2] ∈ J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
(A),
dist
(
u1(t
+
1,i, θ
+
1,i), α0(θ
+
1,i)
)
≤ r0/2 for t
+
1,i ≥ ℓ/3, and dist
(
u2(t
−
2,j , θ
−
2,j), α0(θ
−
2,j)
)
≤ r0/2
for t−2,j ≤ −ℓ/3. Then
u1(t
+
1,i, θ
+
1,i) = exp ξ1(t
+
1,i, θ
+
1,i)
for t+1,i ≥ ℓ/3 and
u2(t
−
2,j , θ
−
2,j) = exp ξ2(t
−
2,j , θ
−
2,j)
for t−j ≤ −ℓ/3 as in [R] §2. We define
gℓij([u1, c1], [u2, c2]) = ([u3, c1 ✸
ℓ
ij c2], u4)
where u3 and u4 are as follows. Identify the complement of the necks in Σg1,k−1 ,k+1 +1 ∪
Σg2,k−2 +1,k+2 with the complement of the necks in Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
∪ (R×S1). Then
we let u3 and u4 be equal to to u1 and u2 off the necks. Identify the necks of Σg1,k−1 ,k+1 +1,
Σg2,k−2 +1,k+2 , Σ
ℓ
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
, and (R×S1). Then we let u3 = exp3 and u4 = exp ξ4
on the necks, where
ξ3 =
(
cos
(
πη(t0/ℓ)
)
+ J sin
(
πη(t0/ℓ)
))
cos
(
πη(t0/ℓ)/2
)
ξ1 + sin
(
πη(t0/ℓ)/2
)
ξ2
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and
ξ4 = −
(
cos
(
πη(t0/ℓ)
)
+ J sin
(
πη(t0/ℓ)
))
sin
(
πη(t0/ℓ)/2
)
ξ1 + cos
(
πη(t0/ℓ)/2
)
ξ2.
The point of this definition is that
(3.3)
( (
cos(πs) + i sin(πs)
)
cos(πs/2) sin(πs/2)
−
(
cos(πs) + i sin(πs)
)
sin(πs/2) cos(πs/2)
)
0 ≤ s ≤ 1
is a path from
(
1
0
0
1
)
and
(
0
1
1
0
)
in the Lie group U(2).
The map gℓij lifts to bundle maps
(gℓij)∗ : T
fibP+g1,k−1 ,k
+
1 +1;i
[α0]⊞ T
fibP−g2,k−2 +1,k
+
2 ;j
[α0]
→ T fibPg1+g2,k−1 +k−2 ,k+1 +k+2 ⊞ TP(α0, α0)
and
(gℓij)∗ : F
+
g1,k
−
1 ,k
+
1 +1;i
[α0]⊞ F
−
g2,k
−
2 +1,k
+
2 ;j
[α0]→ Fg1+g2,k−1 +k−2 ,k+1 +k+2 ⊞ F(α0, α0)
defined as follows. Let ([u1, c1], [u2, c2]) be in the domain of g
ℓ
ij . Let s1 ⊕ s2 be an
element of
T fib[u1,c−1]P
+
g1,k−1 ,k
+
1 +1;i
[α0]⊞ T
fib
[u2,c2]
P−g2,k−2 +1,k+2 ;j
[α0]
or
(F+g1,k−1 ,k+1 +1;i[α0])[u1,c1] ⊞ (F
−
g2,k−2 +1,k
+
2 ;j
[α0])[u2,c2].
Then s1 = (exp ξ1)∗ζ1 and s2 = (exp ξ2)∗ζ2, as in [R] §2. We define (g
ℓ
ij)∗(s1 ⊕
s2) = s3 ⊕ s4 where s3 and s4 are as follows. Identify the complement of the necks in
Σg1,k−1 ,k+1 +1 ∪ Σg2,k−2 +1,k+2 with the complement of the necks in Σg1+g2,k−1 +k−2 ,k+1 +k+2 ∪
(R × S1) We then let s3 ⊕ s4 be equal to s1 ⊕ s2 off the necks. Identify the necks of
Σg1,k−1 ,k+1 +1, Σg2,k−2 +1,k+2 , Σg1+g2,k−1 +k−2 ,k+1 +k+2 and R×S
1. We then let s3 = (exp ξ3)∗ζ3
and s4 = (exp ξ4)∗ζ4 on the necks, where
ζ3 =
(
cos
(
πη(t0/ℓ)
)
+ J sin
(
πη(t0/ℓ)
))
cos
(
πη(t0/ℓ)/2
)
ζ1 + sin
(
πη(t0/ℓ)/2
)
ζ2
and
ζ4 = −
(
cos
(
πη(t0/ℓ)
)
+ J sin
(
πη(t0/ℓ)
))
sin
(
πη(t0/ℓ)/2
)
ζ1 + cos
(
πη(t0/ℓ)/2
)
ζ2.
The map gℓij induces a map
gℓij : P
+
σ1;i[α0]×P
−
σ2;j [α0]→ Pσ1✸ℓijσ2 × P(α0, α0)
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the obvious way, where
P+σ1;i[α0] = Pσ1((α
−
1,1, . . . , α
−
1,k−1
), (α+1,1, . . . , α
+
1,i−1, α0, α
+
1,i+1, . . . α
+
1,k+1 +
)),
P−σ2;j [α0] = Pσ2((α
−
2,1, . . . , α
−
2,j−1, α0, α
−
2,j+1, . . . α
−
2,k−2 +1
), (α+2,1, . . . , α
+
2,k+2
))
and
Pσ1✸ℓijσ2
= Pσ1✸ℓijσ2((α
−
2,1, . . . , α
−
2,j−1, α
−
1,1, . . . , α
−
1,k−1
, α−2,j+1, . . . , α
−
2,k−2 +1
),
(α+1,1, . . . , α
+
1,i−1, α
+
2,1, . . . , α
+
2,k+2
, α+1,i+1, . . . , α
+
1,k+1 +1
).
This map is invertible. The inverse of the matrices (3.3) form a path((
cos(πs)− i sin(πs)
)
cos(πs/2) −
(
cos(πs)− i sin(πs)
)
sin(πs/2)
sin(πs/2) cos(πs/2)
)
0 ≤ s ≤ 1.
Hence the inverse of gℓij is given by (g
ℓ
ij)
−1(u3, u4) = (u1, u2) where u1 and u2 are
equal u3 or u4 off the necks, and u1 = exp ξ1 with
ξ1 =
(
cos
(
πη(t0/ℓ)
)
− J sin
(
πη(t0/ℓ)
))
cos
(
πη(t0/ℓ)/2
)
ξ3
−
(
cos
(
πη(t0/ℓ)
)
− J sin
(
πη(t0/ℓ)
))
sin
(
πη(t0/ℓ)/2
)
ξ4
and u2 = exp ξ2 with
ξ2 = sin
(
πη(t0/ℓ)/2
)
ξ3 + cos
(
πη(t0/ℓ)/2
)
ξ4
on the necks.
This map lifts to bundle maps
(gℓij)∗ : T
fibP+σ1;i[α0]⊞ T
fibP−σ2;j[α0]→ T
fibPσ1✸ℓijσ2
⊞ TP(α0, α0)
and
(gℓij)∗ : F
+
σ1;i[α0]⊞ F
−
σ2;j [α0]→ Fσ1✸ℓijσ2 ⊞ F(α0, α0)
defined the same way as before. These bundle maps are invertible. We denote the
inverse (gℓij)
∗.
Let
P+,−g1,k−+1,k++1;i,j [α0, α0] = Pg,k−+1,k++1((α
−
1 , . . . , α
−
j−1, α0, α
−
j+1, . . . α
−
k−+1),
(α+1 , . . . , α
+
i−1, α0, α
+
i+1, . . . α
+
k++1))
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and
Pg+1,k−,k+ = Pg+1,k−,k+((α
−
1 , . . . , α
−
j−1, α
−
j+1, . . . , α
−
k−+1),
(α+1 , . . . , α
+
i−1, α
+
i+1, . . . , α
+
k++1)).
Then the map (3.2) lifts to a map
cℓij : P
+,−
g,k−+1,k++1;i,j[α0, α0]→ Pg+1,k−,k+ × P(α0, α0),
defined the same way as gℓij . The map c
ℓ
ij lifts to bundle maps
(cℓij)∗ : T
fibP+,−g,k−+1,k++1;i,j[α0, α0]→ T
fibPg+1,k−,k+ ⊞ TP(α0, α0)
and
(cℓij)∗ : F
+,−
g,k−+1,k++1;i,j[α0, α0]→ Fg+1,k−,k+ ⊞ F(α0, α0).
defined the same way as (gℓij)∗. Similarly, for any smooth σ : [0, 1]
q → J∗g,k−+1,k++1(A)
there are local diffeomorphisms
cℓij : P
+,−
σ;i,j [α0, α0]→ P∁ℓijσ × P(α0, α0)
with lifts
(cℓij)∗ : T
fibP+,−σ;i,j[α0, α0]→ T
fibP∁ℓ
ij
σ ⊞ TP(α0, α0)
and
(cℓij)∗ : F
+,−
σ;i,j[α0, α0]→ F∁ℓijσ ⊞ F(α0, α0).
We denote the inverse of (cℓij)∗ by (c
ℓ
ij)
∗.
3.3. Index calculations. The following is an excision principle for the index
of DfibΨg,k−,k+ . Recall that P
d
g,k−,k+ denotes the subset of Pg,−,k+ where index
DfibΨg,k−,k+ is d. Similarly we add a superscript d to the notation introduced in
§3.2.
Lemma 3.3.1.
gℓij
(
P
d1;+
g1,k
−
1 ,k
+
1 +1;i
[α0]×P
d2;−
g2,k
−
2 +1,k
+
2 ;j
[α0]
)
⊂ Pd1+d2g1+g2,k−1 +k−2 ,k+1 +k+2
× P0(α0, α0)
cℓij
(
P
d;+,−
g,k−+1,k++1;i,j[α0, α0]
)
⊂ Pdg+1,k−,k+ × P
0(α0, α0)
gℓij
(
P
d1;+
σ1;i
[α0]×P
d2;−
σ2;j
[α0]
)
⊂ Pd1+d2
σ1✸
ℓ
ij
σ2
× P0(α0, α0)
cℓij
(
P
d;+,−
σ;i,j [α0, α0]
)
⊂ Pd
∁ℓ
ij
σ × P
0(α0, α0)
Proof. By Remark 2.3.5, it suffices to prove the first two statements. We will
prove the first one. The second is proven the same way. Let ([u3, c1 ✸
ℓ
ij c2], u4) =
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gℓij([u1, c1], [u2, c2]). To keep the notation simple, we write u1, u2, and u3 for [u1, c1],
[u2, c2], and [u3, c1 ✸
ℓ
ij c2]. We need to show that
indexDfibu3Ψg1+g2,k−1 +k−2 ,k+1 +k+2 = indexD
fib
u1
Ψg1,k−1 ,k+1 +1 + indexD
fib
u2
Ψg2,k−2 +1,k+2
and
indexDu4Ψ(α0, α0) = 0.
The map u4 is a perturbation of α0. Hence indexDu4Ψ(α0, α0) = 0. Thus it suffices
to show that
indexDfibu1Ψg1,k−1 ,k+1 +1 + indexD
fib
u2
Ψg2,k−2 +1,k+2
= indexDfibu3Ψg1+g2,k−1 +k−2 ,k+1 +k+2 + indexDu4Ψ(α0, α0).
This is simply invariance of the index under excision. However, as we are working on
non-compact surfaces, we can not appeal to the standard excision principle of Atiyah
and Singer. Instead we argue as follows. It follows from [R] Prop. 2.1 that
(Dfibu1Ψg1,k−1 ,k+1 +1)(exp ξ1)∗ζ1 ⊕ (D
fib
u2
Ψg2,k−2 +1,k+2 )(exp ξ2)∗ζ2
= (exp ξ1)∗
(
∂ζ1
∂t
+ J(Dα0ΦH)ζ1 + (ξ1 ⊗ ζ1) · f
)
⊕ (exp ξ2)∗
(
∂ζ2
∂t
+ J(Dα0ΦH)ζ2 + (ξ2 ⊗ ζ2) · f
)
on the necks. Similarly,
(Dfibu3Ψg1+g2,k−1 +k−2 ,k+1 +k+2 )(exp ξ3)∗ζ3 ⊕ (Du4Ψ(α0, α0))(exp ξ4)∗ζ4
= (exp ξ3)∗
(
∂ζ3
∂t
+ J(Dα0ΦH)ζ3 + (ξ3 ⊗ ζ3) · f
)
⊕ (exp ξ4)∗
(
∂ζ4
∂t
+ J(Dα0ΦH)ζ4 + (ξ4 ⊗ ζ4) · f
)
on the necks. It follows that the excision map gℓij intertwines D
fib
u1
Ψg1,k−1 ,k+1 +1 ⊕
Dfibu2Ψg2,k−2 +1,k+2 andD
fib
u3
Ψg1+g2,k−1 +k−2 ,k+1 +k+2 ⊕Du4Ψ(α0, α0) modulo lower order terms
that are supported on the necks. These terms define a compact operator. Hence
index
(
Dfibu1Ψg1,k−1 ,k+1 +1 ⊕D
fib
u2
Ψg2,k−2 +1,k+2
)
= index(gℓij)
∗
(
Dfibu3Ψg1+g2,k−1 +k−2 ,k+1 +k+2 ⊕Du4Ψ(α0, α0)
)
= index
(
Dfibu3Ψg1+g2,k−1 +k−2 ,k+1 +k+2 ⊕Du4Ψ(α0, α0)
)
.

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In our setup two different minimal Chern numbers arise. The minimal Chern
number of Floer is N0.
Definition 3.3.2. We define the homotopical minimal Chern number N0 by
〈c1(TM)|π2(M)〉 = N0Z
and the homological minimal Chern number N1 by
〈c1(TM)|H2(M,Z)〉 = N1Z.
The following is the main index formula.
Proposition 3.3.3. There exist a unique function
µH : C
0
H → Z/2N0Z
such that if α±i ∈ C
0
H and P
d
g,k+,k−((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)) is nonempty, then
d ≡ 2n(1− g − k−) +
k−∑
i=1
µH(α
−
i )−
k+∑
i=1
µH(α
+
i ) mod 2N1,
and, for g = 0,
d ≡ 2n(1− k−) +
k−∑
i=1
µH(α
−
i )−
k+∑
i=1
µH(α
+
i ) mod 2N0.
The function µH is independent of J.
If σ is a smooth map [0, 1]q → J∗g,k−,k+(A), α
±
i ∈ C
0
H , and P
d
σ((α
−
1 , . . . , α
−
k−),
(α+1 , . . . , α
+
k+)) is nonempty, then
d ≡ q + 2n(1− g − k−) +
k−∑
i=1
µH(α
−
i )−
k+∑
i=1
µH(α
+
i ) mod 2N1.
and, for g = 0,
d ≡ q + 2n(1− k−) +
k−∑
i=1
µH(α
−
i )−
k+∑
i=1
µH(α
+
i ) mod 2N0.
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If α± ∈ C0H and P
d(α−, α+) is non-empty, then
d ≡ µ(α−)− µ(α+) mod 2N0.
Proof. For each α ∈ C0H , we choose [u
+
α, c
+
α] ∈ P0,0,1(∅, (α)). To keep the notation
simple we write u for [u, c]. In particular we write u+α for [u
+
α, c
+
α]. If there exists a
function µH as in the Proposition, then
(3.4) indexDfibu+αΨ0,0,1 ≡ 2n− µH(α) mod 2N0.
This shows uniqueness.
To show existence, we take (3.4) as the definition of µH(α), and show that the
first index formula in the Proposition holds. We first note that if u0 ∈ Pg,0,0, then
Dfibu0Ψg,0,0 is a perturbed ∂-complex on the compact Riemann surface Σg,0,0 coupled to
(u0)∗TM . By the Riemann-Roch theorem,
indexDfibu0Ψg,0,0 = 2n(1− g) + 2
〈
c1(TM)
∣∣(u0)∗[Σ]〉.
In particular,
(3.5) indexDfibu0Ψg,0,0 ≡ 2n(1− g) mod 2N1.
If g = 0, then this and the following congruences hold modulo 2N0. We also note that
by Prop. 2.1.7,
(3.6) indexDαΨ(α,α) = 0.
For each α ∈ C0H , we also choose u
−
α ∈ P0,1,0((α), ∅). Let (u
0, α) = gℓ11(u
+
α, u
−
α).
With a slight abuse of notation we here write “α ” for a a map that is only approxi-
mately equal to α. By Lemma 3.3.1,
indexDfibu+αΨ0,0,1 + indexD
fib
u−α
Ψ0,1,0 = indexD
fib
u0Ψ0,0,0 + indexDαΨ(α,α).
It then follows from (3.4), (3.5) and (3.6) that
(3.7) indexDfibu−αΨ0,1,0 ≡ µH(α) mod 2N1.
24
Let u ∈ Pg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)). By repeated use of Lemma 3.3.1,
indexDfibu Ψg,k−,k+ + indexD
fib
u+α−
1
Ψ0,0,1 + · · · + indexD
fib
u+α−
k−
Ψ0,0,1
+ indexDfibu−α+
1
Ψ0,1,0 + · · · + indexD
fib
u−α+
k+
Ψ0,1,0
= indexDfibu0Ψg,0,0 + indexDα−1 Ψ(α
−
1 , α
−
1 ) + · · ·+ indexDα−k−Ψ(α
−
k− , α
−
k−)
+ indexDα+1 Ψ(α
+
1 , α
+
1 ) + · · ·+ indexDα+k+Ψ(α
+
k+ , α
+
k+).
The first index formula now follows from (3.4), (3.5), (3.6), and (3.7). The other index
formulas are easy consequences of the first index formula; see Remark 2.3.5 and 2.3.7.
It follows from Prop. 2.1.3 by continuity that µH does not depend on J. 
A different approach to index formulas for perturbed pseudoholomorphic curves
uses the Maslov index, see [F1], [SZ] and [MS2] Sect. 9.2.
3.4. Coherent orientations. We will orient the moduli space by performing ex-
cisions on the orientation sheaves. Our construction is inspired by [D] Sect. 3, [DK]
Sect. 7.1.6, and [FH]. However, the details of our construction are different, as we do
not localize the kernels and cokernels.
Let T be a Fredholm operator. We then let OT denote the set of orientations of
the vector space ker T ⊕ (coker T )∗, or, equivalently, the set of orientations of the line
Λmax ker T⊗(Λmax coker T )∗. Then OT is a 1-dimensional vector space over Z/2Z. The
following properties of OT will be used extensively.
• If T is invertible, then OT = Z/2Z canonically.
• If T − T ′ is a compact operator, then OT = OT ′ canonically.
• OT1◦T2 = OT1 ⊗ OT2 canonically.
• Hence, if S1T − US2 is compact, and S1 and S2 are invertible, then we can
identify
OT = (Z/2Z)⊗ OT = OS1 ⊗ OT = OS1◦T
= OU◦S2 = OU ⊗ OS2 = OU ⊗ (Z/2Z) = OU .
We denote the resulting isomorphism
S∗ : OT → OU .
• We can identify OT1⊕T2 with OT1 ⊗ OT2 . In other words, elements of OT1
and OT2 determine an element of OT1⊕T2 . We use the following convention.
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Choose orientations of kerT1, coker T1, ker T2 and coker T2 compatible with
the orientations of kerT1 ⊕ (coker T1)
∗ and ker T1 ⊕ (coker T2)
∗. We then use
the induced orientation of
(ker T1)⊕ (coker T1)
∗ ⊕ (ker T2)⊕ (coker T2)
∗.
• The spaces OT1 ⊗ OT2 and OT2 ⊗ OT1 are identical. However, if we choose
elements of OT1 and OT2 , and make the identifications OT1 ⊗ OT2 = OT1⊕T2
and OT2 ⊗ OT1 = OT2⊕T1 as above, then the induced elements of OT1 ⊗ OT2
and OT2 ⊗ OT1 differ by (−1)
indexT1 indexT2 .
• More generally, if ρ is a permutation on k letters, and we choose elements of
OT1 , . . . ,OTk , then the induced elements of OT1⊗· · ·OTk and OTρ(1)⊗· · ·OTρ(k)
differ by the graded sign of the permutation
(T1, . . . , Tk)→ (Tρ(1), . . . , Tρ(k))
where Ti is assinged the degree indexTi.
The graded sign of a permutation is defined as the sign of the permutation obtained
by removing all elements of even degree.
• If T = {Tx}x∈X is a continuous family of Fredholm operators parametrized
by a topological space X, then OT =
⋃
x∈X OTx forms a continuous double
cover of X. We call OT the orientation sheaf for the family T .
Let Og,k−,k+ denote the orientation sheaf for the family D
fibΨg,k−,k+ parametrized
by Pg,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)). Let Oσ denote the orientation sheaf for the
family DΨσ parametrized by Pσ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)). Let O(α
−, α+) denote
the orientation sheaf for the family DΨ(α−, α+) parametrized by P(α−, α+). Let O[0,1]q
denote the orientation sheaf for the manifold [0, 1]q .
A global section of Og,k−,k+ determines a global section of
Oσ = O[0,1]q ⊗ σ
∗Og,k−,k+,
see Remark 2.3.5, and a global section of
O(α−, α+) = Oσ0 ,
see Remark 2.3.7. If the moduli space Mσ is regular, then a global section of Oσ
determines an orientation of Mσ; see for instance [DK] Sect. 5.4.1. Hence it suffices to
choose global sections of the orientation sheaves Og,k−,k+ .
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We first note that in some cases Og,k−,k+ has a canonical section. If [u, c] ∈
Pg,0,0(∅, ∅), then D[u,c]Ψg,0,0 is a perturbed ∂-operator coupled to a complex vector
bundle over the compact surface Σg,0,0. Hence the operator has a complex index line
bundle. The real index line bundle is the determinant of the complex index line bundle.
Hence the real index line bundle has a canonical orientation. This gives a canonical
section of Og,0,0.
By Prop. 2.1.7, the operator Dα0Ψ(α0, α0) is invertible. Thus Oα0(α0, α0) has a
canonical element. By continuity, we also get canonical elements of Ou(α0, α0) for u
close to α0.
In the proof of Lemma 3.3.1 we saw that the maps (gℓij)∗ intertwine the families
DfibΨg1,k−1 ,k+1 +1 ⊞D
fibΨg2,k−2 +1,k+2
and
DfibΨg1+g2,k−1 +k−2 ,k+1 +k+2 ⊞DΨ(α0, α0)
up to compact operators. Hence there are induced excision maps
(3.8) (gℓij)∗ : Og1,k−1 ,k+1 +1 ⊠Og2,k−2 +1,k+2 → Og1+g2,k−1 +k−2 ,k+1 +k+2 ⊗ Oα0(α0, α0).
Here we write Oα0(α0, α0) for Ou(α0, α0) with u close to α0.
Similarly there are excision maps
(3.9) (cℓij)∗ : Og,k−+1,k++1 → Og+1,k−,k+ ⊗ Oα0(α0, α0).
Definition 3.4.1. A coherent system of orientations is a choice of a global
section of the double cover Og,k−,k+ of each Pg,k−,k+(α
−
1 , . . . , α
−
k− , α
+
1 , . . . , α
+
k+), with
α±i ∈ C
0
H , such that the following four conditions are satisfied:
• For any g ≥ 0, the coherent section of Og,0,0 is given by the canonical orien-
tations.
• For each α0 ∈ CH , the coherent element of Oα0(α0, α0) is equal to the canon-
ical orientation.
• The excision map (3.8) preserves or reverses the coherent orientations accord-
ing to the graded sign of the permutation
(3.10)
(α−1,1, . . . , α
−
1,k−1
, α+1,1, . . . , α
+
1,i−1, α0
+
, α+1,i+1, . . . , α
+
1,k+1 +1
,
α−2,1, . . . , α
−
2,j−1, α0
−
, α−2,j+1, . . . , α
−
2,k−2 +1
, α+2,1, . . . , α
+
2,k+2
)
7→ (α−2,1, . . . , α
−
2,j−1, α
−
1,1, . . . , α
−
1,k−1
, α−2,j+1, . . . , α
−
2,k−2 +1
,
α+1,1, . . . , α
+
1,i−1, α
+
2,1, . . . , α
+
2,k+2
, α+1,i+1, . . . , α
+
k+1 +1
, α0
+
, α0
−
),
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where α has degree µH(α).
• The excision map (3.9) preserves or reverses the coherent orientations accord-
ing the graded sign of the permutation
(3.11)
(α−1 , . . . , α
−
j−1, α0
−
, α−j+1, . . . , α
−
k−+1, α
+
1 , . . . , α
+
i−1, α0
+
, α+i+1, α
+
k++1)
7→ (α−1 , . . . , α
−
j−1, α
−
j+1, . . . , α
−
k−+1,
α+1 , . . . , α
+
i−1, α
+
i+1, . . . , α
+
k++1, α0
+
, α0
−
),
where α has degree µH(α).
We also refer to the induced sections of Oσ and O(α
−, α+) as coherent orientations.
Recall that graded sign means the sign of the permutation obtained by removing all
elements of even degree.
Proposition 3.4.2. For any regular HamiltonianH, there exist coherent systems
of orientations. Given one coherent system of orientations, any other coherent system
of orientations can be obtained by choosing a function τ : C0H → {−1, 1} and changing
the section of Og,k−,k+((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)) by
(3.12)
k−∏
i=1
τ(α−i )
k+∏
i=1
τ(α+i ).
Proof. To keep the notation simple, we write u for [u, c] ∈ Pg,k−,k+, and Ou
for (Og,k−,k+)[u,c]. For each α ∈ C
0
H , we choose elements u
+
α ∈ P0,0,1(∅, (α)) and
u−α ∈ P0,1,0((α), ∅). We then arbitrarily choose an element of each Ou+α that will serve
as a coherent orientation. For ℓ large enough, (u0α, α) = g
ℓ
11(u
+
α, u
−
α) is defined. (Recall
that we write “α ” for maps that are only approximately equal to α.) The excision
map
(gℓ11)∗ : Ou+α ⊗Ou−α → Ou0α ⊗ Oα
has to preserve coherent orientations. As we have chosen the coherent element of Ou+α ,
and Ou0α and Oα have canonical elements, this determines the coherent element of Ou−α .
Let
u ∈ Pg,k−,k+((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)).
By repeated use of the excision maps we get a map
Ou+α−
k−
⊗ · · · ⊗Ou+α−
1
⊗Ou ⊗Ou−α+
k+
⊗ · · · ⊗Ou−α+
1
→ Oα−
k−
⊗ · · · ⊗ Oα−1 ⊗Ou0 ⊗ Oα+k+ ⊗ · · · ⊗ Oα+1
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where u0 ∈ Pg,0,0(∅, ∅). This excision map has to preserve the coherent orientations.
This determines the coherent element of Ou.
These orientations are unique, once we have chosen elements ofOu+α for all α ∈ C
0
H .
A different choice of elements ofOu+α changes the coherent orientation by a factor (3.12).
We have chosen elements of Ou+α , Ou−α and Oα twice; first in the initial step of the
construction, and then when we defined the coherent element of an arbitrary Ou. Both
elements of Ou+α and Ou−α are determined by requiring the map (g
ℓ
11)∗ to preserve the
orientations. Thus the two elements of Ou+α and Ou−α are identical.
We need to verify that these orientations satisfy the four conditions of Def. 3.4.1.
The first condition is satisfied trivially. The third condition is verified as follows. We
write O˜u+α for Ou+α , but with a designated element that is (−1)
µ(α) times the coherent
element. It follows from Prop. 3.3.3, or rather the simplified formula
d ≡
k−∑
i=1
µ(α−i ) +
k+∑
i=1
µ(α+i ) mod 2,
and the discussion of permutations earlier in this section that the excision maps
Ou−α ⊗ O˜u+α → Ou0α ⊗ Oα
and
Ou ⊗Ou−α+
k+
⊗ · · · ⊗Ou−α+
1
⊗ O˜u+α−
k−
⊗ · · · ⊗ O˜u+α−
1
→ Ou0 ⊗ Oα−
k+
⊗ · · · ⊗ Oα+1 ⊗ Oα−k− ⊗ · · · ⊗ Oα
−
1
preserve the orientations induced by the coherent orientations and the designated ele-
ments of the spaces O˜u+α−
i
. That the third condition is satisfied now follows from the
commutative diagram on the next page. The two maps on the left and the map on the
lower right preserve the orientations. The bottom map is defined to make the diagram
commute. It is induced by a fairly complicated composition of excision operators on
the bundles T fibP and E. However, a moment’s thought shows that if we choose the
parameter ℓ for the gluing of the u±α ’s at least three times larger than the parameter
ℓ for the gluing of u1 and u2, then this operator splits as a direct sum of operators
T fib
u01
Pg1,0,0 ⊕ T
fib
u02
Pg2,0,0 → T
fib
u03
Pg1+g2,0,0 ⊕ T
fib
u0α0
P0,0,0 and (Eg1,0,0)u01 ⊕ (Eg2,0,0)u02 →
(Eg1+g2,0,0)u03 ⊕ (E0,0,0)u0α0
, and the identity operators on Tα−2,1P · · · , Tα+1,k+
1
P, Tα0P
and Eα−2,1 , · · · ,Eα+1,k+
1
,Eα0 . The operators T
fib
u01
Pg1,0,0 ⊕ T
fib
u02
Pg2,0,0 → T
fib
u03
Pg1+g2,0,0 ⊕
T fibu0α0
P0,0,0 and (Eg1,0,0)u01 ⊕ (Eg2,0,0)u02 → (Eg1+g2,0,0)u03 ⊕ (E0,0,0)u0α0
commute with J,
up to lower order terms. In this case the coherent orientations are induced by the com-
plex structures. It follows that the induced map Ou01 ⊗Ou02 → Ou03 ⊗Ou0α0
preserves
the coherent orientations. Hence the bottom map is orientation preserving.
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Ou1 ⊗Ou2
⊗Ou−α+
2,k+
2
⊗ · · · ⊗Ou−α+
2,1
⊗ O˜u+α−
2,k−
1
⊗ · · · ⊗ O˜u+α−
2,j+1
⊗ O˜u+α0 ⊗ O˜u
+
α−
2,j−1
⊗ · · · ⊗ O˜u+α−
2,1
⊗Ou−α+
1,k+
1
⊗ · · · ⊗Ou−α+
1,i+1
⊗Ou−α0 ⊗Ou
−
α+
1,i−1
⊗ · · · ⊗Ou−α+
1,1
⊗ O˜u+α−
1,k−
1
⊗ · · · ⊗ O˜u+α−
1,1
−→
Ou1 ⊗Ou2
⊗Ou−α+
1,k+
1
⊗ · · · ⊗Ou−α+
1,i+1
⊗Ou−α+
2,k+
2
⊗ · · · ⊗Ou−α+
2,1
⊗Ou−α+
1,i−1
⊗ · · · ⊗Ou−α+
1,1
⊗ O˜u+α−
2,k−
1
⊗ · · · ⊗ O˜u+α−
2,j+1
⊗ O˜u+α−
1,k−
1
⊗ · · · ⊗ O˜u+α−
1,1
⊗ O˜u+α−
2,j−1
⊗ · · · ⊗ O˜u+α−
2,1
⊗Ou−α0 ⊗ O˜u
+
α0y y
Ou1 ⊗Ou02
⊗ Oα+
2,k+
2
⊗ · · · ⊗ Oα+2,1
⊗ Oα−
2,k−
1
⊗ · · · ⊗ Oα−2,j+1
⊗ Oα0 ⊗ Oα−2,j−1 ⊗ · · · ⊗ Oα−2,1
⊗Ou−α+
1,k+
1
⊗ · · · ⊗Ou−α+
1,i+1
⊗Ou−α0 ⊗Ou
−
α+
1,i−1
⊗ · · · ⊗Ou−α+
1,1
⊗ O˜u+α−
1,k−
1
⊗ · · · ⊗ O˜u+α−
1,1
Ou3 ⊗ Oα0
⊗Ou−α+
1,k+
1
⊗ · · · ⊗Ou−α+
1,i+1
⊗Ou−α+
2,k+
2
⊗ · · · ⊗Ou−α+
2,1
⊗Ou−α+
1,i−1
⊗ · · · ⊗Ou−α+
1,1
⊗ O˜u+α−
2,k−
1
⊗ · · · ⊗ O˜u+α−
2,j+1
⊗ O˜u+α−
1,k−
1
⊗ · · · ⊗ O˜u+α−
1,1
⊗ O˜u+α−
2,j−1
⊗ · · · ⊗ O˜u+α−
2,1
⊗Ou−α0 ⊗ O˜u
+
α0y y
Ou02 ⊗ Oα
+
2,k+
2
⊗ · · · ⊗ Oα+2,1
⊗ Oα−
2,k−
1
⊗ · · · ⊗ Oα−2,j+1
⊗ Oα0 ⊗ Oα−2,j−1 ⊗ · · · ⊗ Oα−2,1
⊗Ou01 ⊗ Oα
+
1,k+
1
⊗ · · · ⊗ Oα+1,i+1
⊗ Oα0 ⊗ Oα+1,i−1 ⊗ · · · ⊗ Oα+1,1
⊗ Oα−
1,k−
1
⊗ · · · ⊗ Oα−1,1
−→
Ou03 ⊗ Oα0
⊗ Oα+
1,k+
1
⊗ · · · ⊗ Oα+1,i+1
⊗ Oα+
2,k+
2
⊗ · · · ⊗ Oα+2,1
⊗ Oα+1,i−1 ⊗ · · · ⊗ Oα+1,1
⊗ Oα−
2,k−
1
⊗ · · · ⊗ Oα−2,j+1
⊗ Oα−
1,k−
1
⊗ · · · ⊗ Oα−1,1
⊗ Oα−2,j−1 ⊗ · · · ⊗ Oα−2,1
⊗Ou0α0
⊗ Oα0
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The top map is a permutation, and changes the orientation according to the graded
sign of the permutation (3.10). As the diagram commutes, it follows that the upper
right map also changes the orientation according to the graded sign of the permutation
(3.10). But this map is given by the excision map Ou1 ⊗Ou2 → Ou3 ⊗Oα0 . It follows
that the third condition is satisfied. The fourth condition is verified the same way.
Finally we verify the second condition. By definition, the excision map gℓ11 above
preserves the orientations given by the canonical element of Oα. By the third condition
gℓ11 preserves the orientations given by the coherent element of Oα. Hence the two
elements of Oα are identical. 
Given σ1 : [0, 1]
q1 → J∗g1,k−1 ,k+1 +1
(A) and σ2 : [0, 1]
q2 → J∗g2,k−2 +1,k+2
(A) we get two
families DΨσ1 ⊞ DΨσ2 and DΨσ1✸ℓijσ2 ⊕DΨσα0 of Fredholm operators parametrized
by [0, 1]q1+q2 . These families are intertwined by the excision operators (gℓij)∗, up to
compact operators. Thus there is an induced excision map
(3.13) (gℓij)∗ : Oσ1 ⊠Oσ2 → Oσ1✸ℓijσ2 ⊗ Oα0 .
Similarly there is an excision map
(3.14) (cℓij)∗ : Oσ → O∁ℓ
ij
σ ⊗ Oα0 .
Proposition 3.4.3. Any coherent system of orientations of the moduli spaces
Mdσ has the following three properties.
• The moduli space M0(α0, α0) consists of a single point α0, and this point is
positively oriented.
• The map (3.13) preserves or reverses the orientation according to the graded
sign of the permutation
(3.15)
(σ1, α
−
1,1, . . . , α
−
1,k−1
, α+1,1, . . . , α
+
1,i−1, α0
+
, α+1,i+1, . . . , α
+
1,k+1 +1
,
σ2, α
−
2,1, . . . , α
−
2,j−1, α0
−
, α−2,j+1, . . . , α
−
2,k−2 +1
, α+2,1, . . . , α
+
2,k+2
)
7→ (σ1, σ2, α
−
2,1, . . . , α
−
2,j−1, α
−
1,1, . . . , α
−
1,k−1
, α−2,j+1, . . . , α
−
2,k−2 +1
,
α+1,1, . . . , α
+
1,i−1, α
+
2,1, . . . , α
+
2,k+2
, α+1,i+1, . . . , α
+
k+1 +1
, α0
+
, α0
−
).
where α has degree µH(α), σ1 has degree q1, and σ2 has degree q2.
• The map (3.14) preserves or reverses the orientations according to the graded
sign of the permutation (3.11).
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To show this one argues the same way as when we verified the third condition of
Def. 3.4.1 in the proof of Prop. 3.4.2, keeping track of the additional factors O[0,1]q1 ,
O[0,1]q2 , and O[0,1]q .
Let Sk denote the symmetric group on k letters. Let ρ = (ρ
−, ρ+) with ρ− :
{1, . . . , k−} → {1, . . . , k−} and ρ+ : {1, . . . , k+} → {1, . . . , k+} be an element of Sk− ×
Sk+ . Let ϕ be any diffeomorphism with ϕ(p
±
i ) = p
±
ρ±(i) and ϕ∗X
±
i = X
±
ρ±(i). Then for
any c ∈ Ĵ∗g,k−,k+(A), [ϕ∗c] ∈ J
∗
g,k−,k+(A) is uniquely determined by [c] ∈ J
∗
g,k−,k+(A)
and (ρ−, ρ+) ∈ Sk−,k+. This defines a natural group action
(Sk− × Sk+)× J
∗
g,k−,k+(A)→ J
∗
g,k−,k+(A).
For each ρ ∈ Sk− × Sk+ a similar construction gives a map
Pσ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
→ Pρ.σ((α
−
ρ−(1), . . . , α
−
ρ−(k−)), (α
+
ρ+(1), . . . , α
+
ρ+(k+))).
This map has natural lifts to bundle maps T fibPσ → T
fibPρ.σ and Fσ → Fρ.σ. These
bundle maps intertwine DΨσ and DΨρ.σ. Hence there is an induced map
(3.16) Oσ → Oρ.σ.
Proposition 3.4.4. The map (3.16) preserves or reverses the coherent orienta-
tion according to the graded sign of the permutation
(3.17)
(α−1 , . . . , α
−
k− , α
+
1 , . . . , α
+
k+)
→ (α−ρ−(1), . . . , α
−
ρ−(k−), α
+
ρ+(1), . . . , α
+
ρ+(k+)).
This is shown the same way as Prop. 3.4.3.
3.5. Uhlenbeck-Gromov compactness. The usual integration by parts argument,
shows that if
u ∈ Pd((α−1 , . . . , α
−
k−), (α
−
1 , . . . , α
−
k−))
then
E[u] ≤ C +
∫
Σg,k−,k+
u∗ω,
where C only depends on H and R. The integral of u∗ω is uniquely determined by
the periodic orbits α±i and d. In fact, if u1 ∈ P
d1 and u2 ∈ P
d2 , then
∫
Σ
(u∗1ω − u
∗
2ω)
equals k times the relative first Chern class of u∗1TM and u
∗
2TM , which, by excision
and the Atiyah-Singer theorem, equals k(d1 − d2)/2. With a uniform estimate of E[u]
at hand, the following compactness result follows by the standard Uhlenbeck-Gromov
argument; see for instance [PW].
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Proposition 3.5.1. If σ : [0, 1]q → J∗g,k−,k+(A) is semi-regular, then the moduli
space Mdσ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)) is empty for all d < 0, and any sequence in
M0σ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)) has a strongly convergent subsequence.
There is a similar compactness result for 1-dimensional moduli spaces.
Proposition 3.5.2. If σ : [0, 1]q → J∗g,k−,k+(A) is regular, then any sequence
[un, cn] in M
1
σ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)) has a subsequence, that we also denote
[un, cn], such that one of the following conditions holds:
• The subsequence converges strongly to an element of
M1σ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)).
• There exists i ∈ {1, . . . , k−}, α0 ∈ CH , and a sequence ℓn, such that ℓn →∞ as
n→∞, (α0, [un, cn]) is in the range of g
ℓn
1i , and (g
ℓn
1i )
−1(α0, [un, cn]) converges
strongly to a pair in
M1(α−i , α0)×M
0
σ((α
−
1 , . . . , α
−
i−1, α0, α
−
i+1, . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)).
If α−i ∈ C
0
H , then α0 ∈ C
0
H .
• There exists i ∈ {1, . . . , k+}, α0 ∈ CH , and a sequence ℓn, such that ℓn →∞ as
n→∞, and ([un, cn], α0) is in the range of (g
ℓn
i1 )
−1 and (gℓni1 )
−1([un, cn], α0)
converges strongly to a pair in
M0σ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
i−1, α0, α
+
i+1, . . . , α
+
k+))×M
1(α0, α
+
i ).
If α+i ∈ C
0
H , then α0 ∈ C
0
H .
There are similar estimates for E[u] with u ∈Md
σ1✸
ℓ
ij
σ2
that are uniform in ℓ, if the
energy integrand (2.4) is redefined as |∇u−η(t0) η(ℓ−t0) dθ0⊗∇H|
2 on the neck. Then
the standard Uhlenbeck-Gromov argument gives the following compactness result.
Proposition 3.5.3. If σ1 : [0, 1]
q1 → J∗g1,k−1 ,k+1 +1
(A) and σ2 : [0, 1]
q2 →
J∗g2,k−2 +1,k
+
2
(A) are semi-regular, and σ1 ✸
ℓ
ij σ2 takes values in J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
(A)
for all ℓ ≥ 0, then, for ℓ large enough,
Mdσ1✸ℓijσ2
((α−2,1, . . . , α
−
2,j−1, α
−
1,1, . . . , α
−
1,k−1
, α−2,j+1, . . . , α
−
2,k−2 +1
),
(α+1,1, . . . , α
+
1,i−1, α
+
2,1, . . . , α
+
2,k+2
, α+1,i+1, . . . , α
+
1,k+1 +1
))
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is empty for all d < 0, and for any sequence ℓn of positive numbers such that ℓn →∞
as n→∞ and for any sequence
[un, cn] ∈M
0
σ1✸
ℓn
ij
σ2
((α−2,1, . . . , α
−
2,j−1, α
−
1,1, . . . , α
−
1,k−1
, α−2,j+1, . . . , α
−
2,k−2 +1
),
(α+1,1, . . . , α
+
1,i−1, α
+
2,1, . . . , α
+
2,k+2
, α+1,i+1, . . . , α
+
1,k+1 +1
))
there exists α0 ∈ CH and a subsequence, that we also denote ℓn and [un, cn], such that
([un, cn], α0) lies in the range of g
ℓn
ij and (g
ℓn
ij )
−1([un, cn], α0) converges strongly to a
pair in
M0σ1((α
−
1,1, . . . , α
−
1,k−1
), (α+1,1, . . . , α
+
1,i−1, α0, α
+
1,i+1, . . . α
+
1,k+1 +1
))
×M0σ2((α
−
2,1, . . . , α
−
2,j−1, α0, α
−
2,j+1, . . . α
−
2,k−2 +1
), (α+2,1, . . . , α
+
2,k+2
)).
If g1 = 0 and α
±
1,ν ∈ C
0
H for ν = 1, . . . , k
±
1 , or if g2 = 0 and α
±
2,ν ∈ C
0
H for ν = 1, . . . , k
±
2 ,
then α0 ∈ C
0
H .
There is a similar compactness theorem for Md
∁ℓ
ij
σ
with d ≤ 0.
3.6. Gluing of moduli spaces. We now change our notation slightly, and let A
denote a triple (H,J, 0) where (H,J) is a regular pair of a time-dependent Hamiltonian
and almost complex structure onM and o is a coherent system of orientations. It follows
from Prop. 3.5.1 that if H is regular and σ : [0, 1]q → J∗g,k−,k+(A) is transverse to
π : M−q((α−1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
))→ J∗g,k−,k+(A),
then the moduli space M0σ((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)) consists of a finite number of
points. If all α±i ∈ C
0
H , then the moduli space becomes a finite set of points, with signs
given by o. We denote the number of points, counted with signs, by
#M0σ((α
−
1 , . . . , α
−
k−1
), (α+1 , . . . , α
+
k+1
)).
Similarly, M1(α−, α+) is a finite union of affine lines. The affine structures give
the lines canonical orientations. The coherent system o also induces orientations. We
count a line as positive if the coherent and the canonical orientations agree, and negative
otherwise. We denote the number of lines, counted with signs, by
#M1(α−, α+).
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Proposition 3.6.1. For any contractible periodic orbit α,
#M0(α,α) = 1.
This is an immediate consequence of Prop. 3.4.3.
Proposition 3.6.2. If ρ = (ρ−, ρ+) ∈ Sk− × Sk+, then
#M0ρ.σ((α
−
ρ−(1), . . . , α
−
ρ−(k−)), (α
+
ρ+(1), . . . , α
+
ρ+(k+)))
= ±#M0ρ.σ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
where the sign is the graded sign of the permutation (3.17).
This is an immediate consequence of Prop. 3.4.4.
Proposition 3.6.3. If σ1 : [0, 1]
q1 → J∗g1,k−1 ,k+1 +1
(A) and σ2 : [0, 1]
q2 →
J∗g2,k−2 +1,k+2
(A) are semi-regular and
σ1 ✸
ℓ
ij σ2 : [0, 1]
q1+q2 → Jg1+g2,k−1 +k−2 ,k+1 +k+2 (A)
takes values in J∗g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
(A) for all ℓ ≥ 0, then, for sufficiently large ℓ,
σ1 ✸
ℓ
ij σ2 is semi-regular, and if all periodic orbits of H are contractible, then
#M0
σ1✸
ℓ
ij
σ2
((α−2,1, . . . , α
−
2,j−1, α
−
1,1, . . . , α
−
1,k−1
, α−2,j+1, . . . , α
−
2,k−2 +1
),
(α+1,1, . . . , α
+
1,i−1, α
+
2,1, . . . , α
+
2,k+2
α+1,i+1, . . . , α
+
1,k+1 +1
, ))
= (−1)q1q2
∑
α0∈C0H
± #M0σ1((α
−
1,1, . . . , α
−
1,k−1
),
(α+1,1, . . . , α
+
1,i−1, α0, α
+
1,i+1, . . . , α
+
1,k+1 +1
))
#M0σ2((α
−
2,1, . . . , α
−
2,j−1, α0, α
−
2,j+1, . . . , α
−
2,k−2 +1
),
(α+2,1, . . . , α
+
2,k+2
)) ,
where the signs equal the graded signs of the permutations (3.10).
The assumption that all periodic orbits of H are contractible can be replaced by
g1 = 0 and α
±
1,ν ∈ C
0
H for ν = 1, . . . , k
±
1 , or by g2 = 0 and α
±
2,ν ∈ C
0
H for ν = 1, . . . , k
±
2 ,
35
Proposition 3.6.4. If σ : [0, 1]q → J∗g,k−+1,k++1(A) is semi-regular and
∁ℓijσ : [0, 1]
q → Jg+1,k−,k+(A)
takes values in J∗g+1,k−,k+(A) for all ℓ ≥ 0, then, for sufficiently large ℓ, ∁
ℓ
jiσ is semi-
regular, and if all periodic orbits of H are contractible, then
#M0
∁ℓ
ij
σ
((α−1 , . . . , α
−
j−1, α
−
j+1, . . . , α
−
k−+1), (α
+
1 , . . . , α
+
i−1, α
+
i+1, . . . , α
+
k++1))
=
∑
α0∈C
0
H
± #M0σ((α
−
1 , . . . , α
−
j−1, α0, α
−
j+1, . . . , α
−
k−+1),
(α+1 , . . . , α
+
i−1, α0, α
+
i+1, . . . , α
+
k++1)) ,
where the signs equal the graded signs of the permutation (3.11).
Given a smooth map
σ : [0, 1]q → J∗g,k−,k+(A),
we can form the boundary maps
∂0i σ, ∂
1
i σ : [0, 1]
q−1 → J∗g,k−,k+(A)
given by
∂0νσ(x1, . . . , xq−1) = σ(x1, . . . , xν−1, 0, xν , . . . , xq−1)
and
∂1νσ(x1, . . . , xq−1) = σ(x1, . . . , xν−1, 1, xν , . . . , xq−1).
We use the following convention for orienting boundaries of manifolds. Let X be
a manifold with boundary ∂X. We orient the normal bundle N∂X of ∂X by taking
the outward direction to be positive. Given an orientation of X this determines an
orientation of ∂X by the requirement that N∂X ⊕ T∂X = TX as oriented vector
spaces.
Proposition 3.6.5. If σ : [0, 1]q → J∗g,k−,k+(A) is semi-regular and α
±
i ∈ C
0
H for
i = 1, . . . , k±, then
k−∑
j=1
∑
α0∈C
0
H
(−1)q+µ(α
−
1 )+···+µ(α
−
j−1)
#M1(α−j , α0) #M
0
σ((α
−
1 , . . . , α
−
j−1, α0, α
−
j+1, . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
−
k+∑
i=1
∑
α0∈C
0
H
(−1)q+µ(α
−
1 )+···+µ(α
−
k− )+µ(α
+
1 )+···+µ(α
+
i−1)+µ(α0)
#M0σ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
i−1, α0, α
+
i+1, . . . , α
+
k+)) #M
1(α0, α
+
i )
+
q∑
ν=1
(−1)ν+1
(
#M0∂1νσ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
−#M0∂0νσ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
)
= 0.
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Proposition 3.6.6. ([F4] Thm. 4.) For α−, α+ ∈ C0H ,∑
α0∈CH
#M1(α−, α0) #M
1(α0, α
+) = 0.
Proof of Thm. 3.6.3. We denote the moduli spaces M0,+σ1,i[α0], M
0,−
σ2,j
[α0] and
M0
σ1✸
ℓ
ij
σ2
. In this notation, we have to show that for ℓ large enough, M0
σ1✸
ℓ
ij
σ2
is
semi-regular, and
#M0σ1✸ℓijσ2
=
∑
α0∈CH
±#M0,+σ1,i[α0]#M
0,−
σ2,j
[α0].
The moduli space M0,+σ1,i[α0] × M
0,−
σ2,j
[α0] is the zero locus of the section Ψ
0,+
σ1,i
[α0] ⊞
Ψ0,−σ2,j [α0] of the bundle F
0,+
σ1,i
[α0]⊞ F
0,−
σ2,j
[α0] over P
0,+
σ1,i
[α0]×P
0,−
σ2,j
[α0]. By Prop. 2.3.6
this section is transverse to the zero section. Let U be a neighborhood of M0,+σ1,i[α0]×
M
0,−
σ2,j
[α0] in P
0,+
σ1,i
[α0] ×P
0,−
σ2,j
[α0]. It follows from the implicit function theorem that
if we choose U small enough, then any sufficiently small perturbation of the restriction
of Ψ0,+σ1,i[α0]⊞Ψ
0,−
σ2,j
[α0] to U is also transverse to the zero section and its zero locus is
a small perturbation of M0,+σ1,i[α0]×M
0,−
σ2,j
[α0].
By Prop. 3.4.3, we can count the number of points inM0
σ1✸
ℓ
ij
σ2
×M0(α0, α) instead
of M0
σ1✸
ℓ
ij
σ2
. It follows from Prop. 3.5.1 that for ℓ large enough, M0,+σ1,i[α0]×M
0,−
σ2,j
[α0]
is contained in the domain of gℓij . It follows from Prop. 3.5.3 that for ℓ large enough,
M0
σ1✸
ℓ
ij
σ2
× M0(α0, α) lies in the range of g
ℓ
ij . It also follows from Prop. 3.5.3 that
(gℓij)
−1(M0
σ1✸
ℓ
ij
σ2
×M0(α0, α)) ⊂ U for ℓ large enough.
Now Ψ0,+σ1,i[α0]⊞Ψ
0,−
σ2,j
[α0] and (g
ℓ
ij)
∗
(
Ψ0
σ1✸
ℓ
ij
σ2
⊞Ψ0(α0, α0)
)
are equal off the necks.
By [R] Prop. 2.1 that on the necks, with u1 = exp ξ1 and u2 = exp ξ2,
Ψ0,+σ1,i[α0](u1)⊞Ψ
0,−
σ2,j
[α0](u2) = (exp ξ1)∗(dξ1/dt+ J(Dα0ΦH)ξ1 + (ξ1 ⊗ ξ1) · f1)
⊕ (exp ξ2)∗(dξ2/dt+ J(Dα0ΦH)ξ2 + (ξ2 ⊗ ξ2) · f2)
where f1 and f2 are smooth functions of ξ, ∇ξ, η, and ∇η. Similarly, on the necks,
with u3 = exp ξ3 and u4 = exp ξ4,
Ψ0σ1✸ℓijσ2
⊞Ψ0(α0, α0)
= (exp ξ3)∗
(
dξ3/dt+ J(Dα0ΦH)ξ3 + (ξ3 ⊗ ξ3) · f
)
⊕ (exp ξ4)∗
(
dξ4/dt+ J(Dα0ΦH)ξ4 + (ξ4 ⊗ ξ4) · f
)
.
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It follows that (
Ψ0,+σ1,i[α0]⊞Ψ
0,−
σ2,j
[α0]
)
− (gℓij)
∗
(
Ψ0σ1✸ℓijσ2
⊞Ψ0(α0, α0)
)
vanishes off the necks, and on the necks it is given by terms of the form (ξµ ⊗ ξν) · f
and (dη/dt) ξµ · f . We can make these terms, and their first order Fre´chet derivatives,
arbitrarily small by choosing U small and ℓ large. It then follows from the implicit func-
tion theorem that M0,+σ1,i[α0]×M
0,−
σ2,j
[α0] is a small perturbation of (g
ℓ
ij)
−1
(
M0
σ1✸
ℓ
ij
σ2
×
M0(α0, α0)
)
. The Proposition follows, if we disregard signs.
Finally, the excision map gℓij induces a map (3.13). By Prop. 3.4.3 this map
changes the coherent orientations by the graded sign of the permutation (3.15). By
Prop. 3.3.3, if the moduli spaces are non-empty, then
q1 ≡ µH(α
−
1,1) + · · · + µH(α
−
1,k−1
)
+ µH(α
+
1,1) + · · · + µH(α
+
1,i−1) + µH(α
+
0 ) + µH(α
+
1,i+1) + · · ·+ µH(α
+
1,k+1 +1
)
modulo 2. It follows that the signs of the permutations (3.15) and (3.10) differ by
(−1)q1q2 . This accounts for the signs in the Proposition. 
Proof of Thm. 3.6.4. This is proven the same way as Thm. 3.6.3. 
Proof of Thm. 3.6.5. For simplicity we denote the moduli spaces M0,±σ,i [α0], M
0
∂0νσ
,
M0∂1νσ
. In this notation we have to show that
(3.18)
∑
j,α0
±#M1(α−j , α0)#M
0,−
σ,j [α0]−
∑
i,α0
±#M0,+σ,i [α0]#M
1(α0, α
+
i )
+
∑
ν
(−1)ν+1
(
#M0∂1νσ −#M
0
∂0νσ
)
= 0.
We also let
M1σ = M
1
σ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+)).
At first we assume that σ is transverse to π : M1−qg,k−,k+ → J
∗
g,k−,k+(A). At the end of
the proof we will show how to eliminate this assumption. The idea behind the proof is
to identify the boundary of M1σ, and use the fact that the number of boundary points
counted with signs is zero. We also have to consider that M1σ may be non-compact,
and include the number of ends, also counted with signs. This accounts for the first
two sums in (3.18).
The map σ, and the boundary maps ∂0νσ and ∂
1
νσ, are transverse to π : M
1−q
g,k−,k+ →
J∗g,k−,k+(A). It follows that the moduli spaceM
1
σ is a smooth 1-manifold with boundary,
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and its boundary points are given by the moduli spacesM0∂0νσ
andM0∂1νσ
. This accounts
for the third sum in (3.18).
The moduli spaces M0∂0νσ
and M0∂1νσ
have two natural orientations, the coherent
orientation and the orientation as boundary of M1σ. We have O∂0νσ = O[0,1]q−1 ⊗
σ∗Og,k−,k+ . The coherent orientation of M
0
∂0νσ
is given by the canonical orientation of
[0, 1]q−1 and the coherent orientation of Og,k−,k+ . The boundary orientation ofM
0
∂0νσ
is
given by the boundary orientation of [0, 1]q−1 and the coherent orientation of Og,k−,k+ .
These orientations differ by (−1)ν for ∂0νσ and by (−1)
ν+1 for ∂1νσ. This accounts for
the signs in the third sum in (3.18).
Define M1,α0,ℓ,+σ,i by
M1,α0,ℓ,+σ,i ×M
0(α0, α0) = (M
1
σ ×M
0(α0, α0)) ∩ rangeg
ℓ
i1.
where gℓi1 is the excision map
(gℓi1) : P
0,+
σ,i [α0]× P
1(α0, α
+
i )→ P
1
σ × P
0(α0, α0).
Similarly, define M1,ℓ,−(α0, α
+
i ) by
M
0,+
σ,i [α0]×M
1,ℓ,−(α0, α
+
i ) = (M
0,+
σ,i [α0]×M
1(α0, α
+
i )) ∩ domaing
ℓ
i1.
It follows from Prop. 3.5.2 that for ℓ large enough,
M1σ \
⋃
±,i,α0
M1,α0,ℓ,±σ,i
is a compact subset of M1σ. Thus it suffices to count the number of ends of each
M
1,α0,ℓ,±
σ,i .
First we count the number of ends of M1,α0,ℓ,+σ,i . The moduli space M
0,+
σ,i [α0] ×
M1(α0, α
+
i ) is a union of affine lines. It is the zero locus of a translation invariant section
Ψ0,+σ,i [α0] ⊞ Ψ
1(α0, α
+
i ). By Prop. 2.3.6, this section is transverse to the zero section.
Hence there exists a translation invariant neighborhood U of M0,α0,+σ,i ×M
1(α0, α
+
i ) in
P0,+σ,i [α0]⊞P
1(α0, α
+
i ) such that the zero locus of any sufficiently small perturbation of
Ψ0,+σ,i [α0]×Ψ
1(α0, α
+
i ) is a small perturbation of M
0,α0,+
σ,i ×M
1(α0, α
+
i ).
It follows from Prop. 3.5.2 that (gℓi1)
−1(M1,α0,ℓ,+σ,i ×M
0(α0, α0)) ⊂ U for ℓ large
enough. Now (gℓi1)
−1(M1,α0,ℓ,+σ,i ×M
0(α0, α0)) is the zero locus of (g
ℓ
i1)
∗
(
Ψ1,α0,ℓ,+σ,i ⊞
Ψ0(α0, α0)
)
. As in the proof of Prop. 3.6.3, these two sections of F0,α0,+σ,i ⊞ F
1(α0, α
+
i )
differ by terms of the form (dη/dt)ξµ · f and (ξµ ⊗ ξν) · f supported on the neck.
These terms, and their first order Fre´chet derivatives, can be made arbitrarily small
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by choosing U small and ℓ large. It then follows from the implicit function theorem
that (gℓi1)
−1(M1,α0,ℓ,+σ,i ×M
0(α0, α0)) is a small perturbation of M
0,+
σ,i [α0]×M
1(α0, α
+
i ).
Thus the ends of (M1,α0,ℓ,+σ,i ×M
0(α0, α0)) can be identified with the ends of M
0,+
σ,i [α0]×
M1(α0, α
+
i ). This accounts for the first sum in (3.18).
It follows from Prop. 3.4.3 that the map gℓi1 changes the orientations by the graded
sign of the permutation
(σ, α−1 , . . . , α
−
k− , α
+
1 , . . . , α
+
i−1, α0
+
, α+i+1, . . . , α
+
k+ , α0
−
, α+i )
7→ (σ, α−1 , . . . , α
−
k− , α
+
1 , . . . , α
+
k+ , α0
+
, α0
−
),
which is
(−1)µ(α
+
i+1)+···+µ(α
+
k+ ) = (−1)q+µ(α
−
1 )+···+µ(α
−
k− )+µ(α
+
1 )+···+µ(α
+
i−1)+µ(α0).
This accounts for the signs in the first sum in (3.18). We get an additional minus sign
as the number of ends of M1,ℓ,−(α0, α
+
i ), counted with signs, is −(#M
1(α0, α
+
i )).
Similarly, the second sum in (3.18) gives the number of ends of M1,α0,ℓ,−σ,j . The
sign of this term is given by the graded sign of the permutation
(α−j , α0
+
, σ, α−1 , . . . , α
−
j−1, α0
−
, α−j+1, . . . , α
−
k− , α
+
1 , . . . , α
+
k+)
7→ (σ, α−1 , . . . , α
−
k− , α
+
1 , . . . , α
+
k+ , α0
+
, α0
−
),
which is
(−1)q+µ(α
−
1 )+···+µ(α
−
j−1).
Finally, assume that σ is not transverse to π : M1−qg,k−,k+ → J
∗
g,k−,k+(A). By
assumption ∂0νσ and ∂
1
νσ are semi-regular and hence transverse to π : M
1−q
g,k−,k+ →
J∗g,k−,k+(A). Then there exists a sequence of maps σn : [0, 1]
q → J∗g,k−,k+(A) such that
σn is transverse to π : M
1−q
g,k−,k+ → J
∗
g,k−,k+(A), σn → σ as n → ∞, ∂
0
νσn = ∂
0
νσ, and
∂1νσn = ∂
1
νσ. The Proposition holds with σ replaced by σn. Thus we only have to
verify that #M0,±σn,i[α0] = #M
0,±
σ,i [α0] for n large enough.
Let V be a neighborhood of M0,±σ,i [α0] in P
0,±
σ,i [α0]. The moduli spaces M
0,±
σn,i
[α0]
and M0,±σ,i [α0] are the zero loci of sections Ψ
0,±
σn,i
[α0] and Ψ
0,±
σ,i [α0]. It follows from
the implicit function theorem that if we choose V small enough and n large enough,
then M0,±σn,i[α0] ∩ V is a small perturbation of M
0,±
σ,i [α0] ∩ V. On the other hand, in
Prop. 3.5.1 we can let un ∈ M
0
σn
where σn → σ as n→ ∞. It follows that for any V,
M
0,±
σn,i
[α0] ⊂ V for n large enough. 
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Remarks on Prop. 3.6.6. A proof of this is outlined in [F4]. No complete proof
has appeared in print. A gap in [F4], the possibility that, when N0 = 1, a sequence in
M2(α,α) degenerates to an element of M0(α,α) and a holomorphic sphere with c1 = 1,
was bridged in [HS] by adding an additional transversality condition; see Definition
2.1.5.
Our scheme for orienting the moduli spaces differs from the method used by Floer,
so we need to check the signs in Prop. 3.6.6. We get the same signs as Floer, for by
Prop. 3.4.3, the excision maps
(gℓ11)∗ : P
1(α−, α0)× P
1(α0, α
+)→ P2(α−, α+)× P0(α0, α0)
preserve the coherent orientations. 
§4. Products and Relations
4.1. The homological gluing maps ✸ij and ∁ij . The singular homology groups
H∗(J
∗
g,k−,k+(A),Z) can be defined as the homology of the complex C∗(J
∗
g,k−,k+(A),Z) of
smooth cubical simplicial chains, modulo degenerate chains; see [HW] Sect. 8.3. These
chains are linear combinations with integer coefficients of smooth cubical simplices,
σ : [0, 1]q → J∗g,k−,k+(A). The boundary operator is defined by
dσ =
q∑
ν=1
(−1)ν+1(∂1νσ − ∂
0
νσ).
If k+1 + k
−
1 + k
+
2 + k
−
2 ≥ 1, then J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
(A) = Jg1+g2,k−1 +k−2 ,k+1 +k+2 (A),
and the gluing map (3.1) induces a chain map
✸
ℓ
ij : C∗(J
∗
g1,k
−
1 ,k
+
1 1
(A))⊗ C∗(J
∗
g2,k
−
2 +1,k
+
2
(A))→ C∗(J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
(A)),
and hence a homomorphism
✸ij : H∗(J
∗
g1,k
−
1 ,k
+
1 1
(A)) ⊗H∗(J
∗
g2,k
−
2 +1,k
+
2
(A))→ H∗(J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
(A)).
Similarly, if k− + k+ ≥ 1 then the gluing map (3.2) induces a chain map
∁ℓij : C∗(J
∗
g,k−+1,k++1(A))→ C∗(J
∗
g+1,k−,k+(A)),
and hence a homomorphism
∁ij : H∗(J
∗
g,k−+1,k++1(A))→ H∗(J
∗
g+1,k−,k+(A)).
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The homology maps are independent of ℓ.
There are natural maps
✸11 : H∗(J
∗
g1,0,1
(A)) ⊗H∗(J
∗
g2,1,0
(A))→ H∗(J
∗
g1+g2,0,0
(A))
and
∁11 : H∗(J
∗
g,1,1(A))→ H∗(J
∗
g+1,0,0(A))
as well. These are defined using the following Lemma.
Lemma 4.1.1. For any σ ∈ Cq(J
∗
g,1,1(A)) there exists σ
′ ∈ Cq(J
∗
g,1,1(A)) and
τ ∈ Cq+1(J
∗
g,1,1(A)) such that σ − σ
′ = dτ and ∁ℓ11σ
′ ∈ Cq(J
∗
g+1,0,0(A)) for all ℓ ≥ 0.
Similarly, for any σ1 ∈ Cq1(J
∗
g1,0,1(A)) and σ2 ∈ Cq2(J
∗
g2,1,0(A)) there exist σ
′
1 ∈
Cq1(J
∗
g1,0,1
(A)) and τ ∈ Cq1+1(J
∗
g1,k
−
1 ,k
+
1
(A)) such that σ1 − σ
′
1 = dτ and σ
′
1 ✸
ℓ
11 σ2 ∈
Cq1+q2(J
∗
g1+g2,0,0
(A)) for all l ≥ 0.
Proof of Lemma 4.1.1. We say that c = [j, R,∆] ∈ J∗g,1,1(A) is somewhere injective
if it has the following property. There exists an open subset U of Σg,1,1 such that for
any p ∈ U there does not exist q ∈ Σg,1,1 and a complex linear map L : (T
0,1
p Σ)
∗ →
(T 0,1q Σg,1,1)
∗ such that for all m ∈ M , R(q,m) = (L ⊗ id)R(p,m). If c is somewhere
injective, ϕ∗j = j and ϕ∗R = R, then ϕ is the identity on U . By analytic continuation,
ϕ is the identity on all of Σg,1,1. In other words, if c is somewhere injective, then
c ∈ J∗g,1,1(A).
The complement of the somewhere injective elements has infinite codimension in
the following sense. Any map from a finite dimensional manifold into J∗g,1,1(A), such
that the boundary values are somewhere injective, can be perturbed in the interior so
that all its values are somewhere injective. If c is somewhere injective, then ∁ℓijc is
somewhere injective. The first part of the lemma follows.
The second part is proven in a similar way. 
4.2. Floer (co)homology and the contraction maps ✸ij and ∁ij . We first
recall a few facts from homological algebra. The tensor product C∗ ⊗ C
′
∗ of two chain
complexes C∗ and C
′
∗ is the chain complex defined by (C ⊗ C
′)k =
⊕
i+j=k Ci ⊗ C
′
j ,
and d(x⊗ x′) = dx⊗ x′ + (−1)ix⊗ dx′ for x⊗ x′ ∈ Ci ⊗C
′
j . With this choice of signs,
(C∗ ⊗C
′
∗)⊗C
′′
∗ = C∗ ⊗ (C
′
∗ ⊗C
′′
∗ ) and Z∗ ⊗C∗ = C∗⊗Z∗ = C∗, where Z∗ is the chain
complex given by Z0 = Z and Zi = (0) for i 6= 0.
The dual C∗ of a complex C∗ is defined by C
i = Hom(Ci,Z) and d
∗x = (−1)id†x
for x ∈ Ci where d† is the adjoint of d. With this choice of signs, the contraction
C∗ ⊗ C
∗ → Z∗ is a chain map.
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If ρ is a permutation on k letters, then there is a chain map C
(1)
∗ ⊗ · · · ⊗ C
(k)
∗ →
C
(ρ(1))
∗ ⊗ · · · ⊗ C
(ρ(k))
∗ defined by α1 ⊗ · · · ⊗ αk 7→ ±αρ(1) ⊗ · · · ⊗ αρ(k) where the sign
is the graded sign of the permutation (α1, . . . , αk) → (αρ(1), . . . , αρ(k)). (Recall that
the graded sign of a permutation is defined as the sign of the permutation obtained
by removing all elements of even degree.) To show this, it suffices to check that the
homomorphism C∗ ⊗ C
′
∗ → C
′
∗ ⊗ C∗ given by α ⊗ β 7→ (−1)
ijβ ⊗ α for α ∈ Ci and
β ∈ C ′j is a chain map. In particular, the symmetric group Sk acts on C
⊗k
∗ by chain
maps.
Fix a triple A = (J,H, o) where J is an almost complex structure on M compat-
ible with ω, H is a time-dependent Hamiltonian on M and o is a coherent system of
orientations. We assume that the pair (J,H) is regular.
Definition 4.2.1. The Floer chain complex CF∗(M,A) and the Floer cochain
complex CF ∗(M,A) are Z/2N0Z graded and defined as follows. For p ∈ Z/2N0Z,
CFp(M,A) and CF
p(M,A) are both the free Z module generated by periodic orbits
α ∈ C0H with µH(α) = p. The differential
d : CFi(M,A)→ CFi−1(M,A)
is defined by
dα =
∑
β∈C0
H
(−1)µ(β)#M1(α, β)β.
The differential
d∗ : CF i(M,A)→ CF i+1(M,A)
is defined by
d∗α =
∑
β∈C0
H
#M1(β, α)β.
The pairing
CFp(M,A)⊗ CF
p(M,A)→ Z
is given by
〈α, β〉 =
{
1 if α = β
0 otherwise
for α, β ∈ C0H . The Floer homology groups HF∗(M,A) are the homology groups of
the chain complex CF∗(M,A). The Floer cohomology groups HF
∗(M,A) are the
cohomology groups of CF ∗(M,A).
This definition is consistent for it follows from Prop. 3.3.3 that if M1(α, β) is non-
empty, then µ(β) = µ(α) − 1, and it follows from Prop. 3.6.6 that d2 = 0. Note that
CF ∗(M,A) is the dual of CF∗(M,A).
In the following, we will view CF ∗(M,A) as a chain complex, where CF q(M,A)
has degree −q, rather than as a cochain complex.
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Definition 4.2.4. The homomorphism
✸ij : CF
∗(M,A)⊗k
−
1 ⊗ CF∗(M,A)
⊗k+1 +1 ⊗CF ∗(M,A)⊗k
−
2 +1 ⊗ CF∗(M,A)
⊗k+2
→ CF ∗(M,A)⊗(k
−
1 +k
−
2 ) ⊗ CF∗(M,A)
⊗(k+1 +k
+
2 )
is defined by
α−1,1 ⊗ . . .⊗ α
−
1,k−1
⊗ α+1,1 ⊗ . . .⊗ α
+
1,k+1 +1
✸ij α
−
2,1 ⊗ . . .⊗ α
−
2,k−2 +1
⊗ α+2,1 ⊗ . . .⊗ α
+
2,k+2
= ±〈α+1,i, α
−
2,j〉α
−
2,1 ⊗ . . .⊗ α
−
2,j−1 ⊗ α
−
1,1 ⊗ . . .⊗ α
−
1,k−1
⊗ α−2,j+1 ⊗ . . . ⊗ α
−
2,k−2 +1
⊗ α+1,1 ⊗ . . .⊗ α
+
1,i−1 ⊗ α
+
2,1 ⊗ . . .⊗ α
+
2,k+2
⊗ α+1,i+1 ⊗ . . .⊗ α
+
1,k+1 +1
where the sign is the graded sign of the permutation obtained by comparing the ordering
of the α’s on the left and the right hand sides.
The homomorphism
∁ij : CF
∗(M,A)⊗(k
−+1) ⊗ CF∗(M,A)
⊗(k++1) → CF ∗(M,A)⊗k
−
⊗ CF∗(M,A)
⊗k+
is defined by
∁ij
(
α−1 ⊗ . . .⊗ α
−
k− ⊗ α
+
1 ⊗ . . .⊗ α
+
k+
)
= ±〈α+i , α
−
j 〉α
−
1 ⊗ . . .⊗ α
−
j−1 ⊗ α
−
j+1 ⊗ . . .⊗ α
−
k−
⊗ α+1 ⊗ . . .⊗ α
+
i−1 ⊗ α
+
i+1 ⊗ . . .⊗ α
+
k+
where the sign again is the graded sign of the permutation obtained by comparing the
ordering of the α’s on the left and the right hand sides.
Lemma 4.2.5. The homomorphisms ✸ij and ∁ij are chain maps.
Proof. The homomorphisms ✸ij and ∁ij are compositions of the permutation
maps and contraction maps discussed at the beginning of this section. 
4.3. The chain map Q. Let Cπ∗ (J
∗
g,k−,k+(A)) be the sub-complex of C∗(J
∗
g,k−,k+(A))
generated by semi-regular cubical simplices σ as in Def. 2.3.4. If the boundary faces of
a simplex are semi-regular, then the simplex can be perturbed, keeping the boundary
fixed, to be semi-regular. It follows that the inclusion
Cπ∗ (J
∗
g,k−,k+(A))→ C∗(J
∗
g,k−,k+(A))
is a chain homotopy equivalence. In the following we will work with the chain complex
Cπ∗ (J
∗
g,k−,k+(A)) rather than C∗(J
∗
g,k−,k+(A)). Recall that for semi-regular simplices
σ, the numbers #M0σ((α
−
1 , . . . , α
−
k−), (α
+
1 , , . . . , α
+
k+)) are well defined.
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Definition 4.3.1. The homomorphism
Q : Cπ∗ (J
∗
g,k−,k+(A))→ CF
∗(M,A)⊗k
−
⊗ CF∗(M,A)
⊗k+
is defined by
Qσ = (−1)
1
2 q(q−1)
∑
α±∗ ∈C
0
H
#M0σ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
α−1 ⊗ · · · ⊗ α
−
k− ⊗ α
+
1 ⊗ · · · ⊗ α
+
k+ .
If σ is degenerate and semi-regular, then the moduli spaces M0σ are empty. Thus
Q is well defined.
Theorem 4.3.2. If g = 0, then Q is a chain map of degree 2n(1 − k−). In
general, Q is a chain map of mixed degree 2n(1− g− k−)+2νN1, ν ∈ Z. In particular,
there is an induced homomorphism,
Q : H∗(J
∗
g,k−,k+(A))→ H(CF
∗(M,A)⊗k
−
⊗ CF∗(M,A)
⊗k+).
Proof. It follows from Prop. 3.6.5 that if σ : [0, 1]q → J∗g,k−,k+(A) is smooth and
semi-regular, then
dQσ =
k−∑
j=1
∑
α±∗ ,α0∈C
0
H
omit α−j
(−1)
1
2 q(q−1)+µ(α
−
1 )+···+µ(α
−
j−1)
#M0σ((α
−
1 , · · · , α
−
j−1, α0, α
−
j+1, . . . , α
−
k−), (α
+
1 , · · · , α
+
k+))
α−1 ⊗ · · · ⊗ α
−
j−1 ⊗ d
∗α0 ⊗ α
−
j+1 ⊗ · · · ⊗ α
−
k− ⊗ α
+
1 ⊗ · · · ⊗ α
+
k+
+
k+∑
i=1
∑
α±∗ ,α0∈C
0
H
omit α+i
(−1)
1
2 q(q−1)+µ(α
−
1 )+···+µ(α
−
k− )+µ(α
+
1 )+···+µ(α
+
i−1)
#M0σ((α
−
1 , · · · , α
−
k−), (α
+
1 , · · · , α
+
i−1, α0, α
+
i+1, . . . , α
+
k+))
α−1 ⊗ · · · ⊗ α
−
k− ⊗ α
+
1 ⊗ · · · ⊗ α
+
i−1 ⊗ dα0 ⊗ α
+
i+1 · · · ⊗ α
+
k+
=
k−∑
j=1
∑
α±∗ ,α0∈C
0
H
(−1)
1
2 q(q−1)+µ(α
−
1 )+···+µ(α
−
j−1)
#M1(α−j , α0)#M
0
σ((α
−
1 , . . . , α
−
j−1, α0, α
−
j+1, . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
α−1 ⊗ · · · ⊗ α
−
k− ⊗ α
+
1 ⊗ · · · ⊗ α
+
k+
−
k+∑
i=1
∑
α±∗ ,α0∈C
0
H
(−1)
1
2 q(q−1)+µ(α
−
1 )+···+µ(α
−
k− )+µ(α
+
1 )+···+µ(α
+
i−1)+µ(α0)
#M0σ((α
−
1 , · · · , α
−
k−), (α
+
1 , · · · , α
+
i−1, α0, α
+
i+1, . . . , α
+
k+))#M
1(α0, α
+
i , )
α−1 ⊗ · · · ⊗ α
−
k− ⊗ α
+
1 ⊗ α
+
k+
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= (−1)
1
2 (q−1)(q−2)
q∑
ν=1
(−1)ν+1
∑
α±∗ ∈C
0
H
(
#M0∂1νσ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
−#M0∂0νσ((α
−
1 , . . . , α
−
k−), (α
+
1 , . . . , α
+
k+))
)
α−1 ⊗ · · · ⊗ α
−
k− ⊗ α
+
1 ⊗ · · · ⊗ α
+
k+
=
q∑
ν=1
(−1)ν+1(Q∂1νσ −Q∂
0
νσ) = Qdσ.
It follows that Q is a chain map. The formula for the degree of Q follows from
Prop. 3.3.3. 
Recall that Sk−×Sk+ acts on J
∗
g,k−,k+(A) and on CF
∗(M,A)⊗k
−
⊗CF∗(M,A)
⊗k+ .
Theorem 4.3.3. If ρ ∈ Sk− ×Sk+ , and σ : [0, 1]
q → Jg,k−,k+(A) is semi-regular,
then Q(ρ.σ) = ρ.Q(σ). In particular, the diagram
(Sk− × Sk+)×H∗(Jg,k−,k+(A))
id×Q
−→ (Sk− × Sk+)×H
(
CF ∗(M,A)⊗k
−
⊗ CF∗(M,A)
⊗k+
)y y
H∗(Jg,k−,k+(A))
Q
−→ H
(
CF ∗(M,A)⊗k
−
⊗CF∗(M,A)
⊗k+
)
commutes.
Proof. This is an immediate consequence of Proposition 3.6.2. 
Next we state the gluing relations.
Theorem 4.3.4. If the simplices σ1 : [0, 1]
q1 → J∗g1,k−1 ,k+1
(A) and σ2 : [0, 1]
q2 →
J∗g2,k−2 ,k
+
2
(A) are semi-regular, σ1 ✸
ℓ
ij σ2 takes values in J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
(A) for all
ℓ ≥ 0, and either all periodic orbits of H are contractible, g1 = 0, or g2 = 0, then
Q(σ1 ✸
ℓ
ij σ2)) = (Qσ1)✸ij (Qσ2) for all sufficiently large ℓ, In particular, the diagram
H∗(J
∗
g1,k
−
1
,k+
1
+1(A))
⊗H∗(J
∗
g2,k
−
2
+1,k+
2
(A))
Q⊗Q
−→
H
(
CF
∗(M,A)⊗k
−
1 ⊗ CF∗(M,A)
⊗(k+1 +1)
)
⊗H
(
CF
∗(M,A)⊗(k
−
2 +1) ⊗ CF∗(M,A)
⊗k+2
)y✸ij y✸ij
H∗(J
∗
g1+g2,k−1 +k
−
2 ,k
+
1 +k
+
2
(A))
Q
−→ H
(
CF ∗(M,A)⊗(k
−
1 +k
−
2 ) ⊗ CF∗(M,A)
⊗(k+1 +k
+
2 )
)
commutes.
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Proof. By Prop. 3.6.3,
(Qσ1)✸ij (Qσ2)
= (−1)
1
2 q1(q1−1)
∑
α±1,∗∈C
0
H
#M0σ1
(
(α−1,1, . . . , α
−
1,k−1 +1
), (α+1,1, . . . , α
+
1,k+1 +1
)
)
α−1,1 ⊗ · · · ⊗ α
−
1,k−1 +1
⊗ α+1,1 ⊗ · · · ⊗ α
+
1,k+1 +1
✸ij (−1)
1
2 q2(q2−1)
∑
α±2,∗∈C
0
H
#M0σ2
(
(α−2,1, . . . , α
−
2,k−2 +1
), (α+2,1, . . . , α
+
2,k+2 +1
)
)
α−2,1 ⊗ · · · ⊗ α
−
2,k−2 +1
⊗ α+2,1 ⊗ · · · ⊗ α
+
2,k+2 +1
=
∑
α±1,∗,α
±
2,∗∈C
0
H
± (−1)
1
2 q1(q1−1)+
1
2 q2(q2−1) 〈α+1,i, α
−
2,j〉
#M0σ1
(
(α−1,1, . . . , α
−
1,k−1 +1
), (α+1,1, . . . , α
+
1,k+1 +1
)
)
#M0σ2
(
(α−2,1, . . . , α
−
2,k−2 +1
), (α+2,1, . . . , α
+
2,k+2 +1
)
)
α−2,1 ⊗ . . .⊗ α
−
2,j−1 ⊗ α
−
1,1 ⊗ . . . ⊗ α
−
1,k−1
⊗ α−2,j+1 ⊗ . . .⊗ α
−
2,k−2 +1
⊗ α+1,1 ⊗ . . .⊗ α
+
1,i−1 ⊗ α
+
2,1 ⊗ . . . ⊗ α
+
2,k+2
⊗ α+1,i+1 ⊗ . . .⊗ α
+
1,k+1 +1
=
∑
α±1,∗,α
±
2,∗∈C
0
H
omit α+1,i,α
−
2,j
(−1)
1
2 q(q−1)
#M0σ1✸ℓijσ2
((α−2,1, . . . , α
−
2,j−1, α
−
1,1, . . . , α
−
1,k−1
, α−2,j+1, . . . , α
−
2,k−2 +1
),
(α+1,1, . . . , α
+
1,i−1, α
+
2,1, . . . , α
+
2,k+2
α+1,i+1, . . . , α
+
1,k+1 +1
))
α−2,1 ⊗ . . .⊗ α
−
2,j−1 ⊗ α
−
1,1 ⊗ . . . ⊗ α
−
1,k−1
⊗ α−2,j+1 ⊗ . . .⊗ α
−
2,k−2 +1
⊗ α+1,1 ⊗ . . .⊗ α
+
1,i−1 ⊗ α
+
2,1 ⊗ . . . ⊗ α
+
2,k+2
⊗ α+1,i+1 ⊗ . . .⊗ α
+
1,k+1 +1
= Q(σ1 ✸
ℓ
ij σ2)
for sufficiently large ℓ, where the sign is the graded sign of the permutation (3.10). The
Proposition follows. 
Theorem 4.3.5. If σ : [0, 1]q → J∗g,k−+1,k++1(A) is semi-regular, ∁
ℓ
ij takes
values in J∗g+1,k−,k+(A) for all ℓ ≥ 0, and all periodic orbits of H are contractible, then
Q∁ℓijσ = ∁ijQσ for all sufficiently large ℓ. In particular, the diagram
H∗(J
∗
g,k−+1,k++1(A))
Q
−→ H
(
CF ∗(M,A)⊗(k
−+1) ⊗ CF∗(M,A)
⊗(k++1)
)y∁ij y∁ij
H∗(J
∗
g+1,k−,k+(A))
Q
−→ H
(
CF ∗(M,A)⊗k
−
⊗ CF∗(M,A)
⊗k+
)
commutes.
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Proof. By Prop. 3.6.4,
∁ijQσ = (−1)
1
2 q(q−1) ∁ij
∑
α±∗ ∈C
0
H
#M0σ
(
(α−1 , . . . , α
−
k−+1), (α
+
1 , . . . , α
+
k++1)
)
α−1 ⊗ · · · ⊗ α
−
k−+1 ⊗ α
+
1 ⊗ · · · ⊗ α
+
k++1
= (−1)
1
2 q(q−1)
∑
α±∗ ∈C
0
H
± 〈α+i , α
−
j 〉#M
0
σ
(
(α−1 , . . . , α
−
k−+1), (α
+
1 , . . . , α
+
k++1)
)
α−1 ⊗ · · ·α
−
j−1 ⊗ α
−
j+1 ⊗ · · · ⊗ α
−
k−+1
⊗ α+1 ⊗ · · · ⊗ α
+
i−1 ⊗ α
+
i−1 ⊗ · · · ⊗ α
+
k++1
= (−1)
1
2 q(q−1)
∑
α±∗ ∈C
0
H
omit α−j ,α
+
i
#M0
∁ℓ
ij
σ
(
(α−1 , . . . , α
−
j−1, α
−
j+1, . . . , α
−
k−+1),
(α+1 , . . . , α
+
i−1, α
+
i+1, . . . , α
+
k++1)
)
α−1 ⊗ · · ·α
−
j−1 ⊗ α
−
j+1 ⊗ · · · ⊗ α
−
k−+1
⊗ α+1 ⊗ · · · ⊗ α
+
i−1 ⊗ α
+
i−1 ⊗ · · · ⊗ α
+
k++1
= Q∁ℓijσ
for sufficiently large ℓ, where the sign is the graded sign of the permutation (3.11). The
Proposition follows. 
Every compact symplectic manifold admits a regular Hamiltonian for which all
periodic orbits are contractible, and for which Thm. 4.3.4 and Thm. 4.3.5 therefore
apply. In §4.5 we prove that the map Q is essentially independent of A, and thus that
the diagrams in Thm. 4.3.4 and Thm. 4.3.5 will commute for any A.
The rays X±i are needed to define the gluing maps. However, if H is time-
independent, then they play no role in the construction of the moduli spaces Mdσ .
Thus there is a chain map Q0 : C∗(J
0∗
g,k−,k+(A)) → CF
∗(M,A)⊗k
−
⊗ CF∗(M,A)
⊗k+
defined the same way as Q.
There is a natural projection map Jg,k−,k+(A) → J
0
g,k−,k+(A). The induced map
J∗g,k−,k+(A)→ J
0∗
g,k−,k+(A) is in general only defined on a large subset of J
∗
g,k−,k+(A). A
simple perturbation argument as in §4.1 still gives a homomorphismH∗(J
∗
g,k−,k+(A))→
H∗(J
0∗
g,k−,k+(A)). This proves the following Theorem.
Theorem 4.3.6. If the Hamiltonian H is time-independent, then Q factors
through a homomorphism
Q0 : H∗(J
0∗
g,k−,k+(A))→ H(CF
∗(M,A)⊗k
−
⊗ CF∗(M,A)
⊗k+).
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4.4. Products and relations. In this section we show how the the homomorphisms
Q give products and other operations in Floer (co)homology, and how Thm. 4.3.4 and
4.3.5 give relations for these products. The definitions and proofs are illustrated in
fig. 2 and 3.
Let Θg,k−,k+ denote the canonical generator of H0(J
∗
g,k−,k+(A)).
Lemma 4.4.1. The elements Q(Θg,k−,k+) have degree 2n(1 − g − k
−) modulo
2N0.
Proof. For g = 0, this follows directly from Prop. 4.3.2. For g ≥ 1 Prop. 4.3.2
only gives the degree modulo 2N1. If all perirodic orbits of H are contractible, then it
follows from Thm. 4.3.5 that
Q(Θg,k−,k+) = Q(∁
g
11Θ0,k−+g,k++g) = ∁
g
11Q(Θ0,k−+g,k++g).
By Prop. 4.3.2 the element Q(Θ0,k−+g,k++g) has degree 2n(1−g−k
−) modulo 2N0. The
chain map ∁11 has degree 0 modulo 2N0. Hence Q(Θg,k−,k+) has degree 2n(1− g−k
−)
modulo 2N0. By the results of §4.5, this holds even if H has non-contractible periodic
orbits. 
To simplify the notation, for x1 ∈ H(CF∗(M,A)
⊗k−1 ⊗ CF ∗(M,A)⊗k
+
1 ) and x2 ∈
H(CF∗(M,A)
⊗k−2 ⊗CF ∗(M,A)⊗k
+
2 ) we write x1 ✸ x2 for x1✸k+1 1 x2. In this case the
sign in the definition of ✸ is positive.
4.4.1. The identity map. The class Θ0,1,1(A,A) can be represented by the simplex
σ0 as in Remark 2.3.7. By Prop. 3.6.1, Q(σ0) =
∑
α∈C0 α ⊗ α. In other words, the
class Q(Θ0,1,1) can be represented by the Floer cycle∑
α∈C0
α⊗ α.
It follows that for a ∈ HF ∗(M,A),
a = Q(Θ0,1,1)✸ a.
Similarly, for x ∈ HF ∗(M,A),
x = x✸Q(Θ0,1,1).
Thus the class Q(Θ0,1,1) induces the identity maps HF
∗(M,A) → HF ∗(M,A) and
HF∗(M,A)→ HF∗(M,A). Other homomorphisms are given by the classes Q(Θg,1,1).
By Lemma 4.4.1, these have degree 2ng and −2ng respectively.
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4.4.2. The symplectic cup product. We define the symplectic cup product of
a, b ∈ HF ∗(M,A) as
a ∪ b = (Q(Θ0,1,2)✸ a)✸ b.
By Lemma 4.4.1 the cup product has degree 0.
It follows from Thm. 4.3.4 that the symplectic cup product is associative,
(a ∪ b) ∪ c =
(
Q(Θ0,1,2)✸ ((Q(Θ0,1,2)✸ a)✸ b)
)
✸ c
=
(
((Q(Θ0,1,2)✸21 Q(Θ0,1,2))✸ a)✸ b
)
✸ c
=
(
(Q(Θ0,1,3)✸ a)✸ b
)
✸ c
=
(
((Q(Θ0,1,2)✸11 Q(Θ0,1,2))✸ a)✸ b
)
✸ c
= (Q(Θ0,1,2)✸ a)✸
(
(Q(Θ0,1,2)✸ b)✸ c
)
= a ∪ (b ∪ c).
Even though we have permuted a and Q(Θ0,1,2), the signs are positive, for Q(Θ0,1,2)
has degree 0.
It follows from Thm. 4.3.4 and 4.3.3 that the cup product is graded commutative.
In fact, let ρ0 denote the permutation of order two in the symmetric group S2 on two
letters. Then
a ∪ b = (Q(Θ0,1,2)✸ a)✸ b
= (−1)ij((1, ρ0).Q(Θ0,1,2)✸ b)✸ a
= (−1)ij(Q((1, ρ0).Θ0,1,2)✸ b)✸ a
= (−1)ij(Q(Θ0,1,2)✸ b)✸ a
= (−1)ijb ∪ a.
for a ∈ HF i(M,A) and b ∈ HF j(M,A). Finally, define the unit class 1 as
1 = Q(Θ0,1,0) ∈ HF
0(M).
It follows from Prop 4.3.4 and §4.4.1 that 1 is an identity element for the symplectic
cup product,
1 ∪ a = (Q(Θ0,1,2)✸Q(Θ0,1,0))✸ a = Q(Θ0,1,1)✸ a = a.
The classes Q(Θg,1,2) give higher genus cup products. However, by Prop. 3.4.3,
Q(Θg,1,2) = Q(Θg,1,1)✸Q(Θ0,1,2). Hence the higher genus cup products are simply the
composition of the cup product and the homomorphisms HF ∗(M,A) → HF ∗(M,A)
given by Q(Θg,1,1).
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4.4.3. The symplectic intersection product. We define the symplectic intersection
product of x, y ∈ HF∗(M,A) as
x · y = x✸ (y ✸Q(Θ0,2,1)).
The same argument as in §4.4.2 shows that the intersection product is graded commu-
tative, associative, and has degree −2n. The symplectic top class [M ]ω = Q(Θ0,0,1) ∈
HF2n(M,A) is an indentity element for the symplectic intersection product.
4.4.4. The symplectic cap product. We define the symplectic cap product of
x ∈ HF∗(M) and a ∈ HF
∗(M) as
x ∩ a = x✸Q(Θ0,1,2)✸ a.
Then
(x ∩ a) ∩ b = (x✸Q(Θ0,1,2)✸ a)✸Q(Θ0,1,2))✸ b
= x✸
(
(Q(Θ0,1,2)✸11 Q(Θ0,1,2))✸ a
)
✸ b
= x✸ (Q(Θ0,1,3)✸ a)✸ b
= x✸
(
(Q(Θ0,1,2)✸21 Q(Θ0,1,2))✸ a
)
✸ b
= x✸Q(Θ0,1,2)✸
(
(Q(Θ0,1,2)✸ a)✸ b
)
= x ∩ (a ∪ b).
4.4.5. Symplectic Poincare´ duality. We define the symplectic Poincare´ duals of
x ∈ HF∗(M,A) and a ∈ HF
∗(M,A) as
x♯ = x✸Q(Θ0,2,0)
a♭ = Q(Θ0,0,2)✸ a
By Thm. 4.3.4 and §4.4.1, these maps are inverses,
(x♯)♭ = Q(Θ0,0,2)✸ (x✸Q(Θ0,2,0))
= x✸ (Q(Θ0,0,2)✸22 Q(Θ0,2,0))
= x✸Q(Θ0,1,1) = x,
and similarly
(a♭)♯ = a.
It also follows from Thm. 4.3.4 that
(a ∪ b)♭ = a♭ · b♭
x ∩ a = x · a♭
1♭ = [M ]ω.
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4.4.6. The Euler characteristic and the number of tori. The Floer cohomology
groups are the ordinary cohomology groups with the grading reduced modulo 2N0; see
[F3] and [F4] Thm. 5. In particular, the Euler characteristic of the Floer cohomology
is the same as the ordinary Euler characteristic χ(M). Choose A such that all periodic
orbits for H are contractible. It then follows from Thm. 4.3.5 and §4.4.1 that the
number of perturbed pseudo-holomorphic tori with a given conformal structure is
Q(Θ1,0,0) = ∁11Q(Θ0,1,1) = ∁11
∑
α∈C0
H
α⊗ α =
∑
α∈C0
H
(−1)µ(α) = χ(M).
4.4.7. Twists. If the Hamiltonian H is time-independent, then we get a loop in
Ĵ
+∗
g,k−,k+(A) by a full counterclockwise twist of the ray X
±
i . The image of this loop in
J∗g,k−,k+(A) defines an element Ξ
±
i ∈ H1(J
∗
g,k−,k+(A)). This class exists even if H is
time-dependent. If H is time-independent, then the image of Ξ±i in H1(J
0∗
g,k−,k+(A)) is
zero. It follows from Thm. 4.3.6 that if H is time-independent, then Q(Ξ±i ) = 0. The
class ∁ijΞ
+
i = −∁ijΞ
−
j corresponds to a Dehn twist of Σg+1,k−−1,k+−1. It follows from
Thm. 4.3.5 that Q(∁ijΞ
+
i ) = 0 as well. By the results of §4.5, these identities also hold
for time-dependent Hamiltonians.
4.4.8. The symplectic Massey product. The associativity relation a ∪ (b ∪ c) =
(a∪b)∪c gives rise to a secondary operation, the Massey product. The Massey product
M(a, b, c) is an element of HF ∗(M,A)/(a ∪ HF ∗(M,A) + HF ∗(M,A) ∪ c), which is
defined for a, b, c ∈ HF ∗(M,A) with a ∪ b = b ∪ c = 0.
Let θ0,1,2 ∈ C0(J0,1,2(A)) be a cycle that represents the class Θ0,1,2. Now Θ0,1,2✸11
Θ0,1,2 = Θ0,1,2 ✸21 Θ0,1,2. Hence θ0,1,2 ✸
ℓ
11 θ0,1,2 − θ0,1,2 ✸
ℓ
21 θ0,1,2 = dλ for some
λ ∈ C1(J0,1,3(A)). Let α, β, γ be Floer cocycles that represent a, b and c. Then there
exist cochains ζ and ξ such that α∪ β = dζ and β ∪ γ = dξ. Then the Massey product
M(a, b, c) is represented by the cochain
(
(Q(λ)✸ α)✸ β
)
✸ γ + (Q(θ0,1,2)✸ ζ)✸ γ − (−1)
µ(α)(Q(θ0,1,2)✸ α)✸ ξ.
A similar construction is discussed in [Fu].
4.4.9 Other operations. Using analogous constructions, the higher dimensional
homology classes in H∗(J
∗
g,k−,k+(A)) also give products. Thms. 4.3.4 and 4.3.5 give
relations between these products, and corresponding secondary operations can be de-
fined.
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4.5. Independence of the choice of Hamiltonian, almost complex structure,
and coherent system of orientations. In this section we put Floer’s proof, [F4]
Thm. 4, that the Floer (co)homology groups HF∗(M,A) and HF
∗(M,A) are indepen-
dent of the choice of A = (H,J, o) into our framework. We then show that the chain
map Q is also independent of the choice of A.
That HF∗(M,A) is independent of A means that there exists a canonical system
of homomorphisms LAA′ : HF∗(M,A) → HF∗(M,A
′) which has the following two
properties:
Reflexivity: LAA is the identity
Transitivity: LA′A′′ ◦ LAA′ = LAA′′
To define the chain maps LAA′ we need a generalization of the homomorphism
Q : H∗(J
∗
g,k−,k+(A))→ H(CF
∗(M,A)⊗k
−
⊗ CF∗(M,A)
⊗k+) of §4.3. Let
J∗g,k−,k+((A
−
1 , . . . , A
−
k−), (A
+
1 , . . . , A
+
k+)),
with A±i = (H
±
i ,J
±
i , o
±
i ), be a space defined the same way as J
∗
g,k−,k+(A) in §2.2, but
we now let J be a family of conformal structures on M parametrized by Σg,k−,k+. We
require that J = J±i and R = (dt
±
i − idθ
±
i )⊗∇H
±
i on ∆
±
i . There then exists a gluing
map ✸ℓij as in §4.1, which is defined if A
+
1,i = A
−
2,j . Similarly there exists a gluing map
∁ℓij which is defined if A
−
j = A
+
i .
If A+1,i = A
−
2,j , there is a chain map
✸ij :
 k−1⊗
ν=1
CF ∗(M,A−1,ν)⊗
k+1⊗
ν=1
CF∗(M,A
+
1,ν)

⊗
 k−2⊗
ν=1
CF ∗(M,A−2,ν)⊗
k+2⊗
ν=1
CF∗(M,A
+
2,ν)

→
j−1⊗
ν=1
CF ∗(M,A−2,ν)⊗
k−1⊗
ν=1
CF ∗(M,A−1,ν)⊗
k−2⊗
ν=j+1
CF ∗(M,A−2,ν)
⊗
i−1⊗
ν=1
CF∗(M,A
+
1,ν)⊗
k+2⊗
ν=1
CF∗(M,A
+
2,ν)⊗
k+1⊗
ν=i+1
CF∗(M,A
+
1,ν)
defined the same way as the chain map ✸ij of Def. 4.2.4. Similarly, if A
−
j = A
+
i , there
is a chain map
∁ij :
k−⊗
ν=1
CF ∗(M,A−ν )⊗
k+⊗
ν=1
CF∗(M,A
+ν)→
k−⊗
ν=1
ν 6=j
CF ∗(M,A−ν )⊗
k+⊗
ν=1
ν 6=i
CF∗(M,A
+
ν ).
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It is straightforward to generalize the construction of Q to get a chain map
Q : Cπ∗ (J
∗
g,k−,k+((A
−
1 , . . . , A
−
k−), (A
+
1 , . . . , A
+
k+)))
→
k−⊗
ν=1
CF ∗(M,A−ν )⊗
k+⊗
ν=1
CF∗(M,A
+
ν ).
The main modification is that we replace J(u(x, y)) in (2.5) by J((x, y), u(x, y)). This
chain map satisfies the appropriate analogues of the theorems of §4.3.
Let Θ0,1,1(A
−, A+) be the canonical generator of H0(J
∗
0,1,1(A
−, A+)). We define
the homomorphism
LAA′ : HF∗(M,A)→ HF∗(M,A
′)
as
x 7→ x✸Q(Θ0,1,1(A,A
′)).
Reflexivity follows from §4.4.1. By Thm. 4.3.4,
LA′A′′LAA′x = (x✸Q(Θ0,1,1(A,A
′)))✸Q(Θ0,1,1(A
′, A′′))
= x✸ (Q(Θ0,1,1(A,A
′))✸11 Q(Θ0,1,1(A
′, A′′)))
= x✸Q(Θ0,1,1(A,A
′)✸11 Θ0,1,1(A
′, A′′))
= x✸Q(Θ0,1,1(A,A
′′)) = LAA′′x
and we have established transitivity. Therefore we can identify the groups HF∗(M,A)
for different A using the maps LAA′ . This gives the abstract Floer homology groups
HF∗(M).
Similarly we define a map HF ∗(M,A)→ HF ∗(M,A′) by
L∗A′Ax = Q(Θ0,1,1(A
′, A)) ✸ x.
More generally we define homomorphisms
H
(
k−⊗
ν=1
CF ∗(M,A−ν )⊗
k+⊗
ν=1
CF∗(M,A
+
ν )
)
→ H
(
k−⊗
ν=1
CF ∗(M,A−′ν )⊗
k+⊗
ν=1
CF∗(M,A
+′
ν )
)
by
x 7→ Q(Θ0,1,1(A
−′
k− , A
−
k−))✸1k− · · · ✸12 Q(Θ0,1,1(A
−′
1 , A
−
1 ))✸11 x
✸11 Q(Θ0,1,1(A
+′
1 , A
+
1 ))✸21 · · · ✸k+1 Q(Θ0,1,1(A
+′
k+ , A
+
k+)).
These homomorphisms are also reflexive and transitive.
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The spaces J∗g,k−,k+((A
−
1 , . . . , A
−
k−), (A
+
1 , . . . , A
+
k−)) with different A
±
i are canon-
ically homotopy equivalent. Thus we can simply write H∗(J
∗
g,k−,k+). The canonical
homotopy equivalence
J∗g,k−,k+((A
−
1 , . . . , A
−
k−), (A
+
1 , . . . , A
+
k−))→ J
∗
g,k−,k+((A
−′
1 , . . . , A
−′
k−), (A
+′
1 , . . . , A
+′
k−))
can be realized explicitly by the map
c 7→ c0(A
−′
k− , A
−
k−)✸
ℓ
1k− · · ·✸
ℓ
12 c0(A
−′
1 , A
−
1 )✸
ℓ
11 c
✸
ℓ
11 c0(A
+′
1 , A
+
1 )✸
ℓ
21 · · ·✸
ℓ
k+1 c0(A
+′
k+ , A
+
k+)
where c0(A,A
′) is any element of J0,1,1(A,A
′) and ℓ ≥ 0. It follows that the induced
isomorphisms
H∗(J
∗
g,k−,k+((A
−
1 , . . . , A
−
k−), (A
+
1 , . . . , A
+
k−)))
→ H∗(J
∗
g,k−,k+((A
−′
1 , . . . , A
−′
k−), (A
+′
1 , . . . , A
+′
k−)))
are given by
x 7→ Θ0,1,1(A
−′
k− , A
−
k−)✸1k− · · · ✸12 Θ0,1,1(A
−′
1 , A
−
1 )✸11 x
✸11 Θ0,1,1(A
+′
1 , A
+
1 )✸21 · · · ✸k+1 Θ0,1,1(A
+′
k+ , A
+
k+).
It follows, by repeated use of Thm. 4.3.4 that the diagram
H∗(J
∗
g,k−,k+((A
−
1 , . . . , A
−
k−), (A
+
1 , . . . , A
+
k−)))
Q
−→
⊗k−
j=1CF
∗(M,A−j )⊗
⊗k+
i=1CF∗(M,A
+
i )y y
H∗(J
∗
g,k−,k+((A
−′
1 , . . . , A
−′
k−), (A
+′
1 , . . . , A
+′
k−)))
Q
−→
⊗k−
j=1 CF
∗(M,A−′j )⊗
⊗k+
i=1 CF∗(M,A
+′
i )
commutes. Thus we can view Q as a homomorphism
Q : H∗(J
∗
g,k−,k+)→ H(CF
∗(M)⊗k
−
⊗ CF∗(M)
⊗k+).
55
References
[D] S.K. Donaldson, Orientation of Yang-Mills moduli spaces, J. Diff. Geom. 26 (1987),
397–428.
[DK] S.K. Donaldson and P.B. Kronheimer, “The geometry of four-manifolds,” Oxford
University Pr., Oxford, 1990.
[EE] C. J. Earle and J. Eells, A fiber bundle description of Teichmu¨ller theory, J. Diff.
Geom. 3 (1969), 19–43.
[F1] A. Floer, A relative Morse index for the symplectic action, Commun. Pure Appl.
Math. 41 (1988), 393–407.
[F2] A. Floer, The unregularized gradient flow of the symplectic action, Commun. Pure
Appl. Math. 41 (1988), 775–813.
[F3] A. Floer, Witten’s complex and infinite dimensional Morse theory, J. Diff. Geom.
30 (1989), 207–221.
[F4] A. Floer, Symplectic fixed points and holomorphic spheres, Commun. Math. Phys.
120 (1989), 575–611.
[FH] A. Floer and H. Hofer, Coherent orientations for periodic orbit problems in sym-
plectic geometry, Z. Math. 212 (1993), 13–38.
[FHS] A. Floer, H. Hofer, and D. Salamon, Transversality in elliptic Morse theory for the
symplectic action functional, preprint, 1994.
[Fu] K. Fukaya, Morse homotopy and its quantization, preprint, 1994.
[HW] P.J. Hilton and S. Wylie, “Homology theory,” Cambridge Univ. Pr., Cambridge,
1960.
[HS] H. Hofer and D. Salamon, Floer homology and Novikov rings, in “A. Floer memorial
volume,” ed. H. Hofer, C. Taubes, A. Weinstein and E. Zehnder, Birkha¨user,
Basel, to appear.
[HZ] H. Hofer and E. Zehnder, “Symplectic invariants and hamiltonian dynamics,”
Birkha¨user, Basel, 1994.
[J] J. Jost, “Two-dimensional geometric variational problems,” John Wiley, New York,
1991.
[KM] M. Kontsevich and Yu. Manin, Gromov-Witten classes, quantum cohomology, and
enumerative geometry, preprint, 1993. hep-th/9402177
[M] D. McDuff, Elliptic methods in symplectic geometry, Bull. Amer. Math. Soc. 23
(1990), 311–358.
[MS1] D. McDuff and D. Salamon, “J-holomorphic curves and quantum cohomology,”
AMS, Providence RI, 1994.
[MS2] D. McDuff and D. Salamon, “Introduction to symplectic topology,” Oxford Uni-
versity Press, Oxford, to appear.
[PW] T. Parker and J. G. Wolfson, Pseudoholomorphic maps and bubble trees, J. Geom.
Anal. 3 (1993), 63–98.
[P] S. Piunikhin, Quantum and Floer cohomology have the same ring structure,
preprint, 1994.
56
[R] J. R˚ade, Remarks on a paper by A. Floer, preprint, 1994.
[Ru] Y. Ruan, Topological sigma model and Donaldson type invariants in Gromov the-
ory, preprint.
[RT1] Y. Ruan and G. Tian, A mathematical theory of quantum cohomology, preprint,
1994.
[RT2] Y. Ruan and G. Tian, Bott-type symplectic Floer cohomology and its multiplica-
tion structures, in preparation.
[S] D. Salamon, Morse theory, the Conley index and Floer homology, Bull. London
Math. Soc. 22 (1990), 113–140.
[SZ] D. Salamon and E. Zehnder, Morse theory for periodic solutions of Hamiltonian
systems and the Maslov index, Commun. Pure Appl. Math. 45 (1992), 1301–
1360.
[Sch1] M. Schwarz, “Morse homology,” Birkha¨user, Basel, 1993.
[Sch2] M. Schwarz, Ph. D. thesis, ETH, Zu¨rich, in preparation.
[T] A. J. Tromba, “Teichmu¨ller theory in Riemannian geometry,” Birkha¨user, Basel,
1992.
[V] C. Vafa, Topology mirrors and quantum rings, in “Essays on mirror manifolds”,
ed. S.-T. Yau, International Press, Hong Kong, 1992.
[W] E. Witten, Two dimensional gravity and intersection theory on moduli spaces,
Surveys in Diff. Geom. 1 (1991), 243–310.
Department of Mathematics, University of Texas at Austin, Austin, Texas 78713, U.S.A.
betz@math.utexas.edu
Department of Mathematics, Lund University, P.O. Box 118, S-221 00 Lund, Sweden
rade@maths.lth.se
December 22, 1994


