Abstract. We consider the Cauchy problem associated with the one-dimensional nonlocal derivative nonlinear Schrödinger equation, and establish local well-posedness for "small" initial data in the usual L 2 -based Sobolev spaces H s (R), s > 1/2. We also prove that our result is "almost sharp" in the sense that the flow-map data-solution fails to be C 3 at the origin from H s (R) to H s (R) for any s < 1/2. Finally, thanks to the lack of energy conservation, we prove the nonexistence of solitary-wave solutions.
Introduction
The derivative nonlinear Schrödinger (DNLS) equation
has been derived for several physical models in propagation of nonlinear waves; for example, in the study of (i) drifting filamentations formed in nonlinear waves in magnetized plasmas, (ii) the evolution of light pulses in optical fibers, and (iii) weakly nonlinear and dispersive Alfvén waves in a plasma (see e.g. [19] , [20] ). However, in the last example, if effects of resonant particles on the Alfvén waves modulations are included, one obtains the nonlocal derivative nonlinear Schrödinger (nDNLS) equation, which can be written, in dimensionless variables, as (see e.g. [8] , [20] ) Here, u = u(x, t) is a complex-valued function, λ is a real parameter depending on the velocity distributions of the particle species, and H is the Hilbert transform defined by (Hf )(x) = p.v. 1 π
where p.v. denotes the Cauchy principal value.
The nonlocal term λ∂ x (H(|u| 2 )u) in (1.2) represents the effect of resonant particles on the wave modulations. Moreover, the parameter λ gives rise to a damping effect. Indeed, let E be the "energy" defined by
3)
A straightforward computation shows us that if u is a solution of (1.2) then
Since the integral on the right-hand side of (1.4) is positive, we see that the energy either increases (λ > 0) or decreases (λ < 0) monotonically with time due to effect of resonant particles.
In many important situations, the parameter λ turns out to be negative. For instance, if the waves are propagating in plasmas with isotropic Maxwellian distributed electrons and ions, the effect of resonant particles is weak when the Alfvén velocity is much larger than the ion sound velocity; in such a case,
where m e , m i , C s , v A , and v e denote, respectively, the electron mass, the ion mass, the ion sound velocity, the Alfvén velocity, and the electron thermal velocity (see [21] ). In general, it can be shown that a sufficient condition for λ to be negative is that the velocity distributions decrease as functions of the parallel velocity component of the Alfvén velocity (see [21] ).
Note that (1.2) becomes (1.1) in the case λ = 0. Hence, for |λ| 1 the nDNLS equation can also be viewed as a perturbation of the DNLS equation.
From the mathematical viewpoint, the DNLS equation has been extensively studied in recent years by several authors (see e.g. [1] , [3] - [5] , [9] - [14] , [24] , [28] , [29] , and references therein). On the other hand, a few works are available in the current literature for the nDNLS equation. As far as we know, the only works concerning well-posedness for (1.2) are due to Rial [26] , [27] . In [26] , the author studied the Cauchy problem (with λ < 0); by using Kato's theory he proved the initial value problem for (1.2)
is locally (in time) well-posed in the usual Sobolev spaces H s (R), s > 3/2, and in the weighted spaces
, for a suitable class of weights w. In [27] , by introducing an artificial viscosity and then passing to the limit, the author proved the existence of weak solutions in L 2 (R) (also for λ < 0).
The first purpose of this work is to improve the local well-posedness theory obtained in [26] . Throughout the paper, except in Section 4, by well-posedness we mean existence, uniqueness, persistence property, and continuous dependence upon the data. Moreover, by a solution we mean a solution in the sense of the associated integral equation. Our main result concerning well-posedness is the following (for the definitions of the space X s T and P 0 see notations below). Theorem 1.1. Let s > 1/2. Then, there exists a δ > 0 such that for any φ ∈ H s (R), with φ L 2 < δ,
there exist a positive time T = T ( φ H s ) with T ( φ H s ) → ∞ as φ H s → 0, and a unique solution
As is well known, the main difficulty when one deals with equations containing derivatives in the nonlinear term, is to overcome the so-called loss of derivatives. In our case, the most difficult term is 
where P 0 is the projection operator into small frequencies.
It is worth noticing that the methods employed by Ozawa and Tsutsumi [24] , [25] , and by Takaoka [29] to study the Cauchy problem for a vast class of DNLS equation are not applicable in the case of the Cauchy problem associated with (1.2). In their approach, they basically depend on the gauge transformation
−∞ |u(y,t)| 2 dy u (α ∈ R chosen conveniently). In fact, Ozawa [24] used that transformation to remove the derivative term from the nonlinearity and proved the well-posedness for a class of DNLS equations in the energy space H 1 . Ozawa and Tsutsumi [25] proved the locall well-posedness in H 1 2 . On the other hand, Takaoka [29] applied the Fourier restriction norm method to show local well-posedness in H s , s ≥ 1/2, improving the results due to Ozawa and Tsutsumi. But, via such a transformation the loss of derivatives still persists in our case under the form vH(v∂ x v), and, as observed in [29] , the Fourier restriction norm method seems to be inapplicable to nonlinearities like that due to a logarithmic divergence involving the key trilinear estimate. .2), where the reductive perturbation expansion was applied presupposing that the amplitude u is small, and the length scale x is large (see [8] ).
Remark 1.2. Note that Theorem 1.1 also includes the case λ > 0, which was not studied in [26] , [27] .
Once proved Theorem 
is not C 3 at the origin.
This result is very similar to that obtained by Takaoka in [28] , where the same result was proved for the DNLS equation (1.1). The idea to prove Theorem 1.2 is to use the technique introduced by Bourgain [2] , which consists in to locate certain plane waves whose interaction behave badly in low regularity. We point out that results in the same direction were proved for the Korteweg-de Vries [30] and Benjamin-Ono [23] equations.
The second purpose of the paper is to investigate the (non)existence of solitary-wave solutions. It is well known that the DNLS equation possesses a two-parameter family of solitary waves of the form (see [31] ) 8) where ω, c are real parameters satisfying −c 2 − 4ω > 0, and ψ, ϕ are smooth real-valued functions given
(1.9) Therefore, since the nDNLS equation can be viewed as a perturbation of the DNLS equation, one could expect, at least for λ sufficiently small, the existence of solitary waves for (1.2) of the form (1.8).
As a matter of fact, this question was addressed in [32] using both numerical simulations and the soliton perturbation method. But, as was observed by the authors (in their summary) it is not clear if the methods could prove the existence of solitary waves for (1.2), because the non-soliton part should always appear in the eigenvalue problem, and as a result all solitons eventually end up.
Here, we look for solitary-wave solutions of the form
where ζ is a complex-valued function, and ω and c are real parameters. By assuming that ζ has finite energy, we prove that, for any λ = 0, solitary waves of the form (1.10) indeed do not exist. More precisely, we prove the following.
Then, for any λ = 0, (1.2) does not admit any nontrivial solitary-wave solutions of the form (1.10), for any ω, c ∈ R.
The proof of Theorem 1.3 is standard, and it follows essentially from the lack of energy conservation.
It should be pointed out that the orbital stability of the solitary waves (1.9) was addressed in [3] and [11] . Moreover, by using such solitary waves Biagioni and Linares [1] proved the ill-posedness, in H s (R), 
is similarly defined, and when
is defined in the natural form. When
S(R) represents the Schwartz space. J s will be the Bessel potential,
Let ψ be an even C ∞ 0 function such that ψ(ξ) = 1 for all |ξ| ≤ 1 and ψ(ξ) = 0 for |ξ| ≥ 2. Set ϕ(ξ) = ψ(ξ) − ψ(2ξ). For any dyadic number N = 2 j , j ∈ Z ≥0 , write ϕ N (ξ) = ϕ(ξ/N ), and define ϕ 0 by
ϕ N (ξ). Let P N be the convolution operators P N f =φ N * f and P 0 f =φ 0 * f .
We denote by
} the projection in positive and negative frequencies of f , respectively. We finally define P +hi f = P + ((1−P 0 )f ) and
We now exhibit the resolution space X s T . Given s > 1/2 and 0 < T ≤ 1, we define
(1.12)
Linear estimates and auxiliary Lemmas
Solutions of the IVP associated with the linear Schrödinger equation
are described by the unitary group {e it∂ 2 x } ∞ t=−∞ , which from now on will be symbolized by {U (t)} ∞ t=−∞ .
We first list the smoothing effects and Strichartz estimates obtained by Molinet and Ribaud in [22] , using previous results of Kenig, Ponce, and Vega [15] , [17] .
It will be essential the following maximal function estimate.
Lemma 2.2. For any s > 1/2 and 0 < T ≤ 1, it holds
Making use the so-called Christ and Kiselev Lemma [6] , Molinet and Ribaud [22] deduced the following retarded estimates from the above nonretarded ones.
Then for all F ∈ S(R),
10)
As a consequence of Lemmas 2.1 and 2.2, one has the following result which guarantees that U (t)φ ∈ X s T .
Lemma 2.4. Let s > 1/2 and T ∈ (0, 1). Then for all φ ∈ H s , Finally, we recall some vector-valued Leibniz rules for fractional derivatives, which are fundamental for reaching our goal.
, and
Moreover, if α 1 = 0, (i) still holds with q 1 = ∞.
(
where 0 ≤ β < 1 − α. Moreover, for β > 0 the value q 1 = ∞ is allowed.
where 1 =
and , p 1 , p 2 , , q 1 , q 2 ∈ (1, ∞).
The lemma is still valid with D α x in place of D α x .
Proof. Parts (i), (iii), and (v) were proved by Kenig, Ponce, and Vega [18] (Theorems A.8, A13, and A12, respectively). Parts (ii) and (iv) (this last one for the case P + (f P − g)) were established by Molinet and Ribaud [22] (Lemmas 3.4 and 3.5, respectively).
3. Proof of Theorem 1.1 3.1. Gauge transformation. Let u be a solution to (1.2) with sufficient regularity in space-time and integrability in space. Inspired in [25] , we perform the following change of dependent variable,
where β is a real number to be chosen later. Then a direct calculation shows that v satisfies
By (1.2) and (3.1), we see that
where
Since |u| = |v| and e iρ ∂ x u = ∂ x v − iβλvHP 0 (|v| 2 ), we have
Then, from (3.1) and (3.3)-(3.5), we deduce that
Thus v satisfies the equation
As we have already said in the introduction, the main difficulty is to handle with the term HP 0 (|v| 2 )∂ x v.
So, to overcome this difficulty, we choose β = −1/2. Taking that value for β in (3.6), the following equation is then obtained
where F j = F j (v) are numbered according to their position in (3.7).
Conversely, a similar calculation reveals that if v satisfies (3.7), then u(x, t) = e −iρ(v) v(x, t), where ρ is defined in (3.1), with β = −1/2, satisfies (1.2).
3.2.
Local well-posedness for the gauge transformed equation. The main goal here, is to establish local the well-posedness for the Cauchy problem associated with (3.7). Hence, we consider the IVP
The idea to prove the solvability of (3.8) is to use the Banach contraction principle. More precisely, we prove the following. 
, and a unique solution u to the Cauchy problem (3.8) in X s T . Furthermore, for any T ∈ (0, T ) there exists > 0 such that the flow-map data-solution is Lipschitz from { ψ ∈
Proof. Let s > 1/2 and ψ ∈ H s such that ψ L 2 < δ, where δ will be chosen later. We look for a solution of the integral equation corresponding to (3.8), namely,
Consider the map
We shall prove that there exist a = a( ψ H s ) > 0 and
Without loss of generality, we restrict ourselves to the most interesting case 1/2 < s < 9/10. The case s ≥ 9/10 can be handled in a similar fashion.
First, we note that by Lemmas 2.2 and 2.4, we have for 0 < T ≤ 1 that
To make the approach as easier as possible, we shall consider each term of (3.10) separately. At this stage we may take λ = 1 in (3.7) without loss of generality. Our first strategy is to split the nonlinearities containing derivatives in the following way 12) and
Note that, unlike the other terms, vH∂ x (|v| 2 ) was first divided in low and high frequencies parts. The reason for this is that to obtaining the required estimates, we shall need to work in L 1 x L 2 T and, as we know, P ± are not bounded in such space.
The estimate for the term F 5 = vHP 0 x −∞ H∂ y (|u| 2 )|u| 2 dy , for being slightly different, will be treated last.
Let w denote either v 2 , |v| 2 or HP hi (|v| 2 ), and let ν represent either v orv. Since ( 
where to get the second and third estimates, we have used Lemma 2.5(i),(iii), Bernstein, Hölder, and Sobolev's inequalities.
In order to deal with F 3,1 , we rewrite it as
Now from Bernstein, Hölder, and Sobolev's inequalities, we deduce
Also, using similar arguments as above together with Lemma 2.5(v), we obtain
Hence, gathering together (3.17) and (3.18), we get
An application of Lemmas 2.3, 2.4 and 2.5(iv),(i), yields
Thus,
(3.20)
In order to estimate E 4 , we apply Bernstein and Sobolev's inequalities, and Lemmas 2.4 and 2.5 to arrive to
Therefore, from (3.21) and (3.22), we see that
Next, to estimate the nonlinear terms without derivatives, it is enough to apply Lemmas 2.4 and 2.2,
Hölder and Bernstein's inequalities to immediately obtain
Finally, we consider E 5 . In view of Minkowski, Hölder, Bernstein, and Sobolev's inequalities, we deduce
Now, applying Lemma 2.5 (ii),(i) and Holder's inequality to the last term in (3.25), we obtain
Therefore, (3.25) and (3.26) lead to
Thus, from (3.11), (3.14), (3.15) , (3.19) , (3.20) , (3.23) , (3.24) and (3.27), we see that Let 1/2 < s < 9/10 and fix φ ∈ H s with φ H s 1. Define ψ as the following
By using Lemma 2.5(v), Bernstein's inequality, and Sobolev's embedding, we see that
Moreover, since φ L 2 = ψ L 2 , we obtain that ψ ∈ H s and ψ H s 1. According to Proposition 3.1, there exists a unique solution v ∈ C([−T, T ]); H s (R)) for the IVP (3.8). Let φ (n) be a sequence in H ∞ such that φ (n) → φ in H s , and let v (n) be the solution of (3.8) with initial data
Similarly to (3.29), we see that
Hence ψ (n) → ψ in H s . From the continuity of the flow map given in Proposition 3.1, we obtain that
Next, define
As in (3.30), we have 31) which implies that u (n) → u in C([−T, T ]); H s (R)). We claim that u solves the IVP associated with (1.2) with initial data φ. Indeed, obviously for t ∈ [−T, T ], u (n) (t) solves the integral equation
Suppose that there exists a space X s T satisfying (4.1)-(4.3) for all u, v, w ∈ X s T , and fix 0 < t < T . Taking φ ∈ H s (R) and using (4.1)-(4.3), with u(t) = v(t) = w(t) = U (t)φ, we see that
Next, we show that (4.4) fails for an appropriate choice of φ. This would lead us to a contradiction.
Choose the following φ, defined by its Fourier transform, Note that φ H s ∼ 1.
Now, by using the definitions of U (t) and φ, we can write where Ω(ξ) = {(ξ 1 , ξ 2 ) ∈ R 2 / ξ 1 , −ξ 2 , ξ − ξ 1 − ξ 2 ∈ I }.
Observe that when (ξ 1 , ξ 2 ) ∈ Ω(ξ), we have ξ ∼ N and |(ξ − ξ 1 )(ξ 1 + ξ 2 )| η 2 .
For any ξ ∈ (N − η, N + η), we have that |Ω(ξ)| η 2 . Moreover, a simple analysis shows that By the hypothesis of C 3 -differentiability, we then obtain
which is estimate (4.4). But, from Proposition 4.1, it is false for s < 1/2.
Proof of Theorem 1.3
In this section we proof Theorem 1.3. The proof follows standardly because the nDNLS equation does not conserve energy.
We first observe that to formally obtain (1.4), we multiply ( 
