Abstract-We investigate the potentials of digitally sampling scintillation pulses techniques for positron emission tomography (PET) in this paper, focusing on the determination of the event time. We have built, and continue building, a digital library of PET event waveforms generated with various combinations of photo-detectors and scintillator materials, with various crystal sizes. Events in this digital library are obtained at a high sampling of 20 GSps (Giga-samples per second) so that their waveforms are recorded with high accuracy. To explore the potential advantages of digitally sampling scintillation pulses, we employ a dataset in the above-mentioned library to evaluate two methods for digitizing the event pulses and linear interpolation techniques to analyze the resulting digital samples. Our results show that the two digitization methods that we studied can yield a coincidence timing resolution of about 300 ps FWHM when applied to events generated by a pair of LSO + PMT detector units. This timing resolution is comparable with that is achieved by the same detector pair with a constant fraction discriminator (CFD). As a benchmark, regular-time sampling (RTS) method, usually implemented with very fast traditional analog-to-digital converters (ADCs) for digitizing scintillation pulses, is not feasible for a multi-channel system like a PET system. Digitizing scintillation pulses with multi-voltage threshold (MVT) method could be implemented at a reasonable cost for a PET system. With digitized PET event samples, various digital signal processing (DSP) techniques can be implemented to determine event arrival time. Our results have therefore demonstrated the promising potentials of digitally sampling scintillation pulses techniques in PET imaging.
I. INTRODUCTION
T HE ELECTRONICS technology is undergoing digital revolution and the strengths of digital signal processing (DSP) in consumer electronics are well established. In biomedical imaging, the advantages of using DSP technologies have been demonstrated in ultrasound imaging and magnetic resonance imaging (MRI) [1] , [2] . DSP approaches have also been successfully used to improve the energy resolution and reduce the dead time in -ray and -ray detectors [3] . In modern positron emission tomography (PET), some forms of digital data-acquisition (DAQ) have been implemented. Generally, for LSO crystals, the event pulses are shaped and then digitized by use of -200 MSps (Mega-samples per second) analog-to-digital converters (ADCs) to obtain only samples per event [4] - [6] . The small number of digital samples obtained for an event is primarily used for improving the energy resolution, handling event pileup and baseline shifting, and reducing the dead time [6] . For determining the event time, digital constant fraction discriminator (CFD) and leading-edge triggering have been considered [7] , [8] , but the use of analog CFDs is still common. The typical coincidence timing resolution of modern PET systems is in the range of to . For time-of-flight (TOF) PET systems, coincidence timing resolutions are reported [9] , [10] . Therefore, PET event processing still follows the general principle that was developed decades ago with analog devices [11] , [12] . Also, analog circuit blocks, such as shaper amplifiers or CFDs, are still involved in PET event processing as key components.
Digitizing PET event pulses to capture their waveforms and applying digital-signal analysis to the resulting samples for generating relevant event information enable eliminating analog circuit blocks as much as possible. The development of such DAQ schemes for PET has both theoretical interest and practical significance. Successful development of PET digital DAQ by minimizing analog circuit blocks will enable PET scientists to tap into the large collection of general-purpose digital electronics components available in the market and the large amount of resources existing to support these components. It also allows one to reap the benefits of the continuous and aggressive technological inventions and upgrades that are driven by the vast interest in the DSP technology from almost every areas of consumer electronics. As a result, the development of digitally sampling scintillation pulses technology can bring about faster upgrade and lower cost [13] , [14] . Another benefit is related to the capability to easily test and implement various event-processing algorithms for generating more accurate energy, timing and position information about a PET event. PET DAQs with digital pulse processing by use of shapers and moderate sampling rate ADCs have been proposed and demonstrated [5] , [7] , [15] . In this paper, we present our initial efforts in exploring and revealing the possible advantages of processing PET events digitally. We build a digital pulse library for PET that would enable us to effectively study and compare different analysis methods. Therefore, we employ such libraries to investigate the baseline performance of two digital sampling and analysis methods without considering the noise characteristics of the samples. In general, the bias and the variance of an estimate decrease with increasing number of observation samples [16] , [17] . The two methods include one method that generates multiple samples at pre-defined voltage thresholds and another method that generates multiple samples at regular time intervals. Digital samples generated by both methods for an event are fitted with a straight line to determine the event time. First, we evaluate whether digitizing PET event waveforms at a sufficiently high sampling rate can bring out any advantages in terms of improving event timing. Second, to mitigate the practical challenge in using highspeed ADC, we investigate the multi-voltage threshold sampling method as an alternative to the conventional sampling method. We focus on the task of event-time determination, with an interest in examining the possibility of achieving reasonable timing resolution for TOF-PET imaging. Fig. 1 illustrates the experimental setup for producing the digitized event waveforms for evaluating various digitization schemes and DSP methods. The LSO crystals, of in size, are optically coupled to the Hamamatsu R9800 photomultiplier tubes (PMTs) via one of their surfaces, with the other five surfaces wrapped in Teflon tape. The PMTs are operated at and their outputs are directly connected to a Tektronics TDS6154C digital storage oscilloscope with a termination. This scope has a 15 GHz bandwidth and provides a sampling rate up to 40 GSps. When performing simultaneous sampling on two channels, its sampling rate becomes 20 GSps per channel (i.e., a 50 ps sampling interval). A weak F-18 source is placed at a location close to one of the LSO/PMT unit. The scope is then triggered by an event generated at the far-side LSO/PMT unit, thereby ensuring that the majority of the recorded event pairs are coincidence events. For each recorded event pair, 4000 samples from each channel are generated. Therefore, the pulses are recorded for a duration of 200 ns, which is adequate with respect to the scintillation decay of the LSO. Fig. 2 shows a sample pair of digitized event pulses. Event energy is estimated by summing up all the digitized samples of a pulse. Fig. 3 shows the resulting pulse-height spectrum, calibrated to 511 keV, derived from a dataset containing a total of 9000 event pairs. A Gaussian fitting to the photopeak indicates an energy resolution of 16.0% FWHM at 511 keV for events acquired at channel 1 of the scope. Similarly, the event acquired at channel 2 has an energy resolution of 14.3% at 511 keV (data not shown). Fig. 4 shows the mean and variance of the digitized pulses having energy in the range of . The mean pulses show a rise time of 1.7 ns. Also, the exponential decay constant is 41.0 ns, which is consistent with the value reported in the literature for LSO [18] .
II. DIGITAL LIBRARY OF PET EVENT PULSES
In addition to the LSO/PMT detectors described above, our pulse library also contains digitized events generated by other scintillators and photo-detectors (PDs). This library is very valuable for testing different pulse digitization schemes and DSP methods, and comparing their performance in terms of various event information of interest such as event time, event energy, crystal identification in a block detector, and depth-of-interaction resolution. Also, the use of the pulse library should be further elaborated such as optimizing the signal-to-noise ratio (SNR) for different applications.
III. COINCIDENCE TIMING RESOLUTION WITH CFD
The conventional analog CFD is a well-established and widely-used technique for PET event-time determination. Fig. 5 shows the coincidence timing histograms of the LSO/PMT modules measured by use of the Canberra 454 fast CFD ( , ). We obtain a coincidence timing resolution of 297 ps, 313 ps and 314 ps full-width-at-the-half-maximum (FWHM) when using 350, 175 and 85 keV thresholds for the CFD, respectively.
Our CFD results are measured by using the Canberra 454 fast CFD, taking analog signals directly from PMT outputs. On the other hand, our results obtained for the two digitizing methods (in Section IV) are derived from pulse library containing sampled waveforms. By implementing a SPICE model for the CFD (see Fig. 6 ) and applying it to the LSO/PMT dataset containing 9000 event pairs as described above in Section II, we provide evidence that validates the use the 20 GSps digital sampling library. Fig. 7 shows the coincidence time histograms obtained by using a 0.2 attenuation and 1.6 ns delay in the CFD model. These histograms show a coincidence timing resolution of , and FWHM when using 350, 175 and 85 keV thresholds for the software CFD. Other attenuation and delay settings are also examined. Table I summarizes the coincidence timing resolution obtained with a 350 keV threshold. We observe a coincidence timing resolution of . This agreement with the Canberra 454 CFD results indicates that we can use the 300 ps timing resolution obtained by use of the fast analog CFD as a benchmark for evaluating the digital event-time determination methods that we will describe below.
IV. DIGITAL METHODS FOR EVENT-TIME DETERMINATION
We study two digital techniques for determining the event time. For testing these methods, we only select the events in our dataset having energies above 350 keV. We obtain a total [4] . In this paper, we examine the use of linear regressions to the samples obtained on the leading edges of the event pulses for generating estimates for the event time. The RMS noise of the oscilloscope and PMTs derived from the saved waveforms is 9.0 mV. We observe that the -is quite linear. In this paper, we only use a straight line to fit the digitized samples. We suspect that timing resolution may be improved by spreading the samples, either reference voltages or regular time samples to the linear part of rising edges.
A. Multi-Voltage Threshold (MVT) Method
This method is a modification of the technique that we previously reported in [13] . In this method, samples of an event pulse with respect to a number of pre-defined voltage references are obtained (see Fig. 8 ). In practice, this digitizing scheme can be implemented by use of a number of discriminators with programmable thresholds. The LSO/PMT outputs are directly fed to these discriminators and the time when the leading edge of the discriminator output occurs can be determined by use of a time-to-digital converter (TDC). With this method, the resulting digital samples are generated at irregular time intervals depending on the characteristic shape of the event waveform. As long as the thresholds are properly defined with respect to the energy values of the events of concern, a fixed number of digital samples can be generated for the leading edge of the event pulse, regardless of how short the event rising time is. This is in contrast to the conventional ADC scheme to be discussed below in Section IV-B.
The event waveforms in our dataset are sampled at a 50 ps interval. This fine sampling allows us to accurately reproduce the waveforms by linearly interpolating the samples and emulate the MVT digitizing scheme by mathematically determining the time points when a waveform cross the pre-defined voltages. After obtaining the digital samples, we fit them with a regression line and estimate the event time by the intercept of this line with the zero-voltage baseline. Fig. 8(b) illustrates the use of four thresholds on an event pulse, along with the linear-regression line to the resulting samples. Here, the reference voltages are defined by 1 (1) where is the number of thresholds, is the lowest threshold, and is a positive number. The value of is used to account for the difference in the gains of the two acquisition channels. We use and 1 for channels 1 and 2, respectively. Fig. 9 shows the coincidence timing histogram obtained by use of these four voltage thresholds and the LSO/PMT events having energies above 350 keV in our dataset. By fitting the histograms with Gaussian functions, we obtain coincidence timing resolutions of , , and FWHM when using 4, 6, and 8 voltage thresholds, respectively. The coincidence timing resolution obtained with the use of 8 thresholds 1 We note that the average peak amplitude of the pulses having energies in the range of 350 6 17:5 keV is 244 mV. We spread the reference voltages to 15%-75% rising edge of LSO/PMT pulses. Hence, the spaced voltage of 150 mV is determined. corresponds to a standard deviation of about 95 ps for single channel.
We also study the use of the following reference voltages:
where is the number of thresholds, is the lowest threshold and is the voltage step. We allow , and to be variable and investigate how the coincidence timing resolution varies with these parameters. Fig. 10 shows the timing resolution obtained with four thresholds, three settings for , and various ranging from 10 mV to 55 mV. It is observed that the timing resolution improves to reach a FWHM of as the increases. It also shows that the best timing resolution is obtained by using approximately equal to 40 mV. Fig. 11 , on the other hand, shows the variation of the timing resolution with the number of thresholds, with the reference voltages defined by (1) and . It is observed that the resolution improves considerably as the number of threshold increases from 2 to about 8. It implies that multiple time pick-offs, spaced in voltage, could improve timing information by averaging noisy data. Adding more thresholds after that yields only marginal improvements and therefore may not be cost effective. The coincidence timing resolutions obtained are 370 ps, 350 ps and 320 ps FWHM when using 2, 4, and 8 thresholds. The best timing resolution achievable for this LSO/PMT dataset is about FWHM by use of 16 thresholds, which is consistent with the result obtained by use of the SPICE CFD. We also obtain timing resolutions of 355 ps, 388 ps, and 537 ps FWHM by use of leading edge discriminators (LED) with thresholds of 40 mV, 115 mV, and 190 mV, respectively.
We note that the timing resolutions reported above contain the timing uncertainties of the scope and those are due to the use of the 50 ps sampling interval. In addition, we have somewhat arbitrarily considered the use of regularly spaced thresholds. To achieve the best timing resolution, the thresholds need to be selected according to the temporal characteristics of the event pulse and also the statistical properties of the noise. Our results have nevertheless demonstrated the capability of the MVT method to generate a good coincidence timing resolution for TOF-PET imaging.
B. Regular-Time Sampling (RTS) Method
The RTS method adopts the conventional ADC scheme for digitization, i.e., it generates digital samples of event pulses at regular time intervals. The ADC is the core component of digital electronics. It is readily available; significant improvements to its sampling rate are being continually made; and its cost is rapidly decreasing. This digitizing scheme, therefore, has the advantages of receiving the widest community support. One important consideration of using RTS is the sampling rate. With a low sampling rate, the leading edges of the event pulses will not be properly sampled (or missed entirely), hence an inaccurate event time will be generated. On the other hand, cost becomes a concern if a high sampling rate is required to accurately catch the transient behavior of the event pulses.
We study the timing accuracy that can be achieved by use of the RTS method at various sampling rates that are emulated by properly sub-sampling the event waveforms obtained at 20 GSps. In sub-sampling, the data points inside a sub-sample interval are averages for implementing the 'S/H' operation in ADC. As a result, we note that the SNR of the sampled event pulse increases as the sampling rate decreases. Again, the development of DSP methods for optimally analyzing the resulting samples is an open research area. In this paper, we consider the use of the linear regression method as described above for the MVT method. Fig. 12 illustrates the application of the RTS sampling scheme, at 6.67 GSps, to an event pulse and the linear regression fitting to the resulting samples above a 40 mV threshold. Fig. 13 shows the resulting coincidence timing histogram at this sampling rate, which indicates a coincidence timing resolution of FWHM. It implies that multiple time pick-offs, spaced in time could improve the timing resolution by averaging the fluctuation of scintillation pulse samples. Similarly, we obtain a coincidence timing resolution of , , and when using the sampling rates of 2.85 GSps, 3.33 GSps, 10.0 GSps and 20.0 GSps 2 , respectively (see Fig. 14) . The RTS method breaks at a lower sampling rate than 2.5 GSps. The event time of only and pulses can be extracted at 2.5 GSps and 2.0 GSps sampling rate, respectively. Therefore, to provide a 320 ps coincidence timing resolution, a sampling rate above 3.33 GSps is needed [17] . We note that we obtained about 3 samples on the leading edge of a LSO/PMT pulse at a 3.33 GSps sampling rate.
V. CONCLUSION
We have built a substantial library of digitized waveforms obtained at a high sampling rate of 20 GSps, of event pairs generated in PET imaging. The library currently contains events generated by a pair of LSO/PMT detectors, a pair of LYSO/ MPPC detectors, and a pair of the HRRT detector modules. We are extending our library to include more combinations of photo-detectors and scintillators, as well as different readout electronics. We have employed a dataset in this library that contains 9000 pairs of events generated by the LSO/PMT detectors to study two digital methods for determining the event time in PET. We show that all these methods can achieve a coincidence timing resolution of FWHM, which is comparable with that obtained by use of a fast analog CFD and is adequate for TOF-PET imaging. In real-world practice, the RTS method implemented with ADCs is not feasible at present due to a high sampling rate requirement. Also, a buffer amplifier is still required for full use of an ADC's dynamic range. In addition, CFDs are very hard to implement in ASICs because of the need for a high frequency analog delay line, while leading edge discriminators and TDCs are relatively easily implemented. Exactly for mitigating the practical challenge in using high-speed ADC we have investigated the MVT method as an alternative to the conventional sampling method. Our encouraging results are obtained by using the two methods that do not model noise properties and assume a simple linear leading-edge for the event pulse. We believe that better results may be obtained if the characteristics of the pulse and noise are modeled and employed in the event time determination. In this paper, we have focused on determining the event time. Once digital samples of the pulses are available, other event information, such as the energy and decay constant, can also be derived by analyzing these samples with proper algorithms. With modern technology, sophisticated DSP techniques can be readily implemented by using high-density FPGAs. We notice that results reported in this paper are obtained by directly sampling the LSO/PMT output, without using pre-amplifiers and shapers. Therefore, the resulting digital DAQ architecture can be quite simple and is entirely free of analog electronics components.
