Various clustering methods are applied to characterizing gene expression data from DNA microarrays. However, to elucidate functional dependencies of genes analysis of gene associations is important. The REVerse Engineering ALgorithm (REVEAL) was developed for analyzing the functional dependencies. Although the algorithm has been tested using binary models of genetic networks, it remains unclear how the method or similar technology will operate with systems of continuous variables. In this study, the REVEAL was examined using noisy, continuous data. Then a new implementation method of REVEAL for such data was proposed. This implementation method was tested through simulations.
Various clustering methods are applied to characterizing gene expression data from DNA microarrays. However, to elucidate functional dependencies of genes analysis of gene associations is important. The REVerse Engineering ALgorithm (REVEAL) was developed for analyzing the functional dependencies. Although the algorithm has been tested using binary models of genetic networks, it remains unclear how the method or similar technology will operate with systems of continuous variables. In this study, the REVEAL was examined using noisy, continuous data. Then a new implementation method of REVEAL for such data was proposed. This implementation method was tested through simulations.
The general strategy of REVEAL is to use mutual information measures for extracting functional relationships between elements (genes) of a network using state transition tables. In the algorithm, the individual entropy for each gene, such as H(X), the combined entropy, H(X, Y ) and the mutual information, M (X, Y ), of all pairs of genes are calculated first. Next, M (X, Y )/H(X) is computed for all possible combinations. If M (X, Y )/H(X) = 1, then Y exactly determines X and the functional relationship between X and Y can be determined based on the expression patterns of X and Y . This process is repeated for all combinations of a gene and a pair of genes. If M (X, [Y, Z] )/H(X) = 1, then the pair of Y and Z exactly determines X and the relationship among the three can be determined in the same way. A simulation on application of the REVEAL to noisy, continuous data indicated that considerable refinements were required to apply the method to such data.
Then a new implementation method of REVEAL for noisy, continuous data was proposed. Generally, when comparing values (A, B) = (0.1, 0.1) and (A, B) = (0.6, 0.9), the latter pair suggests a stronger association between A and B. The new method employed this idea. To weight values in gene expression data, we employed one threshold and multiple copies of binary data. In this method, for example, (0.1, 0.1) is converted into (1, 1) and (0.6, 0.9) is converted into six pairs of (1, 1) -i.e., the pair (1, 1) is copied six times. In Fig. 1 . Simulation results with the new implementation method of the REVEAL. This implementation method greatly improves the problem of low M/H for large noise addition to this, some implementation methods were investigated through numerical experiments. Figure 1 illustrates the result with the proposed implementation method, which was the best among the methods investigated. The results of the simulations demonstrated the potential of the proposed method for extracting gene associations.
Introduction
DNA microarray technology makes it possible to monitor expression patterns of thousands of genes (1) (2) . To characterize biological systems and/or disease states, such expression patterns are analyzed by various clustering methods: hierarchical clustering (3) , self-organized maps (4) (5) , and k-means clustering (6) . Among the most common, Eisen et al (3) have demonstrated that a hierarchical clustering method is useful in the analysis of gene expression data. Also, Golub et al (5) have shown that class discovery and class prediction by clustering expression data could be a generic approach to cancer classification. Most studies focus on the classification of genes and/or patients. However, to elucidate gene functional dependencies not only classification of gene expression data, but also analysis of gene associations is important.
Therefore the present study focuses on the analysis of functional relationships between/among genes from expression data. A systematic approach for modeling genetic networks has been also investigated (7) - (9) . The S-system is a dynamic network model, which can infer a genetic network including groups of interdependent genes. The S-system belongs to a type of power-law formalism which includes a large number of parameters. Accordingly, to estimate these parameters, an immense amount of experimentally observed time-course data is required. Another approach for genetic network modeling is based on Boolean network. Liang et al. proposed the REVEAL (REVease Engineering ALgorithm) to infer functional relationships of genes from expression data. However, in the paper by Liang et al. (10) , they applied REVEAL only to binary models of genetic networks. It remains unclear how REVEAL or similar technologies will operate with systems of continuous variables.
In the present study, we propose a new implementation method of the REVEAL for noisy, continuous data. We begin this paper with a brief outline of REVEAL, followed by a description of the experimental procedures. Section 4 describes a new implementation method of REVEAL for noisy, continuous data.
Reveal
Liang et al. (10) have proposed an algorithm called RE-VEAL for the inference of genetic network architectures. The general strategy of REVEAL is to use mutual information measures for extracting functional relationships between elements (genes) of a network using state transition tables, which are gene expression patters in functional genomics. The mutual information between X and Y , M (X, Y ), corresponds to the remaining information of X if we remove the information of X that is not shared with Y or vice versa. (See the following equations.)
where
p ij log 2 p ij , and
H(X) is the entropy for X, which is a measure of the randomness in the expression pattern of X. Higher H(X) means that the expression levels of X are more randomly distributed. The logarithm used in the above equations, denoted as log 2 , is in base 2. The probabilities, p i and p j (i, j=1 or 0), are calculated from the frequency of X and Y being 1 or 0. Similarly, the joint probability, p ij (i, j=1 or 0), is determined by the frequency of (X, 
Simulations Using Binary Patterns
In the paper by Liang et al. (10) , the REVEAL was examined using binary models of genetic networks without noise. However, the REVEAL should be examined using noisy data because real gene expression data are noisy. In this simulation, ten genes A, B, C, D, E, F, G, H, I and J, each of which had a sequence of N samples (corresponding to data from N simulated DNA chips), were used. We employed N=20, 50, 100 and 200 to investigate the influence of the number of the samples. Six genes A, B, C, D, E and F were randomly given a value of 0 or 1, while the other genes G, H, I and J were calculated according to Equations (2). Ten trials using different datasets were carried out.
In this simulation, about 5% of N samples were randomly chosen and inverted. More precisely, the number of inverted samples for each gene was 1, 2, 5 and 10 respectively for N=20, 50, 100 and 200. We generated one hundred datasets by adding ten different noise realizations to each of ten datasets. In this situation, the equations,
However, one can expect that M (X, Y )/H(X) and As shown in Table 1 , the REVEAL could capture all four relationships almost perfectly. It failed to capture the associations of the triplets in three or four trials (out of one hundred total) when N=20. Table 2 summarizes the number of false associations. The numbers in the table denote the average number of false associations over one hundred trials. The REVEAL detected many false associations. In particular, when N=20, on average 12.2 false associations were detected in a trial. As N increased, the average number decreased rapidly. For example, it became almost half for N=50. However, even for N=200, the method may capture three or more false associations. This is a weak point of the REVEAL and thus its application to noisy data requires considerable refinements of the method to reduce the amount of false detection. We will address this problem using noisy, continuous data in the next section.
Implementation of REVEAL for Noisy, Continuous Data
Real gene expression data have continuous values, although in the previous section, the REVEAL was examined using binary patterns. In this section, we investigated implementation methods of the REVEAL for noisy, continuous data. 
A Simple Implementation Method
A straightforward way of adapting REVEAL to noisy data would be to use a threshold to convert continuous data into a binary pattern. To examine this implementation method, the following simulations were carried out. Six genes A, B, C, D, E and F, each of which had N samples (N=50, 100, or 200), were used. Each sample of the genes A, B and C was given a value taken from a uniform distribution between -1 and 1 while the genes D, E and F were calculated according to the following equations.
The simulations were performed with the following levels of standard deviation of noise: 0, 0.05, 0.1, 0.15, 0.2, 0.25 and 0.3. One hundred runs were obtained for each noise level. In each run, the values of A, B and C were randomized and a different zero-mean Gaussian noise realization was added to the values in all genes. Before applying REVEAL, the data were converted into a binary pattern using a threshold of 0. (F, [A, C] )/H(F ) was not 1 even if no noise was introduced. This phenomenon is explained as follows. The sign of F was determined depending on the values of A and C; if A < 3.5 C, the sign of F was same as that of C, otherwise it was opposite of A. Thus, there was no obvious logical relationship among the resultant binary patterns.
A New Implementation Method
Generally, when comparing values (A, B) = (0.1, 0.1) and (A, B) = (0.6, 0.9), the latter pair suggests a stronger association between A and B. However, in the method described in 4.1, values 0.1 and 0.9 had the same effect. That is, both pairs were converted into (1, 1) before calculating entropy. It is expected that improving this situation would make the REVEAL more robust against noise. REVEAL is applicable to data having three or more levels (or discretized: "bins") although it has so far been investigated solely using binary data (i.e., 0 or 1).
A simple method to weight values in gene expression data is discretizing the data using multiple bins. Butte and Kohane (11) developed such a method and applied it to a publicly available gene expression dataset. They calculated the range of values for each gene and then divided the range into n sub-ranges (bins). In their method, entropy is defined by
Here, the probability, p i , is calculated from the frequency of X being in the i-th bin. Obviously, with n = 2, this method is the same as the one in 4.1. In the paper by Butte and Kohane (11) , they used n=10. In the case of n = 10, the data used in 4.1 are converted into ten levels using multiple thresholds of -0.8, -0.6, -0.4 and so on. This operation yields one hundred combinations of levels between A and B (compared to four combina-tions for binary data). Accordingly, this method could be computationally expensive. In what follows, we refer to this method as the multiple-bins method.
Instead, we employed one threshold and multiple copies of binary data. In this method, for example, (0.1, 0.1) is converted into (1, 1) and (0.6, 0.9) is converted into six pairs of (1, 1) -i.e., the pair (1, 1) is copied six times. In this way, values in gene expression data can be weighted. The number of copies can be arbitrarily determined. In the present study, we determined the number of copies, c, by
where |X| and |Y | denote the absolute values of X and Y , respectively. A small positive number such as 0.1 is used as s. If the term on the right-hand side becomes 0, c is set to 1. Conversely, if c exceeds a predetermined maximum value, c max , it is set to c max . Accordingly, if s = 1 and the maximum value of |X| and |Y | is 1, this implementation method equals the previous method in 4.1. Hereafter, this method is called the multiple-copies method.
In order to compare the two implementation methods of the REVEAL, we carried out simulations using the same data as 4.1. In the simulations, n was set to 10 for the multiple-bins method, while in the multiple-copies method, we employed s=0.1 and c max =10. The other conditions, such as noise levels and the number of samples, were identical to the previous set of simulations. In addition, we compared the CPU time required to calculate M /H for 162,000 triplets. This approximately corresponds to the total number of all possible triplets out of 100 genes. A Pentium IV processor (1.4 GHz) was used for the calculation. 
)/H(D), M (E, B)/H(E) and M (F, [A, C])/H(C). Each of these combinations was defined in Equations (3), and consequently, M/H for these combinations should be a large value. The other group included M (B, A)/H(A) and M (C, [A, B])/H(C).
The genes A, B and C were independently assigned a random number between -1 and 1. In other words, there was no functional relationship among these genes.
As shown in Fig. 2 , the values of M /H in the first group decreased as the standard deviation of noise increased, whereas M /H for the second group was constant. These are similar to what we observed in Fig.  1. However, M (F, [A, C] )/H(C) was almost constant in Fig. 2(a) and the values of M /H for the second group, especially when N=50, were much larger than those in Fig. 1 . In addition, as noise became larger, M /H for the pairs and triplet in the first group rapidly decreased and converged
on M (B, A)/H(A) and M (C, [A, B])/H(C),
respectively. This behavior of M /H was very different from that in Fig. 1 . Figure 3 depicts the results with the multiple-copies 
except M (E, B)/H(E). The reason for the low M (E, B)/H(E)
lay in small absolute values of gene E (see Eqs. (3)), and thus data of E were easily affected by noise to the extent where data bits were easily inverted. However, this problem would be resolved by data normalization. Similar to the simple implementation method, N had an effect only on the standard deviation of M /H. With N=100 or 200, the standard deviations became small to the extent that the two groups were divided clearly for all noise levels.
Evaluation of the New Implementation Method Using Real Data
The robustness of the proposed implementation method has been verified using real data. We used microarray expression data from Escherichia coli as real data (12 samples, 4290 genes) (12) . Calculating mutual information for all possible triplets from the 4290 genes requires enormous computational time. Therefore the dataset was divided into small subsets. First, the information about all E. coli pathways was obtained from the database of Kyoto Encyclopedia of Genes and Genomics (KEGG) (13) , and then the expression dataset was divided into subsets based on the genes included in each pathway. Each subset had about 23 genes in average. In this study, we focused on triplets because functional relationships of pairs can be easily detected by other methods. By applying the proposed method to each subset, a few triplets which have large M /H was detected. However, most of the triplets included correlated pairs, and accordingly, M /H of the triplets became relatively large. Such triplets were excluded. Table 3 shows the results.
Discussion

Merits and Problems of the REVEAL
The simulation results in Section 3 revealed the merits and problems of REVEAL. The greatest merit of the REVEAL is that it can be applicable to an analysis of triplets. However, for noisy data, the method detects several false associations. With N = 20, it detected a considerable amount of such associations although it captured all the true relationships. It should be noted that spurious associations can be ruled out through bi- Table 4 . The results obtained from the dataset shown in Fig. 4 ological validation. Although we tested only one threshold of M /H, the threshold also affects the number of false associations. If the threshold is too small, REVEAL detects a considerable number of false relationships. In contrast, with too large a threshold, the method may miss some of the true associations. However, because of the validation procedure, a slightly smaller threshold may be acceptable. Thus, exploring a range of thresholds would be a next step as would the determination of a threshold through the permutation method proposed by Butte and Kohane (11) .
Comparison of the Multiple-Bins and Multiple-Copies Methods
When comparing Figs. 2 and 3, M /H with the multiple-bins method was large even for the unrelated pairs/triplets (such as M (C, [A, B] )/H(C)). This phenomenon could be explained by the following facts.
In the multiple-bins method, the number of bins, n, has significant effect on the quality of the result. When n becomes larger, the size of bins becomes smaller. Thus the probability that two or more data enter into the same bin becomes small. Figure 4 schematically explains this using two datasets (X and Y, X and Z); there was no relationship between X and Y whereas Z strongly correlated with X. Although the distributions of the data were markedly different between the two scatter plots, only one or two bins include two data (shown in grey bin). Therefore the value of H(X, Y ) close to H(X, Z), and then M /H becomes relatively large (n = 10 :
In the multiple-copies method, the parameter that corresponds to n is the number of copies, c. In order to investigate the effect of c on the quality of the result, we analyzed the dataset shown in Fig. 4 with s=0.1 and 0.05. (Remember c is determined by s; see Eq. (5).) In the case of s=0.05, both c max =10 and 20 were examined. The results given in Table 4 indicate that the multiple-copies method works well in all cases. Unlike n in the multiple-bins method, the quality of the result is well preserved for either s in the multiple-copies method.
The influence of noise is small in the multiple-copies method. Because the sign of large absolute values is hardly changed by additive noise. The multiple-copies method employs only one threshold of zero and weights a pair/triplet according to the absolute values of samples. Hence, the method is more robust against noise.
Result of Real Data Analysis
As shown in Table 3 , only four triplets are detected. Triplet 1) Fig. 4 . A schematic explanation for large M /H by the multiple-bins method. The results using 20 bins are shown. There was no relationship between X and Y in upper, whereas Z was calculated by adding a random small value to X. Therefore, Z strongly correlated with X. Despite the different relationships between X and Y, X and X, the M /H values are relatively large for both pairs is deemed to be biologically meaningful because the enzymes which are coded with the three genes are linked by 5,10-Methylene-THF on the pathway map ('one carbon pool by folate'). The functional relationship of the triplet is best described with (glyA) = (folD) AND (metF). This example demonstrates that the proposed method can detect the functional relationship of genes which are directly connected in a pathway. The genes involved in Triplets 2), 3) and 4) in Table 3 have a few enzymes or compaunds between them, and accordingly, the functional relationships among these triplets are currently not supported by the structures of the pathways. Verifying these results through biological experiments is important future work. The microarray data used in this analysis includes only 12 arrays, therefore it is unlikely that the reliability of the result is very high. To obtain a more reliable result, a larger data set is desirable.
Conclusion
In the present study, we focused on the analysis of functional relationships between/among genes from expression data. First, we examined a reverse engineering algorithm using binary patterns. The experimental results suggested that application of the REVEAL for noisy data required considerable refinement of the reverse engineering methodology. Then we applied RE-VEAL to noisy, continuous data and proposed a new implementation method of REVEAL for such data. We carried out simulations to compare the implementation method with a similar method reported previously. The results demonstrated the potential of the proposed method.
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