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Abstract
Cone beam CT (CBCT) imaging is frequently used in modern radiotherapy
to ensure the proper positioning of the patient prior to each treatment frac-
tion. With the increasing use of CBCT imaging for image guidance, interest
has grown in exploring the potential use of these 3– or 4–D medical images in
the pursuit of personalised adaptive radiotherapy. The main limiting factor
in the extended use of CBCT imaging for personalised radiotherapy is the
relatively poor CBCT image quality.
The limited image quality of CBCT images is mainly caused by contam-
ination from scattered radiation. There are, however, several other factors
contributing to the image quality degradation, and while one should, theo-
retically, be able to obtain CT-like image quality from CBCT scans, clinical
image quality is often very far from this ideal realisation.
The present thesis describes the investigation of potential image quality
improvements in clinical CBCT imaging achieved through post-processing
of the clinical image data. A Monte Carlo model was established to predict
patient specific scattered radiation in CBCT imaging, based on anatomical
information from the planning CT scan. This allowed the time consum-
ing Monte Carlo simulations to be performed prior to CBCT acquisition,
and through optimisations of the simulation efficiency, simulations were per-
formed in a time frame which allows a full clinical implementation of the
method.
In addition to the scatter estimation model, corrections for additional
artefacts arising from image lag, scatter within the CBCT detector assembly,
x-ray beam hardening from the patient, and truncation of the CBCT field of
view were implemented for clinical CBCT imaging of lung cancer patients.
Through the artefact corrections, Hounsfield Units in the CBCT images were
recovered and shown to be similar to the Hounsfield Units found in a CT
scan, although image noise remains a challenge in the CBCT images.
The artefact corrected CBCT images were demonstrated to be of suffi-
cient quality to allow very accurate dose calculations to be performed directly
on CBCT images of 21 lung cancer patients. The dose calculations were made
following a standard CT-based workflow, thus without need for CBCT spe-
cific calibrations. This was only possible due to the CT-likeness of the CBCT
images achieved through the artefact correction methods.
With the image quality improvements demonstrated in the present work,
CBCT based dose calculation could prove to be useful in a clinical setting.
If such dose calculations were performed routinely, they could potentially
contribute important information to the selection of those patients who may
benefit from adaptive radiotherapy.
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Resumé
Moderne stråleterapi anvender hyppigt Cone Beam CT (CBCT) scanninger
til at sikre at patienten er positioneret korrekt før hver delbehandling leveres.
Med stigende anvendelse af CBCT scanninger er interessen for at anvende
disse 3- og 4-dimensionelle scanninger til at tilpasse stråleterapien til den
enkelte patient vokset. Grundet begrænset billedkvalitet er det dog ikke ligetil
at anvende CBCT scanninger som den primære informationskilde til at levere
personligt tilpasset stråleterapi.
Den begrænsede CBCT billedkvalitet skyldes primært et betydeligt bi-
drag fra spredt stråling som detekteres på scanneren, selvom flere faktorer
medvirker til at reducere billedkvaliteten yderligere. På trods af at det teore-
tisk skulle være muligt at opnå CT-lignende billedkvalitet i CBCT scannin-
ger, så er billedkvaliteten i de kliniske CBCT scanninger ofte langt fra dette
teoretiske mål.
Den foreliggende afhandling beskriver undersøgelsen af mulige billedkvali-
tetsforbedringer i kliniske CBCT scanninger som kan opnås gennem efterpro-
cessering af de kliniske billeddata. En Monte Carlo model blev etableret med
henblik på at forudsige den patientspecifikke spredte stråling som forekom-
mer i CBCT scanninger. Disse simuleringer blev lavet ud fra planlægnings-
CT scanningen af patienten, og på denne måde blev det muligt at udføre
de tidskrævende Monte Carlo simuleringer inden CBCT scanningerne blev
taget. Gennem optimering af simuleringseffektiviteten kunne Monte Carlo
simuleringerne udføres indenfor en tidsramme som muliggør en fuld klinisk
implementering af metoden.
Ud over modellen til at forudsige bidraget fra spredt stråling blev der i
det foreliggende arbejde udviklet metoder til at korrigere for artefakter som
skyldes forsinket udlæsning af CBCT detektoren, spredning af røntgenstrå-
ling internt i detektoren, såkaldt beam hardening hvor røntgenspektret atte-
nueres fortrinsvist ved lave energier, samt trunkering i tilfælde hvor patienten
ligger delvist udenfor det volumen som kan rekonstrueres i CBCT scannin-
gen. Disse metoder blev udviklet og anvendt på kliniske CBCT scanninger
taget til billedvejledt strålebehandling af lungekræftpatienter. Gennem arte-
faktkorrektionerne blev de såkaldte Hounsfield Units i CBCT scanningerne
bragt i overensstemmelse med Hounsfield Units i CT scanninger af samme
patient, dog med et øget støjniveau i CBCT scanningerne.
De artefaktkorrigerede CBCT scanninger viste sig at være af passen-
de kvalitet til at muliggøre nøjagtige dosisberegninger foretaget direkte på
CBCT scanningerne af 21 lungekræftpatienter. Dosisberegningerne blev fore-
taget i den rutinemæssige proces udviklet til dosisberegning på CT-scanninger,
uden at det var nødvendigt at lave CBCT specifikke tilpasninger. Dette var
kun muligt grundet den CT-lignende billedkvalitet som blev opnået gennem
artefaktkorrektioner i CBCT scanningerne.
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På baggrund af de foreliggende metoder til at forbedre billedkvaliteten i
CBCT scanninger synes det muligt at gennemføre CBCT baserede dosisbe-
regninger på lungekræftpatienter i en klinisk kontekst. Hvis sådanne dosis-
beregninger udføres rutinemæssigt kan det potentielt bibringe vigtig infor-
mation om hvilke patienter der har gavn af individuelt tilpasset stråleterapi.
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Preface
The present thesis is based on four original publications (I–IV), which are
included as separate chapters:
I Patient-specific scatter correction in clinical cone beam computed to-
mography imaging made possible by the combination of Monte Carlo
simulations and a ray tracing algorithm.
Rune S. Thing, Uffe Bernchou, Ernesto Mainegra-Hing, and Carsten
Brink.
Acta Oncologica, 2013; 52: 1477–1483 (Chapter 3)
II Optimizing cone beam CT scatter estimation in egs_cbct for a clin-
ical and virtual chest phantom.
Rune S. Thing and Ernesto Mainegra-Hing.
Medical Physics, 2014; 41(7): 071902 (Chapter 4)
III Hounsfield unit recovery in clinical Cone Beam CT images of the tho-
rax acquired for image guided radiation therapy.
Rune S. Thing, Uffe Bernchou, Ernesto Mainegra-Hing, Olfred Han-
sen, and Carsten Brink.
Physics in Medicine and Biology, 2016; 61: 5781–5802 (Chapter 6)
IV Accuracy of dose calculation based on artefact corrected Cone Beam
CT images of lung cancer patients.
Rune S. Thing, Uffe Bernchou, Olfred Hansen, and Carsten Brink.
Submitted to Physics and Imaging in Radiation Oncology (Chapter 7)
The publications are presented with the same content as in the original
published articles, but references are gathered in the bibliography list at the
end of the thesis to improve readability. The format of the publications has
been adapted to the overall layout of the thesis, including a renumbering
of sections, figures and tables.
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Chapter 1
Introduction
The pursuit of prolonged survival of cancer patients after curatively in-
tended radiotherapy has initiated developments and trials investigating the
effects of higher integral dose and/or higher dose per fraction prescribed for
certain types of cancers [5–10]. Higher radiation doses do however come at
the additional risk of either increasing probability of geometric miss, or ex-
cess damage to the adjacent anatomical structures, depending on whether
or not target margins are reduced as the radiation dose is increased. To
ensure the safe delivery of high doses per fraction, the correct positioning
of the patient prior to each treatment fraction becomes increasingly im-
portant. Furthermore, during a long treatment course the patient anatomy
may change to such a degree that the intended radiation dose cannot be de-
livered using the original treatment plan, which is typically static in nature.
Safe delivery of high dose radiotherapy thus relies on both accurate patient
positioning prior to treatment, as well as a workflow to ensure treatment
adaptation in the case of anatomical changes which compromise the dose
delivery to the intended target and avoidance of normal tissues. This can
be achieved through the use of suitable image guidance as explained in the
following sections.
1.1 Patient positioning in radiotherapy
To ensure the correct delivery of external beam radiotherapy, the patient
must be re-positioned daily in the same position on the linear accelerator
(linac) as he or she was during the acquisition of a Computed Tomogra-
phy (CT) scan used for treatment planning. Proper patient positioning is
achieved through standardised or individualised fixation equipment, and for
tumours which move as the patient breathes, respiratory management can
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be used to ensure a stable target position as the radiation beam is turned
on. Furthermore, surface scanning equipment can be utilised to visualise
differences in the patient positioning on the treatment couch.
While the above mentioned methods allow for accurate positioning of
the visible patient anatomy, the internal anatomy may change in ways that
are uncorrelated with the visible surrogates, be they external markers or the
visible anatomy. Examples of internal motion include respiratory motion
of tumours located in the chest region, which can move during treatment,
but also display a baseline shift from day to day. To provide visualisation
of the internal anatomy, one must resort to image guidance.
1.2 Image guided radiotherapy
Image guided radiotherapy (IGRT) is commonly used in modern radiother-
apy to ensure target localisation prior to treatment. Several techniques are
available on different systems, and generally these can be divided into 2-
dimensional and 3-4-dimensional modalities. 2D-imaging can be acquired
either with kilovoltage (kV) or megavoltage (MV) x-rays, and are mainly
used to visualise radio opaque markers and/or bony anatomy which can be
used as surrogates for the actual tumour location.
3- and 4D IGRT systems are most commonly using a type of CT scan
which can be acquired with the patient positioned on the treatment couch.
Several systems are available, such as megavoltage CT [11], moving CT
scanners which allow the acquisition of a CT scan with the patient in the
treatment position [12], and recent developments have introduced the con-
cept of Magnetic Resonance Imaging (MRI) as a modality for image guid-
ance in the treatment room [13–15].
However, the most common system for 3- and 4D IGRT is the so-called
Cone Beam CT (CBCT) scanner. CBCT scanners use either kV [16] or MV
[17] x-rays, and the most common designs use a kV x-ray source mounted
on the rotating gantry drum with a beam axis perpendicular to the MV
treatment beam. CBCT imaging uses a cone beam of x-rays to allow a
volume of the patient to be imaged in a single gantry rotation while the
patient remains stationary on the treatment couch. While the CBCT imag-
ing system is conceptually similar to the CT scanner, the extension from
a single- or multi-slice geometry on the CT scanner to a true 2D detector
system on the CBCT scanner introduces some detrimental effects in the
image quality. CBCT image quality is adequate for localisation purposes,
but for more advanced uses of a CBCT scan (such as dose calculation or
target delineation), the image quality may not be sufficient.
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1.2.1 CBCT image quality
A multitude of image artefacts are associated with CBCT imaging, and the
main purpose of the present work was to develop and implement a com-
prehensive artefact correction scheme to improve image quality in CBCT
imaging of the chest. Here, a brief overview of the different artefacts and
their sources is introduced, and references are given to the chapters which
describe the artefact corrections developed as part of the present work.
The Cone Beam artefact
CBCT systems used for IGRT are designed to be mounted on the rotating
linac gantry, thus rotating around the patient long axis. From the earliest
realisations of CBCT reconstructions, it was recognised that a single cone
beam acquisition cannot acquire sufficient data to provide a true recon-
struction of the entire field of view (FOV). This problem gives rise to the
so-called Cone Beam artefact, and the underlying theory describing the in-
herent limitations of a single rotation CBCT acquisition was developed by
Tuy in 1983 [18]. What is commonly referred to as Tuy’s data insufficiency
condition states that for single trajectory CBCT imaging, only the central
plane of a CBCT acquisition can be reconstructed properly. The further
from the central axis in the reconstruction one looks, the more inaccurate
the reconstruction will be due to increased undersampling in the projection
images. As this is an inherent limitation of the CBCT design, no effort has
been made in the present work to suppress this artefact.
Cupping/shading artefacts
Perhaps the most prominent and recognised artefact in CBCT imaging is
the so-called cupping (or shading) artefact which manifests as an apparent
decrease in density towards the center of homogeneous objects imaged on a
CBCT system (Figure 1.1). This artefact is due to the high scatter condi-
tions found in CBCT imaging, where the large 2D detector panel acquires
signal from scattered photons as well as primary photons. Furthermore,
differential attenuation of polyenergetic x-ray beams (known as beam hard-
ening) adds to the cupping artefact, although at smaller magnitude than
the scattered photons.
Corrections for the cupping artefact can be realised through software
post-processing of CBCT projection images prior to reconstruction, or by
hardware solutions such as anti-scatter grids mounted on the detector (these
are commonly used on conventional single- and multi-slice CT scanners). In
the present work, a Monte Carlo (MC) based framework was developed for
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Figure 1.1: CBCT image of a homogeneous phantom which displays the cup-
ping artefact commonly found in CBCT imaging. The central part of the phan-
tom appears to be less dense than the rest of the phantom, and this effect is a
combined result of scattered photons and beam hardening.
patient specific scatter correction in clinical CBCT imaging, as introduced
in Chapter 2. A correction for beam hardening was implemented based on
ray tracing calculations, as described in Publication III (Chapter 6).
Streaking artefacts
Another effect of the high scatter condition in CBCT imaging is that streaks
may arise between regions of high density material such as bone. This is a
result of the high density material causing an abrupt change in the scatter to
primary ratio (SPR), and behind bony anatomy the soft tissue may appear
to have a lower density than in other regions of the same image. This
artefact may coincide with the cupping artefact (this is commonly seen
in pelvic CBCT imaging), and through the implementation of a powerful
scatter correction, the streaking artefacts will be reduced.
Streaking artefacts may also arise from photon starvation, commonly
seen when a patient has metallic implants such as dental implants or an ar-
tificial joint. These artefacts are similar to the artefacts seen in uncorrected
CT scans, and a simple histogram-based solution to suppress streaks from
photon starvation has been proposed by Zhang et al. [19]. However, as
the focus of the present work was mainly on CBCT imaging of lung cancer
patients where photon starvation is very rarely seen, no such correction was
implemented.
The radar artefact
If a patient is CBCT scanned with the scanning isocenter located near the
body surface, the so-called radar artefact may be very pronounced (Figure
1.2). This artefact is due to non-instantaneous readout of the 2D flat panel
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Figure 1.2: Example CBCT reconstruction displaying the so-called radar arte-
fact, showing itself as a bright circular line extending from the patient surface
inside the patients body. Similar effects can be observed around bony anatomy
in other CBCT acquisitions.
imager (FPI) used in CBCT imaging for IGRT, and a method to compensate
for this artefact is introduced in Publication III (Chapter 6). Developments
in detector technology may see this artefact less pronounced in the future,
but with the current technology, the radar artefact can be prohibitive for
visualisation of tumours in soft tissue located close to the patient body
surface.
Truncation artefacts
Due to the limited FOV of CBCT systems determined by the CBCT system
geometry (detector size, source-to-object distance, and source-to-detector
distance), often the entire patient surface cannot be captured in the CBCT
image unless an off-axis detector position is used to increase the CBCT
FOV. When the entire patient contour is not enclosed in the FOV, trunca-
tion artefacts are likely to show in the reconstructed images. This artefact
appears as a bright (partial) ring at the boundary of the reconstructed FOV,
and is a result of the commonly used filtered backprojection reconstruction
method [20]. A simple, approximate solution has been proposed by Ohne-
sorge et al. [21], and this method is implemented in the reconstruction
algorithm used for the majority of CBCT reconstructions presented in this
work [22].
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Motion artefacts
CBCT scanners for IGRT are mounted on the linac gantry which rotates at
no more than a single revolution per minute. A result of the slow CBCT ac-
quisition following from the gantry rotation speed is that CBCT images are
prone to motion artefacts, e.g. from patient respiration, cardiac motion,
or movements of bowel gas. The present work did not focus on motion
artefacts, but it is noted that several methods are available to limit these
artefacts, particularly in relation to the respiratory motion which influ-
ences the image acquisition of lung cancer patients. Two common motion
management strategies are employed clinically. The one option is to use
a respiratory management system to aid the patient in holding his or her
breath during CBCT acquisition and radiotherapy treatment. This way,
the motion is removed from the CBCT images, and a tumour moving with
the respiratory motion is kept stationary during imaging and treatment.
An alternative to motion management is to acquire 4D CT and CBCT
images, where the images are reconstructed in different phases correlating
to different phases of the breathing cycle. This way, the actual motion of
the tumour is visualised, and treatment planning and delivery can be op-
timised to ensure dose delivery to a moving tumour. The downside of this
respiratory correlated imaging is that the acquisition time is extended, and
in each reconstructed phase, the projection data is undersampled compared
to a conventional 3D acquisition (unless the imaging radiation dose is in-
creased through a substantial increased number of projections acquired).
The present work did not consider 4D CBCT imaging as such, but all clini-
cal lung CBCT images were acquired as 4D scans, and subsequently recon-
structed in 3D in the present work. This approach was adopted since the
majority of lung cancer patients receive 4D IGRT as the standard clinical
practice at Odense University Hospital.
HU number accuracy
A key limitation in the use of CBCT images for treatment planning and
adaptation is the lack of accurate Hounsfield Units (HUs). Without reliable
HU values in the CBCT reconstructions, radiation dose calculation based
directly on the CBCT images is inaccurate. Therefore, the current clinical
use of CBCT images is for image guidance alone, while a great interest in
making CBCT images suitable for dose calculation is seen in the literature
[23–28]. The main motivation has been the possibility to calculate the deliv-
ered dose on the anatomy of the day, as well as accumulate dose throughout
the treatment course to validate delivery of the intended dose distribution
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to the target and normal tissues. A more advanced and perhaps even more
desirable application of CBCT images suitable for dose calculation is the
possibility to provide daily adaptive radiation therapy, where the CBCT im-
ages acquired for IGRT are used to re-optimise the treatment plan in case
of anatomical changes. Dose calculation and optimisation will however be
influenced by all of the above mentioned artefacts, which is the main reason
why CBCT images are rarely used for more than IGRT in standard clinical
practice.
1.3 Design of the Elekta XVI CBCT
system
The present work is based on CBCT images acquired on the Elekta X-ray
Volume Imaging (XVI) CBCT system, version 4.5 or 5.0 (Elekta Ltd, Craw-
ley, UK). The XVI system is a gantry-mounted CBCT imager installed at
normal angle to the MV treatment beam of a linac, and consists of a Dun-
lee type DA1094/DU694 x-ray tube (Dunlee, IL, USA) and a PerkinElmer
XRD 1640 flat panel imager (PerkinElmer Inc, MA, USA). A schematic
overview of the XVI geometry is shown in Figure 1.3.
When a CBCT scan is acquired for daily 4D image guidance of radiother-
apy for lung cancer at Odense University Hospital, the XVI system rotates
through an angular span of 220◦ over a time period of 2.2 min. The XVI
system has a fixed frame rate of 5.5 Hz, leading to a total of approximately
700 projection images being acquired during the acquisition (uncertainties
in the gantry speed and the start and stop angles cause some variation in the
actual number of projection images acquired in each scan). All 4D CBCT
images are acquired with an x-ray peak energy of 120 keV. In the present
work, such 4D scans were reconstructed as average 3D images before the
reconstructed images were analysed.
1.4 Thesis outline
The present thesis describes the development of an extensive artefact cor-
rection scheme for clinical CBCT imaging of the chest, with the aim of being
able to recover accurate and artefact free HU numbers and hence provide
accurate CBCT based dose calculation. The thesis is divided into two main
parts, followed by a general discussion and conclusions of the investigations.
Each of the two main parts begins with an introduction of general concepts
and considerations, before two publications are presented in each part.
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Figure 1.3: The geometry of the Elekta XVI system, as mounted on a linear
accelerator. Image adopted from [29].
Part I: Monte Carlo based scatter estimation in CBCT imaging
describes the establishment of an MC model to estimate scattered radiation
in CBCT imaging. General considerations of model accuracy are discussed,
and the calculation efficiency requirements are discussed in the context of
clinical application of MC based scatter correction.
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Part II: Image quality improvements in clinical CBCT imaging
of the chest continues the work from Part I, and extends the artefact
correction methods from MC based scatter correction to a comprehensive
artefact correction scheme which results in accurate HU numbers in CBCT
images of lung cancer patients. The image quality of the artefact corrected
images is discussed, and dose calculation is shown to be accurate on the
artefact corrected CBCT images.

Part I
Monte Carlo based scatter
estimation in CBCT imaging
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Chapter 2
Monte Carlo based scatter
estimation
Monte Carlo (MC) simulations have been used to model electron and photon
transport in relation to radiotherapy and x-ray based medical imaging for
more than 50 years [30]. Among other applications, MC simulations are
used to determine ion chamber correction factors, and treatment planning
systems using MCmethods are commercially available. In relation to CBCT
imaging, MC simulations are recognised to have the potential to provide
the most accurate estimate of scattered photons in the acquired projection
images [31, 32]. The main limitation in the clinical implementation of MC
based scatter correction methods has been the required time to compute the
scatter which is to be subtracted. In the interest of maintaining a fast and
efficient clinical workflow, no linac vendor has yet adopted an MC based
scatter correction protocol for their CBCT system. Instead, commercial
systems rely on hardware solutions such as an anti-scatter grid mounted on
the detector, and/or simplified algorithms to provide a more or less crude
estimate of the scatter.
One of the main challenges in estimating scatter in CBCT imaging is the
patient specific distribution of the scattered radiation. Variations in patient
anatomy and localisation, combined with the different options of collimators
and filtration in the CBCT system makes it prohibitively complex to provide
a comprehensive model which predicts scatter in all imaging situations.
Therefore, the most powerful scatter correction methods available rely on
patient specific scatter estimation. This can be achieved either by the aid
of MC methods, or by using hardware solutions to suppress the scattered
radiation or block parts of the primary beam to allow direct estimation of
the scattered radiation [33–38].
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This chapter introduces some of the key aspects in establishing a simu-
lation platform to estimate scattered radiation in clinical CBCT images, in-
cluding the need for an accurate model of the x-ray source, the patient, and
the flat panel detector. Finally, this chapter introduces the concept of MC
calculation efficiency, before Publication I and II are presented in Chapter
3 and 4. Through simulation studies, these two publications demonstrate
that MC based scatter correction of CBCT images acquired for IGRT is
feasible in a clinical setting using modern MC algorithms and a medium
sized computer cluster.
2.1 Establishing a Monte Carlo model for
scatter estimation in clinical CBCT
imaging
2.1.1 The Monte Carlo code
The present work used the EGSnrc [39, 40] user code egs_cbct for MC
simulations of CBCT projection images. This code was chosen based on
previous experience [41], as well as a demonstrated capability of performing
efficient calculations of scattered photons in CBCT imaging [42, 43]. X-ray
source simulations were performed with the EGSnrc based code BEAMnrc
[44, 45], which allowed a full simulation of the x-ray source including ex-
trafocal scatter from beam filtration and collimation, as well as the spatial
non-uniformity commonly referred to as the Heel effect.
2.1.2 The x-ray source
The simplest way of defining an x-ray source for MC simulations is to use a
monoenergetic source emitting x-rays uniformly in the desired field of view.
Such a source was used as the starting point in the present thesis, and was
thus the basis for Publication I and the major parts of Publication II. The
source energy was chosen to be 60 keV, following a study by Spezi et al. who
reported the effective energy of the XVI x-ray spectrum to be 61.2 keV [46].
The use of a uniform and monoenergetic x-ray source has the added benefit
that ray tracing calculations to obtain the primary signal are very simple,
as only one sample per pixel is required to determine the attenuation of the
primary x-rays by the patient. The primary signal is required to determine
a scaling factor between simulated and clinical CBCT projection images, as
described in Publication III (Chapter 6).
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The limitation of using a monoenergetic, uniform x-ray source for MC
simulations is that it does not allow the modelling of beam hardening or
the non-uniform spatial distribution of x-rays commonly referred to as the
Heel effect. To include beam hardening effects, where a polyenergetic beam
is attenuated differentially with the lower energy photons being subject to
more attenuation than the higher energy photons, one can simply exchange
the single x-ray energy with a realistic energy spectrum. Ray tracing cal-
culations of the primary signal become more time consuming as the energy
spectrum must be sampled appropriately to provide a realistic measure of
the attenuation of the x-ray spectrum by the patient.
To reach the highest level of accuracy in source modelling, one must
include not only the energy spectrum, but also the non-uniform distribu-
tion of x-rays due to self-attenuation in the x-ray target. While the self-
attenuation cause the energy spectrum of the x-rays to vary slightly across
the beam profile, this effect was negligible in calculations of the primary
signal. For scatter calculations however, the non-uniform distribution of
x-rays from the source did cause a relative difference in the scatter signal
which exceeded 20 % when comparing a uniform source with a full simu-
lation source including the Heel effect. Furthermore, the work involved in
determining the internal scatter within the detector assembly (see Chapter
5.1.3 for details) revealed that the sources of extrafocal scatter from the x-
ray source (inherent and additional filtration, as well as collimators) had to
be modelled to provide an accurate simulation of the signal behind highly
attenuating materials.
In the present work, a 60 keV monoenergetic, uniform x-ray source was
used for MC simulations in Publication I and II, where Publication II also
included a uniform, polyenergetic x-ray source for scatter calculations. MC
simulations in relation to Publication III and IV were made using a uniform,
polyenergetic source for primary signal calculations using a ray tracing al-
gorithm, while a full simulation of the x-ray source assembly was used for
scatter calculations.
2.1.3 Patient modelling
In megavoltage x-ray based radiotherapy, the majority of direct interactions
between the x-rays and the patient is Compton scattering. Therefore, a
common assumption in treatment planning and dose calculation is that
the patient can be approximated as being made from water with density
varying according to the HU values from the CT scan acquired for treatment
planning. In the present work, the same assumption was made when the
first patient models were created for MC calculations. To allow for patient
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specific anatomy and localisation in the x-ray beam, the CT scan acquired
for radiotherapy planning was used to define the patient geometry. Within
each voxel in the CT scan, the HU value was used to determine the physical
density ascribed to the same voxel in the calculation phantom, and the
physical medium used in the MC simulation was defined as water for all
voxels. This method was used to define the patient phantoms in Publication
I and II.
During the work of matching simulated and clinical CBCT projection
images, the shortcomings of using the water approximation in defining the
patient phantom became evident. Due to the low energy x-rays used in
kV CBCT imaging, the Compton effect no longer dominates the physical
interactions, and therefore the actual tissue in each voxel must be defined
to provide an accurate simulation of attenuation and scattering from the
patient. This poses some practical problems, since the available information
about the patient anatomy is often limited to a single CT scan acquired for
treatment planning. Such a scan contains the HU number in each voxel,
which is equivalent to the effective attenuation coefficient in the polychro-
matic x-ray beam of the CT scanner. What is required for accurate MC
calculations is the physical density as well as the chemical composition of
the tissue in each voxel.
The feasible approximation in the present work was deemed to be a
four-tissue model, where the patient was segmented into air, lung tissue,
soft tissue, and bone, based on the CT number in each voxel. This ap-
proach was developed from histogram analysis of CT scans of a series of
lung cancer patients, where the histogram peaks were used to determine
which tissue types could be discriminated based on the HU values alone.
As shown in Figure 2.1, materials with different chemical composition and
physical density may present the same HU value. Therefore, average tissues
were selected from the ICRU Report 44 [47] and ascribed to different den-
sity ranges from the CT scan of each patient. Other studies have proposed
the use of dual energy CT to obtain information about the effective Z in
each voxel, which would allow more accurate tissue definition than with the
standard planning CT [48]. Another alternative is to use (automatic) or-
gan segmentation to define each organ which can then be assigned a more
accurate tissue type [49], but the investigation of such an approach was
deemed outside the scope of the present studies. The four tissue segmen-
tation approach was used in Publication III and IV, and the HU to tissue
and density curve is shown in Figure 2.1.
The planning CT scan of a patient provides an accurate model of the
patient anatomy on the same day as the scan is acquired. During treat-
ment, this patient model may become less accurate if the patient anatomy
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Figure 2.1: Plot of tabulated mass density as a function of measured CT
number for the Gammex Model 467 Tissue Characterization phantom (Gammex
Inc, Middleton, WI, USA). Each point in the graph represents an insert in the
homogeneous phantom, and the three identical inserts of solid water are located
at different distances from the center of the phantom. The dotted line shows the
piecewise linear fit used in determining the tissue and density of each voxel in a
patient CT scan when converted to an MC calculation phantom. For HU values
below -950, the voxel material was assigned as air. For HU values between -950
and -150, voxels were defined as lung tissue. For HU values between -150 and
175, voxels were assigned soft tissue, and for HU values above 175, voxels were
assigned as bone. Each voxel was assigned a physical density according to the
dotted line in the graph.
changes due to weight loss, tumour shrinkage, or other reasons. Therefore,
an important question is whether the patient model from the planning CT
remains suitable to estimate the scatter which will be present in the CBCT
scans acquired towards the end of a treatment course which may last 7
weeks or more. This was addressed by Xu et al. [50], who evaluated the
performance of MC based scatter correction when using two different CT
images acquired at different time points during treatment to model the pa-
tient. Their conclusion was that although small differences can be observed
when the patient anatomy changes a lot, these differences are acceptable
in clinical practice. In the present work, a similar study was only carried
out on a few patients where the same trend was observed, and it was thus
considered a reasonable assumption to use the planning CT to predict the
scatter in CBCT imaging during the treatment course.
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Figure 2.2: Energy dependence of the mass energy transfer coefficient for air,
used by egs_cbct to calculate air KERMA which is used as the default detec-
tor signal (blue line, left y-axis). The green line shows the energy dependent
response of the flat panel detector used on the Elekta XVI CBCT system (right
y-axis). While the mass energy transfer coefficient rapidly decreases for increas-
ing energy up to around 75 keV (note the logarithmic y-scale), the XVI response
is largest for photons with energies around 65 keV.
2.1.4 Modelling the detector
The default detector response provided with egs_cbct is the mass energy
transfer coefficient for air, such that the simulated signal from the detec-
tor will be calculated as air KERMA (Kinetic Energy Release in MAtter).
While no flat panel detector for CBCT imaging measures air KERMA,
this quantity is used for primary dosimetry of x-rays with energies between
10 and 300 keV. Figure 2.2 shows the energy dependence of the mass en-
ergy transfer coefficient for air, and from this graph it is evident that the
KERMA contribution is largest from low energy photons.
During the work of matching simulated and measured CBCT projec-
tion data, it was realised that the use of air KERMA as a replacement for
the detector response was insufficient to provide MC based scatter estima-
tions to be used for clinical scatter corrections. A more accurate model
was introduced from the works of Roberts et al. [51], who determined the
energy response of the XVI flat panel detector as shown in Figure 2.2 using
MC simulations. From the plot of the energy response of the XVI panel
it is evident that the real energy response is very different from the en-
ergy dependence of the air KERMA calculations performed by egs_cbct
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by default. Where the KERMA calculation has high weight on low energy
photons, the XVI detector measures the largest signal from photons with
energies around 65 keV. The response is matched to provide the largest sig-
nal around the same energy as the effective energy of the XVI x-ray source,
reported to be between 60 and 65 keV depending on the filter and collima-
tor combination used [46]. Not surprisingly, the change from calculating air
KERMA as the simulated signal to using the real energy response of the
XVI detector provided a much better match between simulated and clinical
projection images. Publication I and II are based on simulations where air
KERMA was calculated as detector signal, while Publication III and IV
used the XVI detector energy response to calculate the detector signal.
2.2 MC Calculation efficiency
To introduce MC based scatter calculation in clinical CBCT imaging, it is
paramount that the calculation time is sufficiently short to allow the scatter
calculations to be performed without delaying the clinical workflow. The
present method of using the planning CT to estimate the scatter which will
be present in subsequent CBCT acquisitions appears to be an attractive
solution, given that the MC calculations can be performed prior to CBCT
imaging. This means that the calculation time may be up to a few hours
while still being a feasible solution to implement in a clinic with no more
than 10 new patients starting each day. In one of the earliest publications
using MC calculations to characterise scattered radiation in CBCT imaging,
the reported simulation time was 430 hours per patient [31]. Since then,
several Variance Reduction Techniques (VRTs) have been implemented in
EGSnrc user codes, and it has been reported that scatter simulation effi-
ciency can be improved by 4 orders of magnitude when simulating CBCT
images in egs_cbct using VRTs combined with a denoising algorithm also
implemented in egs_cbct [42].
Publication II presents how the VRTs implemented in egs_cbct can
be used and optimised to provide the most efficient scatter calculations
for the specific geometry at hand. As part of the study we discovered that
the most efficient combination of VRTs depends on the simulation geometry,
and that in some cases a VRT might even decrease the simulation efficiency.
Therefore, the user should carefully investigate the effect of each VRT in
their specific calculation geometry, and Publication II is an example of how
such a study can be performed.
While VRTs are useful to increase the scatter calculation efficiency in
egs_cbct, this comes at the cost of a decreased efficiency in simulating
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the primary signal. This is a natural consequence of the concept of VRTs,
where more time is spent simulating rare interactions (e.g. bremsstrahlung
production), or interactions with a large sample space (e.g. Compton scat-
tering), to obtain a lower statistical uncertainty in the resulting photon
distribution from these processes. Therefore, the optimal solution in the
present study, where both the primary and scattered radiation was of in-
terest, was to perform two calculations for each patient geometry. The
first simulation was intended to provide an efficient scatter estimation by
making use of the VRTs in egs_cbct, while the second simulation used
ray tracing to provide an efficient calculation of the primary signal. Since
both the primary and scattered signal was calculated in egs_cbct, the two
simulation results were easily combined and used for scatter correction of
clinical CBCT images. This approach was adopted in all four publications
presented in this thesis.
Chapter 3
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3.1 Abstract
Purpose: Cone beam computed tomography (CBCT) image quality is
limited by scattered photons. Monte Carlo (MC) simulations provide the
ability of predicting the patient-specific scatter contamination in clinical
CBCT imaging. Lengthy simulations prevent MC-based scatter correction
from being fully implemented in a clinical setting. This study investigates
the combination of using fast MC simulations to predict scatter distribu-
tions with a ray tracing algorithm to allow calibration between simulated
and clinical CBCT images.
Materials and methods: An EGSnrc-based user code (egs_cbct),
was used to perform MC simulations of an Elekta XVI CBCT imaging sys-
tem. A 60 keV x-ray source was used, and air kerma scored at the detector
plane. Several variance reduction techniques (VRTs) were used to increase
the scatter calculation efficiency. Three patient phantoms based on CT
scans were simulated, namely a brain, a thorax and a pelvis scan. A ray
tracing algorithm was used to calculate the detector signal due to primary
photons. A total of 288 projections were simulated, one for each thread on
the computer cluster used for the investigation.
Results: Scatter distributions for the brain, thorax and pelvis scan were
simulated within 2% statistical uncertainty in two hours per scan. Within
the same time, the ray tracing algorithm provided the primary signal for
each of the projections. Thus, all the data needed for MC-based scatter
correction in clinical CBCT imaging was obtained within two hours per
patient, using a full simulation of the clinical CBCT geometry.
Conclusions: This study shows that use of MC-based scatter correc-
tions in CBCT imaging has a great potential to improve CBCT image
quality. By use of powerful VRTs to predict scatter distributions and a ray
tracing algorithm to calculate the primary signal, it is possible to obtain the
necessary data for patient specific MC scatter correction within two hours
per patient.
3.2 Introduction
Cone beam computed tomography (CBCT) image quality is limited by a
large scatter contamination in the projection images. The scattered pho-
tons reduce contrast and introduce the so-called cupping artefact in the
reconstructed CBCT images [52].
Several different approaches have been taken to compensate for the scat-
tered photons in CBCT imaging, as presented in an extensive review by
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Rührnschopf and Klingenbeck [53, 54]. The scatter compensation tech-
niques either concern the prevention of scattered photons from being de-
tected on the CBCT scanner, or try to compensate for the scattered photons
in the projection images through data processing after the acquisition of the
CBCT projection images.
Different ways of performing post-acquisition scatter compensation have
been investigated over the recent years. The simplest approaches assume the
scatter contamination to constitute a constant fraction of the total signal in
each projection image, and this technique is currently used to compensate
for scattered photons on the Elekta XVI CBCT imaging system [29]. More
sophisticated scatter models are continuously developed in the pursuit of
better image quality in CBCT imaging. One of the promising techniques is
the use of Monte Carlo (MC) simulations to predict the scatter distributions
in CBCT projection images based on the physical properties of the imaging
object itself.
The use of MC-based scatter correction in CBCT imaging is limited by
the extensive simulation time required. In one of the first MC studies of
scattered photons in CBCT imaging, Jarry et al. reported a simulation
time of 430 hours [31]. To reduce this simulation time, they suggested
a reduction of the number of simulated projection images, as well as an
increase in the size of the phantom voxels and/or simulated detector pixels.
This suggestion was adopted in a more recent study by Poludniowski et al.
[32], who used a small number of fixed detector points to reduce the required
simulation time. To recover the full scatter distributions, interpolation
between the fixed detector points was used. This approach was justified by
the assumption that spatial frequencies in scatter distributions are low – an
assumption which may or may not be valid based on the specific imaging
geometry as pointed out by Mainegra-Hing and Kawrakow [43].
Recent advancements in computing power as well as MC algorithms
have made full scale MC simulations of scattered photons in CBCT imag-
ing possible in a time frame not prohibitive for clinical applications [42, 43].
This work presents a MC model to predict the patient-specific scatter dis-
tributions in CBCT imaging. No assumption is made regarding the spatial
frequency of the scatter distributions, nor is the phantom voxel size in-
creased. To allow easy comparison and calibration against clinical CBCT
projection images, the CBCT detector signal due to primary photons is
calculated as well as the detector signal due to scattered photons. For effi-
ciency, the primary signal is calculated using a ray tracing algorithm which
has no statistical uncertainty on the calculation result.
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3.3 Materials and Methods
CBCT projection images based on primary photons were calculated using a
ray tracing algorithm, while MC simulations were used to calculate scatter
images. Projection images were calculated in angular steps of 1.25◦ cover-
ing a full revolution, and CBCT reconstructions were made using an FDK
type reconstruction algorithm [20]. Calculation phantoms were made from
planning CT images of three patients – one brain, one thorax and one pelvis
scan – who had previously received radiotherapy (RT) in our clinic.
3.3.1 Calculation geometry
The calculation geometry was specified to resemble an Elekta XVI CBCT
imaging system operated with the S20 and F0 filters [29]. This setting
operates without a bowtie filter, and with the kV detector panel on the
central axis of the kV x-ray tube. The S20 filter allows a cylinder of 27 cm
diameter to be reconstructed, and uses an x-ray cone and fan beam angle of
15.75◦. The detector panel operates with 512× 512 pixels of 0.8× 0.8 mm2,
totalling an active detector size of 40.96×40.96 cm2. The x-ray field is thus
slightly larger than the active detector region. The source to axis distance
of the XVI unit is 100 cm, and the source to detector distance is 153.6 cm.
The x-ray source used to calculate the primary and scatter signal at
the CBCT detector position was a 60 keV monoenergetic and uniform x-ray
source. This energy was chosen according to Spezi et al. who reported the
mean energy of the XVI unit to be 61.2 keV when using the F0 and S20
collimators in combination [46]. Using a monoenergetic x-ray source further
simplified the calculations using the ray tracing algorithm.
3.3.2 MC simulations
Scattered photons in the CBCT projection images were simulated using
the recent EGSnrc user code egs_cbct [42, 43]. The accuracy of EGSnrc-
based simulation of scattered photons in CBCT imaging has been shown
in previous studies comparing MC simulations with direct measurements
of scattered photons [31, 55]. Scatter signals were normalised against a
simulated projection image with no object between the source and detector
(referred to as a blank scan).
Since electrons deposit their energy locally and do not contribute to the
detector signal in CBCT imaging, MC calculations were performed simu-
lating only photon transport to improve the simulation efficiency. Photon
cross sections from the XCOM database were used, as provided by the
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EGSnrc software. Bound Compton scattering was simulated without rejec-
tions at run time (the norej option in egs_cbct), and Rayleigh scattering
was turned on. Variance reduction techniques (VRTs) were used to improve
the scatter calculation efficiency in the MC simulations [43]. In particular,
particle splitting using fixed splitting numbers was used in combination
with an edge preserving smoothing algorithm, path length biasing, and
delta transport for photons not aimed at the detector.
The detector signal was simulated as air kerma, using forced detection
for efficient recording of the detector signal. Scatter distributions were cal-
culated to within 2% statistical uncertainty for all 288 simulated projection
images and all three patient phantoms.
3.3.3 Ray tracing algorithm
The used ray tracing algorithm has been developed specifically to be able
to read the same voxelised phantoms as any C++-based EGSnrc user code.
The ray tracing algorithm provided the attenuation between the source and
each detector pixel, and could be converted to the detector kerma through
an exponential transform and multiplication by the blank scan from the
MC simulations. No sampling was involved in the ray tracing calculation,
and hence no statistical uncertainties needed to be considered in relation
to the primary signal.
3.3.4 CBCT reconstruction
The calculated primary and scatter signal in the CBCT projection images
were added to produce the total calculated CBCT projection images. To
investigate the influence of scattered photons on reconstructed CBCT im-
age quality, three different calculated CBCT images were reconstructed for
each of the patient phantoms. The first CBCT reconstruction was based
on the total signal without any scatter compensation. The second CBCT
reconstruction used a constant scatter subtraction, where 20% of the to-
tal signal in the central detector pixel was subtracted from all pixels in
each projection image prior to reconstruction. This subtraction resembles
the default scatter correction in the Elekta XVI reconstruction software,
as currently used in our clinic. The last CBCT reconstruction was based
on the projection images with only primary photons recorded. These im-
ages show the potential image quality of CBCT images if an ideal scatter
correction method were available.
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3.3.5 Hardware
MC simulations were performed on a medium sized computer cluster made
from 24 Intel Xeon X5650 2.66 GHz CPUs. Each CPU allows 12 threads to
be processed in parallel and hence 288 projection images could be simulated
in parallel. The ray tracing algorithm and FDK reconstruction algorithm
were run on the cluster front end PC equipped with 2 AMD Opteron 254
2.8 GHz processors. The 2011 purchase price of the cluster and front end
PC was e31 500.
3.4 Results
3.4.1 Calculated projection images
Figure 3.1 shows an example of the calculated CBCT projection images
for the three patient phantoms. The calculated scatter distributions vary
slowly over the projection images. To quantify this variation, pixel values
in each scatter image were binned in histograms (Figure 3.1(g-i)). The
ratio between the minimum and maximum value of the 95% most central
pixel values in the histograms was used as a measure of the scatter variation.
This ratio was found to be 1.4 for the brain CBCT projection image (Figure
3.1(d)), 1.6 for the lung CBCT projection image (Figure 3.1(e)), and 1.5
for the pelvis CBCT projection image (Figure 3.1(f)).
3.4.2 Calculation time
The required time to simulate the scatter distributions in the CBCT pro-
jection images was 23 minutes for the brain scan, 50 minutes for the thorax
scan and 120 minutes for the pelvis scan (Table 3.1). The calculation time
for the ray tracing algorithm only depends on the number of voxels in the
calculation phantom and the detector resolution. The present phantom
calculations required 40 minutes to calculate the primary signal in all 288
projections for any one of the three calculation phantoms. FDK reconstruc-
tions were completed in 13 minutes per scan.
3.4.3 Reconstructed CBCT image quality
Figure 3.2 shows the reconstructed CBCT images for all three calculation
phantoms. For each CBCT scan, three images with different scatter con-
tamination are shown. To allow comparison between the reconstructed
3.4. Results 27
a b c
d e f
Brain Thorax Pelvis
P
rim
ar
y
S
ca
tte
r
g h i
Figure 3.1: Example CBCT projection images of a brain (a, d), thorax (b,
e) and pelvis (c, f) scan. Primary images (a–c) were calculated using the ray
tracing algorithm, and have been log transformed. Scatter images (d–e) were
calculated by MC simulations, and the images show air kerma calculated at the
detector plane. Histograms (g–i) were calculated from both the primary and
scatter signal, and normalised to unit area in the displayed air kerma range.
For the brain scan, the primary photons in the air region surrounding the head
gave rise to a signal in the histogram at higher air kerma values than shown in
(g).
Table 3.1: Scatter simulation time. Simulated number of histories (Nhist),
highest statistical uncertainty (σmax), and CPU time (TCPU) for the MC simu-
lations of CBCT scatter distributions
Brain CBCT Thorax CBCT Pelvis CBCT
Nhist 5× 104 5× 104 105
σmax 1.3% 1.5% 2.0%
TCPU 23 min 50 min 120 min
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Figure 3.2: CBCT images reconstructed from the calculated brain (a–c), tho-
rax (d–f) and pelvis (g–i) scans. Reconstructions are based on projection images
calculated in steps of 1.25◦, and reconstructed using an FDK type algorithm.
For each scan, three images are reconstructed. The first reconstruction is based
on the total signal from both primary and scattered photons (a, d, g). The sec-
ond is based on a constant scatter subtraction of 20% in each projection image
prior to reconstruction (b, e, h), and the third is based on the primary photons
only (c, f, i). The displayed CBCT slices are examples, and not chosen centrally
from the datasets.
images, level and windowing were calculated as the CBCT slice mean and
three times the standard deviation, respectively.
The calculated brain CBCT images (Figure 3.2(a–c)) show little effect of
the scatter compensation. Gradients around the bony structures are steeper
in the scatter-free CBCT image compared to the CBCT images based on the
total signal with and without the constant scatter subtraction. No signifi-
cant cupping artefact was observed even in the CBCT image reconstructed
based on the total signal.
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In the thorax CBCT images (Figure 3.2(d–f)) steeper gradients are
found around the bony structures and between different tissues in the me-
diastinum when scatter correction is applied. The CBCT image based on
the constant scatter subtraction shows some improvement compared to the
reconstructed image without scatter compensation, but the largest differ-
ence is observed when the scattered photons are removed completely prior
to reconstruction. Gradients around major vessels in the lung tissue are
steeper in the scatter-free image, compared to the CBCT images with and
without the constant scatter subtraction applied.
The pelvis CBCT images reconstructed from the total signal with or
without the constant scatter subtraction (Figure 3.2(g-h)) show a very pro-
nounced cupping artefact. This cupping is removed when only the primary
photons are used for the reconstruction (Figure 3.2(i)), and soft tissue de-
tails can be discriminated when they are not obscured by cupping.
3.5 Discussion
With a required calculation time of no more than two hours per patient,
this study showed that clinical use of MC-based scatter correction is feasi-
ble. Previous limitations of prohibitively long simulation times [31] or use
of sparse views and heavy interpolation on the detector panel [32] were cir-
cumvented by use of the latest MC software with powerful VRTs for scatter
calculations in combination with a ray tracing algorithm for calculations
of the primary signal. With the combined primary and scatter signal it is
possible to calibrate the simulated detector signal against a set of clinical
projection images. This calibration is what allows the simulated scatter
distribution to be subtracted from clinical projection images to improve
clinical CBCT image quality.
3.5.1 Calculated projection images
The simulated detector signal due to scattered photons was found to vary
with the position on the detector panel in each projection image. This
variation must be considered before deciding what statistical uncertainty is
acceptable for the MC simulations of the scatter distributions, since smaller
statistical uncertainties come at the cost of longer simulation times. In the
present investigation, the uncertainty was more than one order of magnitude
smaller than the variation between the max and min values of the scatter
distributions. This was deemed sufficient to resolve whatever structure was
present in the scatter distributions. Furthermore, the number of simulated
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projection images should reflect the smooth structure, and the employed
288 projections are similar to the number of views used in previous studies
[31, 32]. The ultimate test of whether the MC simulations are sufficiently
accurate should be based on the image quality of scatter corrected clinical
CBCT images of known phantoms.
3.5.2 Calculation time
The different simulation times required to reach the 2% statistical uncer-
tainty in the scatter distributions are explained by different x-ray attenu-
ation of the three calculation phantoms. The brain scan has the shortest
path length, and hence the shortest required simulation time. For the tho-
rax scan, the increased volume of the body required a longer simulation to
reach the desired uncertainty. The pelvis scan required the longest time,
caused by an increased density of the anatomy compared to the thorax scan.
The fact that the pelvis scan required a longer simulation time compared
to the brain and thorax scan showed that considerable self-absorption of
scatter in the patient anatomy is present. This was also reflected in the
increased number of primary histories used for the pelvis scan compared to
the thorax and brain scans (Table 3.1).
Ray tracing calculations of the primary signal required 40 minutes to
complete all 288 projection images in the present investigation. This time
could be reduced by optimising the code for faster calculations, or by taking
advantage of the computer cluster to calculate one projection image on each
thread available. The FDK reconstruction time was 13 minutes, and it is
noted that both ray tracing and FDK reconstruction can be performed in
less than 10 seconds on a GPU [56].
3.5.3 Reconstructed CBCT image quality
While it is beyond the scope of this investigation to fully account for the
differences in image quality between the three reconstructed CBCT images
with different scatter subtractions, a few comments are in place. When
no scattered photons were included in the projection images prior to re-
construction, higher contrast was found between regions of varying density.
This was mostly noted for the pelvis CBCT images, where the cupping arte-
fact obscured all low-contrast objects in the reconstructed CBCT images
with scattered photons in the projection images. In the lung CBCT image,
the same trend was observed where removal of scattered photons yielded
better homogeneity and steeper gradients between tissues of different den-
sities. For the brain CBCT images little effect of the scatter correction
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was observed. The severity of scatter contamination has been reported to
increase with increasing object size [52, 55], which is in agreement with
the present investigation where the scatter artefacts are most severe in the
larger regions of the body. Furthermore, the largest magnitude of scatter in
the brain scan was found to be outside of the patient head, and thus with
no impact on the region of interest in the reconstructed image.
3.5.4 Clinical considerations
In order to use the calculated scatter distributions to correct clinical CBCT
images, it is necessary to normalise the calculated signal against the mea-
sured signal of the clinical CBCT projection images. This is where the
total images are needed, and the reason why the MC simulations should be
combined with a ray tracing algorithm to provide all the necessary data for
clinical CBCT scatter correction efficiently. The isocentre for RT should be
used to position the isocentre of the calculation geometry to ensure that cal-
culations are performed in the same reference system as the clinical images
are acquired.
Due to the slowly varying structure in the scatter distributions, it is our
belief that only one calculation of the scatter signal is required to correct
all clinical CBCT images acquired for the same patient during fractionated
RT. A proper alignment of the calculated projection images against the
clinical projection images is paramount, but the anatomical changes which
occur during the RT treatment are believed to cause only minor changes
in the scatter distributions. This hypothesis should be tested before clini-
cal implementation. In cases where large anatomical changes are observed
during fractionated RT, a resimulation of the treatment plan based on a
new CT image is likely to be performed. This CT image could be used for
a new calculation to account for changes in the scatter distributions.
Before clinical scatter correction in CBCT imaging based on the pro-
posed combination of a ray tracing algorithm and MC simulations can be
realised, the model must be thoroughly validated through phantom stud-
ies. This is required to ensure that the MC-based scatter corrected CBCT
images represent the imaging objects better than CBCT images made with
the currently available scatter correction methods, and will thus include a
thorough investigation of the CBCT image quality. During our work, we
have observed that the CBCT detector panel on our linear accelerator is
saturated whenever there is a direct line of sight between the source and
detector. This saturation and the potential non-linear detector response
need to be included properly in the scatter correction model to perform
the correct normalisation between the calculated and the clinical projection
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images. Other clinical factors such as detector scatter glare, beam hard-
ening and the inclusion of a bow tie filter for some CBCT scans should
also be considered in future work to ensure a successful application of the
calculated data to clinical CBCT images. However, these effects are small
compared to that of efficient scatter compensation, and none of the effects
are expected to cause a major increase in the required simulation time.
Beam hardening is readily included in the simulations by exchange of the
monoenergetic source by a realistic x-ray spectrum. Scatter glare can be
deconvolved as shown by Poludniowski et al. [57]. Bow tie filtration can be
included in a source simulation which is a one-off simulation that does not
extend the calculation time needed for MC-based scatter correction.
With the use of a medium sized computer cluster and the latest advance-
ments in VRTs, it is possible to use MC simulations to predict patient-
specific scatter distributions in CBCT imaging within a time frame not
prohibitive for clinical applications. No assumptions were made on the spa-
tial distribution of the scattered photons, nor was the patient geometry
downsampled to reduce the required simulation time in the present inves-
tigation. The detector signal from primary photons was calculated using a
ray tracing algorithm. In combination, the MC simulations and ray trac-
ing algorithm provided the total detector signal required for calibrations
against a clinical CBCT imaging system within two hours on our computer
cluster.
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4.1 Abstract
Purpose: Cone beam computed tomography (CBCT) image quality suffers
from contamination from scattered photons in the projection images. Monte
Carlo (MC) simulations are a powerful tool to investigate the properties of
scattered photons. egs_cbct, a recent EGSnrc user code, provides the
ability of performing fast scatter calculations in CBCT projection images.
This paper investigates how optimization of user inputs can provide the
most efficient scatter calculations.
Methods: Two simulation geometries with two different x-ray sources
were simulated while the user input parameters for the efficiency improving
techniques (EITs) implemented in egs_cbct were varied. Simulation effi-
ciencies were compared to analog simulations performed without using any
EITs. Resulting scatter distributions were confirmed unbiased against the
analog simulations.
Results: The optimal EIT parameter selection depends on the simu-
lation geometry and x-ray source. Forced detection improved the scatter
calculation efficiency by 80 %. Delta transport improved calculation effi-
ciency by a further 34 %, while particle splitting combined with Russian
roulette improved the efficiency by a factor of 45 or more. Combining these
variance reduction techniques with a built-in denoising algorithm, efficiency
improvements of four orders of magnitude were achieved.
Conclusion: Using the built-in EITs in egs_cbct can improve scatter
calculation efficiencies by more than four orders of magnitude. To achieve
this, the user must optimize the input parameters to the specific simulation
geometry. Realizing the full potential of the denoising algorithm requires
keeping the statistical uncertainty below a threshold value above which the
efficiency drops exponentially.
Keywords: Monte Carlo, EGSnrc, CBCT imaging, image quality, x-ray
scatter, variance reduction techniques
4.2 Introduction
In-room imaging is an integral part of modern image-guided radiotherapy
(IGRT). Kilovoltage (kV) cone beam computed tomography (CBCT) is the
modality of choice for many clinics offering IGRT, since it provides high
contrast images of the patient in the treatment position.
With the increasing number of CBCT devices in use worldwide, the
focus on CBCT image quality is increasing too. It is well established that
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the image quality of CBCT is inferior to CT imaging, and that the main
reason for the difference is the larger contamination from scattered photons
in CBCT [31]. The nature of scattered photons in CBCT imaging has been
studied extensively, and the most accurate method to perform such studies
is through the use of Monte Carlo (MC) simulations [31, 55, 58, 59].
The main limitation of MC calculations has been the potentially very
long calculation times (see e.g. [31]). This has lead to the development of a
new EGSnrc [39, 40] user code called egs_cbct [42, 43], designed to provide
efficient CBCT scatter calculations through the use of several variance re-
duction techniques (VRTs) combined with a denoising algorithm. egs_cbct
was released with EGSnrc V4 2.4.0 in March 2013, and has already been
used for a few studies [1, 60–62]. In one of the original papers describing
egs_cbct, the use of VRTs was reported to improve the scatter calculation
efficiency by 3 orders of magnitude for a chest phantom [43]. However, this
paper did not highlight the need for geometry specific optimization of the
VRT parameters, or how such optimization should be performed.
The present paper provides guidelines on how to take advantage of the
powerful efficiency improving techniques (EITs) in egs_cbct. Two distinct
geometries are simulated, each with two different x-ray sources. The ef-
ficiency increase and optimization related to each of the available EITs is
discussed, and the method described can be applied to any MC simulation
carried out with egs_cbct.
4.3 Materials and Methods
MC calculations were performed with egs_cbct [42, 43], an EGSnrc [39,
40] user code for CBCT related calculations. The XCOM photon cross
section compilation [63] was used, and coherent (Rayleigh) scattering and
incoherent (Compton) scattering with binding corrections were turned on.
The low-energy photon transport cut-off, PCUT, was set to 1 keV. No
electrons are transported in egs_cbct by selecting a very high low-energy
electron transport cut-off, ECUT.
4.3.1 Simulation geometry
The main simulation geometry in the present investigation was modeled
after an Elekta XVI CBCT unit (Elekta Ltd., Crawley, West Sussex, UK).
This unit has a source-to-axis-distance (SAD) of 100 cm and a source-to-
detector-distance (SDD) of 153.6 cm. The detector is made of 512 × 512
pixels with a pitch of 0.8 mm. Detector signal was calculated as air kerma.
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Figure 4.1: Anterior-posterior and lateral views of the clinical and virtual
phantoms. Primary and total images have been normalized to the open signal
and log transformed, while the scatter images have only been normalized to the
open signal. Scatter-to-primary-ratio (SPR) values of more than 40 were found
in the lateral clinical image. Images were produced with the 60 keV source for
both phantoms.
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A 512×512×100 patient phantom with voxel size 1 mm×1 mm×3 mm
was created from a CT scan of a lung cancer patient previously treated
at Odense University Hospital. CT numbers were converted to densities
using a piecewise linear ramp, and the patient was modeled as made of
water with varying density. The MC model of the XVI unit and the patient
phantom will be referred to as the clinical case. Anterior-posterior and
lateral projection images of the clinical phantom are shown in Figure 4.1.
To investigate the effects of geometry and CBCT setup on the efficiency,
simulations were also performed for a 200×200×200 chest phantom taken
from the voxelized human phantom FAX06[64]. This phantom was placed
at an SAD of 100 cm and signal was estimated on a 512 × 512 flat panel
detector at an SDD of 155 cm. Phantom voxel size was 1.5 mm× 1.2 mm×
1.2 mm and the detector pitch was 0.9 mm. This setup will be called the
virtual phantom case. Two projection images of the virtual phantom are
shown in Figure 4.1.
Most simulations were performed using a 60 keV uniform photon point
source. Spezi et al. reported the mean energy of the XVI x-ray unit to be
61.2 keV [46], and the source energy was chosen according to this finding.
Simulations with a 120 kV source were also included to assess the impact
on the efficiency when sampling photons from an energy spectrum. The
spectrum was taken from a previous MC simulation of the Comet MXR-
320 x-ray tube used at the National Research Council of Canada for routine
calibrations [65].
4.3.2 Efficiency improving techniques
Several EITs are implemented in egs_cbct. Except for the locally adaptive
denoising algorithm, these are all true VRTs described extensively in a
previous publication [43], to which the reader is referred for details. For
completeness, a short description of each EIT is included below.
All simulations were compared to a lengthy baseline simulation produced
without using any of the EITs. To investigate if the EITs introduced a bias
in the result, the mean relative error (MRE) was calculated:
MRE = 1
N
N∑
i=1
xi − x0i
x0i
. (4.1)
Here, N is the number of detector pixels, xi is the signal in pixel i from
the calculation using EITs, and x0i is the signal in pixel i from the baseline
calculation. The result was considered unbiased if the MRE was smaller
than the statistical uncertainty of the result.
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Simulation efficiency ε was calculated using the expression
ε = 1
rRMSE2 · TCPU
, (4.2)
where rRMSE is the relative root mean square error of the scatter signal
and TCPU is the CPU time of the calculation. rRMSE is defined here as
rRMSE =
(
1
N
N∑
i=1
∆xi2
xi2
) 1
2
, (4.3)
where xi and ∆xi are the value of the signal and its estimated statistical
uncertainty in pixel i respectively. N is the number of pixels with non-zero
signal.
Only a single projection image (anterior-posterior) was simulated and
used to optimize the EIT parameters. As shown by Mainegra-Hing and
Kawrakow [43], the scatter calculation efficiency varies with the projection
angle. However, this variation is similar for all EITs.
To determine the scatter calculation efficiency, only short simulations are
required. It must however be noted that large statistical uncertainties in the
scatter distributions can introduce fluctuations in the efficiency calculations.
Thus, statistical uncertainties of less than 10 % were desired in the present
study when determining the calculation efficiency.
Forced detection
To improve the scoring efficiency in egs_cbct, the contribution to the de-
tector is scored for all photons aimed at the detector before they are trans-
ported, rather than when each photon crosses the detector. An exact ray-
tracing algorithm is implemented to account for the attenuation through
the phantom.
Path length transformation
The major contribution to the detector signal from scattered photons arises
from photons scattered near the exit side of the geometry [43]. To increase
the sampling of scatter events in this region of the geometry, a path length
stretching technique is implemented in egs_cbct. This technique does not
exhibit a dependency on the particle’s direction as is the case of the well
known exponential transformation of the photon path length. The prob-
ability distribution p(η) for selecting the number of mean free paths η is
modified by an appropriate transformation to be
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p(η) = 2 · η0
2
(η + η0)3
, (4.4)
with η0 an adjustable parameter (MFPTR in egs_cbct). The statistical
weight must be accordingly adjusted to avoid introducing a bias in the
estimation. The effect of varying η0 on the scatter estimation efficiency was
studied.
Delta transport
Photons not aimed at the detector are transported using so-called delta
transport or Woodcock tracing. Here, the most attenuating medium in the
geometry is specified by the user, providing the maximum interaction cross
section σmax, and photons not aimed at the detector are transported directly
to the next interaction in this medium. A fictitious interaction is selected
with probability 1−σ/σmax, where σ is the total cross section of the actual
medium. This technique removes the need for boundary checks during
transport away from the detector, and the contribution to the detector
signal from these photons is likely to be small.
Denoising algorithm
A two-dimensional version of the denoising algorithm by Kawrakow [66] is
implemented in egs_cbct. The denoising algorithm relies on a Savitzky-
Golay filter with adaptive window size to preserve structures found in the
MC calculated signal. To optimize efficiency, the algorithm first searches
for the maximum acceptable denoising window size in one dimension, before
searching for the maximum acceptable window size in two dimensions.
In egs_cbct, the denoising algorithm takes three user inputs:
nmax is the maximum allowed window size in one dimension.
nmax2d is the maximum allowed window size in two dimensions (should
be smaller than nmax).
chi2max is the threshold for the χ2-test performed by the denoising al-
gorithm to determine whether a pixel value can be filtered by the
algorithm or not in order to preserve potential structure.
The effect of varying all three user inputs were studied, with the constraint
that nmax > nmax2d as pointed out by Kawrakow [66].
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Splitting + Russian Roulette
In egs_cbct, three variations of the VRT class known as splitting + RR
are implemented. Only the technique referred to as fixed splitting (FS) was
studied extensively in this work. FS takes two user inputs known as the
primary and secondary splitting numbers, Np and Ns. Each time a scatter
event is about to occur, a primary photon will be split Np times, and the
scatter event is sampled accordingly. Statistical weights are reduced by
a factor of Np. Scattered photons not aimed at the detector are subject
to a game of Russian Roulette, with a survival probability of 1/Ns. If a
scattered photon survives, any subsequent scatter event will be split by a
factor of Ns to keep the statistical weights of scattered photons constant at
the detector.
Two additional splitting + RR techniques known as position depen-
dent importance sampling (PDIS) and region dependent importance sam-
pling (RDIS) are implemented in egs_cbct, but these should be considered
experimental and are only mentioned for completeness in the present study.
4.3.3 Hardware
Simulations were performed on the computer cluster at the Ionizing Radi-
ation Standards group of the National Research Council of Canada. The
cluster consists of 132 2.93 GHz Intel R© Xeon R© X5670 cores and 264 3.16
GHz Intel R© Xeon R© X5460 cores. Results reported here for the virtual case
were obtained using the faster X5670 cores and for the clinical case using
the X5460 cores. All simulation times are expressed as CPU time.
4.4 Results
The baseline scans were performed using no less than 4× 109 histories for
both the clinical and virtual phantoms. Calculation times were around 400
hours for the clinical phantom and 30 hours for the virtual phantom, using
the 60 keV and 120 kV sources (Table 4.1). As mentioned in section 4.3.2,
only the anterior-posterior projection was simulated and used to optimize
the EIT parameters. Histograms showing the error distributions of EIT-
based scans from the clinical phantom compared to the baseline are shown
in Figure 4.2.
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Figure 4.2: Example image of the relative error between an EIT based scan
using forced detection, delta transport, FS and denoising and the baseline scan
for the 60 keV clinical phantom (a). All EIT parameters were optimized to
produce the efficient scan. (b) and (c) show histograms of the relative error
distribution for various EIT configurations described in the text (all using opti-
mal parameters). (b) shows the investigated EITs for the clinical phantom and
the 60 keV source, and (c) the EITs for the 120 kV spectrum and the clinical
phantom.
4.4.1 Forced detection
For the 60 keV clinical case, turning on forced detection increased the effi-
ciency by 80 % compared to the analog simulation. No bias was observed,
and it is recommended that forced detection is used for all simulations
with egs_cbct. It is further noted that MFPTR and delta transport are
implemented in egs_cbct only when using forced detection, and that all
splitting + RR techniques require delta transport to be turned on. There-
fore, all the following results were obtained using forced detection.
4.4.2 MFPTR
For the 60 keV clinical case, an efficiency decrease of at least 5 % was ob-
served when using MFPTR compared to using forced detection alone. A
similar efficiency decrease was found when using the 120 kV source, regard-
less of the MFPTR parameter used. In the virtual phantom case, efficiency
improvements of 2 % and 4 % were found for the 60 keV and 120 kV sources,
respectively. A previous study showed the efficiency to increase by 24 %
when using MFPTR [43], and these differences underline the importance of do-
ing VRT optimization specific to each simulation geometry that one wishes
to use.
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4.4.3 Delta transport
Changing the delta transport medium had no effect on the efficiency in the
clinical case using the 60 keV x-ray source when using lung tissue, water or
bone. However, when using lung tissue, a bias of −10 % was found. No
bias was found when using water and bone with the clinical phantom made
from water with varying density. This underlines that the delta transport
medium must always be chosen as the medium with the largest mass atten-
uation coefficient found in the simulation geometry for this technique to be
a proper VRT. This choice ensures that no bias is introduced, and does not
have any efficiency penalty compared to using less attenuating media. The
efficiency gain when using delta transport was 34 % for the clinical case
with the 60 keV source compared to using forced detection alone.
4.4.4 Denoising algorithm
The denoising algorithm was found to cause dramatic improvements in ef-
ficiency for all simulations. However, since the denoising algorithm is not a
true VRT, it is important to ensure that it does not introduce a bias in the
simulation results.
For the 60 keV virtual phantom case, varying chi2max did not intro-
duce a bias in the results. However, when increasing the window size of
the denoising algorithm (both nmax and nmax2d), the MRE was found to
increase. The denoising algorithm was found most efficient when the un-
certainty of the scatter distribution before denoising was less than 30 %, as
shown in Figure 4.3.
The present investigation found that nmax = 10, nmax2d = 6, and
chi2max = 20 produced the most efficient calculations without introducing
a bias for the virtual phantom case. For higher numbers of chi2max, the
efficiency did not increase further. Increasing the value of nmax and nmax2d
did increase the efficiency, but at the cost of an increased MRE. Relative to
the analog simulation, the efficiency improved by a factor of 360 with the
recommended parameters.
4.4.5 splitting + RR techniques
Of the three implemented splitting + RR techniques in egs_cbct, the
conceptually simple FS technique was found to be as efficient as the more
complex PDIS and RDIS techniques when combined with the denoising al-
gorithm. For all three splitting techniques, the primary splitting number,
or splitting factor, was found to be the most important parameter to op-
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Figure 4.3: Dependency of the denoising algorithm performance on the sta-
tistical uncertainty of the simulation result prior to denoising for the 60 keV
virtual phantom case for nmax = 10 nmax2d = 6 and chi2max = 20.
timize. All three splitting techniques also require the user to specify a
secondary splitting number Ns, to which the efficiency was found to have
little sensitivity.
FS
For the FS technique, the relative efficiency as a function of the primary
splitting number Np is plotted in Figure 4.4. The highest efficiency was
found at Ns = 10000 and with Np between 3000 and 9000 in the clini-
cal case for both sources. Combined with the denoising algorithm, delta
transport and forced detection, the efficiency increased by a factor of 16000
compared to the baseline scan. Without denoising, the efficiency increase
in the clinical case was a factor of 45.
Similarly, the optimum FS parameters in the virtual phantom case were
Ns = 2000 and Np between 4000 and 9000 for both sources. The efficiency
gain compared to an analog calculation was about 20000 for the monoen-
ergetic source and 18000 for the 120 kV spectrum when combined with the
denoising algorithm. When no denoising was used, this gain was reduced
to 58 and 56 times, respectively.
PDIS and RDIS
The more sophisticated PDIS and RDIS splitting techniques increased the
efficiency by up to a factor of two compared to FS in the virtual phantom
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Figure 4.4: Relative scatter calculation efficiency increase as a function of
the splitting number Np using the FS splitting technique combined with forced
detection, delta transport and denoising.
case when no denoising was used. However, they were only found as efficient
as FS in the clinical case and in both cases when combined with denoising.
4.5 Discussion
By optimizing the user inputs for the EITs implemented in egs_cbct, the
user is able to increase the scatter calculation efficiency by four orders of
magnitude compared to running an analog simulation. It is however very
important that a few potential pitfalls are avoided in the process:
The current implementation of delta transport is prone to user error.
As shown for the clinical case, the use of an inappropriate medium can
introduce a bias in the results. Care must thus be taken to ensure that
the most attenuating medium in the simulation geometry is provided as
the delta transport medium. When using a poly-energetic x-ray source,
one must ensure that the delta transport medium is the most attenuating
medium over the entire energy range. If no such medium can be defined
from pre-existing media in the simulation geometry, one can circumvent the
problem by adding another medium to the input file for the sole purpose of
using it as the delta transport medium.
While the denoising algorithm provides the largest efficiency increase for
any individual EIT in egs_cbct, it is not a true VRT and can introduce a
bias in the simulation results. The user must ensure that the settings used
are appropriate to remove statistical noise from the data without introduc-
ing a bias.
46 Chapter 4. Publication II
PDIS and RDIS require optimization of more than the two simple param-
eters in FS. Some of these additional parameters are correlated, making the
optimization a complex task. The correlations might further cause fluctua-
tions in the calculation efficiency, which makes it difficult to determine the
optimal parameter values.
RDIS uses an array that is updated as the simulation progresses to opti-
mize the splitting process, and a proper selection of the “learning phase” of
this array must be made to ensure optimal efficiency. This also means that
for the current implementation, the technique cannot retain the efficiency
when being parallelized. It might however still be of interest to a user doing
long and very accurate simulations. A similar issue is found for PDIS when
combined with a so-called corrector, which has a similar adaptive behavior
as RDIS. PDIS and RDIS are available in egs_cbct, but should be con-
sidered experimental splitting + RR techniques which require extensive
testing before they can be employed at maximum efficiency.
While the present study is based on lengthy simulations, it is important
to realize a few easy ways of reducing the required calculation time to
obtain a desired level of statistical uncertainty faster. By studying the
impact of reducing the resolution of the detector, phantom and angular
projections on the scatter estimation, further gains in efficiency can be
achieved. For instance if the pixel size of the high resolution detectors used
in the present study are reduced by a factor of two on each side, so is the
required calculation time to obtain the same level of uncertainty.
4.6 Conclusion
The present study demonstrates the need for geometry specific optimization
of EIT parameters in egs_cbct to ensure the most efficient CBCT scatter
calculations. It is recommended that forced detection is used at all times,
and that delta transport is used with the proper delta transport medium
input by the user. MFPTR may be beneficial for some geometries, with a
modest efficiency increase found for one of two the geometries in this study.
FS is simple to optimize, and provides around 50 times increase in efficiency.
Proper use of the denoising algorithm provides the largest efficiency gain
for any individual EIT in egs_cbct without introduction of a bias. In
the present study, chi2max could be increased without compromising the
simulation accuracy, while the increase of nmax and nmax2d did increase
the MRE of the simulation result. Furthermore, the denoising algorithm
requires the statistical uncertainty to be less than 30 % before the algorithm
is applied, to ensure the highest denoising efficiency. When combined, the
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EITs in egs_cbct provided efficiency increases of more than four orders of
magnitude in the present geometries compared to an analog simulation.
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Chapter 5
CBCT image quality
Scattered radiation causes the most dramatic artefacts in CBCT imaging
with pronounced effects of cupping and streaking as discussed in the pre-
vious part of the thesis. Unfortunately, scattered radiation is not the only
source of image artefacts in CBCT imaging, and the remaining artefacts
become more pronounced as the scatter correction methods increase in ac-
curacy. To achieve the best possible image quality in clinical CBCT imaging
using the XVI system, a comprehensive artefact correction scheme was de-
veloped as presented in this part of the thesis. Depending on the imaging
geometry (patient localisation during scanning, patient size, etc.), the im-
portance of each individual artefact correction method varies. Therefore, it
is not possible to provide a generalised importance ranking of the artefact
correction methods presented in the following. For most imaging situations
however, an accurate scatter correction method will likely be the single
artefact correction which has the highest impact on the perceived image
quality.
In the present chapter, an overview of the non-scatter related artefact
sources in CBCT imaging is provided. Furthermore, brief introductions to
CBCT image reconstruction and the concept of image quality in the context
of clinical patient imaging is provided, as well as a discussion on what is
needed to obtain accurate dose calculation based on a medical image of a
patient. Following this overview, artefact correction methods are applied in
the context of clinical CBCT imaging of the chest in Chapter 6 (Publication
III). The applicability of the artefact corrected images for CBCT based dose
calculation is evaluated in Chapter 7 (Publication IV).
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5.1 Non-scatter sources of image quality
degradation in CBCT imaging
5.1.1 Output of the x-ray generator
During the ongoing acquisition and analysis of projection images acquired
on the XVI system, signal variations were observed in areas without beam
attenuation in neighbouring frames acquired in the same scan (Figure 5.1).
While a slow signal build-up was expected due to image lag (explained in
Chapter 5.1.4), the sudden change in signal from one frame to another did
not have an obvious explanation. Through discussions with technical staff
at Elekta Ltd., the most likely cause of the noisy signal was determined to
be imperfections in the surface of the anode in the x-ray source.
The x-ray generator used in the XVI system is made with a rotating
anode assembly, which is standard for x-ray generators used for CT and
CBCT imaging due to the increased ability to dissipate heat, compared to
stationary anode targets. The Dunlee DU694 x-ray anode rotates at up
to 9000 RPM [67], and x-ray pulses can be produced with a pulse length
down to 10 ms. A 10 ms pulse generated at max rotation speed allows the
anode to rotate only 1.5 revolutions during the production of the x-ray
pulse. Figure 5.1 shows how the output of the x-ray generator changes
as the pulse current and pulse time changes, while keeping the nominal
energy in each pulse constant. From this, it is evident that shorter x-ray
pulse times generate a less consistent output than when the pulse time is
extended. This supports the hypothesis that the instabilities in generator
output could be caused by a non-even surface of the rotating x-ray anode.
Longer x-ray pulse times allow additional rotation during pulse generation,
which averages out the output differences from different areas of the target.
The effect of varying the x-ray pulse time in a reconstructed CBCT
image is shown for a homogeneous water phantom in Figure 5.2. From this
figure, it is evident that noisy x-ray generator output propagates through
the imaging chain and leads to increased noise in the reconstructed images.
Furthermore, the perceived homogeneity of the water phantom in the CBCT
images decreases when the short x-ray pulses are used for CBCT acquisition.
This realisation lead to a change in the clinical acquisition protocols at
Odense University Hospital, where all CBCT acquisition protocols were
examined and, if possible, changed to longer pulse times while keeping the
nominal x-ray exposure constant.
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Figure 5.1: Measured signal on the XVI detector as a function of frame number
for three series of images acquired with an open beam and stationary gantry.
The nominal exposure was kept constant at 0.4mAs, while the x-ray pulse time
and current was varied. The measured signal is seen to increase fast in the
initial frames, before it reaches a near-constant mean level after frame 50. This
quick rise in signal at the first frames is due to image lag (Chapter 5.1.4).
Superimposed on the smoothly rising mean signal is random noise in the x-ray
generator output, which is most severe for shorter pulse times. It appears as if
longer x-ray pulse times generates a higher output, but no dose measurement
was performed to confirm this observation which could also be explained by a
change in detector response, e.g. due to panel warm up.
5.1.2 Beam hardening within the patient
As x-ray photons are attenuated (scattered or absorbed) by the patient,
the attenuation coefficient depends on the x-ray energy (Figure 5.4). Since
the attenuation coefficient is highest at low energies, and decreases with
increasing energy, the x-ray energy spectrum on the exit side of the pa-
tient will have relatively more high energy photons compared to the energy
spectrum of the x-rays incident on the patient. This effect is referred to as
beam hardening, and it is noted that different tissues cause beam hardening
to various severity. Bone is relatively more attenuating in the 1 − 120 keV
range compared to soft tissues, and hence beam hardening will be more
pronounced in the x-ray paths transversing bony anatomy compared to
soft tissues. Beam hardening causes the same visual artefacts as scattered
radiation, although the beam hardening artefacts tend to be less severe
than the artefacts from scattered radiation. A ray tracing based correction
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Figure 5.2: Reconstructed CBCT images of a homogeneous water phantom
with projection images acquired with different x-ray pulse time and current
settings. In the left column, all projection images were acquired with 40mA
and 10ms x-ray pulses, while the central column reconstructions are based on
projection images acquired with 10mA and 40ms pulses. With the shorter x-
ray pulse time per frame, the image quality deteriorates. This is seen through
an increase in image noise and a decrease in homogeneity in the plotted central
profiles in the right column. The apparent increase in density centrally in the
axial slice of the water phantom is a result of the simple scatter correction
method implemented in the XVI software which in the present case over-corrects
the cupping artefact.
for beam hardening was implemented in the present work, as described in
Publication III (Chapter 6).
5.1.3 X-ray scatter within the detector assembly
The flat panel imager (FPI) used in the XVI CBCT system is mounted
behind a so-called touch guard which serves the purpose of preventing hard
collisions between the detector panel and a patient on the treatment table.
This touch guard is made from a fibrous material, and acts as a scattering
medium smearing out the measured x-ray signal transmitted through the
patient. Furthermore, the detector itself may cause some x-ray scatter, as
the detector is a multi-layer construction as shown in Figure 5.5.
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Figure 5.3: MC simulated energy
spectrum of the x-rays exiting the
XVI source assembly.
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Figure 5.4: Mass attenuation coef-
ficients as a function of x-ray energy
for cortical bone and soft tissue [68]
(tissue compositions from the ICRU
Report 44 [47]).
When a photon reaches the FPI, it must transverse a layer of aluminium
and graphite before reaching the scintillator made from thallium-doped cae-
sium iodide. In this scintillator, the x-ray photon is converted to a large
number of optical photons, making their way through the needle-like struc-
tures in the scintillator down to a plate of amorphous silicon where the
photons are converted to electrons. Ideally, an x-ray pencil beam incident
on the FPI would be measured as a point signal in the FPI, but in the
real world, this point is smeared out. It is however possible to correct for
this scattering, using a so-called glare spread function (GSF) which is an
empirical method to correct for both touch guard scattering and internal
scattering within the detector. To perform this correction, a simple mea-
surement as depicted in Figure 5.6 is performed, and the measured Edge
Spread Function is used to determine the GSF for deconvolution [57]. It is
noted that focal spot blurring and extrafocal scatter from the x-ray source
are also included in the correction when using the empirical GSF method,
which was implemented in Publication III (Chapter 6). The effect of the
GSF correction is a general sharpening of gradients in the reconstructed
images, as signal blurring in the projection images is deconvolved through
the correction.
5.1.4 Lag during image readout
Instantaneous readout is unfortunately not possible on amorphous silicon
(a-Si) based FPIs, where some signal spills over from one frame to the
56 Chapter 5. CBCT image quality
Al
Graphite
CsI(Tl)
a-Si
PCB
Al
Support
Figure 5.5: Schematic overview of the layered construction of an amorphous
silicon flat panel detector. Based on information from [69].
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Figure 5.6: Principal sketch of the measurement of detector scatter on a
CBCT system, where half of the x-ray beam is blocked by a lead slab placed on
the treatment couch. The plot shows a sketch of an ideal profile, as well as the
general shape of a real measured profile where the ideal step function is smeared
out.
following. This effect is known as image lag or ghosting, and it has been
proposed that the physical mechanism behind this effect could be charge
trapping in the a-Si detector and scintillator afterglow [70]. Figure 5.7
shows an example of how the projection image signal from one exposure
remains somewhat visible as a shadow in the projection image from the
following exposure. In reconstructed CBCT images, image lag manifests as
the so-called radar artefact introduced in Chapter 1.2.1.
There are several published methods to correct for image lag, mod-
elling the image lag as a sum of exponentials [34, 71–74]. The majority of
studies have found that a linear time invariant model provides a suitable
phenomenological correction for image lag, while at least one study has sug-
gested using a nonlinear correction method for more accurate corrections
[74]. In the present work, a linear time invariant model was deemed suffi-
cient. It is noted that the optimal lag correction model will very likely be
5.1. Non-scatter sources of image quality degradation 57
X-rayMsource
Couch
PbMsheet
Detector
X-rayMsource
Detector 0 100 200 300 400 5000
1
2
3
4
5
6
xM104
PixelMnumber
M
ea
su
re
dM
si
gn
al
200 220 240 260 280 300
5.25
5.3
5.35
5.4
5.45
5.5
x 104
Pixel number
M
ea
su
re
d
si
gn
al
0 100 200 300 400 500
0
1
2
3
4
5
6
xM104
PixelMnumber
M
ea
su
re
dM
si
gn
al
(a)
(b)
Figure 5.7: Illustrative measurement of image lag on the Elekta XVI CBCT
system. (a) shows the measurement of a profile where half of the x-ray beam
is blocked by a lead slab, and the corresponding profile is shown to the right of
the measurement sketch. Immediately after the measurement of (a), the lead
slab was removed from the beam and another exposure was made as shown in
(b). When closely inspecting the profile in (b), it is evident that “a shadow”
of the lead slab remains visible in the central part of the profile (zoom box).
Measurement of (b) was acquired approximately 1min after (a).
dependent on the actual construction of the FPI on which the correction is
to be applied, as different FPI constructions will have different charge trap-
ping and scintillator afterglow effects. Figure 5.8 shows the decay profile for
a measurement with 100 exposed frames followed by 200 unexposed frames
on the XVI system. Profiles such as the one shown in Figure 5.8 were used
to determine the decay characteristics of the XVI system and to establish
the lag correction method proposed in Publication III (Chapter 6).
5.1.5 Improper scaling of the projection images
Given that a CT and CBCT reconstruction image should display grey val-
ues in HUs, which are defined through the x-ray attenuation coefficient of
the material within the patient, one must be able to calculate numerically
the attenuation coefficients within the patient in any given voxel. The sig-
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Figure 5.8: Profile showing the image lag decay of the XVI detector. The
x-ray source is turned on until frame 100, as indicated by the dotted line. From
frame 101, the signal decay can be described by a multiexponential function.
Note the logarithmic y-scale.
nal transmitted through the patient, in the ideal scatter-free case, is given
through the exponential attenuation:
I(x) = I0 · exp
(
−
∫ x
0
µdx′
)
. (5.1)
Rewriting this equation to isolate the attenuation coefficient, and (for no-
tational simplicity) assuming that the attenuation coefficient is constant
through the patient yields
− ln
(
I(x)
I0
)
= µx. (5.2)
Here it is evident that if the transmitted x-rays relative to the incident
x-rays (I/I0) is known (measured), the attenuation coefficient µ can be cal-
culated through a simple logarithmic operation. However, the XVI system
keeps no record of the incident radiation I0 in each scan, nor does it contain
a reference signal which could be used as a more or less accurate substitute
of the real I0. Instead, the measured projection images are stored as 16
bit unsigned integers, and the system implicitly assumes that the highest
possible value (216−1) equals the incident radiation I0. Unfortunately, this
is not the case, as the open field measurements in Figure 5.1 demonstrate.
Therefore, in order to be able to properly determine the attenuation coeffi-
cients within the patient, and hence the proper HU to be used e.g. for dose
calculation, the measured projection images must be rescaled. Such rescal-
ing should be done in a way which ensures that any open field measurement
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yields an image with the highest possible intensity. Unfortunately, as Fig-
ure 5.1 shows, there is some variation in the x-ray generator output between
each frame, making such a scaling more difficult to achieve accurately. In
the present work, the MC calculations used to correct for scattered radi-
ation were used to estimate the clinical open field signal as described in
Publication III (Chapter 6).
5.2 CBCT reconstruction
To reconstruct a set of acquired 2D projection images to a 3D CBCT vol-
ume image, one must employ a suitable reconstruction algorithm. One
commonly refers to two classes of reconstruction algorithms used for CBCT
reconstructions, namely the filtered backprojection method and iterative
methods.
The filtered backprojection algorithm works through a two step process,
as the name suggests. First, a filtering step is performed, before the pro-
jection images are backprojected to calculate the 3D volume image. The
most commonly used filtered backprojection algorithm for CBCT imaging
is the so-called FDK algorithm, named after Feldkamp, Davis, and Kress
who published the method in 1984 [20]. While the FDK algorithm is an
approximate method which does not reconstruct an exact image of the ob-
ject which was scanned, it has the advantage of being computationally very
efficient. On the Elekta XVI CBCT system, the implemented FDK algo-
rithm provides in-line reconstructions of 3D CBCT scans, with virtually
no additional time required to complete the image reconstruction after the
projection image acquisition is complete.
One of the main limitations of the FDK reconstruction method is that it
cannot account for parts of the scanned object (patient) which may not be
included in the reconstruction FOV. This produces bright artefacts along
the edge of the reconstructed volume, and may distort the reconstructed
grey values in the entire image. A practical approach to limit these effects
was proposed by Ohnesorge et al. [21], where an empirical extension of
the projection images is applied prior to reconstruction to provide a rough
estimate of the anatomy which is not captured in the scanner FOV.
The filtered backprojection reconstruction method is known to propa-
gate noisy projection images into reconstructed images with poor signal-to-
noise ratios. Furthermore, Tuy’s data sufficiency criterion means that the
FDK-type reconstructions can only be approximate. These considerations
have lead to the development of so-called iterative reconstruction methods,
which use several forward- and backprojections to determine an optimal
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solution which provides a reconstructed CBCT image most likely to have
created the measured projection images. The present work did not study
the potential image quality improvements associated with changing the re-
construction algorithm from filtered backprojection to a suitable iterative
reconstruction method.
5.3 Image quality measures
The concept of image quality seems misleadingly simple at first, but upon
closer inspection it turns out that the image quality must be defined in rela-
tion to a task which the medical image in question is to be used for. When
considering image quality in relation to CT, concepts such as noise, high
and low contrast resolution, and HU number accuracy are usually reported.
Since it is not possible to build the optimal scanner which provides noise-
free, high contrast and high resolution scans at very low radiation dose,
the perceived image quality must be balanced against the radiation dose
which is delivered during the scanning process. This balancing act may
have different optimal solutions depending on the intended use of the CT
or CBCT scan, where the requirements for image contrast and noise may
vary. Traditionally, the measure of image quality relies on the use of differ-
ent phantoms, and scanning protocols are designed around these phantom
measures. However, on a CBCT scanner where the image quality suffers
from severe artefacts, which in turn are highly dependent on the patient
anatomy, the strict measure of image quality and scanner performance be-
comes a lot more difficult. The common assessment of CBCT image quality
in patient scans is therefore a comparison between a CT and a CBCT scan
of the same patient.
Image comparisons between CT and CBCT can be made in various
ways; the simplest being voxel by voxel comparisons of the reconstructed
grey values. Difference images can be created to assess local differences, and
a single number describing an average error can be computed as the root
mean square error between the CT and CBCT images of the same object
[75]:
Verr =
√
mean
(
[HUCT(x, y, z)− HUCBCT(x, y, z)]2
)
. (5.3)
Here, HUCT(x, y, z) denotes the HU of the CT scan in voxel (x, y, z), while
HUCBCT(x, y, z) denotes the HU in the CBCT image of the same voxel. This
measure is very prone to image noise of all sorts, as well as misalignment
between the two scans.
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In the present work, the image quality measures adopted were aimed at
comparing CBCT images against CT images, and getting CBCT images to
appear as much as CT images as possible. The resemblance was measured
through the root mean square error (Eq (5.3)), and through so-called cali-
bration plots where the HU values in a CT scan were binned in a histogram.
For all CT voxels within a histogram bin, the same voxels were located in a
CBCT scan of the same patient, acquired on the same day as the CT. The
median CBCT voxel value in each bin was then plotted against the median
CT voxel value in the same bin, and ideally these plots should contain a
number of points on the line of identity. As with the root mean square error,
the calibration plots are prone to image noise and misalignment of the two
scans. Nevertheless, the calibration plots were used as a universal measure
of the CT-likeness of the CBCT images. Additionally, the calibration plots
provide an indication of whether the HU values are reconstructed properly
in the different tissues, as well as the severity of image noise in the CBCT
images.
5.3.1 Deformable image registration
To minimise the geometrical differences of the CBCT images which were
compared to CT images acquired on the same day, the present work made
use of so-called deformable image registration (DIR). The DIR algorithm
calculates a deformation of one image to make it resemble another reference
image the most, under a set of given constraints. It is noted that the use of
DIR in radiation therapy must be adopted with great caution, as the DIR
may result in non-physical deformations which cannot occur in a patient
[76]. However, in the present work we deemed the use of DIR safe, as the sole
purpose of the registration was to minimise anatomical differences between
the CT and CBCT scans acquired on the same day prior to comparison of
the HU values. Thus, only small anatomical differences between the images
being co-registered were observed, mainly due to setup uncertainties and
differences between the CT and CBCT image reconstruction algorithms.
No clinical decisions were made based on the deformed scans, and neither
was dose deformed along with the DIR.
5.4 Requirements for accurate dose
calculation
Accurate three-dimensional dose calculation for radiotherapy planning and
evaluation requires a medical image of the patient which provides an anatom-
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ically correct representation of the patient. Furthermore, the image must
allow a mapping from the image intensities to electron densities which are
required for calculation of radiation dose from photons and electrons. These
requirements are fulfilled for CT images which are used as the gold standard
in radiotherapy treatment planning, and research is carried out to allow
the use of MRI for treatment planning through the calculation of so-called
pseudo-CT images [77–79]. The main challenges in MRI based treatment
planning is the electron density conversion of the image intensities, while
the common challenge of image distortions in MRI which might provide an
incorrect anatomy of the patient can be mitigated through careful selection
of MRI sequences during imaging [80].
For CBCT based dose calculation, the main challenge lies in the calcu-
lation of electron density from the CBCT grey values. The image artefacts
arising from the system imperfections described earlier in this chapter cause
the grey values to differ from the desired HU values found in conventional
CT images. Several methods have been proposed to allow accurate dose
calculation to be performed on CBCT images, including scan and patient
specific grey value to electron density tables [81], stoichiometric calibration
between grey values and electron density [27], bulk tissue density over-
rides [82], and the deformation of the planning CT to a daily CBCT image
[23, 28]. In the present work, the aim was to correct for CBCT artefacts to
a level where the CBCT images could be treated in just the same way as
any conventional CT image would be treated in a radiotherapy department.
CBCT images of lung cancer patients were chosen, since the lungs are rec-
ognized as one of the most challenging anatomical sites for dose calculation
due to the large density variations [83]. Furthermore, CBCT images of the
lungs are influenced by respiratory and cardiac motion which is known to
degrade the image quality. Thus, if it can be demonstrated that the im-
age quality in chest CBCT imaging can be improved, it is likely that this
finding can be easily extended to other anatomical sites as well. The fol-
lowing two publications describe the implemented methods, and the results
of extensive artefact corrections in CBCT imaging of the chest in terms of
generalised image quality (Publication III) and dose calculation accuracy
(Publication IV).
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6.1 Abstract
Purpose: A comprehensive artefact correction method for clinical cone
beam CT (CBCT) images acquired for image guided radiation therapy
(IGRT) on a commercial system is presented. The method is demonstrated
to reduce artefacts and recover CT-like Hounsfield units (HU) in recon-
structed CBCT images of five lung cancer patients.
Methods: Projection image based artefact corrections of image lag, de-
tector scatter, body scatter and beam hardening are described and applied
to CBCT images of five lung cancer patients. Image quality is evaluated
through visual appearance of the reconstructed images, HU-correspondence
with the planning CT images, and total volume HU error.
Results: Artefacts are reduced and CT-like HUs are recovered in the
artefact corrected CBCT images. Visual inspection confirms that artefacts
are indeed suppressed by the proposed method, and the HU root mean
square difference between reconstructed CBCTs and the reference CT im-
ages are reduced by 31% when using the artefact corrections compared to
the standard clinical CBCT reconstruction.
Conclusion: A versatile artefact correction method for clinical CBCT
images acquired for IGRT has been developed. HU values are recovered
in the corrected CBCT images. The proposed method relies on post pro-
cessing of clinical projection images, and does not require patient specific
optimisation. It is thus a powerful tool for image quality improvement of
large numbers of CBCT images.
Keywords: Cone Beam CT, Image Guided Radiotherapy, Image Quality,
Monte Carlo simulation
6.2 Introduction
As Cone Beam CT (CBCT) imaging for image guided radiation therapy
(IGRT) is becoming standard practice in many centres, the potential use
of CBCT imaging as a basis for personalised radiotherapy is proposed in
numerous ways. Dose calculation and accumulation has been proposed by
many studies, with online adaptive replanning as the most challenging and
desirable application[23–25, 27, 84].
For lung cancer patients in particular, anatomical changes occur fre-
quently, requiring treatment plan adaptation to deliver the intended radia-
tion dose to the target while sparing the organs at risk [85]. Such adapta-
tions are labour intensive, and it is desirable to be able to use the CBCT
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images acquired for IGRT to either perform the plan adaptation and re-
planning, or determine for which patients a new CT scan and replanning
procedure is required dosimetrically. Another more recent application of
CBCT images of the thoracic region is the extraction of biomarkers to pre-
dict tumour control or toxicity measures during treatment of lung cancer,
with a view to differentiating the patient population based on their radiosen-
sitivity [86–89]. Such differentiation has the potential of providing better
tumour control rates for those patients who can tolerate higher dose levels,
while providing a better quality of life for those patients who are prone to
severe toxic sideeffects such as pneumonitis and pulmonary fibrosis.
The main limiting factor for all of the above mentioned extended uses of
CBCT images is the image quality. CBCT image quality has been studied
since the first gantry mounted CBCT scanner was realised [16], with five
different factors known as the main causes for the limited image quality,
namely image lag [70], detector scatter [57], body scatter [52], beam hard-
ening [90], and a potential truncated field of view [21]. Each factor has been
studied extensively using different phantoms, but to our knowledge no study
has yet investigated the potential increased image quality when all artefact
sources are considered together in relation to clinical CBCT imaging of pa-
tients. This study investigates how clinical CBCT images of the chest can
be improved by correcting for all five artefact sources. Post-processing of
raw image data from the Elekta XVI CBCT system is performed, and we
demonstrate that proper Hounsfield Units (HUs) can be recovered from the
existing projection images.
6.3 Materials and Methods
All CBCT scans were acquired on the Elekta XVI R4.5 system, either
mounted on an Elekta Versa HD or an Elekta Synergy accelerator (Elekta
Ltd, Crawley, UK). The XVI R4.5 CBCT system is based on a Dunlee type
DA1094/DU694 x-ray tube (Dunlee, IL, USA) and a PerkinElmer XRD
1640 flat panel imager (PerkinElmer Inc, MA, USA).
Five lung cancer patients were chosen from our clinical database, se-
lected to have had a CBCT scan and a re-simulation CT (rCT) scan per-
formed on the same day to facilitate a comparison between CBCT and CT
image quality. CBCT scans were acquired using the small field of view with-
out bowtie filtration, allowing a cylindrical volume of length 276.6 mm and
diameter 270 mm to be reconstructed. For each scan, approximately 750
frames were acquired over an arc of 220◦, using our clinical protocol for fast
4D CBCT imaging. Each frame was exposed to 0.32 mAs, and acquired
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Figure 6.1: Overview of the image processing and reconstruction for each of the
four different CBCT reconstructions. The XVI method is the clinical reference
method. RTK(XVI) resembles the XVI method, but uses RTK to perform the
image reconstruction. RTK(BS) uses Monte Carlo based scatter correction and
RTK reconstruction, while RTK(All) includes correction for image lag, detector
scatter, MC based body scatter correction, and beam hardening correction prior
to reconstruction with RTK.
at a fixed frame rate of 5.5 Hz. The CBCT images were acquired as 4D
scans in the clinic, but were reconstructed in 3D in the present work. All
patients were scanned isocentrically, with only small (≤ 1 cm) couch shifts
applied prior to treatment. In the following subsections, all the applied
image corrections will be described briefly to provide the full overview of
artefact corrections.
6.3.1 CBCT reconstructions
A total of four reconstructions were made from each CBCT scan. A
schematic drawing of the image processing associated with each of the four
reconstructions is shown in figure 6.1.
XVI
For reference, a CBCT reconstruction was made using our standard clinical
preset for 3D reconstruction in the XVI software. This uses a simple scatter
correction, where the scatter in each projection image is estimated as a
fraction of the mean signal in all pixels with a reading of less than 32× 103.
In our clinic, the scatter subtraction was found to be optimal at 20% of
the mean signal in each projection. If the scatter correction results in pixel
values less than 20, a constant is added to the entire projection image to
ensure the minimum value is 20. The XVI projection images are stored
as 16 bit integer images, thus containing 216 gray levels. Following the
scatter correction, XVI uses a standard FDK-type filtered backprojection
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algorithm [20] to reconstruct the CBCT images. No information about the
use of truncation correction in the XVI system was available. This clinical
reconstruction will be denoted XVI.
RTK(XVI)
To investigate the effects of changing the reconstruction algorithm from
the XVI native to the FDK-type algorithm provided with the Reconstruc-
tion Toolkit (RTK) [22], a reconstruction was made using a similar scatter
correction method as that in the XVI software prior to reconstruction. Fur-
thermore, a 2D median filter with a 5 × 5 pixel kernel was applied to the
projection images prior to reconstruction, similar to what is used inherently
by XVI. The use of RTK allows for truncation correction based on the work
of [21], which was used to approximate the truncated anatomy as going to
zero over a distance of 20% of the projection image size. Additionally, a
Hann window set to a cut-off frequency of 0.8 was used to reduce high fre-
quency noise in the reconstructed images. This reconstruction is referred to
as RTK(XVI), and was included in the comparison to emphasise the differ-
ence in image quality resulting from changing the reconstruction algorithm
only, while keeping image corrections similar to the clinical implementation
in XVI.
RTK(BS)
With the main reason for poor CBCT image quality being body scatter
from the patient, a reconstruction was made using an MC based scatter
correction method developed from our previously published model [1]. The
EGSnrc [39, 40] user code egs_cbct [42, 43] was used to provide fast MC
simulations of patient specific scatter distributions, taking advantage of the
variance reduction techniques (VRTs) implemented in egs_cbct [2]. To
provide accurate scatter estimates, the full x-ray source was simulated us-
ing a compiled BEAM source in egs_cbct [45]. Specifications of the x-ray
tube and collimation were found in manuals and data sheets of the Dunlee
tube and the XVI system, and details of the source simulation is provided
in appendix 6.A. Photon interaction cross sections from the XCOM compi-
lation [68] were used, with Rayleigh scattering included in the simulations.
Photon low energy cut-off was set to 1 keV in the entire simulation geome-
try, and to avoid spending time simulating electrons which do not reach the
detector, the electron low energy cut off was set to 1 MeV after the primary
collimation and filtration of x-rays from the BEAM source.
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In addition to the scatter calculations, primary photons were simulated
to allow an appropriate normalisation between simulated and clinical pro-
jection images. The primary simulation was performed using a spatially
uniform source with an energy distribution obtained from the full MC sim-
ulation of the XVI source. To facilitate fast calculations, a ray tracing mode
was implemented in egs_cbct and used for the primary calculations. All
simulated projection images were normalised to open field simulations.
The energy response of the XVI flat panel detector was adopted from
[51]. In the present work, the full detector resolution of 512×512 quadratic
pixels with a side length of 0.8 mm was used, and projection images were
simulated at an angular interval of 2.5◦.
Patient specific primary and scatter simulations were allowed through
the creation of a simulation phantom based on the planning CT image for
each patient. Four different tissues were assigned based on the HU in each
voxel of the planning CT, namely air, lung tissue, soft tissue, and bone.
Within each tissue, the density varies according to the exact HU found
in each CT voxel. With the simulations based on the planning CT, it is
possible to perform all MC calculations prior to CBCT acquisition.
Based on the assumption that the simulated total signal equals the mea-
sured clinical projection images when normalised to the appropriate open
field signal (ISim/ISim0 = IClin/IClin0 ), the scatter subtraction is obtained
through a simple scaling of the simulated scatter signal:
IClinMC = IClin −K ·
ISimscatter
ISim0
. (6.1)
Here, IClin denotes the measured clinical projection images, and ISimscatter the
simulated scatter signal. K is equivalent to the average clinical open field
signal 〈IClin0 〉; a quantity which is not measured or stored in the XVI system.
Therefore, it was estimated retrospectively in the following way: For each
set of projection images, a smoothed histogram was calculated for both the
clinical and simulated projections. The histograms were created with 100
equidistant bins spanning the full range of numbers in the projection image
sets. In these two histograms, two distinct peaks were visible, corresponding
to signal attenuated by soft tissue or air. These two peaks were used to
perform a two-point calibration of K through
K = H
Clin
air −HClinsoft tissue
HSimair −HSimsoft tissue
(6.2)
where H denotes the mean value in the most frequent histogram bins cor-
responding to air and soft tissue. When determining the scaling factor
6.3. Materials and Methods 69
K through the proposed histogram analysis, the requirement of accurate
patient positioning (potentially obtained by rigid or deformable image reg-
istration) is relaxed due to the low frequency variation found in the scatter
signal [1]. Therefore, the isocentric patient setup prior to CBCT acquisi-
tion was sufficiently accurate for the MC based body scatter correction to
be applied.
While equation (6.1) is conceptually very simple, it has the potential of
leading to negative values of IClinMC behind highly attenuating anatomy or in
the case of severe image noise. To avoid these undesired negative numbers,
a smooth cut-off function adapted from [50] was used in the present study.
A γ parameter is defined through the scatter to total ratio:
γ = Iscatter
Itotal
≈ K · I
Sim
scatter/I
Sim
0
IClin
. (6.3)
Here, the approximation is used to emphasize measurement noise and non-
ideal behaviour in the imaging chain, as well as approximations made in the
MC simulation. Based on this definition of γ and a cut-off ratio of β = 0.7
(determined empirically), the scatter corrected signal IClinMC was calculated
as:
IClinMC =
I
Clin · (1− γ) for 0 ≤ γ ≤ β
IClin ·
[
(1− β) · exp
(
−γ−β1−β
)]
for γ > β.
(6.4)
This formalism reduces to equation (6.1) for γ ≤ β (full scatter correction),
while for larger scatter to total ratios, the scatter subtraction is gradually
decreased such that the remaining signal IClinMC tends towards zero. Equation
(6.4) is derived from the constraints that IClinMC and its first derivative in γ
must be continuous, and that IClinMC → 0 as γ →∞.
Before reconstruction, the scatter corrected projection images were
rescaled by the open field signal estimated through (6.2):
IClinrescaled =
IClinMC
K
· 216. (6.5)
This rescaling is applied since RTK expects the open field signal in projec-
tion images to have a digital value of 216, and a completely blocked signal to
have a digital value of 0. The rescaled images were median filtered and re-
constructed in RTK as described in the previous RTK(XVI) method. This
method of body scatter correction and RTK reconstruction is referred to as
RTK(BS).
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RTK(All)
The most sophisticated artefact correction method included five steps prior
to reconstruction, each of which is described in the following. The order
in which to apply the corrections was determined to first correct for the
physical effect which occurs last, and then work backwards from the detec-
tor related artefact sources to the patient related artefact sources. Thus,
the corrections in applied order were image lag, detector scatter, body scat-
ter, and beam hardening, before projection scaling was performed prior to
CBCT reconstruction with truncation correction applied. This comprehen-
sive correction and reconstruction is denoted RTK(All).
Image lag A linear time invariant image lag correction method was de-
veloped based on the works by Hsieh, Starman and Mail [71–74]. Such a
model assumes that some signal will be trapped in the detector and not be
read out in the correct frame. This leads to a situation where each frame
from the detector contains signal from the previously exposed frames, as
well as signal from the current exposure. Furthermore, some signal from
the current exposure will be stored and read out in the following frames.
In the present model, the time function of the measured signal Imeas
from a very short exposure Iexp (a delta function) is described as a sum of
exponentials:
Imeas(t) = Iexp
n∑
i=1
ai
ti
exp
(−t
ti
)
. (6.6)
Here, ai is the amplitude of each exponential term, ti the decay time of each
term, and n is the number of exponentials required to describe the decaying
signal. ai is bound by the constraint that
∑
ai = 1, and it is noted that the
first exponential in the sum has a large amplitude and short decay time,
corresponding to the fact that most of the signal from a delta pulse is read
out in the first frame.
For continuous exposures, a set of signal storage variables qi is intro-
duced, each of which is updated frame by frame. The lag correction model
of the time dependent detector readout corrects for increases in signal from
the previous frames, as well as a lack of signal from the present frame which
is stored for future frames. Given a set of measured projections {IClin(k)},
where k denotes the frame number starting at k = 1, the lag corrected
signal {IClinLagCorr(k)} is calculated as
IClinLagCorr(k) =
IClin(k)−∑ni=1 qi(k) · (1− exp(−∆k/ti))
1−∑ni=1 ai exp(−∆k/ti) (6.7)
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where ∆k is the time between frames. All parameters but ∆k were de-
termined experimentally. In the present study, the time was measured in
units of the fixed time between frames on the XVI R4.5 system (181 ms),
and hence ∆k = 1. qi is defined recursively with qi(k = 1) = 0 and
qi(k + 1) =
[
IClinLagCorr(k) · ai + qi(k)
]
· exp(−∆k/ti). (6.8)
To determine ai and ti, a number of calibration measurements were
performed using the falling step response method. To obtain the calibra-
tion measurements, the XVI unit was operated in service mode where it is
possible to have continuous readout of the detector while the x-ray source
can be turned on and off independently. Measurements were acquired with
the x-ray source turned on before the frame readout was enabled. After
readout of approximately 200 exposed frames, the x-ray source was turned
off, and the decaying signal from the detector was measured for approxi-
mately 400 frames. Such falling step response measurements were acquired
at six different exposure levels between 0.3% and 80.3% of saturation. At
each level, measurements were repeated three or five times with 15 min-
utes interval to reduce residual lag between measurements. The measured
falling step response functions were fitted to the following multiexponen-
tial model denoted by yfit, which is obtained by solving (6.7) and (6.8) for
IClinLagCorr(k ≥ k0) = 0:
yfit(k) =
I
exp ·∑ni=1 ai + c for k ≤ k0
Iexp ·∑ni=1 ai · exp (−(k−k0)ti )+ c for k > k0 (6.9)
where Iexp is the calibration field exposure, ai denotes the amplitudes for
each exponential term, ti the decay time (in units of time between frames),
k0 is the first frame with the x-ray source turned off, and c is a constant
introduced to compensate for the detector offset which causes the signal to
decay to a non-zero number at infinite time. The c parameter is negligible
in comparison with the measured clinical projection images, and is thus
omitted in the actual processing of the clinical CBCT projection images.
To perform the image lag correction, the ai and ti constants determined
from (6.9) were input to equations (6.7) and (6.8). We found n = 4 to be the
simplest model to describe our calibration measurements, as found through
analysis of residuals which did not contain time structure after inclusion of
the 4 exponential terms. The fitted model parameters are shown in table
6.1. During investigation of the calibration measurements, we found no
reason to include an exposure dependence in our lag correction method.
Calibration measurements were performed with one XVI unit, and the lag
correction method was verified to correct images acquired on all the units
in our clinic.
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Table 6.1: Fitted parameters from (6.9) and used by (6.7) and (6.8) for lag
correction. ti is measured in units of the time between frames (181ms on XVI
R4.5).
i ai ti
1 0.955 0.240
2 0.0257 3.10
3 0.0120 19.9
4 0.007 35 118
Detector scatter An implementation of the detector scatter correction
published by Poludniowski et al. [57] was used in the present model to
enhance contrast in the reconstructed CBCT images. Based on an edge-
spread measurement where a lead slab was placed 30 cm from the detector,
an experimentally determined line spread function was fitted to a sum of a
Gaussian, a MacDonald, and a Lorentzian function:
LSFfit(x) = α1√
2piβ21
e−x
2/(2β21) + α2
piβ22
|x|K1
( |x|
β2
)
+ α3
piβ3
1
1 + x2/β23
. (6.10)
Here, αi, βi are fitting parameters, while K1 is a MacDonald (modified
Bessel) function and x is the distance in the line spread profile from the
lead edge. A normalisation constraint is imposed, forcing ∑i αi = 1.
Only the contribution from the broad Lorentzian function was used for
subsequent deconvolution of detector scatter from measured projection im-
ages due to high-frequency instabilities in the more narrow Gaussian and
MacDonald terms during deconvolution. The discrete function (named
glare spread function by Poludniowski et al.) used for deconvolution of
detector scatter was
GSF(i, j) = (1− α3)δi,0δj,0 + α3∆x∆y2piβ23
1(
1 + r2(i, j) · β−23
)3/2 , (6.11)
where i, j are pixel indices, δi,0 and δj,0 are Kronecker deltas, ∆x∆y is the
area of a pixel, r(i, j) =
√
x2(i) + y2(j) is the distance from the center of the
kernel, and α3, β3 are fitted parameters from (6.10). For the full description
on how to perform the calibration measurements, the reader is referred to
[57].
We found that α3 = 8.431× 10−2 and β3 = 9.291 provided a good fit
across our six clinical XVI systems, with the variations between systems
being similar to the variation between repeat measurements on one system.
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The digital value in pixel i, j (IClinDetectorCorr(i, j)) was determined through Fast
Fourier Transforms (FFT) in the following deconvolution:
IClinDetectorCorr(i, j) = FFT−1
(
FFT(IClin(i, j))
FFT(GSF(i, j))
)
. (6.12)
To avoid edge effects of the Fourier transforms, all images were zero-padded
using a Tukey window to create a smooth transition to zero [91].
Body scatter The body scatter correction described under the RTK(BS)
method was used to correct for scatter in the comprehensive case as well.
Beam hardening Beam hardening arises from the fact that CBCT x-ray
sources create a spectrum of x-ray energies which are incident on the patient.
In the patient, different tissues have different energy dependent attenuation
coefficients, and hence the attenuation of the x-ray spectrum will depend
on the depth and pathway of the x-rays through the patient. To account
for beam hardening, the method proposed by Herman [90] was adopted.
Using the same MC simulation setup to estimate scattered radiation, the
patient specific attenuation from primary x-rays was calculated using both
the real polyenergetic x-ray source ((µx)poly) and a monoenergetic 60 keV
x-ray source ((µx)mono), corresponding to the mean energy of the XVI x-ray
tube [46]. Each pixel value of attenuation from the two sources were then
linked, and a second order polynomial was fitted to the data:
(µx)mono = p0 + p1(µx)poly + p2(µx)2poly (6.13)
With the patient specific fitting parameters pi determined from simulated
data, the beam hardening correction was applied.
Projection scaling The same scaling of projection images as described
in the RTK(BS) method was applied to the the comprehensively corrected
projection images prior to reconstruction.
Reconstruction Reconstruction was performed with RTK employing the
built-in truncation correction, using the same parameters as described pre-
viously.
6.3.2 Image quality evaluation
To assess the image quality of the different CBCT reconstructions, the rCT
image were used as the gold standard image for each patient. Visual in-
spection of the reconstructed CBCT images was performed, and difference
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images were calculated to assess the remaining discrepancies between the
corrected CBCT images and the rCTs. Furthermore, so-called calibration
plots were created where the HU values in the rCT volume also covered
by the CBCT reconstructions were binned in 50 equidistant bins. The me-
dian CBCT HU value in all voxels corresponding to the CT voxels in each
bin was then plotted against the median CT value in the respective bin.
Bins with less than 100 voxels in the CT image were discarded. To sup-
press effects of misalignment between the CT and CBCT images (such as
positions of major vessels in the lungs, or minor positional changes of the
chest wall or mediastinum), the RTK(All) reconstruction for each patient
was deformably registered to the rCT image using the open source soft-
ware Elastix [92]. This registration was subsequently applied to the other
three CBCT reconstructions to ensure alignment between the four CBCT
reconstructions.
As a quantitative measure of the image quality, the average HU error
over the entire reconstructed CBCT volume was calculated. This is defined
as
Verr =
√
mean
(
[HUCT(x, y, z)− HUCBCT(x, y, z)]2
)
(6.14)
in accordance with [75]. Here, HUCT(x, y, z) denotes the HU of the rCT
scan in voxel (x, y, z), while HUCBCT(x, y, z) denotes the HU in the CBCT
image of the same voxel. The average HU error was calculated after 3D
median filtering of the CBCT images using a 5 × 5 × 5 voxel kernel to
suppress the additional image noise in the corrected reconstructions.
6.3.3 Computer hardware
MC simulations were carried out on our computer cluster made from 24
Intel Xeon X5650 2.66 GHz CPUs. Each CPU has 6 cores and uses hyper-
threading to allow a total of 288 jobs to be processed in parallel. 16 GB
RAM is available on 12 compute modules, each holding 2 CPUs.
All image processing and reconstruction was performed on a laptop with
an Intel Core i3-3110M 2.40 GHz CPU and 16 GB RAM. Image processing
was implemented in Matlab R2014a (The MathWorks Inc, MA, USA).
6.4 Results
Figure 6.2 shows an illustrative example of axial and coronal CBCT recon-
structions for patient 3. From these images, it is evident that the recon-
structed CBCT HU values are too high in the lung tissues, while being too
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low in the tumour and bony structures on both the XVI and RTK(XVI)
reconstructions. When the MC based scatter correction is applied, the HU
values in the lung tissue are improved, but too low CBCT HU values in
the tumour and mediastinum remain. This remaining discrepancy is re-
solved when all corrections are applied in the RTK(All) reconstruction. A
slight overcorrection of the bony structures is observed in the RTK(All)
reconstruction. Furthermore, contrast is improved and gradients between
different gray values are steeper when all corrections are applied. Example
images of the remaining four patients are shown in appendix 6.B.
The calibration plots in figure 6.3 show the CBCT HU values of the
entire reconstructed CBCT volume as a function of the reconstructed rCT
HU values for all five patients. These plots emphasize that the XVI and
RTK(XVI) reconstructions overestimate the CBCT HU values in the lung
tissue, and underestimate the CBCT HU values for the bony structures.
The main difference between the XVI and RTK(XVI) reconstructions is
the high CBCT HU values, where the RTK(XVI) reconstruction results in
a closer match with the rCT HU values than the XVI reconstruction.
The RTK(BS) reconstructions provide a better HU match at low HU
values corresponding to the lung tissue, but tends to underestimate the
CBCT HU values of the soft and bony tissues. This is most pronounced
for patients 1, 2, and 4, while patients 3 and 5 are nearly matched to the
CT HU by the RTK(BS) reconstruction. However, when looking at the
example reconstructions of patients 3 and 5 in figures 6.2 and 6.8 in the
appendix, local discrepancies remain in the RTK(BS) reconstruction in the
superior part of the reconstructed FOV.
When all corrections are applied in the RTK(All) reconstructions, the
best one-to-one correspondence between the CBCT HU and the rCT HU
values of the different reconstructions is found. For patient 4, figure 6.3
shows large CBCT HU variation in the high HU region (bony structures).
This is caused by improper registration of a shoulder, and is not an effect of
the artefact corrections. Due to the low number of voxels containing high
HU values, this mismatch is very pronounced in the calibration plots.
To quantify the differences in CBCT HU values, the total volume error
was calculated for all reconstructions of the five patients as shown in ta-
ble 6.2. The overall trend is that the XVI reconstruction has the largest
total volume error, with a slight decrease obtained by the RTK(XVI) re-
construction. The RTK(BS) reconstruction reduces the error further, but
for four of the five patients, the lowest HU error is found in the RTK(All)
reconstruction.
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Figure 6.2: Example images for patient 3, illustrating that all corrections are
required to recover HU values in the tumour and soft tissues. The example
axial and coronal images are shown with a display range of [-250 1400], to show
contrast in the lung tissue as well as soft tissue. Difference images are shown
with a scale of [-500 500]. Blue colours represent too high CBCT HU values,
while red colours are indicative of too low CBCT HU values compared to the
rCT images.
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Figure 6.3: Calibration plots for the five lung patients displaying the median
CBCT HU value as a function of the median CT HU value in 50 equidistant
bins for each of the four reconstruction methods. Error bars show the 25 and
75% quartiles of the CBCT HU values in each bin. The large discrepancies at
high HU values for patient 4 is due to improper registration of a shoulder.
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Table 6.2: Total volume error for the five patients calculated according to
(6.14).
Verr [HU]
XVI RTK(XVI) RTK(BS) RTK(All)
Pt 1 179 171 140 106
Pt 2 163 144 156 122
Pt 3 143 133 100 97
Pt 4 159 150 125 109
Pt 5 144 153 94 108
mean(std) 157(15) 150(14) 123(26) 108(9)
6.4.1 Calculation time
Monte Carlo simulations were performed on the computer cluster in less
than 2.5 hours per patient. With the simulated images available, the pro-
jection image processing and reconstruction was performed in 10 minutes
for the each patient for the RTK(All) reconstruction. Image processing
and reconstruction was performed on the laptop PC. The extended image
processing and reconstruction time could be reduced through algorithm op-
timisation as well as utilisation of a higher performance computer.
6.5 Discussion
CBCT reconstructions of five lung scans showed that CBCT image quality
can be brought much closer to CT image quality through comprehensive
artefact correction. In the present study, only postprocessing of raw pro-
jection data from our clinical database was performed. This emphasizes
that the image quality improvements are achievable in any clinic that has
stored their original projection data, without having to acquire new images
or change their acquisition protocols.
This clinically oriented study found largest improvements in image qual-
ity when all corrections were applied, with the highest importance of an ac-
curate body scatter correction method in agreement with a previous phan-
tom study on a bench top CBCT scanner [93]. Calibration plots in figure
6.3 show the RTK(All) CBCT HU values scattered closely around the CT
HU values, indicating that the remaining HU discrepancies after artefact
corrections are ascribed mainly to image noise, as well as residual mismatch
between the CBCT and rCT reconstructions after deformable registration.
It is a weakness of the calibration plot analysis that some bins have a low
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number of voxels included, and thus become very prone to image noise and
improper registration. The calibration plots must therefore be considered
in relation to the example images, where the HU accuracy can be assessed
in relation to the position in the image. The same sensitivity to image noise
and improper registration is found in the total volume errors presented in
table 6.2, which explains why what appears to be major changes in HU ac-
curacy in the example images show up as only modest changes in the root
mean square error metric.
The deformable registration itself is a potential source of bias favour-
ing the RTK(All) correction on which the deformable registration was per-
formed. We did however not observe major changes when initially inves-
tigating the registration accuracy of the different reconstructions, and the
same registration was used for all reconstructions of the same patient to
eliminate effects of small variations between individual deformable registra-
tion of the CBCT images in the comparison. Small anatomical variations
between the rCT and CBCT reconstructions were still present although
reduced through the deformable registration.
The main cost of the improved HU correspondence is an apparent in-
crease in image noise. The clinical images contains statistical Poisson noise,
and when the proposed image corrections are applied, signal is subtracted
from the clinical images. This process leads to a decreased signal to noise
ratio in the projections, resulting in decreased signal to noise in the recon-
structed images. Other studies have proposed the use of iterative recon-
structions to combat the statistical noise [94, 95], and the noise could also
be reduced by a post-reconstruction filter (e.g. median filtering).
In CBCT imaging of the lungs, cardiac and respiratory motion cause
blurring and streaking in reconstructed 3D images. These motion related
artefacts are not considered in the present study, but at the same time they
are not believed to cause major degradation of the effect of the proposed
corrections. The image lag and detector scatter corrections simply correct
for effects in the detector which are not affected by motion, while the patient
specific correction for body scatter is a spatially slowly varying function.
This means that the small changes in anatomy related to the breathing
motion will not have a major effect on the body scatter correction. The
motion itself was not considered in the presented correction methods, but
motion artefacts can be reduced through iterative reconstruction methods
[96] or motion compensated reconstruction [97]. In addition to the motion
induced artefacts, streaks arise from the undersampled CBCT acquisitions,
which do not fulfil Tuy’s data sufficiency condition due to the circular orbit
of the gantry mounted CBCT scanner [18].
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While the present study relies on Monte Carlo based body scatter cor-
rections, alternative options have been proposed in the literature. Sugges-
tions of adding an anti scatter grid to the detector [33, 98] or a stationary
or moving beam blocker close to the source [35–38] have shown promising
results, but post-processing such as the algorithmic methods proposed by
[99, 100] or MC based methods [50, 58, 75] have the advantage of being able
to retrospectively correct for body scatter in images of patients who already
completed treatment. This makes the algorithmic or MC based approaches
such as the present model more appealing for doing retrospective research
on larger patient cohorts.
The scaling factor K applied prior to reconstruction of the RTK(BS)
and RTK(All) was determined from the MC simulations of primary and
scattered radiation. The same scaling factor could potentially be measured
on the XVI system as the open field signal, but this is not a feasible op-
tion for retrospective data analysis as the acquisition protocols may have
changed. Furthermore, we have observed some variations in the output of
the x-ray source when using the same preset on the same unit, and hence
we favour the MC based estimation of K.
A different way of obtaining accurate HU in CBCT images has been
proposed by [23, 101] where the planning CT is deformably registered to
the daily CBCT. This approach has the strength of providing true HU val-
ues as long as the anatomy does not change too much, but the accuracy of
the method depends on the accuracy of the deformable image registration
which is difficult to validate. Furthermore, anatomical changes are frequent
in lung cancer patients [85], and it is not clear how the deformable image
registration handles the appearance or disappearance of atelectasis or pleu-
ral effusion. While the proposed MC based scatter correction based on the
planning CT image will also be affected by these anatomical changes, the
scattered radiation will be less sensitive to anatomical changes than the pri-
mary radiation. In the same way, small variations in patient setup between
planning CT and CBCT acquisition might have a slight detrimental effect
on the scatter correction accuracy. Although the present study does not
correct for these setup variations, the smooth variation in the scatter signal
as well as small setup corrections (≤ 1 cm) means that this is not expected
to be a major problem.
The relative effect of each of the proposed artefact correction steps was
found to be related to the individual patient rather than a common mea-
sure. The present study did not have the power to fully investigate the
image quality improvement found from all potential combinations of the
artefact corrections, which requires many more patients to provide a statis-
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tical measure of whether all corrections are required to obtain a significantly
better image quality.
It is noted that a recent upgrade of the XVI software (R5.0) contains
so-called HU-calibration which was not used in the clinical reconstructions
in the present work. This clinically available HU calibration relies on post-
reconstruction linearisation of the measured grey values as measured from
a phantom. For patient sizes the same as the calibration phantom this
method may be relatively accurate. We do however note that a change in
body scatter will cause a change in HU even after calibration, and hence
the method remains to be proven accurate for patients of different sizes.
How to best evaluate image quality remains an open question with many
answers depending on the intended use of the images studied. Phantom
studies have the strength of providing a ground truth image since the ge-
ometry and material composition of the phantom is known, but phantoms
suffer from non-realistic discontinuous density interfaces and truly homoge-
neous materials, which are never found in patients. Furthermore, clinical
CBCT imaging of lung cancer patients includes respiratory and cardiac
motion far more complex than what can be simulated by 4D phantoms.
Therefore, we believe that patient imaging can only truly be optimised on
patient images.
The main use of CBCT image is for image guidance, and it is well estab-
lished that even undersampled CBCT images can provide accurate image
registration against the planning CT image [102]. The main driver behind
the quest for improved CBCT image quality is therefore not the improve-
ment of image registration accuracy, but rather the potential extended uses
of CBCT images acquired on a daily basis. In this study, a very generic
image quality measure was chosen, namely the HU resemblance of CBCT
images to reference CT images. We believe that if CBCT images can pro-
vide proper HU values without severe artefacts, the potential routine uses of
such CBCT images include dose calculations for treatment verification, dose
accumulation, and treatment adaptation, but also the extraction of anatom-
ical biomarkers during the fractionated treatment course which might allow
a much higher degree of personalised radiotherapy than what can be offered
today.
6.6 Conclusion
A comprehensive artefact correction method for clinical CBCT images of the
chest has been demonstrated to improve CBCT-CT HU correspondence for
five lung cancer patients with CBCT images acquired for IGRT. This study
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shows the first clinical results on how sophisticated body scatter corrections
do not suffice in realising the best image quality. To realise the best HU
correspondence, all the proposed corrections must be applied in conjunction.
No patient specific optimisation of the artefact corrections was applied,
and the artefact correction methods work as retrospective processing of
the clinical projection data already available. With the improved CBCT
image quality, CBCT images might have the potential to be used for dose
calculation and accumulation, plan adaptation, and biomarker extraction
in the same way as CT images.
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Figure 6.4: Schematic overview of the Monte Carlo simulation setup for the
XVI tube. Figure not to scale.
6.A Details of Monte Carlo simulation of
the XVI source
This appendix describes the simulation setup used to simulate the XVI
source in the present work. Geometrical details are estimated from in-
formation found in the Technical Data X-ray tube housing assembly doc-
ument from Dunlee, describing the DA10 Series tube housing (available
at http://www.dunlee.com/resources/category/1/1/2/3/documents/
DA%2010%20Series%200309%20Dunlee.pdf on 18 April 2016), and the
Technical data DU 694 X-ray tube document (http://www.dunlee.com/
resources/category/1/2/5/5/images/DU%20694%201205.pdf, available
on 18 April 2016), as well as the XVI R4.5 and R5.0 instructions for use
by Elekta Ltd. Furthermore, non-destructive measurements of the x-ray
source assembly was performed. It is noted that the described simulation
geometry has only been estimated from measurements and information in
the provided sources, and validated to give simulations which are similar to
measured data. The geometry is thus not an accurate picture of the x-ray
source assembly, but rather an empirical estimate which provides simulation
results with sufficient accuracy for the intended scatter correction purpose.
While some numbers are given with high accuracy in the following descrip-
tion, this reflects only the numbers which have been used in the actual
simulation and not the accuracy with which the details are known. Most
of the geometry specifications have been calculated based on specifications
of field size etc.
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Figure 6.4 shows a schematic overview of the Monte Carlo simulation
setup when simulating the XVI source. The source was simulated as a
compiled BEAMnrc source input to egs_cbct using a photon low energy
threshold of 1 keV and an electron low energy threshold of 512 keV (total
energy).
X-ray target The x-ray target was simulated using the XTUBE compo-
nent module in BEAMnrc, with the target defined as a 5 mm thick alloy
composed of 90% tungsten and 10% rhenium by weight, giving a mass den-
sity of 19.4 g/cm3. The target alloy was mounted on a molybdenum holder.
The target angle was 17.5◦, and the z-extend of the target was estimated to
1 cm. The centreline of the x-ray target was defined as the reference plane
with z = 0.
Tube exit window The tube window was simulated using the PYRA-
MIDS component module to define the aperture of the Dunlee x-ray tube
housing. The window was positioned at an estimated z = 5.73 cm, with
a square aluminium window of 1.6 mm thickness and side length 2.64 cm.
The Al window was placed in the opening of a 3.2 mm lead block, and the
opening was focused towards the focal point of electrons on the x-ray target.
Filtration Additional filtration was simulated using the SLABS compo-
nent module placed immediately after the tube exit window at z = 6.05 cm.
The filtration was composed of 0.1 mm copper and 2 mm aluminium.
Primary collimator The primary collimator in the XVI tube assembly
was simulated using the PYRAMIDS component module. An unfocused
square aperture with an estimated side length of 3 cm was defined in a
3.2 mm thick lead block placed at z = 6.5 cm.
S20 collimator The S20 collimator cassette used in the present study was
simulated using the SLABS, PYRAMIDS, and SLABS component modules.
The S20 collimator is constructed as a lead aperture placed between two
sheets of a transparent plastic material. This plastic was simulated as
PETG (C10H8O4, density 1.27 g/cm3). The first PETG slab was placed at
z = 19.89 cm, and with an estimated thickness of 1 mm. This was followed
by the square collimator specified using the PYRAMIDS component mod-
ule, creating a 5.67 cm square opening in a 3.2 mm thick lead block. The
aperture was then followed by another PETG sheet of 1 mm thickness.
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F0 filter The F0 filter simply consists of two plastic sheets with air in
between. This was simulated using the SLABS component module with
three layers placed at z = 21 cm. The first layer was 1 mm PETG followed
by 3 cm air, and finally a 1 mm PETG layer.
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6.B Example images of patients 1, 2, 4, and
5
Axial
example
Axial
CT-CBCT
Coronal
example
Coronal
CT-CBCT
X
V
I
R
TK
(X
V
I)
R
TK
(B
S
)
R
TK
(A
ll)
rC
T
−500
0
500
−500
0
500
−500
0
500
−500
0
500
−500
0
500
−500
0
500
−500
0
500
−500
0
500
Figure 6.5: Example images for patient 1. The irregular shape of the axial
CBCT FOV is a result of the deformable image registration. The example
axial and coronal images are shown with a display range of [-250 1400], to show
contrast in the lung tissue as well as soft tissue. Difference images are shown
with a scale of [-500 500].
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Figure 6.6: Example images for patient 2. The example axial and coronal
images are shown with a display range of [-250 1400], to show contrast in the
lung tissue as well as soft tissue. Difference images are shown with a scale of
[-500 500].
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Figure 6.7: Example images for patient 4. The example axial and coronal
images are shown with a display range of [-250 1400], to show contrast in the
lung tissue as well as soft tissue. Difference images are shown with a scale of
[-500 500].
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Figure 6.8: Example images for patient 5. The example axial and coronal
images are shown with a display range of [-250 1400], to show contrast in the
lung tissue as well as soft tissue. Difference images are shown with a scale of
[-500 500].
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7.1 Abstract
Background and purpose: Cone beam CT (CBCT) based dose calcu-
lations are inhibited by limited CBCT image quality. Using retrospective
artefact corrections, this paper demonstrates that accurate dose calculations
can be performed directly on CBCT images of lung cancer patients.
Methods: 21 lung cancer patients with a re-simulation CT (rCT) image
acquired during radiotherapy were selected. Dose calculations were made
directly on clinical and artefact corrected CBCT images, copying the orig-
inal treatment plan to the rCT and CBCT images and recalculating dose.
Dose comparisons were made using gamma analysis and dose statistics.
Results: Dose distributions calculated on the artefact corrected CBCT
images had a median 2 %/2 mm gamma pass rate of 99.4% when compared
to the reference rCT. Dose calculated on the clinical CBCT images had a
median 2 %/2 mm gamma pass rate of 93.1%. Wilcoxon signed rank test
showed the pass rates different at p < 0.001. Clinical CBCT image based
dose calculations overestimate the dose, while the improved CBCT doses
are in closer agreement with the rCT doses.
Conclusions: Comprehensive artefact correction of CBCT images al-
lows accurate dose calculations to be performed directly on CBCT images of
lung cancer patients. This allows CBCT images to be treated as CT images,
and hence be easily integrated in a CT-based radiotherapy department.
Keywords: Image guided radiotherapy, Adaptive radiotherapy, Dose of
the day, Cone Beam CT
7.2 Introduction
Over the last decade, research in Cone Beam CT (CBCT) based adaptive
radiotherapy (ART) has seen a growing interest. Different uses of the three
dimensional anatomical information obtained through CBCT based image
guided radiotherapy (IGRT) have been investigated, such as CBCT based
dose calculations [23–27] and tumour and normal tissue response during
fractionated radiotherapy [86–89].
The one common factor which inhibits the clinical realisation of CBCT
based ART is the image quality of CBCT images. A multitude of arte-
facts and lack of proper Hounsfield Unit (HU) calibration means that the
standard tools developed in radiotherapy for use with fan beam CT images
cannot be transferred directly to CBCT images. Several papers have been
published demonstrating how artefact corrections or alternative HU to elec-
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tron density tables can compensate for the limited CBCT image quality and
allow dose calculations to be performed either directly on the CBCT images
[24, 25, 27, 103] or on CT images adapted to correspond to the anatomy as
seen on the daily CBCT scan [23].
This paper demonstrates that comprehensive artefact corrections in
CBCT images of the thorax allows unprecedented accurate dose calcula-
tions to be performed based on the CBCT images in the standard clinical
CT-based workflow. A single additional image processing step is required
to convert clinical CBCT images of the chest to CBCT images suitable for
high accuracy dose calculations made in the normal workflow of a treat-
ment planning system. Through comparison of CT and CBCT based dose
calculations, it is validated that the artefact corrected CBCT images pro-
vide dose calculations similar to CT images, and hence have the dosimetric
potential to be used for CBCT based ART in routine clinical practice.
7.3 Methods
21 lung cancer patients treated for non-small cell lung cancer (NSCLC)
with 66 Gy in 33 fractions at Odense University Hospital between January
2013 and December 2015 were included in the present study. Based on
clinical indications, all patients had a re-simulation CT (rCT) acquired
during treatment.
For each patient, a CBCT scan was acquired for IGRT on the day of
rCT imaging, using our standard clinical protocol for fast 4D CBCT acqui-
sition on Elekta Synergy or Versa HD accelerators equipped with XVI R4.5
or R5.0 (Elekta AB, Stockholm, Sweden). Approximately 750 projection
images spanning an arc of 220 degrees were acquired over 2 minutes scan
time, using the S20 collimator and F0 filter cassettes.
7.3.1 Image processing
To allow dose calculations on the CBCT images, each clinical CBCT image
was reconstructed to an average 3D CBCT using the XVI software. This
reconstruction is referred to as the clinical CBCT. Additionally, an artefact
corrected CBCT image was reconstructed using our previously developed
framework [3]. This corrected reconstruction is based on extraction of the
clinical CBCT projection images, which are then corrected for image lag,
detector scatter, patient body scatter and beam hardening, as well as re-
scaling of the pixel values prior to average 3D reconstruction. The image
corrections require only the original CBCT projection images as well as the
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Figure 7.1: Two CBCT images were prepared for dose calculation for each
patient. The clinical CBCT projection images were subject to extensive image
corrections before being reconstructed to produce the improved CBCT. The
clinical and improved CBCT images were then deformably registered to the re-
simulation CT (rCT) acquired on the same day as the CBCT image projections.
To compensate for the truncated field of view of the CBCT images, the missing
anatomy in the deformed CBCT images was added from the rCT image to
produce the cCBCT (clinical) and iCBCT (improved) images ready for dose
calculation.
initial planning CT to be performed. CBCT reconstructions of these im-
proved CBCT images were made using the filtered backprojection algorithm
implemented in the Reconstruction Toolkit [22].
To minimise the small residual anatomical differences between the CBCT
and rCT images acquired on the same day (respiratory motion, baseline
shifts, different positioning on the couch etc.), the CBCT images were de-
formably registered against the rCT image using elastix [92]. With the
CBCT images acquired in the small field of view on the XVI system, the
CBCT images suffered from truncation of the anatomy. To allow dose cal-
culations to be performed, the missing anatomy in the CBCT images was
padded from the rCT, to which the CBCT images had already been de-
formably registered. This last step is referred to as embedding in the rCT
image, and the full process is shown in Figure 7.1. The resulting CBCT
images are referred to as cCBCT (clinical CBCT) and iCBCT (improved
CBCT).
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7.3.2 Dose calculations
The original treatment plan (single or dual arc VMAT, planned on the
mid-ventilation phase of a 4D CT) was copied to the rCT, iCBCT and
cCBCT image sets, and dose was calculated on all three image sets using the
collapsed cone algorithm in Pinnacle with a 3×3×3 mm3 dose grid. No plan
optimisation was performed in this recalculation study; only the isocenter,
beams, and monitor units were transferred from the original dose plan. The
rCT and CBCT images were handled in exactly the same way during dose
calculation, using our standard CT to electron density conversion curve for
dose calculation on the rCT and CBCT images.
7.3.3 Evaluation of calculated doses
The calculated dose distributions were compared using 3D gamma analysis
[104–106] at the 2 %/2 mm and 1 %/1 mm level. The rCT based dose was
used as reference, while the cCBCT and iCBCT doses were used as evalu-
ated doses. Dose matrices were resampled to a finer grid size to allow the
strict distance to agreement criteria to be evaluated. A low dose threshold
of 10% of the prescription dose was applied for the gamma calculations,
and the dose difference criterion was calculated using the prescribed dose
of 66 Gy. Gamma values were only calculated within the volume where
HU values originated from the CBCT images, and gamma pass rates (per-
centage of gamma values below 1) were used to assess the dose calculation
accuracy of the CBCT images.
To evaluate potential anatomical dependencies of the CBCT based dose
calculation accuracy, gamma pass rates were further calculated within the
delineated PTV, lungs, heart, spinal cord, and oesophagus. Organs were
delineated on the rCT, and due to the deformable image registration of the
cCBCT and iCBCT images, the structures were directly transferable to the
CBCT image sets.
Dose volume histograms (DVHs) were produced to relate the gamma
pass rates to a clinically relevant measure. To simplify the comparison
of dose volume metrics, dose statistics of target coverage and organs at
risk dose volumes were calculated and compared between the rCT and the
CBCT based doses. Dose statistics were chosen according to the constraints
used for treatment planning of NSCLC in our clinic.
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7.3.4 Statistical analysis
To assess the difference between gamma pass rates for doses calculated on
the cCBCT and iCBCT images, statistical analysis was performed using
the Wilcoxon signed rank test. Statistical analyses were made in Matlab
R2014a (The Mathworks Inc, Natick, MA, USA).
7.4 Results
An illustrative example of the calculated dose distributions, dose differences
and gamma values is shown in Figure 7.2. The cCBCT based dose is too
high compared to the reference dose calculated on the rCT image, which is
the general trend observed for the cCBCT based dose calculations in this
study. The iCBCT based dose distribution is much closer to the reference
dose, which is also reflected in the gamma values being lower for the iCBCT
based dose compared to the cCBCT based dose.
The median gamma pass rates at the 2 %/2 mm level in the entire CBCT
volume was 93.1% for the cCBCT based doses and 99.4% for the iCBCT
based doses. The mean of the actual mean gamma value for the 21 patients
at 2 %/2 mm was 0.39± 0.04 (mean ± standard error) for the cCBCT based
doses, and 0.21± 0.01 for the iCBCT based doses. At 1 %/1 mm, the me-
dian pass rates were 79.9% and 94.8% for the cCBCT and iCBCT based
doses. The mean of the mean gamma values for all patients was 0.79± 0.07
and 0.39± 0.03 for the cCBCT and iCBCT based doses. Wilcoxon signed
rank statistics showed the median gamma pass rates different at p < 0.001
at both the 2 %/2 mm and 1 %/1 mm level. Figure 7.3 and Table 7.1 show
the gamma pass rates for the entire CBCT volume, as well as for individual
organs. It is evident that the image quality improvements applied to the
iCBCT images cause an increase in median gamma pass rate for all organs
at both the 2 %/2 mm and 1 %/1 mm level, as well as a reduction in the
interquartile range.
Figure 7.4 shows a DVH calculated for the same patient as shown in
Figure 7.2. As with the dose visualisation, the DVH plot shows that the
cCBCT image results in too high doses being calculated. The iCBCT based
dose distribution provides DVH curves closer to the rCT based dose dis-
tribution, but still with slightly elevated dose levels at high doses. This
illustrative case was selected as one of the patients with the largest CBCT
to CT DVH differences found in the studied population. To couple the
observed differences in gamma pass rates to a clinically relevant measure,
dose statistics as used in our clinic during treatment planning are reported
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Figure 7.2: Illustrative example dose distribution as calculated on the rCT
(a), cCBCT (b), and iCBCT (c) image sets. Dose difference in the example
slice is show in (d) (cCBCT-rCT) and (e) (iCBCT-rCT), while (f)-(g) show
the 2%/2mm gamma values for the cCBCT and iCBCT dose distributions
calculated using the rCT dose as reference dose.
in Figure 7.5. In general, both sets of CBCT based dose calculations pro-
vide dose statistics close to the CT based doses, but from the box plots
it is evident that both accuracy and precision is improved when using the
iCBCT images for dose calculation compared to using the cCBCT images.
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Figure 7.3: Box plots of 2%/2mm (top) and 1%/1mm (bottom) gamma pass
rates for the entire CBCT field of view as well as for individual structures as
delineated on the rCT images. Wilcoxon signed rank tests indicate statistically
significant different median values at p ≤ 0.01 for all plots, except oesophagus
where the 1%/1mm gamma pass rates are different at p = 0.03. Whiskers
indicate the most extreme value within 1.5 times the interquartile range from
the 25th and 75th percentiles.
7.5 Discussion
A median 2 %/2 mm gamma pass rate of 99.4% for dose calculated directly
on CBCT images of lung cancer patients compared to dose calculated on
a CT image holds promise of an accurate way to determine the delivered
rather than the planned dose to targets and organs at risk. For lung cancer
patients with tumours that move both inter- and intrafractionally, it is of
great interest to be able to do easy and accurate dose calculations to deter-
mine whether shifts in tumour position and/or patient anatomy in general
has dosimetric effects on the prescribed treatment plan. While this can be
done using repeat CT imaging, the reduced workload of being able to use
CBCT images for dose calculation implies that systematic dose tracking for
all patients is more readily achievable. Furthermore, the proposed method-
ology allows retrospective analysis of the dose delivered to patients who
have already completed treatment since the iCBCT image is reconstructed
from the existing clinical projection images.
The present study shows that comprehensive artefact corrections in
chest CBCT allows for accurate dose calculations to be performed directly
on the CBCT images. Deformable registration between CT and CBCT
images acquired on the same day was used to emphasize the accuracy of
dose calculations based on the artefact corrected CBCT images. While the
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Figure 7.4: Dose-volume histograms for an example patient. Solid line is dose
calculated on the rCT image, long dashed line is dose calculated on the cCBCT
image, and short dashed line is dose calculated on the iCBCT image.
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Figure 7.5: Box plots of dose statistics for the cCBCT and iCBCT based
dose calculations. Dose statistics are calculated as the difference between the
CBCT and rCT based doses, and comparisons are made within the part of the
delineated structure that is within the CBCT field of view.
present study is limited in the comparison of CT and CBCT images ac-
quired on the same day, it validates the dose calculation accuracy required
for a subsequent clinical study of the implementation of CBCT-only guided
ART and plan reoptimisation based on the artefact corrected images. Fur-
ther studies are also needed to assess how the adding of missing anatomy
from the planning CT image rather than the rCT image affects the calcu-
lated dose-volume histograms and gamma comparisons between CBCT and
CT based dose calculations. However, most often only small segments of
the VMAT treatment pass through anatomy not contained in the CBCT
FOV, and hence we expect only small changes to arise from using the plan-
ning CT for embedding. Extensions of the proposed methodology to other
anatomical sites should be straight forward, since the chest region is recog-
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nised as the most difficult anatomical site for accuracte dose calculation
[83, 107].
Using artefact corrected CBCT images for dose calculation has the ap-
peal that all existing clinical workflows need not change to accommodate the
iCBCT images, which makes for an easy integration into any clinic regard-
less of treatment planning system etc. Furthermore, no CBCT- or patient
specific HU to electron density conversion curve is required, as the standard
CT conversion is used. Previous studies have suggested using deformable
registration of the planning CT image to CBCT images to create a HU-
accurate image of the daily anatomy for dose calculation [23, 100], but it
remains unclear how this methodology handles larger anatomical changes as
well as changes in lung density observed during the course of treatment [87].
Using the artefact corrected CBCT images directly ensures the most accu-
rate image of the daily anatomy. The present study reports higher gamma
pass rates and smaller dose differences between the iCBCT based dose and
the reference rCT based dose than what has been reported previously in
CBCT recalculation studies of lung cancer patients [25, 81, 82, 108].
This study demonstrates that the image quality of CBCT images can
be recovered to allow highly accurate CBCT based dose calculations. Dose
of the day calculations as well as dose accumulation studies are now within
reach in a clinical environment. The main limiting factor in realising routine
dose accumulation for all treated lung cancer patients is the delineation
of target and organs at risk on the daily CBCT images. A combination
of the present study and accurate auto-segmentation algorithms could be
a promising way towards a low-cost high-accuracy method providing an
accurate picture of what dose we deliver to every lung cancer patient treated
with radiotherapy.
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Chapter 8
Discussion and Perspectives
The preceding parts of the thesis have focused on presenting the published
articles with an extended introduction to set the context in which the publi-
cations were written. In this chapter, some of the discussion points that did
not make it into the manuscripts are provided. Furthermore, some general
thoughts on the potential impact of the present work are provided.
8.1 Optimisation of the Monte Carlo based
scatter correction
In an ideal world, the MC calculations behind the proposed scatter and
beam hardening corrections should be validated against measured data to
ensure the accuracy of the simulation setup. The present work did however
not find this validation feasible due to the effects of image lag and detector
scatter, making it impossible to obtain accurate measurements of the pri-
mary and scattered photons from phantom measurements. Although the
use of empirical corrections for both phenomena is proposed, these methods
are not able to fully correct for the two effects. Therefore, the residual ef-
fects of lag and detector scatter could be driving an optimisation of the MC
parameters and geometry away from the true optimal solution. The solu-
tion in the present work was to create an MC model as geometrically similar
to the clinical XVI system as possible, and use this to predict scattered ra-
diation in the clinical CBCT projection images. Parameter optimisation
was then performed to achieve the closest match between CT and CBCT
HU values in patient images as presented in Publication III (Chapter 6).
Another interesting issue in the optimisation of an MC model to predict
scattered photons in CBCT imaging is the question of whether to opti-
mise the model to phantom measurements or patient imaging. In the ideal
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world, the optimisation of model parameters to phantoms would automati-
cally warrant an optimal model for patient imaging. However, in the present
clinical imaging setting, influenced by detector lag, scatter, and source in-
stabilities, this was not the case. To the best knowledge of the author, only
very few of the published MC scatter correction models which demonstrate
improved image quality on phantom studies have been used subsequently
for studies of clinical CBCT imaging of more than one patient [82, 103].
This indicates that there may be a discrepancy between the phantom opti-
mal corrections and the patient optimal corrections, which is why this work
focused on patient imaging and the optimisation hereof.
When an MC model is established, the time required to perform the MC
calculation is highly dependent on the desired accuracy of the simulation
results, both in terms of statistical uncertainty and the desired spatial res-
olution. This work presents the results of high resolution simulations using
the full detector resolution of 0.8× 0.8 mm2 pixels, with projection images
simulated at 2.5◦ interval. It would have been very instructive to investigate
the scatter correction accuracy if the resolution is decreased, which would
facilitate faster MC calculations. However, since the MC calculations could
be performed in a time frame not prohibitive of a full implementation in
our clinic, this quest for the shortest possible simulation time was not pur-
sued. Very fast MC corrections have been proposed by other authors who
use iterative scatter correction schemes to determine when the MC scatter
calculation has reached the required accuracy, and simulation times down
to two minutes or less have been reported for phantom and patient imaging
[42, 43, 75].
The accuracy of creating a patient model from the planning CT scan
which is then used to predict scatter in CBCT imaging by the end of a 7
week long treatment course may be questioned. For pelvic CBCT imaging,
the issue was addressed by Xu et al., who found the planning CT sufficient
although some minor differences in reconstructed CBCT image quality were
observed when comparing the planning CT based scatter estimation with
an estimation made from a CT scan acquired on the same day as the CBCT
scan [50]. In the present work, a stringent study of this effect for lung cancer
patients was not performed. However, patients who had sufficient anatom-
ical changes to require a re-simulation CT to be acquired were selected for
the evaluation of CBCT image quality. The MC based scatter correction
used the planning CT to create the patient model, and with the achieved
image quality and dose calculation accuracy demonstrated in Publication
III and IV, it is believed that the method is robust against most anatomi-
cal changes which may occur during the treatment course when the CBCT
images are to be used for dose calculation.
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8.2 Alternative methods for artefact
corrections
While the present work uses MC based corrections for patient scatter and
beam hardening, there are other methods to reduce the presence of scat-
tered photons in CBCT imaging. Hardware based approaches include the
use of an anti-scatter grid on the detector, which prevents most of the scat-
tered photons from reaching the detector [33, 34, 98]. A beam blocker can
also be mounted on the x-ray source side of the patient, and the signal
in the blocked parts of the projection images is then used to estimate the
scattered radiation [35, 37]. To prevent the loss of anatomical information
behind the beam blocker, the blocker can be designed to move continuously
during image acquisition [36, 38]. These hardware based approaches must
be accompanied by additional software corrections, but since the signal from
scattered photons is either simplified (as in the case of the anti-scatter grid)
or estimated directly from the projection images (in the case of the beam
blocker), the additional software corrections are conceptually simpler than
the MC based scatter correction.
In addition to the hardware based scatter estimation or reduction tech-
niques, there are algorithmic methods to estimate and correct for scatter
in CBCT imaging. One of these propose an empirical correction for the
cupping artefact which arises from the combination of body scatter and
beam hardening [109], while other methods are focused only on the scatter
estimation [99, 100]. The overall advantage of software based corrections,
either algorithmic or MC based, is the ability to retrospectively correct for
the body scatter which was detected at the time when the CBCT scan was
acquired. The hardware based solutions are only able to reduce scatter in
CBCT images acquired from the time of installation, and since the Elekta
XVI system does not have an anti-scatter grid or beam blocker mounted, the
software corrections are the only feasible solutions for retrospective scatter
correction of CBCT images acquired on the XVI system.
While there are other implementations of the corrections for image lag
and detector scatter than the ones presented in this work, they are all
conceptually similar. To fundamentally change the lag and internal scatter
properties of the flat panel detectors used in CBCT imaging, one would need
to redesign the FPI. Again, this solution may indeed be very appealing, but
for retrospective image analysis, a software based method is the only feasible
option.
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8.3 CBCT based dose calculation
In Publication IV, dose was recalculated on CBCT images of 21 patients
who all had a re-simulation CT scan performed during their treatment
course. All these re-simulation scans were acquired based on clinical in-
dications, but for two patients the re-simulation did not result in a re-
optimisation of the treatment plan. One could thus argue that these re-
simulation CTs were acquired unnecessarily, causing undesired discomfort
and radiation exposure for the patient, and an increased workload for the
staff of the radiotherapy department. Figure 8.1 shows the dose distribu-
tion for one of these two patients rescanned without replanning, as calcu-
lated on the original planning CT, the re-simulation CT and an improved
CBCT acquired on the same day as the re-simulation CT. Visually, the
dose distributions calculated on all three image sets are very similar, even
though the patient was re-scanned due to declining atelectasis 25 days af-
ter the initial planning CT was acquired. This one example indicates that
the proposed artefact corrections could provide CBCT images suitable for
evaluating whether a patient requires an adaptive treatment plan to ensure
target coverage. It is however emphasised that such clinical decisions should
not be made until the performance of the proposed methods has been in-
vestigated in a study designed to test if the improved CBCT images and
corresponding dose calculations are suitable for clinical decision making.
8.3.1 Methods for accurate CBCT based dose
calculation
In addition to the proposed methodology where extensive artefact correc-
tions allow accurate dose calculation to be performed directly on CBCT
images of lung cancer patients, there are at least three alternative options
which allow dose calculation on CBCT images.
The first option is to use a specific calibration of the CBCT grey value
to electron density for dose calculation. Such calibrations can be made
specific to the CBCT scanner, to the patient anatomical site, or even to
the individual patient [25, 27, 81]. Dose calculation accuracy can be high,
especially when the imaged anatomy is relatively small and similar between
patients (as in the case of head and neck cancer patients).
In relation to the CBCT specific grey value to electron density calibra-
tions, it is worth noting that there is a fundamental difference in the imple-
mentation of the CBCT scanner on a linac depending on the manufacturer.
While the Elekta XVI system scans the patient in the treatment isocen-
tric position, the Varian On-Board Imager (OBI) system (Varian Medical
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Figure 8.1: Example dose distributions for a patient who was rescanned with-
out the creation of a re-optimised treatment plan. The top figure shows the
planning CT with the original optimised treatment plan (scan acquired on day
0). The middle panel shows this same treatment plan with the resulting dose
distribution calculated on a CBCT image with the proposed artefact corrections
of this work on day 25. The missing anatomy was copied from the planning CT,
and hence the hybrid image is constructed from clinically available data on the
day of treatment. The bottom panel shows the same original treatment plan re-
calculated on a re-simulation CT scan acquired on day 25. The light blue mesh
shows the planning target volume, while the red mesh shows the gross tumour
volume. Isodoses are shown as lines, and the prescription dose was 66Gy. The
CBCT based dose calculation shows similar PTV coverage at the 62.7Gy (95%)
level as the re-simulation CT.
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Systems, Inc., Palo Alto, Ca, USA) acquires a CBCT scan with the treat-
ment couch positioned such that the center of the patient is in the scanning
isocenter. This means that the Varian OBI system has a higher similarity
of the patient anatomy during imaging, but on the other hand this system
requires larger couch shifts to move the patient from the imaging position to
the treatment position. The Elekta XVI system acquires CBCT images of
the patient in the assumed treatment position, which means that a CBCT
scan of a patient with a lateral lung tumour may be CBCT scanned with
the patient positioned laterally. This increases variability in the imaged
anatomy, and therefore also variation in the distribution of scattered pho-
tons in the CBCT images. On the other hand, the isocentric scanning on
the XVI system requires only small couch shifts (typically ≤ 1 cm) from
imaging position to verified treatment position. This difference in scanning
setup means that image quality and dose calculation accuracy studies of
CBCT images acquired on the two systems can be very hard to compare.
The second option for achieving CBCT based dose calculation is to do
bulk density override in the CBCT scans. This means that the CBCT
image quality is less important, as the CBCT image itself only serves to
segment the volumes which to assign a given electron density [25, 82]. The
shortcoming of this method is that the density variation within a tissue is
usually neglected, and hence the dose calculation accuracy may suffer. This
is particularly pronounced in the lungs, where the physical (and hence also
the electron) density in lung tissue varies.
Finally, it has been proposed that the planning CT could be deformably
registered to the daily CBCT images acquired for IGRT to provide a proper
electron density calibration while taking the daily anatomical changes into
account [23, 28]. This approach relies heavily on the quality of the de-
formable registration, which is at best very difficult to ensure. Furthermore,
the question remains on how this approach handles the sudden appearance
or disappearance of atelectasis or pleural effusion in the lungs, where large
anatomical changes may occur from one day to another.
8.3.2 Dose calculation accuracy in the lungs
Regardless of the method chosen to prepare a CBCT image for dose calcula-
tion, one should be aware of the intrinsic limitations in the accuracy of the
dose calculation performed by the treatment planning system in the inter-
faces between lung tissue and soft or bony tissue [107]. Steep dose gradients
are found around the tumour, which means that a small geometric differ-
ence may cause a relatively large dose deviation. This challenge around the
lung to tissue interfaces was indeed observed in Publication IV, where the
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lowest gamma pass rates were observed in the PTV regions (see Figure 7.3,
p. 99), which all include some lung to soft tissue (tumour) interface. Fur-
thermore, the absolute accuracy of the commonly used collapsed cone dose
calculation engines is somewhat limited in the tissue interfaces, and hence
a ground truth dose calculation may be difficult to obtain without using
accurate MC based dose calculation or Bolzmann equation solvers [110].
8.3.3 Proton dose calculation
Proton therapy takes advantage of the finite range of charged particles in
matter, which is exploited to provide near-zero exit dose from a proton
beam. The proton energy must be selected carefully to ensure that the
highest dose delivered in the so-called Bragg peak coincides with the tu-
mour, and if a patient has large anatomical changes between fractions, this
coincidence may be compromised. Therefore, a CBCT based proton dose
calculation would be very useful for treatment verification. Park et al.
demonstrated that scatter corrected CBCT images are feasible for CBCT
based proton dose calculations [111]. Another group proposed the use of
CT to CBCT deformable registration to calculate proton dose of the day
[28], and while this ensures the proper stopping power ratios required for
proton dose calculation, it suffers the same limitations as photon dose of the
day calculation based on CT to CBCT deformable registration. A similar
study was published recently on carbon ion dose of the day based on CT
to CBCT deformable registration [112]. For hadron therapy in general, the
application of artefact corrected CBCT images rather than deformable reg-
istration for dose calculation should be relatively straightforward if artefact
corrections such as the ones proposed in this thesis are implemented on the
CBCT system provided with the treatment unit.
8.4 Potential for clinical implementation
If the present work is to benefit the most patients, it is paramount that
the ideas are integrated into a commercially available CBCT solution. The
artefact correction methods developed in the present work are all post-
acquisition corrections that are employed after the projection images are
acquired. Hence, no hardware modification is required for the proposed
methods to be used.
The main limiting factor in the clinical integration of the proposed meth-
ods into the online workflow is an increase in computation time from ac-
quisition to the reconstruction is complete and the clinical workflow may
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continue. This could be overcome by algorithm optimisation and the use
of powerful hardware or a GPU implementation of the proposed methods.
With the time consuming MC calculations being performed prior to CBCT
acquisition, it should be possible to reduce the extra time required to apply
the artefact corrections to a few minutes or less. Whether this is an ac-
ceptable waiting time depends on the intended use of the artefact corrected
images. If one needs to verify the planned dose prior to treatment delivery
due to steep dose gradients near critical organs, this may be acceptable.
However, for routine IGRT positioning, the fast workflow may be preferred.
Therefore, this author proposes a two option implementation to a clinical
product: One option for fast IGRT, reconstructing the raw projection im-
ages, and another option for high quality imaging which takes a bit longer,
but provides HU recovered CBCT images. These two reconstructions could
in principle be calculated in parallel, such that if the routine IGRT proce-
dure reveals a potential dose deviation, the high quality image is already
being reconstructed and can be used to more clearly visualise soft tissues
and to calculate dose prior to treatment if needed (this would further re-
quire a fast dose calculation engine installed on the CBCT system, which
is not common practice).
8.4.1 Relevance of the different corrections
The main driver behind this thesis has been the quest for improved im-
age quality in clinical CBCT imaging of lung cancer patients. A set of
artefact corrections has been developed and demonstrated to increase the
CT-likeness of the CBCT images, and to provide CBCT images suitable
for accurate dose calculation. One could ask the very relevant question of
whether this entire effort is required for optimisation of IGRT procedures,
and the answer to this question remains highly dependent on the patient
and the particular application one has in mind. The patient specific na-
ture of the body scatter and beam hardening phenomena indicates that the
importance of each individual correction will be patient specific as well. If
this is indeed true, there is a need to include all corrections in order to
provide the best image quality possible for all patients. For accurate dose
calculation, it may however be possible to find a smaller or simpler set of
artefact corrections which still provides high accuracy dose calculation. For
other applications such as target and normal tissue delineation, the present
corrections do not suffice in providing the soft tissue contrast required for
this task. The proposed metric for optimising image quality may not be
the best if the artefact corrected CBCT images are to be used for target
and normal tissue delineation. In such case, the so-called Visual Grading
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Characteristic method may be advantageous, since it incorporates the vi-
sual appearance of an image as perceived by the clinician who would be
responsible for the delineation [113, 114]. The disadvantage of this metric
is that it is very labour intensive to evaluate, and hence not suitable in an
optimisation process where many iterations may be needed to arrive at an
optimal image quality.
8.4.2 Extension to other anatomical regions
In the present work, focus was on CBCT imaging of the chest in relation to
treatment of lung cancer patients. While the developed artefact correction
methods were not tested for CBCT imaging of other patient groups, there
is no reason to believe that the developed methods should not be suitable
for correction of CBCT images of other anatomical sites as well.
The image lag and detector scatter corrections are corrections for non-
ideal processes in the detector, and hence not dependent on the patient
geometry at all. These two corrections should thus be applicable for all
CBCT images acquired on CBCT systems identical to the systems on which
the calibration parameters were acquired.
The body scatter and beam hardening corrections are patient specific,
and for these corrections to be applicable to other patient groups, addi-
tional collimation and filtration must be added to the MC model. This is
a straightforward task, which was omitted in the present work due to time
constraints and a focus on lung cancer patients which are regarded as the
most difficult in terms of accurate dose calculation.
Correction for the truncated field of view is based on a single parameter
input to the RTK reconstruction algorithm, and it should be verified that
the parameter used for lung imaging is suitable for other anatomical sites
as well. It should further be noted that the ideal parameter for truncation
correction could be patient specific, due to the variation in patient size
and isocenter placement. This was however not investigated in the present
work. An alternative truncation correction method would be to utilise the
planning CT image to create synthetic extensions of the CBCT projection
images to include the entire patient contour. The use of suitable iterative
reconstruction methods is another way to eliminate the truncation artefact,
as the repeated forward- and backprojection operations with an extended
FOV can remove the excessive high density truncation artefact from the
scan FOV.
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8.5 Alternative applications of artefact
corrected CBCT images
While the present thesis focuses on the usability of CBCT images for dose re-
calculation, there are other areas in which the HU recovered CBCT images
may be beneficial. Some require that the artefact corrected CBCT images
are shown feasible for target and normal tissue delineation. The use of
the improved CBCT images for delineations was not studied in the present
work, but needs to be validated before being adopted in a clinical setting.
In stereotactic radiotherapy, tumour delineation has been shown to be
more variable in CBCT images compared to CT [115]. Stereotactic ra-
diotherapy is commonly prescribed to small solitary lung tumours, and
therefore the delineation difficulties are expected to be more severe for lung
cancers with lymph node involvement or infiltrative tumours, as well as for
low contrast avoidance structures. The proposed artefact correction meth-
ods may help reduce the variability in CBCT based delineations, but this
should be studied explicitly prior to clinical implementation.
8.5.1 Urgent radiotherapy treatment planning
Standard radiotherapy treatment planning is based on a planning CT scan,
but for urgent treatments it has been proposed that CBCT imaging may
be used for treatment planning [116, 117]. This implies that the patient
only needs to go to one location, namely the linac, where a CBCT scan
is acquired. This scan is exported to a treatment planning system, where
a fast (potentially automated) delineation of target and normal tissues is
performed prior to the setup of a few beams and subsequent dose calcula-
tion and optimisation. Here, it is worth noting that for urgent treatment,
one may be satisfied with a lower accuracy in delineation and dose cal-
culation accuracy, as long as the treatment planning process is fast and
treatment delivery can commence urgently. Ford et al. demonstrated that
such a process can be completed in about 30 min per patient in their clinical
implementation [116].
While the present work presents CBCT scans suitable for dose calcu-
lation, it should be noted that the MC based scatter and beam hardening
corrections rely on the planning CT image. Therefore, the proposed meth-
ods are not applicable in urgent CBCT based treatment planning as such.
However, other authors have proposed MC based scatter correction where
the CBCT image itself is used iteratively for scatter correction [42]. Such a
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method could indeed be of value in urgent CBCT based treatment planning,
provided that the implementation is fast.
8.5.2 Improved extraction of radiomic features
With the increasing use of daily CBCT guidance in IGRT, the interest in
using these frequent images to extract radiomic features to predict treat-
ment outcome or toxicity has increased. Studies have shown a correlation
between density changes observed early in the treatment course and after
the completion of treatment, which may be an indication of clinical toxicity
such as radiation pneumonitis or pulmonary fibrosis [87, 88]. Furthermore,
a possible predictive factor of the tumour growth or regression during frac-
tionated radiotherapy has been studied [86, 89]. Fave et al. investigated
whether CT based radiomic features can be reproduced in CBCT imaging,
and found that the reduced image quality in CBCT compared to CT imag-
ing limits the reliability of the radiomic features compared to CT imaging
[118]. It would indeed be interesting to redo such a study with the CBCT
artefact corrections proposed in this work, to investigate the potential im-
provement of radiomic feature extraction in CBCT imaging as the image
quality is improved.
8.5.3 Adaptive replanning
The present thesis has demonstrated that accurate CBCT based dose cal-
culation for lung cancer patients can be performed if the proposed artefact
correction methods are applied. With accurate dose calculation available,
the next intriguing step would be to utilize this for CBCT based adaptive
replanning where the need for a re-simulation CT scan is eliminated, result-
ing in a faster and more efficient workflow and less patient inconvenience.
However, it must be emphasized that accurate dose calculation is not the
only requirement for safe adaptive replanning.
If CBCT based plan re-optimisation is to be safely implemented, it is
critical that the target and avoidance structures can be delineated accu-
rately, and the present study did not investigate whether the artefact cor-
rected CBCT images are suitable for delineations. Furthermore, it should
be validated that treatment plan optimisation on the improved CBCT im-
ages does indeed provide plans of similar quality as the CT optimised plans
which were recalculated in the present study. While it seems plausible that
a similar dose calculation should allow the treatment planning system to
converge to the same optimal solution when provided with either image set,
it should be demonstrated that this is indeed the case.

Chapter 9
Conclusion
During the present thesis work, an MC model was successfully established
to estimate patient specific scattered radiation in clinical CBCT imaging.
The model uses the planning CT to estimate scattered radiation which
will be present in subsequent CBCT imaging, and through optimisation of
variance reduction techniques in the egs_cbct code used to perform the
MC simulations, scatter estimation was possible in no more than 2 hours
per patient. This timeframe is considered sufficient for a full scale clinical
implementation, since the MC simulations can be performed prior to CBCT
imaging for IGRT, and the MC simulations need only to be performed once
per patient.
While the most severe CBCT artefacts arise from scattered radiation,
the present work showed that additional artefact corrections had to be in-
cluded to provide CT-like CBCT images of lung cancer patients. In addition
to the MC based scatter correction, model based corrections for image lag
and detector scatter were developed and implemented. Furthermore, an
MC based correction for beam hardening was developed, and an empirical
correction for the potential truncated field of view of the CBCT scans was
employed in the Reconstruction Toolkit used for CBCT reconstructions.
This comprehensive artefact correction scheme resulted in CBCT images of
lung cancer patients which are similar to CT images acquired on the same
day as the CBCT images, although with more image noise found in the
CBCT images compared to the CT images.
With CT-like CBCT images obtained through the developed artefact
correction methods, the feasibility of using these images for dose calcula-
tion was demonstrated. Using CBCT images of 21 lung cancer patients
who had a re-simulation CT image acquired during their IGRT treatment
course, it was shown that dose calculation could be performed with very
high gamma pass rates at the 2%/2 mm (99.4%) and 1%/1 mm (94.8%)
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levels using the re-simulation CT as the gold standard for dose calculation.
The dose calculation accuracy as measured by the gamma indices was found
significantly higher than when using the standard clinical CBCT images, as
determined through the Wilcoxon signed rank test. Remaining inaccura-
cies in the dose calculation on artefact corrected CBCT images were found
mainly in the PTV region of the images, where the steep gradient between
lung tissue and a solid tumour is a challenge not only in the image data
itself, but also in the inherent accuracy of the dose calculation algorithm.
The demonstration of accurate CBCT based dose calculation provides
an important validation step towards the clinical use of CBCT based dose
calculation either as a decision support tool or for direct treatment plan
adaptation and optimisation in radiotherapy treatment of lung cancer. In
a prospective clinical workflow the ground truth CT image from the same
day will not be available, and the performance of dose calculation based on
the proposed artefact corrected images in this setting should be validated
in a separate study with focus on the clinical use. Nevertheless, the high
accuracy dose calculation demonstrated in the present work indicates that
CBCT based dose calculation could become a valuable aid in ensuring opti-
mal personalised treatment for lung cancer patients receiving image guided
radiotherapy.
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ART Adaptive Radiation Therapy
CBCT Cone Beam Computed Tomography
cCBCT Clinical CBCT
CT Computed Tomography
DIR Deformable Image Registration
DVH Dose Volume Histogram
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FD Forced Detection
FOV Field of View
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MRI Magnetic Resonance Imaging
MV Megavoltage
NSCLC Non-Small Cell Lung Cancer
OBI On-Board Imager
PDIS Position Dependent Importance Sampling
PTV Planning Target Volume
rCT Re-simulation CT
RDIS Region Dependent Importance Sampling
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RTK Reconstruction Toolkit
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