Abstract -Short-term electricity price forecasting has now become crucial in deregulated electricity markets, as it forms the basis for maximising the profits of the market participants. In this paper, a hybrid forecasting model that combines a Fuzzy-C-Means clustering technique with a Support Vector Machine (SVM) algorithm is proposed to forecast the half-hour electricity prices in UK electricity markets. In order to demonstrate the predictive ability of the proposed model, Artificial Neural Networks and SVM models are also presented and compared with the hybrid model based on the same training and testing data sets. The publicly available data was obtained from APX Power UK for the year 2007. Two case studies are presented with forecasts from the three predictors. Mean Absolute Percentage Error is used to analyze the forecasting errors of different models and the results presented clearly show that the proposed hybrid model considerably improves the forecasting.
Introduction
The restructuring of electrical power markets has created an increasing need to accurately forecast future electricity prices among the market participants, such as generators, power suppliers, investors and traders with the purpose of profit maximization. Electricity price forecasting is more complex than load forecasting because of the unique characteristics, uncertainties in operation as well as the bidding strategies of the market participants. During the last two decades, many techniques and models have been developed and applied to short-term electricity price forecasting, especially hybrid methods that combine different models in order to offset the weaknesses of individual models. Such methods have shown significant advantages and have therefore gained increasing attention.
Due to their relative simplicity and flexibility, Artificial Neural Networks (ANNs) have typically received much attention [1] . ANNs are highly interconnected simple processing units designed to model how the human brain performs a particular task [2] . The most commonly used ANN models are three layered-neural networks [3, 4] . In order to improve the accuracy of such methods for forecasting, different techniques have been combined with ANNs. A feature selection technique, relief algorithm, has been combined with ANNs [5] and particle swarm optimization has been used for ANN training [6] . A clipping technique for simplifying the relationship between ANN input and output variables has also been presented in [7] . In [8] , the wavelet and ANN models have been combined together for greater price forecasting accuracy. In order to improve the limitation of being "over-fitting", a new Genetic Algorithm has been introduced for an ANN based forecaster in [9] . Support Vector Machine (SVM) was originally applied in pattern recognition, function approximation and regression estimation [10] . As a consequence of the method's success in solving nonlinear regression and time series problems, SVM has gained attention as a novel algorithm with regard to forecasting electricity prices. Many approaches have also been employed to improve the performance of SVM based forecasters. In [11] , an integration of two machine learning technologies: Bayesian Clustering by Dynamics (BCD) and SVM has been introduced. A probability classifier and statistical model have been introduced in combination with SVM models in [12] and [13] , respectively. In both cases, it has been proven that the forecasting is more accurate than the original SVM forecasting. This paper presents a hybrid model that combines SVM and Fuzzy-C-Means (FCM) methods to forecast short-term prices in the UK electricity market. In order to verify the predictive ability of the proposed method, predictors such as ANNs and SVM are introduced for comparison with the hybrid model.
The remainder of the paper is organized as follows. In Section 2, the formulation of the proposed algorithm for the electricity price forecasting is described. Section 3 explains the implementation of the experiments. The analysis of the results of the proposed models with regard to UK electricity market is reported in Section 4 and Section 5 concludes the paper.
Background Theory of the Proposed Models

Artificial Neural Networks (ANNs)
ANNs have been successfully used as practical tools with regard to many applications in power systems, such as load forecasting, component and system fault diagnosis, security assessment and unit commitment [4] . ANN models are capable of learning nonlinear functional mapping and are able to implement multiple training algorithms. The most popular and practical ANN architecture for forecasting is feed-forward back-propagation neural networks. Backpropagation training algorithm is a gradient descent method that minimizes the total squared error of the output computed by the networks. For a training data set, the objective function is given by
where ΔO is the network output and ΔO* is the desired network output. There are three main stages involved in the training process with back-propagation [14, 15] : feedforward of the input training pattern, back-propagation of the associated error and adjustment of the weights.
Neural networks have well-known advantages of being able to solve undefined relationships between input and output variables, approximate complex nonlinear functions and implement multiple training algorithms. However, ANNs are also recognised to have the following disadvantages: the network will not be flexible enough to model data well with too few neurons, and on the contrary, over-fitting can occur with too many neurons.
Support Vector Machine (SVM)
SVM is a supervised learning technique that is used for classification and regression. Due to the many attractive features and good performance, SVM is gaining in popularity. SVM is based on the concept of hyperplanes that define decision boundaries in multi-dimensional spaces. A hyperplane separates a set of objects having different class memberships. In general, a good separation is achieved by the hyperplane that has the largest distance to the closest training data points of any classes. In classification problems, the maximum margin between a hyperplane and training data points corresponds to the minimal weight vector, which is used for the generalization control. In regression problems, the minimization of the weight vector can also be used as a criterion along with a modified loss function.
Assume that the data points as defined by the coordinates xi and yi that lie on the hyperplane satisfy
where w is normal to the hyperplane and · denotes the dot product. Suppose that all the data points satisfy the constraints (3):
Then the sum of perpendicular distance between a point xi and the hyperplane is the margin given by 2/||w||. In order to maximize the margin, the optimal hyperplane that separates the data can be found by minimizing the equation (4). where the factor of 1/2 is used for mathematical convenience.
Thus, the non-negative Lagrange multipliers i, i = 1, …, m, are introduced to combine the objective and the constraints into (5):
The Lagrangian has to be minimized with respect to w, b and maximized with respect to α ≥ 0. Then the optimization problem becomes (6): (6) Note that the "support vectors" are those points for which αi > 0 in the solution, as those points with αi = 0 do not support the hyperplane separation. An expression that can be evaluated in terms of dot products is obtained,
Where K (xi, x) is the kernel function,
The training data are mapped into a multi-dimensional space by φ. If the kernel function K is known, we would never need to explicitly know what φ is. Therefore, the idea of the kernel function is to enable the computation to be performed in the input space instead of a multi-dimensional space in which the inner product is calculated. One of the most popular kernel functions is the Gaussian Radial Basis Function (RBF), given by (9):
Fuzzy C-Means (FCM) Clustering
Clustering is a useful tool when partitioning data. The main purpose of clustering is to determine the intrinsic structure in a large set of unlabeled data, producing groups whose members are similar in some way. The basic idea of FCM is that each data point belongs to a cluster by a membership grade [17] . Therefore, one piece of data could belong to two or more clusters. The cluster centres, which are used to mark the mean location of each cluster, are updated along with the membership grades for each data point until they move to the proper location. This iterative adjustment is based on the evaluation of an objective function that represents the distance between any given data and the cluster centre weighted by the membership grades.
Suppose xi is the i th member of the d-dimensional measured data set and the membership degree of xi in the cluster j is uij, then
The objective function is to minimize the functional (11) given by, 
Where m is the weighted coefficient greater than 1, cj is the d-dimension centre of the cluster. The membership uij and the cluster centres cj are defined by (12) and (13) 
Hybrid Model
All of the previously described models have inherent limitations. In order to improve the SVM based model, FCM clustering is introduced to pre-process the data by clustering into different groups according to their natural memberships, which is the value of electricity prices rather than the time scale. The advantage of doing this is that the noises can be reduced for each of training data sets after the data aggregation; meanwhile, SVM could maintain its characteristics of empirical risk and generalization ability. Therefore, in this paper, FCM model is fitted into SVM model in order to develop a hybrid forecasting model for the prediction of UK electricity prices.
Implementation of Data Set Training and Testing
In this paper, the short-term electricity prices are forecasted by three different predictors, ANNs, SVM and the hybrid model, respectively. In order to evaluate the accuracy and advantages of different models, forecasts are based on the same training data set. The experimental data is real power price data obtained from APX Power UK for the year 2007. The data is separated into two groups for the use of two case studies A and B, respectively. In case A, the data from January 1st, Therefore, based on the UK spot power market, the prediction focuses on half-hourly electricity prices for fifteen days ahead.
ANNs
For our application, we propose one hidden-layered feedforward neural network with back-propagation. The transfer function is 'tansig' for the hidden layer and 'purelin' for the output layer. 'Traingdm' is the network training function to update weight and bias values according to gradient descent with momentum. Due to the flexibility and ease of use, the neural network toolbox of MATLAB is selected as the development platform for the forecasting tools. Fig. 1 . LIBSVM prediction steps.
SVM
LIBSVM is a useful tool for both SVM classification and regression [18] . On April 1st 2009, a new version 2.89 of LIBSVM was released in order to reduce loading time of SVM training and prediction. The practical prediction steps as followed by LIBSVM are illustrated in the flow chart of Fig. 1 .
The algorithm that is used for prediction is epsilon-SVR and the kernel function is RBF as presented in equation (9) . During the cross-validation, the users need to set an optimal number for the folders V in order to compute the best parameters for the training program. In both case studies A and B, the folders are set for 10. Therefore, in case study A, the best parameters are determined as c=64.0, p=0.03125, g=0.015625. In case study B, the best parameters for training program are c=64.0, p=0.25, g=0.0078125.
Hybrid Model
In order to test the proposed hybrid model, two simulation experiments are carried out based on the same original data as that was used for ANN and SVM model forecasts. For the first experiment, the training data is classified into four partitions by FCM model. In the second experiment, training data is divided into five partitions. For the data fuzzy partitioning, software MATLAB is used to solve the problem. In each of the partitions, SVM model is applied respectively to forecast half-hour electricity prices by taking advantage of the aggregated data information. In case studies A and B, the forecasting model SVM is applied on data clusters one by one and the algorithm for prediction is epsilon-SVR with kernel function RBF. During cross-validation, the folder V is set for 10. The best parameters of each training program are listed in table 1  and table 2. In case study B, the data points of cluster 4 are the extremely volatile price spikes. Therefore, the twenty data points, as shown above in table 2, are computed automatically independent of the other data groups and are not used for the training program, consequently the data noise is reduced with regard to the forecasting.
According to the value of the power prices, thousands of data can be classified by the unsupervised learning algorithm of FCM clustering. SVM regression model is applied onto each cluster by taking advantages of aggregated data information, which reduces data noise in the training program. Based on the same experimental data that was used for both ANN and SVM forecasting, two case studies are carried out to test the hybrid model.
Numerical Results
The number of training points in case A is 7248, which covers the date from January 1st, 2007 to May 31st, 2007. It is half-hourly electricity price data from UK spot power market. Therefore, a day (24 hours) is divided into fortyeight time segments in total. Correspondingly, there are 720 testing points in case A, which are selected from the date June 16th, 2007 to June 30th, 2007.
In case B, the number of training points is 7344, which equals the number of time segments from July 1st, 2007 to November 30th, 2007. The information obtained from this data is used to forecast half-hour electricity prices on the days from December 1st, 2007 to December 15th, 2007. Therefore, there are also 720 testing points in case B.
In order to clearly illustrate the advantages of the proposed model, the comparison of forecasted price curves for the ANNs, single SVM and hybrid model is presented in figures 2-4.
The forecasting error criterion MAPE is used to evaluate the accuracy of forecasting models. 
Where N is the time periods, pi and pi' are the actual and the forecasted electricity prices, respectively.
According to the forecasting results of case study A, the forecasting errors are calculated for each day and listed in 
Conclusion
In this paper, a hybrid forecasting model is developed by conjunctive use of FCM clustering algorithm and SVM algorithm in order to overcome the limitations of individual model and get a high degree of prediction accuracy. In order to verify the predictive ability of the developed model, we proposed three different predictors, such as ANNs, SVM and the hybrid model, to predict the half-hour electricity prices in the UK spot power market, respectively. Applications of these forecasting models are presented in the case studies by using the information from the real market. A comparison with regard to the forecasting error MAPE is made from the test results and it showed that the developed forecaster, which is the combination of FCM and SVM models, can provide a considerable improvement of the forecasting accuracy. Especially, the MAPE results confirmed that the hybrid model could produce lower prediction error than the other two models, ANNs and SVM. Therefore, the proposed hybrid forecasting model could effectively benefit the conventional short-term electricity price forecasting system.
