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Abstract
Let Z denote the set of all integers. The integral sum graph of a 0nite subset S of Z is the
graph (S; E) with vertex set S and edge set E such that for u; v ∈ S; uv ∈ E if and only if
u+v ∈ S. A graph G is called an integral sum graph if it is isomorphic to the integral sum graph
of some 0nite subset S of Z . The integral sum number of a given graph G, denoted by (G),
is the smallest number of isolated vertices which when added to G result in an integral sum
graph. Let x denote the least integer not less than the real x. In this paper, we (i) determine
the value of (Kn−E(Kr)) for r¿2n=3−1, (ii) obtain a lower bound for (Kn−E(Kr)) when
26r ¡ 2n=3−1 and n¿5, showing by construction that the bound is sharp when r=2, and (iii)
determine the value of (Kr;r) for r¿2. These results provide partial solutions to two problems
posed by Harary (Discrete Math. 124 (1994) 101–108). Finally, we furnish a counterexample
to a result on the sum number of Kr;s given by Harts0edl and Smyth (Graphs and Matrices,
R. Rees (Ed.), Marcel, Dekker, New York, 1992, pp. 205–211). c© 2001 Published by Elsevier
Science B.V.
Keywords: Sum graph; Sum number; Integral sum graph; Integral sum number; Complete
graph; Complete bipartite graph
1. Introduction
All graphs considered here are 0nite simple graphs. For a graph G, let V (G) denote
its vertex set and E(G) its edge set. For all other notation and terminology not explained
here, we refer to [1].
Let N denote the set of positive integers. The sum graph G+(S) of a 0nite subset
S of N is the graph (S; E) with vertex set S and edge set E such that for u; v ∈ S,
uv ∈ E if and only if u+ v ∈ S. A graph G is called a sum graph if it is isomorphic
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to the sum graph G+(S) of some 0nite subset S of N . The sum number (G) of a
graph G is de0ned as the smallest nonnegative integer m for which G ∪mK1 is a sum
graph.
To understand better the notion of sum graph, we give in what follows an equivalent
de0nition. For convenience, for a graph G and a positive integer m, we write Gm for
G ∪mK1. A labelling of Gm is an 1-1 mapping L : V (Gm) → N . A graph Gm is called
a sum graph if there exists a labelling L such that for every pair of distinct vertices u
and v of Gm; uv ∈ E if and only if there exists w ∈ V (Gm) with L(w) = L(u) + L(v).
In this case, we say that L is a sum labelling of Gm, and that L is an optimal sum
labelling if m= (G).
The notions of sum graphs and sum number were 0rst introduced by Harary [2].
By extending the set N to Z , the set of all integers, in the above de0nitions of sum
graphs, Harary [3] introduced the notions of integral sum graphs and integral sum
number (G) of a graph G as was given in the abstract. It follows by de0nition that
for a graph G; (G)¿(G).
Harary [3] raised the following two problems:
(a) Determine (G) for G = Kn − e and, more generally, G = Kn − E(Kr), where
r ¡n.
(b) Determine (G) for the complete bipartite graph G = Kr;s, and, in particular,
G = Kr;r .
In this paper, we establish the following results:
(1) For n¿5,
(Kn − E(Kn−2)) = (Kn − E(Kn−2)) = n− 2:
(2) For n¿6, if 2n=3 − 16r6n− 3, then
(Kn − E(Kr)) = (Kn − E(Kr)) = n− 1:
(3) For n¿5,
(Kn − e) = (Kn − e) = 2n− 4:
(4) For r¿2,
(Kr;r) = (Kr;r) = 2r − 1:
Harts0eld and Smyth proved in [4] that for 26r6s,
(Kr;s) =
⌈
3r + s− 3
2
⌉
:
We provide a counterexample at the end of this paper to show that the result is not
true in general.
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2. The results on (Kn − E(Kr))
In this section, we determine (Kn − E(Kr)) for r¿2n=3 − 1 and obtain a lower
bound on (Kn−E(Kr)) for 26r ¡ 2n=3− 1. Further, we show by construction that
the lower bound is attained for r = 2.
It is easy to verify that (Kn−E(Kr))=0 for n¡ 5 and for r¿n−1. Therefore, we
need to consider only the case when n¿5 and 26r6n− 2. Throughout this section,
we let G = Kn − E(Kr) and m= (G), and we denote the vertex set of the sum graph
Gm = G ∪ mK1 as follows:
S = V (Gm);
A= V (Kr) = {a1; a2; : : : ; ar}; where a1¡a2¡ · · ·¡ar;
B= V (Kn)− V (Kr) = {b1; b2; : : : ; bn−r}; where b1¡b2¡ · · ·¡bn−r :
Thus all the vertices in S − A ∪ B are isolated for m¿ 0 and |S − (A ∪ B)|= m.
In order to prove the main theorems of this section, we require the following two
observations and several lemmas.
Observation 1. Let b ∈ B. If u ∈ A ∪ B and u = b; then u is adjacent to b.
Observation 2. If a vertex b is adjacent to some vertex in A; then b ∈ B.
Lemma 2.1. m= (G)¿ 0 and 0 ∈ S.
Proof. The proof is by contradiction. Suppose that m= 0. Then S = A ∪ B. We shall
consider the following two cases:
Case 1: There exist i; j such that ai×bj ¿ 0, where 16i6r and 16j6n−r. Let l be
the smallest positive integer such that ai+ lbj ∈ A∪B. Notice that ai+k1bj = ai+k2bj
for k1 = k2; A∪ B is a 0nite set and ai + bj ∈ S = A∪ B. Thus such a positive integer
l exists. Clearly, l¿2. Now ai + (l− 1)bj ∈ A ∪ B and bj ∈ B. Since ai × bj ¿ 0, we
have ai + (l− 1)bj = bj. By Observation 1, ai + lbj ∈ S = A ∪ B, a contradiction.
Case 2: For any 16i6r and 16j6n − r, ai × bj60. Now |B| = n − r¿2 and
|A| = r¿2. Without loss of generality, we may assume that all the nonzero labels in
B are positive. Then the labels in A are negative. If bn−r × bn−r−1¿ 0, then bn−r +
bn−r−1 ∈ A∪B. But bn−r+bn−r−1 ∈ S=A∪B, a contradiction. Thus bn−r×bn−r−160.
So we may assume that B={0; b}, where b¿ 0. Since ar+b¿ar and S=A∪B, we have
ar+b ∈ B. It follows that ar+b=0, which implies that ar=−b. As n¿5; r¿3. Clearly,
ar−2 + b ∈ A and ar−2 + b = ar . Notice that (ar−2 + b) + ar = ar−2 + b+ (−b) = ar−2.
It follows that ar−2 + b is adjacent to ar , contradicting the fact that ar−2 + b; ar ∈ A.
Thus we have m¿ 0, and so 0 ∈ S.
Lemma 2.2. a+ b ∈ B for a ∈ A and b ∈ B.
Proof. Suppose that there exist a ∈ A and b ∈ B such that a+b ∈ B. We shall consider
two cases.
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Case 1: There exists a vertex x ∈ A such that x = a − kb, where k¿0 and k ∈ Z .
Since x ∈ A and b; a+b ∈ B, we have x+b; x+a+b ∈ S. Notice that x+a+b=(x+b)+a
and a = x + b. By Observation 2, x + b ∈ B. Clearly, x + b = b and x + b = a + b.
Thus (x + b) + b = x + 2b and (x + b) + (a + b) = x + a + 2b ∈ S. Likewise, we
have x + 2b ∈ B. Let l be the smallest positive integer such that x + lb ∈ B. As
0 ∈ S and B is a 0nite set, such a positive integer l exists. Clearly, l¿3. Now
{x + (l − 1)b; b; a + b}⊆B. Obviously, x + (l − 1)b = b and x + (l − 1)b = a + b.
Observe that [x+(l−1)b]+b=x+ lb ∈ S and [x+(l−1)b]+(a+b)=x+ lb+a ∈ S.
By Observation 2 and the fact that x + lb = a; x + lb ∈ B, a contradiction.
Case 2: For any x ∈ A, there exists k ∈ N ∪ {0} such that x = a − kb. Note that
|A|¿2 and there exists q ∈ N such that y=a−qb ∈ A. We claim that a−b ∈ A∪B. By
the existence of y in A, we may assume that l is the smallest positive integer such that
a− lb ∈ A∪B. Assume that l¿2. As a− lb ∈ A∪B and b; a+ b ∈ B, by Observation
1; a− (l−1)b ∈ S and 2a− (l−1)b ∈ S. Notice that 2a− (l−1)b=a+[a− (l−1)b]
and a = a− (l− 1)b. By Observation 2, a− (l− 1)b ∈ B, contradicting the minimality
of l. Hence l= 1, and so a− b ∈ A ∪ B.
As a + b ∈ B, a ∈ A and a − b ∈ A ∪ B, we have (a + b) + a = 2a + b ∈ S and
(a+ b) + (a− b) = 2a ∈ S. Thus 2a ∈ A∪ B and so 2a+ (a+ b) = 3a+ b ∈ S. Notice
that 3a + b = (2a + b) + a and 2a + b = a. By Observation 2, 2a + b ∈ B. Let p be
the largest integer such that pa+ b ∈ B. Clearly, p¿2. Since a ∈ A and 2a ∈ A ∪ B,
we have pa+ b+ a= (p+ 1)a+ b ∈ S and pa+ b+ 2a= (p+ 2)a+ b ∈ S. Notice
that (p + 2)a + b = [(p + 1)a + b] + a and (p + 1)a + b = a. By Observation 2,
(p+ 1)a+ b ∈ B, a contradiction.
Lemma 2.3. If |B|¿3; then a+ b ∈ A for all a ∈ A and b ∈ B.
Proof. Suppose to the contrary that there exist a ∈ A and b ∈ B such that a+ b ∈ A.
We shall consider two cases.
Case 1: There exists a vertex x ∈ B \ {b} such that x = a− kb, where k ∈ N . Since
x; b ∈ B and a+b ∈ A, we have x+b; x+a+b ∈ S. Notice that x+a+b=(x+b)+a
and a = x+b. By Observation 2, x+b ∈ B. Let l be the smallest positive integer such
that x+ lb ∈ B. By Lemma 2.1 and the 0niteness of B, such a positive integer l exists.
Clearly, l¿2. Now x + (l − 1)b ∈ B and a + b ∈ A. It follows that x + lb + a ∈ S.
Notice that x+ lb+ a= (x+ lb) + a and a = x+ lb. By Observation 2, x+ lb ∈ B, a
contradiction.
Case 2: For any x ∈ B \ {b}, there exists k ∈ N such that x= a− kb. Since |B|¿3,
we may assume that y= a− qb ∈ B and q¿ 1. Now (a− qb) + b= a− (q− 1)b ∈ S
and (a−qb)+(a+b)=2a− (q−1)b ∈ S. Notice that 2a− (q−1)b=[a− (q−1)b]+a
and a− (q− 1)b = a. By Observation 2, a− (q− 1)b ∈ B. Thus we may assume that
a− b; a− 2b ∈ B.
Now a+b ∈ A. Then (a−b)+ (a+b)=2a ∈ S and (a−2b)+ (a+b)=2a−b ∈ S.
Notice that 2a = (2a − b) + b and 2a − b = b. Thus 2a − b ∈ A ∪ B. It follows that
(2a−b)+(a−b)=3a−2b ∈ S. By Lemma 2.1 and the fact that (a+b)+b=a+2b ∈ S,
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a + 2b = 0. Thus 2a = a − 2b. As 3a − 2b = 2a + (a − 2b) ∈ S and 2a = a − 2b,
2a ∈ A ∪ B. By Lemma 2.1 and the fact that 2a − b ∈ A ∪ B; 2a = b. Now b ∈ B.
Then 2a + b ∈ S. Also notice that 2a + b = a + (a + b) and a = a + b. Hence a is
adjacent to a+ b, contradicting the fact that a; a+ b ∈ A.
Lemma 2.4. If |B|¿3; then x + y ∈ B for all x; y ∈ B with x = y.
Proof. Suppose to the contrary that there exist x; y ∈ B with x = y such that x+y ∈ B.
Let a ∈ A. Then a+ x+y ∈ S. Notice that a+ x+y=(a+ x)+y. Thus a+ x ∈ A∪B,
contradicting Lemmas 2.2 and 2.3.
Lemma 2.5. If |B|¿3 and there exist x; y ∈ B with x = y such that x + y ∈ A ∪ B;
then bi + bj ∈ A for all i; j with 16i¡ j6n− r.
Proof. Suppose to the contrary that there exist i1; i2 such that bi1 +bi2 ∈ A. By Lemma
2.4, we have bi1 + bi2 ∈ S − (A ∪ B). We may assume that bi1 = x and bi1 = y.
Then bi1 + x ∈ S. By Lemma 2.4, x + y ∈ A. As bi1 ∈ B and x + y ∈ A, we have
bi1 + x + y ∈ S. From this together with bi1 + x ∈ S it follows that bi1 + x ∈ A ∪ B.
By Lemma 2.4, bi1 + x ∈ A. Now bi2 ∈ B. Thus bi2 + (bi1 + x) ∈ S, which implies that
bi1 + bi2 ∈ A ∪ B, a contradiction. The result follows.
We are now ready to establish our results on (Kn − E(Kr)). We 0rst handle the
special case when r = n− 2.
Theorem 2.1. For n¿5;
(Kn − E(Kn−2)) = (Kn − E(Kn−2)) = n− 2:
Proof. Let G = Kn − E(Kn−2) and m = (G). Here B = {b1; b2}. We 0rst assert that
m¿n− 2. We shall consider two cases.
Case 1: For any a ∈ A and b ∈ B, a + b ∈ A. Then the following n − 1 distinct
vertices are isolated:
b1 + a1¡b2 + a1¡b2 + a2¡ · · ·¡b2 + an−2:
It follows that m¿n− 1 in this case.
Case 2: There exist a ∈ A and b ∈ B such that a + b ∈ A. As was discussed in
the proof of Lemma 2.3, we have B = {b; a − b}, where b = a − b. Let w ∈ A and
w = a. Now b+ w ∈ S. If b+ w ∈ A ∪ B, by Lemma 2.2, we have b+ w ∈ A. Then
(b+w)+(a−b)=a+w ∈ S. This implies that a is adjacent to w, which is impossible
since a; w ∈ A. Thus b+ w ∈ A ∪ B. Hence b+ w is an isolated vertex in Gm. Notice
that a− b+w ∈ A and (a− b+w)+ b= a+w. Likewise, a− b+w is also an isolated
vertex in Gm. It follows from the above discussion that if w ∈ A and w = a, then
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w+ y is an isolated vertex in Gm for any y ∈ B. Without loss of generality, we may
assume that a= a1. Thus the following n− 2 distinct vertices are isolated:
b1 + a2¡b2 + a2¡b2 + a3¡ · · ·¡b2 + an−2:
This implies that m¿n− 2 in this case.
Combining the results of the above two cases, we have m¿n− 2, as asserted.
Next, we shall prove that (G)6n − 2. To this end, we construct a sum labelling
of Gn−2. Consider a labelling f of Gn−2 as follows:
f(b1) = 1; f(b2) = 10;
f(a1) = 11; f(aj) = 9(j − 1) + 3 for 26j6n− 2:
Clearly, f(a1) = f(b1) + f(b2); f(a2) = f(a1) + f(b1) and f(a3) = f(a1) + f(b2).
Let I be the set of all isolated vertices in Gn−2. Assume that I ={u1; u2; : : : ; un−2}. We
de0ne
f(ui) = 9i + 4 for 16i6n− 2:
Then the labels of I take care of the adjacencies of the type aibj for i¿2. We also
check that no other adjacencies are introduced. Hence f is a sum labelling of Gn−2,
and consequently, (G)6n− 2.
Finally, as (G)6(G), we have
n− 26(G)6(G)6n− 2
and the result follows.
We shall now determine the value of (Kn − E(Kr)) for the case when 2n=3 −
16r6n− 3.
Theorem 2.2. For n¿6; if 2n=3 − 16r6n− 3; then
(Kn − E(Kr)) = (Kn − E(Kr)) = n− 1:
Proof. Let G = Kn − E(Kr), where 2n=3 − 16r6n − 3. Now |B|¿3. By Lemmas
2.2 and 2.3, the following n− 1 distinct vertices are isolated:
a1 + b1¡a1 + b2¡ · · ·¡a1 + bn−r−1¡a1 + bn−r¡a2 + bn−r¡ · · ·¡ar + bn−r :
It follows that (G)¿n− 1.
Next we construct a sum labelling of Gn−1. Consider a labelling f of Gn−1 as
follows.
f(bi) = 7(r − 1 + i) + 2 for 16i6n− r;
f(aj) = 7(2n− 3− r + j) + 4 for 16j6r:
Let I be the set of all isolated vertices in Gn−1. Assume that I = {w1; w2; : : : ; wn−1}.
We de0ne
f(wi) = 7(2n− 3 + i) + 6 for 16i6n− 1:
W. Yan, B. Liu /Discrete Mathematics 240 (2001) 219–229 225
We claim that f is a sum labelling of Gn−1. For 16i1¡i26n− r, we have
f(bi1 ) + f(bi2 ) = 7(2r − 2 + i1 + i2) + 4:
Let k =3r− 2n+1+ i1 + i2. Then f(ak)=f(bi1 ) +f(bi2 ). Since r¿2n=3− 1; 3r−
2n − 3¿0. As 36i1 + i262n − 2r − 1; 16k6r. It follows that the labels of V (Kr)
take care of the adjacencies in V (Kn)− V (Kr).
For 16i6n− r and 16j6r,
f(bi) + f(aj) = 7(2n− 4 + i + j) + 6:
Clearly, 2n−262n−4+ i+j63n−4. Thus the labels of I take care of the adjacencies
of the type biaj. Further, it is not diJcult to verify that no other adjacencies are
introduced. Thus f is a sum labelling of Gn−1, as claimed.
It follows from the above discussion that
n− 16(G)6(G)6n− 1:
Hence (Kn − E(Kr)) = (Kn − E(Kr)) = n− 1.
Finally, we give a lower bound for (Kn − E(Kr)), where 26r ¡ 2n=3 − 1, and
show that the lower bound is sharp when r = 2.
Theorem 2.3. For n¿5; if 26r ¡ 2n=3 − 1; then
(Kn − E(Kr))¿2n− r − 2:
Proof. Let G = Kn − E(Kr), where 26r ¡ 2n=3 − 1. Let C denote the set of the
following n− 1 distinct vertices:
a1 + b1¡a1 + b2¡· · ·¡a1 + bn−r−1¡a1 + bn−r¡a2 + bn−r¡· · ·¡ar + bn−r :
By Lemmas 2.2 and 2.3, C ⊆ S − (A ∪ B).
Claim. For any x; y ∈ B with x = y; x + y ∈ A ∪ B.
Suppose that there exist x; y ∈ B with x = y such that x + y ∈ A ∪ B. By
Lemma 2.5, bi + bj ∈ A for 16i¡ j6n− r. It means that the following 2(n− r)− 3
distinct vertices are in A:
bn−r + bn−r−1¿bn−r + bn−r−2¿ · · ·¿bn−r + b1¿bn−r−1 + b1¿ · · ·¿b2 + b1:
Thus |A|¿2(n−r)−3. It follows that r¿2(n−r)−3, and so r¿2n=3−1, contradicting
the fact that r ¡ 2n=3 − 1. Hence x + y ∈ A ∪ B, as required.
We shall now prove the result by considering the following three cases.
Case 1: a1¿bn−r . Let C1 denote the set of the following n− r−1 distinct vertices:
bn−r + b1¿bn−r−1 + b1¿ · · ·¿b2 + b1:
By the above claim, C1⊆ S − (A ∪ B). Since a1 + b1¿bn−r + b1; C1 ∩ C = ∅. Thus
|S − (A ∪ B)|¿|C1|+ |C|= (n− r − 1) + (n− 1) = 2n− r − 2:
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Case 2: b1¡a1¡bn−r . Without loss of generality, we may assume that
bi ¡a1¡bi+1, where 1¡i¡n− r. Let D denote the set of the following 2n−2r−3
distinct vertices:
bn−r + bn−r−1¿bn−r + bn−r−2¿ · · ·¿bn−r + b1¿bn−r−1 + b1¿ · · ·¿b2 + b1:
By the above claim, D⊆ S − (A ∪ B). Let D1 denote the set of the following r + 1
distinct vertices:
ar + bn−r ¿ar−1 + bn−r ¿ · · ·¿a1 + bn−r ¿a1 + b1:
By Lemmas 2.2 and 2.3, D1⊆ S−(A∪B). Since bi+1+b1¿a1+b1¿bi+b1; a1+b1 ∈
D. As bn−r + a1¿bn−r−1 + b1; D1 ∩ D = ∅. Thus,
|S − (A ∪ B)|¿|D1|+ |D|= (r + 1) + (2n− 2r − 3) = 2n− r − 2:
Case 3: a1¡b1. Let F denote the set of the following 2n− 2r− 1 distinct vertices:
bn−r + bn−r−1¿ · · ·¿bn−r + b1¿bn−r + a1¿ · · ·¿b1 + a1:
By the above claim and Lemmas 2.2 and 2.3, F ⊆ S − (A ∪ B). Let F1 denote the set
of the following r − 1 distinct vertices:
bn−r + ar ¿bn−r + ar−1¿ · · ·¿bn−r + a2:
By Lemmas 2.2 and 2.3, F1⊆ S− (A∪B). As bn−r + a2¿bn−r + a1; F1 ∩F = ∅. Thus
|S − (A ∪ B)|¿|F1|+ |F |= (r − 1) + (2n− 2r − 1) = 2n− r − 2:
Combining the above results, we conclude that (Kn − E(Kr))¿2n− r − 2.
Corollary 2.1. For n¿5;
(Kn − e) = (Kn − e) = 2n− 4:
Proof. Let G = Kn − e. By Theorem 2.3,
(G) = (Kn − K2)¿2n− 4:
It remains to construct a sum labelling of G2n−4.
Consider a labelling f of G2n−4 as follows.
f(bi) = 5(i − 1) + 1 for 16i6n− 2;
f(a1) = 5(n− 2) + 1 and f(a2) = 5(n− 1) + 1:
The above construction provides 2n − 4 isolated vertices. The set of these isolated
vertices is {5i + 2 | i = 1; 2; : : : ; 2n − 4}. It can easily be veri0ed that f is a sum
labelling of G2n−4. Thus,
2n− 46(Kn − e)6(Kn − e)62n− 4;
and the result holds.
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3. The result on (Kr;s)
In this 0nal section, we shall determine the value of (Kr;r), where r¿2. Throughout
this section, let m= (Kr;s) and S=V (Kr;s∪mK1), where r6s and min(r; s)¿2. There
exists a 0nite subset L of Z such that L gives an optimal integral sum labelling of
Kr;s ∪mK1. In this labelling, we may assume that (X; Y ) is a bipartition of Kr;s, where
X = {x1; x2; : : : ; xr} with x1¡x2¡ · · ·¡xr
and
Y = {y1; y2; : : : ; ys} with y1¡y2¡ · · ·¡ys:
Since min(r; s)¿2; u = 0 for any u ∈ S. We now prove the following lemma, which
will be used to prove the main result later.
Lemma 3.1. If there exist i; j such that xi+yj ∈ Y; where 16i6r and 16j6s; then
x + yj ∈ Y for any x ∈ X .
Proof. It is obvious that x + yj ∈ S for any x ∈ X . Since xi + yj ∈ Y , there exists
k = 1; 2; : : : ; s such that yk = xi + yj. As yk ∈ Y and x ∈ X; x + yk ∈ S. Notice that
x + yk = xi + (x + yj). Thus, if xi = x + yj, then xi is adjacent to x + yj, and so
x + yj ∈ Y as was to be shown. We now aim at proving that xi = x + yj.
Suppose to the contrary that xi = x + yj, i.e. x = xi − yj. Since xi − yj ∈ X and
xi + yj ∈ Y ,
(xi − yj) + (xi + yj) = 2xi ∈ S:
As xi ∈ X and xi + yj ∈ Y; 2xi + yj ∈ S. We shall consider two cases.
Case 1: yj =2xi. Then x= xi − yj =−xi ∈ X . Let l¿3 be the smallest integer such
that lxi ∈ Y . By the 0niteness of Y and the fact that 0 ∈ S and 2xi ∈ Y , such an
integer l exists. Now (l− 1)xi ∈ Y . Notice that lxi + (−xi) = (l− 1)xi. It follows that
lxi ∈ Y , a contradiction.
Case 2: yi = 2xi. Notice that 2xi ∈ S; 2xi + yj ∈ S and yj ∈ Y . So 2xi ∈ X . Now
xi +yj ∈ Y . Then 2xi +(xi +yj)= 3xi +yj ∈ S. Observe that 3xi +yj =(2xi +yj)+ xi
and xi = 2xi +yj. Thus 2xi +yj ∈ Y . Since x= xi−yj ∈ X and 2xi +yj ∈ Y , we have
(2xi + yj) + (xi − yj) = 3xi ∈ S:
It follows that xi is adjacent to 2xi, contradicting the fact that xi; 2xi ∈ X .
Hence xi = x + yj, and consequently, the result follows.
Analogously, if xi +yj ∈ X for some 16i6r and 16j6s, then xi +y ∈ X for any
y ∈ Y . We are now in a position to establish our main result in this section.
Theorem 3.1. For r¿2;
(Kr;r) = (Kr;r) = 2r − 1:
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Proof. Let G=Kr;r . Here Y={y1; y2; : : : ; yr}. Observe that the following 2r−1 vertices
are distinct and in S:
x1 + y1¡ · · ·¡x1 + yr ¡x2 + yr ¡ · · ·¡xr + yr:
We shall show that these 2r − 1 vertices are not in the set X ∪ Y . Otherwise, without
loss of generality, we may assume that x1+y1 ∈ X ∪Y . If x1+y1 ∈ X , then by Lemma
3.1, x1 + y ∈ X for any y ∈ Y . Thus {x1; x1 + y1; : : : ; x1 + yr}⊆X , and so |Y |¡ |X |,
a contradiction. If x1 + y1 ∈ Y , a similar argument leads to |X |¡ |Y |, a contradiction.
It follows from the above discussion that |S−(X ∪Y )|¿2r−1, and so (G)¿2r−1.
Now we consider a labelling f of G2r−1 as follows:
f(xi) = 7(i − 1) + 1 for 16i6r;
f(yj) = 7(j − 1) + 3 for 16j6r:
Let S − V (Kr;r) = {u1; : : : ; u2r−1} and f(ui) = 7(i− 1) + 4 for 16i62r − 1. It is easy
to verify that f is a sum labelling of G2r−1. Thus
2r − 1¿(Kr;r)¿(Kr;r)¿2r − 1
and the result follows.
We end our paper with a remark. Harts0eld and Smyth [4] claimed that for 26r6s,
(Kr;s) =
⌈
3r + s− 3
2
⌉
:
This, however, is not true as can be seen from the following counterexample.
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Fig. 1 shows a sum labelling of K2;9. Thus we have (K2;9)65; but
(3r + s− 3)=2= 6 for r = 2 and s= 9.
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