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SYMMETRIC CONVEX SETS WITH MINIMAL
GAUSSIAN SURFACE AREA
STEVEN HEILMAN
Abstract. Let Ω ⊆ Rn+1 have minimal Gaussian surface area among all sets satisfying
Ω = −Ω with fixed Gaussian volume. Let A = Ax be the second fundamental form of ∂Ω at
x, i.e. A is the matrix of first order partial derivatives of the unit normal vector at x ∈ ∂Ω.
For any x = (x1, . . . , xn+1) ∈ Rn+1, let γn(x) = (2π)−n/2e−(x21+···+x2n+1)/2. Let ‖A‖2 be the
sum of the squares of the entries of A, and let ‖A‖2→2 denote the ℓ2 operator norm of A.
It is shown that if Ω or Ωc is convex, and if either∫
∂Ω
(‖Ax‖2 − 1)γn(x)dx > 0 or
∫
∂Ω
(
‖Ax‖2 − 1 + 2 sup
y∈∂Ω
‖Ay‖22→2
)
γn(x)dx < 0,
then ∂Ω must be a round cylinder. That is, except for the case that the average value of
‖A‖2 is slightly less than 1, we resolve the convex case of a question of Barthe from 2001.
The main tool is the Colding-Minicozzi theory for Gaussian minimal surfaces, which
studies eigenfunctions of the Ornstein-Uhlenbeck type operator L = ∆− 〈x,∇〉+ ‖A‖2 + 1
associated to the surface ∂Ω. A key new ingredient is the use of a randomly chosen degree 2
polynomial in the second variation formula for the Gaussian surface area. Our actual results
are a bit more general than the above statement. Also, some of our results hold without the
assumption of convexity.
1. Introduction
In a landmark investigation of mean curvature flow [CM12], Colding and Minicozzi studied
a maximal version of the Gaussian surface area of an n-dimensional hypersurface Σ in Rn+1.
They called this quantity
sup
a>0,b∈Rn+1
∫
Σ
a−
n
2 γn((x− b)a−1/2)dx (1)
the “entropy” of Σ. The Colding-Minicozzi entropy (1) is of interest since it monotonically
decreases under the mean curvature flow. For this reason, [CM12] studied minimizers of (1).
Here, with m = n + 1, we define
γn(x) := (2π)
−n/2e−‖x‖
2/2, ‖x‖2 :=
m∑
i=1
x2i , ∀ x = (x1, . . . , xm) ∈ Rm.
∫
Σ
γn(x)dx := lim inf
ε→0+
1
2ε
∫
{x∈Rn+1 : ∃ y∈Σ, ‖x−y‖<ε}
γn(x)dx.
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In the context of mean curvature flow, the Colding-Minicozzi entropy (1) is an analogue of
Perelman’s reduced volume for Ricci flow. It was conjectured in [CIMW13] and ultimately
proven in [Zhu16] that, among all compact n-dimensional hypersurfaces Σ ⊆ Rn+1 with
∂Σ = ∅, the round sphere minimizes the quantity (1).
Mean curvature flow refers to a set of orientable hypersurfaces {Σs}s≥0 such that (d/ds)x =
−H(x)N(x), ∀ x ∈ Σs, ∀ s ≥ 0, where H(x) is the mean curvature of x ∈ Σ and N(x) is the
exterior unit normal vector at x ∈ Σs. (See Section 2.1 for more detailed definitions.)
Influenced by the methods of [CM12], we study minimizers of the Gaussian surface area
itself, over symmetric hypersurfaces Σ ⊆ Rn+1 enclosing a fixed Gaussian volume. We
say a hypersurface Σ is symmetric if Σ = −Σ. Without the symmetry assumption, it is
well-known that the set Ω ⊆ Rn+1 of fixed Gaussian volume ∫
Ω
γn+1(x)dx and of minimal
Gaussian surface area
∫
∂Ω
γn(x)dx is a half space. That is, Ω is the set lying on one side of a
hyperplane [SC74]. This result has been elucidated and strengthened over the years [Bor85,
Led94, Led96, Bob97, BS01, Bor03, MN15a, MN15b, Eld15, MR15, BBJ16]. However, all
of these proof methods (with the exception of [MR15, BBJ16]) seem unable to handle the
additional constraint that the set Ω is symmetric. i.e. that Ω = −Ω. That is, new methods
are needed to find symmetric sets Ω ⊆ Rn+1 of fixed Gaussian volume and minimal Gaussian
surface area. In this work, we demonstrate that the calculus of variations techniques of
[CM12, MR15, BBJ16] succeed in this task, where other proof strategies seem insufficient.
Informally, the calculus of variations is a “local” proof strategy, whereas other proof strategies
such as in [MN15b] or [Eld15] either directly or indirectly use “global” translation invariance
of the problem at hand, in the sense that the translation of a half space is still a half space.
So, the other methods cannot deal with the constraint Σ = −Σ, since a translation of such
a Σ is no longer symmetric.
It was suggested by Barthe in 2001 [Bar01] that the symmetric set Ω of fixed Gaussian
volume and minimal Gaussian surface area could be a symmetric strip bounded by two
parallel hyperplanes. It was also expressed in [CR11, O’D12] that a Euclidean ball centered
at the origin or its complement could minimize Gaussian surface area. A simple calculation
demonstrates that the symmetric strip does not minimize Gaussian surface area for certain
volume constraints. If t > 0 satisfies γ1([−t, t]) = 1/2, then the Gaussian surface area of
[−t, t] is γ1({−t} ∪ {t}) ≈ .6356. If r > 0 and if B(0, r) = {(x1, x2) ∈ R2 : x21 + x22 ≤
r2} satisfies γ2(B(0, r)) = 1/2, then
∫
∂B(0,r)
γ2(x)dx ≈ .5887. Also, the ball B(0, s) in R3
with γ3(B(0, s)) = 1/2 satisfies
∫
∂B(0,s)
γ3(x)dx ≈ .5783. So, at least for symmetric sets
of Gaussian measure 1/2, the interval or the strip bounded by two hyperplanes does not
minimize Gaussian surface area. Moreover, it even appears that the n-dimensional ball of
Gaussian measure 1/2 has a decreasing surface area as n increases.
Define Sn ⊆ Rn+1 so that
Sn := {(x1, . . . , xn+1) ∈ Rn+1 : x21 + · · ·+ x2n+1 = 1}.
From the Central Limit Theorem with error bound (also known as the Edgeworth Expansion)
[Fel71, XVI.4.(4.1)], for any s ∈ R, the following asymptotic expansion holds as n→∞:
γn
(
B
(
0,
√
n+ s
√
2n
))
=
∫ s
−∞
e−t
2/2dt/
√
2π +
(1− s2)e−s2/2/√2π√
n
+ o(n−1/2).
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Moreover, from the Chain rule, (denoting B(0, r) = {x ∈ Rn : ‖x‖ ≤ r}),
d
ds
∣∣∣
s=0
γn
(
B
(
0,
√
n + s
√
2n
))
=
d
dr
∣∣∣
r=
√
n
γn(B(0, r)) · d
ds
∣∣∣
s=0
√
n+ s
√
2n
=
1√
2π
+ o(n−1/2).
That is,
lim
n→∞
d
dr
∣∣∣
r=
√
n
γn(B(0, r)) =
1√
π
≈ .5642.
So, for symmetric sets of Gaussian measure 1/2, it seems plausible that their Gaussian
surface area is at least 1/
√
π.
Morally, the results of [CIMW13, BW16, Zhu16] imply this result, but we cannot see a
formal way of proving this statement.
In summary, it is believed that solid round cylinders (or their complements) minimize
Gaussian surface area [Bar01, CR11, O’D12]. We state this as a conjecture below.
Problem 1.1. Fix 0 < c < 1. Minimize∫
∂Ω
γn(x)dx
over all subsets Ω ⊆ Rn+1 satisfying Ω = −Ω and γn+1(Ω) = c.
Remark 1.2. If Ω minimizes Problem 1.1, then Ωc also minimizes Problem 1.1
Conjecture 1.3 ([Bar01, CR11, O’D12]). Suppose Ω ⊆ Rn+1 minimizes Problem 1.1. Then,
after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n such that
∂Ω = rSk × Rn−k.
Except for the case that the average value of the squared length of the second fundamental
form is close to 1, we resolve the case of Conjecture 1.3 where Ω or Ωc is convex. See Theorem
1.11 below.
Besides the relation of this problem to mean curvature flows [CM12, CMP15], recent
interest for Gaussian isoperimetric inequalities has developed in theoretical computer science
[KKMO07, MOO10, IM12]. A typical application reduces the computational hardness of a
discrete computational problem to the solution of a Gaussian isoperimetric inequality. The
resolution of a discrete problem using a continuous inequality can be surprising. For example,
Borell’s isoperimetric inequality [Bor85, MN15b, Eld15] states that, among all Ω ⊆ Rn+1 with
fixed Gaussian volume, the one with largest noise stability is a half space. Here the noise
stability of Ω ⊆ Rn+1 with parameter 0 < ρ < 1 is
(1− ρ2)−n+12 (2π)−(n+1)
∫
Ω
∫
Ω
e
−‖x‖2−‖y‖22+2ρ〈x,y〉
2(1−ρ2) dxdy.
This inequality of Borel generalizes the fact that half spaces minimize Gaussian surface
area. And Borell’s inequality implies [KKMO07] that the Goemans-Williamson algorithm
for MAX-CUT [GW95] is the best possible polynomial time algorithm, assuming the Unique
Games Conjecture [Kho02].
The addition of the constraint that Ω = −Ω has particularly been related to the com-
munication complexity of the Gap-Hamming-Distance problem [CR11, She12, Vid13]. As
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mentioned above, looking for the symmetric set Ω ⊆ Rn+1 of fixed Gaussian volume and
minimal surface area is intrinsically interesting since previous proof strategies fail to solve
this problem, with the exception of recent calculus of variations techniques [CM12, CIMW13,
MR15, BBJ16].
The so-called S-inequality of [LaO99] seems superficially related to Problem 1.1. One part
of this inequality says: if Ω ⊆ Rn+1 is a symmetric convex set, and if P is a symmetric
strip lying between two hyperplanes such that γn+1(Ω) = γn+1(P ), then for any t ≥ 1,
γn+1(tΩ) ≥ γn+1(tP ). This result of [LaO99] seems to have a rather different nature than
Problem 1.1, since the first step of the proof of [LaO99] reduces to the case n + 1 = 2. As
discussed above, Problem 1.1 cannot have such a reduction since symmetric strips do not
minimize Problem 1.1 for the measure constraint c = 1/2. One of the difficulties of Problem
1.1 is dealing with higher-dimensional sets.
1.1. Colding-Minicozzi Theory for Mean Curvature Flow. For any x = (x1, . . . , xn+1)
and y = (y1, . . . , yn+1) ∈ Rn+1 let 〈x, y〉 :=
∑n+1
i=1 xiyi denote their standard inner product,
and let ‖x‖ :=√〈x, x〉 denote the corresponding Euclidean norm.
The Colding-Minicozzi theory [CM12, CIMW13] focuses on orientable hypersurfaces Σ
with ∂Σ = ∅ satisfying
H(x) = 〈x,N(x)〉, ∀ x ∈ Σ. (2)
Here N(x) is the unit exterior pointing normal to Σ at x, and H(x) is the mean curvature
of Σ at x. Below, we will often omit the x arguments of H,N for brevity. H(x) is the sum
of principal curvatures of Σ at x, or equivalently H(x) = div(N(x)). Here H is chosen so
that, if r > 0, then the surface rSn satisfies H(x) = n/r for all x ∈ rSn. A hypersurface
Σ satisfying (2) is called a self-shrinker, since it is self-similar under the mean curvature
flow. Examples of self-shrinkers include a hyperplane through the origin, the sphere
√
nSn,
or more generally, round cylinders
√
kSk × Sn−k, where 0 ≤ k ≤ n, and also cones with zero
mean curvature.
Also, self-shrinkers model singularities of mean curvature flow. And Σ is a self-shrinker
if and only if it is a critical point of Gaussian surface area, in the following sense: for any
differentiable a : (−1, 1) → R with a(0) = 1, for any differentiable b : (−1, 1) → Rn+1 with
b(0) = 0, and for any normal variation {Σs}s∈(−1,1) of Σ (as in (6)), we have
∂
∂s
∣∣∣
s=0
∫
Σs
(a(s))−
n
2 γn((x− b(s))(a(s))−1/2)dx = 0.
This equivalence was shown in [CM12, Proposition 3.6]. Put another way, self-shrinkers are
critical points of Gaussian surface area, if we mod out by translations and dilations. In this
paper, we instead study critical points of the Gaussian surface area itself. In this case, ∃
λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all x ∈ Σ if and only if, for any normal variation
{Σs}s∈(−1,1) of Σ,
∂
∂s
∣∣∣
s=0
∫
Σs
γn(x)dx = 0.
This fact is well-known, and reproven in Lemma 3.1 below. The special case λ = 0 recovers
the self-shrinker equation (2).
The papers [CM12, CIMW13] led to several investigations. On the one hand, it was
conjectured that, among all compact hypersurfaces, the round sphere minimizes the entropy
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(1). This conjecture was studied in [CIMW13] and [BW16] until its ultimate resolution in
[Zhu16]. One main technical contribution of [Zhu16] was to extend the Colding-Minicozzi
theory to handle perturbations of cones. Also, the main result of [CM12, Theorem 0.12]
shows that round cylinders are the only C∞ self-shrinkers that locally minimize the entropy
(1).
On the other hand, it is natural to study a generalization of surfaces satisfying (2) [MR15,
Gua15, CW14, CW15, COW16, BBJ16]. That is, several papers have studied surfaces Σ
such that there exists λ ∈ R such that
H(x) = 〈x,N(x)〉 + λ, ∀ x ∈ Σ. (3)
Surfaces satisfying (3) are called λ-hypersurfaces.
As we just mentioned, the condition (3) is natural in the study of sets minimizing Gaussian
surface area, since (3) holds if and only if Σ is a critical point of the Gaussian surface area
(see Lemma 3.1).
A key aspect of the Colding-Minicozzi theory is the study of eigenfunctions of the differ-
ential operator L, defined for any C∞ function f : Σ→ R by
Lf(x) := ∆f(x)− 〈x,∇f(x)〉+ ‖Ax‖2 f(x) + f(x), ∀ x ∈ Σ. (4)
Here ∆ is the Laplacian associated to Σ, ∇ is the gradient associated to Σ, A = Ax is the
second fundamental form of Σ at x, and ‖Ax‖2 is the sum of the squares of the entries of
the matrix Ax. Note that L is an Ornstein-Uhlenbeck-type operator. In particular, if Σ is a
hyperplane, then Ax = 0 for all x ∈ Ω, so L is exactly the usual Ornstein-Uhlenbeck operator,
plus the identity map. (More detailed definitions will be given in Section 2.1 below.)
The work [CM12] made the following crucial observation about the operator L. If (2)
holds, then H is an eigenfunction of L with eigenvalue 2:
(2) =⇒ LH = 2H. (5)
(See (24) below. Note that our definition of L differs from that of [CM12] since our Gaussian
measure has a factor of 2, whereas their Gaussian measure has a factor of 4. Consequently,
their L operator has different eigenvalues than ours.) The Colding-Minicozzi theory can
readily solve Problem 1.1 in the special case that (2) holds (which is more restrictive than
(3)). For illustrative purposes, we now sketch this argument, which closely follows [CM12,
Theorem 4.30]. In particular, we use the following key insights of [CM12].
• H is an eigenfunction of L with eigenvalue 2. (That is, (5) holds.)
• The second variation formula for Gaussian surface area (17) is a quadratic form
involving L.
• If H changes sign, then an eigenfunction of L exists with eigenvalue larger than 2.
Proposition 1.4 (Special Case of Conjecture 1.3). Let Ω ⊆ Rn+1 minimize Problem
1.1. By Lemma 3.1 below, ∃ λ ∈ R such that (3) holds. Assume λ = 0. Assume also that
Σ := ∂Ω is a compact, C∞ hypersurface. Then ∃ r > 0 such that ∂Ω = rSn.
Proof. Let H be the mean curvature of Σ. If H ≥ 0, then Huisken’s classification [Hui90,
Hui93] [CM12, Theorem 0.17] of compact surfaces satisfying (2) implies that Σ is a round
sphere (∃ r > 0 such that Σ = rSn.). So, we may assume that H changes sign. As noted in
(5), LH = 2H . Since H changes sign, 2 is not the largest eigenvalue of L, by spectral theory
[Zhu16, Lemma 6.5] (e.g. using that (L−‖A‖2−2)−1 is a compact operator). That is, there
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exists a C2 function g : Σ → R and there exists δ > 2 such that Lg = δg. Moreover, g > 0
on Σ. Since g > 0 and Σ = −Σ, it follows by (4) that g(x) + g(−x) is an eigenfunction of L
with eigenvalue δ. That is, we may assume that g(x) = g(−x) for all x ∈ Σ.
Since Σ is not a round sphere, it suffices to find a nearby hypersurface of smaller Gauss-
ian surface area. For any C2 function f : Σ → R, and for any s ∈ (−1, 1), consider the
hypersurface
Σs := {x+ sN(x)f(x) : x ∈ Σ}. (6)
From the second variation formula, Lemma 3.2 below,
d2
ds2
|s=0
∫
Σs
γn(x)dx = −
∫
Σ
f(x)Lf(x)γn(x)dx.
So, to complete the proof, it suffices by Lemma 3.2 to find a C2 function f such that
• f(x) = f(−x) for all x ∈ Σ. (f preserves symmetry.)
• ∫
Σ
f(x)γn(x)dx = 0. (f preserves Gaussian volume.)
• ∫
Σ
f(x)Lf(x)γn(x)dx > 0. (f decreases Gaussian surface area.)
We choose g as above so that Lg = δg, δ > 2 and so that
∫
Σ
(H(x) + g(x))γn(x)dx = 0.
(Since H changes sign and g ≥ 0, g can satisfy the last equality by multiplying it by an
appropriate constant.) We then define f := H + g. Then f satisfies the first two properties.
So, it remains to show that f satisfies the last property. Note that, since H and g have
different eigenvalues, they are orthogonal, i.e.
∫
Σ
H(x)g(x)γn(x)dx = 0. Therefore,∫
Σ
f(x)Lf(x)γn(x)dx
(5)
=
∫
Σ
(H(x) + g(x))(2H(x) + δg(x))γn(x)dx
= 2
∫
Σ
(H(x))2γn(x)dx+ δ
∫
Σ
(g(x))2γn(x)dx > 0.
(Since H(x) = 〈x,N(x)〉 for all x ∈ Σ, and Σ is compact, both ∫
Σ
(H(x))2γn(x)dx and∫
Σ
H(x)γn(x)dx exist.) 
Remark 1.5. The case that ∂Ω is not compact can also be dealt with [CM12, Lemmas 9.44
and 9.45], [Zhu16, Proposition 6.11]. Instead of asserting the existence of g, one approximates
g by a sequence of Dirichlet eigenfunctions on the intersection of Σ with large compact balls.
Since Proposition 1.4 was presented only for illustrative purposes, and since the assumption
(2) is too restrictive to resolve Problem 1.1, we will not present the details.
Unfortunately, the proof of Proposition 1.4 does not extend to the more general assumption
(3). In order to attack Problem 1.1, we can only assume that (3) holds, instead of the more
restrictive (2).
Under the assumption of (3), the proof of Proposition 1.4 breaks in at least two significant
ways. First, H is no longer an eigenfunction of L when (3) holds with λ 6= 0 (see (24) below).
Second, Huisken’s classification no longer holds [Hui90, Hui93]. Indeed, it is known that,
for every integer m ≥ 3, there exists λ = λm < 0 and there exists a convex embedded curve
Γm ⊆ R2 satisfying (3) and such that Γm has m-fold symmetry (and Γm1 6= Γm2 if m1 6= m2)
[Cha17, Theorem 1.3, Proposition 3.2]. Consequently, Γm × Rn−2 ⊆ Rn+1 also satisfies (3).
That is, Huisken’s classification cannot possibly hold, at least when λ < 0 in (3).
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1.2. Our contribution. For any hypersurface Σ ⊆ Rn+1, we define (using (4) and (7))
δ = δ(Σ) := sup
f∈C∞0 (Σ)
∫
Σ
fLfγn(x)dx∫
Σ
f 2γn(x)dx
.
In Section 7 below, we show that Huisken’s classification does actually hold for surfaces
satisfying (3) if λ > 0, if the surface Σ encloses a convex region, and if δ(Σ) < ∞. Due to
the following Lemma (see Lemma 5.2 below), we may always assume that δ(∂Ω) <∞.
Lemma 1.6. If Ω ⊆ Rn+1 minimizes Problem 1.1, then δ(∂Ω) <∞.
The assumption that δ(∂Ω) <∞ is similar to assuming that ∫
∂Ω
‖A‖2 γn(x)dx <∞.
Theorem 1.7 (Huisken-type classification, λ > 0). Let Ω ⊆ Rn+1 be a convex set. Let
λ > 0. Assume that H(x) = 〈x,N(x)〉+ λ for all x ∈ ∂Ω. Assume δ(∂Ω) <∞. Then, after
rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n such that ∂Ω = rSk × Rn−k.
Related to Huisken’s classification [Hui90, Hui93] [CM12, Theorem 0.17] are Bernstein
theorems. If a hypersurface Σ satisfies (2) and Σ can be written as the graph of a function,
then Σ is a hyperplane [EH89] [Wan11]. Also, if a hypersurface Σ satisfies (3), if Σ has
polynomial volume growth and if Σ be written as the graph of a function, then Σ is a
hyperplane [Gua15, Theorem 1.6] [CW14, Theorem 1.3]. In particular, if Ω = −Ω, if ∂Ω
satisfies (3), and if Ω can be separated by a hyperplane into two sets, each of which is the
graph of a function, then ∂Ω must consists of two parallel hyperplanes. In this sense, the
symmetric strip separated by two parallel hyperplanes (or its complement) are “isolated
critical points” in Problem 1.1.
Due to the Bernstein-type theorems of [Gua15, CW14], the main difficulty of Problem
1.1 occurs when Σ is not the graph of a function. Also, by Theorem 1.7, Lemma 1.6 and
Lemma 3.1 below, in order to solve the convex case of Problem 1.1, it suffices to restrict to
surfaces Σ such that there exists λ < 0 and such that H(x) = 〈x,N(x)〉 + λ, for all x ∈ Σ.
As discussed above, the case λ < 0 is most interesting, since a Huisken-type classification
cannot possibly hold when λ < 0. To deal with the case λ < 0, we use second variation
arguments, as in [CM12, CIMW13].
We begin by using the mean curvature minus its mean in the second variation formula for
Gaussian surface area.
Theorem 1.8 (Second Variation Using an Eigenfunction of L, λ < 0). Let Ω minimize
Problem 1.1 and let Σ := ∂Ω. Then by Lemma 3.1, ∃ λ ∈ R such that H(x) = 〈x,N(x)〉+λ,
for any x ∈ Σ. Assume λ < 0. If∫
Σ
(‖Ax‖2 − 1)γn(x)dx > 0,
then, after rotating Ω, ∃ r > 0 and 0 ≤ k ≤ n so that Σ = rSk × Rn−k.
Theorem 1.8 follows from a slightly more general inequality in Lemma 6.1 below. In the
case that λ < 0 and Ω is convex, the largest eigenvalue of L is at most 2, as shown in Lemma
5.3. With an eigenvalue bound smaller than 2, Lemma 6.1 would improve Theorem 1.8.
To handle the case when the average curvature of Σ is less than 1, we use our intuition
about the sphere itself. On the sphere, the mean zero symmetric eigenfunctions of L which
maximize the second variation of Gaussian surface area are degree two homogeneous spherical
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harmonics. This was observed in [Man17]. A similar observation was made in the context of
noise stability in [Hei15]. In fact, if v, w ∈ Sn, if 〈v, w〉 = 0 and if Σ = Sn then 〈v,N〉〈w,N〉
is an eigenfunction of L. So, intuitively, if ∃ λ ∈ R such that H(x) = 〈x,N(x)〉 + λ, then
〈v,N〉〈w,N〉 should also be an eigenfunction of L. Unfortunately, this does not seem to be
true. Nevertheless, if we average over all possible choices of v, w ∈ Sn, then we can obtain
a good bound in the second variation formula. And then there must exist v, w ∈ Sn whose
second variation exceeds this average value.
If y ∈ Σ, then we define ‖Ay‖22→2 := supv∈Sn ‖Ayv‖2 to be the ℓ2 operator norm of Ay.
Also, Πy : R
n+1 → Rn denotes the linear projection onto the tangent space of y ∈ Σ. (So
‖Πyv‖2 = 1− 〈N(y), v/ ‖v‖〉2 for any v ∈ Rn+1 \ {0}.)
As noted in Proposition 1.4, Problem 1.1 reduces to finding functions f : Σ→ R such that∫
Σ
fLfγn(x)dx is as large as possible.
Theorem 1.9 (Second Variation Using a Random Bilinear Function). Let Σ ⊆ Rn+1
be an orientable hypersurface with ∂Σ = ∅. Suppose ∃ λ ∈ R such that H(x) = 〈x,N(x)〉+λ
for all x ∈ Σ. Let p := ∫
Σ
γn(x)dx.
There exists v, w ∈ Sn so that, if m := 1
p
∫
Σ
〈v,N〉〈w,N〉γn(y)dy, we have
(n+ 1)2
∫
Σ
(〈v,N〉〈w,N〉 −m)L(〈v,N〉〈w,N〉 −m)γn(x)dx
≥ 1
p2
∫
Σ×Σ×Σ
(1− ‖Ax‖2 − 2 ‖Ay‖22→2) ‖Πy(N(z))‖2 γn(x)γn(y)γn(z)dxdydz.
Note that convexity is not assumed in Theorem 1.9.
Theorem 1.9 actually follows from a slightly more general statement, Lemma 8.2 below.
Theorem 1.9 is sharp for spheres, as observed by [Man17]. If r > 0, and if Σ = rSn, then
‖Ax‖2 = n/r2 and ‖Ay‖22→2 = 1/r2, so
1− ‖Ax‖2 − 2 ‖Ay‖22→2 =
r2 − n− 2
r2
.
If v, w ∈ Sn satisfy 〈v, w〉 = 0, then m = 0 and ∫
Σ
〈v,N〉〈w,N〉L(〈v,N〉〈w,N〉)γn(x)dx ≥ 0
if and only if r ≥ √n+ 2 [Man17, Proposition 1].
Since Theorem 1.9 gives a bound on the second variation, Theorem 1.9 implies the follow-
ing.
Corollary 1.10 (Second Variation Using a Random Bilinear Function). Let Ω min-
imize Problem 1.1 and let Σ := ∂Ω, so that ∃ λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all
x ∈ Σ. If∫
Σ×Σ×Σ
(1− ‖Ax‖2 − 2 ‖Ay‖22→2) ‖Πy(N(z))‖2 γn(x)γn(y)γn(z)dxdydz > 0,
then, after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n so that Σ = rSk × Rn−k.
The combination of Remark 1.2, Theorems 1.7 and 1.8 and Corollary 1.10 implies the
following.
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Theorem 1.11 (Main Result). Let Ω minimize Problem 1.1 and let Σ := ∂Ω. Assume
that Ω or Ωc is convex. If ∫
Σ
(‖Ax‖2 − 1)γn(x)dx > 0,
or ∫
Σ
(‖Ax‖2 − 1 + 2 sup
y∈Σ
‖Ay‖22→2)γn(x)dx < 0,
then, after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n so that Σ = rSk × Rn−k.
So, except for the case that the average value of ‖A‖2 is slightly less than 1, we resolve
the convex case of Barthe’s Conjecture 1.3.
In Section 9 we adapt an argument of [CM12] that allows the computation of the second
variation of Gaussian volume preserving normal variations, which simultaneously can dilate
the hypersurface Σ. When we use the function H−λ in this second variation formula, we get
zero. This suggests the intriguing possibility that the fourth variation of H − λ could help
to solve Problem 1.1. Instead of embarking on a rather technical enterprise of computing
Gaussian volume preserving fourth variations, we instead put the function H − λ+ t, t ∈ R
into this second variation formula, and we then differentiate twice in t. We then arrive at
the following interesting inequality.
Theorem 1.12. Let Ω minimize Problem 1.1 and let Σ := ∂Ω. Assume also that Σ is a
compact, C∞ hypersurface and Ω is convex. Then∫
Σ
(
− ‖Ax‖2 +H(x)
∫
Σ
γn(z)dz∫
Σ
〈y,N〉γn(y)dy
)
γn(x)dx ≥ 0.
This inequality is rather interesting since it is equal to zero exactly when Σ = rSn, for any
r > 0, since then ‖Ax‖2 = n/r2, H(x) = n/r, and 〈x,N〉 = r for all x ∈ rSn. So, one might
speculate that round spheres are the only compact C∞ hypersurfaces, where this quantity
is nonnegative, and where ∃ λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all x ∈ Σ
Finally, we show that Theorem 1.11 can be partially generalized to the non-convex case.
Theorem 1.13 (Weak Main Result, Without Convexity). Let Ω minimize Problem
1.1 and let Σ := ∂Ω. From Lemma 3.1 below, ∃ λ ∈ R such that H(x) = 〈x,N(x)〉 + λ, ∀
x ∈ Σ. If ∫
Σ
(‖Ax‖2 − 1)γn(x)dx > 0 and − λ
∫
Σ
〈x,N(x)〉γn(x)dx > 0,
or ∫
Σ
(‖Ax‖2 − 1 + 2 sup
y∈Σ
‖Ay‖22→2)γn(x)dx < 0,
then, after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n so that Σ = rSk × Rn−k.
1.3. Organization.
• Preliminary details are covered in Sections 2 through 4.
• A rather technical section on curvature bounds is given in Section 5.
• Theorem 1.7 is proven in Section 7. Theorem 1.8 is proven in Section 6.
• Theorem 1.9, Corollary 1.10 and Theorem 1.11 are proven in Section 8
• Theorem 1.12 is proven in Section 9.
• Theorem 1.13 is proven in Section 11.
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1.4. Discussion. As in the proof of Proposition 1.4, the proof of Theorem 1.11 tries to find
a function f : Σ → R with f(x) = f(−x), ∀ x ∈ Σ, ∫
Σ
f(x)γn(x)dx = 0, and such that∫
Σ
f(x)Lf(x)γn(x)dx > 0. In Proposition 1.4, this is achieved by letting f be the sum of
two distinct eigenfunctions of L with positive eigenvalues. It could occur that L has only
one symmetric eigenfunction with a positive eigenvalue, but still we could find a symmetric
f with zero mean and
∫
Σ
f(x)Lf(x)γn(x)dx > 0. It would be interesting to explore this
possibility, since the proof strategy of Proposition 1.4 fails in this case. And indeed, in the
proof of the Main Theorem, we have to compensate for the fact that we cannot find explicit
eigenfunctions of L. Also, it would be interesting to see if any Ω exists that evades all
constraints put upon it by the results in this work (e.g. by Theorems 1.11, 1.13 or Corollary
11.9). To the author’s knowledge, no such Ω is known to exist.
2. Preliminaries
We say that Σ ⊆ Rn+1 is an n-dimensional C∞ manifold with boundary if Σ can be locally
written as the graph of a C∞ function.
For any (n+ 1)-dimensional C∞ manifold Ω ⊆ Rn+1 with boundary, we denote
C∞0 (Ω;R
n+1) := {f : Ω→ Rn+1 : f ∈ C∞(Ω;Rn+1), f(∂Ω) = 0,
∃ r > 0, f(Ω ∩ (B(0, r))c) = 0}. (7)
We also denote C∞0 (Ω) := C
∞
0 (Ω;R). We let div denote the divergence of a vector field in
Rn+1. For any r > 0 and for any x ∈ Rn+1, we let B(x, r) := {y ∈ Rn+1 : ‖x− y‖ ≤ r} be
the closed Euclidean ball of radius r centered at x ∈ Rn+1.
Definition 2.1 (Reduced Boundary). A measurable set Ω ⊆ Rn+1 has locally finite
surface area if, for any r > 0,
sup
{∫
Ω
div(X(x))dx : X ∈ C∞0 (B(0, r),Rn+1), sup
x∈Rn+1
‖X(x)‖ ≤ 1
}
<∞.
Equivalently, Ω has locally finite surface area if ∇1Ω is a vector-valued Radon measure such
that, for any x ∈ Rn+1, the total variation
‖∇1Ω‖ (B(x, 1)) := sup
partitions
C1,...,Cm of B(x,1)
m≥1
m∑
i=1
‖∇1Ω(Ci)‖
is finite [CL12].
If Ω ⊆ Rn+1 has locally finite surface area, we define the reduced boundary ∂∗Ω of Ω
to be the set of points x ∈ Rn+1 such that
N(x) := − lim
r→0+
∇1Ω(B(x, r))
‖∇1Ω‖ (B(x, r))
exists, and it is exactly one element of Sn.
The following argument is essentially identical to [BBJ16, Proposition 1], so we omit the
proof.
Lemma 2.2 (Existence). There exists a set Ω ⊆ Rn+1 minimizing Problem 1.1.
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2.1. Submanifold Curvature. Here we cover some basic definitions from differential ge-
ometry of submanifolds of Euclidean space.
Let ∇ denote the standard Euclidean connection, so that if X, Y ∈ C∞0 (Rn+1,Rn+1),
if Y = (Y1, . . . , Yn+1), and if u1, . . . , un+1 is the standard basis of R
n+1, then ∇XY :=∑n+1
i=1 (X(Yi))ui. Let N be the outward pointing unit normal vector of an n-dimensional
hypersurface Σ ⊆ Rn+1. For any vector x ∈ Σ, we write x = xT +xN , so that xN := 〈x,N〉N
is the normal component of x, and xT is the tangential component of x ∈ Σ. We let
∇ := (∇)T denote the tangential component of the Euclidean connection.
Let e1, . . . , en be an orthonormal frame of Σ ⊆ Rn+1. That is, for a fixed x ∈ Σ, there
exists a neighborhood U of x such that e1, . . . , en is an orthonormal basis for the tangent
space of Σ, for every point in U [Lee03, Proposition 11.17].
Define the mean curvature
H := div(N) =
n∑
i=1
〈∇eiN, ei〉. (8)
Define the second fundamental form A = (aij)1≤i,j≤n so that
aij = 〈∇eiej , N〉, ∀ 1 ≤ i, j ≤ n. (9)
Compatibility of the Riemannian metric says aij = 〈∇eiej , N〉 = −〈ej ,∇eiN〉 + ei〈N, ej〉 =
−〈ej ,∇eiN〉, ∀ 1 ≤ i, j ≤ n. So, multiplying by ej and summing this equality over j gives
∇eiN = −
n∑
j=1
aijej , ∀ 1 ≤ i ≤ n. (10)
Using 〈∇NN,N〉 = 0,
H
(8)
=
n∑
i=1
〈∇eiN, ei〉
(10)
= −
n∑
i=1
aii. (11)
2.2. First and Second Variation. We will apply the calculus of variations to solve Prob-
lem 1.1. Here we present the rudiments of the calculus of variations.
The results of this section are well known to experts in the calculus of variations, and
many of these results were re-proven in [BBJ16].
Let Ω ⊆ Rn+1 be an (n+1)-dimensional C2 submanifold with reduced boundary Σ := ∂∗Ω.
Let N : ∂∗Ω→ Sn denote the unit exterior normal to ∂∗Ω. Let X : Rn+1 → Rn+1 be a vector
field. Unless otherwise stated, we always assume thatX(x) is parallel toN(x) for all x ∈ ∂∗Ω.
That is,
X(x) = 〈X(x), N(x)〉N(x), ∀ x ∈ ∂∗Ω. (12)
Let div denote the divergence of a vector field. We write X in its components as X =
(X1, . . . , Xn+1), so that divX =
∑n+1
i=1
∂
∂xi
Xi. Let Ψ: R
n+1 × (−1, 1)→ Rn+1 such that
Ψ(x, 0) = x,
d
dt
Ψ(x, s) = X(Ψ(x, s)), ∀ x ∈ Rn+1, s ∈ (−1, 1). (13)
For any s ∈ (−1, 1), let Ωs := Ψ(Ω, s). Note that Ω0 = Ω. Let Σs := ∂∗Ωs.
Definition 2.3. We call {Ωs}s∈(−1,1) as defined above a normal variation of Ω ⊆ Rn+1.
We also call {Σs}s∈(−1,1) a normal variation of Σ = ∂Ω.
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Lemma 2.4 (First Variation). Let X ∈ C∞0 (Rn+1,Rn+1). Let f(x) = 〈X(x), N(x)〉 for
any x ∈ ∂∗Ω. Then
d
ds
|s=0γn+1(Ωs) =
∫
∂∗Ω
f(x)γn+1(x)dx. (14)
d
ds
|s=0
∫
∂∗Ωs
γn(x)dx =
∫
∂∗Ω
(H(x)− 〈N(x), x〉)f(x)γn(x)dx. (15)
Lemma 9.8 below (with h = 0) implies (14) and Lemma 9.3 below (with ts = 0 for all
s ∈ (−1, 1)) implies (15).
Lemma 2.5 (Second Variation). Let X ∈ C∞0 (Rn+1,Rn+1). Let f(x) = 〈X(x), N(x)〉 for
all x ∈ ∂∗Ω. Then
d2
ds2
|s=0γn+1(Ωs) =
∫
∂∗Ω
f(∇Nf + f(H − 〈x,N〉))γn+1(x)dx. (16)
d2
ds2
|s=0
∫
∂∗Ωs
γn(x)dx =
∫
∂∗Ω
(
−fLf+(H−〈x,N〉)(f∇Nf+f 2(H−〈x,N〉))
)
γn(x)dx. (17)
Lemma 9.9 (with h = h′ = 0) implies (16) and Lemma 9.6 (with h = h′ = 0 and f ′ = f∇Nf
by Lemma 9.5) implies (17).
3. Variations and Regularity
In this section, we show that a minimizer of Problem 1.1 exists, and the boundary of the
minimizer is C∞ except on a set of Hausdorff dimension at most n− 7.
Much of this section is a modification of corresponding parts of [BBJ16].
Unless otherwise stated, all sets Ω ⊆ Rn+1 below are assumed to be measurable sets of
locally finite surface area, and such that the Gaussian surface area of Ω,
∫
∂∗Ω
γn(x)dx is
finite.
Lemma 3.1 (First Variation for Minimizers). Let Ω ⊆ Rn+1 minimize Problem 1.1.
Let Σ := ∂∗Ω. Then there exists λ ∈ R such that, for any x ∈ ∂∗Ω, H(x)− 〈x,N(x)〉 = λ.
Proof. Let f : ∂∗Ω→ R with ∫
∂∗Ω
f(x)γn(x)dx = 0 and f(x) = f(−x) for all x ∈ ∂∗Ω. From
Lemma 2.4, ∫
∂∗Ω
(H(x)− 〈N(x), x〉)f(x)γn(x)dx = 0.
Since Ω = −Ω, this becomes∫
(∂∗Ω)∩{x∈Rn+1 : x1≥0}
(H(x)− 〈N(x), x〉)f(x)γn(x)dx = 0.
This equality is true for any function f such that
∫
(∂∗Ω)∩{x∈Rn+1 : x1≥0} f(x)γn(x)dx = 0. So,
there exists λ ∈ R such that, for any x ∈ ∂∗Ω with x1 ≥ 0, H(x) − 〈N(x), x〉 = λ. Since
Ω = −Ω, we then have H(x)− 〈N(x), x〉 = λ for any x ∈ ∂∗Ω with x1 ≤ 0. 
Lemma 3.2 (Second Variation for Minimizers). Let Ω ⊆ Rn+1 minimize Problem 1.1.
Let Σ := ∂∗Ω. Then, for any f ∈ C∞0 (Σ) such that
∫
Σ
f(x)γn(x)dx = 0, and such that
f(x) = f(−x) for all x ∈ Σ, we have∫
Σ
f(x)Lf(x)γn(x)dx ≤ 0.
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Proof. From Lemma 3.1 there exists λ ∈ R such that, for any x ∈ ∂∗Ω, H(x)−〈x,N(x)〉 = λ.
Let f : Σ → R satisfy ∫
Σ
f(x)γn(x)dx = 0, and such that f(x) = f(−x) for all x ∈ Σ. We
extend f to a neighborhood U ⊆ Rn+1 of Σ (by e.g. Whitney extension [Ste70]), and we
denote this extension by f also, so that
∇Nf(x) := −λf(x), ∀ x ∈ Σ. (18)
Then ∇Nf(x) = ∇Nf(−x) for all x ∈ Σ.
For any x ∈ Rn+1, denote dist(x, ∂∗Ω) := inf{‖y − x‖ : y ∈ ∂∗Ω}. Define the signed
distance function dΩ : R
n+1 → R by
dΩ(x) :=
{
dist(x, ∂∗Ω), if x ∈ Rn+1 \ Ω
−dist(x, ∂∗Ω), if x ∈ Ω.
We then define X : Rn+1 → R so that
X(x) :=
{
f(x)∇dΩ(x) , ifx ∈ U
0 , ifx ∈ Rn \ U. (19)
Let {Ωs}s∈(−1,1) be the normal variation of Ω associated to X .
Since f(x) = f(−x) for all x ∈ Σ and ∇Nf(x) = ∇Nf(−x) for all x ∈ Σ, sets Ωs are
symmetric to first and second order in s near s = 0 (by (51) and Lemma 9.5.)
By (15) and (14), and using the assumption that f has mean zero,
d
ds
|s=0
∫
Σs
γn(x)dx =
∫
Σs
(H(x)− 〈x,N(x)〉)f(x)γn(x)dx = λ
∫
Σs
f(x)γn(x)dx = 0.
d
ds
|s=0
∫
Ωs
γn+1(x)dx =
∫
Σ
f(x)γn+1(x)dx = 0.
Also, by (16),
d2
ds2
|s=0
∫
Ωs
γn+1(x)dx =
∫
Σ
f(x)(∇Nf(x) + f(x)(H(x)− 〈x,N(x)〉))γn+1(x)dx
=
∫
Σ
f(x)(∇Nf(x) + λf(x))γn+1(x)dx (18)= 0.
In summary, the vector field X preserves the symmetry of Ωs to first and second order at
s = 0, and the vector field X preserves the Gaussian volume of Ωs to second order at s = 0.
Since Ω minimizes Problem 1.1, we must therefore have
d2
ds2
|s=0
∫
∂∗Ωs
γn(x)dx ≥ 0.
Finally, by (17),
0 ≤ d
2
ds2
|s=0
∫
∂∗Ωs
γn(x)dx
=
∫
∂∗Ω
(
− fLf + f(H − 〈x,N〉)(∇Nf + f(H − 〈x,N〉))
)
γn(x)dx
(18)
=
∫
∂∗Ω
−fLfγn(x)dx.

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Let g : Rn+1 → R. We define ‖g‖∞ := sup{t ≥ 0: γn+1(x ∈ Rn+1 : |g(x)| > t) > 0}. Also,
for any 0 < σ < 1, we define
‖g‖C1,σ := ‖g‖∞ + ‖‖∇g‖‖∞ + maxi=1,...,n supx,y∈Rn+1 : x 6=y
| ∂
∂xi
g(x)− ∂
∂xi
g(y)|
‖x− y‖σ .
Lemma 3.3 (Existence and Regularity). The minimum value of Problem 1.1 exists.
That is, there exists a set Ω ⊆ Rn+1 such that Ω achieves the minimum value of Problem
1.1. Also, ∂∗Ω is a C∞ manifold. Moreover, if n < 7, then ∂Ω\∂∗Ω = ∅, and if n ≥ 7, then
the Hausdorff dimension of ∂Ω \ ∂∗Ω is at most n− 7.
Proof. Existence was shown in Lemma 2.2. Now, note that ∂∗Ω is locally the graph of a C1,σ
function g, for some 0 < σ < 1. Also, in any neighborhood of x ∈ ∂∗Ω, H(x) can be written
as [Eva93]
n+1∑
i,j=1
(
1{i=j} −
∂
∂xi
g(x) ∂
∂xj
g(x)
‖∇g(x)‖2
)
∂2
∂xi∂xj
g(x).
That is, the equation H(x)−〈x,N(x)〉−λ = 0 can locally be written as an elliptic equation.
So, “classical Schauder estimates” imply that ∂∗Ω is locally the graph of a C∞ function. The
final statement concerning Hausdorff dimension follows from the theory of almost minimal
surfaces [BBJ16, Proposition 2] [Mag12, Theorem 21.8]. 
4. Eigenfunctions of L
Let e1, . . . , en be an orthonormal frame for an orientable n-dimensional hypersurface Σ ⊆
Rn+1 with ∂Σ = ∅. Let ∆ := ∑ni=1∇ei∇ei be the Laplacian associated to Σ. Let ∇ :=∑n
i=1 ei∇ei be the gradient associated to Σ. For any n × n matrix B = (bij)1≤i,j≤n, define
‖B‖2 :=∑ni,j=1 b2ij .
For any f ∈ C∞(Σ), define
Lf := ∆f − 〈x,∇f〉. (20)
Lf := ∆f − 〈x,∇f〉+ f + ‖A‖2 f. (21)
Note that there is a factor of 2 difference between our definition of L and the definition of L
in [CM12].
Below we often remove the x arguments of the functions for brevity. We extend L to
matrices so that (LB)ij := L(Bij) for all 1 ≤ i, j ≤ n.
Lemma 4.1 (H is almost an eigenfunction of L [CM15, Proposition 1.2] [Gua15, Lemma
2.1]). Let Σ ⊆ Rn+1 be an orientable hypersurface. Let λ ∈ R. If
H(x) = 〈x,N(x)〉 + λ, ∀ x ∈ Σ. (22)
Then
LA = 2A− λA2. (23)
LH = 2H + λ ‖A‖2 . (24)
14
Proof. Let 1 ≤ i ≤ n and let x ∈ Σ. Then
∇eiH(x)
(22)
= ∇ei〈x,N〉 = 〈x,∇eiN(x)〉+ 〈ei, N(x)〉 = 〈x,∇eiN(x)〉
=
n∑
j=1
〈∇eiN(x), ej〉〈x, ej〉
(10)
= −
n∑
j=1
aij〈x, ej〉.
(25)
Fix x ∈ Σ. Choosing the frame such that ∇Tekej = 0 at x for every 1 ≤ j, k ≤ n, we then
have ∇ekej = akjN at x by (9), so
n∑
j=1
aij〈x,∇ekej〉 =
n∑
j=1
aijakj〈x,N〉 (22)=
n∑
j=1
aijakj(H − λ). (26)
So, ∀ 1 ≤ i, k ≤ n,
∇ek∇eiH(x)
(25)
= −
n∑
j=1
∇ekaij〈x, ej〉 −
n∑
j=1
aij〈ek, ej〉 −
n∑
j=1
aij〈x,∇ekej〉
(26)
= −
n∑
j=1
∇ekaij〈x, ej〉 −
n∑
j=1
aij〈ek, ej〉 −
n∑
j=1
aijakj(H − λ).
(27)
Also, for any hypersurface, and for any 1 ≤ i, k ≤ n, (see [Sim83, Lemma B.8] where A
has the opposite sign),
(∆A)ik = −‖A‖2 aik −
n∑
j=1
Haijakj −∇ei∇ekH.
So, using the Codazzi equation (∇eiakj = ∇ejaki) and that A is a symmetric matrix,
(∆A)ik
(27)
= −‖A‖2 aik +
n∑
j=1
∇ejaki〈x, ej〉+
n∑
j=1
aki〈ei, ej〉 − λ
n∑
j=1
aijakj
= −‖A‖2 aik + 〈x,∇aik〉+ aik − λ(A2)ik.
Therefore,
LA
(21)
= 2A− λA2.
Finally, summing the diagonal entries of this equality and applying (11) proves (24).

Lemma 4.2 (Linear Eigenfunction of L, [MR15, BBJ16]). Let Σ ⊆ Rn+1 be an orientable
hypersurface. Let λ ∈ R. Suppose
H(x) = 〈x,N〉+ λ, ∀ x ∈ Σ. (28)
Let v ∈ Rn+1. Then
L〈v,N〉 = 〈v,N〉.
Proof. Let 1 ≤ i ≤ n. Then
∇ei〈v,N〉 = 〈v,∇eiN〉
(10)
= −
n∑
j=1
aij〈v, ej〉. (29)
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Fix x ∈ Σ. Choosing the frame such that ∇Tekej = 0 at x for every 1 ≤ j, k ≤ n, we then
have ∇ekej = akjN at x by (9), so using also Codazzi’s equation,
∇ei∇ei〈v,N〉 = −
n∑
j=1
∇eiaij〈v, ej〉 −
n∑
j=1
aij〈v,∇eiej〉
= −
n∑
j=1
∇ejaii〈v, ej〉 −
n∑
j=1
aijaij〈v,N〉.
(30)
Therefore,
∆〈v,N〉 =
n∑
i=1
∇ei∇ei〈v,N〉
(11)∧(30)
= 〈v,∇H〉 − ‖A‖2 〈v,N〉.
So far, we have not used any of our assumptions. Using now (25), and that A is symmetric,
〈v,∇H〉 = −
n∑
i,j=1
〈x, ej〉aij〈v, ei〉 (29)= 〈x,∇〈v,N〉〉.
In summary,
∆〈v,N〉 = 〈x,∇〈v,N〉〉 − ‖A‖2 〈v,N〉.
We conclude by (21). 
Remark 4.3. Let f, g ∈ C∞(Σ). Using (21), we get the following product rule for L.
L(fg) = f∆g + g∆f + 2〈∇f,∇g〉 − f〈x,∇g〉 − g〈x,∇f〉+ ‖A‖2 fg + fg
= fLg + gLf + 2〈∇f,∇g〉 − ‖A‖2 fg − fg.
So, by Lemma 4.2, if v, w ∈ Rn+1,
L〈v,N〉〈w,N〉 = 〈v,N〉〈w,N〉+ 2〈∇〈v,N〉,∇〈w,N〉〉 − ‖A‖2 〈v,N〉〈w,N〉.
The following Lemma follows from Stokes’ Theorem.
Lemma 4.4 (Integration by Parts, [CM12, Corollary 3.10], [Zhu16, Lemma 5.4]). Let
Σ ⊆ Rn+1 be an n-dimensional hypersurface. Let f, g : Σ → R. Assume that f is a C2
function and g is a C1 function with compact support. Then∫
Σ
fLgγn(x)dx =
∫
Σ
gLfγn(x)dx = −
∫
Σ
〈∇f,∇g〉γn(x)dx.
5. Curvature Bounds
In this rather technical section, we show that the derivatives of the curvature have finite
integrals. This will be used later on to justify a more general version of Lemma 4.4. Many of
the results of this section are unnecessary if we assume that ∂Ω is a C∞ manifold. However,
from Lemma 3.3, if Ω minimizes Problem 1.1, it may occur that ∂Ω \ ∂∗Ω is a nonempty set
with Hausdorff dimension n − 7. And indeed, due to e.g. the existence of Simons-Lawson
cones, this is the best possible. If the singular set ∂Ω \ ∂∗Ω is nonempty, we then have to be
careful about integrals of curvature blowing up near the singular set.
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For any hypersurface Σ ⊆ Rn+1, we define
δ = δ(Σ) := sup
f∈C∞0 (Σ)
∫
Σ
fLfγn(x)dx∫
Σ
f 2γn(x)dx
. (31)
By the definition of δ,
Σ1 ⊆ Σ2 =⇒ δ(Σ1) ≤ δ(Σ2). (32)
We say an n-dimensional hypersurface Σ ⊆ Rn+1 has polynomial volume growth if
there exists c > 0 such that, and for any r > 1,
∫
{x∈Σ: ‖x‖≤r} dx ≤ crn.
Lemma 5.1 (Existence of an Eigenfunction, [Zhu16, Lemma 6.5]). Let Σ ⊆ Rn+1 be a
symmetric, connected, orientable hypersurface with polynomial volume growth. Assume that
Σ is a C∞ hypersurface with possibly nonempty boundary. Assume that δ(Σ) < ∞. Then
there exists a positive C2 function g on Σ such that Lg = δ(Σ)g, and such that g(x) = g(−x)
for all x ∈ Σ.
Proof. Fix x ∈ Σ. Let Σ1 ⊆ Σ2 ⊆ . . . be a sequence of compact C∞ hypersurfaces such that
∪∞i=1Σi = Σ. For each i ≥ 1, let gi be a positive Dirichlet eigenfunction of L on Σi such that
Lgi = δ(Σi)gi. By multiplying by a constant, we may assume gi(x) = 1 for all i ≥ 1. Since
δ(Σi) increases to δ(Σ) < ∞ as i → ∞ by (31), the Harnack inequality implies that there
exists c = c(Σi, δ(Σ)) such that 1 ≤ supx∈Σi gi(x) ≤ c infx∈Σi gi(x) ≤ c. Elliptic theory then
gives uniform C2,σ bounds for the functions g1, g2, . . . on each compact subset of Σ. So, by
Arzela`-Ascoli there exists a uniformly convergent subsequence of g1, g2, . . . which converges
to a nonnegative solution of Lg = δ(Σ)g on Σ with g(x) = 1. The Harnack inequality
then implies that g > 0 Σ. Finally, the definition of L (21) and symmetry of Σ implies
that L(g(x) + g(−x)) = δ(Σ)(g(x) + g(−x)). That is, we may assume that g itself satisfies
g(x) = g(−x) for all x ∈ Σ. 
Lemma 5.2. If Ω ⊆ Rn+1 minimizes Problem 1.1, then δ(∂∗Ω) <∞.
Proof. We argue by contradiction. Suppose δ(∂∗Ω) =∞. Then, for any m > 0, there exists
a compact symmetric subset Σm ⊆ ∂∗Ω and there exists a Dirichlet eigenfunction gm > 0 on
Σm (by Lemma 5.1, or by applying spectral theory to the compact operator (L−‖A‖2−2)−1
on Σm) such that Lgm = δmgm, δm > m, and such that gm(x) = gm(−x) for all x ∈ Σm.
From Lemma 3.1, ∃ λ ∈ R such that H(x) = 〈x,N(x)〉 + λ on ∂∗Ω ⊇ Σm. To conclude, it
suffices by Lemma 3.2 to find a function f on Σm such that
∫
Σm
fγn(x)dx = 0, f(x) = f(−x)
for all x ∈ Σm, and
∫
Σm
fLfγn(x)dx > 0.
Let f := gm +H − λ, where we multiply gm by a constant so that
∫
Σm
fγn(x)dx = 0. (In
the case that
∫
Σm
gm = 0 for some m ≥ 1, we conclude by choosing f = gm. So, we may
assume that
∫
Σm
gm 6= 0 for all m ≥ 1.) By construction f(x) = f(−x) for all x ∈ Σm. It
remains to bound
∫
Σm
fLfγn(x)dx. From (24) and (21),
L(H − λ) = 2H + λ ‖A‖2 − λ ‖A‖2 − λ = 2H − λ. (33)
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Integrating by parts with Lemma 4.4, we have∫
Σm
fLfγn(x)dx =
∫
Σm
(gm +H − λ)L(gm +H − λ)γn(x)dx
=
∫
Σm
(gmLgm + 2gmL(H − λ) + (H − λ)L(H − λ))γn(x)dx
(33)
=
∫
Σm
(δmg
2
m + 2gm(2H − λ) + (H − λ)(2H − λ))γn(x)dx
=
∫
Σm
(δmg
2
m + 2gm(H − λ) + 2Hgm + (H − λ)2 +H(H − λ))γn(x)dx
=
∫
Σm
((δm − 2)g2m + (gm +H − λ)2 + 2Hgm +H(H − λ))γn(x)dx
=
∫
Σm
((δm − 3)g2m + (gm +H − λ)2 + (gm +H)2 − λH)γn(x)dx.
By assumption,
∫
Σm
(gm + H − λ)γn(x)dx = 0, so that
∫
Σm
(−λH)γn(x)dx =
∫
Σm
(λgm −
λ2)γn(x)dx. From the Cauchy-Schwarz inequality,
∫
Σm
g2mγn(x)dx ≥
(
∫
Σm
gmγn(x)dx)2
∫
Σm
γn(x)dx
. So,∫
Σm
fLfγn(x)dx
≥
∫
Σm
(
gm
(
λ + (δm − 3)
∫
Σm
gmγn(y)dy∫
Σm
γn(z)dz
)
+ (gm +H − λ)2 + (gm +H)2 − λ2
)
γn(x)dx
=
∫
Σm
(
− 〈x,N〉
(
λ + (δm − 3)
∫
Σm
−〈y,N〉γn(y)dy∫
Σm
γn(z)dz
)
+ (gm +H − λ)2 + (gm +H)2 − λ2
)
γn(x)dx.
In the last line, we used
∫
Σm
gmγn(x)dx =
∫
Σm
(λ − H)γn(x)dx =
∫
Σm
−〈x,N〉γn(x)dx.
So, letting m → ∞ and using limm→∞ δm = ∞ concludes the proof, in the case that
limm→∞
∫
Σm
〈x,N〉γn(x)dx 6= 0. (Recall that
∫
Σm
gmγn(x)dx 6= 0 so
∫
Σm
〈x,N〉γn(x)dx 6= 0
for all m ≥ 1.) It remains to address the case that limm→∞
∫
Σm
〈x,N〉 = 0. That is, it
remains to address when
∫
∂∗Ω
(H − λ)γn(x)dx = 0. In this case, we use f := H − λ to get∫
∂∗Ω
(H − λ)L(H − λ)γn(x)dx (33)=
∫
∂∗Ω
(H − λ)(2H − λ)γn(x)dx
=
∫
∂∗Ω
(H − λ)(2H − 2λ)γn(x)dx = 2
∫
∂∗Ω
(H − λ)2γn(x)dx.
The latter quantity is positive, unless H = λ is constant on ∂∗Ω. Then H − λ = 〈x,N〉 = 0
for all x ∈ ∂∗Ω. That is, ∂∗Ω is a cone. If λ 6= 0, this is impossible, since H(tx) = H(x)/t ∀
x ∈ ∂∗Ω, ∀ t > 0. So, it remains to consider the case that H = 〈x,N〉 = 0 for all x ∈ ∂∗Ω.
This case is eliminated in Lemma 11.5 below. 
Lemma 5.3. Let Σ ⊆ Rn+1 be a C∞ hypersurface, with possibly nonempty boundary. As-
sume ∃ λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all x ∈ Σ. Let δ := δ(Σ). If H ≥ 0, and
if λ < 0, then 1 ≤ δ ≤ 2.
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Proof. First, δ ≥ 1 follows from the definition of δ in (31) and Lemma 4.2. Now, since
Lg = δg from Lemma 5.1, by Lemma 4.4,
δ
∫
Σ
Hgγn(x)dx =
∫
Σ
HLgγn(x)dx =
∫
Σ
gLHγn(x)dx
(24)
=
∫
Σ
(2Hg+ λg ‖A‖2)γn(x)dx. (34)
Also, by Lemma 4.4,
∫
Σ
Lgγn(x)dx = 0, so
δ
∫
Σ
gγn(x)dx =
∫
Σ
Lgγn(x)dx
(21)
=
∫
Σ
g(1 + ‖A‖2)γn(x)dx.
That is, ∫
Σ
g ‖A‖2 γn(x)dx = (δ − 1)
∫
Σ
gγn(x)dx. (35)
Finally, combining (34) and (35),
(δ − 2)
∫
Σ
Hgγn(x)dx = λ
∫
Σ
g ‖A‖2 γn(x)dx = λ(δ − 1)
∫
Σ
gγn(x)dx.
So, by our assumptions on λ < 0, g ≥ 0, H ≥ 0, the right side is nonpositive. In order for
the left side to be nonpositive, we must have δ ≤ 2. 
• We say that f ∈ L2(Σ, γn) if
∫
Σ
|f |2 γn(x)dx <∞.
• We say that f ∈ W1,2(Σ, γn) if
∫
Σ
(|f |2 + ‖∇f‖2)γn(x)dx <∞.
• We say that f ∈ W2,2(Σ, γn) if
∫
Σ
(|f |2 + ‖∇f‖2 + |Lf |2)γn(x)dx <∞.
Lemma 5.4 ([CM12, Lemma 9.15(2)]). Let Σ ⊆ Rn+1 be a C∞ hypersurface, with possibly
nonempty boundary. Assume δ(Σ) < ∞. Suppose g : Σ → R is a C2 function with g > 0
and Lg = δg. If φ ∈ W1,2(Σ, γn), then∫
Σ
φ2(‖A‖2 + ‖∇ log g‖2)γn(x)dx ≤
∫
Σ
(‖∇φ‖2 + (δ − 1)φ2)γn(x)dx.
Proof.
L log g (20)=
n∑
i=1
∇ei
(∇eig
g
)
− 〈x,∇g〉
g
=
n∑
i=1
−(∇eig)2
g2
+
Lg
g
= −‖∇ log g‖2 + Lg
g
(21)
= −‖∇ log g‖2 + Lg − ‖A‖
2 g − g
g
(24)
= −‖∇ log g‖2 + δg − ‖A‖
2 g − g
g
= −‖∇ log g‖2 + (δ − 1)− ‖A‖2 .
Let η ∈ C∞0 (Σ). By Lemma 4.4,∫
Σ
〈∇η2,∇ log g〉γn(x)dx = −
∫
Σ
η2L log gγn(x)dx
=
∫
Σ
η2
(
‖∇ log g‖2 + (1− δ) + ‖A‖2
)
γn(x)dx.
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By the arithmetic mean geometric mean inequality (AMGM),∣∣〈∇η2,∇ log g〉∣∣ ≤ ‖∇η‖2 + η2 ‖∇ log g‖2 .
So, ∫
Σ
η2(‖A‖2 + ‖∇ log g‖2)γn(x)dx ≤
∫
Σ
‖∇η‖2 + (δ − 1)η2γn(x)dx.
Letting η approximate φ by cutoff functions and applying the monotone convergence theorem
completes the proof. 
Lemma 5.5 ([Zhu16, Lemma 6.2]). Let Ω ⊆ Rn+1 and let Σ := ∂Ω. Assume δ(Σ) < ∞.
Suppose g : Σ → R is a C2 function with g > 0 and Lg = δg. Assume that the Hausdorff
dimension of ∂Ω \ ∂∗Ω is at most n − 7. If φ ∈ W1,2(Σ, γn) and if
∫
Σ
|φ|7/3 γn(x)dx < ∞,
then ∫
Σ
φ2(‖A‖2 + ‖∇ log g‖2)γn(x)dx ≤ 2
∫
Σ
(‖∇φ‖2 + (δ − 1)φ2)γn(x)dx.
Corollary 5.6 ([Zhu16, Lemma 6.2]). Let Ω ⊆ Rn+1 and let Σ := ∂Ω. Assume δ(Σ) <∞.
Suppose g : Σ → R is a C2 function with g > 0 and Lg = δg. Assume that the Hausdorff
dimension of ∂Ω \ ∂∗Ω is at most n− 7. Then for any k ≥ 0, ‖A‖ ‖x‖k ∈ L2(Σ, γn)
Lemma 5.7 ([CM12, Theorem 9.36]). Let Σ ⊆ Rn+1 be a connected, orientable C∞ hy-
persurface with polynomial volume growth and with possibly nonempty boundary. Assume ∃
λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all x ∈ Σ. Let δ := δ(Σ). Assume δ(Σ) < ∞.
Then
‖∇H‖ ∈ L2(Σ, γn), ‖A‖ |H| ∈ L2(Σ, γn).∫
Σ
|HLH| γn(x)dx <∞.
Proof. As shown in (25), since H(x) = 〈x,N〉 + λ, for any 1 ≤ i ≤ n, ∇eiH(x) =
−∑nj=1 aij〈x, ej〉. Therefore,
‖∇H‖2 ≤ ‖A‖2 ‖x‖2 , ‖A‖2H2 ≤ 2 ‖A‖2 (‖x‖2 + λ2).
So, Corollary 5.6 implies that ‖∇H‖ ∈ L2(Σ, γn) and ‖A‖ |H| ∈ L2(Σ, γn).
For the final assertion, note that LH (21)= LH−‖A‖2H−H (24)= 2H+λ ‖A‖2−‖A‖2H−H .
So,
|HLH| ≤ H2 + |λ| |H| ‖A‖2 + ‖A‖2H2.
So, the polynomial volume growth (and H2 ≤ 2(‖x‖2+λ2)) and the above results show that∫
Σ
|HLH| γn(x)dx <∞. 
The following geometric inequality is essentially shown in [CM12, Lemma 10.8],[Zhu16,
Lemma 7.1] and [CW15, Lemma 4.1], and it is inspired by an inequality of Simons [Sim68].
When A,B are n × n matrices, we use the notation 〈A,B〉 := ∑ni,j=1 aijbij . Note that
〈A,A〉 = ‖A‖2. Recall that we extend L to matrices so that (LA)ij := L(Aij) for all
1 ≤ i, j ≤ n.
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Lemma 5.8 (Simons-type inequality, [Sim68, CM12, CW15, Zhu16]). Let Σ be a C∞
orientable hypersurface. Let λ ∈ R. Suppose H(x) = 〈x,N(x)〉 + λ, ∀ x ∈ Σ. Then
‖A‖L ‖A‖ = 2 ‖A‖2 − λ〈A2, A〉+ ‖∇A‖2 − ‖∇‖A‖‖2
≥ 2 ‖A‖2 − λ〈A2, A〉. (36)
Proof. Using for now only (21), we have
L ‖A‖ = L(‖A‖2)1/2 (21)=
n∑
i=1
∇ei
(
1
2
∇ei(‖A‖2)
‖A‖
)
− 1
2
〈x,∇‖A‖2〉
‖A‖ + ‖A‖
3 + ‖A‖
=
1
2
‖A‖∆ ‖A‖2 −∑ni=1[∇ei ‖A‖2][∇ei ‖A‖]
‖A‖2 −
1
2
〈x,∇‖A‖2〉
‖A‖ + ‖A‖
3 + ‖A‖
=
1
2
∆ ‖A‖2
‖A‖ −
‖∇‖A‖‖2
‖A‖ −
1
2
∑n
i=1〈x, ei〉∇ei ‖A‖2
‖A‖ + ‖A‖
3 + ‖A‖
=
〈A,∆A〉+ ‖∇A‖2
‖A‖ −
‖∇‖A‖‖2
‖A‖ −
∑n
i,j,k=1〈x, ei〉ajk∇eiajk
‖A‖ + ‖A‖
3 + ‖A‖
(21)
=
〈A,LA〉
‖A‖ +
‖∇A‖2 − ‖∇‖A‖‖2
‖A‖ .
Now, using (23), we get
‖A‖L ‖A‖ = 2 ‖A‖2 − λ〈A2, A〉+ ‖∇A‖2 − ‖∇‖A‖‖2 .
The proof is completed since ‖∇A‖2−‖∇‖A‖‖2 ≥ 0, which follows by the Cauchy-Schwarz
inequality. 
Lemma 5.9 ([CM12, Lemma 10.2]). Let Σ ⊆ Rn+1 be any n-dimensional hypersurface.
Then
(
1 +
2
n+ 1
)
‖∇‖A‖‖2 ≤ ‖∇A‖2 + 2n
n+ 1
‖∇H‖2 . (37)
The following estimate is adapted from [CM12], which itself was adapted from [SSY75].
Lemma 5.10 ([CM12, Proposition 10.14]). Let Ω ⊆ Rn+1 be a convex set and let Σ := ∂∗Ω.
Assume that the Hausdorff dimension of ∂Ω \ ∂∗Ω is at most n− 4. Assume δ(Σ) <∞.
Assume ∃ λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all x ∈ Σ. Assume H > 0. Then
∫
Σ
(‖A‖2 + ‖A‖4 + ‖∇‖A‖‖2 + ‖∇A‖2)γn(x)dx <∞.
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Proof. Since H > 0, logH is well-defined, so that
L logH (20)=
n∑
i=1
∇ei
(∇eiH
H
)
− 〈x,∇H〉
H
=
n∑
i=1
−(∇eiH)2
H2
+
LH
H
= −‖∇ logH‖2 + LH
H
(21)
= −‖∇ logH‖2 + LH − ‖A‖
2H −H
H
(24)
= −‖∇ logH‖2 + 2H + λ ‖A‖
2 − ‖A‖2H −H
H
= −‖∇ logH‖2 + 1− ‖A‖2 + λ‖A‖
2
H
.
(38)
Note that
∫
Σ
‖A‖2 γn(x)dx < ∞ by Corollary 5.6. Let φ ∈ C∞0 (Σ). Integrating by parts
with Lemma 4.4,∫
Σ
〈∇φ2,∇ logH〉γn(x)dx = −
∫
Σ
φ2L logHγn(x)dx
(38)
=
∫
Σ
φ2
(
‖∇ logH‖2 − 1 + ‖A‖2 − λ‖A‖
2
H
)
γn(x)dx.
From the AMGM inequality, |〈∇φ2,∇ logH〉| ≤ ‖∇φ‖2 + φ2 ‖∇ logH‖2, so that
∫
Σ
φ2 ‖A‖2 γn(x)dx ≤
∫
Σ
‖∇φ‖2 + φ2
(
1 + λ
‖A‖2
H
)
γn(x)dx. (39)
Let 0 < ε < 1/2 to be chosen later. Using now φ := η ‖A‖ in (39), where η ∈ C∞0 (Σ), η ≥ 0,
and using the AMGM inequality in the form 2ab ≤ εa2 + b2/ε, a, b > 0,∫
Σ
η2 ‖A‖4 γn(x)dx
≤
∫
Σ
η2 ‖∇‖A‖‖2 + 2η ‖A‖ ‖∇‖A‖‖ ‖∇η‖+ ‖A‖2 ‖∇η‖2 + η2 ‖A‖2
(
1 + λ
‖A‖2
H
)
γn(x)dx
≤
∫
Σ
(1 + ε)η2 ‖∇‖A‖‖2 + ‖A‖2 ‖∇η‖2 (1 + 1/ε) + η2 ‖A‖2
(
1 + λ
‖A‖2
H
)
γn(x)dx.
(40)
Using the product rule for L, and that L = L− ‖A‖2 − 1
1
2
L‖A‖2 = ‖∇‖A‖‖2 + ‖A‖L ‖A‖ = ‖∇‖A‖‖2 + ‖A‖
(
L ‖A‖ − ‖A‖3 − ‖A‖
)
(36)
= ‖∇‖A‖‖2 + 2 ‖A‖2 − λ〈A2, A〉+ ‖∇A‖2 − ‖∇‖A‖‖2 − ‖A‖4 − ‖A‖2
= ‖∇A‖2 + ‖A‖2 − ‖A‖4 − λ〈A2, A〉
(37)
≥
(
1 +
2
n + 1
)
‖∇‖A‖‖2 − 2n
n+ 1
‖∇H‖2 + ‖A‖2 − ‖A‖4 − λ〈A2, A〉.
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Multiplying this inequality by η2 and integrating by parts with Lemma 4.4,
− 2
∫
Σ
η ‖A‖ 〈∇η,∇‖A‖〉γn(x)dx = −1
2
∫
Σ
〈∇η2,∇‖A‖2〉γn(x)dx = 1
2
∫
Σ
η2L‖A‖2 γn(x)dx
≥
∫
Σ
η2
((
1 +
2
n + 1
)
‖∇‖A‖‖2 − 2n
n+ 1
‖∇H‖2 − ‖A‖4 − λ〈A2, A〉
)
γn(x)dx.
(We removed the ‖A‖2 term since doing so only decreases the quantity on the right.) Rear-
ranging this inequality and then using the AMGM inequality in the form b2/ε−2ab ≥ −εa2,∫
Σ
(
η2 ‖A‖4 + λη2〈A2, A〉+ 2n
n+ 1
η2 ‖∇H‖2 + 1
ε
η2 ‖A‖2 ‖∇η‖2
)
γn(x)dx
≥
(
1 +
2
n+ 1
− ε
)∫
Σ
η2 ‖∇‖A‖‖2 γn(x)dx.
(41)
Substituting (41) into (40),∫
Σ
η2 ‖A‖4 γn(x)dx ≤ 1 + ε
1 + 2
n+1
− ε
∫
Σ
η2 ‖A‖4 γn(x)dx
+ 10
∫
Σ
η2 ‖∇H‖2 + η2(1 + 1/ε)(1 + ‖∇η‖2) ‖A‖2 + |λ| η2
( ∣∣〈A,A2〉∣∣+ ‖A‖4
H
)
γn(x)dx.
Since Ω is convex, A is negative definite with nonpositive diagonal entries, so that H ≥ ‖A‖,
i.e. ‖A‖4 /H ≤ ‖A‖3. Also |〈A,A2〉| ≤ ‖A‖3. Using the AMGM inequality in the form
2a3 ≤ a4ε+ a2/ε, we then get∫
Σ
η2 ‖A‖4 γn(x)dx ≤
(
10ε |λ|+ 1 + ε
1 + 2
n+1
− ε
)∫
Σ
η2 ‖A‖4 γn(x)dx
+ 10
∫
Σ
η2
(
‖∇H‖2 + (1 + (1 + |λ|)/ε)(1 + ‖∇η‖2) ‖A‖2
)
γn(x)dx.
Now, choose ε < 1/(20(n+ 1)(|λ|+1)), so that 10 |λ| ε+ 1+ε
1+ 2
n+1
−ε < 1. We then can move
the η2 ‖A‖4 term on the right side to the left side to get some cε > 0 such that∫
Σ
η2 ‖A‖4 γn(x)dx ≤ cε
∫
Σ
η2
[
‖∇H‖2 + ‖A‖2 (1 + ‖∇η‖2)
]
γn(x)dx
≤ cε
∫
Σ
η2
[
‖A‖2 (1 + ‖x‖2 + ‖∇η‖2)
]
γn(x)dx.
In the last line, we used the inequality ‖∇H‖2 ≤ ‖A‖2 ‖x‖2. This follows by (25), since
H(x) = 〈x,N〉+ λ, so for any 1 ≤ i ≤ n, ∇eiH(x) = −
∑n
j=1 aij〈x, ej〉.
We now choose a sequence of η = ηr increasing to 1 as r → ∞ so that the ‖∇η‖2 term
vanishes. This is possible due to the assumptions that δ <∞ and the Hausdorff dimension
of ∂Ω \ ∂∗Ω is at most n − 4. Such functions are constructed and this estimate is made in
[Zhu16, Lemma 6.4]:∫
Σ
‖A‖2 ‖∇ηr‖2 η2rγn(x)dx ≤ c(δ)(rne−(r−4)
2/4 + r−1), ∀r > 1. (42)
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It therefore follows from Corollary 5.6 applied to Σ = ∂∗Ω that∫
Σ
‖A‖4 γn(x)dx <∞. (43)
It then follows from (41) that
∫
Σ
‖∇‖A‖‖2 γn(x)dx <∞.
Finally, multiplying the above equality L‖A‖2 = 2 ‖∇A‖2 + 2 ‖A‖2 − 2 ‖A‖4 − 2λ〈A2, A〉
by η2 and integrating by parts with Lemma 4.4, we get
2
∫
Σ
η2(‖∇A‖2 − ‖A‖4 − λ〈A2, A〉)γn(x)dx ≤
∫
Σ
η2L‖A‖2 γn(x)dx
= −4
∫
Σ
η ‖A‖ 〈∇η,∇‖A‖〉γn(x)dx ≤ 2
∫
Σ
η2 ‖∇‖A‖‖2 + ‖A‖2 ‖∇η‖2〉γn(x)dx.
Then the ‖A‖4 integral is finite by (43), the ‖∇‖A‖‖2 integral is finite, the last term has a
finite integral by (42), so the integral of ‖∇A‖2 is also finite. 
Corollary 5.11 (Integration by Parts, Version 2 [Zhu16, Lemma 5.4]). Let Ω ⊆ Rn+1.
Let f, g : ∂∗Ω→ R be C2 functions. Suppose the Hausdorff dimension of ∂Ω\∂∗Ω is at most
n− 7. Assume that∫
Σ
‖∇f‖ ‖∇g‖ γn(x)dx <∞,
∫
Σ
|fLg| γn(x)dx <∞,
∫
Σ
‖f∇g‖2 γn(x)dx <∞.
Then ∫
Σ
fLgγn(x)dx =
∫
Σ
gLfγn(x)dx = −
∫
Σ
〈∇f,∇g〉γn(x)dx.
6. Perturbations using H or an Eigenfunction
Lemma 6.1 (Perturbation using an Eigenfunction). Let Σ be a symmetric, orientable
C∞ hypersurface with δ(Σ) < ∞. Assume ∃ λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all
x ∈ Σ. Let g : Σ→ (0,∞) from Lemma 5.1 so that Lg = δg. Then∫
Σ
(1 + g)L(1 + g)γn(x)dx =
∫
Σ
(
δ(1 + g)2 + ‖A‖2 + (1− δ)
)
γn(x)dx.
Proof. Integrating by parts with Corollary 5.11,∫
Σ
(1 + g)L(1 + g)γn(x)dx =
∫
Σ
(
gLg + 2Lg + L(1)
)
γn(x)dx
=
∫
Σ
(
δg2 + 2δg + ‖A‖2 + 1
)
γn(x)dx =
∫
Σ
(
δ(1 + g)2 + ‖A‖2 + (1− δ)
)
γn(x)dx.

Corollary 6.2. Let Ω ⊆ Rn+1 minimize Problem 1.1. Let Σ := ∂∗Ω. Then by Lemma 3.1,
∃ λ ∈ R such that H(x) = 〈x,N(x)〉+ λ. Assume that λ < 0 and∫
Σ
(‖A‖2 − 1)γn(x)dx > 0.
Then, after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n such that Σ = rSk × Rn−k.
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Proof. From Lemma 5.3, 1 ≤ δ ≤ 2. Let g : Σ→ (0,∞) be the eigenfunction guaranteed to
exist by Lemma 5.1. If g is not constant, then we can multiply it by a constant as necessary
so that
∫
Σ
(1 + g)γn(x)dx = 0. Since 1 ≤ δ ≤ 2 and since
∫
Σ
(‖A‖2 − 1)γn(x)dx > 0, Lemma
6.1 contradicts Lemma 3.2. So, we must assume that g is constant.
If g is constant, then L(1) = g(‖A‖2+1) = δg. That is, ‖A‖2 is equal to a constant c ∈ R.
Choose b ∈ R such that ∫
Σ
(H(x) + b)γn(x)dx = 0. By (24), LH = 2H + λ ‖A‖2 = 2H + λc.
So, using Lemma 5.7 and Corollary 5.11, and also using the definition of b,
1
2
∫
Σ
(H + b)L(H + b)γn(x)dx =
1
2
∫
Σ
(H + b)(2H + λc+ b(c+ 1))γn(x)dx
=
∫
Σ
(H + b)Hγn(x)dx =
∫
Σ
H2γn(x)dx−
[
∫
Σ
Hγn(x)dx]
2∫
Σ
γn(y)dy
.
From the Cauchy-Schwarz inequality, −[∫
Σ
Hγn(x)dx]
2 ≥ − ∫
Σ
H2γn(x)dx
∫
Σ
γn(y)dy, with
equality only if H is constant. Therefore∫
Σ
(H + b)L(H + b)γn(x)dx ≥ 0,
with equality only if H is constant. So, if H is not constant, then this inequality contradicts
Lemma 3.2. So, we must assume that H is constant. If H is constant and if ‖A‖ is constant,
then H/ ‖A‖ is constant. It follows from [CM12, p. 48-50] [Hui93, p.187-188] that Σ is then
a round cylinder. (If ‖A‖ = 0 on Σ, then Σ is a rotation of rS0 × Rn for some r > 0.) 
Remark 6.3. It seems difficult to classify self-shrinkers such that ‖A‖ is constant [Gua14].
7. Huisken-type Classification
The following Lemma is a routine generalization of [CM12, Lemma 10.14] and [Zhu16,
Lemma 7.3].
Lemma 7.1. Let Ω ⊆ Rn+1 such that ∂Ω \ ∂∗Ω has Hausdorff dimension at most n − 7.
Let Σ := ∂∗Ω. Let λ ∈ R. Assume δ(Σ) < ∞. Assume H(x) > 0 for all x ∈ Σ and
H(x) = 〈x,N(x)〉 + λ, ∀ x ∈ Σ. Then∫
Σ
∥∥∥ ‖A‖∇ logH −∇‖A‖∥∥∥2γn(x)dx ≤ λ
∫
Σ
(‖A‖4
H
+ 〈A2, A〉
)
γn(x)dx.
Proof. First, let L := ∆− 〈x,∇〉 as in (20). Using (38) and integrating by parts by Lemma
5.10 and Corollaries 5.11 and 5.6,
−
∫
Σ
〈∇ ‖A‖2 ,∇ logH〉γn(x)dx =
∫
Σ
‖A‖2 L logHγn(x)dx
=
∫
Σ
‖A‖2
(
− ‖∇ logH‖2 + 1− ‖A‖2 + λ‖A‖
2
H
)
γn(x)dx.
Note that∥∥∥ ‖A‖∇ logH −∇‖A‖ ∥∥∥2 = ‖A‖2 ‖∇ logH‖2 + ‖∇‖A‖‖2 − 2 ‖A‖ 〈∇ logH,∇‖A‖〉
= ‖A‖2 ‖∇ logH‖2 + ‖∇‖A‖‖2 − 〈∇ logH,∇‖A‖2〉.
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Integrating and combining the above,∫
Σ
∥∥∥ ‖A‖∇ logH −∇‖A‖ ∥∥∥2γn(x)dx =
∫
Σ
(
‖∇‖A‖‖2 + ‖A‖2 − ‖A‖4 + λ‖A‖
4
H
)
γn(x)dx.
(44)
We manipulate the first term on the right. Integrating by parts with Corollary 5.11,∫
Σ
‖∇‖A‖‖2 γn(x)dx = −
∫
Σ
‖A‖L ‖A‖ γn(x)dx
(21)
=
∫
Σ
(
− ‖A‖L ‖A‖+ ‖A‖4 + ‖A‖2
)
γn(x)dx
(36)
≤
∫
Σ
(
‖A‖4 + λ〈A2, A〉 − ‖A‖2
)
γn(x)dx.
Combining this with (44),∫
Σ
∥∥∥ ‖A‖∇ logH −∇‖A‖∥∥∥2γn(x)dx ≤
∫
Σ
(
λ
‖A‖4
H
+ λ〈A2, A〉
)
γn(x)dx.

Remark 7.2. Repeating the above calculation and replacing logH with log(H − λ) gives
L log(H − λ) = −‖∇ log(H − λ)‖2 + 1− ‖A‖2 + λ
H − λ.∫
Σ
∥∥∥ ‖A‖∇ log(H − λ)−∇‖A‖ ∥∥∥2γn(x)dx ≤ λ
∫
Σ
( ‖A‖2
H − λ + 〈A
2, A〉
)
γn(x)dx.
Recovering the main result of [CW15, Theorem 4.1] with a slightly different proof.
For curves in the plane, it is known that circles and lines are the only solutions of H(x) =
〈x,N〉+λ when λ > 0 [Gua15, Theorem 1.5] [Cha17, Theorem 1.4]. For convex surfaces, we
extend this argument to arbitrary dimensions.
Corollary 7.3 (Huisken-type classification, λ > 0). Let Ω ⊆ Rn+1 be convex such that
∂Ω \ ∂∗Ω has Hausdorff dimension at most n − 7. Let λ > 0. Assume δ(Σ) < ∞. Suppose
H(x) = 〈x,N(x)〉 + λ, ∀ x ∈ Σ. Then H/ ‖A‖ is constant on Σ.
Proof. Let B be a positive definite n×n matrix. From logarithmic convexity of the ℓp norms
(or Ho¨lder’s inequality), (
Tr(B2)
)1/2
≤
(
Tr(B)
)1/4(
Tr(B3)
)1/4
.
Since Ω is convex, A is negative definite, and all of the diagonal entries of A are nonpositive.
So, taking the fourth power of this inequality,
‖A‖4 ≤ H ∣∣〈A2, A〉∣∣ .
That is,
‖A‖4
H
≤ ∣∣〈A2, A〉∣∣ .
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So, from Lemma 7.1, λ > 0, and again using that A is negative definite and H > 0,∫
Σ
∥∥∥ ‖A‖∇ logH −∇‖A‖∥∥∥2γn(x)dx ≤ λ
∫
Σ
(‖A‖4
H
+ 〈A2, A〉
)
γn(x)dx ≤ 0.
Therefore, ∇ei logH = ∇ei log ‖A‖ for all 1 ≤ i ≤ n. That is, ‖A‖ /H is constant on Σ. 
Corollary 7.4 (Huisken-type classification, λ > 0). Let Ω ⊆ Rn+1 be convex such that
∂Ω \ ∂∗Ω has Hausdorff dimension at most n − 7. Let λ > 0. Assume δ(Σ) < ∞. Suppose
H(x) = 〈x,N(x)〉 + λ, ∀ x ∈ Σ. Then, after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n such that
Σ = rSk × Rn−k.
Proof. Since ‖A‖ /H is constant on Σ, it follows from [CM12, p. 48-50] [Hui93, p.187-188]
that Σ is then a round cylinder. 
8. Random Almost-Eigenfunctions
In this section, we let E denote the expected value of a random variable.
Lemma 8.1. Let v be a uniformly distributed random vector in Sn. Let a, b ∈ Sn. Then
E〈v, a〉〈v, b〉 = 〈a, b〉
n+ 1
.
Proof. Let θ := cos−1(〈a, b〉). In the case n = 1 we have
E〈v, a〉〈v, b〉 = 1
2π
∫ 2pi
0
cos(t) cos(t+ θ)dt =
1
2π
∫ 2pi
0
cos(t)[cos(t) cos(θ)− sin(t) sin(θ)]dt
= cos θ
1
2π
∫ 2pi
0
cos2(t)dt = cos θ
1
2π
∫ 2pi
0
(1/2)(1 + cos(2t))dt =
cos θ
2
=
〈a, b〉
2
.
For any n > 1, there then exists cn+1 ∈ R such that E〈v, a〉〈v, b〉 = cn+1〈a, b〉. Choosing
a = b, we get cn+1 = cn+1 ‖a‖2 = E〈v, a〉2. And summing over an orthonormal basis of a in
R
n+1 gives (n+ 1)cn+1 = E ‖v‖2 = 1. That is, cn+1 = 1/(n+ 1).

Let Ax denote the matrix A at the point x. Let Π = Πx : R
n+1 → Rn be the linear
projection of Rn+1 onto the tangent space at x, viewed as Rn itself. So, if A is diagonal at
x and if u1, . . . , un is the standard basis of R
n, then Πxei = ui and AxΠxei = aiiui for all
1 ≤ i ≤ n. Let p := ∫
Σ
γn(x)dx.
Lemma 8.2 (Independent Bilinear Perturbation). Let Σ be an orientable C∞ hyper-
surface. There exists v, w ∈ Sn so that, if m := 1
p
∫
Σ
〈v,N〉〈w,N〉γn(y)dy, then
(n + 1)2
∫
Σ
(〈v,N〉〈w,N〉 −m)L(〈v,N〉〈w,N〉 −m)γn(x)dx
≥
∫
Σ
(1− ‖Ax‖2)γn(x)dx ·
(
1− 1
p2
∫
Σ
∫
Σ
〈N(y), N(z)〉2γn(y)γn(z)dydz
)
− 2
p
∫
Σ
∫
Σ
‖AxΠx(N(y))‖2
)
γn(y)γn(x)dydx.
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Proof. Let v, w ∈ Sn. From Remark 4.3,
L〈v,N〉〈w,N〉 = 〈v,N〉〈w,N〉+ 2〈∇〈v,N〉,∇〈w,N〉〉 − ‖A‖2 〈v,N〉〈w,N〉.
So, if we define m := 1
p
∫
Σ
〈v,N〉〈w,N〉γn(y)dy, then
L(〈v,N〉〈w,N〉−m) (21)= 〈v,N〉〈w,N〉+2〈∇〈v,N〉,∇〈w,N〉〉−‖A‖2 (〈v,N〉〈w,N〉+m)−m.
Therefore,∫
Σ
(〈v,N〉〈w,N〉 −m)L(〈v,N〉〈w,N〉 −m)γn(x)dx
=
∫
Σ
(
〈v,N〉2〈w,N〉2 + 2(〈v,N〉〈w,N〉 −m)〈∇〈v,N〉,∇〈w,N〉〉 − 2m〈v,N〉〈w,N〉
− ‖A‖2 (〈v,N〉2〈w,N〉2 −m2) +m2
)
γn(x)dx
=
∫
Σ
(
〈v,N〉2〈w,N〉2 + 2(〈v,N〉〈w,N〉 −m)〈∇〈v,N〉,∇〈w,N〉〉
− ‖A‖2 (〈v,N〉2〈w,N〉2 −m2) +m2
)
γn(x)dx− 2pm2.
From Lemma 8.1, if v, w are uniformly distributed in Sn, then
E〈v,N〉2〈w,N〉2 = 1
(n+ 1)2
.
Em2 =
1
p2
∫
Σ
∫
Σ
E〈v,N(y)〉〈w,N(y)〉〈v,N(z)〉〈w,N(z)〉γn(y)γn(z)dydz
=
1
p2
∫
Σ
∫
Σ
〈N(y), N(z)〉2
(n+ 1)2
γn(y)γn(z)dydz.
Let e1, . . . , en ∈ Rn+1 be an orthonormal frame for Σ (embedded into the tangent space
of Σ so that 〈ei, N(x)〉 = 0 for all 1 ≤ i ≤ n) such that A is a diagonal matrix at x. Then
〈∇〈v,N〉,∇〈w,N〉〉 (29)=
〈
n∑
i=1
aii〈v, ei〉ei,
n∑
j=1
ajj〈w, ej〉ej
〉
=
n∑
i=1
a2ii〈v, ei〉〈w, ei〉.
So, using Lemma 8.1 and
∑n
i=1 a
2
ii = ‖Ax‖2,
E〈v,N(y)〉〈w,N(y)〉〈∇〈v,N(x)〉,∇〈w,N(x)〉〉 =
n∑
i=1
a2iiE〈v,N(y)〉〈w,N(y)〉〈v, ei〉〈w, ei〉
=
n∑
i=1
a2ii
〈ei, N(y)〉2
(n+ 1)2
=
‖AxΠx(N(y))‖2
(n+ 1)2
.
In particular, if x = y, we have Π(N(y)) = 0, so that
E〈v,N(x)〉〈w,N(x)〉〈∇〈v,N(x)〉,∇〈w,N(x)〉〉 = 0.
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Also,
Em〈∇〈v,N(x)〉,∇〈w,N(x)〉〉 = 1
p
∫
Σ
E〈v,N(y)〉〈w,N(y)〉〈∇〈v,N(x)〉,∇〈w,N(x)〉〉γn(y)dy
=
1
p
∫
Σ
‖AxΠx(N(y))‖2
(n+ 1)2
γn(y)dy.
Combining the above calculations,
E
∫
Σ
(〈v,N〉〈w,N〉 −m)L(〈v,N〉〈w,N〉 −m)γn(x)dx
= E
∫
Σ
(
〈v,N〉2〈w,N〉2 + 2(〈v,N〉〈w,N〉 −m)〈∇〈v,N〉,∇〈w,N〉〉
− ‖A‖2 (〈v,N〉2〈w,N〉2 −m2) +m2
)
γn(x)dx− 2pEm2
=
1
(n+ 1)2
∫
Σ
(
1− 2
p
∫
Σ
‖AxΠ(N(y))‖2
(n + 1)2
γn(y)dy
− ‖Ax‖2 + (1 + ‖Ax‖
2)
p2
∫
Σ
∫
Σ
〈N(y), N(z)〉2γn(y)γn(z)dydz
)
γn(x)dx
− 2
(n + 1)2
1
p
∫
Σ
∫
Σ
〈N(y), N(z)〉2γn(y)γn(z)dydz.
Simplifying a bit using the definition of p, we get
(n+ 1)2E
∫
Σ
(〈v,N〉〈w,N〉 −m)L(〈v,N〉〈w,N〉 −m)γn(x)dx
=
∫
Σ
(1− ‖Ax‖2)γn(x)dx+
∫
Σ
(‖Ax‖2 − 1)γn(x)dx 1
p2
∫
Σ
∫
Σ
〈N(y), N(z)〉2γn(y)γn(z)dydz
− 2
p
∫
Σ
∫
Σ
‖AxΠ(N(y))‖2
)
γn(y)γn(x)dydx.
Therefore, ∃ v, w ∈ Sn such that ∫
Σ
(〈v,N〉〈w,N〉−m)L(〈v,N〉〈w,N〉 −m)γn(x)dx exceeds
or equals the above expected value. 
Remark 8.3. If we repeat the proof of Lemma 8.2 for v, w which are conditioned to satisfy
〈v, w〉 = 0, then the result is the same.
As above, let Ax denote the matrix A at the point x. Let Π = Πx : R
n+1 → Rn be the linear
projection of Rn+1 onto the tangent space at x, viewed as Rn itself. Let p :=
∫
Σ
γn(x)dx.
Corollary 8.4. There exists v, w ∈ Sn so that, if m := 1
p
∫
Σ
〈v,N〉〈w,N〉γn(y)dy, then
(n+ 1)2
∫
Σ
(〈v,N〉〈w,N〉 −m)L(〈v,N〉〈w,N〉 −m)γn(x)dx
≥ 1
p2
∫
Σ×Σ×Σ
(1− ‖Ax‖2 − 2 ‖Ay‖22→2) ‖Πy(N(z))‖2 γn(x)γn(y)γn(z)dxdydz.
29
Proof. From Lemma 8.2, there exists v, w ∈ Sn such that
(n + 1)2
∫
Σ
(〈v,N〉〈w,N〉 −m)L(〈v,N〉〈w,N〉 −m)γn(x)dx
≥
∫
Σ
(1− ‖Ax‖2)γn(x)dx ·
(
1− 1
p2
∫
Σ
∫
Σ
〈N(y), N(z)〉2γn(y)γn(z)dydz
)
− 2
p
∫
Σ
∫
Σ
‖AzΠz(N(y))‖2
)
γn(y)γn(z)dydz.
Now, using the definition of p and Πz,(
1− 1
p2
∫
Σ
∫
Σ
〈N(y), N(z)〉2γn(y)γn(z)dydz
)
=
1
p2
∫
Σ
∫
Σ
(1− 〈N(y), N(z)〉2)γn(y)γn(z)dydz
=
1
p2
∫
Σ
∫
Σ
‖ΠzN(y)‖2 γn(y)γn(z)dydz.
Recall that ‖Az‖22→2 = supu∈Sn ‖Azu‖2. Combining the above with ‖AzΠz(N(y))‖2 ≤
‖Az‖22→2 ‖Πz(N(y))‖2 gives
(n+ 1)2
∫
Σ
(〈v,N〉〈w,N〉 −m)L(〈v,N〉〈w,N〉 −m)γn(x)dx
≥
∫
Σ
(1− ‖Ax‖2)γn(x)dx · 1
p2
∫
Σ
∫
Σ
‖ΠzN(y)‖2 γn(y)γn(z)dydz.
− (
∫
Σ
γn(x)dx)
2
p2
∫
Σ
‖Az‖22→2
∫
Σ
‖Πz(N(y))‖2 γn(y)γn(z)dydz
=
1
p2
∫
Σ
∫
Σ
(1− ‖Ax‖2 − 2 ‖Az‖22→2)
∫
Σ
‖Πz(N(y))‖2 γn(y)γn(x)γn(z)dydxdz.

We now prove the Main Theorem, Theorem 1.11
Proof of Theorem 1.11. Combine Lemma 3.2 with Corollaries 7.3, 8.4 and 6.2. 
9. Normal Variations with Dilations
Lemma 9.1 ([CM12, Lemma 3.20], [CW15, Lemma 3.1]). Let Σ ⊆ Rn+1 be a C∞ hypersur-
face. Let λ ∈ R. Assume that
H(x) = 〈x,N〉+ λ, ∀ x ∈ Σ, (45)
then
1
2
∆ ‖x‖2 = −H〈N, x〉+ n. (46)
1
2
L‖x‖2 = n− ‖x‖2 − λ〈x,N〉 = n− ‖x‖2 − λ(H − λ). (47)
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Proof. Using that any hypersurface Σ satisfies ∆x = −HN ,
1
2
∆ ‖x‖2 = 〈∆x, x〉 + ‖∇x‖2 = −H〈N, x〉+ n.
Also,
1
2
L‖x‖2 (20)= 1
2
∆ ‖x‖2 − 1
2
〈x,∇‖x‖2〉 = 1
2
∆ ‖x‖2 − ‖xT‖22
(46)
= −H〈N, x〉+ n− ‖xT ‖22
(45)
= n− 〈N, x〉2 − ‖xT‖22 − λ〈x,N〉
= n− ‖x‖2 − λ〈x,N〉. (45)= n− ‖x‖2 − λ(H − λ).

Lemma 9.2 ([CM12, Lemma 3.25] [CW15, Lemma 3.3]). Let Σ ⊆ Rn+1 be a C∞ hypersur-
face with ∂Σ = ∅. Let λ ∈ R. Assume that H(x) = 〈x,N〉 + λ ∀ x ∈ Σ, and that Σ has
polynomial volume growth. Then
∫
Σ
(
n− ‖x‖2 − λH + λ2
)
γn(x)dx = 0. (48)
∫
Σ
(
(n+ 2) ‖x‖2 − ‖x‖4 − λ ‖x‖2 (H − λ)− 2(H − λ)2
)
= 0. (49)
∫
Σ
(‖x‖2 − n)2γn(x)dx =
∫
Σ
(
2n + (H − λ)
(
− 2H + λ(n− ‖x‖2)
))
γn(x)dx. (50)
Proof. Integrating by parts with Corollary 5.11 proves (48) as follows.
0 =
∫
Σ
(
L‖x‖2
)
γn(x)dx
(47)
=
∫
Σ
(
n− ‖x‖2 − λ(H − λ)
)
γn(x)dx.
Using Corollary 5.11 again,
−4
∫
Σ
∥∥xT∥∥2 γn(x)dx = −
∫
Σ
∥∥∇‖x‖2∥∥2 γn(x)dx =
∫
Σ
‖x‖2 L‖x‖2 γn(x)dx
(47)
= 2
∫
Σ
(
n ‖x‖2 − ‖x‖4 − λ ‖x‖2 (H − λ)
)
.
Rearranging and using ‖xT‖22 = −‖xN‖22 + ‖x‖2
(45)
= −(H − λ)2 + ‖x‖2, we get
∫
Σ
(
(n+ 2) ‖x‖2 − ‖x‖4 − λ ‖x‖2 (H − λ)− 2(H − λ)2
)
= 0.
31
To prove (50), we write∫
Σ
(‖x‖2 − n)2γn(x)dx =
∫
Σ
(
‖x‖4 − 2n ‖x‖2 + n2
)
γn(x)dx
(49)
=
∫
Σ
(
(n+ 2− 2n) ‖x‖2 − λ ‖x‖2 (H − λ)− 2(H − λ)2 + n2
)
γn(x)dx
=
∫
Σ
(
(−n + 2) ‖x‖2 − λ ‖x‖2 (H − λ)− 2(H − λ)2 + n2
)
γn(x)dx
(48)
=
∫
Σ
(
(−n + 2)[n− λ(H − λ)]− λ ‖x‖2 (H − λ)− 2(H − λ)2 + n2
)
γn(x)dx
=
∫
Σ
2n+ (H − λ)
(
nλ− 2λ− λ ‖x‖2 − 2H + 2λ
)
γn(x)dx
=
∫
Σ
2n+ (H − λ)
(
− 2H + λ(n− ‖x‖2)
)
γn(x)dx.

Recall that if X : Rn+1 → Rn+1 is a given vector field, then we define Ψ: Rn+1× (−1, 1)→
R
n+1 so that Ψ(x, 0) = x and such that d
ds
|s=0Ψ(x, s) = X(Ψ(x, s)) ∀ x ∈ Rn+1 and ∀
s ∈ (−1, 1) as in (13). And for any s ∈ (−1, 1), we define Ωs := Ψ(Ω, s) and Σs := ∂Ωs.
Define Z : Rn+1 → Rn+1 so that Z(x) := d2
ds2
|s=0Ψ(x, s) is the “acceleration” vector field.
Suppose we write Ψ in its Taylor expansion (with respect to s) as
Ψ(x, s) = x+ sX(x) +
s2
2
Z(x) + o(s2), ∀ x ∈ Rn+1, s ∈ (−1, 1). (51)
Note that Z(x) := d
2
ds2
|s=0Ψ(x, s) and (13) imply that
Z(x)i =
n+1∑
j=1
Xj(x)
∂
∂xj
Xi(x), ∀ x ∈ Rn+1, ∀ 1 ≤ i ≤ n+ 1. (52)
Let Jac denote the Jacobian determinant in Rn+1. As shown in [Hei15, Lemma 12.2][CS07],
JacΨ(x, 0) = 1. (53)
(d/ds)JacΨ|s=0 = div(X). (54)
d2
ds2
JacΨ(x, s)|s=0 = div((div(X))X). (55)
For any ts > 0, define
Fts := (2πts)
−n
2
∫
Σs
e−
‖x‖2
2ts dx = (2π)−
n
2
∫
Σs/
√
ts
e−
‖x‖2
2 dx.
Lemma 9.3 (First Variation of Surface area [CM12, Lemma 3.1]). Let Σ ⊆ Rn+1 be a
C∞ hypersurface. Then
∂
∂s
Fts =
∫
Σs
[
f(H − 〈x,N〉/ts) +
∂
∂s
ts
2
(‖x‖2
t2s
− n
ts
)]
(2πts)
−n
2 e−
‖x‖2
2ts dx.
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Proof. We use logarithmic differentiation.
∂
∂ts
log
(
(2πts)
−n
2 e−
‖x‖2
2ts
)
= −n
2
1
ts
+
‖x‖2
2t2s
.
Taking the s derivative and applying the chain rule, using x′ = fN and (dx)′ = fHdx,
∂
∂s
(
(2πts)
−n
2 e−
‖x‖2
2ts dx
)
=
(
fH − f
ts
〈x,N〉+
( ∂
∂s
ts
)(
− n
2
1
ts
+
‖x‖2
2t2s
))
(2πts)
−n
2 e−
‖x‖2
2ts dx.

Remark 9.4. Let Σ be a C∞ hypersurface. If ∃ λ ∈ R such that H = 〈x,N〉 + λ ∀ x ∈ Σ,
and if h := ∂
∂s
|s=0ts, then
∂
∂s
|s=0Fts =
∫
Σ
(fλ+ (h/2)(‖x‖2 − n))γndx
(48)
=
∫
Σ
[fλ+ (h/2)(−λ)(H − λ)]γndx = λ
∫
Σ
[f − (h/2)〈x,N〉]γndx.
Lemma 9.5. Let Σ ⊆ Rn+1 be a C∞ hypersurface. Then
f(x)〈∇f(x), N(x)〉 = 〈Z(x), N(x)〉, ∀ x ∈ Σ.
Proof. Let div denote the divergence on Rn+1, and let divτ denote the divergence on Σ. Let
DN denote the matrix of partial derivatives of N . Using (52) and div(N(x)) = divτ (N(x))
∀ x ∈ Σ to get
〈N(x), Z(x)〉 = (f(x))2〈(DN(x))N(x), N(x)〉 + f(x)〈∇f(x), N(x)〉
= (f(x))2(div(N(x))− divτ (N(x))) + f(x)〈∇f(x), N(x)〉 = f(x)〈∇f(x), N(x)〉.
(56)

Lemma 9.6 (Second Variation of Surface Area, with Dilations [CM12, Theorem 4.1]).
Let Σ ⊆ Rn+1 be a C∞ hypersurface with ∂Σ = ∅. Let t0 := 1, h := ∂∂s |s=0ts, f := 〈X,N〉.
∂2
∂s2
|s=0Fts =
∫
Σ
(
− fLf + 2hf〈x,N〉 − h2
(
‖x‖2 − n
2
)
+
[
f(H − 〈x,N〉) + h
2
(‖x‖2 − n)
]2
+ f ′(H − 〈x,N〉) + h
′
2
(‖x‖2 − n)
)
γn(x)dx.
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Proof. We let ′ denote ∂
∂s
|s=0. Using Lemma 9.3 and (ab)′′ = ab[log(ab)]′′ + ab([log(ab)]′)2,
∂2
∂s2
|s=0Fts =
∫
Σ
(
f(H − 〈x,N〉/ts)′ + h
2
(‖x‖2
t2s
− n
ts
)′
+
[
f(H − 〈x,N〉/t0) + h
2
(‖x‖2
t20
− n
t0
)]2
+ f ′(H − 〈x,N〉) + h
′
2
(‖x‖2
t20
− n
t0
))
γn(x)dx.
We use H ′ = −∆f − ‖A‖2 f , N ′ = −∇f , x′ = fN [CM12, A.3, A.4] to get
〈x,N〉′ = f − 〈x,∇f〉.
Using (t−1s )
′ = −ht−20 and t0 = 1,
(H − 〈x,N〉/ts)′ = −∆f − ‖A‖2 f − (f − 〈x,∇f〉)
t0
+ h
〈x,N〉
t20
=
(21)
= −Lf + h〈x,N〉.
Using (t−2s )
′ = −h2t−30 , x′ = fN and t0 = 1,(
‖x‖2
t2s
− n
ts
)′
= 2
〈x, fN〉
t20
− 2h‖x‖
2
t30
+
hn
t20
= 2f〈x,N〉 − 2h
(
‖x‖2 − n
2
)
.
Combining the above completes the proof. 
Corollary 9.7. Let Σ be a C∞ hypersurface with ∂Σ = ∅. Let λ ∈ R. Assume that
H(x) = 〈x,N〉+ λ for all x ∈ Σ. Then
∂2
∂s2
|s=0Fts =
∫
Σ
(
− fLf + 2hf(H − λ) + h2(H − λ)(λ−H/2 + λ(n− ‖x‖2)/4)
+ f 2λ2 + λhf(‖x‖2 − n) + λf ′ + h
′
2
(−λ(H − λ))
)
γn(x)dx.
Proof. Using (48) and (50) in Lemma 9.6,
∂2
∂s2
|s=0Fts =
∫
Σ
(
− fLf + 2hf〈x,N〉 − h2(−λ(H − λ) + n/2) + f 2λ2 + λhf(‖x‖2 − n)
+
h2
4
[2n + (H − λ)(−2H + λ(n− ‖x‖2))] + λf ′ + h
′
2
(−λ(H − λ))
)
γn(x)dx
=
∫
Σ
(
− fLf + 2hf〈x,N〉+ h2(H − λ)(λ−H/2 + λ(n− ‖x‖2)/4)
+ f 2λ2 + λhf(‖x‖2 − n) + λf ′ + h
′
2
(−λ(H − λ))
)
γn(x)dx.

For any ts > 0, define
Gts := (2πts)
−n+1
2
∫
Ωs
e−
‖x‖2
2ts dx = (2π)−
n+1
2
∫
Ωs)/
√
ts
e−
‖x‖2
2 dx.
Repeating much of the reasoning of Lemma 9.3 (see e.g. [BBJ16, Eq. (20)]), we get
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Lemma 9.8 (First Variation of Volume). Let Σ be a C∞ hypersurface. Let Jac denote
the Jacobian determinant in Rn+1. Let t0 := 1, h :=
∂
∂s
|s=0ts, f := 〈X,N〉.
∂
∂s
Gts = (2πts)
−n+1
2
∫
Ω
e−
‖Ψ(x,s)‖2
2ts JacΨ(x, s)
[h
2
(‖x‖2
t2s
− n+ 1
ts
)
+
[JacΨ(x, s)]′
JacΨ(x, s)
− 〈Ψ(x, s),Ψ
′(x, s)〉
ts
]
dx.
∂
∂s
|s=0Gts = (2πts)−
n+1
2
∫
Ω
e−
‖x‖2
2
[h
2
(‖x‖2
t2s
− n + 1
ts
)
+ div(X)− 〈x,X〉
]
dx
=
∫
Ω
div
((
− xh
2
+X
)
γn+1(x)
)
=
∫
Σ
(
− h
2
〈x,N〉+ 〈X,N〉
)
γn+1(x)dx
=
∫
Σ
(
− h
2
〈x,N〉+ f
)
γn+1(x)dx.
Lemma 9.9 (Second Variation of Volume). Let Σ ⊆ Rn+1 be a C∞ hypersurface with
∂Σ = ∅. Let h := ∂
∂s
|s=0ts, f := 〈X,N〉
∂2
∂s2
|s=0Gts =
∫
Σ
(
f(∇Nf + fH − f〈x,N〉) + 1
2
(h2 + h′)〈x,N〉
+ h(f − (h/4)〈x,N〉)(‖x‖2 − [n+ 1])
)
γn+1(x)dx.
Proof. For any 1 ≤ i ≤ n + 1, let Zi :=
∑n+1
j=1 Xj
∂
∂xj
Xi. We let
′ denote ∂
∂s
|s=0. Using
(ab)′′ = ab[log(ab)]′′ + ab([log(ab)]′)2 in Lemma 9.8, with Ψ(x, 0) = x (51), (53) and (54),
∂2
∂s2
|s=0Gts
=
∫
Ω
(h
2
(‖Ψ(x, s)‖2
t2s
− n + 1
ts
)′
+ [JacΨ(x, s)]′′ − 〈x,Ψ′′(x, s)〉 − 〈Ψ′(x, s),Ψ′(x, s)〉
+
[h
2
(‖x‖2
t20
− n + 1
t0
)
+ div(X)− 〈x,X〉
]2
− [(JacΨ(x, s))′]2 + 〈x,X〉h
+
h′
2
(n+ 1− ‖x‖2)
)
γn+1(x)dx.
Using (51), (t−1s )
′ = −ht−20 , (t−2s )′ = −h2t−30 and t0 = 1,
(
‖Ψ(x, s)‖2
t2s
− n+ 1
ts
)′
= 2
〈x,X〉
t20
− 2h‖x‖
2
t30
+
h(n + 1)
t20
= 2〈x,X〉 − 2h
(
‖x‖2 − n+ 1
2
)
.
35
Combining the above with (51), (54), (55) and t0 = 1,
∂2
∂s2
|s=0Gts =
∫
Ω
(
〈x,X〉h− h2
(
‖x‖2 − n + 1
2
)
+ div(Xdiv(X))− 〈Z, x〉 − 〈X,X〉
+
[h
2
(‖x‖2
t20
− n + 1
t0
)
+ div(X)− 〈x,X〉
]2
− (div(X))2 + 〈x,X〉h
+
h′
2
(n+ 1− ‖x‖2)
)
γn+1(x)dx
=
∫
Ω
(
2〈x,X〉h− h2
(
‖x‖2 − n+ 1
2
)
+
h2
4
(‖x‖2 − [n + 1])2
+ h[div(X)− 〈x,X〉](‖x‖2 − [n+ 1]) + h
′
2
(n+ 1− ‖x‖2)
+ div(Xdiv(X))− 〈Z, x〉 − 〈X,X〉 − 2〈x,X〉div(X) + 〈x,X〉2
)
γn+1(x)dx.
Then using Lemma 9.12, and also using
div
(
X(‖x‖2 − [n+ 1])γn+1(x)
)
= (‖x‖2 − [n+ 1])div(Xγn+1(x)) + 2〈x,X〉γn+1(x)
= (‖x‖2 − [n+ 1])[div(X)− 〈x,X〉]γn+1(x) + 2〈x,X〉γn+1(x).
div
(
x(‖x‖2 − [n + 1])γn+1(x)
)
= (‖x‖2 − [n+ 1])div(xγn+1(x)) + 2 ‖x‖2 γn+1(x)
= −(‖x‖2 − [n+ 1])2γn+1(x) + 2 ‖x‖2 γn+1(x).
We get
∂2
∂s2
|s=0Gts
=
∫
Ω
div(Xdiv(Xγn+1(x))) +
(
2〈x,X〉h− h2
(
‖x‖2 − n+ 1
2
)
+
h2
4
(‖x‖2 − [n + 1])2
+ h[div(X)− 〈x,X〉](‖x‖2 − [n+ 1]) + h
′
2
(n+ 1− ‖x‖2)
)
γn+1(x)dx
=
∫
Ω
div(Xdiv(Xγn+1(x))) +
(
h2[div(xγn+1(x))− [n+ 1]/2]
+
h2
4
[−div(x(‖x‖2 − [n + 1])γn+1(x))] + h
2
2
‖x‖2 γn+1(x)
+ h[div(X(‖x‖2 − [n+ 1])γn+1(x))] + h
′
2
div(xγn+1(x))
)
dx.
Applying the divergence theorem,
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∂2
∂s2
|s=0Gts =
∫
Σ
f(div(Xγn+1(x)))
+
(
h2〈x,N〉 − (h2/4)〈x,N〉(‖x‖2 − [n+ 1]) + hf(‖x‖2 − [n+ 1]) + (h′/2)〈x,N〉
)
γn+1(x)dx
+
∫
Ω
(
− (h2/2)(n+ 1) + (h2/2) ‖x‖2
)
γn+1(x)dx
=
∫
Σ
f(div(Xγn+1(x))) +
(
h2〈x,N〉 − (h2/4)〈x,N〉(‖x‖2 − [n + 1])
+ hf(‖x‖2 − [n + 1]) + (h′/2)〈x,N〉
)
γn+1(x)dx−
∫
Ω
h2
2
div(xγn+1(x))dx
=
∫
Σ
f(fH +∇Nf − f〈x,N〉) + (h2/2)〈x,N〉
+
(
− (h2/4)〈x,N〉(‖x‖2 − [n + 1]) + hf(‖x‖2 − [n+ 1]) + (h′/2)〈x,N〉
)
γn+1(x)dx.
Above we used
div(Xγn+1(x)) = div(fNγn+1(x)) = (∇Nf + fH − f〈x,N〉)γn+1(x).

For technical reasons, we restrict the following Lemma to f > 0.
Lemma 9.10 (Volume Preserving Second Variation of the Surface area). Let Σ ⊆
R
n+1 be a C∞ hypersurface. Let λ ∈ R. Suppose H(x) = 〈x,N〉 + λ for all x ∈ Σ. Given
any f : Σ→ R with f > 0, ∃ h, h′, f ′ so that ∂
∂s
|s=0Gts = ∂2∂s2 |s=0Gts = ∂∂s |s=0Fts = 0, and
∂2
∂s2
|s=0Fts =
∫
Σ
(
− fLf + 2hf〈x,N〉 − h
2
2
〈x,N〉2 + λh
2
4
〈x,N〉
)
γn(x)dx.
Proof. As above, we let ′ denote ∂
∂s
|s=0. Using N ′ = −∇f [CM12, A.3], and that X is parallel
to N on Σ, and Lemma 9.5,
f ′ = 〈X,N〉′ = 〈Z,N〉 = f∇Nf.
Using this fact, we let h′ := 0, we choose h so that ∂
∂s
|s=0Gts = 0 in Lemma 9.8. That is, we
choose h so that ∫
Σ
fγn(x)dx =
h
2
∫
Σ
〈x,N〉γn(x)dx. (57)
By Remark 9.4, ∂
∂s
|s=0Fts = 0 as well. We then choose f∇Nf in Lemma 9.9 so that ∂2∂s2Gts =
0. That is, we choose ∇Nf so that
f∇Nf := −f 2H + f 2〈x,N〉 − (h2/2)〈x,N〉 − h(f − (h/4)〈x,N〉)(‖x‖2 − [n + 1]).
We then substitute these choices of h, h′, f ′ into Lemma 9.6.
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∂2
∂s2
|s=0Fts
=
∫
Σ
(
− fLf + 2hf〈x,N〉 − h2
(
‖x‖2 − n
2
)
+
[
fλ+
h
2
(‖x‖2 − n)
]2
+ f ′λ
)
γn(x)dx
=
∫
Σ
(
− fLf + 2hf〈x,N〉 − h2
(
‖x‖2 − n
2
)
+
[
fλ+
h
2
(‖x‖2 − n)
]2
+ λ
[
− f 2H + f 2〈x,N〉 − (h2/2)〈x,N〉 − h(f − (h/4)〈x,N〉)(‖x‖2 − [n + 1])
])
γn(x)dx.
Applying (48) and (50), along with repeated use of H = 〈x,N〉 + λ gives
∂2
∂s2
|s=0Fts =
∫
Σ
(
− fLf + 2hf〈x,N〉 − h2
(
‖x‖2 − n + (n/2)
)
+ f 2λ2 + λfh(‖x‖2 − n) + h
2
4
(‖x‖2 − n)2
+ λ
[
− f 2H + f 2〈x,N〉 − (h2/2)〈x,N〉 − h(f − (h/4)〈x,N〉)(‖x‖2 − [n+ 1])
])
γn(x)dx
=
∫
Σ
(
− fLf + 2hf〈x,N〉 − h2λ(λ−H)− h2(n/2)
)
+ f 2λ2 + λfh(‖x‖2 − n)
+
h2
4
(
2n+ 〈x,N〉(−2H + λ(n− ‖x‖2))
)
+ λ
[
− f 2H + f 2〈x,N〉 − (h2/2)〈x,N〉 − h(f − (h/4)〈x,N〉)(‖x‖2 − [n+ 1])
])
γn(x)dx
=
∫
Σ
(
− fLf + 2hf〈x,N〉+ h2λ〈x,N〉 − h2(n/2)
)
+ f 2λ2 + λfh(‖x‖2 − n)
+
h2
4
(
2n+ 〈x,N〉(−2H + λ(n− ‖x‖2))
)
+ λ
[
− f 2H + f 2〈x,N〉 − (h2/2)〈x,N〉 − h(f − (h/4)〈x,N〉)(‖x‖2 − [n+ 1])
])
γn(x)dx
=
∫
Σ
(
− fLf + 2hf〈x,N〉+ h2λ〈x,N〉 − h2(n/2)
)
+ f 2λ2 + λfh
+
h2
4
(
2n+ 〈x,N〉(−2H + λ(n− ‖x‖2))
)
+ λ
[
− f 2H + f 2〈x,N〉 − (h2/2)〈x,N〉+ (h2/4)〈x,N〉(‖x‖2 − [n+ 1])
])
γn(x)dx
=
∫
Σ
(
− fLf + 2hf〈x,N〉 − h2(n/2)
)
+ f 2λ2 + λfh
+
h2
4
(
2n+ 〈x,N〉(−2H + λ(n− ‖x‖2))
)
+ λ
[
− f 2H + f 2〈x,N〉+ (h2/4)〈x,N〉(‖x‖2 − [n− 1])
])
γn(x)dx
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=∫
Σ
(
− fLf + 2hf〈x,N〉 − h2(n/2)
)
+ f 2λ2 + λfh
+
h2
4
(
2n+ 〈x,N〉(−2H)
)
+ λ
[
− f 2H + f 2〈x,N〉 + (h2/4)〈x,N〉
])
γn(x)dx
=
∫
Σ
(
− fLf + 2hf〈x,N〉
)
+ f 2λ2 + λfh
− h
2
2
〈x,N〉H + λ
[
− f 2H + f 2〈x,N〉+ (h2/4)〈x,N〉
])
γn(x)dx
=
∫
Σ
(
− fLf + 2hf〈x,N〉
)
+ λfh− h
2
2
〈x,N〉H + λ(h2/4)〈x,N〉
)
γn(x)dx.
Applying H = 〈x,N〉+ λ one more time
∂2
∂s2
|s=0Fts =
∫
Σ
(
− fLf + 2hf〈x,N〉+ λfh− h
2
2
〈x,N〉2 − λh
2
4
〈x,N〉
)
γn(x)dx.
Finally, by (57), we then get
∂2
∂s2
|s=0Fts =
∫
Σ
(
− fLf + 2hf〈x,N〉 − h
2
2
〈x,N〉2 + λh
2
4
〈x,N〉
)
γn(x)dx.

Using Lemma 9.10 for H − λ + t, and then differentiating the resulting expression twice
at t = 0, we get the following interesting inequality.
Lemma 9.11. Let Σ ⊆ Rn+1 be a C∞ hypersurface. Let λ ∈ R. Suppose H(x) = 〈x,N〉+ λ
for all x ∈ Σ. Let t ∈ R. Let f := H − λ+ t. Define h := 2
∫
Σ fγn+1(x)dx∫
Σ〈x,N〉γn+1(x)dx
as in (57). Then
∫
Σ
(
− fLf + 2hf〈x,N〉 − h
2
2
〈x,N〉2 + λh
2
4
〈x,N〉
)
γn+1(x)dx
≤ t2
∫
Σ
(
− ‖A‖2 +H
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx
)
γn+1(x)dx.
Proof. From (24), and (21),
L(H − λ) = 2H + λ ‖A‖2 − λ ‖A‖2 − λ = 2H − λ.
Also, by the definition of H and f , and using H − λ = 〈x,N〉,
h := 2
∫
Σ
fγn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx = 2
∫
Σ
(〈x,N〉+ t)γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx = 2 + 2
∫
Σ
tγn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx.
For brevity, we define
s := 2
∫
Σ
tγn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx.
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Then h = 2 + s, and
∫
Σ
(
− fLf + 2hf〈x,N〉 − h
2
2
〈x,N〉2 + λh
2
4
〈x,N〉
)
γn+1(x)dx
=
∫
Σ
(
− (H − λ+ t)(2H − λ+ t ‖A‖2 + t) + 2(2 + s)(〈x,N〉+ t)〈x,N〉
− (2 + s)
2
2
〈x,N〉2 + λ(2 + s)
2
4
〈x,N〉
)
γn+1(x)dx
=
∫
Σ
(
− (H − λ+ t)2 − (〈x,N〉+ t)(H + t ‖A‖2) + (4 + 2s)〈x,N〉2 + (4 + 2s)t〈x,N〉
− (2 + s)
2
2
〈x,N〉2 + λ(2 + s)
2
4
〈x,N〉
)
γn+1(x)dx
=
∫
Σ
(
− (〈x,N〉 + t)2 − (〈x,N〉+ t)(H + t ‖A‖2) + (4 + 2s)〈x,N〉2 + (4 + 2s)t〈x,N〉
− (2 + s)
2
2
〈x,N〉2 + (H − 〈x,N〉)(2 + s)
2
4
〈x,N〉
)
γn+1(x)dx
=
∫
Σ
(
− 〈x,N〉2 − 2t〈x,N〉 − t2 −H〈x,N〉 − tH − (〈x,N〉+ t)t ‖A‖2
+ 4〈x,N〉2 + 2s〈x,N〉2 + (4 + 2s)t〈x,N〉 − 2〈x,N〉2 − 2s〈x,N〉2 − s
2
2
〈x,N〉2
− 〈x,N〉2 +H〈x,N〉+ s(H − 〈x,N〉)〈x,N〉 + s
2
4
(H − 〈x,N〉)〈x,N〉
)
γn+1(x)dx
=
∫
Σ
(
− 2t〈x,N〉 − t2 −H〈x,N〉 − tH − (〈x,N〉+ t)t ‖A‖2
+ 2s〈x,N〉2 + (4 + 2s)t〈x,N〉 − 2s〈x,N〉2 − s
2
2
〈x,N〉2
+H〈x,N〉+ s(H − 〈x,N〉)〈x,N〉+ s
2
4
(H − 〈x,N〉)〈x,N〉.
=
∫
Σ
(
− 2t〈x,N〉 − t2 − tH − (〈x,N〉+ t)t ‖A‖2
+ (4 + 2s)t〈x,N〉 − s
2
2
〈x,N〉2 + s(H − 〈x,N〉)〈x,N〉+ s
2
4
(H − 〈x,N〉)〈x,N〉.
Let F (t) be the above expression, as a function of t. Then
F ′(0) =
∫
Σ
(
− 2〈x,N〉 −H − 〈x,N〉 ‖A‖2 + 4〈x,N〉
+ 2
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx(H − 〈x,N〉)〈x,N〉
)
γn+1(x)dx
=
∫
Σ
(
2〈x,N〉 −H − (H − λ) ‖A‖2 + 2
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx(H − 〈x,N〉)〈x,N〉
)
γn+1(x)dx.
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Integrating by parts to get
∫
Σ
LHγn(x)dx = 0 by Corollary 5.11,∫
Σ
2Hγn(x)dx
(24)
=
∫
Σ
(LH − λ ‖A‖2)γn(x)dx =
∫
Σ
(H(‖A‖2 + 1)− λ ‖A‖2)γn(x)dx.
So, ∫
Σ
H ‖A‖2 γn(x)dx =
∫
Σ
Hγn(x)dx+ λ
∫
Σ
‖A‖2 γn(x)dx. (58)
From (58),
∫
Σ
((H − λ) ‖A‖2 −H)γn+1(x)dx = 0. So,
F ′(0) =
∫
Σ
(
2〈x,N〉 − 2H + 2
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx(H − 〈x,N〉)〈x,N〉
)
γn+1(x)dx
=
∫
Σ
(
− 2λ+ 2
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dxλ〈x,N〉
)
γn+1(x)dx = 0.
F ′′(0) =
∫
Σ
(
− 2− 2 ‖A‖2 + 8
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx〈x,N〉 − 4
[∫
Σ
γn+1(x)dx
]2[∫
Σ
〈x,N〉γn+1(x)dx
]2 〈x,N〉2
+ 2
[∫
Σ
γn+1(x)dx
]2[∫
Σ
〈x,N〉γn+1(x)dx
]2 (H − 〈x,N〉)〈x,N〉)γn+1(x)dx
=
∫
Σ
(
6− 2 ‖A‖2 + 2λ
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx − 4
[∫
Σ
γn+1(x)dx
]2[∫
Σ
〈x,N〉γn+1(x)dx
]2 〈x,N〉2)γn+1(x)dx.
Then using the Cauchy-Schwarz inequality,
F ′′(0) ≤
∫
Σ
(
6− 2 ‖A‖2 + 2λ
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx − 4
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉2γn+1(x)dx〈x,N〉
2
)
γn+1(x)dx
= 2
∫
Σ
(
1− ‖A‖2 + λ
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx
)
γn+1(x)dx
= 2
∫
Σ
(
− ‖A‖2 +H
∫
Σ
γn+1(x)dx∫
Σ
〈x,N〉γn+1(x)dx
)
γn+1(x)dx.

Proof of Theorem 1.12. Combine Lemmas 9.10 and 9.11. 
Lemma 9.12. Let X ∈ C∞0 (Rn+1,Rn+1). Then for any x ∈ Rn+1,
div
(
X(x)div(X(x)γn+1(x))
)
=
(
div(X(x)divX(x))− 〈X(x), x〉div(X(x))− 〈X(x), X(x)〉
− 〈x, Z(x)〉 − 〈x,X(x)〉div(X) + 〈X(x), x〉2
)
γn+1(x).
41
Proof. Below, we let ∇ denote the gradient on Rn+1.
div
(
X(x)div(X(x)γn+1(x))
)
= div
(
X(x)div(X(x))γn+1(x)−X(x)〈X(x), x〉γn+1(x))
)
=
(
div(X(x)div(X(x)))− 〈X(x), x〉div(X(x))
)
γn+1(x)− div(X(x)〈X(x), x〉γn+1(x))
=
(
div(X(x)div(X(x)))− 〈X(x), x〉div(X(x))− div(X(x))〈X(x), x〉
+ 〈X(x), x〉2 − 〈X(x),∇〈X(x), x〉〉
)
γn+1(x)
=
(
div(X(x)div(X(x)))− 〈X(x), x〉div(X(x))− div(X(x))〈X(x), x〉
+ 〈X(x), x〉2 − 〈X(x), X(x)〉 −
n+1∑
i,j=1
xiXj(x)
∂
∂xj
Xi(x)
)
γn+1(x).
We then conclude by (52). 
10. Open Questions
• If Ω is convex, is it possible to improve the eigenvalue bound of Lemma 5.3 in certain
specific cases? If so, then Lemma 6.1 would give an improvement to Theorem 1.8.
• Is it possible to classify convex Ω ⊆ Rn+1 with Σ = ∂Ω such that ∃ λ ∈ R so that
H(x) = 〈x,N(x)〉+ λ, and such that Σ satisfies the inequality in Theorem 1.12?
11. Comments on the Non-Convex Case
As mentioned previously, the second condition of the Main Theorem, Theorem 1.11, holds
without the assumption of convexity. However, the first condition of Theorem 1.11 requires
Ω or Ωc to be convex. In the current section, we therefore try to find a result similar to the
first part of Theorem 1.11 without the assumption of convexity.
Lemma 11.1 (Perturbation using H). Let Ω ⊆ Rn+1 such that ∂Ω \ ∂∗Ω has Hausdorff
dimension at most n− 7. Let Σ := ∂∗Ω. Suppose δ(Σ) <∞ and
H(x) = 〈x,N〉+ λ, ∀ x ∈ Σ. (59)
Let b ∈ R so that ∫
Σ
(H(x) + b)γn(x)dx = 0. If H is not constant, then∫
Σ
(H + b)L(H + b)γn(x)dx
=
∫
Σ
(
2(H + b)2 + (b+ λ)2 ‖A‖2
)
γn(x)dx+ b
∫
Σ
〈x,N〉γn(x)dx
=
∫
Σ
(
2(H + b)2 + (b+ λ)2[‖A‖2 − 1]
)
γn(x)dx− λ
∫
Σ
〈x,N〉γn(x)dx
(60)
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Proof. Using Lemma 5.7, Corollary 5.11 and (21)∫
Σ
(H + b)L(H + b)γn(x)dx =
∫
Σ
(HLH + 2HLb+ b2L(1))γn(x)dx
(24)∧(21)
=
∫
Σ
(
H(2H + λ ‖A‖2) + 2Hb(‖A‖2 + 1) + b2(‖A‖2 + 1)
)
γn(x)dx.
From (24) and Corollary 5.11 again,∫
Σ
(2H + λ ‖A‖2)γn(x)dx =
∫
Σ
LHγn(x)dx =
∫
Σ
HL(1)γn(x)dx =
∫
Σ
H(‖A‖2 + 1)γn(x)dx.
So,
∫
Σ
H ‖A‖2 γn(x)dx =
∫
Σ
(H + λ ‖A‖2)γn(x)dx. In summary,∫
Σ
(H + b)L(H + b)γn(x)dx
=
∫
Σ
(
2H2 + (λ+ 2b)(H + λ ‖A‖2) + 2Hb+ b2(‖A‖2 + 1)
)
γn(x)dx
=
∫
Σ
(
2(H + b)2 − 2b2 +Hλ+ λ2 ‖A‖2 + 2bλ ‖A‖2 + b2(‖A‖2 + 1)
)
γn(x)dx
=
∫
Σ
(
2(H + b)2 − b2 − bλ+ (λ+ b)2 ‖A‖2
)
γn(x)dx
=
∫
Σ
(
2(H + b)2 + (b+ λ)2 ‖A‖2
)
γn(x)dx− b(b+ λ)
∫
Σ
γn(x)dx.
In the penultimate line, we used the definition of b, so that
∫
Σ
Hγn(x)dx = −
∫
Σ
bγn(x)dx.
Finally,
∫
Σ
(b + λ)γn(x)dx =
∫
Σ
(−H + λ)γn(x)dx (59)= −
∫
Σ
〈x,N〉γn(x)dx. The first part of
(60) is proven. The second follows by writing b = b+ λ− λ. 
Lemmas 11.1, 3.2 and 5.2 have the following corollary.
Corollary 11.2. Let Ω ⊆ Rn+1 minimize Problem 1.1. Let Σ := ∂∗Ω. From Lemma 3.1, ∃
λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all x ∈ Σ.
If either
(i) − ∫
Σ
H(x)γn(x)dx ·
∫
Σ
〈x,N〉γn(x)dx > 0, or
(ii)
∫
Σ
(‖A‖2 − 1)γn(x)dx > 0 and −λ
∫
Σ
〈x,N〉γn(x)dx > 0,
then H must be constant on ∂∗Ω.
By Corollary 11.2(ii), if we want a condition resembling the second condition of Theorem
1.11 to hold without the assumption of convexity, we must investigate the case that H is
constant in Problem 1.1.
11.1. The case of constant mean curvature.
Proposition 11.3. Let Ω ⊆ Rn+1 minimize Problem 1.1. Let Σ := ∂∗Ω. Assume H is
constant on Σ. Then either Σ is a round cylinder, or H = 〈x,N〉 = 0 for all x ∈ Σ.
Proof. By (24) and (21),
LH = H(‖A‖2 + 1) = 2H + λ ‖A‖2 .
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So, ‖A‖2 (H − λ) = H . If H 6= 0, then λ 6= H . So, if H 6= 0, then ‖A‖ is constant. So, if
H 6= 0, it follows from [CM12, p. 48-50] [Hui93, p.187-188] that Σ is a round cylinder.
If H = 0, then either λ = H = 0 or ‖A‖ = 0. If λ = 0, then H = 〈x,N〉 = 0 by Lemma
3.1. If ‖A‖ is constant, then it follows from [CM12, p. 48-50] [Hui93, p.187-188] that Σ is a
round cylinder. 
Remark 11.4. By Lemma 3.3, if n ≤ 6 and if H is constant on Σ, then in the setting of
Corollary 11.2, it cannot occur that H = 〈x,N〉 = 0 ∀ x ∈ Σ.
By Proposition 11.3, the only remaining case to consider in Corollary 11.2 is when H =
〈x,N〉 = 0 for all x ∈ Σ. That is, we must consider when Σ is a cone with mean curvature
zero. This case is eliminated by the following Lemma.
Lemma 11.5. Let Ω ⊆ Rn+1 minimize Problem 1.1. Let Σ := ∂∗Ω. Then it cannot occur
that H(x) = 〈x,N(x)〉 = 0 for all x ∈ Σ.
Proof. At every point x ∈ Σ, suppose we label the n eigenvalues of A in order as λ1(x) ≤
· · · ≤ λn(x). Except on a set of Hausdorff dimension at most n−1 on Σ, these eigenvalues are
C∞ functions [Kat66, Theorem II.5.4, p. 111]. For any 1 ≤ i ≤ n, we claim that Lλi = 2λi.
This follows from (23) with λ = 0, since A can be diagonalized in a neighborhood of any
x ∈ Σ (except on a set of x of Hausdorff dimension at most n − 1.) We claim that there
exists a function h : Σ→ R and there exist constants c1, . . . , cn ∈ R such that
λi(x) = cih(x), ∀ x ∈ Σ. (61)
To see this, let α, β be any two distinct eigenvalues of A. Let t ∈ R such that ∫
Σ
(α +
tβ)γn(x)dx = 0. Let f := α + tβ. Then
∫
Σ
f(x)γn(x)dx = 0, f(x) = f(−x) for all x ∈ Σ,
and Lf = 2f . So,
∫
Σ
f(x)Lf(x)γn(x) = 2
∫
Σ
(f(x))2γn(x). From Lemma 3.2, we conclude
that f(x) = 0 for all x ∈ Σ. Equation (61) follows. Since all eigenvalues of A are multiples
of the same function, ‖A‖ is also an eigenfunction of L, with eigenvalue 2. Then Lemma 5.8
with λ = 0 says that
2‖A‖2 = ‖A‖L‖A‖ = 2‖A‖2 + ‖∇A‖2 − ‖∇‖A‖‖2.
That is, ‖∇A‖2 = ‖∇‖A‖‖2 for all x ∈ Σ. As shown in [CM12, Eq. (10.33)], if A is diagonal
at x ∈ Σ and if ‖∇A‖2 = ‖∇‖A‖‖2, then ∇enaii = 0 for all 1 ≤ i ≤ n − 1. Since Σ
is a cone, if we choose en such that en is invariant under a dilation of the cone, we have
|∇enaii| = |aii/ ‖x‖| at x ∈ Σ. That is, aii = 0 for all 1 ≤ i ≤ n − 1. And ann = 0 as well,
by the choice of en. We conclude that A = 0 everywhere, so that Σ is a plane through the
origin. But this finally contradicts that Ω is a symmetric set and Σ = ∂∗Ω. We conclude
that H = 〈x,N〉 = 0 cannot occur on a set of positive n-dimensional Hausdorff measure. 
We can now finally improve the conclusion of Corollary 11.2.
Corollary 11.6. Let Ω ⊆ Rn+1 minimize Problem 1.1. Let Σ := ∂∗Ω. From Lemma 3.1, ∃
λ ∈ R such that H(x) = 〈x,N(x)〉 + λ for all x ∈ Σ.
If either
(i) − ∫
Σ
H(x)γn(x)dx ·
∫
Σ
〈x,N〉γn(x)dx > 0, or
(ii)
∫
Σ
(‖A‖2 − 1)γn(x)dx > 0 and −λ
∫
Σ
〈x,N〉γn(x)dx > 0,
Then, after rotating Ω, ∃ r > 0 and ∃ 0 ≤ k ≤ n such that Σ = rSk × Rn−k.
44
Proof. Let Ω minimize Problem 1.1. From Proposition 11.3, Σ is either a round cylinder, or
H(x) = 〈x,N(x)〉 = 0 for all x ∈ Σ. The latter case is eliminated by Lemma 11.5. 
Proof of Theorem 1.13. Combine Corollaries 1.10 and 11.6. 
11.2. Infinitesimal Rotations. Corollary 11.6 can eliminate e.g. star-shaped sets with
λ < 0 such as the interior of a hyperboloid. Below we present an argument that also
eliminates sets with “lumpy” boundary as candidates for minimizers in Problem 1.1. This
argument is a modification of one from [HMRR02], which was itself inspired by the standard
proof of the Courand Nodal Domain Theorem.
Lemma 11.7 (Infinitesimal Rotations as Eigenfunctions of L). Let Σ ⊆ Rn+1 be an
orientable hypersurface. Let λ ∈ R. Assume that
H(x) = 〈x,N(x)〉 + λ, ∀ x ∈ Σ. (62)
Let Q be an (n + 1)× (n+ 1) real antisymmetric matrix with Q∗ = −Q. Then
L〈Qx,N〉 = 0, ∀ x ∈ Σ. (63)
Proof. Let 1 ≤ i ≤ n and let x ∈ Σ. Then
∇ei〈Qx,N〉 = 〈Qei, N〉+ 〈Qx,∇eiN〉
= 〈Qei, N〉+
n∑
j=1
〈∇eiN, ej〉〈Qx, ej〉
(10)
= 〈Qei, N〉 −
n∑
j=1
aij〈Qx, ej〉. (64)
∇H =
n∑
i=1
∇eiHei
(22)
=
n∑
i=1
∇ei〈x,N〉ei =
n∑
i=1
〈x,∇eiN〉ei
(10)
= −
n∑
i,j=1
aij〈x, ej〉ei. (65)
Using that A is a symmetric matrix,
〈∇H,Qx〉 (65)= −
n∑
i,j=1
aij〈x, ej〉〈ei, Qx〉 = −
n∑
i,j=1
aij〈x, ei〉〈ej, Qx〉
(64)
= 〈∇〈Qx,N〉, x〉 −
n∑
i=1
〈x, ei〉〈Qei, N〉.
(66)
Writing x = 〈x,N〉N +∑ni=1〈x, ei〉ei, so 〈Qx,N〉 = 〈x,N〉〈QN,N〉+∑ni=1〈x, ei〉〈Qei, N〉,
〈∇H,Qx〉 (66)= 〈∇〈Qx,N〉, x〉+ 〈x,N〉〈QN,N〉 − 〈Qx,N〉. (67)
Choose the frame such that ∇Tekej = 0 at x for every 1 ≤ j, k ≤ n, we then have ∇ekej =
akjN at x by (9). So, ∀ 1 ≤ i ≤ n,
∇ei∇ei〈Qx,N〉
(64)
= 〈Q∇eiei, N〉+ 〈Qei,∇eiN〉 −
n∑
j=1
∇eiaij〈Qx, ej〉 −
n∑
j=1
aij〈Qei, ej〉 −
n∑
j=1
aij〈Qx,∇eiej〉
(65)
= +aii〈QN,N〉 −
n∑
j=1
aij〈Qei, ej〉 −
n∑
j=1
∇eiaij〈Qx, ej〉 −
n∑
j=1
aij〈Qei, ej〉 −
n∑
j=1
a2ij〈Qx,N〉.
(68)
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So, using the Codazzi equation (∇eiakj = ∇ejaki ∀ 1 ≤ i, j, k ≤ n),
∆〈Qx,N〉 =
n∑
i=1
∇ei∇ei〈Qx,N〉
(68)∧(11)
= −H〈QN,N〉 − 2
n∑
i,j=1
aij〈Qei, ej〉 −
n∑
i,j=1
∇ejaii〈x, ej〉 −
n∑
ij=1
a2ij〈Qx,N〉
(11)
= −H〈QN,N〉 − 2
n∑
i,j=1
aij〈Qei, ej〉+ 〈∇H,Qx〉 −
n∑
ij=1
a2ij〈Qx,N〉
(67)
= (−H + 〈x,N〉)〈QN,N〉 − 2
n∑
i,j=1
aij〈Qei, ej〉+ 〈∇〈Qx,N〉, x〉 − 〈Qx,N〉 − ‖A‖2 〈Qx,N〉.
In summary,
L〈Qx,N〉 (21)∧(62)= −λ〈QN,N〉 − 2
n∑
i,j=1
aij〈Qei, ej〉. (69)
It remains to show that the right side of (69) is zero. Note that we have not yet used any
property of Q. Since Q∗ = −Q, for any v, w ∈ Rn+1, we have
〈Qv,w〉 = w∗Qv = (w∗Qv)∗ = v∗Q∗w = −v∗Qw = −〈Qw, v〉. (70)
In particular, choosing v = w = N , we get
〈Qv, v〉 = 0, ∀ v ∈ Rn+1. (71)
So, the first term on the right of (69) is zero. Lastly, using that A is a symmetric matrix,
n∑
i,j=1
aij〈Qei, ej〉 (70)= −
n∑
i,j=1
aij〈Qej, ei〉 = −
n∑
i,j=1
aij〈Qei, ej〉.
So, the last term on the right of (69) is zero. That is, (63) holds. 
Lemma 11.8. Let Ω ⊆ Rn+1 with −Ω = Ω. Let Σ := ∂∗Ω. Let Q be a real antisymmetric
(n+ 1)× (n+ 1) matrix. Then ∫
Σ
〈Qx,N(x)〉γn(x)dx = 0.
Proof. By the divergence theorem,∫
Σ
〈Qx,N(x)〉γn(x)dx =
∫
Ω
(−〈Qx, x〉 + Tr(Q))γn(x)dx (71)= 0.
Here Tr denotes the trace of a matrix. 
We define the number of nodal domains of a function f : Σ → R to be the number of
connected components of the set {x ∈ Σ: f(x) 6= 0}.
Corollary 11.9. Let Ω ⊆ Rn+1 with −Ω = Ω. Let Σ := ∂∗Ω. Suppose there exists a real
antisymmetric (n + 1)× (n + 1) matrix Q with Q∗ = −Q such that the function f : Σ→ R
defined by f(x) := 〈Qx,N(x)〉 ∀ x ∈ Σ has more than four nodal domains. Then Ω does not
minimize Problem 1.1.
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Remark 11.10. Since Ω = −Ω and ∫
Σ
f(x)γn(x)dx = 0 by Lemma 11.8, f cannot have
exactly two nodal domains. If Σ is a non-spherical ellipsoid aligned with the coordinate axes,
and if we choose Q to have all zero entries other than the upper left corner of
(
0 1
−1 0
)
, then
f has four connected components. And if Σ is a curve in the plane with many oscillations,
then f has many connected components. So, the assumption of the theorem implies that Ω
has a “lumpy” boundary.
Proof. Label two of the nodal domains as D1, D2 ⊆ Σ, so that D1 6= D2, D1 6= −D2. Let
α ∈ R. Define g : Σ → R so that g(x) := f(x) for any x ∈ D1 ∪ (−D1), g(x) := αf(x) for
any x ∈ D2∪ (−D2), and g(x) := 0 otherwise. Choose α ∈ R, such that
∫
Σ
g(x)γn(x)dx = 0.
Then g(x) = g(−x) for all x ∈ Σ, g vanishes on an open subset of Σ, and g vanishes on the
set where ∇g is discontinuous. Also, Lg = 0 on Σ \ [(∂D1)∪ (∂(−D1))∪ (∂D2)∪ (∂(−D2))].
Also
∫
Σ
gLgγn(x)dx = 0 by Lemma 11.7.
Assume for the sake of contradiction that Ω minimizes Problem 1.1. From Lemma 3.2, if
h : Σ → R is any C∞ function such that ∫
Σ
h(x)γn(x)dx and h(x) = h(−x) for all x ∈ Σ,
then for any t ∈ R, ∫
Σ
(g + th)L(g + th)γn(x)dx ≤ 0.
Since this holds for all t ∈ R and ∫
Σ
gLgγn(x)dx = 0, we conclude that∫
Σ
(gLh+ hLg)γn(x)dx = 0.
Integrating by parts with Lemma 5.11 (which is valid since g vanishes on the set where ∇g
is discontinuous and g ∈ W1,2(Σ, γn), as defined before Lemma 5.4),
2
∫
Σ
hLgγn(x)dx = 0.
Since this equation holds for any mean zero symmetric C∞ function h, we conclude that
Lg = 0 in the distributional sense. By elliptic regularity, Lg = 0 on all of Σ. By the unique
continuation property, since g vanishes on an open subset of Σ, we conclude that g = 0 on
Σ. This contradicts the existence of more than one nodal domain of f . We conclude that Ω
does not minimize Problem 1.1. 
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