A commutative algebra on degenerate CP^1 and Macdonald polynomials by Feigin, B. et al.
ar
X
iv
:0
90
4.
22
91
v1
  [
ma
th.
CO
]  
15
 A
pr
 20
09
A COMMUTATIVE ALGEBRA ON DEGENERATE CP1
AND MACDONALD POLYNOMIALS
B. FEIGIN, K. HASHIZUME, A. HOSHINO, J. SHIRAISHI AND S. YANAGIDA
Abstract. We introduce a unital associative algebra A over degenerate CP1. We show that A is
a commutative algebra and whose Poincare´ series is given by the number of partitions. Thereby we
can regard A as a smooth degeneration limit of the elliptic algebra introduced by one of the authors
and Odesskii [FO]. Then we study the commutative family of the Macdonald difference operators
acting on the space of symmetric functions. A canonical basis is proposed for this family by using A
and the Heisenberg representation of the commutative family studied by one of the authors [S2]. It
is found that the Ding-Iohara algebra [DI] provides us with an algebraic framework for the free filed
construction. An elliptic deformation of our construction is discussed, showing connections with
the Drinfeld quasi-Hopf twisting [D] a la Babelon Bernard Billey [BBB], the Ruijsenaars difference
operator [R] and the operator M(q, t1, t2) of Okounkov-Pandharipande [OP].
1. Introduction
The aim of this paper is to construct a graded algebra A = A(q1, q2, q3) having three shift pa-
rameters q1, q2 and q3. We prove the basic properties of the algebra A, including the commutativity
and the Poincare´ series, by introducing a certain filtration associated to the dominance ordering
among partitions. This stratification will be called the Gordon filtration, and it is characterized by
a sequence of null conditions associated to the partitions and to the shift parameter qi. Our alge-
bra can be regarded as a smooth limit of the elliptic algebra [FO]. Precisely speaking, the original
algebra is constructed over an elliptic curve and our algebra A is constructed over a degenerate
CP1, i.e. a rational curve obtained from an elliptic curve by pinching one cycle.
1.1. Commutative algebra with three shift parameters on degenerate CP1. Let CP1 =
{(ξ1 : ξ2) | (ξ1, ξ2) ∈ C
2 \ {(0, 0)}} and x = ξ1/ξ2 and 1/x = ξ2/ξ1 be the local coordinates. Let
x = 0,∞ be the two marked points on CP1, being fixed throughout the text. We denote the set of
non-negative integers by N := {0, 1, 2, . . .} and the set of positive integers by N+ := {1, 2, . . .}. Let
q1, q2 be two independent indeterminates. We set q3 = 1/q1q2 throughout the paper. We denote
by F :=Q(q1, q2) the field of rational functions in q1, q2.
Definition 1.1 (Operators ∂(0,k) and ∂(∞,k)). For n, k ∈ N+, we define two operators ∂(0,k), ∂(∞,k)
acting on the space of symmetric rational functions in n variables x1, . . . , xn by
∂(0,k) : f 7→
n!
(n− k)!
lim
ξ→0
f(x1, . . . , xn−k, ξxn−k+1, ξxn−k+2, . . . , ξxn)
∂(∞,k) : f 7→
n!
(n− k)!
lim
ξ→∞
f(x1, . . . , xn−k, ξxn−k+1, ξxn−k+2, . . . , ξxn)
whenever the limit exists. We also set ∂(0,k)c = 0, ∂(∞,k)c = 0 for c ∈ F. Finally we define ∂(0,0)
and ∂(∞,0) to be the identity operator.
Definition 1.2 (Space A). For n ∈ N, the vector space An = An(q1, q2, q3) is defined by the
following conditions (i), (ii), (iii) and (iv).
(i) A0 := F. For n ∈ N+, f(x1, . . . , xn) ∈ An is a rational function with coefficients in F, and
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symmetric with respect to the xi’s.
(ii) For n ∈ N, 0 ≤ k ≤ n and f ∈ An, the limits ∂
(∞,k)f and ∂(0,k)f both exist and coincide:
∂(∞,k)f = ∂(0,k)f (degenerate CP1 condition).
(iii) The poles of f ∈ An are located only on the diagonal {(x1, . . . , xn) | ∃(i, j), i 6= j, xi = xj},
and the orders of the poles are at most two.
(iv) For n ≥ 3, f ∈ An satisfies the wheel conditions
f(x1, q1x1, q1q2x1, x4, . . .) = 0, f(x1, q2x1, q1q2x1, x4, . . .) = 0.(1.1)
Then set the graded vector space A = A(q1, q2, q3) :=
⊕
n≥0An.
Remark 1.3. Using q3 = 1/q1q2, we can rewrite the wheel conditions (1.1) in a symmetric way as
f(q1x1, q1q2x1, q1q2q3x1, x4, . . .) = 0, f(q3x1, q3q2x1, q3q2q1x1, x4, . . .) = 0,
which indicates that the space A is symmetric under the interchange of the qi’s.
We introduce a bilinear operation ∗ called the star product.
Definition 1.4 (Star product ∗). For an m-variable symmetric rational function f and an n-
variable symmetric rational function g, we define an (m+ n)-variable symmetric rational function
f ∗ g by
(f ∗ g)(x1, . . . , xm+n) = Sym
[
f(x1, . . . , xm)g(xm+1, . . . , xm+n)
∏
1≤α≤m
m+1≤β≤m+n
ω(xα, xβ)
]
.(1.2)
Here ω(x, y) is the rational function
ω(x, y) = ω(x, y; q1, q2, q3) =
(x− q1y)(x− q2y)(x− q3y)
(x− y)3
,(1.3)
and the symbol Sym denotes the symmetrizer
Sym(f(x1, . . . , xn)) :=
1
n!
∑
σ∈Sn
σ(f(x1, . . . , xn)),
where Sn is the n-th symmetric group acting on the indices of xi’s.
A priori, it is unclear in which space the star product is closing. Neither is obvious whether the
resulting algebra is commutative. Moreover the study of the Poincare´ series usually requires some
technique. Nevertheless we may solve all of these problems in a combinatorial manner.
Theorem 1.5. The vector space A is closed with respect to the star product ∗, hence the pair
(A, ∗) defines a unital associative algebra. The algebra (A, ∗) is commutative. The Poincare´ series
is
∑
n≥0(dimFAn)z
n =
∏
m≥1(1− z
m)−1.
A proof of Theorem 1.5 will be given in §2.
1.2. Gordon filtration and intersection. Next, we introduce a stratification in the space A by
using a set of specialization maps.
We recall some basic definitions concerning partitions. We basically follow the notation in [M]. A
partition of n ∈ N is a sequence λ = (λ1, λ2, . . .) of non-negative integers satisfying λ1 ≥ λ2 ≥ · · · .
The weight and the length of λ are defined by |λ| := λ1 + λ2 + · · · and ℓ(λ) := #{i | λi 6= 0}. We
write λ ⊢ n if λ is a partition of n. As usual, we denote the conjugate of a partition λ by λ′,
which is corresponding to the transpose of the diagram of λ. We work with the dominance partial
ordering defined as follows:
λ ≥ µ
def
⇐⇒ |λ| = |µ|, λ1 + · · ·+ λi ≥ µ1 + · · · + µi for all i ≥ 1.
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Definition 1.6 (Specialization map ϕ). Let p ∈ F = Q(q1, q2). For a partition λ = (λ1, . . . , λm) of
n, we define a linear map
ϕ
(p)
λ : An −→ F(y1, . . . , ym)
f(x1, . . . , xn) 7→ f(y1, py1, . . . , p
λ1−1y1, y2, py2, . . . , pλ2−1y2, . . .
. . . , ym, pym . . . , p
λm−1ym).
(1.4)
Definition 1.7 (Gordon filtration). For qi (i = 1, 2, 3) and λ ⊢ n, define A
(qi)
n,λ ⊂ An by
A
(qi)
n,λ :=
⋂
µ6≤λ
kerϕ(qi)µ (λ < (n)), A
(qi)
n,(n) :=An.(1.5)
The next inclusion property of the strata A
(qi)
n,λ easily follows from the definition.
Lemma 1.8. If λ ≥ µ, then A
(qi)
n,λ ∩ kerϕ
(qi)
λ ⊇ A
(qi)
n,µ . In particular A
(qi)
n,λ ⊇ A
(qi)
n,µ .
Remark 1.9. Hence we have a filtration of the space An whose inclusion sequence corresponds to
the dominance ordering of the partitions of n.
By using only one of the shift parameters, say q1, a combinatorial study of the Gordon filters
A
(q1)
n,λ works well enough to prove Theorem 1.5. Moreover, one finds a quite interesting interplay
between the two different shift parameters, say q1 and q2.
Theorem 1.10. Let n ∈ N and λ be a partition of n. Then the intersection of the subspaces A
(q1)
n,λ
and A
(q2)
n,λ′ is 1-dimensional:
dimF
(
A
(q1)
n,λ ∩ A
(q2)
n,λ′
)
= 1.
A proof of Theorem 1.10 will be given in §3. Our proof essentially uses the free field construction
of the Macdonald difference operators [AMOS, S1, S2].
Remark 1.11. It is an interesting open problem to find a proof of Theorem 1.10 purely inside the
algebra A without referring to the free field construction.
1.3. Heisenberg representation of the Macdonald difference operators. We recall the
Heisenberg representation of the Macdonald difference operators, which is initiated by Jing [J].
We basically follow the notation in [S2]. Our aim is to introduce a canonical basis for the space of
Macdonald difference operators in the sense of Theorem 1.19 below.
Let q and t be independent indeterminates, which are the two parameters for the Macdonald
theory in the standard notation. We identify the parameters as q1 = q
−1 and q2 = t (the condition
q1q2q3 = 1 means q3 = t
−1q), and denotes our base field by the same symbol F = Q(q, t) = Q(q1, q2).
Consider the Heisenberg Lie algebra h over F with the generators an (n ∈ Z) and the relations
[am, an] = m
1− q|m|
1− t|m|
δm+n,0 a0.(1.6)
Let h≥0 (resp. h<0) be the subalgebra generated by an for n ≥ 0 (resp. n < 0) . Consider the
Fock representation F := Indh
h≥0
F of h. We also use the notation a−λ :=a−λ1 · · · a−λl for a partition
λ = (λ1, . . . , λl).
Let x = (x1, x2, . . .) be a set of indeterminates and Λ be the ring of symmetric functions in
x over Z. As a F-vector spaces, F is isomorphic to ΛF := Λ ⊗Z F via ι : F → ΛF defined by
a−λ · 1 7→ pλ. Here 1 ∈ F is the highest vector, pn = pn(x) :=
∑
i≥1 x
n
i is the power sum function
and pλ :=pλ1 · · · pλl . For n > 0 and v ∈ F , we have a−nv = pnv, anv = n((1− q
n)/(1 − tn))∂v/∂pn,
and a0v = v. In what follows we identify F ≃ ΛF via this isomorphism ι.
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Introduce the vertex operator
η(z) = exp
(∑
n>0
1− t−n
n
a−nzn
)
exp
(
−
∑
n>0
1− tn
n
anz
−n
)
=: exp
(
−
∑
n 6=0
1− tn
n
anz
−n) :,(1.7)
where the symbol : : denotes the normal ordering with respect to the decomposition h = h<0⊕h≥0,
i.e. all the negative generators a−n are moved to the left of the positive generators an. Then the
Fourier modes ηn of η(z), defined by η(z) =
∑
n∈Z ηnz
−n, are well-defined operators acting on the
Fock space F or on ΛF. The operator E of Macdonald [M, (VI.4.2)] is realized as η0 = (t−1)E+1.
We note that the plethystic operator ∆′ in [H, (2.10)] and η0 are identical.
Recall the existence theorem of the Macdonald symmetric functions:
Proposition 1.12 (Macdonald). The Macdonald symmetric functions Pλ(x; q, t) are uniquely de-
termined by the conditions:
Pλ(x; q, t) = mλ +
∑
µ<λ
cm→Pλµ mµ (c
m→P
λµ ∈ F),(a)
EPλ(x; q, t) =
∑
i≥1
(qλi − 1)t−i · Pλ(x; q, t).(b)
Here mλ denotes the monomial symmetric function.
Remark 1.13. From η0 = (t− 1)E + 1, we may write (b) as
t−1
1− t−1
η0Pλ(x; q, t) = e1(s
λ)Pλ(x; q, t),
where e1(x) = x1 + x2 + · · · is the first elementary symmetric function, and sλ = (sλ1 , s
λ
2 , . . .) =
(t−1qλ1 , t−2qλ2 , . . .). We note that the first factor in the LHS should be understood as the power
series t−1/(1− t−1) = t−1 + t−2 + · · · , corresponding to e1(sλ) ∈ F[[t−1]].
A detailed study of the vertex operator η(z) derives the mutually commuting family of operators,
which we call M, including E as the first member. We begin with the next calculation.
Lemma 1.14. It holds that
η(z)η(w) =
(1− w/z)(1 − qt−1w/z)
(1− qw/z)(1 − t−1w/z)
: η(z)η(w) : .(1.8)
Here and hereafter throughout the text the rational factors such as 1/(1−qw/z) and 1/(1−t−1w/z)
must be understood as power series in w/z.
This gives the operator valued symmetric Laurent series
1
ω(z1, z2; q−1, t, qt−1)
η(z1)η(z2) =
1
ω(z2, z1; q−1, t, qt−1)
η(z2)η(z1)
=
qt−1(1− z2/z1)2
(1− qz2/z1)(1− t−1z2/z1)
(1− z1/z2)
2
(1− qz1/z2)(1− t−1z1/z2)
: η(z2)η(z1) : .
(1.9)
For f ∈ An(q
−1, t, qt−1), consider the operator product
f(z1, . . . , zn)
∏
1≤i<j≤n
ω(zi, zj)
−1 · η(z1) · · · η(zn)
=
(
f(z1, . . . , zn)
∏
1≤i<j≤n
(zi − zj)(zj − zi)
zizj
)
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×
([ ∏
1≤i<j≤n
qt−1(1− zj/zi)
(1− qzj/zi)(1− t−1zj/zi)
(1− zi/zj)
(1− qzi/zj)(1− t−1zi/zj)
]
: η(z1) · · · η(zn) :
)
.
Note that the first term in the RHS is a symmetric Laurent polynomial in zi’s, hence the RHS in
total is a symmetric Laurent series.
For a Laurent series in n variables f(z1, . . . , zn) we denote by [f(z1, . . . , zn)]1 the constant term.
Definition 1.15. Let f ∈ An(q
−1, t, qt−1). Define a mapping O(·) = O(· ; q, t) : A → EndF(F) by
O(f) = O(f ; q, t) :=
[
f(z1, . . . , zn)∏
1≤i<j≤n ω(zi, zj ; q−1, t, qt−1)
η(z1) · · · η(zn)
]
1
,
for f ∈ An and extending it by linearity.
The star product ∗ and the operation O(·) are compatible in the following sense.
Proposition 1.16. For f, g ∈ A, we have
O(f ∗ g) = O(f)O(g),
which indicates that [O(f),O(g)] = 0 from the commutativity of A.
Definition 1.17. Define the commutative ring M of operators on ΛF by M := {O(f) | f ∈ A}.
Proposition 1.18. The mapping O(·) : A →M gives an isomorphism of commutative rings.
The proofs of these Propositions 1.16 and 1.18 will be given in §§ 3.2.
We are ready to state our interpretation of the intersection of the two Gordon filters given in
Theorem 1.10, in terms of the Macdonald symmetric functions.
Theorem 1.19. Let n ∈ N and µ ⊢ n. There exists a unique element fµ ∈ An such that
O(fµ)Pλ(x; q, t) = Pµ(s
λ; q, t)Pλ(x; q, t)
for any partition λ, where sλ is the same as in Remark 1.13. Then the intersection of the subspaces
A
(q−1)
n,µ and A
(t)
n,µ′ (which is one dimensional from Theorem 1.10) is spanned by fµ.
Theorem 1.19 will be proved in §§ 3.5.
It is worthwhile to make a comment here. There is a direct connection between the Gordon
filtrations and some particular bases of ΛF. Recall the elementary symmetric function en(x) =
P(1n)(x; q, t) and the symmetric function gn(x; q, t) :=
∏n
i=1(1 − tq
i−1)/(1 − qi) · P(n)(x; q, t). Set
eλ := eλ1eλ2 · · · and gλ := gλ1gλ2 · · · . It is known that (eλ(x)) and (gλ(x; q, t)) are bases of ΛF.
Proposition 1.20 (Haiman [H, Proposition 2.6]). Let λ ⊢ n. Let Vλ be the totality of the
symmetric functions which can be expanded in two ways as∑
µ≥λ
cµgµ(x; q, t) =
∑
ν≥λ′
c′νeν(x) (cµ, c
′
ν ∈ F).
Then Vλ is one dimensional, and is spanned by Pλ(x; q, t).
It is clear that our Theorems 1.10 and 1.19 resemble Haiman’s Proposition 1.20.
1.4. Ding-Iohara algebra U(q, t). Recall that the Ding-Iohara algebra [DI] was introduced as a
generalization of the quantum affine algebra, which respects the structure of the Drinfeld coproduct.
We consider a particular case of the Ding-Iohara algebra having two parameters q and t, which we
call U(q, t). As for the definition of U(q, t), see Appendix A. In the course of the study on the vertex
operator η(z), the authors were lead to a particular representation of U(q, t). At present, we do
not have a good understanding of the connection between the Macdonald theory and U(q, t). Thus
in this paper the authors decided to treat the connection as an unexpected byproduct (see §§ 3.6),
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instead of starting from the Ding-Iohara algebra U(q, t) and deriving all the basic properties which
we need for our free field representation. However, the authors hope the present paper can also be
read in the logical direction. Namely, read Appendix A first where we collected the materials related
to U(q, t), and proceed to §§3.6. After that, concerning the free field approach, every formulas can
be understood from the viewpoint of the representation theories of the Ding-Iohara algebra.
As a related work, we mention the following. In the paper [FT], one of the authors and Tsym-
baliuk studied the equivariant K-theory by using the Ding-Iohara and shuffle algebras.
Our heuristic argument is explained as follows. We have introduced the vertex operator η(z)
acting on F . One can construct another one, which we call ξ(z) =
∑
n ξnz
−n. See (3.23) for its
definition. Then we find the following three.
(1) The permutation relation between ξ(z) and ξ(w) can be obtained by replacing (η, q, t) to
(ξ, q−1, t−1), meaning that one can construct a family of commuting operators M′ in terms of
A and ξ(z) with a suitable change of the parameters.
(2) Then we have the commutativity [η0, ξ0] = 0. This indicates that the operators f ∈ M and
g ∈M ′ commutes with each other. See Proposition 3.22.
(3) When we prove [η0, ξ0] = 0, two more vertex operators ϕ
+(z) and ϕ−(z) inevitably come into
the game. See (3.27) and (3.28).
Hence we have four vertex operators η(z), ξ(z), ϕ±(z) in total. A simple calculation gives us
a proof that these vertex operators give us a Fock representation of U(q, t), which is our main
statement concerning the Ding-Iohara algebra. See Proposition A.6.
1.5. Elliptic deformation. Our algebra A(q1, q2, q3) can be regarded as a degenerate limit of the
elliptic algebra proposed in [FO], which we denote by A(p) = A(q1, q2, q3, p). The basic properties
of the elliptic algebra A(p) are stated in Proposition 4.2, showing that the deformation is smooth
and the structure of A remains the same while we deform it.
It has been recognized that tensor representations of the so-called dynamical quantum groups,
including elliptic algebras, take their natural place when the Drinfeld quasi-Hopf twisting is applied
[D]. See [Fe, EF, Fr1, Fr2, ABRR, JKOS1, JKOS2] for example and references therein. We aim
at making the representation theory of the Ding-Iohara algebra U(q, t) compatible with the elliptic
algebra A(p), and apply the quasi-Hopf twisting prescribed by Babelon, Bernard and Billey [BBB].
We call the resulting quasi-bialgebra U(q, t, p) for short. Namely, we twist ∆ (see Proposition
A.2) into a p-depending one ∆p (see Proposition A.13). Then the dressed Drinfeld generators
η(z, p), ξ(z, p), ϕ±(z, p), as in Definition A.11, obey the dressed Drinfeld coproduct in Proposition
A.14.
Our main result, as regarding the elliptic deformation M(p) of the commuting family M, is
stated in Theorem 4.5.
Finally, we remark that the Ruijsenaars difference operator [R] and the operator M(q, t1, t2)
of Okounkov and Pandharipande [OP] are appearing in our framework based on the quasi-Hopf
algebra U(q, t, p). As for the Ruijsenaars difference operator, see Corollary 4.8. Take the zero
Fourier component of the dressed current η(z, pq−1t) and consider the limit q = e~, t = eβ~,
~ → 0, while p being fixed. Then one can recover M(q, t1, t2). See Proposition 4.13. We also
make a comment that U(q, t, p) provides us with a natural framework to understand the deformed
Wm algebra introduced in [SKAO, FF, AKOS] from the point of view of quasi-Hopf algebra. See
Proposition A.20.
1.6. Plan of the paper. This paper is organized as follows. In § 2 we present our proof of
Theorem 1.5. § 3 is devoted to the proof of Theorems 1.10 and 1.19. Since our proof uses the
technique of the free field construction, materials related to the algebra A(q−1, t, qt−1) and to the
Ding-Iohara algebra U(q, t) are dealt in a complementary manner. In § 4, based on the elliptic
algebras A(q1, q2, q3, p) and U(q, t, pq
−1t), we consider the elliptic deformation M(p) of the family
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of Macdonald difference operators M. Definition and basic properties of the Ding-Iohara algebra
U(q, t) are summarized in Appendix A.
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2. Proof of Theorem 1.5
This section is devoted to the proof of Theorem 1.5. We embed A in an ambient space which is
called A˜. Then we gradually reduce our space as A˜ ⊃ Â ⊃ A ⊃ A. The same statements listed in
Theorem 1.5 will be proved for A. After that we will show A ⊃ A.
2.1. Construction of the Algebra A. First we recall the notation of [M] for the symmetric
polynomials. Let x1, x2, . . . , xn be a set of indeterminates and Λn := Z[x1, . . . , xn]
Sn be the ring
of symmetric polynomials. Λn has a natural grading, Λn =
⊕
k≥0Λ
k
n, where Λ
k
n consists of the
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homogeneous symmetric polynomials of degree k, together with the zero polynomial. We denote
the base changes by Λn,F :=Λn⊗ZF and Λ
k
n,F :=Λ
k
n⊗ZF. We write the van der Monde determinant
as ∆n(x) = ∆(x1, . . . , xn) :=
∏
1≤i<j≤n(xi − xj).
2.1.1. We start our consideration from the ambient space A˜.
Definition 2.1 (Space A˜). For each n ∈ N, we set
A˜n :=
{
p(x1, . . . , xn)
∆(x1, . . . , xn)2
∣∣∣∣ p(x1, . . . , xn) ∈ Λn(n−1)n,F } (n ≥ 1), A˜0 := F.
Define A˜ :=
⊕
n≥0 A˜n.
Lemma 2.2. Let m,n ∈ N. For f ∈ A˜m and g ∈ A˜n we have f ∗ g ∈ A˜m+n.
Proof. Set f := p(x1, . . . , xm)/∆m(x)
2 and g := q(x1, . . . , xn)/∆n(x)
2. Then we have
f ∗ g =
1
(m+ n)!
∑
σ∈Sm+n
σ
(
p(x1, . . . , xm)
∆m(x)2
q(xm+1, . . . , xm+n)
∆(xm+1, . . . , xm+n)2
∏
1≤α≤m
m+1≤β≤m+n
ω(xα, xβ)
)
=
1
∆m+n(x)3
∑
σ∈Sm+n
sgn(σ)σ(polynomial) =
1
∆m+n(x)2
· (symmetric polynomial).

Lemma 2.3. The star product ∗ is associative on A˜.
Proof. Take f ∈ A˜l, g ∈ A˜m and h ∈ A˜n. Then
(l +m+ n)! (f ∗ g) ∗ h
=
∑
σ∈Sl+m+n
σ
(
(f ∗ g)h
∏
1≤α≤l+m
l+m+1≤β≤l+m+n
ω(xα, xβ)
)
=
∑
σ∈Sl+m+n
σ
[
1
(l +m)!
∑
τ∈Sl+m
τ
(
f g
∏
1≤γ≤l
l+1≤δ≤l+m
ω(xγ , xδ)
)
h
∏
1≤α≤l+m
l+m+1≤β≤l+m+n
ω(xα, xβ)
]
=
∑
σ∈Sl+m+n
σ
[
f g h
∏
1≤γ≤l
l+1≤δ≤l+m
ω(xγ , xδ)
∏
1≤α≤l+m
l+m+1≤β≤l+m+n
ω(xα, xβ)
]
.
By the same argument we have
(l +m+ n)! f ∗ (g ∗ h) =
∑
σ∈Sl+m+n
σ
[
f g h
∏
l+1≤γ≤l+m
l+m+1≤δ≤l+m+n
ω(xγ , xδ)
∏
1≤α≤l
l+1≤β≤l+m+n
ω(xα, xβ)
]
.

Hence, we have shown
Proposition 2.4. (A˜, ∗) is a unital associative algebra.
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2.1.2. Next, we consider the following subspace Â ⊂ A˜.
Definition 2.5 (Space Â). Set Â0 := F. We define the subspace Ân ⊂ A˜n by the condition: for
any f ∈ Ân and any 1 ≤ k ≤ n the limit ∂
(∞,k)f (see Definition 1.1) exists. We set Â :=
⊕
n≥0 Ân.
Lemma 2.6. If f ∈ Âm and g ∈ Ân, then f ∗ g ∈ Âm+n.
Proof. Thanks to the definition of the star product (Definition 1.4), the definition of ω(x, y) in (1.3),
and the definition of Â, it is clearly seen that the required limits exist, hence f ∗ g ∈ Ân+m. 
For our later purpose, we give an alternative characterization of the space Â.
Proposition 2.7. We have
Ân =
{
p(x1, . . . , xn)
∆n(x)2
∣∣∣∣ p(x1, . . . , xn) = ∑
λ≤2δn
cλmλ(x1, . . . , xn), cλ ∈ F
}
,
where 2δn := (2(n − 1), 2(n − 2), . . . , 2, 0) and mλ denotes the monomial symmetric polynomial in
x1, . . . , xn associated to the partition λ.
Proof. We show that for any f ∈ A˜n, the following conditions are equivalent:
f ∈ Ân ⇐⇒ f = p(x1, . . . , xn)/∆n(x)
2,
where p ∈ Λ
n(n−1)
n,F is of the form
∑
λ≤2δn
cλmλ(x1, . . . , xn), cλ ∈ F.
Fix any 1 ≤ k ≤ n. Expand the numerator of f ∈ Ân, which is a symmetric polynomial in
xn−k+1, . . . , xn, as
f(x1, . . . , xn) =
1
∆n(x)2
∑
|ρ|≤n(n−1)
hρ(x1, . . . , xn−k)mρ(xn−k+1, . . . , xn),
where hρ is a symmetric polynomial is x1, . . . , xn−k. Shifting the variables as xi → ξxi (n−k+1 ≤
i ≤ n), we consider the limit
lim
ξ→∞
f(x1, . . . , xn−k, ξxn−k+1, . . . , ξxn)
= lim
ξ→∞
1
∆n−k(x)2ξk(2n−k−1) + lower.
∑
|ρ|≤n(n−1)
hρ(x1, . . . , xn−k)mρ(xn−k+1, . . . , xn)ξ|ρ|,
where the symbol ‘lower.’ denotes the lower degree terms in ξ. To have this limit existing, we have
the conditions
∑
|ρ|=j hρmρ = 0 for j > k(2n − k − 1). From the linear independence of mλ in
Λk,F[x1,...,xn−k], we have hρ for all ρ satisfying |ρ| > k(2n − k − 1). The converse is trivial. 
Summarizing the construction for Â, we have
Proposition 2.8. (Â, ∗) is a unital associative algebra.
2.1.3. We impose the wheel conditions (1.1) on the space Â.
Definition 2.9 (Space A). Set A0 := F, A1 := F and A2 := Â2. For n ≥ 3, let An ⊂ Â be the
subspace specified by the wheel conditions
f(x1, q1x1, q1q2x1, x4, . . . , xn) = 0, f(x1, q2x1, q1q2x1, x4, . . . , xn) = 0.
Set A :=
⊕
n≥0An.
Proposition 2.10. (A, ∗) is a unital associative algebra.
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Proof. It is enough to show that f ∗ g ∈ Am+n for f ∈ Am and g ∈ An. Recalling the star product
∗ in Definition 1.4, one can write it as
f ∗ g =
m!n!
(m+ n)!
∑
I⊆{1,...,m+n}
#I=m
f(xI)g(xIc)
∏
α∈I, β∈Ic
ω(xα, xβ),(2.1)
where we have used the abbreviation xI = {xα | α ∈ I} and xIc = {xβ | β ∈ I
c}. If {1, 2, 3} ⊆ I or
{1, 2, 3} ⊆ Ic, we have
f(xI)g(xIc)|x2=q1x1,x3=q1q2x1 = 0
from the wheel condition for f and g. In the other cases we have∏
α∈I, β∈Ic
ω(xα, xβ)|x2=q1x1,x3=q1q2x1 = 0
by the definition of ω. The study of (f ∗g)(x1, q2x1, q1q2x1, x4, . . .) goes exactly in the same way. 
2.2. Gordon filtration. The goal of this subsection is to calculate the dimension of An (see
Proposition 2.20 below). In this and subsequent subsections, we need to analyze zero conditions of
f ∈ An. Before we proceed, we recast the results obtained in the last subsection as follows.
Definition 2.11. Let Pn = Pn(q1, q2, q3) be the vector space of polynomials p(x) = p(x1, . . . , xn)
satisfying the following conditions.
(i) p is a homogeneous symmetric polynomial of degree n(n− 1).
(ii) p has an expansion p(x1, . . . , xn) =
∑
λ≤2δn cλmλ(x1, . . . , xn), cλ ∈ F.
(iii) If n ≥ 3, then p satisfies the wheel conditions
p(x1, q1x1, q1q2x1, x4, . . . , xn) = 0, p(x1, q2x1, q1q2x1, x4, . . . , xn) = 0.
Then we have An = {p(x1, . . . , xn)∆n(x)
−2 | p ∈ Pn}. Applying the specialization map ϕ (1.4),
we define the Gordon filtration on the space An.
Definition 2.12 (Gordon filtration). For qi (i = 1, 2, 3), and a partition λ of n satisfying λ < (n),
define A
(qi)
n,λ ⊂ An by A
(qi)
n,λ :=
⋂
µ6≤λ kerϕ
(qi)
µ . We also set A
(qi)
n,(n) := An. We introduce a filtration
on the space Pn in the same manner, and denote the corresponding filter by P
(qi)
n,λ . We have
A
(qi)
n,λ = P
(qi)
n,λ ·∆n(x)
−2.
Remark 2.13. One may give a diagrammatic meaning to the specialization map ϕ: for a partition
λ = (λ1, . . . , λm), we assign a monomial to each box in the Young diagram of λ by the rule
the box at the i-th row and j-th column 7→ yiq
j−1.
In Figure 1, we show an example (the case λ = (4, 4, 2, 1, 1, 1)).
Lemma 2.14. Let λ and µ be partitions of n such that λ > µ. Then for i = 1, 2, 3 we have
dimF ϕ
(qi)
λ (A
(qi)
n,λ/A
(qi)
n,µ ) ≤ 1.
Proof. From the symmetry, it is enough to check the case i = 1, hence we suppress the dependence.
Write λ = (λ1, . . . , λm), and take an element p ∈ Pn,λ which gives us a non-zero element
(ϕλp)(y) = p(y1, q1y1 . . . , q
λ1−1
1 y1, . . . , ym, q1ym . . . , q
λm−1
1 ym) 6= 0.
The total degree of ϕλp is n(n− 1), and the degree in each yi should satisfy
degyi(ϕλp)(y) ≤
λi∑
k=1
2(n − k) = 2nλi − (λi + 1)λi,
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y6
y5
y4
y3 q1y3
y2 q1y2 q
2
1y2 q
3
1y2
y1 q1y1 q
2
1y1 q
3
1y1
Figure 1. Specialization map ϕ for λ = (4, 4, 2, 1, 1, 1).
because of the expansion p(x1, . . . , xn) =
∑
ν≤2δn cνmν(x1, . . . , xn). Now the assumption p ∈ Pn,λ =⋂
µ6≤λ kerϕµ shows that ϕλp is zero if
yj = q
λi−k
1 yi k = 0, 1, . . . , λj − 1,
yj = q
−k
1 yi k = 0, 1, . . . , λj − 1,
yj = q2q
l−k
1 yi k = 0, 1, . . . , λj − 1, l = 1, . . . , λi − 1,
yj = q
−1
2 q
l−k
1 yi k = 0, 1, . . . , λj − 1, l = 1, . . . , λi − 1,
(2.2)
where 1 ≤ i < j ≤ m. Note that the list here counts the zeros with correct multiplicities. Hence
ϕλp is divisible by
qλ(y) :=
∏
1≤i<j≤m
{[λj−1∏
k=0
(yj − q
λi−k
1 yi)(yj − q
−k
1 yi)
] [λj−1∏
k=0
λi−1∏
l=1
(yj − q2q
l−k
1 yi)(yj − q
−1
2 q
l−k
1 yi)
]}
.
The total degree of qλ(y) is
deg qλ(y) =
∑
1≤i<j≤m
(2λi + 2λi(λj − 1)) =
∑
i<j
2λiλj = n
2 −
∑
i
λ2i
and the degree in each yi is
degyi qλ(y) =
∑
j 6=i
2λiλj = 2nλi − 2λ
2
i .
Therefore the quotient r(y) := (ϕλp)(y)/qλ(y) has the total degree
deg r(y) = deg(ϕλp)(y)− deg qλ(y) = n(n− 1)− (n
2 −
∑
i
λ2i ) =
∑
i
λi(λi − 1)
and the degree in each variable yi satisfies the inequality
degyi r(y) = degyi(ϕλp)(y)− degyi qλ(y) ≤ [2nλi − λi(λi + 1)]− [2nλi − 2λ
2
i ] = λi(λi − 1).
This means that the r(y) should be
∏m
i=1 y
λi(λi−1)
i up to constant multiplication.
Hence we have shown that the image ϕλPn,λ is the one dimensional vector space spanned by
ζλ(y1, · · · , ym) :=
m∏
j=1
y
λj(λj−1)
j qλ(y).(2.3)

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Definition 2.15 (Element ǫn). For n > 1 and i = 1, 2, 3, define
ǫn = ǫn(x; qi) = ǫn(x1, . . . , xn; qi) :=
∏
1≤k<l≤n
(xk − qixl)(xk − q
−1
i xl)
(xk − xl)2
.
We also set ǫ1 = 1. For a partition λ = (λ1, . . . , λm) of n, we write ǫλ := ǫλ1 ∗ · · · ∗ ǫλm for simplicity.
Proposition 2.16 (Bottom of the Gordon filter). A
(qi)
n,(1n) is a 1-dimensional subspace ofAn spanned
by ǫn(x; qi).
Proof. We may assume n ≥ 2. Let f ∈ A˜n and write it as f = p ·∆
−2
n . We have
f ∈ kerϕ
(qi)
(2,1n−2)
⇐⇒ p(y1, qiy1, y2, . . . , yn−2) = 0
⇐⇒ (x2 − qix1) | p ⇐⇒ (x2 − qix1)(x2 − q
−1
i x1) | p
⇐⇒
∏
1≤k<l≤n
(xk − qixl)(xk − q
−1
i xl) | p,
because p is a symmetric polynomial. Since the degree of p is n(n − 1), f must be a constant
multiple of ǫn(x; qi). 
Our next task is the determination of the filter A
(qi)
n,ν in which the ǫλ′(x; qi) lies (λ
′ is the transpose
of λ). We need to study the image ϕ
(qi)
µ ǫλ′(x; qi) in some systematic manner. For λ
′ = (λ′1, . . . , λ′l),
we have
ǫλ′(x) =
1
n!
l∏
j=1
λ′j!
∑
I
ǫλ′,I(x), ǫλ′,I(x) :=
l∏
h=1
ǫλ′
h
(xIh)
∏
1≤j<k≤l
∏
α∈Ij
β∈Ik
ω(xα, xβ),(2.4)
where the running index I = (I1, . . . , Il) satisfies I1 ⊔ . . . ⊔ Il = {1, . . . , n}, and we used the
abbreviation xIj := {xα | α ∈ Ij} (1 ≤ j ≤ l). To state when ϕ
(qi)
µ ǫλ′,I(x) vanishes, we introduce
the following terminology.
Definition 2.17 (ϕ
(qi)
µ -irrelevant index). Let λ ⊢ n and I as above. Let µ = (µ1, . . . , µm) ⊢ n. We
say that the index I is ϕ
(qi)
µ -irrelevant, if there exists a pair (h, α, β) (1 ≤ h ≤ m and 0 ≤ α < β ≤
µh − 1) for which we have yhq
α
i ∈ ϕ
(qi)
µ (xIk) and yhq
β
i ∈ ϕ
(qi)
µ (xIj) for some 1 ≤ j < k ≤ l. We call
an index I ϕ
(qi)
µ -relevant if I is not ϕ
(qi)
µ -irrelevant.
Lemma 2.18. If I is ϕ
(qi)
µ -irrelevant, then we have ϕ
(qi)
µ ǫλ′,I(x) = 0.
Proof. This immediately follows from the condition ω(qix, x) = 0. 
Proposition 2.19. ǫλ′(x; qi) ∈ A
(qi)
n,λ and ϕ
(qi)
λ ǫλ′(x; qi) 6= 0.
Proof. We set i = 1 and suppress the dependence on q1. We first show that ϕµǫλ′ = 0 for µ 6≤
λ. Denote µ = (µ1, . . . , µm) and λ
′ = (λ′1, . . . , λ
′
l). The set of running indices I in (2.4) are
classified into two; (Case I) set of ϕµ-irrelevant indices and (Case II) set of ϕµ-relevant ones.
Lemma 2.18 means we can discard all the indices in Case I. Now we subdivide Case II = {I |
for any pair (h, α, β), yhq
α ∈ ϕµ(xIj ) and yhq
β ∈ ϕµ(xIk) means j ≤ k}.
(Case IIa) there exists a pair (h, α, β) such that yhq
α, yhq
β ∈ ϕµ(xIj) for some j,
(Case IIb) for any pair (h, α, β), yhq
α ∈ ϕµ(xIj) and yhq
β ∈ ϕµ(xIk) means j < k.
In Case IIa we must have β = α+1, since otherwise the index must be an element of Case I, which
is a contradiction. If β = α + 1, ϕµǫλ′ = 0 by the definition of ǫr. Finally, one finds that Case IIb
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cannot occur. For Case IIb implies µ1 + · · · + µh ≤ λ1 + · · · + λh for all h ≥ 1, which contradicts
the assumption µ 6≤ λ.
Now we prove the second statement. Set λ = (λ1, . . . , λℓ) (ℓ = λ
′
1). Then we find that there
exists only one ϕλ-relevant index and it is I = ({1, λ1+1, λ1+λ2+1, . . . , λ1+· · ·+λℓ−1+1}, {2, λ1+
2, λ1 + λ2 + 2, . . . , λ1 + · · ·+ λℓ−1 + 2}, . . . , {l, . . .}). Then
(ϕλǫλ′)(y) =
1
n!
l∏
h=1
λ′h!
l∏
i=1
ǫλ′i(y1, . . . , yλ′i)
∏
1≤j<k≤l
λ′j∏
α=1
λ′
k∏
β=1
ω(yαq
j−1, yβqk−1),
Thus (ϕλǫλ′)(y) 6= 0 and the proof is completed. 
Proposition 2.20 (Dimension of An). For a partition λ ⊢ n, (ǫµ(x; qi))µ≥λ′ form a basis of A
(qi)
n,λ .
In particular, An has a basis (ǫλ(x; qi))λ⊢n and dimFAn equals to the number of partitions of n.
Proof. Lemma 2.14 and Proposition 2.19 gives us dimF ϕ
(qi)
λ (A
(qi)
λ /A
(qi)
µ ) = 1. 
2.3. Commutativity of A.
Proposition 2.21 (Commutativity of A). A is a commutative algebra.
Proof. It is enough to show that {ǫn(x; qi) | n ∈ Z} is a commutative family. We can suppose i = 1
without loss of generality.
First we will show that ǫn ∗ ǫ1 = ǫ1 ∗ ǫn. Consider the specialization
ϕ
(q1)
(2,1n−1)
[ǫn, ǫ1]
=
1
n+ 1
(
ǫn(y1, . . . , yn)ω(y1, q1y1)
n∏
i=2
ω(yi, q1y1)− ǫn(q1y1, y2, . . . , yn)ω(y1, q1y1)
n∏
i=2
ω(yi, q1y1)
)
=
1
n+ 1
ǫn−1(y2, . . . , yn)ω(yi, q1y1)
([ n∏
i=2
ǫ2(y1, yi)ω(yi, q1y1)
]
−
[ n∏
i=2
ǫ2(q1y1, yi)ω(y1, yi)
])
,
where [ǫn, ǫ1] := ǫn ∗ ǫ1 − ǫ1 ∗ ǫn. Noting that
ǫ2(y1, yi)ω(yi, qy1) = ǫ2(qy1, yi)ω(y1, yi) =
(y1 − q
−2
1 yi)(y1 − q1yi)(y1 − q2yi)(y1 − q3yi)
(y1 − yi)2(y1 − q
−1
1 yi)
2
,
we have ϕ(2,1n−1)[ǫn, ǫ1] = 0. Lemma 2.16 means that [ǫn, ǫ1](x) = cǫn+1(x) with c ∈ F. Using the
specialization with respect to q2, we have
ϕ
(q2)
(n+1)[ǫn, ǫ1] = 0, ϕ
(q2)
(n+1)ǫn+1 =
∏
1≤i<j≤n+1
(qi2 − q1q
j
2)(q
i
2 − q
−1
1 q
j
2)
(qi2 − q
j
2)
2
6= 0,
which indicates that c = 0. Hence we have ǫn ∗ ǫ1 = ǫ1 ∗ ǫn.
Next we examine the commutator [ǫm, ǫn] in general. Consider the specialization
ϕ
(q1)
(2,1m+n−2)
[ǫm, ǫn]
=
1
(m+ n− 2)!
∑
σ∈Sm+n−2
σ
(
ǫm(y1, y2, . . . , ym)ǫn(q1y1, ym+1, . . . , ym+n−1)
[ m∏
α=2
ω(yα, q1y1)
][ m+n∏
β=n+1
ω(y1, yβ)
][ ∏
2≤α≤m
m+1≤β≤m+n
ω(yα, yβ)
])
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−
1
(m+ n− 2)!
∑
σ∈Sm+n−2
σ
(
ǫm(q1y1, y2, . . . , ym)ǫn(y1, ym+1, . . . , ym+n−1)
[ m∏
α=2
ω(y1, yα)
][ m+n∏
β=m+1
ω(q1y1, yβ)
][ ∏
2≤α≤m
m+1≤β≤m+n
ω(yβ, yα)
])
=
1
(m+ n− 2)!
∑
σ∈Sm+n−2
σ
(
ǫm−1(y2, . . . , ym)ǫn−1(ym+1, . . . , ym+n−1)
{[ m∏
α=2
ǫ2(y1, yα)
][m+n−1∏
β=m+1
ǫ2(q1y1, yβ)
][ m∏
α=2
ω(yα, q1y1)
][m+n−1∏
β=m+1
ω(y1, yβ)
]
·
[ ∏
2≤α≤m
m+1≤β≤m+n
ω(yα, yβ)
]
−
[ m∏
α=2
ǫ2(q1y1, yα)
][m+n−1∏
β=m+1
ǫ2(y1, yβ)
][ m∏
α=2
ω(y1, yα)
][m+n−1∏
β=m+1
ω(yβ, q1y1)
]
·
[ ∏
2≤α≤m
m+1≤β≤m+n
ω(yβ, yα)
]})
,
where σ ∈ Sm+n−2 acts on (y2, . . . , ym+n−1). The equation
m∏
α=2
ǫ2(y1, yα)
m+n−1∏
β=m+1
ǫ2(q1y1, yβ)
m∏
α=2
ω(y1, yβ)
m+n−1∏
β=m+1
ω(yα, q1y1)
=
m∏
α=2
ǫ2(q1y1, yα)
m+n−1∏
β=m+1
ǫ2(y1, yβ)
m∏
α=2
ω(y1, yα)
m+n−1∏
β=m+1
ω(yβ, q1y1)
=
m+n−1∏
i=2
(y1 − q1yi)(y1 − q2yi)(y1 − q3yi)(y1 − q
−2
1 yi)
(y1 − yi)2(y1 − q
−1
1 yi)
2
,
shows that the image ϕ
(q1)
(2,1m+n−2)
[ǫm, ǫn] is proportional to [ǫm−1, ǫn−1](y2, . . . , ym+n−1). By the
induction hypothesis [ǫm−1, ǫn−1] = 0, we have ϕ
(q1)
(2,1m+n−2)
[ǫm, ǫn] = 0, which implies that [ǫm, ǫn]
is a constant multiple of ǫm+n. One can show that ϕ
(q2)
(m+n)
[ǫm, ǫn] = 0, and ϕ
(q2)
(m+n)
ǫm+n 6= 0 by a
straightforward calculation. Hence we conclude that ǫm ∗ ǫn = ǫn ∗ ǫm. 
2.4. Derivations ∂(∞,k), ∂(0,k) and the final step of the proof. For f ∈ An we need to study the
image ∂(∞,k)f and ∂(0,k)f , including their existence. As for the existence, Proposition 2.7 assures.
To express the image of ∂(∞,k) and ∂(0,k) in a concise manner, we extend the definition of the star
product as follows. Let f1 ∈ Âk, g1 ∈ Âl, f2 ∈ Âm and g2 ∈ Ân, we set (f1 ⊗ g1) ∗ (f2 ⊗ g2) :=
(f1 ∗ f2) ⊗ (g1 ∗ g2) ∈ Âk+m ⊗ Âl+n, and extend this by linearity. In this extended case, the
associativity of the star product holds as in Lemma 2.3.
Lemma 2.22. (1) ∂(0,k)(ǫn(x; qi)) = ∂
(∞,k)(ǫn(x; qi)) = ǫn−k(x1, . . . , xn−k)⊗ ǫk(xn−k+1, . . . , xn) ∈
An−k ⊗Ak for any n, k ∈ N.
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(2) For f ∈ Âm, g ∈ Ân and a =∞ or 0, ∂
(a,k)(f ∗ g) ∈ Ân−k ⊗ Âk exists and
∂(a,k)(f ∗ g) =
k∑
i=0
(
k
i
)
(∂(a,i)f) ∗ (∂(a,k−i)g).
Proof. (1) follows from a direct computation.
(2) We use tentative notation y = (y1, . . . , ym+n) := (x1, . . . , xm+n−k, ξxm+n−k+1, . . . , ξxm+n) and
J := {m+ n− k + 1, . . . ,m+ n}. Using the alternative expression (2.1) yields
∂(∞,k)(f ∗ g)(x) =
(m+ n)!
(m+ n− k)!
lim
ξ→∞
m!n!
(m+ n)!
∑
I⊆{1,...,n+m}
#I=m
f(yI) g(yIc)
∏
α∈I
β∈Ic
ω(yα, yβ)
=
m!n!
(m+ n− k)!
k∑
i=0
∑
I⊆{1,...,n+m}
#I=m, #(I∩J)=i
lim
ξ→∞
(
f(yI) g(yIc)
∏
α∈I
β∈Ic
ω(yα, yβ)
)
=
(m− i)!(n − (k − i))!
(m+ n− k)!
k∑
i=0
∑
I⊆{1,...,n+m}
#I=m, #(I∩J)=i
(
m!
(m− i)!
[
lim
ξ→∞
f(yI)
] n!
(n− (k − i))!
[
lim
ξ→∞
g(yIc)
]
[
lim
ξ→∞
∏
α∈I
β∈Ic
ω(yα, yβ)
])
=
(
m+ n− k
m− i
)−1 k∑
i=0
∑
I⊆{1,...,n+m}
#I=m, #(I∩J)=i
(
(∂(∞,i)f) (∂(∞,k−i)g)
∏
α∈I∩J
β∈Ic∩J
ω(xα, xβ)
∏
γ∈I∩Jc
δ∈Ic∩Jc
ω(xγ , xδ)
)
=
(
m+ n− k
m− i
)−1 k∑
i=0
(
k
i
)(
m+ n− k
m− i
)(
(∂(∞,i)f) ∗ (∂(∞,k−i)g)
)
=
k∑
i=0
(
k
i
)(
(∂(∞,i)f) ∗ (∂(∞,k−i)g)
)
.
Thus the limit ∂(∞,k)(f ∗ g) exists and the Leibniz rule are proved. The case ∂(0,k) is the same. 
Proposition 2.23. We have A = A.
Proof. An ⊂ An follows from the definitions, so we will prove the other direction An ⊂ An. Since
the family {ǫλ(x; qi) | λ ⊢ n} spans An, it is enough to show that ǫλ(x; qi) ∈ A, that is, ǫλ satisfies
the condition (ii) of Definition 1.2. Set λ = (λ1, λ2, . . . , λl). Lemma 2.22 (2) yields
∂(a,k)(ǫλ) =
∑( m
i1, i2, . . . , il
)
∂(a,i1)(ǫλ1) ∗ ∂
(a,i2)(ǫλ2) ∗ · · · ∗ ∂
(a,il)(ǫλl)
for a =∞ and 0. Then the conclusion follows from Lemma 2.22 (1). 
Hence we have proved Theorem 1.5.
3. Free field, Wronski relation, and proof of Theorems 1.10 and 1.19
In this section we investigate the free field realization of the Macdonald difference operators,
which we need for our proof of Theorems 1.10 and 1.19. One more necessary ingredient is the
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Wronski relation, which gives a certain identity among operators acting on F . In what follows, we
frequently use the notation for q-integers and the q-shifted factorial:
[n]q :=
1− qn
1− q
, [n]q! :=
n∏
k=1
[k]q, (a; q)k :=
k−1∏
i=0
(1− aqi).
We also use the infinite product
(x; q)∞ :=
∏
i≥0
(1− xqi),
which is regarded as a formal power series in x over F.
3.1. Preliminaries. We briefly recall some basic facts on the Macdonald symmetric polynomi-
als/functions and on Macdonald’s reproduction kernel. Recall that we have denoted by Λn the
ring of symmetric polynomials in x = (x1, . . . , xn) over Z, and by Λ
k
n the space of homogeneous
symmetric polynomials of degree k. The ring of symmetric functions Λ is defined as the inverse
limit of the Λn in the category of graded rings. We set ΛF = Λ⊗Z F.
The Macdonald difference operator Drn [M, VI §3] acting on Λn,F is defined by
Drn = D
r
n(q, t) := t
r(r−1)/2 ∑
I⊂{1,2,...,n}
#I=r
∏
i∈I
j /∈I
txi − xj
xi − xj
∏
k∈I
Tq,xk ,(3.1)
where Tq,xi denotes the q-difference operator Tq,xif(x1, . . . , xn) = f(x1, . . . , qxi, . . . , xn).
Proposition 3.1 (Macdonald). For λ ⊢ n such that ℓ(λ) ≤ n, Pλ(x; q, t) ∈ Λn,F is uniquely
characterized by
Pλ(x; q, t) = mλ +
∑
µ<λ
cm→Pλµ mµ (c
m→P
λµ ∈ F),(c)
Drn(q, t)Pλ(x; q, t) = e
(n)
r (t
nsλ1 , t
nsλ2 , . . . , t
nsλn)Pλ(x; q, t),(d)
where e
(n)
r (s1 . . . , sn) denotes the elementary symmetric polynomial in n variables (s1, . . . , sn), and
sλi := q
λit−i.
Denote by er(s) ∈ ΛF,s the r-th elementary symmetric function in the infinite set of variables
s = (s1, s2, . . .).
Lemma 3.2. Let λ ⊢ n such that ℓ(λ) ≤ n. Define the infinite sequence sλ = (sλ1 , s
λ
2 , . . .) by
sλi := t
−iqλi and set the finite sequence tnsλ := (tn−1qλ1 , . . . , qλn). Then we have
er(s
λ) =
r∑
l=0
t−nr−(
r−l+1
2 )
(t−1; t−1)r−l
e
(n)
l (t
nsλ) ∈ F[[t−1]],
where all the rational factors in the RHS such as 1/(1 − t−k) (k ≥ 1) must be understood as the
power series
∑
l≥0 t
−kl.
Proof. Introduce the generating functions for er(s) and e
(n)
r (s1 . . . , sn) as
E(s;u) =
∏
i≥1
(1 + siu) =
∑
r≥0
er(s)u
r, E(n)(s;u) =
n∏
i=1
(1 + siu) =
n∑
r=0
e(n)r (s)u
r.
Then we have
E(sλ;u) =
∏
i≥1
(1 + sλi u) =
n∏
i=1
(1 + sλi u)
∏
i≥n+1
(1 + t−iu) = E(n)(tnsλ; t−nu) · (−t−1t−nu; t−1)∞
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=
n∑
l=0
e
(n)
l (t
nsλ) · (t−nu)l
∑
m≥0
1
(t−1; t−1)m
(t−n−1u)mt−(
m
2 )
=
∑
r≥0
ur
r∑
l=0
t−nr−(
r−l+1
2 )
(t−1; t−1)r−l
e
(n)
l (t
nsλ).

Thus we have proved
Proposition 3.3. Let n ∈ N+. Set a difference operator E
(n)
r acting on Λn,F by
E(n)r :=
r∑
l=0
t−nr−(
r−l+1
2 )
(t−1; t−1)r−l
Dln.
For any partition λ satisfying ℓ(λ) ≤ n, we have
E(n)r Pλ(x; q, t) = er(s
λ)Pλ(x; q, t),
where Pλ(x; q, t) ∈ Λn,F denotes the Macdonald symmetric polynomial, er(x) ∈ ΛF is the r-th
elementary symmetric function defined in (3.19), and sλ = (t−1qλ1 , t−2qλ2 , . . .). Hence the inductive
limit Er := lim←−n
E
(n)
r exists.
Remark 3.4. Note that if we renormalize the operator suitably as (t−1; t−1)rE
(n)
r , then the mod-
ified eigenvalues (t−1; t−1)rer(sλ) lie in F.
Next we turn to the case of the symmetric function in ΛF. For a partition λ, denote by mi the
number of parts i in the partition λ. The scalar product on ΛF is defined by [M, VI.2.2]
〈pλ, pµ〉q,t := δλ,µ
∏
i≥1
imimi!
∏
j≥1
1− qλj
1− tλj
,
Set bλ = bλ(q, t) := 〈Pλ(x; q, t), Pλ(x; q, t)〉
−1
q,t , and Qλ(x; q, t) := bλ(q, t)Pλ(x; q, t). Then (Qλ)
forms a dual basis of (Pλ). For two sets of independent indeterminates x = (x1, x2, . . .) and
y = (y1, y2, . . .), the reproduction kernel is defined to be
Π(x, y; q, t) :=
∏
i,j≥1
(txiyj; q)∞
(xiyj; q)∞
(3.2)
Then we have [M, VI.4.13]
Π(x, y; q, t) =
∑
λ
Pλ(x; q, t)Qλ(y; q, t).(3.3)
Lemma 3.5. Let n ∈ N+ and y = (y1, · · · , yn). Assume that an operator Êr on the space of
symmetric functions ΛF in x = (x1, x2, . . .) satisfies ÊrΠ(x, y) = E
(n)
r,y Π(x, y). Here the subscript
y indicates that the operator is acting on y. Then ÊrPλ(x; q, t) = er(s
λ)Pλ(x; q, t) for any λ ⊢ n
satisfying ℓ(λ) ≤ n.
Proof. Note that (Qλ)ℓ(λ)≤n is a basis of Λn,F and use the expansion (3.3). 
The automorphism ωq,t on ΛF is defined by
ωq,t(pr) := (−1)
r−1 1− qr
1− tr
pr.(3.4)
It is known that ([M, (VI.2.15), (VI.5.1)])
ωq,t(gn(x; q, t)) = en(x), ωq,t(Pλ(x; q, t)) = Qλ′(x; t, q).(3.5)
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3.2. Proofs of Propositions 1.16 and 1.18. First we give proofs of Propositions 1.16 and 1.18.
The former is easy, but the latter requires some preparation.
Proof of Proposition 1.16. Noting the symmetric property (1.9), we have
O(f ∗ g) =
1
(m+ n)!
[ ∑
σ∈Sm+n
σ
(
f(z1, . . . , zm)g(zm+1, . . . , zm+n)( ∏
1≤i≤m
m+1≤j≤m+n
ω(zi, zj)
)( ∏
1≤i<j≤m+n
ω(zi, zj)
−1
)
η(z1) · · · η(zm+n)
)]
1
=
1
(m+ n)!
[ ∑
σ∈Sm+n
σ
(
f(z1, . . . , zm)∏
1≤i<j≤m
ω(zi, zj)
η(z1) · · · η(zm)
g(zm+1, . . . , zm+n)∏
m+1≤k<l≤m+n
ω(zk, zl)
η(zm+1) · · · η(zm+n)
)]
1
=
#(Sm+n/Sm ×Sn)
(m+ n)!
[
f(z1, . . . , zm)∏
1≤i<j≤m
ω(zi, zj)
η(z1) · · · η(zm)
]
1
[
g(z1, . . . , zn)∏
1≤i<j≤m
ω(zi, zj)
η(z1) · · · η(zn)
]
1
=
#(Sm+n/Sm ×Sn)
(m+ n)!/m!n!
O(f)O(g) = O(f)O(g).

To our proof of Proposition 1.18, a key role is played by the following free field representation.
Proposition 3.6 ([S2, Theorem 9.2]). Let ǫr(z; q) be the element in Definition 2.15. Let Er be
the operator on ΛF in Proposition 3.3. Set
Êr = Êr(q, t) :=
t−r(r+1)/2
(t−1; t−1)r
[r]t−1 !
r!
O(ǫr(z; q)).(3.6)
Then for any partition λ we have
ÊrPλ(x; q, t) = ErPλ(x; q, t).
We defer the proof of Proposition 3.6 to the next subsection, since it is a little lengthy, and we
also need to continue similar developments further for later purpose.
Proof of Proposition 1.18. Proposition 1.16 means that O(·) is an algebra homomorphism. By
construction, surjectivity is trivial. Changing the normalization, we set
fr(z) :=
t−r(r+1)/2
(t−1; t−1)r
[r]t−1 !
r!
ǫr(z; q),
and denote fλ := fλ1 ∗ fλ2 ∗ · · · . Expand f ∈ An by the basis (ǫλ(z; q)) as f =
∑
µ⊢n cµfµ(z). From
Propositions 3.6, 1.16, we find that O(f)Pλ(x; q, t) =
∑
µ⊢n cµeµ(s
λ) · Pλ(x; q, t) for any λ. As for
the injectivity, we must show that
∑
µ⊢n cµeµ(s
λ) = 0 for any λ indicates f = 0. From Lemma 3.7
below, we have
∑
µ⊢n cµeµ(x) = 0 in ΛF. Hence cµ = 0, showing that f = 0. 
Lemma 3.7. Let k ∈ N, and set sλ = (sλ1 , s
λ
2 , . . .) = (t
−1qλ1 , t−2qλ2 , . . .). If f ∈ Λk
F
satisfies the
condition that f(sλ) = 0 for all λ, then f = 0.
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Proof. We prove this by induction. For f ∈ Λ0
F
, the statement is trivial. Let f ∈ Λk
F
with k ∈ N+.
Expand f in x1 as f =
∑k
i=0 x
k−i
1 gi(x2, x3, . . .). Then we have gi(s
λ
2 , s
λ
3 , . . .) ∈ F[[t
−1]]. Since
the ring F[[t−1]] is an integral domain, the polynomial remainder theorem applies. For a fixed
(λ2, λ3, . . .), consider the infinite sequence of evaluations x1 = t
−1qλ2 , t−1qλ2+1, . . .. Then one finds
that gi(x2, x3, . . .) = 0 for i = 0, 1, . . . , k − 1 by the induction hypothesis. Hence f becomes a
symmetric function which does not contain x1. From the symmetry in xi’s we conclude f = 0. 
3.3. Proof of Proposition 3.6. We recall the notation and a lemma in [S2].
Definition 3.8. Set
φ(y) := exp
(∑
n≥1
1− tn
1− qn
a−n
n
yn
)
=
∏
i≥1
(txiy; q)∞
(xiy; q)∞
=
∑
n≥0
gn(x; q, t)y
n.(3.7)
Here we have used the identification pn(x) = a−n.
Lemma 3.9 ([S2, Lemma 9.3]). We have
φ(y1) · · ·φ(yn) · 1 = Π(x1, x2, . . . , y1, . . . , yn; q, t),
η(z)φ(y) · 1 =
1− y/z
1− ty/z
: φ(y)η(z) : · 1, : η(ty)φ(y) : ·1 = Tq,yφ(y) · 1,
where 1 denotes the highest vector in the Fock space and Π is the reproduction kernel (3.2).
Proof of Proposition 3.6. Our argument here is based on Lemma 3.5 and the reproduction kernel
expressed as in the first relation of Lemma 3.9. We examine the action of Êr on the yi’s. For
simplicity of display, we use the abbreviation φy = φ(y1) . . . φ(yn). Note first that
[r]t−1 !
r!
ǫr(z; q) = Sym
( ∏
1≤i<j≤r
1− zj/zi
1− t−1zj/zi
)
.
Using (1.8), we have
Êrφy · 1 =
t−r(r+1)/2
(t−1; t−1)r
[( r∏
j=1
n∏
i=1
1− yi/zj
1− tyi/zj
)( ∏
1≤i<j≤r
1− zj/zi
1− t−1zj/zi
)
φy : η(z1) · · · η(zr) : · 1
]
1
.
The non-trivial residues occur at zr = tyk (1 ≤ k ≤ n) and at zr = 0. Thus we can proceed as
Êrφy · 1 =
t−r(r+1)/2
(t−1; t−1)r
n∑
k=1
[
(1− t−1)
(r−1∏
j=1
n∏
i=1
1− yi/zj
1− tyi/zj
)(∏
i 6=k
1− yi/tyk
1− yi/yk
)( ∏
1≤i<j≤r−1
1− zj/zi
1− t−1zj/zi
)
×
( ∏
1≤i≤r−1
1− tyk/zi
1− yk/zi
)
· φy : η(z1) · · · η(zr−1)η(tyk) : · 1
]
1
+
t−r(r+1)/2
(t−1; t−1)r
[
t−n
(r−1∏
j=1
n∏
i=1
1− yi/zj
1− tyi/zj
)( ∏
1≤i<j≤r−1
1− zj/zi
1− t−1zj/zi
)
× φy : η(z1) · · · η(zr−1) : · 1
]
1
=
t−r(1− t−1)
1− t−r
n∑
k=1
∏
i 6=k
1− yi/tyk
1− yi/yk
φ(qyk) Êr−1φyˇk · 1 +
t−n−r
1− t−r
Êr−1φy · 1,
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where φyˇk := φ(y1) · · · φ(yk−1)φ(yk+1) · · · φ(yn). By the induction hypothesis on Êr−1, we have
Êrφy · 1 =
{
t−r(1− t−1)
1− t−r
n∑
k=1
∏
i 6=k
1− yi/tyk
1− yi/yk
Tq,yk
(r−1∑
l=0
t−(n−1)(r−1)−(
r−l
2 )
(t−1; t−1)r−l−1
Dln−1,yˇk
)
φy
+
t−n−r
1− t−r
(r−1∑
l=0
t−n(r−1)−(
r−l
2 )
(t−1; t−1)r−l−1
Dln,y
)
φy
}
· 1,
(3.8)
where Dln−1,yˇk denotes the l-th Macdonald operator acting on the n − 1 variables y1, . . . , yk−1,
yk+1, . . . , yn, and D
l
n,y denotes the l-th Macdonald operator acting on y1 . . . , yn. The first term of
(3.8) can be computed as follows.
n∑
k=1
∏
m6=k
tyk − ym
yk − ym
Tq,ykD
l
n−1,yˇk = t
(l2)
n∑
k=1
∑
I⊂{1,...,n}
k/∈I
|I|=l
∏
i∈I
j 6∈I∪{k}
tyi − yj
yi − yj
∏
m6=k
tyk − ym
yk − ym
∏
i∈I∪{k}
Tq,yi
= t(
l
2)
n∑
k=1
∑
J⊂{1,...,n}
k∈J
|J |=l+1
∏
i∈J
j 6∈J
tyi − yj
yi − yj
∏
m∈J\{k}
tyk − ym
yk − ym
∏
i∈J
Tq,yi
= t(
l+1
2 )t−l
∑
J⊂{1,...,n}
|J |=l+1
(∑
k∈J
∏
m∈J\{k}
tyk − ym
yk − ym
)∏
i∈J
j 6∈J
tyi − yj
yi − yj
∏
i∈J
Tq,yi
=
1− t−l−1
1− t−1
·Dl+1n,y ,
where Dl+1n,y denotes the (l + 1)-st Macdonald operator acting on y1 . . . , yn. Here we have used the
partial fraction expansion
n∑
i=1
∏
j 6=i
tyj − yi
yj − yi
=
1− tn
1− t
.
Hence we have
Êrφy · 1 =
{
t−r−n+1(1− t−1)
1− t−r
r−1∑
l=0
t−(n−1)(r−1)−(
r−l
2 )
(t−1; t−1)r−l−1
1− t−l−1
1− t−1
Dl+1n,y
+
t−n−r
1− t−r
r−1∑
l=0
t−n(r−1)−(
r−l
2 )
(t−1; t−1)r−l−1
Dln,y
}
φy · 1
=
r∑
l=0
t−nr−(
r−l+1
2 )
(t−1; t−1)r−l
Dln,yφy · 1 = Erφy · 1.

3.4. Wronski relation of the Macdonald difference operators. Next, we proceed to the
construction of the Wronski relation, which is a key to the proof of Theorems 1.10 and 1.19.
Definition 3.10. Define the operator Ĝn on the Fock space F for n ∈ N by
Ĝn = Ĝn(q, t) :=
(−1)nq(
n
2)
(q; q)n
[n]q!
n!
O(ǫn(z; t)).(3.9)
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Proposition 3.11. For n ∈ N, we have the Wronski relation
n∑
k=0
(−1)k(1− qktn−k)Ên−kĜk = 0.(3.10)
Proof. For a while, we denote the dependence on the parameters by q1 and q2 (instead of q
−1 and
t) for simplicity of display. We will show the next identity in A
Sn :=
n∑
k=0
(
n
k
)
(qk1 − q
n−k
2 )
(
q2 − 1
q1 − 1
)k
ǫn−k(x; q1) ∗ ǫk(x; q2) = 0,(3.11)
which is equivalent to (3.10). It is enough to verify that for any λ = (λ1, . . . , λl) ⊢ n one has
ϕ
(q1)
λ (Sn) = 0.(3.12)
Our proof is an induction according to the dominance ordering of the partitions. We will fix the
index i = 1 and suppress the symbol ‘(q1)’.
First we show ϕ(n)(Sn) = 0. Skipping some trivial algebra, we have
Sn(1, q1, . . . , q
n−1
1 ) = (q
n−1
1 − q2)
(
q2 − 1
q1 − 1
)n−1
ǫn−1(q1, . . . , qn−11 ; q2)
n−1∏
i=1
ω(1, qi1)
+ (qn1 − 1)
(
q2 − 1
q1 − 1
)n
ǫn(1, q1, . . . , q
n−1
1 ; q2)
=
(
q2 − 1
q1 − 1
)n−1
ǫn−1(q1, . . . , qn−21 ; q2)
·
(
(qn−11 − q2)
n−1∏
i=1
ω(1, qi1) + (q
n
1 − 1)
(
q2 − 1
q1 − 1
) n−1∏
i=1
ǫ2(1, q
i
1; q2)
)
= 0.
Next, fix a partition λ and assume ϕν(Sn) = 0 for any ν ≥ λ. Then the structure of the Gordon
filtration indicates
Sn ∈
⋃
µ⊢n, µ<1λ
Aµ.
Here the symbol µ <1 λ denotes that µ < λ and that there is no partition ν ⊢ n satisfying
µ < ν < λ. Therefore we can write
Sn =
∑
µ⊢n, µ<1λ
Lµ/∆n(x)
2, Lµ ∈ Pµ.
For a partition µ satisfying µ <1 λ, consider the specialization map ϕµ. This map yields
ϕµ(Sn) =
∑
ν ⊢n, ν<1λ
ϕµ(Lν/∆n(x)
2) = ϕµ(Lµ/∆n(x)
2).(3.13)
Using Lemma 2.14, we can write
ϕµ(Lµ/∆n(x)
2) = c ζµ/ϕµ(∆n(x)
2)(3.14)
where c ∈ F and ζµ is the polynomial (2.3).
We prepare the next definition and lemma.
Definition 3.12 (Snake evaluation). For a partition λ = (λ1, . . . , λl) of n, we define the special-
ization map ψλ : F(y1, . . . , yl)→ F by yi 7→ q
Pl
k=i+1(λk−1)
1 q
i−1
2 . We call this specialization the snake
evaluation.
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Lemma 3.13. For any µ = (µ1, . . . , µl) ⊢ n we have the following.
(1) ψµ ◦ ϕµ(Sn) = 0.
(2) ψµ(ζµ) 6= 0.
The proof of the lemma will be given afterwards. By the equation (3.14) and the lemma, we
have c = 0, meaning that ϕµ(Sn) = 0 from (3.13). Since µ was freely chosen from those partitions
ν such that ν <1 λ, we have completed the induction step. 
Remark 3.14. We can give a diagrammatic explanation of the snake evaluation. First note that
the composition ψλ ◦ ϕλ : F(x1, . . . , xn)→ F can be written as
ψλ ◦ ϕλ(f(x1, . . . , xn)) = f(q
(λl−1)+···+(λ2−1)
1 , q
(λl−1)+···+λ2
1 , . . . , q
(λl−1)+···+(λ1−1)
1 ,
q
(λl−1)+···+(λ3−1)
1 q2, q
(λl−1)+···+λ3
1 q2, . . . , q
(λl−1)+···+(λ2−1)
1 q2,
. . . ,
qλl−11 q
l−2
2 , q
λl
1 q
l−1
2 , . . . , q
(λl−1)+(λl−1−1)
1 q
l−1
2 ,
ql−12 , q1q
l−1
2 , . . . , q
λl−1
1 q
l−1
2 ).
Consider the partition λ = (4, 4, 2, 1, 1, 1) (Figure 2).
Figure 2. The Young diagram for (4, 4, 2, 1, 1, 1)
Then make a border strip (i.e. connected skew young diagram containing no 2× 2 block of squares
[M, I §1, pp.5]) by shifting each row of the diagram of λ (Figure 3).
Figure 3. The border strip made from the diagram for (4, 4, 2, 1, 1, 1)
Now we assign to each diagram a monomial qi1q
j
2 so that i increases if one reads the boxes rightward
and that j increases if one reads downward (Figure 4).
Proof of Lemma 3.13. (1) By the definition of the function ǫr and Remark 3.14, we find that there
are two non-vanishing terms occurring in ψµ ◦ ϕµ(Sn) as
ψµ ◦ ϕµ(Sn) =
(
n
l − 1
)
(qn−l+11 − q
l−1
2 )
(
q2 − 1
q1 − 1
)n−l+1
(ǫl−1(q1) ∗ ǫn−l+1(q2))(X,Y, z)
+
(
n
l
)
(qn−l1 − q
l
2)
(
q2 − 1
q1 − 1
)n−l
(ǫl(q1) ∗ ǫn−l(q2))(X,Y, z),
(3.15)
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q52
q42
q32
q22 q1q
2
2
q1q
1
2 q
2
1q
1
2 q
3
1q
1
2 q
4
1q
1
2
q41 q
5
1 q
6
1 q
7
1
Figure 4. The assignment of the monomials for (4, 4, 2, 1, 1, 1)
where we used the notation
X := {q
(µl−1)+···+(µi+1−1)
1 q
i−1
2 | 1 ≤ i ≤ l − 1},
Y := {q
(µl−1)+···+(µi+1−1)+j
1 q
i−1
2 | 1 ≤ i ≤ l − 1, 1 ≤ j ≤ µi−1},
z := ql−12 .
(See Remark 3.15 as to the diagrammatic explanation.) As for the second term in (3.15), a direct
computation gives us(
n
l
)
(qn−l1 − q
l
2)
(
q2 − 1
q1 − 1
)n−l
(ǫl(q1) ∗ ǫn−l(q2))(X,Y, z)
= (qn−l1 − q
l
2)
(
q2 − 1
q1 − 1
)n−l
ǫl(X, z; q1) ǫn−l(Y ; q2)
∏
x∈X∪{z}, y∈Y
ω(x, y).
A similar result can be derived for the first term in (3.15). Thus we only need to show the equation
(qn−l+11 − q
l−1
2 )
(
q2 − 1
q1 − 1
) ∏
y∈Y
ǫ2(y, z; q2)
∏
x∈X
ω(x, z)
+ (qn−l1 − q
l
2)
∏
x∈X
ǫ2(x, z; q1)
∏
y∈Y
ω(z, y) = 0.
(3.16)
A straightforward calculation shows that this is correct.
(2) By the snake evaluation, yj in ζµ is replaced by q
j−1
2 q
(µl−1)+···+(µj+1−1)
1 . We only need to check
that each factor in ζµ does not become zero after the snake evaluation. Checking is elementary,
and we omit it. 
Remark 3.15. The variables in X are located at the leftmost boxes of the rows in the border
diagram. The example λ = (4, 4, 2, 1, 1) is given in Figure 5.
Recall we have the following relation between the elementary symmetric functions en(x)’s and
the gn(x; q, t)’s.
Lemma 3.16. For n ∈ N+ we have
n∑
k=0
(−1)k(1− qktn−k)en−k(x)gk(x; q, t) = 0.(3.17)
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: X
: Y
: z
Figure 5. Snake evaluation for (4, 4, 2, 1, 1, 1)
Proof. Introduce generating functions as
G(y) :=
∑
n≥0
gn(x; q, t)y
n = exp
(∑
n≥1
1
n
1− tn
1− qn
pn(x)y
n
)
=
∏
i≥1
(
txiy; q
)
∞(
xiy; q
)
∞
,(3.18)
E(y) :=
∑
n≥0
en(x; q, t)y
n = ωq,t(G(y)) = exp
(∑
n≥1
(−1)n−1
n
pn(x)y
n
)
=
∏
i≥1
(1 + xiy).(3.19)
Hence we have E(y)G(−y) = E(ty)G(−qy), indicating the conclusion. 
Remark that by using (3.17), we can uniquely express gr as a polynomial in es’s and vice versa.
Proposition 3.17. We have
Ĝr(q, t)Pλ(x; q, t) = gr(s
λ; q, t)Pλ(x; q, t).
Proof. Using the Wronski relation for the operators (3.10), we can uniquely express Ĝr as a poly-
nomial in Ês’s, just in the same manner for gr. Hence the eigenvalues of Ĝr must be gr(s
λ). 
Remark 3.18. We can introduce a difference operator G
(n)
r acting on Λn,F, and define the limit
Gr := lim←−n
G
(n)
r as was done for Er in Proposition 3.3. Then we can show that the free field
realization of Gr is Ĝr. This will be treated in §§ 3.7
3.5. Triangularity and the proof of Theorems 1.10 and 1.19.
Lemma 3.19. The Macdonald symmetric function Pλ(x; q, t) has a triangular expansion with
respect to the bases (eλ) and (gλ). Precisely, it can be written as
Pλ(x; q, t) =
∑
µ≥λ
cg→Pλµ (q, t)gµ(x; q, t), Pλ(x; q, t) =
∑
µ≥λ′
ce→Pλµ (q, t)eµ(x),
with cg→Pλµ , c
e→P
λµ ∈ F and c
g→P
λλ 6= 0, c
e→P
λλ 6= 0.
Proof. As to the first statement, see [S2, Lemma 8.1]. For the second one, we apply the automor-
phism ωq,t (3.4) to the expansion Pλ(x; q, t) =
∑
µ≥λ c
g→P
λµ (q, t)gµ(x; q, t). By (3.5), we obtain
Qλ′(x; t, q) =
∑
µ≥λ
cg→Pλµ (q, t)eµ(x).
Rewriting Qλ′ = bλ′Pλ′ and changing the notation µ and λ, we have the equation
Pλ(x; t, q) =
∑
µ≥λ′
bλ(t, q)
−1cg→Pλ′µ (q, t)eµ(x).
Hence the second conclusion holds if one sets ce→Pλµ (q, t) := bλ(q, t)
−1cg→Pλ′µ (t, q). 
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Proof of Theorems 1.10 and 1.19. First we will construct a non-zero element fλ in A
(q−1)
λ
⋂
A
(t)
λ′ .
By Lemma 3.19, we can write
Pλ(x; q, t) =
∑
µ≥λ′
ce→Pλµ (q, t)eµ(x) =
∑
µ≥λ
cg→Pλµ (q, t)gµ(x; q, t).(3.20)
Then we define the elements f
(q−1)
λ (z), f
(t)
λ (z) ∈ An by
f
(q−1)
λ (z) :=
∑
µ≥λ′
ce→Pλµ (q, t)ǫµ(z; q)
∏
i≥1
t−µi(µi+1)/2
(t−1; t−1)µi
[µi]t−1 !
µi!
,
f
(t)
λ :=
∑
µ≥λ
cg→Pλµ (q, t)ǫµ(z; t)
∏
i≥1
(−1)µiqµi(µi−1)
(q; q)µi
[µi]q!
µi!
.
(3.21)
By Proposition 2.20 (2) we find that
f
(q−1)
λ ∈ A
(q−1)
λ , f
(t)
λ ∈ A
(t)
λ′ .(3.22)
On the other hand, Propositions 3.6, 3.17 and (3.20) yield
O(f
(q−1)
λ )Pµ = O(f
(t)
λ )Pµ = Pλ(s
λ; q, t)Pµ
for any partition µ. Since the family (Pµ) is a basis of F ∼= ΛF, we should have O(f
(q−1)
λ ) = O(f
(t)
λ ).
Then by Proposition 1.18, f
(q−1)
λ = f
(t)
λ holds. Thus we can define
fλ := f
(q−1)
λ = f
(t)
λ .
Then from (3.22) we have fλ ∈ A
(q−1)
λ ∩A
(t)
λ′ .
Now we shall prove dim(A
(q−1)
λ ∩ A
(t)
λ′ ) = 1. Suppose that f
′
λ is an element of A
(q−1)
λ ∩ A
(t)
λ′ . By
Proposition 2.20 we have
f ′λ ∈ F[ǫµ(z; q
−1) | µ ≥ λ′]
⋂
F[ǫµ(z; t) | µ ≥ λ].
Then the triangular decomposition (3.21) yields
f ′λ ∈ F[fµ | µ ≤ λ]
⋂
F[fµ | µ ≥ λ]
Therefore f ′λ must be proportional to fλ. 
We also note the following remark.
Corollary 3.20. The family (fλ)λ⊢n forms a basis of An.
3.6. Vertex operator ξ(z) and the Ding-Iohara algebra U(q, t). Before closing this section,
we continue our study on the vertex operator η(z) by applying a quantum group technique. Our
goal in this subsection is to identify η(z) as the level one representation of the Ding-Iohara algebra
U(q, t). (See Appendix A.)
Set
ξ(z) := exp
(
−
∑
n>0
1− t−n
n
(t/q)n/2a−nzn
)
exp
(∑
n>0
1− tn
n
(t/q)n/2anz
−n
)
,(3.23)
and consider its Fourier expansion ξ(z) =
∑
n∈Z ξnz
−n.
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Lemma 3.21. We have
ξ(z)ξ(w) =
(1− w/z)(1 − q−1tw/z)
(1− q−1w/z)(1 − tw/z)
: ξ(z)ξ(w) :,(3.24)
η(z)ξ(w) =
(1− q−1/2t−1/2w/z)(1 − q1/2t1/2w/z)
(1− q−1/2t1/2w/z)(1 − q1/2t−1/2w/z)
: η(z)ξ(w) :,(3.25)
ξ(w)η(z) =
(1− q−1/2t−1/2z/w)(1 − q1/2t1/2z/w)
(1− q−1/2t1/2z/w)(1 − q1/2t−1/2z/w)
: ξ(w)η(z) :,(3.26)
ξ(z)φ(y) · 1 =
1− t3/2q−1/2y/z
1− t1/2q−1/2y/z
: φ(y)ξ(z) : · 1,
: ξ(y)φ(q1/2t−1/2y) : · 1 = Tq−1,yφ(q1/2t−1/2y) · 1.
The equation (3.24) gives the operator-valued symmetric Laurent series
1
ω(z1, z2; q, t−1, q−1t)
ξ(z1)ξ(z2)
=
q−1t(1− z2/z1)2
(1− q−1z2/z1)(1− tz2/z1)
(1− z1/z2)
2
(1− q−1z1/z2)(1− tz1/z2)
: ξ(z2)ξ(z1) : .
Hence we can define the commutative ring M′ := {O(f ; q−1, t−1) | f ∈ A} by the same argument
we had for M. It is clearly seen from the formula
ξ0φ(y1) · · · φ(yn) · 1 = (1− t)t
n−1D1n,y(q
−1, t−1)φ(y1) · · · φ(yn) · 1 + tnφ(y1) · · ·φ(yn) · 1,
that the vertex operator ξ(z) provides us with the free field realization of the Macdonald operators
of type Dsn(q
−1, t−1). Recall the property of the Macdonald symmetric function Pλ(x; q, t) =
Pλ(x; q
−1, t−1) [M, (VI.4.13) (iv)]. This indicates the commutativity of the Macdonald difference
operators [Drn(q, t),D
s
n(q
−1, t−1)] = 0.
Proposition 3.22. Let f ∈ M and g ∈ M′. Then [f, g] = 0.
Proof. From (3.25) and (3.26), we have
[η(z), ξ(w)] =
(1− q)(1− t−1)
1− qt−1
(
δ((t/q)−1/2z/w)ϕ+((t/q)1/4w)− δ((t/q)1/2z/w)ϕ−((t/q)−1/4w)
)
,
where δ(z) :=
∑
n∈Z z
n is the formal delta function and
ϕ+(z) := exp
(
−
∑
n>0
1− tn
n
(1− tnq−n)(t/q)−n/4anz−n
)
=
∑
n∈N
ϕ+n z
−n,(3.27)
ϕ−(z) := exp
(
+
∑
n>0
1− t−n
n
(1− tnq−n)(t/q)−n/4a−nzn
)
=
∑
n∈N
ϕ−−nz
n.(3.28)
Then [η0, ξ0] =
(1− q)(1 − t−1)
1− qt−1
(ϕ+0 − ϕ
−
0 ) = 0 holds since ϕ
+
0 = ϕ
−
0 = 1. Thus ξ0 is diagonalized
by the basis (Pλ(x; q, t)) since the eigenvalues are distinct. Hence all the operators in M
′ are
simultaneously diagonalized by the same basis. 
Hereby we have obtained four vertex operators η(z), ξ(z), ϕ+(z) and ϕ−(z). One finds that they
satisfy the relations of the Drinfeld generators of the Ding-Iohara algebra. Recall that the Ding-
Iohara algebra gives us a generalization of the quantum affine algebra which has a function g(z)
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depending on deformation parameters whenever we have g(z) = g(z−1)−1. For our purpose we need
to set
g(z) :=
(1− qz)(1− t−1z)(1− q−1tz)
(1− q−1z)(1 − tz)(1− qt−1z)
,
indicating that the corresponding Ding-Iohara algebra has two parameters q and t. We denote this
particular case of the Ding-Iohara algebra by U(q, t). For the sake of the readers’ convenience, the
definition and the basic properties of the Ding and Iohara algebra, including the Drinfeld coproduct
∆, the antipode a and the counit ε, are summarized in the beginning of Appendix A.
One can construct two kinds of representations, one acting on the space of Laurent polynomials
Vx = Q(q
1/2, t1/2)[x, x−1] and the other on the Fock space F . We denote the former by πx(·) and the
latter by ρ(·). Then one can introduce the intertwining operator ΦFVx⊗F : Vx ⊗F → F determined
by the property ΦFVx⊗F∆(a) = aΦ
F
Vx⊗F for any a ∈ U . As for the detail, see Proposition A.9.
It is tempting to study the meaning of ΦFVx⊗F in terms of the Macdonald theory. Set
Φ˜(y) := exp
(∑
n>0
1
n
1− tn
1− qn
t−na−nyn
)
exp
(
−
∑
n>0
1
n
1− tn
1− qn
qnany
−n
)
.(3.29)
From Proposition A.9, Φ(y) := Φ˜(q1/2y) is nothing but the generating function of the intertwining
operator ΦFVx⊗F . The shift q
1/2 is introduced just for simplicity of display. An easy calculation
gives us the following.
Proposition 3.23. We have
η(z)Φ˜(y1) · · · Φ˜(yn) = t
−n
n∏
i=1
(1− qt−1z/yi)(1− tz/yi)
(1− qz/yi)(1− z/yi)
Φ˜(y1) · · · Φ˜(yn)η(z)
+ (1− t−1)
n∑
i=1
t−i+1
i−1∏
j=1
(1− qt−1z/yj)(1− tz/yj)
(1− qz/yj)(1− z/yj)
δ(yi/z)Tq,yiΦ˜(y1) · · · Φ˜(yn),
Φ˜(y1) · · · Φ˜(yn) =
∏
1≤i<j≤n
(qt−1yj/yi; q)∞
(qyj/yi; q)∞
: Φ˜(y1) · · · Φ˜(yn) :,
: Φ˜(y1) · · · Φ˜(yn) : · 1 = φ(t
−1y1) · · · π(t−1yn) · 1.
From this we recover
η0φ(y1) · · · φ(yn) · 1 = t
−nφ(y1) · · · φ(yn) · 1 + (1− t−1)t−n+1D1n,yφ(y1) · · · φ(yn) · 1,
which is the simplest equation of our construction in this section.
3.7. Appendix: Remarks on the calculation in this section.
3.7.1. Direct calculation of Gr. We use the following proposition due to M. Noumi [N].
Proposition 3.24 (Noumi). Set
H ln :=
∑
ν∈Nn
|ν|=l
( ∏
1≤i<j≤n
qνixi − q
νjxj
xi − xj
)( n∏
i,j=1
(txi/xj ; q)νi
(qxi/xj ; q)νi
) n∏
i=1
T νiq,xi .(3.30)
Then the operator H ln’s act on Λn,F and H
l
n ∈ F[D
1
n, . . . ,D
n
n]. Moreover we have
H lnPλ(x; q, t) = g
(n)
l (t
nsλ1 , . . . , t
nsλn; q, t)Pλ(x; q, t)
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for any partition λ such that ℓ(λ) ≤ n, where g
(n)
l (s1, . . . , sn; q, t) is defined by the generating
function ∑
l≥0
g
(n)
l (s1, . . . , sn; q, t)y
l = exp
(∑
m≥1
1
m
1− tm
1− qm
n∑
i=1
smi y
m
)
,
and sλi := t
−iqλi for i = 1, . . . , n.
Proposition 3.25. Set
G(n)r :=
t−rnq(
r
2)
(−1)r(q; q)r
r∑
l=0
(−1)lq−(
l
2)q−l(r−l)(qr−l+1; q)lH ln.
For any partition λ such that ℓ(λ) ≤ n, we have
G(n)r Pλ(x; q, t) = gr(s
λ)Pλ(x; q, t),
where Pλ(x; q, t) ∈ Λn,F denotes the Macdonald symmetric polynomial, and gr(x) ∈ ΛF is the
symmetric function defined in (3.18), and sλ = (t−1qλ1 , t−2qλ2 , . . .). Hence the inductive limit
Gr := lim←−nG
(n)
r exists. The operator Ĝr given in (3.9) is a free field representation of Gr, namely
we have ĜnPλ(x; q, t) = GrPλ(x; q, t) for any partition λ.
Proof. As in the proof of Proposition 3.6, we compute Ĝrφy · 1, where φy :=φ(y1) · · · φ(yn). Noting
that
[r]q!
r!
∏
1≤i<j≤r
ǫ2(zi, zj ; q)
−1 = Sym
( ∏
1≤i<j≤r
1− zj/zi
1− qzj/zi
)
,
one finds that
Ĝrφy · 1 =
(−1)rq(
r
2)
(q; q)r
[ ∏
1≤i<j≤r
1− zj/zi
1− qzj/zi
: η(z1) · · · η(zr) : φy · 1
]
1
=
(−1)rq(
r
2)
(q; q)r
[( r∏
j=1
n∏
i=1
1− yi/zj
1− tyi/zj
)( ∏
1≤i<j≤r
1− zj/zi
1− qzj/zi
)
φy : η(z1) · · · η(zr) : · 1
]
1
Extending the last integral, we introduce
G
(µ)
r :=
[( r∏
j=1
n∏
i=1
1− yi/q
µizj
1− tyi/zj
)( ∏
1≤i<j≤r
1− zj/zi
1− qzj/zi
)
φy : η(z1) · · · η(zr) : · 1
]
1
with µ = (µ1, . . . , µn) ∈ N
n. We also generalize the operator H ln to
H l,(µ)n :=
∑
ν∈Nn
|ν|=l
( ∏
1≤i<j≤n
qνiyi − q
νjyj
yi − yj
)( n∏
i,j=1
(tqµjyi/yj ; q)νi
(qyi/yj ; q)νi
) n∏
i=1
T νiq,yi .
Here we denoted |ν| := ν1 + · · · + νn for ν ∈ N
n. Then the conclusion corresponds to the special
case µ = (0, 0, . . . , 0) of the next proposition. 
Proposition 3.26. We have
G
(µ)
r =
t−rn
qr|µ|
r∑
l=0
(−1)lq−(
l
2)q−l(r−l)(qr−l+1; q)lH l,(µ)n φy · 1.
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Proof. Executing the integral, we have
G
(µ)
r =
n∑
k=1
(
1−
1
qµkt
)∏
i 6=k
1− yi/q
µityk
1− yi/yk
Tq,ykG
(µ+εk)
r−1 +
t−n
q|µ|
G
(µ)
r−1
Here we defined εk := (0, . . . , 0,
k
1ˇ, 0, . . . , 0). The induction hypothesis on r yields
G
(µ)
r =
{
t−(r−1)n
q(r−1)(|µ|+1)
r−1∑
l=0
[
(−1)lq−(
l
2)q−l(r−l−1)(qr−l; q)l
·
n∑
k=1
(
1−
1
qµk t
)(∏
i 6=k
1− yi/q
µityk
1− yi/yk
)
Tq,ykH
(µ+εk)
l
]
+
t−n
q|µ|
t−(r−1)n
q(r−1)|µ|
r−1∑
l=0
(−1)lq−(
l
2)q−l(r−l−1)(qr−l; q)lH l,(µ)n
}
φy · 1.
(3.31)
We now define
h(µ)ν :=
(∏
i<j
qνiyi − q
νjyj
yi − yj
) n∏
i,j=1
(tqµjyi/yj; q)νi
(qyi/yj; q)νi
for ν = (ν1, . . . , νn) ∈ N
n. Then one obtains
H l,(µ+εk)n =
∑
|ν|=l
h(µ+εk)ν
n∏
i=1
T νiq,yi =
∑
|ν|=l
1− qµk+νkt
1− qµk t
(∏
i 6=k
qµk+νityi − yk
qµk tyi − yk
)
h(µ)ν
n∏
i=1
T νiq,yi .
One can also find that
h
(µ)
ν+εk
=
1− qµk+νkt
1− qνk+1
(∏
i 6=k
qνk+1yk − q
νiyi
qνkyk − qνiyi
qµi+νktyk − yi
qνk+1yk − yi
)
h(µ)ν ,
Tq,ykh
(µ)
ν = h
(µ)
ν+εk
1− qνk+1
1− qµk+νkt
(∏
i 6=k
qµk−1tyi − yk
yi − qµityk
yk − q
νiyi
yk − qµk+νi−1yi
)
Tq,yk .
Thus the first part of (3.31) becomes
n∑
k=1
qµkt− 1
qµk t
(∏
i 6=k
1− yi/q
µityk
1− yi/yk
)
Tq,ykH
l,(µ+εk)
n
=
t−n
q|µ|
∑
|ν|=l
n∑
k=1
(qνk+1 − 1)
(∏
i 6=k
yk − q
νiyi
yk − yi
)
h
(µ)
ν+εk
(∏
i 6=k
T νiq,yi
)
T νk+1q,yk =
t−n
q|µ|
(ql+1 − 1)H l+1,(µ)n .
(3.32)
At the last equality we used the relation
n∑
k=1
(qνk − 1)
(∏
i 6=k
yk − q
νiyi
yk − yi
)
= q|ν| − 1,
which is obtained by specializing z = 0 in the next partial fraction expansion.
n∏
i=1
z − qνiyi
z − yi
=
n∑
k=1
(1− qνk)yk
z − yk
(∏
i 6=k
yk − q
νiyi
yk − yi
)
+ 1
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Using (3.32), we can compute (3.31) as
G
(µ)
r =
{
t−(r−1)n
q(r−1)(|µ|+1)
r−1∑
l=0
(−1)lq−(
l
2)q−l(r−l−1)(qr−l; q)l
t−n
q|µ|
(ql+1 − 1)H l+1,(µ)n
+
t−rn
qr|µ|
r−1∑
l=0
(−1)lq−(
l
2)q−l(r−l−1)(qr−l; q)lH l,(µ)n
}
φy · 1.
A direct calculation shows that the coefficient of H
l+1,(µ)
n φy · 1 sums up to the desired one. 
3.7.2. Remark on the eigenvalues. We make a comment on a property of the eigenvalues er(s
λ) and
gr(s
λ; q, t) of the operators Êr and Ĝr.
Lemma 3.27. For a partition λ ⊢ n, define the spectral parameter sλ(q, t) by
sλ(q, t) := qλt−δ = (qλ1t−1, qλ2t−2, . . .).
Then
er
(
sλ(t−1, q−1)
)
= (−1)rgr
(
sλ
′
(q, t); q, t
)
.
Proof. Using the generating functions (3.18) and (3.19), we can compute easily as∑
r≥0
gr
(
sλ
′(
q, t); q, t)ur =
∏
i≥1
(
qλ
′
it−i+1u; q
)
∞(
qλ
′
it−iu; q
)
∞
=
(
qλ
′
1u; q
)
∞
∏
i≥1
(
qλ
′
i+1t−iu; q
)
∞(
qλ
′
it−iu; q
)
∞
=
(
qλ
′
1u; q
)
∞
∏
i≥1
(
qλ
′
i+1t−iu; q
)
λ′i−λ′i+1
.
In the last line, the i-th term is 1 unless λ′i > λ
′
i+1. If we denote the parts of λ and λ
′ as
λ =
(
λ1, . . . , λl
)
=
(
mn11 , . . . ,m
nk
k
)
, λ′ =
(
λ′1, . . . , λ
′
l′
)
,
then the condition λ′i > λ
′
i+1 implies that i = nj for some j and that λ
′
nj − λ
′
nj+1
= mj . Thus∑
r≥0
gr
(
sλ
′
(q, t); q, t
)
ur =
(
qλ
′
1u; q
)
∞
(
t−n1u; q
)
mj
k∏
j=2
(
q
mλ1+···+mλj−1 t−nju; q
)
mj
.
Careful consideration yields∑
r≥0
gr
(
sλ
′
(q, t); q, t
)
ur =
(
qλ
′
1u; q
)
∞
l∏
i=1
(1− qit−λiu) =
∏
i≥1
(
1 + (t−1)λi(q−1)−i(−u)
)
=
∑
r≥0
er
(
sλ(t−1, q−1)
)
(−u)r.

4. Elliptic algebras A(p) and M(p)
The goal of this section is to introduce an elliptic counterpartM(p) of the commutative algebra
of operatorsM, by using the algebra A(p) and the elliptic analogue U(q, t, pq−1t) of the Ding-Iohara
algebra.
In §§ 4.1 we summarize the properties of the elliptic counterpart A(p) = A(q1, q2, q3, p) of the
algebra A(q1, q2, q3) over CP
1, recalling the original definition given in [FO].
As for the free field side, we introduce a quasi-bialgebra U(q, t, pq−1t) in the sense of Drinfeld
[D] and Babelon-Bernard-Billey [BBB]. In its construction, summarized in the appendix, we twist
the Drinfeld coproduct ∆ (see Proposition A.2) into a p-depending one ∆pq−1t (see Proposition
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A.13) by applying the twistor F (pq−1t) (see Definition A.12). Then we define the dressed Drinfeld
generators η(z, pq−1t), ξ(z, pq−1t), ϕ±(z, pq−1t) as in Definition A.11, which satisfy the relations in
Proposition A.14. Note that here we have used the deformation parameter pq−1t instead of p, to
have the same elliptic nome p for A(p) appearing in our formulas.
4.1. Commuting elliptic algebra A(p). From now on, we regard q1 = q
−1, q2 = t and p as
complex parameters satisfying the conditions |q| < 1, |t−1| < 1, |p| < 1, |pq−1t| < 1 and qitjpk 6=
1 for any (i, j, k) ∈ Z3 \ {(0, 0, 0)}. Set q3 := 1/q1q2. We use the notation for the theta function
Θp(x) := (p; p)∞(x; p)∞(p/x; p)∞,
written in the multiplicative notation. It enjoys the quasi periodicity Θp(e
2π
√−1x) = Θp(x) and
Θp(px) = −x
−1Θp(x).
Definition 4.1 (Space A(p)). For n ∈ N, the vector space An(p) = An(q1, q2, q3, p) is defined by
the following conditions (i), (ii) and (iii).
(i) A0(p) :=C. For n ≥ 1, f(x1, . . . , xn) ∈ An(p) is a symmetric meromorphic function over C
× sat-
isfying the double periodicity f(x1, . . . , e
2π
√−1xi, . . . , xn) = f(x1, . . . , pxi, . . . , xn) = f(x1, . . . , xn)
for any i.
(ii) The poles of f ∈ An(p) are located only on the diagonal {(x1, . . . , xn) | ∃(i, j), i 6= j, xi = xj}
modulo p-shifts, and the orders of the poles are at most two.
(iii) For n ≥ 3, f ∈ An(p) satisfies the wheel conditions
f(x1, q1x1, q1q2x1, x4, . . .) = 0, f(x1, q2x1, q1q2x1, x4, . . .) = 0.
Then set the graded vector space A(p) = A(q1, q2, q3, p) :=
⊕
n≥0An(p).
Introduce the star product ∗ on A(p) by the equation (1.2), while replacing the structure function
ω by
ω(x, y; q1, q2, q3, p) :=
Θp(q1y/x)Θp(q2y/x)Θp(q3y/x)
Θp(y/x)3
.(4.1)
Proposition 4.2. (A(p), ∗) is a commutative algebra having a basis (ǫλ(x; qi, p)), where
ǫλ := ǫλ1 ∗ · · · ∗ ǫλl (λ = (λ1, . . . , λl)),
ǫn(x1, . . . , xn; qi, p) :=
∏
1≤j<k≤n
Θp(qixj/xk)Θp(xj/qixk)
Θp(xj/xk)2
.
Proof. One can immediately find that the space A(p) is closed by the star product ∗. Hence we can
directly proceed to the argument of the Gordon filtration for the study of the dimension of An(p).
Since the Gordon filtration is defined just by using the zero conditions, analogues of Definition 1.7,
Lemma 2.14, Propositions 2.19 and 2.20 for A(p) hold. Hence (ǫλ(x; qi, p)) forms a basis of A(p).
The commutativity of A(p) can be proved in the same way as in Proposition 2.21 for A. 
Using the same technique for the proof of Proposition 3.11, one can show the following elliptic
analogue of the Wronski relation (3.11).
Proposition 4.3 (Elliptic Wronski relation). For n ∈ N+, we have
n∑
k=0
(
n
k
)
Θp(q
n−k
2 /q
k
1 )
(
−
Θp(q2)
Θp(1/q1)
)k
ǫn−k(x1, . . . , xn−k; q1, p) ∗ ǫk(xn−k+1, . . . , xn; q2, p) = 0.
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4.2. Elliptic current η(z; pq−1t). Let η(z; pq−1t) be the vertex operator given in (A.7), with p
replaced by pq−1t. Explicitly, it is written as
η(z; pq−1t) = exp
(∑
n>0
1− t−n
n
1− pnq−ntn
1− pn
a−nzn
)
exp
(
−
∑
n>0
1− tn
n
anz
−n
)
.(4.2)
Lemma 4.4. We have
η(z; pq−1t)η(w; pq−1t)
= (1− w/z)
(qt−1w/z; p)∞(ptw/z; p)∞(pq−1w/z; p)∞
(qw/z; p)∞(t−1w/z; p)∞(pq−1tw/z; p)∞
: η(z; pq−1t)η(w; pq−1t) : .
From this lemma, we have the operator product
1
ω(z1, z2; q−1, t, qt−1, p)
η(z1; pq
−1t)η(z2; pq−1t)
=
qt−1(z2/z1; p)2∞(pz2/z1; p)∞
(qz2/z1; p)∞(t−1z2/z1; p)∞(pq−1tz2/z1; p)∞
×
(z1/z2; p)
2∞(pz1/z2; p)∞
(qz1/z2; p)∞(t−1z1/z2; p)∞(pq−1tz1/z2; p)∞
: η(z1; pq
−1t)η(z2; pq−1t) :,
which we will regard as a symmetric Laurent series defined on the annulus M < |z2/z1| < M
−1,
where M := max(|q|, |t−1|, |pq−1t|) < 1.
Introduce a mapping Op(·) defined on An(p) by
Op(f) :=
[
f(z1, . . . , zn)∏
1≤i<j≤n ω(zi, zj ; q−1, t, qt−1; p)
η(z1; pq
−1t) · · · η(zn; pq−1t)
]
1
,
and extend it by linearity. Then the compatibility
Op(f ∗ g) = Op(f)Op(g)
holds for f, g ∈ A(p).
Set M(p) := {Op(f) | f ∈ A(p)}. The commutativity of the algebra A(p) is inherited to M(p).
Theorem 4.5. M(p) is a family of commutative operators acting on the Fock space F .
Remark 4.6. Note that operators inM(p) are acting on the same Fock space as in the case of the
Macdonald operators M. One can check that f ∈ M(p) and g ∈ M do not commute in general.
By explicit calculation, one finds that the eigenvalues of the operators in M(p) in general can not
be written as rational functions in parameters q, t and p in contrast to the Macdonald case. See
Conjecture 4.11 below. At present, we do not know whether the mapping Op(·) is injective or not.
(As for the Macdonald case, see Proposition 1.18.)
4.3. Intertwining operator Φ˜(y; pq−1t) and the Ruijsenaars difference operator. In this
subsection, we consider an elliptic analogue of Proposition 3.23 in §§3.6.
Set
Φ˜(y; pq−1t) := exp
(∑
n>0
1
n
1− tn
1− qn
1− pnq−ntn
1− pn
t−na−nyn
)
exp
(
−
∑
n>0
1
n
1− tn
1− qn
qnany
−n
)
.
From (A.8), we have Φ(y; p) = Φ˜(q1/2y; p), where Φ(y; p) denotes the generating function of the
intertwining operator ΦFVx⊗F (p) : Vx⊗F → F with respect to the elliptic algebra U(q, t, p) described
in Proposition A.17.
The elliptic analogue of Proposition 3.23 is given as follows.
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Proposition 4.7. We have
η(z; pq−1t)Φ˜(y1; pq−1t) · · · Φ˜(yn; pq−1t)
= t−n
n∏
i=1
Θp(qt
−1z/yi)
Θp(qz/yi)
Θp(tz/yi)
Θp(z/yi)
Φ˜(y1; pq
−1t) · · · Φ˜(yn; pq−1t)η(z; pq−1t)
+ (1− t−1)
(p/t; p)∞(pt/q; p)∞
(p; p)∞(p/q; p)∞
×
n∑
i=1
t−i+1
i−1∏
j=1
Θp(qt
−1z/yj)
Θp(qz/yj)
Θp(tz/yj)
Θp(z/yj)
δ(yi/z)Tq,yiΦ˜(y1; pq
−1t) · · · Φ˜(yn; pq−1t),
Φ˜(y1; pq
−1t) · · · Φ˜(yn; pq−1t)
=
∏
1≤i<j≤n
Γ(qt−1yj/yi; q, p)
Γ(qyj/yi; q, p)
∏
1≤k 6=l≤n
(ptyl/yk, q, p)∞
(pyl/yk, q, p)∞
: Φ˜(y1; pq
−1t) · · · Φ˜(yn; pq−1t) : .
Here we have used the notation for the double infinite product (x; q, p)∞ :=
∏
i,j∈N(1− q
ipjx), and
the elliptic gamma function Γ(x; q, p) := (pq/x; q, p)∞/(x; q, p)∞.
Noting that Γ(qz; q, p) = Θp(z)Γ(z; q, p), we have the following.
Corollary 4.8. Set
φ(y1, . . . , yn; p) :=
∏
1≤k 6=l≤n
(ptyl/yk, q, p)∞
(pyl/yk, q, p)∞
: Φ˜(y1; pq
−1t) · · · Φ˜(yn; pq−1t) :,
for simplicity of display. Then we have
[
η(z; pq−1t)
]
1
φ(y1, . . . , yn; p) = φ(y1, . . . , yn; p)
[
t−n
n∏
i=1
Θp(qt
−1z/yi)
Θp(qz/yi)
Θp(tz/yi)
Θp(z/yi)
η(z; pq−1t)
]
1
+ (1− t−1)t−n+1
(p/t; p)∞(pt/q; p)∞
(p; p)∞(p/q; p)∞
D1n,y(p)φ(y1, . . . , yn; p),
(4.3)
where [·]1 means the constant term in z, D
1
n,y(p) denotes the Ruijsenaars difference operator [R]
acting on the variable yi’s:
D1n(p) :=
n∑
i=1
∏
j 6=i
Θp(tyi/yj)
Θp(yi/yj)
Tq,yi .
Remark 4.9. Contrary to the case of p = 0, application of the operator in the first term of RHS
of (4.3) to 1, namely
[ n∏
i=1
Θp(qt
−1z/yi)
Θp(qz/yi)
Θp(tz/yi)
Θp(z/yi)
η(z; pq−1t)
]
1
· 1, remains quite nontrivial. This
prevent us from interpreting φ(y1, . . . , yn; p) ·1 as a reproduction kernel function for the Ruijsenaars
difference operator D1n,y(p).
Remark 4.10. Langmann studied the elliptic Calogero-Sutherland model using the technique of
the quantum field theory. See [L1, L2] and references therein. He used finite temperature correlation
functions to introduce the elliptic parameter in his calculation. Corollary 4.8 may be regarded as
its difference version. However, precise identification between the finite temperature calculation
and the quasi-Hopf treatment remains unclear.
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4.4. Conjecture about the eigenvalues of the operator
[
η(z; pq−1t)
]
1
. Here we briefly dis-
cuss the eigenvalues of the Ruijsenaars difference operator D1n,y(p) and those of
[
η(z; pq−1t)
]
1
.
One can regard D1n,y(p) as an operator acting on the space of formal Laurent power series y
λ ·
F[[y2/y1, y3/y2, . . . , yn/yn−1, py1/yn, p]], where yλ := yλ11 · · · y
λn
n (λ ∈ C
n). Namely, set
fλ(y, p) := y
λ
∑
i1,...,in∈N
ci1,...,in(λ)(y2/y1)
i1 · · · (yn/yn−1)in−1(py1/yn)in ,
ελ(p, n) :=
∑
k∈N
pkελ,k(n)
where ci1,...,in(λ), ελ,k(n) ∈ F(q
λ1 , · · · , qλn). Normalize fλ(y, p) as fλ(y, p) = y
λ + · · · by letting
ci,...,i = δi,0, and set ελ,0(n) = t
n−1qλ1 + tn−2qλ2 + · · · + qλn . Then we can uniquely determine the
coefficients ci1,...,in(λ) and ελ,k(n) iteratively by perturbation in p and by imposing the eigenvalue
condition D1n,y(p)fλ(y, p) = ελ(p, n)fλ(y, p).
Consider the case when λ is a partition. Since the lowest order term in p in this eigenvalue
equation should be satisfied by the Macdonald polynomial, we must have fλ(y, p) = Pλ(y; q, t)+O(p)
and ελ(p, n) =
∑n
i=1 t
n−iqλi+O(p). The higher order corrections in p can be calculated in principle.
As an example, for the simplest case λ = ∅, we have
f∅(y, p) = 1 + pq−1t
(1− t−1)(1 − t−n)
(1− q−1)(1− q−1t−n+1)
∑
1≤i 6=j≤n
yj/yi +O(p
2),
t−n+1ε∅(p, n) =
1− t−n
1− t−1
+ pq−1t
(1− qt−1)(1− t−n)(1− t−n+1)
1− q−1t−n+1
+O(p2).
In general, one may notice that the correction terms depend on n in a nontrivial manner.
A brute force calculation suggests the following.
Conjecture 4.11. The eigenvalues of the operator
[
η(z; pq−1t)
]
1
on F is given by the eigenvalue of
the Ruijsenaars difference operator D1n,y(p) as limn→∞(1− t
−1)
(p/t; p)∞(pt/q; p)∞
(p; p)∞(p/q; p)∞
t−n+1ελ(p, n) with
λ being partitions.
Remark 4.12. In view of (4.3), this conjecture is equivalent to saying that the unwanted operator
in (4.3) satisfies lim
n→∞ t
−n
[ n∏
i=1
Θp(qt
−1z/yi)
Θp(qz/yi)
Θp(tz/yi)
Θp(z/yi)
η(z; pq−1t)
]
1
· 1 = 0.
Take the case λ = ∅ as an example. It is clear that
[
η(z; pq−1t)
]
1
· 1 = 1, showing that 1 is an
eigenvalue. This corresponds to the limit
lim
n→∞(1− t
−1)
(p/t; p)∞(pt/q; p)∞
(p; p)∞(p/q; p)∞
(
1− t−n
1− t−1
+ pq−1t
(1− qt−1)(1− t−n)(1− t−n+1)
1− q−1t−n+1
+O(p2)
)
= (1− t−1)
(p/t; p)∞(pt/q; p)∞
(p; p)∞(p/q; p)∞
(
1
1− t−1
+ pq−1t(1− qt−1) +O(p2)
)
= 1 +O(p2).
4.5. Elliptic bosons and the relation to the Okounkov-Pandharipande operator. In this
subsection, we claim that the operator of Okounkov-Pandharipande [OP] is derived from our elliptic
deformation of the Macdonald operator
[
η(z, pq−1t)
]
1
when we set q = e~, t = qβ~ and consider the
limit ~→ 0 while p being fixed.
To make our computation simple, we use the Heisenberg algebra with the commutation relation
[λm, λn] = −
1
m
(1− qm)(1 − t−m)(1− pmq−mtm)
1− pm
δm+n,0.(4.4)
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Relating an with λn in a suitable manner, we may write the elliptic current η(z, pq
−1t) as
η(z; pq−1t) =: exp
(∑
n 6=0
λnz
−n
)
: .
Recall the conventional normalization for the boson an for the Virasoro algebra
[am, an] = mδm+n,0.
Setting
λn :=
1
|n|
√
−
(1− q|n|)(1− t−|n|)(1− p|n|q−|n|t|n|)
1− p|n|
· an,
we have
λn =
[
β1/2~+
n
4
1 + pn
1− pn
(1− β)β1/2~2
+
n2
96
(
4(2 − 3β + 2β2)β1/2 − 3
(1 + pn)2
(1 − pn)2
(1− β)2β1/2
)
~3 +O(~4)
]
· an.
Then the operator
[
η(z; pq−1t)
]
1
, which has appeared several times in our arguments, has the next
expansion in ~.
Proposition 4.13. We have[
η(z; pq−1t)
]
1
=1 + β
∑
n≥1
a−nan~2 +
[
β(1− β)
∑
n≥1
n
2
1 + pn
1− pn
a−nan
+
β3/2
2
∑
n,m≥1
(
a−nanan+m + a−n−manam
)]
~3 +O(~4).
With a suitable change of the notations for the parameters, we notice that the third term coincides
with the operator M(q, t1, t2) of Okounkov and Pandharipande in [OP]. Hence this suggests that
the quasi-Hopf twisting of the Ding-Iohara algebra U(q, t, pq−1t) might be relevant to the quantum
cohomology.
Appendix A. Ding-Iohara’s quantum algebra
This appendix deals with the Ding-Iohara quantum algebra [DI]. Restricting ourselves to a
particular case, which we denote by U(q, t), we study its representation theories and their connection
with the results in the main text.
A.1. Definition of U(q, t). Set
g(z) :=
G+(z)
G−(z)
, G±(z) := (1− q±1z)(1− t∓1z)(1 − q∓1t±1z).
Note that g(z) satisfies the Ding-Iohara requirement g(z) = g(z−1)−1.
Definition A.1 (Ding-Iohara). Let U = U(q, t) be a unital associative algebra generated by the
Drinfeld currents
x±(z) =
∑
n∈Z
x±n z
−n, ψ±(z) =
∑
±n∈N
ψ±n z
−n,
and the central element γ±1/2, satisfying the defining relations
ψ±(z)ψ±(w) = ψ±(w)ψ±(z),
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ψ+(z)ψ−(w) =
g(γ+1w/z)
g(γ−1w/z)
ψ−(w)ψ+(z),
ψ+(z)x±(w) = g(γ∓1/2w/z)∓1x±(w)ψ+(z),
ψ−(z)x±(w) = g(γ∓1/2z/w)±1x±(w)ψ−(z),
[x+(z), x−(w)] =
(1− q)(1− 1/t)
1− q/t
(
δ(γ−1z/w)ψ+(γ1/2w)− δ(γz/w)ψ−(γ−1/2w)
)
,
x±(z)x±(w) = g(z/w)±1x±(w)x±(z).
Proposition A.2 (Ding-Iohara). The algebra U has a Hopf algebra structure defined by the
following morphisms.
Coproduct ∆:
∆(γ±1/2) = γ±1/2 ⊗ γ±1/2,
∆(x+(z)) = x+(z)⊗ 1 + ψ−(γ1/2(1) z)⊗ x
+(γ(1)z),
∆(x−(z)) = x−(γ(2)z)⊗ ψ+(γ
1/2
(2) z) + 1⊗ x
−(z),
∆(ψ±(z)) = ψ±(γ±1/2(2) z)⊗ ψ
±(γ∓1/2(1) z),
where γ
±1/2
(1) = γ
±1/2 ⊗ 1 and γ±1/2(2) = 1⊗ γ
±1/2.
Counit ε:
ε(γ±1/2) = 1, ε(ψ±(z)) = 1, ε(x±(z)) = 0.
Antipode a:
a(γ±1/2) = γ∓1/2,
a(x+(z)) = −ψ−(γ−1/2z)−1x+(γ−1z),
a(x−(z)) = −x−(γ−1z)ψ+(γ−1/2z)−1,
a(ψ±(z)) = ψ±(z)−1.
Remark A.3. The ∆ is usually called the Drinfeld coproduct. Strictly speaking, this set of
morphisms does not define a Hopf algebra, since it gives rise to infinite sums.
For later purpose, we introduce the Heisenberg generator bn as follows.
Lemma A.4. Define bn (n ∈ Z \ {0}) by
ψ+(z) = ψ+0 exp
(
+
∑
n>0
bnγ
n/2z−n
)
, ψ−(z) = ψ−0 exp
(
−
∑
n>0
b−nγn/2zn
)
.
Then we have
[bm, bn] =
1
m
(1− q−m)(1 − tm)(1 − qmt−m)(γm − γ−m)γ−|m|δm+n,0,
and the coproduct for bn reads
∆(bn) = bn ⊗ γ
−|n|
(2) + 1⊗ bn.
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A.2. Level zero and level one representations of U(q, t). We can construct two kinds of
representations of U . One is realized on the space of Laurent polynomials Q(q1/2, t1/2)[x, x−1], and
the other is on the Fock space F . We denote the former by πx(·) and the latter by ρ(·).
Proposition A.5. We have a representation πx(·) of U(q, t) on Vx :=Q(q
1/2, t1/2)[x, x−1] by setting
πx(γ
±1/2) = 1,
πx(ψ
+(z)) =
(1− q1/2t−1x/z)(1 − q−1/2tx/z)
(1− q1/2x/z)(1 − q−1/2x/z)
= 1 +
∑
n≥1
(1− q/t)(1− t)
1− qn
1− q
q−n/2(x/z)n,
πx(ψ
−(z)) =
(1− q1/2t−1z/x)(1 − q−1/2tz/x)
(1− q1/2z/x)(1 − q−1/2z/x)
= 1 +
∑
n≥1
(1− q/t)(1− t)
1− qn
1− q
q−n/2(z/x)n,
πx(x
±(z)) = c±1(1− t∓1)δ(q∓1/2x/z)Tq∓1,x,
where c ∈ Q(q1/2, t1/2)×. Here we have used the q-shift operator Tq±1,xf(x) = f(q±1x).
Proposition A.6. Let h be the Heisenberg algebra generated by an with the relations (1.6),
and F be the corresponding Fock space. Let η(z), ξ(z), ϕ+(z) and ϕ−(z) be the vertex operators
given in (1.7), (3.23), (3.27) and (3.28). Then we have a representation ρ(·) of U(q, t) on F by
setting ρ(γ±1/2) = (t/q)±1/4, ρ(ψ±(z)) = ϕ±(z), ρ(x+(z)) = c η(z) and ρ(x−(z)) = c−1ξ(z), where
c ∈ Q(q1/2, t1/2)×.
Remark A.7. We have identified the Heisenberg generators an in (1.6) and bn introduced in
Lemma A.4 by
bn = −
1− tn
n
(1− tnq−n)(t/q)−n/2an, b−n = −
1− t−n
n
(1− tnq−n)(t/q)−n/2a−n (n > 0).
When we need to show the dependence of πx(·) on c, we denote it by πx,c(·), or more simply
denote the space by Vx,c. Similarly we use the notations ρc(·) and Fc for the Fock representation.
For simplicity we call a representation of level k, if the central element γ is realized by the
constant (t/q)k/2. In this terminology, πx(·) is of level zero, and ρ(·) is a level one representation.
A.3. Intertwining operator ΦFVx⊗F . In this subsection, we study the following intertwining op-
erator ΦFVx⊗F : Vx,α ⊗ Fβ → Fγ which is subject to the condition Φ
F
Vx⊗F∆(a) = aΦ
F
Vx⊗F for any
a ∈ U(q, t). We introduce the components Φn of Φ
F
Vx⊗F by Φ
F
Vx⊗F (x
n⊗ v) := Φnv (v ∈ F). Set the
generating function as Φ(y) =
∑
n∈ZΦny
−n.
Proposition A.8. The intertwining property for ΦFVx⊗F : Vx,α ⊗Fβ → Fγ reads
(1− q1/2t−1y/z)(1 − q−1/2ty/z)
(1− q1/2y/z)(1 − q−1/2y/z)
Φ(y)ϕ+((t/q)−1/4z) = ϕ+(z)Φ(y),(A.1)
(1− q1/2t−1z/y)(1 − q−1/2tz/y)
(1− q1/2z/y)(1 − q−1/2z/y)
Φ(y)ϕ−((t/q)1/4z) = ϕ−(z)Φ(y),(A.2)
α(1 − t−1)δ(q1/2y/z)Φ(qy) + β
(1− q1/2t−1z/y)(1 − q−1/2tz/y)
(1− q1/2z/y)(1 − q−1/2z/y)
Φ(y)η(z) = γ η(z)Φ(y),(A.3)
α−1(1− t)δ(t−1/2y/z)Φ(q−1y)ϕ+((t/q)1/4z) + β−1Φ(y)ξ(z) = γ−1ξ(z)Φ(y).(A.4)
Proof. Note that we have ΦFVx⊗F (δ(x/y)⊗v) = Φ(y)v from the definition of the generating function.
Writing ∆(a) =
∑
i ai ⊗ bi for a ∈ U(q, t), we have∑
i
ΦFVx⊗F
(
πx,α(ai)δ(x/y) ⊗ ρβ(bi)v
)
= ργ(a)Φ
F
Vx⊗F (δ(x/y) ⊗ v) = ργ(a)Φ(y)v
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from the intertwining property. Setting a = x+(z), we can compute LHS as
ΦFVx⊗F
(
α(1− t−1)δ(q−1/2x/z)Tq−1,xδ(x/y) ⊗ v
)
+ΦFVx⊗F
(
πx,α(ψ
−(z))δ(x/y) ⊗ βη(z)v
)
= α(1− t−1)δ(q1/2y/z)ΦFVx⊗F
(
δ(x/qy) ⊗ v
)
+ β
(1− q1/2t−1z/y)(1 − q−1/2tz/y)
(1− q1/2z/y)(1 − q−1/2z/y)
ΦFVx⊗F
(
δ(x/y) ⊗ η(z)v
)
,
which indicates (A.3). The rest can be shown in the same manner. 
Proposition A.9. When α = γ and β = t−1γ, the intertwining operator ΦFVx⊗F uniquely exists
up to normalization, and whose generating function Φ(y) is realized as
Φ(y) = exp
(∑
n>0
1
n
1− tn
1− qn
qn/2t−na−nyn
)
exp
(
−
∑
n>0
1
n
1− tn
1− qn
qn/2any
−n
)
.(A.5)
Proof. By using (A.1) and (A.2), one finds that Φ(y) must be proportional to the operator in (A.5)
if it exists. Examining the operator products, we can check that both (A.3) and (A.4) are fulfilled
if and only if we have α = γ and β = t−1γ. 
A.4. Tensor representation πx1⊗· · ·⊗πxn and the Macdonald difference operator D
r
n. Let
n be a positive integer and consider the n-fold tensor space Vx1⊗· · ·⊗Vxn . Using the coproduct, we
define the representation of U(q, t) via the composition πx1 ⊗ · · · ⊗πxn∆
(n)(·), where ∆(n) is induc-
tively defined to be ∆(2) :=∆ and ∆(n) :=(id⊗· · ·⊗id⊗∆)◦∆(n−1). We set the parameter c−1 on the
i-th tensor component by c−1 := tn−i, namely we set πxi(x±(z)) := t∓n±i(1− t∓1)δ(q∓1/2x/z)Tq∓1,xi .
Proposition A.10. For any integer 1 ≤ r ≤ n, we have
tr(r−1)/2
(1− t)rr!
[
ǫr(z; q)∏
1≤i<j≤r ω(zi, zj ; q, t−1, q−1t)
πx1 ⊗ · · · ⊗ πxn∆
(n)
(
x−(z1) · · · x−(zr)
)]
1
= gDrn g
−1,
whereDrn denotes the Macdonald difference operator in (3.1), the symbol [ · · · ]1 denotes the constant
term in zi’s, ω(x, y; q
−1, t, qt−1) is the structure function (1.3) for A, ǫr(z; q) ∈ Ar as in Definition
2.15, and g is defined by
g = g(x1, . . . , xn) :=
∏
1≤i<j≤n
(qt−1xj/xi; q)∞
(qxj/xi; q)∞
.
A.5. Quasi-Hopf twisting. Now we turn to the elliptic deformation of U(q, t). As for the no-
tation, we closely follow the one in [JKOS2]. Recall the Heisenberg generator bn introduced in
Lemma A.4.
Definition A.11. Set u±(z; p) ∈ U(q, t) by
u+(z; p) := exp
(
−
∑
n>0
pnγ−n
1− pnγ−2n
b−nzn
)
, u−(z; p) := exp
(
+
∑
n>0
pn
1− pn
bnz
−n
)
,
and set further
x+(z; p) := u+(z; p)x+(z),
x−(z; p) := x−(z)u−(z; p),
ψ±(z; p) := u+(γ±1/2z; p)ψ±(z)u−(γ∓1/2z; p).
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One finds that the dressed Drinfeld currents x±(z; p), ψ±(z; p) ∈ U(q, t) enjoy elliptic permutation
relations. For x+(z) and x+(w), we have
Θpγ−2(q
−1z/w)Θpγ−2(tz/w)Θpγ−2(qt
−1z/w)x+(z)x+(w)
= −(z/w)3Θpγ−2(q
−1w/z)Θpγ−2(tw/z)Θpγ−2(qt
−1w/z)x+(w)x+(z).
Recall the elliptic structure function ω in (4.1). The above relation indicates that
ω(z1, z2; q
−1, t, qt−1, pγ−2)−1x+(z1)x+(z2)
gives us a symmetric Laurent series in z1 and z2. By the same argument as in the main text, we
can construct, at least formally, a family of commutative elements in U(q, t), depending on p.
Definition A.12. We define the twistor F (p) by
F (p) := exp
(∑
n>0
npnγ−n(2)
(1− q−n)(1 − tn)(1− qnt−n)(1 − pnγ−2n(2) )
bn ⊗ b−n
)
.(A.6)
Proposition A.13. (1) The twistor F (p) is invertible, and satisfies
(ε⊗ id)F (p) = (id⊗ ε)F (p) = 1.
Hence (U(q, t),∆p, ε,Φ) is a quasi-bialgebra, where we set
∆p(a) := F (p) ·∆(a) · F (p)
−1,
Φ := (F (23)(p)(id⊗∆)F (p)) · (F (12)(p)(∆ ⊗ id)F (p))−1.
We denote the resulting quasi-bialgebra by U(q, t, p).
(2) F (p) satisfies the shifted cocycle condition
F (23)(p)(id ⊗∆)F (p) = F (12)(pγ−2(3))(∆ ⊗ id)F (p).
As for the notation and the definition of the quasi-bialgebra, we refer the readers to [D]. The
element Φ here is called the Drinfeld associator. This should not be confused with the intertwining
operator ΦFVx⊗F or whose generating function Φ(y).
A simple calculation yields the following.
Proposition A.14. We have
∆p(γ
±1/2) = γ±1/2 ⊗ γ±1/2,
∆p(x
+(z; p)) = x+(z; pγ−2(2))⊗ 1 + ψ
−(γ1/2(1) z; pγ
−2
(2))⊗ x
+(γ(1)z; p),
∆p(x
−(z; p)) = x−(γ(2)z; pγ−2(2))⊗ ψ
+(γ
1/2
(2) z; p) + 1⊗ x
−(z; p),
∆p(ψ
±(z; p)) = ψ±(γ±1/2(2) z; pγ
−2
(2))⊗ ψ
±(γ∓1/2(1) z; p).
A.6. Intertwining operator for the elliptic case. First, we summarize the images of the dressed
Drinfeld currents x±(z; p), ψ±(z; p) under the level zero and level one representations πx,c(·) and
ρc(·).
Lemma A.15. The representation πx,c(·) of U(q, t) on Vx,c = Q(q
1/2, t1/2)[x, x−1] written in terms
of the dressed Drinfeld currents reads
πx,c(ψ
+(z; p)) =
Θp(q
1/2t−1(x/z)±1)Θp(q−1/2t(x/z)±1)
Θp(q1/2(x/z)±1)Θp(q−1/2(x/z)±1)
,
πx,c(x
±(z; p)) = c±1(1− t∓1)
(pt∓1; p)∞(pq∓1t±1; p)∞
(p; p)∞(pq∓1; p)∞
δ(q∓1/2x/z)Tq∓1,x.
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Set
η(z; p) := exp
(∑
n>0
1− t−n
n
1− pn
1− pnqnt−n
a−nzn
)
exp
(
−
∑
n>0
1− tn
n
anz
−n
)
,(A.7)
ξ(z; p) := exp
(
−
∑
n>0
1− t−n
n
(t/q)n/2a−nzn
)
exp
(∑
n>0
1− tn
n
1− pnqnt−n
1− pn
(t/q)n/2anz
−n
)
,
ϕ+(z; p) := exp
(∑
n>0
1− t−n
n
(1− tnq−n)
pn
1− pnqnt−n
(t/q)−3n/4a−nzn
)
× exp
(
−
∑
n>0
1− tn
n
(1− tnq−n)
1
1− pn
(t/q)−n/4anz−n
)
,
ϕ−(z; p) := exp
(∑
n>0
1− t−n
n
(1− tnq−n)
1
1− pnqnt−n
(t/q)−n/4a−nzn
)
× exp
(
−
∑
n>0
1− tn
n
(1− tnq−n)
pn
1− pn
(t/q)−3n/4anz−n
)
.
Note that we have ϕ−(z; p) = ϕ+(zp−1q−1/2t1/2; p).
Lemma A.16. The representation ρc(·) on the Fock space F gives the images of dressed Drinfeld
currents as
ρc(x
+(z; p)) = cη(z; p), ρc(x
−(z; p)) = c−1ξ(z; p), ρc(ψ±(z; p)) = ϕ±(z; p).
Consider the intertwining operator ΦFVx⊗F (p) : Vx,α⊗Fβ → Fγ with respect to the elliptic coun-
terpart U(q, t, p) of the Ding-Iohara algebra. Namely, it satisfies the condition ΦFVx⊗F (p)∆p(a) =
aΦFVx⊗F (p) for any a ∈ U(q, t). Introduce the components Φp,n of Φ
F
Vx⊗F (p) by Φ
F
Vx⊗F (p)(x
n⊗v) =
Φp,nv (v ∈ F), and set the generating function as Φ(y; p) :=
∑
n∈ZΦp,ny
−n.
Proposition A.17. The intertwining property for ΦFVx⊗F (p) : Vx,α ⊗Fβ → Fγ reads
Θpqt−1(q
1/2t−1y/z)Θpqt−1(q−1/2ty/z)
Θpqt−1(q
1/2y/z)Θpqt−1(q
−1/2y/z)
Φ(y; p)ϕ+((t/q)−1/4z; p) = ϕ+((t/q)−1/4z, p)Φ(y; p),
Θpqt−1(q
1/2t−1z/y)Θpqt−1(q−1/2tz/y)
Θpqt−1(q
1/2z/y)Θpqt−1(q
−1/2z/y)
Φ(y; p)ϕ−((t/q)1/4z; p) = ϕ−((t/q)1/4z; p)Φ(y; p),
α(1 − t−1)
(pqt−2; pqt−1)∞(p; pqt−1)∞
(pqt−1; pqt−1)∞(pt−1; pqt−1)∞
δ(q1/2y/z)Φ(qy; p)
+ β
Θpqt−1(q
1/2t−1z/y)Θpqt−1(q−1/2tz/y)
Θpqt−1(q
1/2z/y)Θpqt−1(q
−1/2z/y)
Φ(y; p)η(z; p) = γ η(z; p)Φ(y; p),
α−1(1− t)
(pq; pqt−1)∞(pq2t−2; pqt−1)∞
(pqt−1; pqt−1)∞(pq2t−1; pqt−1)∞
δ(t−1/2y/z)Φ(q−1y; p)ϕ+((t/q)1/4z; p)
+ β−1Φ(y; p)ξ(z; p) = γ−1ξ(z; p)Φ(y; p).
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Proposition A.18. When α = γ and β = t−1γ, the intertwining operator ΦFVx⊗F (p) uniquely
exists up to normalization, and whose generating function Φ(y; p) is realized as
Φ(y; p) = exp
(∑
n>0
1
n
1− tn
1− qn
1− pn
1− pnqnt−n
qn/2t−na−nyn
)
exp
(
−
∑
n>0
1
n
1− tn
1− qn
qn/2any
−n
)
.(A.8)
A.7. Deformed Wm algebra. We end this appendix by pointing out the connection between the
tensor representation of the Ding-Iohara algebra and the deformed Wm algebra found in [SKAO,
FF, AKOS].
Let m ≥ 2 be a positive integer. Consider the m-fold tensor representation ρy1 ⊗ · · · ⊗ ρym on
Fy1 ⊗ · · · ⊗ Fym . Define ∆
(m)
p inductively by ∆
(2)
p :=∆p and ∆
(m)
p := (id⊗ · · · ⊗ id⊗∆p) ◦∆
(m−1)
p .
Since we have ρy1⊗· · ·⊗ρym∆
(m)
p (γ) = γ(1) · · · γ(m) = (t/q)
m/2, the level is m. By abuse of notation
we write γ = (t/q)1/2 for simplicity.
Lemma A.19. We have
ρy1 ⊗ · · · ⊗ ρym∆
(m)
p (x
+(z; p)) =
m∑
i=1
yiΛi(z).
Here the Λi(z) is defined by the tensor
Λi(z) := ϕ
−(γ1/2z; pγ−2m+2)⊗ ϕ−(γ3/2z; pγ−2m+4)⊗ · · ·
· · · ⊗ ϕ−(γ(2i−3)/2z; pγ−2m+2i−2)⊗ η(γi−1z; pγ−2m+2i)⊗ 1⊗ · · · ⊗ 1,
where η(γi−1z; pγ−2m+2i) sits in the i-th tensor component.
Set
f(z) := exp
(∑
n>0
1
n
(1− qn)(1− t−n)(1− pnq(m−1)nt−(m−1)n)
1− pnqmnt−mn
zn
)
,(A.9)
γi,j(z) :=

1 (i = j),
(1− q−1z)(1− tz)
(1− z)(1− q−1tz)
(i < j),
(1− qz)(1− t−1z)
(1− z)(1− qt−1z)
(i > j).
Proposition A.20. We have the operator product
f(w/z)Λi(z)Λj(w) = γi,j(w/z) : Λi(z)Λj(w) :
for 1 ≤ i, j ≤ m.
We note that this operator product formula coincide with the one for the deformed Wm algebra.
To be more precise we need to put p = 1 in (A.9) to recover the original structure function f(z)
for the deformed Wm algebra.
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