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1. Introduction 
Many physical problems can be simulated by higher-order ODES. Many, boundary-layer 
problems are of second order and stiff. In this report we will consider stiff, second-order 
initial-value problems for ODES and discuss methods for treating them directly. 
Consider the single second-order ODE in the form 
Y”= By’+ PLY, v(a) =_Y,> y’(a) =y,‘, 04 
where 8, p E [w. The eigenvalues of (1.1) are given by roots of A* - 8h - p = 0, or 
A,,, = ;( 8 + @x/A). (1.2) 
The ODE in (1.1) is considered stiff if h min Real(Aj) -=K 0 where h is a typical integration 
stepsize. In solving (l.l), Krogh [4,5] proposed interpolating backvalues of y(*-j) = 
d*-jy/dt*-j, j = 0, 1, 2, by a polynomial Pi(x), differentiating or integrating as the case may be 
to obtain the other derivatives and then equating them using (1.1). Krogh, however, did not 
suggest how j might be chosen. In the cases j = 0, the method is called the Direct Integration 
(DI) method and is used to solve nonstiff problems. For j > 0, the method is associated with stiff 
problems and will be called the Generalized Backward Differentiation (GBDF) method. 
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In Section 2, the stability polynomial for the GBDF method with j = 1 is derived. From the 
stability regions drawn, we obtain an inequality on the stepsize to maintain stability. This 
inequality is more convenient to handle than the usual absolute stability region. In Sections 3 
and 4, respectively, the cases j = 2 and j = 0 are similarly treated. Next, strategies for choosing j 
to solve (1.1) are discussed. Finally, some numerical results are given. Comparisons are also 
made with methods when (1.1) is reduced to the first-order system. 
2. GBDF for j = 1, constant stepsize 
The formulas are given by 
Yn+l =Yn + h C Pk,iYnl+l-i, (2.la) 
I=0 
k 
(2.lb) 
The j3k,i and (Y~,~ are coefficients of the well-known Adams implicit and BDF methods, 
respectively. 
The method given in (2.1) may be written in the form 
&Z,+i = 2 AiZn+l-i, 
i=l 
where zT=(y, v’) and 
1 
A,= 
hp 
mhbk,O], 
he- ak,O 
A,= [i I::], Ai= [i I::], i=2 ,..., k. 
The stability polynomial associated with this method is given by 
By writing 
p(t) = tk - tk-I, b(t) = l~obk,itkei. 
a(t) = 5 fQitk--i, Hl=h2p and H2=h8, 
i=O 
we get 
L(t) = H2p(t)tk - p(t)a(t) + H#(t)tk. 
The polynomial equation L(t) = 0 defines a stability region, 1 t ) -c 1, in the Hi-H,-plane. The 
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boundary of the stability region is contained in t = ei@. The latter may be computed as follows: 
(i) For t = 1, p(l) = 0 and (since /3(l) # 0) we obtain 
HI =O. (2.2a) 
(ii) For t= -1, ,D(-1)=(-l)k2. Let a(-l)=(-l)ka and p(-l)=(-l)kj3. Hence, 
L( - 1) = 0 implies 
2H,-2a+H,p=O or H,=:(2a-Hlp). 
(iii) For t = e”#‘, 0 -C + < HIT, let 
p(t)tk = a + ib, p(t)a(t) = c+ id, p(t)t” = e+ if. 
Then L(t) = 0 gives 
(2.2b) 
H,(a+ib)-(c+id)+H,(e+if)=O. 
Using the fact that HI and Hz are real, the boundary locus as a function of q5 can be computed 
from 
cf-de 
Hz=- 
af-be 
and HI= c-H2a. 
e 
(2.2c) 
Equations (2.2) define the boundary region in the HI-H2 plane. Mulitplying (1.2) by h gives 
H=i(H,f/m) whereH=hX. (2.3) 
It might seem reasonable to transform the stability region from the Hr-H,-plane to the generally 
accepted H-plane using (2.3). However, only part of the stability region in the H,--H,-plane can 
be distinctly identified when mapped in the H-plane. To illustrate this, consider the case j = 1, 
k = 2 whose stability region in the H,-H,-plane is given in Fig. l(a). The stability region lies 
below the line C,--the line 6H2 - HI - 24 = 0 from (2.2b)-for which t = - 1, below the curve 
C, (the curve OA in Fig. l(a)) for which t = ei+, and to the left of the line HI = 0 corresponding 
to t = 1. (That this region is stable will be proved in Theorem 1.) The stability region for the 
differential equation corresponds to Re( H) < 0. From (2.3) this corresponds to HI, H2 < 0 in 
a 
6H2-H, -24=0 
Fig. l(a). Stability region for k = 2 and j = 1 in the HI-Hz-plane. 
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Fig. l(b). Absolute stability region for k = 2 and j = 1 in the H-plane. 
the Hi-Hz-plane. There is an additional stability region of the method in the first quadrant, but 
this is not of significance to our discussion. 
The map (2.3) from the Hi-Hz-plane to the H-plane takes a point to either a pair of reals or a 
complex conjugate pair. The curve OB is part of the curve Hi = - 4H, which intersects the line 
C, at B, the point (hi, h2) where h, = - 29.7. Above that curve, the map gives a complex 
conjugate pair in H. The boundaries OA and AB, when mapped into the H-plane, give a closed 
boundary symmetrical about the real H-axis. Figure l(b) gives half of this boundary. It and the 
real axis enclose a region we will call the half-stability region. In Fig. l(b), OA and AB are 
mapped to O’A’ and A’B’, respectively, where the point B’ is ( :h2, 0). Hence, the interior of the 
region OAB maps into two regions in the H-plane, one strictly above and one strictly below the 
real axis. Thus, we can say that if a complex eigenvalue of the ODE (1.1) is in the half-stability 
region, the method is stable because the other eigenvalue is its complex conjugate and therefore 
in the conjugate of the half stability region. 
Suppose a real eigenvalue of the ODE (1.1) is on the boundary of the half stability region. Will 
the method be stable? It depends where the other real eigenvalue is. We will show that if both 
real eigenvalues are on the boundary of the half-stability region, excluding the points B’ and 0’, 
then the method is stable. In other words, the interior of the region O’A’B’A*, where A* is the 
complex conjugate of A’, is a stability region for the method. (However, there are pairs of real 
values in the H-plane outside of this region that yield stable methods, so this is not a complete 
description of the stability of these methods, but it is a sufficient condition for stability of linear, 
constant-coefficient problems.) 
To derive the results stated above, we need to consider the subpart of the stability region in 
Fig. l(a) corresponding to the region O’A’B’A*, where O’A’B’A* = interior[closure 
[union[O’A’B’, conjugate[O’A’B’]]]], that is, it is the union of O’A’B’, its conjugate, and the part 
of the real axis between them. We already have seen that interior[OAB] corresponds to 
interior[O’A’B’], and the boundary OB maps into a pair of equal reals on the segment O’B’. 
Any region below OB maps into a pair of reals. We will show that the region OBC in Fig. l(a) 
maps into pairs of reals within the segment O’B’, where C is the point (0, fh,) and BC is a 
straight line (which happens to be tangent to the parabola OB at B). Conversely, any pair of 
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(2) Higher-order splitting methods, such as Strang’s splitting, are available, but the correlation 
function errors introduced by (2.5) are already well within our requirements, and in practice 
represent greater accuracy than can be achieved in physical measurements of the correlation 
function and of the medium. 
(3) Other methods for solving (2.4) are in use (e.g., [3]), and discussion of these is beyond the 
scope of this paper. It should be noted, however, that a crucial element of the split-step scheme is 
the use of step-size at least as large as L,. The generation of the random medium is at least as 
expensive computationally as the solution of (2.5) itself, requiring 2n l-dimensional Fast Fourier 
Transforms, where n is the number of steps. Even the slightest reduction in AZ introduces 
correlation between the phase-screens, and immediately entails the use of 2-dimensional FFTs. 
These remarks apply specifically to random media. The simpler problem of wave-scattering by 
deterministic refractive index fluctuations also arises, and requires different techniques. Oper- 
ator-splitting has now also been applied to the higher-dimensional non-stochastic problem of the 
moments of random wave propagation (see [5]). In this case the accuracy is greater because the 
commutator is small on the “solution space” in a well-defined sense. 
3. Numerical scheme, its application and results 
We will describe first the numerical implementation of the split-step solution (2.5), and the 
representation on the computer of the random medium. Many of the details can be found in [4]. 
Some computational results will then be given. 
In what follows the deterministic component nd of variation is neglected. It is a simple matter 
to include such effects. 
Implementation of (2.5) 
The scattering effect exp( B’) simply imposes a phase-change on the field. If we express this as 
eiqcx), then q(X) represents the total scattering undergone in a strip of medium of width AZ. 
The medium is thus represented as a series of phase-screens 4. The construction of these screens 
is described below. 
The solution of the diffraction operator exp( A’) is equivalent to solving (2.1) with the 
scattering component ignored, that is 
uz = - iiu,, . (3.1) 
In most applications of the split-step solution to random media two methods are used to solve 
(3.1). 
(a) The first is an implicit finite-difference scheme derived as follows: Equation (3.1) is 
discretised and the derivatives approximated by finite differences, using a Crank-Nicolson 
scheme. This yields an implicit system of linear equations of the form SUj+i = TL$ where S and 
T are tridiagonal matrices, and the vector L$ corresponds to u(X) at range Zj. S and T are 
constant with Z since the range dependence is included in the phase-screen. This system can 
then be solved by use of an efficient tridiagonal matrix inversion algorithm. Explicit boundary 
conditions are treated in the definitions of S and T. 
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Absolute stability region for k = 1 and j = 1 in the H, - Hz-plane. 
while the larger one satisfies 
since HI, Hz < 0. Thus, both roots lie in (ih,, 0). 0 
Similar characteristics of the stability region exist for other k. For k = 1, the method is stable 
for all values for which the problem is stable, namely, H,, H2 -C 0. We will call this A-2 stability. 
Its region of stability is given in Fig. 2. For k = 3, the stability region is given in Fig. 3. For 
k = 4, 5 and 6 the stability boundaries have similar features as k = 3, except that for the 
boundary locus C, for t = e’@; it extends more prominently below H2 = 0 as the order increases. 
From the absolute stability regions given in the figures for stability, the points must lie below 
Fig. 3. Absolute stability region for k = 3 and j = 1 in the H, - Hz-plane. 
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the line C, : 2H, - 2a + HI/3 = 0, for which t = - 1. Hence, the stability condition on h is given 
bY 
2h0 - 2a + h2pp < 0. 
Since p < 0 from Adams methods and we are concerned with stable equations so p, 0 < 0, we 
find that the condition on h is 
We now approximate this condition to obtain a simple relationship in terms of 8 and p. The 
relationship will be used to develop a strategy for raising j. For e2 2 1 tp 1 where t = 1243 1 
; 
<h< -et2+A +OtA2)) 
PP 
whereA _ pap 
82 . 
Omitting A < 1 and noting that a/e < 0, the restriction on h is given by 
O<h-c$ 
P 
For e2 < Itpj we have 
O<hc 
-e+@i$ 
PP ’ 
if e2 < 1 tp I such that we neglect 8 in (2.6), then 
where s2 = 
(2.5) 
(2.6) 
(2.7) 
In referring to these restrictions, we shall assume (2.7) instead of (2.6). Table 1 gives values of s,, 
s2 and t for various k. 
For most practical problems when instability occurs, (HI, H,) will fluctuate along the line C,. 
When this happens, the stepsize has maximum length as stipulated by (2.5), (2.6) and (2.7). Only 
Table 1 
The stepsize restriction for j =1 is given by: 
foro2< It*pL):O<h<A 
k a P t* = 12ap1 
1 2 0 0 
2 4 - 0.333 2.667 
3 6.667 - 0.667 8.889 
4 10.667 - 1.089 23.232 
5 17.067 - 1.689 52.65 
6 27.733 - 2.602 144.32 
Sl $2 
- 
6” 4.90 
3 4.47 
1.84 4.43 
1.18 4.50 
0.77 4.62 
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in cases where the eigenvalues have very large imaginary parts compared to the real parts do 
instabilities occur on the boundary C, of t = e’@‘. This is true only for k >, 3. For a given 8 and p, 
the locus of (Hi, Hz) as h increases is given by H; = ( B2/~)Hi. If, for each point on the 
boundary C, , 
r, 2 (2.8) 
ff,,H,<O 
then, for all 19, p < 0 such that O2 > ( r,p 1 instability will occur on the line Cl. A suitable set of 
values of r1 which have been chosen to be an upperbound, very close to the limit in (2.8), are 
given below: 
k 123 4 5 6 
r1 0 0 1o-2 0.17 0.95 5.0 
3. GBDF for j = 2, constant stepsize 
In this case, the backvalues of Y,,, 1 _ i, i = 0, 1,. . . , k, are used to interpolate a polynomial 
Pk( x). By differentiating successively and equating first with Y’, then y” at x,+i, we get the 
following formulas 
hY;+i = i ak,iYn+l-i~ (3.la) 
i=o 
k 
h2VY,1+1 + PYn+l) = c Y!GiY,+1-i. (3.lb) 
i=O 
Again, the (Y~,~ are the BDF coefficients. To obtain yk,i we write Pk( x) in its backward-difference 
representation, viz.: 
P,(x) = i (-l)“( ;S)vmyn+l, s= X-;.+l. 
m=O 
Differentiating twice and evaluating at x = x,+i, gives 
where 
Km= W)“h2 $J ;j_ = (-1)” -$( is)1 . 
s=o 
In order to obtain K,, we use the generating function as defined in [3], 
o(t) = E K,tm= 
m=O 
5 (-t)“l $( is)/ 
m=O s=o 
. 
s=o 
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Hence, D(t) = f K,tm = ( -1)2 log2(1 - t), i.e., 
m=O 
Kg + Kit + K2t2 + ’ * - = (t + it2 + +t3 + * * * )(t + it2 + it3 + * * - ) 
+++ f.i+i. :)t”. = t2 + (+ . + + + . i)t’ + ( 
Equating coefficients, 
K?n =o, m=o, 1, 
m-1 
c 
1 1 
KM= -- 
r=l m-r r’ 
m=2,3 ) . . . . 
Since 
339 
i KiViJ'n+l = k C Yk,iYn+l-i, Yk,i= (-lji 5 (i)Kry 
r=i i=O i=o 
leading to the well-known relationship 
Y/c,i=Y/c-l,i+ (-l)i( f)Kk, i=O, l,..., k-l, 
Yk,k = (-1)Kk. 
These coefficients are given below: 
i 0 1 2 3 4 5 6 
Yl,, 0 0 
Y2.i 1 -2 1 
Y3,i 2 -5 4 -1 
12Y4.i 35 - 104 114 -56 11 
12YS,i 45 - 154 214 - 156 61 -10 
180Yfj,i 812 - 3132 5256 - 5080 2970 - 972 137 
The method in (3.1) may be similarly written as previously in the form 
O = i ATz,+l_i, 
i=O 
where 
Again, the stability polynomial L* (t ) is given by 
L*(t) = det 5 ATz,+~_~ , 
i=O 
giving 
L*(t) = det i ’ 
- iioak,itk-i htk 
k 
1 =htk -H,a(t) - H1tk + i y(t) 1 , P-2) h2ptk - c yk,itk-i h20tk i=O 
i=O 
340 
where 
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y(t) = ; yk,itk-‘. 
i=O 
When h = 0, this is stable if y(t) has zeros inside the unit disk apart from its two zeros at t = 1. 
By calculation, y(t) has roots 1, 1 and the rest inside the unit disk for k G 7. As before, the 
boundary of the absolute stability region in the HI-HZ-plane is given by the following equations 
derived from (3.2): 
(i) For t = 1, since a(1) = 0, and y(l) = 0, we have 
HI =O. 
(ii) For t = - 1, letting y( - 1) = ( - l)ky and (Y as defined previously, 
aH2 + HI - y = 0. 
(iii) For t = eicp, let 
-iioak,jtk-i=a+ib, iyk_itk’=C+id, tk = e + if. 
i=O 
Then (3.2) gives 
H,(a+ib)-H,(e+if)+(c+id)=O. 
Equating the real and imaginary parts, the following equations are obtained: 
ad-bc 
HI = - 
H,e - c 
af-be’ 
Hz= a . 
The stability regions for k = 2 and 5 are given respectively by Figs. 4 and 5. For k = 3 the 
stability region has similar feature to k = 2, viz. the curve C, is above the HI-axis. For k = 4 and 
6 the stability region has similar feature to k = 5 with the curve C, extended very slightly below 
-4 -3 -2 
t 
/ HI 
/ 
Stable G-I 
/ 
/ 
/--2 
Fig. 4. Absolute stability region for k = 2 and j = 2 in the HI- H,-plane. 
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Hi for k = 4 while more prominently for k = 6. From Figs. 4 and 5 it is observed that for k < 6 
there is no restriction on h provided 
and C, is the boundary locus of the root with growth factor eig. 
Suitable choices of r, are given below. 
k 2 3 4 5 6 
r, 0 0 1.3 * lo-’ 3.7 * 10-l 6.6 
4. The Direct Integration (DI) method (j = 0) 
The stability polynomial for j = 0 is derived in [l] where the absolute stability region for 
Hz + 4Hi < 0 are also given. Since we wish to obtain an explicit inequality for the stepsize 
restriction, the stability regions in the Hi-Hz-plane are needed. The implicit DI methods have 
the form 
k 
Y n+l =y,+hy,‘+h’C~lk,iy,‘:,-,, Y~+*=Y”h~A,iY~~,-i. 
i=O i=O 
Letting n(f) = c~=O?lk,i tk-’ then from [1] the stability polynomial is given by 
L,(t) = p’(t) -Hzp(t)P(t) - H&)p(t) - H,tk-‘B(t), 
giving the following boundary equations: 
(i) For t = 1, HI = 0. 
(ii) Fort= -1,4-2H2P-H,(2n-P)=Owhere n(-l)=(-l)kq and P(-l)=(-l)kP. 
(iii) For t = eicp, 0 -c C#J -c2~, letting p2( t) = g + iu, p( t)a( t) = r + iq and n( t)p( t) + t”-‘p( t) 
= u + im, then the boundary locus is given by 
H u-H,m 
1 
= UT - gq 
mr-qv’ 
Hz = 
4 . 
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-36 -24 ‘2 H, 
Fig. 6. Absolute stability region for k = 1 and j = 0 in the HI-Hz-plane. 
The stability region for k = 1 and 2 is given in Figs. 6 and 7. For k = 3, 4, 5,’ 6, the features of 
the stability regions are similar to k = 2. 
For stability needs, 
4 - 2h@ - h2p(2q - /3) > 0. 
For 02>r* 1pl where t * = 14(2q - p)/p’ 1 then the stepsize restriction is given by 
0 -C h < -f$ 
c 
-25 
HI 
(4.1) 
Fig. 7. Absolute stability region for k = 2 and j = 0 in the H,- Hz-plane. 
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Table 2 
The stepsize restriction for j = 0 is given by: 
~ore’r,t*PI:O<h<~,wheres,=/$/,t*=14(2ng18)(, 
fore2< It*pI:Oxh<A 
2 
m 
, where s2 = 
@Y-=iV’ 
k f P t* Sl s2 
1 - 0.167 0 - 3.46 
2 - 0.333 - 0.333 Z! 6 3.46 
3 - 0.489 - 0.667 2.8 3 3.59 
4 - 0.678 - 1.089 0.90 1.84 3.87 
5 - 0.938 - 1.689 0.26 1.18 4.62 
6 - 1.325 - 2.602 0.03 0.77 9.16 
h < $ where s2 = 
The maximum stepsize is attained for 8* > 1 r,p 1 where r, is a suitable bound and may be given 
by 
k 12 3 4 5 6 
r3 0 0.2 0.3 0.3 0.3 0.3 
Table 2 gives the values of t *, sl, and s2 for the stepsize restrictions in (4.1) and (4.2). 
4 
5. Strategy for choosing j 
Most ODES classified as stiff problems have an initial transient phase which is effectively and 
efficiently solved by nonstiff solvers, that is, in this region accuracy rather than stability is the 
determining factor for the appropriate stepsize. Hence, a multistep method should start with the 
DI method (j = 0). After the transient phase, the DI method will take larger stepsizes forcing it 
to be unstable, and this is indicated by step failures and a preference of the method for lower 
order. At this point, the method should be switched to the BDF method with j = 1 or 2. The 
discussion below will attempt to develop a simple strategy for choosing j. 
Consider the single nonlinear equation 
y”=f(x, Y, U’>> y(a) ‘Ya, f(a) =_Y,‘. (5-l) 
Let af/ay’ = 8 and i3f/ay = I_L. Then (5.1) behaves linearly in the neighborhood of (xn, y,, y,‘). 
Solving (5.1) with j = 0 in the PiTIEC,“E mode (where k denotes the degree of the interpolation 
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(5 4 
polynomial), the predicted values are given by the explicit backward difference formulas 
k-l 
_Pn+l =y, + hY, + h2 c w’f,, 
i=O 
k-l 
T;+l =Y; + h c S;v’f,, 
i=O 
k-l 
x,‘:1= c v’f,. 
i=o 
The corrected values yp+<j), j = 0, 1, 2, are given by the implicit formulas by replacing in (5.2) 
the quadruplets (k - 1, vl, Si,kf,) by (k, vi*, SF, fn+i), or in terms of the predicted values 
Y n+l =_?,,+I  h2VkVkfn+l, 
Y;+l =_%+I +h&Vkfn+tl, (5.3) 
Y $1 =JL + V"fn+l, 
such that Y,‘: 1 = f ( Y, + 1, y,‘,,) [for simplicity we omit x], where vk = C~=ovj* and 6, = CF=&*. 
Letting e = f(y,+,, y,‘,,) -jL,‘:i and substituting in (5.3) and requiring it to satisfy (5.1) leads to 
the following fixed point iterative scheme: 
Ai+‘eO = f(‘yn+l + h2vk ie,, ‘y,‘,, + h6, ‘e,) - (‘y;:, +‘e,) (5.4a) 
=f?Yn+l, 'Y,l+,) - ‘Y,‘:, + ( 2uo + la, +“ao)ieo + ( (ieo)2), (5.4b) 
where ‘e, = f(iyn+l, iy,‘+l) - ‘y,‘il, ‘y’:<‘) =jiF,‘2;1”, Y = 1, 2, 
A=l, 2uo = h2pv,, ‘U,-, = he&, %,= -1. 
Also, by letting ‘E = CiZo”eo, then (5.4a) reduces to the simple fixed point iteration 
‘+‘E = f @+, + h2vk %, j;+l + h8, %) -j;,‘:l. 
The iteration is, therefore, convergent for 
max(12uoi, I1uol) < 1. (5.5) 
At the start of the integration when h is very small, the coefficients of the “perturbations” 
ruoieo,r=0,1,2aresuchthat1~~1uo~~12uo~. 
For e2 2 I2a/?p I as the stepsize increases, ( ‘a, I tends to 1 faster than I 2uo I. It is obvious 
from (5.5) that as I ‘a, I reaches O(l), the iteration will be poorly convergent resulting in frequent 
step failures, and the order of the method in our code drops to 4 or lower. This is the first sign of 
instability. When the convergence condition (5.5) is violated, then the values of ( h6’ I c for 
various k are given by 
k 12 3 4 5 
WI,’ 2 2.47 2.67 2.87 3.03 
The set of values of ) he I s for various k for which instability occurs is given in Table 2. 
Comparing the two sets of values, for k = 3, the convergence condition (5.5) will be violated first, 
while for k > 4, instability will occur first. But since, in our code, the PECE mode is 
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implemented for which the stepsize restriction is smaller, then in all probability instability will 
occur first. 
If e2 e min( 12+ 1, 14(2~ - P)P/P* 1) so that the stepsize conditions (2.7) and (4.2) are 
true, then generally I *a0 I tends to O(1) faster than I ‘a, I and again instability occurs when 
I *a0 I approximates O(1). The values of hm for which the convergence condition is violated 
are given by 
k 1 2 3 4 5 6 
VFP- 2.45 2.83 3.08 3.27 3.42 3.54 
These values, when compared to the values of hm in Table 2 for which stability is violated, 
are not significantly different. Hence, we can assume that the maximum stepsize is attained 
provided the direction of instability is towards Cr. Tables 1 and 2 for the stepsize restriction for 
this case suggest that it would be best to raise j from 0 to 2, as there is not much difference in 
the maximum stepsize possible, h max, for stability for j = 0 and j = 1. In fact, for k = 5 and 6, 
j = 0 has a larger h,,. However, this is the case, too, where the instability can occur at the locus 
boundary C, for t = e’+. If this happens, h,, may not be attained. Since for j = 1 the boundary 
C, is above the H,-axis for k = 2, and further for this j, k drops to 2 rather more easily 
(especially in the presence of instability), therefore, h,,, is attainable for this case. Hence, for 
this case we raise j to 1 rather than 2. 
When j is raised to 1, the predicted values $F+yr), Y = 0, 1, 2, may similarly be obtained as 
previously from an interpolating polynomial of degree k - 1 interpolating backvalues Y,‘_,, 
i=O,..., k - 1. The corrected values are obtained also from a polynomial of degree k - 1 
interpolating Y,‘+ i _i, i = 0, . . . , k - 1. In terms of the predictors, these values are given by 
Y n+l =A+1 + hY&-*VkY,‘+r, 
Y ,‘+r =X+i + el, where e, = v~Y,‘+~, 
f (Yrl,l> f,‘+J I=XL + $$VkY,‘,,, 
where Sk_, = cf:isF, <k-i = cf:i<:, and 6;* and 5: are the coefficients in the backward 
difference formulation of the correctors y,+r and ynyl, respectively. Substituting for e, as 
previously and applying Newton’s method leads to the iterative scheme 
A'+'e, = f('y,+, + ha,_, ‘el, iy,‘+l +‘e,) - 
-f (iYn+,9 ‘yi+,) - iyy+l + t2u1 +‘a, -“ul)iel + 0((iel)2), (5.6) 
where A = (-2ui -‘a, -’ a,), *a1 = h8k_-1p, 'a, = 6 and 'a, = <k_-l/h. 
Notice now convergence is affected favorably immediately after j is raised to 1. In (5.4) 
I A ) = 1 while in (5.6) I A 1 is 0( I ‘a, 1) = 0( 1’ a, I) = 0(1/h). This reduces the magnitude of 
I iell by O(h) compared to I ‘e, I. For the case j = 1 and 8* 3 12a& I the magnitude of the 
coefficients of the perturbations in (5.6) initially is 1 ‘aI 1 = 1 1 a, 1 x=- 1 2ul 1. As h increases, 1 ‘aI 1 
decreases quickly and I 2u1 1 tends to I ‘a, I. Nonconvergences and step failures occur when 
I 2u1 I 2 1 luo I and the order drops to 2 which is the minimum order allowed for j = 1 because, 
despite k = 1 being A-2 stable, it gives a zero predicted value of y”. It is not surprising that the 
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iteration in (5.6) is poorly convergent at this point. This is because as h increases, ( 2a1 \ + 
1 ‘a, 1, A = ‘a,, and loal 1 -c 1 2u1 1 -e (‘a, ) and, therefore, (5.6) simplifies to 
la, ;+*e, = 2a1 ‘el. 
If the equation is also now unstable and I 2a1 ) > I ‘a, I is chosen as the criterion to increase j to 
2, then the values of I hp B ) for which this inequality is satisfied compared to its values when 
instability occurs are the same as before. We allow the order to drop to 2 before any testing of 
raising j to 2 is done since this ensures that instability does not occur at C, allowing the stepsize 
to reach h,,. 
To summarize, 
(i) j is raised from 0 to 1 if af/ay < 0, k< FR (FR= 4 for TOL 2 lo-* and FR= 5, 
otherwise), and m, I haf/ay’ I > 1 where m, = 10 to allow for cases when instability 
occurs at C,. 
(ii) j is raised from 1 to 2 if k = 2 and m2 I haf/lly I > af/ay’ where m2 = 2, any suitable 
constant. 
6. Numerical results 
The strategy was tested in our code which is a variable order-variable stepsize code biased 
towards constant stepsize on the following two linear problems: 
(i) y” = -(lo* + 106)y’ - 1014y + 1014x + (lo* + 106), 0 6 x < 50, 
y(0) = 2, y’(0) = -(lo8 + 106) + 1, 
A,,, = -108, - 106. 
Solution is y(x) = exp( - 10*x) + exp( - 106x) + x. 
(ii) y” = 10~’ - 10025~ + 10025,O G x G 50, 
y(0) = 2, y’(0) = 95, 
A,,, = -5 &- 1OOi. 
Solution is y = exp( - Sx)(cos 100x + sin 100x) + 1. 
For this problem, ) e2/p ( = 10m2, which means that instability for j = 0 will occur at the 
boundary of the curve C, with root of growth factor ei*. 
For the following discussion, h,, is the maximum stepsize for stability, deduced from Tables 
1 and 2, while hz, is the maximum stepsize obtained by the code. The slight change of notation 
is to conform with h,, mentioned previously in Section 5. 
For Problem 1, with 8 2: - 1.0 - lo* the maximum stepsize possible from Table 2 for j = 0 and 
k=5ish,,= 1.18 - 10p8. From Table 3, the maximum stepsize hz, attained at both tolerances 
is 2.1 - 10e8, indicating that the maximum stepsize possible is attained. The value I ‘a,/1 I = 0.5 
and if this is not close enough to 1, it is because it is measured not at hz, and further at k = 4, 
instability occurs earlier than the violation of convergence condition (5.5). Another reason is due 
to the variable nature of the code, where the order of the method on previous mesh points is 
higher and, therefore, renders the “ perturbation” coefficients smaller. This is especially more 
pronounced in Problem 2 as 2uo involves double integration. For this reason for the test at j = 0, 
we have a safety factor ml = 10. In the case j = 1 for Problem 1 where p = - 1.0 * 1014, for k = 2, 
h = 6.0.10+ h;, = 5.0. lop6 for both tolerances. Here the maximum stepsize allowed is 
“Il%ost” attained. For both tolerances, I 2a,/1a, I = 2.5, and when this value is translated into 
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Table 3 
Column A gives a pair of values [h,, k,] where h, = the maximum failed stepsize when instability occurs, k, = the 
corresponding order of the method. 
Column B gives a pair of values [h *, k2] where h, = the failed stepsize when tested for raising j is done, k, = the 
corresponding order of the method. 
Column C gives the ratio of either [la,,/1 I, 1 2a,/l 1 or 1 *a,/‘a, 1 where ]‘a,,/l], I 2a,/l I = the ratio of the 
coefficients of the iterates re, which are associated with instability at j = 0 (see (5.4)), I 2a1/1a1 I = the ratio of the 
coefficients of the iterates ‘et which are associated with instability at j = 1 (see (5.6)). 
Column D gives a pair of values [e, e*] where e is magnitude of the first iterates before j was raised, and e* after j 
was raised. 
Problem 1 
log,, TOL Values of j A B C D 
-4 
O-1 [2.1.1o-8, 51 [1.3.10-8,4] ] ‘aa/ ( = 0.44 [3.3.105, 1.1.10-41 
1+2 [5.1. 10-6, 21 [5.1 .10W6, 21 1 *al/la, I = 2.53 [7.0.10’, 2.0.10-5] 
-8 
o-+1 [2.1.10-s, 51 [1.7.10-*, 41 ] ‘a,,/1 I = 0.52 [1.2.10*, 3.2.10-*] 
l-2 [5.0.10-6, 21 [5.0.10-6, 21 I *al/la1 I = 2.47 [6.1.10-4, 1.9.10-‘“] 
Problem 2 
log,, TOL Values of j A B C D 
-4 o-+1 [2.2.10-2, 31 [2.2.10-2, 31 I 2ao/l I = 0.34 [8.5.10-l, 2.3.10-4] 
l-2 [1.5.10-l, 21 [1.5.10-‘, 21 I *al/la1 I = 35.2 [2.8.10-3, 2.5.10-5] 
-8 O-1 [1.54.10-2, 51 [1.52.10-*, 41 ] 2ao/l I = 0.19 [6.1.10-5, 2.3.10-*] 
l-*2 [5.9.10-2, 21 [5.9.10-2, 21 I *al/la1 I = 33.7 [7.6.10p7, 1.6.10-9] 
Table 4 
A comparison of performance by the direct method as opposed to reduction to first-order system. 
For a given tolerance, the first row gives statistics for the direct method. The second row gives the statistics for the 
method for first-order system using the Adams method as start and then using BDF method for any equation 
indicated as stiff. The third row gives the statistics for the system using BDF method throughout. Steps: total steps 
used to solve problem; Fail steps: number of step failures occurring; Jacobian evaluation: total Jacobian evaluations 
used; Maximum error: magnitude of the maximum error of the computed solution, i.e., maxi I y, - y( xi) I. 
log,, TOL Problem 1 Problem 2 
Steps Fail Jac. Max. error Steps Fail Jac. Max. error 
steps eval. steps eval. 
184 5 5 1.8.10-3 266 16 2 1.4.10-3 
-2 300 7 7 1.3.10-s 631 41 13 6.6.10-3 
449 4 26 4.1.10-s > 5000 stop at x = 31.08 
412 28 5 2.6.10-5 458 15 2 1.5.10-5 
-4 647 7 6 1.5.10-‘0 810 36 8 1.1.10-4 
866 3 33 1.0.10-9 1283 114 166 1.2.10-4 
439 15 5 4.5.10-7 708 11 3 2.7.10-7 
-6 874 33 7 1.5.10-12 2526 162 98 6.3.10-7 
1752 7 38 1.7.10-” > 5000 stop at x = 20.72 
1097 97 5 1.1.10-s 1105 14 4 3.3.10-9 
-8 2990 129 7 2.8.10-14 > 5000 stop at x = 29.2 
z 5000 stop at x = 3.4.10-9 > 5000 stop at x = 6.64 
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stepsize length, gives h = 6.0. 10W6. The slight discrepancy with the real stepsize attained is 
because of the variable nature of the code used. 
Notice in column D for both problems the reduction of the magnitude of the iterates prior to 
raising j and after is of O(h). 
For Problem 2 where f3* I: 11.0 - lo-*p 1 and p = - 1.0 - lo4 for k = 3, h,, = 3.6. lo-* (for 
stability). For the tolerance used, TOL = 1.0 - 10p4, hz, = 2.2 . 10m2, which is surprisingly close 
to the line Cr. This is also true for TOL = 1.0 - 10e8. However, the measured value 1 *a,/1 1 is 
less than expected for reasons mentioned previously. The value ( 2a1/1a1 1 for this problem is 
large, indicating the “perturbation” associated with y grows faster than that associated with y’. 
Table 4 gives the performance of the direct method as opposed to reduction to first-order 
systems which uses two codes. One, using Adams method as a start and the BDF method for any 
equation that is indicated as stiff, a code described in [2]. The other uses the BDF throughout. 
For both problems, there is a clear advantage in performance in terms of total steps within the 
accuracy asked for on the direct method compared to reduction as a first-order system. The 
advantage in Problem 2 is most prominent. 
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