Abstract. We consider partitioned graphs, by which we mean finite directed graphs with a partitioned edge set E = E − ∪ E + . With additionally given a relation R between the edges in E − and the edges in E + , and under the appropriate assumptions on E − , E + and R, denoting the vertex set of the graph by P, we speak of an R-graph G R (P, E − , E + ). From R-graphs G R (P, E − , E + ) we construct semigroups (with zero) S R (P, E − , E + ) that we call R-graph semigroups. We write a list of conditions on a topologically transitive subshift with Property (A) that together are sufficient for the subshift to have an R-graph semigroup as its associated semigroup.
with vertex set V, edge set Σ, and a label map that asigns to the edges in Σ labels in an R-graph semigroup S R (P, E − , E − ). We denote the presented subshift by X(V, Σ, λ) and call X(V, Σ, λ) an S R (P, E − , E − )-presentation.
We introduce a Property (B) of subshifts that describes a relationship between contexts of admissible words of a subshift, and we introduce a Property (C) of subshifts, that is stronger than Property (B) , that in addition describes a relationship between the past and future contexts and the context of admissible words of a subshift. Property (B) and Property (C) are invariants of topological conjugacy.
We consider subshifts, in which every admissible word has a future context, that is compatible with its entire past context. Such subshifts we call right instantaneous. We introduce a Property RI of subshifts, and we prove that this property is a necessary and sufficient condition for the subshift to have a right instantaneous presentation. We consider also subshifts, in which every admissible word has a future context, that is compatible with its entire past context, and also a past context that is compatible with its entire future context. Such subshifts we call bi-instantaneous. We introduce a Property BI of subshifts, and we prove that this property is a necessary and sufficient condition for the subshift to have a bi-instantaneous presentation.
We introduce a notion of strong instantaneity. For a one-vertex R-graph G R (P, E − , E − ) we show that a topologically transitive subshift with Property (A), and associated semigroup S R (P, E − , E + ), that satisfies a natural condition on its periodic points, has an S R (P, E − , E + )-presentation, if and only if it has Property (C) and Property BI and a strongly bi-instantaneous presentation, if and only if it has Property (C) and Property BI and all of its bi-instantaneous presentations are strongly bi-instantaneous.
We onstruct a subshift with Property (A), with the Dyck inverse monoid D 4 as associated semigroup, that does not have Property (C).
We associate to the labelled directed graphs (V, Σ, λ) topological Markov chains and Markov codes, and we derive an expression for the zeta function of X(V, Σ, λ) in terms of the zeta functions of the topological Markov shifts and the generating functions of the Markov codes.
Introduction
We study symbolic dynamical systems, that we construct by means of finite directed graphs. We will use the symbol s (t) to denote the source (target) vertex of an edge, or of a finite path, or of a right (left) infinite path in a directed graph.
Let there be given a finite directed graph with vertex set P and edge set E. and also a partition E = E − ∪ E + .
We set E − (q, r) = {e − ∈ E − : s(e − ) = q, t(e − ) = r}, E + (q, r) = {e + ∈ E + : s(e + ) = r, t(e + ) = q}, q, r ∈ P.
We assume that E − (q, r) = ∅ if and only if E + (q, r) = ∅, q, r ∈ P. We also assume, that the directed graph (P, E − ) is strongly connected, or, equivalently, that the directed graph (P, , E + ) is strongly connected. We call the structure (P, E − , E + ) a partitioned graph. Let there also be given relations R(q, r) ⊂ E − (q, r) × E + (q, r), q, r ∈ P, and set R = q,r∈P R(q, r).
The structure that is given in this way, for which we use the notation G R (P, E − , E + ), we call an R-graph. From an R-graph G R (P, E − , E + ) we construct a semigroup (with zero) S R (P, E − , E + ) that contains idempotents 1 p , p ∈ P, and that has E as a generating set. Besides 1 2 p = 1 p , p ∈ P, the defining relations of S R (P, E − , E + ) are:
1 q e − = e − 1 r = e − , e − ∈ E − (q, r),
1 r e + = e + 1 q = e + , e + ∈ E + (q, r), q, r ∈ P,
∈ R(q, r), f − ∈ E − (q, r), g + ∈ E + (q, r), q, r ∈ P, and 1 q 1 r = 0, q, r ∈ P, q = r. We call S R (P, E − , E + ) an R-graph semigroup. The graph inverse semigroups (the generalized polycyclic semigroups, see [AH] and [L, Section 10.7] and compare [CK] ) are a special case of R-graph semigroups: The graph inverse semigroup of a finite directed graph with vertex set P and edge set E
• is obtained by taking a copy of the graph (P, E • ) with vertex set P and edge set E − = {e − : e ∈ E • } and a copy (P, E + ) of the reversed graph of (P, E • ) and by constructing the R-graph semigroup of the partitioned graph (P, E − , E + ) with the relations R(q, r) = {(e − , e + ) : e ∈ E • , s(e) = q, t(e) = r}, q, r ∈ P.
The Dyck inverse monoids (the polycyclic monoids) D N , N > 1, [NP] are obtained in this way from the one-vertex graph with N loops. For the R-graph semigroups that are obtained from a one-vertex graph see also [HK1, Section 4] . In Section 2 we show that the isomorphism of R-graph semigroups S R (P, E − , E + ) implies the isomorphism of the R-graphs G R (P, E − , E + ). For a semigroup (with zero) S, and for F ∈ S set Γ(F ) = {(G − , G + ) ∈ S × S : G − F G + = 0}, and [F ] = {F ′ ∈ S : Γ(F ′ ) = Γ(F )}.
The set [S] = {[F ] : F ∈ S} with the product given by [G][H] = [GH], G, H ∈ S,
is a semigroup (e.g. see [P, Section 2.2] ). In section 2 we also write a list of conditions on a semigroup (with zero) S that together are necessary and sufficient for the semigroup to be an R-graph semigroup, such that the projection of S onto [S] is an isomorphism. In symbolic dynamics one studies subshifts (X, S X ), where X a shift invariant closed subset of the shift space Σ Z and S X is the restriction of the shift on Σ Z to X. For an introduction to the theory of subshifts see [Ki] and [LM] . A property (A) of subshifts was introduced in [Kr2] , and for a subshift X with property (A) a semigroup (with zero) S(X) was constructed that is invariantly associated to X.
In section 3 we translate all but the last of the conditions on the list of Section 2 into conditions on a subshift that are invariant under topological conjugacy. For the last condition we obtain a possibly stronger version for subshifts, that is also invariant under topological conjugacy. For a subshift X with property (A) these conditions together imply that S(X) is an R-graph semigroup.
We describe now a way to present subshifts by means of R-graph semigroups. We follow here closely [HIK, Section 3] where this method of presenting subshifts was introduced for the case of graph inverse semigroups of directed graphs in which every vertex has at least two incoming edges. These presentations were introduced for the purpose of extending the criterion for the existence of an enbedding of an irreducible subshift of finite type into a Dyck shift [HI] to a wider class of target shifts. Given an R-graph semigroup S R (P,
that contains the non-zero elements of the subsemigroup of S R (P, E − , E + ) that is generated by E − ( E + ), and consider a finite strongly connected labelled directed graph with vertex set V and edge set Σ, and a labeling map λ that assign to every edge σ ∈ Σ a label
The label map λ extends to finite paths (σ i ) 1≤i≤I , I ∈ N, in the graph (V, Σ) by
We denote for p ∈ P by V(p) the set of V ∈ V such that there is a cycle (σ i ) 1≤i≤I , I ∈ N, in the graph (V, Σ) from V to V such that
We impose conditions (G 2 -5):
For V ∈ V(p), p ∈ P, and for all edges e that leave V, 1 p λ(e) = 0, and for all edges e that enter V, λ(e)1 p = 0.
(G5) For f ∈ S, q, r ∈ P, such that 1 q f 1 r = 0, and for U ∈ V(q), W ∈ V(r), there exists a path b in the labeled directed graph (V, Σ, λ) from U to W such that λ(b) = f .
A finite labelled directed graph (V, Σ, λ), that satisfies conditions (G 1 -5), gives rise to a subshift X(V, Σ, λ) that has as its language of admissible words the set of finite non-empty paths b in the graph (V, λ) such that λ(b) = 0. We call the subshift
belong to the class of FT-Dyck shifts (see [BBD1] , [BBD2] ). The special cases of S R (P, E − , E + )-presentations that are obtained for V = P, Σ = E, and with the identity map as the labeling map, are the R-graph shifts (see [HK1, Section 4] ) and [HK2] ). In the case of directed graphs the R-graph shifts are the Markov-Dyck shifts [M2] , and in the case of one-vertex directed graphs the R-graph shifts are the Dyck shifts [Kr1] . Adding a loop at each vertex p ∈ P with label 1 p , one obtains what can be called the R-graph Motzkin shifts. In the case of directed graphs the R-graph Motzkin shifts are the Markov-Motzkin shifts [KM3, Section 4.1] , and in the case of one-vertex directed graphs the R-graph Motzkin shifts are the Motzkin shifts [I, M2] .
In section 4 we introduce a Property (B) of subshifts that describes a relationship between contexts of admissible words of a subshift. In section 5 we introduce a Property (C) of subshifts, that is stronger than Property (B), that in addition describes a relationship between the past and future contexts and the context of an admissible word of a subshift. One is lead to the formulation of properties (B) and (C) by observing the behavior of the Dyck shifts and by abstracting their essential dynamical properties. By a presentation of a subshift X we mean any subshift X ⊂ Σ Z in the topological conjugacy class of X. In defining properties (B) and (C) we make reference to a presentation of the subshift, and we establish, that all presentations of the subshift have the property in question, provided a given presentation has the property.
In section 6 we consider subshifts, in which every admissible word has a future context, that is compatible with its entire past context. Such subshifts we call right instantaneous. We introduce a Property RI of subshifts, and we prove that this property is a necessary and sufficient condition for the subshift to have a right instantaneous presentation. We consider also subshifts, in which every admissible word has a future context, that is compatible with its entire past context, and also a past context that is compatible with its entire future context. Such subshifts we call bi-instantaneous. We introduce a Property BI of subshifts, and we prove that this property is a necessary and sufficient condition for the subshift to have a bi-instantaneous presentation. Sofic systems have bi-instantaneous presentations.
In Section 7 we introduce a notion of strong instantaneity. For a one-vertex R-graph G R (P, E − , E − ) we show that a subshift with Property (A), and associated semigroup S R (P, E − , E + ), that satisfies a natural condition on its periodic points, has an S R (P, E − , E + )-presentation, if and only if it has Property (C) and Property BI and a strongly bi-instantaneous presentation, if and only if it has Property (C) and Property BI and all of its bi-instantaneous presentations are strongly bi-instantaneous.
In section 8 we construct a subshift with property (A) and with the Dyck inverse monoid D 4 associated semigroup, that does not have property (C), and therefore is not topologically conjugate to a D 4 -presentation.
In section 9, applying methods of Keller [Ke] , we associate to the labelled directed graphs (V, Σ, λ) topological Markov chains and Markov codes, and we derive an expression for the zeta function of X(V, Σ, λ) in terms of the zeta functions of the topological Markov shifts and the generating functions of the Markov codes.
R-graph semigroups
Let S be a semigroup (with zero). We set C − (F ) = {G ∈ S : GF = 0},
We denote by U S the set of idemptents U of S, such that one has for F − ∈ C − (U ) that F − U = F − and for F + ∈ C + (U ) that U F + = F + . We set
and, symmetrically, we set
We define sub-semigroups (with zero) S − and S + of S by setting
We say that an element
The indecomposable elements in S + are defined symmetrically.
Theorem 2.1. The isomorphism of the R-graph semigroups S R (P,
With vertices
and edges e
, the normal forms of the idempotents of S are given by
From this expression it can be seen that
which then means that one can identify P with U S , and then also E − (q, r) with the set of indecomposable elements f of S − , such that 1 q f = 0, f 1 r = 0, and E + (q, r) with the set of indecomposable elements of S + , such that 1 r f = 0, f 1 q = 0. Also, for e − ∈ E − (q, r), e + ∈ E + (q, r), q, r ∈ P, one has (e − , e + ) ∈ R(q, r), if and only if e − e + = 0.
We formulate an assumption (A) on a semigroup S:
We also formulate assumptions (AP 1− 2) and (AQ 1 − 2):
We also have assumptions (AQ 3 − 6) each of which comes in two parts that are symmetric to one another. We only write one part of these assumptions:
(AQ4−) For U, V, W ∈ U S one has that for
(AQ5−) S − has finitely many indecomposable elements.
(AQ6−) S − is generated by its indecomposable elements. We denote for a partitioned directed graph (P, E − , E + ) by P (1) the set of vertices in P that have a single predecessor vertex in E − , or, equivalently, that have a single successor vertex in E + . For p ∈ P (1) the predecessor vertex of p in E − , which is identical to the successor vertex of p in E + , we denote by η(p). For an R-graph
,
We introduce a condition (a) on an R-graph R-graph G R (P, E − , E − ), that consists of two parts ( −) and (a +) that are symmetric to one another:
We also introduce a condition (b) on an R-graph R-graph G R (P, E − , E − ), that consists of two parts (b −) and (b +) that are symmetric to one another:
The following theorem characterizes the R-graph semigroups among the semigroups S such that the projection of S onto [S] is an isomorphism. By Theorem 2.3 of [HK1] this is a necessary condition for the semigroup to be associated to a subshift with Property (A). A necessary and sufficient condition on an R-graph semigroup to to be associated to a subshift with Property (A) is given in Theorem 2.3 of [HK2] . For the proof of the theorem also compare [Kr4, Section 3].
Theorem 2.2. Let the semigroup S be such that the projection of S onto [S] is an isomorphism. Then S is an R-graph semigroup if and only if S satisfies assumptions (AP 1 − 2) and assumptions (AQ 1 − 6).
Proof. We prove sufficiency. By (AP1) and (AQ1), (AQ5) and (AQ6) we can use a partitioned graph with vertex set U S , and edge sets
with the set of indecomposable elements in S − (V, W ) as the set E − (V, W ), and the set of indecomposable elements in
We prove that E + is indecomposable. Assume the contrary, and let U ∈ U S and
be such that
in which case there would exist by (AQ5) an
contradicting the indecomposability of E − , or
contradicting (2.1) and (2.2). The symmetric argument shows also for U, W ∈ U S , and for an
It follows from (AP2) that the directed graph (
By (AQ4) one has
It follows from (AQ2), (AQ5), and (AQ6) that for F ∈ S there exist I(−), I(+) ∈ Z + and
and, setting
It follows from the assumption that the projection of
Applying Conditions (a−) and (a+) repeatedly, and keeping in mind that one has for H ∈ S, U ∈ U S that [H] = [U ] implies that H = U , one finds that the presentation (2.3) of F is in fact unique.
By a similar argument we characterize the R-graph semigroups S R (P,
an isomorphism if and only if the
or, equivalently, if
Proof. For the proof of necessity we note that for a p ∈ P (1) such that
as a consequence of (b) also card (E − (η(p), p)) = 1, and then with
. To proof sufficiency one shows that (a) and (d−) or (d+) imply that elements f of S R (P,
By means of (b) and (d−) or (d+) this can be reduced to the case that
and in this case it follows also from (b−), (b+) and (d−) or (d+) that I + = I − = 0, 1 q = 1 p .
Subshifts with property (A) to which R-graph semigroups are associated
We introduce terminology and notation for subshifts. Given a subshift X ⊂ Σ Z we set
We use similar notation also for blocks,
and also if indices range in semi-infinite intervals. The symbol that denotes a block is also used to denote the word that is carried by the block. We identify the elements of X (−∞,0) with the left-infinite words that they carry, and we identify the elements of X (0,∞) with the right-infinite words that they carry. For the higher block system of a subshift X ⊂ Σ Z we use the notation
Γ − has the time symmetric meaning. We set
ω − has the time symmetric meaning. We recall that, given subshifts X ⊂ Σ Z ,X ⊂Σ Z , and a topological conjugacy ϕ : X →X, there is for some L ∈ Z + a block mapping
We say then that ϕ is given by Φ, and we write
and use similar notation if indices range in semi-infinite intervals.
For a subshift
and
Define A + n (X), n ∈ N, and A + (X) symmetrically and set
Denote the set of periodic points in A(X) by P (A(X)). We write for q, r ∈ P (A(X)), q r, if there exists a point in A(X) that is left asymptotic to the orbit of q and right asymptotic to the orbit of r. The equivalence relation that results from the preorder relation we write ≈ and we denote the order relation that results from ≈ also by . We denote the set of ≈-equivalence classes by P(X). The order structure (P(X), ≈) is invariantly associated to X [Kr2] .
We write a condition (DP0) on a subshift X ⊂ Σ Z , that is invariant under topological conjugacy [Kr2] :
The order structure (P(X), ≈) being invariantly associated to X, the following conditions (DP1) and (DP2) are invariant under topological conjugacy. Condition (DP1) is the translation of Conditon (AP1) and Condition (DP2) is the translation of Conditon (AP2):
We introduce a Condition (DQ1) and a Condition (DQ2). Condition (DQ1) is the translation of Condition (AQ1) and Condition (DQ2) is the translation of Condition (AQ2):
(DQ1) For p ∈ P (A(X)), there exists an H ∈ N, such that, if
(DQ2) Given q, r ∈ P (A(X)), there exists an H ∈ N, such that the following holds: For x ∈ X and K > H, such that
and for M ∈ N, there exist p ∈ P (A(X)), I, J > M, and
Next we introduce a Condition (DQ3) and a Condition (DQ4). Condition (DQ3) comprises two conditions that we name (DQ3−) and (DQ3+), and that are symmetric to one another. Also Condition (DQ4) comprises two conditions that we name (DQ4−) and (DQ4+), and that are symmetric to one another. We write only Condition (DQ3−) and Condition (DQ4−). Condition (DQ3−) is the translation of Condition (AQ3−) and Condition (DQ4−) is the translation of Condition (AQ4−):
(DQ3−) For p ∈ P (A(X)) and
and for M ∈ N there exists a y ∈ A + (X) ∩ Y (X), that is right asymptotic to the orbit of the periodic point to which x is left asymptotic, such that
and such that (
(DQ4−) For q, r ∈ P (A(X)) there exist an H ∈ N such that for K > H and for
there exist z ∈ A − (X) and I, J ∈ N, K < I < J, such that
We call a point y ∈ A + (X) indecomposable, if there is an H ∈ N, such that, with p the point in P (A(X)) to which y is right asymptotic, the following holds for K > H: For I ∈ Z such that x (I,∞) = p (I,∞) , and for
With this notion of an indecomposable point we translate (AQ5-) into a condition (DQ5-), that together with its symmetric counter part (DQ5+) is condition (DQ5):
(DQ5−) For q, r ∈ P (A(X)) there exist H, M ∈ N such that for an indecomposable point x ∈ A + (X) ∩ Y (X) and for I − , I + ∈ Z, I − < I + , such that
there exists an indecomposable pont y ∈ A + (X) ∩ Y (X) and
We have a Ccondition (DQ6) that also consists of two parts (DQ6−) and (DQ6+), that are symmetric to one another:
Condition (DQ6−) appeared in connection with the Cantor horizon of the Dyck shift [KM2] . Inspection shows that (DQ1−) and (DQ2−), and therefore also (DQ1+) and (DQ2+), are invariant under topological conjugacy. Also, a topological comjugacy maps indecomposable points to indecomposable points. As a consequence, (DQ5−), and therefore also (DQ5+), is invariant under topological conjuagacy. We prove that (DQ6−) is invariant under topological conjugacy.
is a coding window for ϕ and ϕ −1 , and let ϕ −1 be given by the block map Φ :
, and let I k ∈ N,
and for k ∈ N such that I k > 2L there exists an i ∈ Z,
and set
Also let M ∈ N. From Condititon (DQ6−) for X it follows that there is an I ∈ N,
By (3.1), (3.2) and (3.3) Condition (DQ6−) is satisfied by X.
We recall from [Kr2] the definition of property (A). For n ∈ N a subshift X ⊂ Σ Z such that A 1 (Y ) = ∅, has property (a, n, H), H ∈ N, if for h, h ≥ 3H and for
one has that a andã have the same context. A subshift X ⊂ Σ Z has Property (A) if there are H n , n ∈ N, such that X has the properties (a, n, H n ), n ∈ N.
We also recall the construction of the associated semigroup. For a property (A) subshift X ⊂ Σ Z we denote by Y X the set of points in X that are left asymptotic to a point in P (A(X)) and also right-asymptotic to a point in P (A(X)). Let y,ỹ ∈ Y X , let y be left asymptotic to q ∈ P (A(X)) and right asymptotic to r ∈ P (A(X)), and letỹ be left asymptotic toq ∈ P (A(X)) and right asymptotic tor ∈ P (A(X)). Given that X has the properties (a, n, H n ), n ∈ N, we say that y andỹ are equivalent, y ≈ỹ, if q ≈q and r ≈r, and if for n ∈ N such that q, r,q,r ∈ X n (Y ) and for I, J,Ĩ,J ∈ Z, I < J,Ĩ <J, such that
one has for h ≥ 3H n and for 
that a andã have the same context. To give [Y X ] ≈ the structure of a semigroup S(X), that is invariantly associated to X, let u, v ∈ Y X , let u be right asymptotic to q ∈ P (A(X)) and let v be left asymptotic to r ∈ P (A(X)). If here q ≻ r ,
where y is any point in Y such that there are n ∈ N, I, J,Î,Ĵ ∈ Z, I < J,Î <Ĵ, such that q, r ∈ A n (X), and such that
and 
Assume the first case. Let U ∈ U S and U m ∈ U S , m ∈ Z + , be given by Proof. Apply Theorem (2.1) and Proposition (3.2), taking into account that (DP1) and (DP2) are the translations of (AP1) and (AP2) and that (DQ3), (DQ4) and (D5) are the translations of (AQ3), (AQ4) and (AQ5).
Property (B)
We say that a subshift X ⊂ Σ Z has property (B) with respect to the parameter M ∈ N if the following holds: For I − , I + , J − , J + ∈ Z such that
and R ∈ N and Proof. If a subshift X ⊂ Σ Z has Property B with respect to some parameter, then its higher block systems also have Property B. To prove the proposition it is therefore enough to consider the situation that one is given subshifts X ⊂ Σ Z , X ⊂ Σ Z and a topological conjugacy ϕ : X → X that is given by a 1-block map Φ : Σ → Σ with ϕ −1 given for some L ∈ Z + by a bock map Φ : L] → Σ, where X has Property (B) with respect to the parameter M , and to prove that the subshift X has also Property (B). We set M = M + 2L, and we prove that X has Property (B) with respect to the parameter M . and let R ∈ N and We have to prove that
We set also
It follows from (4.1) and (4.2) that
One has Lemma 4.2. Let X ⊂ Σ Z , X ⊂ Σ Z , be subshifts, and let ϕ : X → X be a topological conjugacy that is given by a 1-block map Φ : Σ →Σ with ϕ −1 given for some
with respect to the parameter L. Let I − , I + , J − , J + ∈ Z be such that
and let 
Property (C)
We say that a subshift X ⊂ Σ Z has property (c) with respect to the parameter
if the following holds: For n ∈ Z + and I − , I + , J − , J + ∈ Z + ,
and for
and such that
one has that Γ(a) = Γ(b).
We say that a subshift X ⊂ Σ Z has Property (c) if it has Property (c) with respect to some parameter, and we say that a subshift X ⊂ Σ Z has Property (C) if it has Property (B) and Property (c).
Proof. By Proposition 5.3 Property (B) is an invariant of topological conjugacy.
Also, if a subshift X ⊂ Σ Z has Property (c) , then its higher block systems also have Property (c). To prove the proposition it is therefore enough to consider the situation that one is given subshifts X ⊂ Σ Z ,X ⊂Σ Z and a topological conjugacy ϕ : X → X that is given by a 1-block map Φ : Σ →Σ with ϕ −1 given for some L ∈ Z + by a bock mapΦ :X [−L,L] → Σ, where X has Property (B) and has Property (c) with respect to the parameter (P, (Q n ) n∈Z+ ), and to prove that the subshift X ⊂ Σ Z has Property (c). We set
We prove that X has Property (c) with respect to the parameter ( P , ( Q n ) n∈Z+ ). For this, let n ∈ Z + , and I − , I + , J − , J + ∈ Z + , be such that
and let a ∈ X (I−,I−] , b ∈ X (J−,J+] , be such that
We have to prove that
By (5.1) we can choose
We set 
Instantaneous presentations
We say that a subshift X ⊂ Σ Z is 1-right instantaneous if ω
1-left instantaneity is defined time symmetrically. The notion of 1-left instantaneity was considered by Matsumoto in [M1, Section 4] . We say that a subshift is 1-bi-instantaneous, if it is 1-left and1-right instantaneous. We give an example of a topologically transitive sofic system that is 1-left instantaneous but not right instantaneous. This example is a variation of an example tof Carlsen and Matsumoto in [CM] . Let Σ = {0, 1, α, β} and exclude from Σ Z the points that contain one of the following words: 10, 11, α0 n 1β, β0 n 1α, n ∈ N. In this way one obtains a left instantaneous sofic system in which the words of the form 0 n 1, n ∈ N, do not have a future that is compatible with their entire past. By a product construction one can obtain examples of this type of topologically transitive sofic systems that are neither left nor right instantaneous.
Theorem 6.1. A sofic system has a bi-instantaneous presentation.
Proof. For the construction of a 1-bi-instantaneous presentation of a sofic system
and denote for an admissible word a of X by V(a) the set of V ∈ V that contain a sequence that starts with a. A word a ∈ L(X) determines a partial mapping τ a of V into itself, that has V(a) as its domain of definition, and that is given by
For x ∈ X there are J, K ∈ Z + such that
For a point x ∈ X we can therefore define an I + (x) ∈ N as is the smallest I ∈ N, such that there is an i ∈ (1, I] such that
and an i + (x) ∈ (1, I + (x)] the uniqely determined i ∈ (1, I + (x)] such that (6.1) holds. One has
To see this, note that
would imply that
which is impossible by the definition of I + . Denote by z + the point in X (I + (x),∞) that carries the right infinite concatenation of the word x x (i + , I + ] . It follows from
With I − and z − definened time symmetrically one has that
and with M denoting a bound for { |I − (x)|, I
+ : x ∈ X} we can by (6.2) and (6.4) define an embedding ξ of
We prove that Y is a 1-bi-instantaneous presentation of X. For this let
and let x ∈ X be such that Ξ(x) = (a(−), σ, a(+)).
, σ, a(+)), which confirms the right instantaneity of Y . The proof that Y is left instantaneous is time symmetric and uses (6.5).
We give an example of a semi-synchronizing (see [Kr2] [Kr5]) right-instantaneous non-sofic system that is not left instantaneous, but has a left instantaneous presentation. For this, take as alphabet the set
and view Σ as a generating set of D 3 with relations
The Motzkin shift M (in this caseM 3 ) is defined as the subshift in Σ Z contains all x ∈ Σ Z such that
Intersect M 3 with the subshift of finite type that is obtained by excluding from Σ Z all points that contain one of the words γ λ γ λ , α λ α λ γ λ , β λ β λ γ λ to obtain a subshift X. There is a topological conjugacy of X onto a subshiftX that is given by a 3-block mapping Φ,
Whereas the subshift X is bi-instantaneous, the subshiftsX [0,n) , n ∈ N, are rightinstantaneous but not left-instantaneous: The words γ λ γ λ 1 n , n ∈ N, do not have a past that is compatible with their entire future context.
For a subshift X ⊂ Σ Z , for L ∈ Z + , and for mappings
we formulate a condition (RIa) : L] , the words a
If a mapping Ψ
, and it is meaningful to impose on Ψ (+) a further condition
We say that a mapping
] that satisfies (RIa) and also satisfies (RIb) is an RI-mapping, and we say that a subshift X ⊂ Σ Z , that has a higher block system with an RI-mapping, has Property RI. The following theorem implies that Property RI is an invariant of topological conjugacy.
Theorem 6.2. A subshift X ⊂ Σ Z has a right instantaneous presentation if and only if it has Property RI.
Proof. Consider the situation that there is given a 1-right instantaneous subshift X ⊂Σ Z and a topological conjugacy ϕ ofX onto a subshift X ⊂ Σ Z that is given by a one-block map Φ :Σ → Σ with ϕ −1 given for some L ∈ N by a block map
We choose a mappingΨ (+) that selects for everyσ ∈Σ an element ofX [1,L+1] 
and we show that Ψ (+) is an RI-mapping for X. To see that L] and let x − ∈ Γ − (a). Then one has for
and that (6.6) and therefore
and condition (RIa) is shown. (6.6) also implies that Ψ (+) satisfies (RIb). Conversely, let X ⊂ Σ Z be a subshift with an IR-mapping L] .
By Φ (+) there is given an embedding
We prove that ϕ (+) (X) is a right instantaneous presentation of X. For (a, c) ∈ L] , and by condition RIa also Γ − ∞ (a, c) = (6.7)
Also it follows from condition RIa for (a, c) L] ) and for
and therefore by (6.7)
Theorem 6.2 suggests an alternate proof of Proposition 6.1. For a subshift X ⊂ Σ Z , for L ∈ Z + , and for mappings
we have time symmetric to the condition (RIa) the condition
and setting for a mapping
one has that the a L,L+n] , and one can formulate the condition that is time symmetric to condition (RIb):
is an LI-mapping if it satisfies condition (LIa) and also condition (LIb). We say that a pair (Ψ − , Ψ + ) that consists of an LI-mapping Ψ − and a LR-mapping Ψ + is a pair of BI-mappings if also the condition
is satisfied. We say that a subshift X ⊂ Σ Z has property BI if it has a higher block system with a a pair of BI-mappings. The following theorem implies that Property BI is an invariant of topological conjugacy. The proof of this theorem is a twofold repeat (one for each time direction) of the preceeding one, that uses the components of the pair of BI-mappings simultaneously. Proof. Consider a 1-bi-instantaneous subshiftX ⊂Σ Z and a topological conjugacy ϕ ofX onto a subshift X ⊂ Σ Z that is given by a one-block map Φ :Σ → Σ with ϕ −1 given for some L ∈ N by a block map
Choose simultaneously mappingsΨ − andΨ + whereΨ − selects for everyσ ∈Σ an element ofX [−L−1,0) ∩ ω − (σ), and whereΨ + selects for everyσ ∈Σ an element of X [1,L+1] ∩ ω + (σ), and set
) is a a pair of BI-mappings for X. Conversely, let X ⊂ Σ Z be a subshift with a pair of BI-mappings (Ψ − , Ψ + ), and define a block map L] .
By Φ there is given an embedding
We show that ϕ(X) [−L,0] is a right instantaneous presentation of X. By conditions RIa, RIa, LIa, and BI,
Also it follows from conditions RIa and BI for (c L,0] and for x − ∈ X (−∞,L+1] such that
and therefore by (6.8)
The coded system (see [BH] ) with code
is an example of a synchronizing system that has neither a left instantaneous presentation nor a right instantaneous presentation. We give an example of a semisynchronizing (see [Kr3] ) non-synchronizing subshift that has neither a left instantaneous presentation nor a right instantaneous presentation. For this, take as alphabet the set Σ = {1, α λ , α ρ , β λ , β ρ }, and view Σ as a generating set of D 2 with relations
We let X be the subshift in Σ Z that contains all x ∈ M 2 that are also label sequences of bi-infinite paths on the directed graph that has vertices v, v(+), v(−), four loops at v, one with labels α λ , α ρ , β λ , β ρ , a loop at v(−) with label β λ , a loop at v(+) with label β ρ , an edge from v to v(−) with label α λ , an edge from v(−) to v(+) with label 1, and an edge from v(+) to v with label α ρ . Adding a loop at vertex v(+) that carries the label 1 one obtains a semi-synchronizing non-synchronizing right instantaneous subshift that does not have a left instantaneous presentation.
Presenting a class of subshifts
For a subshift X ⊂ Σ Z denote by D(X) the set of periodic points p of X, that have a period M such that
(Compare a lemma of Costa and Steinberg [CS, Lemma 3.3 
Proof. Let n ∈ N be such that there is a topological conjugacy
Let ϕ −1 be given with some L ∈ Z + by a block map
For Q > 2L and
Further, for the p ∈ P ( X), that is given by q = p n , one has
We have shown that
We say that a subshift X ⊂ Σ Z is strongly bi-instantaneous, if there exists an n ∈ N, such that for any word a ∈ L of length at least n, there is a word c ∈ Γ + (a) ∩ Γ − (a) such that ca ∈ ω + (a) and ac ∈ ω − (a).
Lemma 7.3. Let the one-vertex
Z be a topologically transitive bi-instantaneous subshift and let there be given a topological conjugacy ϕ : X → X(V, Σ, λ).
Then X is strongly bi-instantaneous.
Proof. For the proof, replacing, if necessary, X by one of its higher block systems, we can assume that ϕ is given by a 1-block map Φ : Σ → Σ, with ϕ −1 given with some L ∈ Z + by a block map Φ : X [−L,L] → Σ. By Theorem 5.1 X has Property (c) with respect to some parameter (P, (Q n ) n∈Z+ ), and by Proposition 7.1 and since the one-vertex R-graph G R ({p}, E − , E + ) is assumed to satisfy Condition (a),
We prove that X is strongly bi-instantaneous. For this let I ≥ n, and let a ∈ X [1,I] , a = Φ( a). (7.6) and set
be given by
We write
Assigning the label 1 p to the empty path in (V, Σ, λ), we set
We prove that
For a proof by contradiction assume that
be given by λ(ab
and choose an index k
As a consequence of (7.8) we have that
and choose a path c − in the directed graph (V, Σ, λ) such that
and a path c + such that
an also a path c such that
As a result of these choices we have (7.10) and (7.11) and one also notes that, since the one-vertex R-graph G R ({p}, E − , E + ) is assumed to satisfy Condition (a), and because of (7.9),
and it follows that the periodic orbit of X(V, Σ, λ) that is given by the cycle ab + c + cc − is not in A(X(V, Σ, λ)). In particular we note for the point p in this orbit that is given by
We define a word c ∈ L( X), by
Since it is assumed that I > 2L, we can derive from (7.6) and (7.10), that c a ∈ ω + ( a), (7.13) and, denoting by a ′ the word that is obtained from the word a by removing its prefix of length L, we can derive from (7.5) and (7.11), that (7.14) Comparing the word a with the word a c a we find that these words have identical prefixes of length L, and also identical suffixes of length L, and we also find that
It follows from (7.9) and (7.10) that
Since it is assumed that I ≥ P + Q L , we have by Property (c) of X and from (7.13)(7.14) and (7.15)(7.16) that Γ( a c a) = Γ( a), and then also Γ( a c a) = Γ( a c).
and find from (7.17) that
From Proposition 7.1 we see that (7.18) and (7.19) yield a contradiction to (7.8), and (7.7) is proved. Symmetrically,
We are left with two cases (a) and (b):
and also a path c + such that
As a result of these choices we have that
It follows from (7.20) that
We choose indices
and set c = (σ i ) i(−)<i≤i(+) . As a result of these choices we have that
It follows from (7.21) that
We have shown that X is strongly bi-instantaneous.
Theorem 7.4. Let G R ({p}, E − , E + ) be a one vertex R-graph that satisfies Condition (a). The following are equivalent for a subshift with Property (A) to which there is associated the R-graph semigroup S R ({p}, E − , E + ): (a) X has properties (C) and BI,
and X has a strongly bi-instantaneous presentation.
(b) X has properties (C) and BI,
and all bi-instantaneous presentations of X are strongly bi-instantaneous.
(c) X is topologically conjugate to an S R ({p},
Proof. Apply Proposition 7.1 and Lemma 7.2.
We note that according to Theorem 2.3 of [HK2] , the hypothesis of Theorem 7.4, that the one vertex R-graph G R ({p}, E − , E + ) satisfies Condition (a), is actually superfluous.
An example
and also
We construct a bi-instantaneous subshift with Property (A), and with associated semigroup the Dyck inverse monoid D 4 , that does not have Property (C). We obtain this subshift by excluding words from the full shift with alphabet Ξ × {−1, 1}. The full shift Ξ Z is generated by the code C that is given by
We denote by X the subshift that is obtained by excluding from the full shift Ξ Z the words in
We denote by D the code that contains the words in the alphabet Ξ×{−1, 1}, whose Ξ-component is in C, and for δ ∈ {−1, 1} we denote by D − (δ) (D + (δ)) the set of words in D whose other component ends (begins) with δ. Furthermore denote for δ, δ
) the set of words in the alphabet Ξ × {−1, 1} that are obtained by extending a word in
, at its left (right) hand side. Finally denote by Y the subshift that is obtained by removing from the subshift X × {−1, 1} Z the words in Proof. By construction 
I+<i≤Q ′ H(y
and also δ
With these notations we can write
For the proof that Y has Property (A), let n > 2, and note that for I − , I + ∈ Z, I − < I + + n + 1, one has that A n (Y ) [I−,I+] ⊂ B[I − , I + ], and that [I−,I+] .
From the expression (8.2) one can then see, that the context of b is determined by its prefix of length n together with its suffix of length n. This means that Y has Property a(n, n).
as a generating set of D 4 with the relations 
the points in the orbits that that are given by a bi-infinite word
and where z(−)(z(+)) carries a left(right) infinite concatenation of a word in
and note that By modifying the construction of Theorem 8.1 one can obtain a bi-instantaneous subshift with Property (A) to which there is associated the graph inverse semigroups of a given finite directed graphs that has vertices q and r such that there are at least four edges that go from q to r, and that does not have Property (C). .
Markov codes and zeta functions
Denoting by Π n (X) the number of points of period n of a shift-invariant set X ⊂ Σ Z , the zeta function of X is given by ζ X (z) = e n∈N Πn(X)z n n .
We also recall from [Ke] the notion of a circular Markov code to the extent that is needed here. We let a Markov code be given by a code C of words in the symbols of a finite alphabet Σ together with a finite set V and mappings t : C → V, s : C → V . To a Markov code (CC, t, s) there is associated the shift invariant set X (C,t,s) ⊂ Σ Z of points x ∈ Σ Z such that there are indices I k , k ∈ Z,
such that
x [I k ,I k+1 ) ∈ C, k ∈ Z, (9.1) and r(x [I k−1 ,I k ) ) = s(x [I k ,I k+1 ) ), k ∈ Z. (9.2) (C, t, s) is said to be a circular Markov code if for every periodic point x in X (C,r,s) the indices I k , k ∈ Z, such that (9.1) and (9.2) hold, are uniquely determined by x. Given a circular Markov code (C, s, r) denote by C(u, w) the set of words c ∈ C such that s(c) = u, t(c) = w,u, w ∈ V. We set g C(u,v) = 0≤n<∞ card{c ∈ C : s(c) = u, t(c) = v, ℓ(c) = n}, and we introduce the matrix H (C) (z) = (g C(u,v) (z)) u,v∈V .
For a circular Markov code (C, t, s), one has [Ke] ζ X (C,t,s) (z) = det(I − H (C) (z)) −1 . (9.3) Given an R-graph G R (P, E − , E + ). we associate to an S R (P, E − , E + )-presentation X(V, Σ, λ) the state spaces Σ − = {σ ∈ Σ : λ(σ) ∈ S − ∪ {1 p : p ∈ P}}, and Σ + = {σ ∈ Σ : λ(σ) ∈ {1 p : p ∈ P} ∪ S + }, together with the 0 -1 transition matrices (A − (ρ, τ )) ρ,τ ∈Σ − and (A + (ρ, τ )) ρ,τ ∈Σ + , where for ρ, τ in Σ − (Σ + ) we set A − (ρ, τ ))(A + (ρ, τ )) equal to 1 if and only if r(ρ) = s(τ ). We denote the (possibly empty) topological Markov shift with state space Σ − (Σ + ) and transition matrix A − (A + ) by X(Σ − , A − )(X(Σ + , A + )). Also we associate to the finite directed labeled graph (V, Σ, λ) the circular Markov code (C 0 (V, Σ, λ), r, s), where C 0 (V, Σ, λ) ist the set of words (σ i ) 1≤i≤I ∈ L(X(V, Σ, λ)), I > 1, such that λ((σ i ) 1≤i≤I ) ∈ {1 p : p ∈ P}, λ((σ i ) 1≤j≤J ) / ∈ {1 p : p ∈ P}, 1 < J < I, det(1 − A − z) det(1 − H C − (V,Σ,λ)) )(z)) det (1 − H C + (V,Σ,λ)) (z))) det(1 − A + z) .
Proof. Apply the formula for the zeta function of a topological Markov shift ( [LM] ), and note that det(1 − A − z) = 1(det(1 − A + z) = 1) if X(Σ − , A − )( X(Σ + , A + )) is empty. Apply formula (9.3) and collect the contributions to the zeta function of X(V, Σ, λ).
Following [Ke] , special cases of Theorem 7.1 appeared in [I] , [KM2] and [IK] . We denote for an S R (P, E − , E + )-presentation X(V, Σ, λ), and for p ∈ P by P p (X(V, Σ, λ)) the set of periodic points of X(V, Σ, λ) that carry for some V ∈ V a bi-infinite concatenation of a path b from V to V such that λ(b) = 1 p . Proposition 9.2. Let G R (P, E − , E + ), be an R-graph that satisfies Condition (a).
Let X(V, Σ, λ) and X( V,Σ, λ) be topologically conjugate S R (P, E − , E + )-presentations. Then p∈P (ξ − ζ Pp(X(V,Σ,λ)) (z)) = p∈P (ξ − ζ Pp(X(Ṽ,Σ,λ)) (z)).
Proof. The hypothesis on the R-graph G R (P, E − , E + ) implies that P (A(X(V, Σ, λ))) = p∈P P p (X(V, Σ, λ)), and, moreover, that this is in fact the partition of P (A(X(V, Σ, λ))) into its ≈-equivalence classes, which is invariant under topological conjugacy.
In the case of graph inverse semigroups of finite directed graphs, in which every vertex has at least two incoming edges, the set P (A(X(V, Σ, λ))) appeared in [HI, HIK] as the set of neutral periodic points. For the case of a Markov-Dyck shift X the coefficient sequence of the Taylor expansion of the coefficient of ξ 
