In this paper, we present Discriminant Correlation Analysis (DCA), a feature level fusion technique that incorporates the class associations in correlation analysis of the feature sets. DCA performs an effective feature fusion by maximizing the pair-wise correlations across the two feature sets, and at the same time, eliminating the between-class correlations and restricting the correlations to be within classes. Our proposed method can be used in pattern recognition applications for fusing features extracted from multiple modalities or combining different feature vectors extracted from a single modality. It is noteworthy that DCA is the first technique that considers class structure in feature fusion. Moreover, it has a very low computational complexity and it can be employed in realtime applications. Multiple sets of experiments performed on various biometric databases show the effectiveness of our proposed method, which outperforms other state-of-the-art approaches.
INTRODUCTION
Fusion of information can occur at different levels of a recognition system, i.e., at the feature level, matching-score level, or decision level. However, feature level fusion is believed to be more effective owing to the fact that a feature set contains richer information about the input biometric data than the matching score or the output decision of a classifier [1] .
Three well-known and typical feature fusion methods are: serial feature fusion [2] , parallel feature fusion [3] , and feature fusion based on Canonical Correlation Analysis (CCA) [4] . Serial feature fusion works by simply concatenating two sets of feature vectors into a single feature vector. If the first source feature vector, x, is p-dimensional and the second source feature vector, y, is q-dimensional, the fused feature vector, z, will be (p + q)-dimensional. Parallel feature fusion, on the other hand, combines the two source feature vectors into a complex vector z=x+iy (i being an imaginary unit). Note that if the dimensions of the two input vectors are not equal, the one with the lower dimension is padded with zeros. CCA-based feature fusion uses the correlation between two sets of features to find two sets of transformations such that the transformed features have maximum correlation across the two feature sets, while being uncorrelated within each feature set. Recently, CCA-based methods have become popular and other related and improved methods have also been proposed [5] [6] [7] [8] .
In this paper, we propose a feature fusion method that considers the class associations in feature sets. Our method, called Discriminant Correlation Analysis (DCA), eliminates the between-class correlations and restricts the correlations to be within classes. DCA provides the characteristics of the CCA-based methods in maximizing the correlation of corresponding features across the two feature sets and in addition decorrelates features that belong to different classes within each feature set. Moreover, our method is computationally efficient and it does not have the small sample size (SSS) problem faced by the CCA-based algorithms. Although our method is general and can be used for any recognition system, in our experiments we focus on multimodal biometrics. This paper is organized as follows: Section 2 describes the CCA-based feature level fusion method and its properties. Section 3 presents our proposed discriminant correlation analysis. The implementation details and experimental results are presented in Section 4. Finally, Section 5 concludes the paper.
FEATURE-LEVEL FUSION USING CANONICAL CORRELATION ANALYSIS
Suppose that X ∈ R p×n and Y ∈ R q×n denote two matrices, each contains n training feature vectors from two different modalities. Let S xx ∈ R p×p and S yy ∈ R q×q denote the withinsets covariance matrices of X and Y and S xy ∈ R p×q denote the between-set covariance matrix (note that S yx = S T xy ). CCA aims to find the linear combinations, X * = W T x X and Y * = W T y Y , that maximize the pair-wise correlations across the two feature sets. The transformation matrices, W x and W y , are found by solving the eigenvalue equations [9] : As defined in [4] , feature-level fusion is performed either by concatenation or summation of the transformed feature vectors:
or
where Z 1 and Z 2 are called the Canonical Correlation Discriminant Features (CCDFs).
FEATURE-LEVEL FUSION USING DISCRIMINANT CORRELATION ANALYSIS
The feature fusion method described above has two disputable issues. The first issue is encountered in case of a small sample size problem. In many real world applications, the number of samples is usually less than the number of features (n < p or n < q). This makes the covariance matrices S xx and S yy singular and non-invertible. A solution to overcome this issue is to consider a two stage PCA + CCA approach [6] .
The second issue is that CCA-based approaches neglect the class structure among samples. CCA decorrelates the features, but in pattern recognition problems, we are also interested in separating the classes. The dimensionality reduction approaches based on Linear Discriminant Analysis (LDA) [10] consider this matter by finding projections that best separate the classes. However, a two stage LDA + CCA will not be an effective solution due to the fact that the transformation applied by the second stage, i.e., CCA, will not preserve the properties achieved by the first stage, i.e., LDA. Therefore, we need transformations to not only maximize the pair-wise correlations across the two feature sets, but also to simultaneously separate the classes within each feature set. In this section, we present a solution to achieve this goal. Our proposed approach, called Discriminant Correlation Analysis (DCA), is described below.
Let's assume that the samples in the data matrix are collected from c separate classes. Accordingly, the n columns of the data matrix are divided into c separate groups, n i columns comprising the i th class (n = ∑ c i=1 n i ). Let x i j ∈ X denote the feature vector corresponding to the j th sample in the i th class. x i andx denote the means of the x i j vectors in the i th class and in the whole feature set, respectively. That is,
The between-class scatter matrix is defined as
where 
where P is the matrix of orthogonal eigenvectors andΛ is the diagonal matrix of real and non-negative eigenvalues sorted in decreasing order. Let Q (c×r) consist of the first r eigenvectors, which correspond to the r largest non-zero eigenvalues, from matrix P. We have:
The r most significant eigenvectors of S bx can be obtained with the mapping: Q → Φ bx Q [11] :
W bx = Φ bx QΛ −1/2 is the transformation that unitizes S bx and reduces the dimensionality of the data matrix, X, from p to r. That is:
X is the projection of X in a space, where the betweenclass scatter matrix is I and the classes are separated. Note that there are at most c − 1 nonzero generalized eigenvalues; therefore, an upper bound on r is c − 1 [12] . Other upper bounds for r are the ranks of the data matrices, i.e., r ≤ min (c − 1, rank (X) , rank (Y )). Similar to the above approach we solve for the second feature set, Y , and find a transformation matrix W by , which unitizes the between-class scatter matrix for the second modality, S by and reduces the dimensionality of Y from q to r:
The updated Φ bx and Φ by are non-square r × c orthonormal matrices. Although S bx = S by = I, the matrices Φ bx T Φ bx and Φ by T Φ by are strict diagonally dominant matrices, where the diagonal elements are close to one and the non-diagonal elements are close to zero. This makes the centroids of the classes have minimal correlation with each other, and thus, the classes are separated. Now that we have transformed X and Y to X and Y , where the between-class scatter matrices are unitized, we need to make the features in one set have nonzero correlation only with their corresponding features in the other set. To achieve this, we need to diagonalize the between-set covariance matrix of the transformed feature sets, S xy = X Y T . We use singular value decomposition (SVD) to diagonalize S xy :
Note that X and Y are of rank r and S xy (r×r) is nondegenerate. Therefore, Σ is a diagonal matrix whose diagonal elements are non-zero. Let W cx = UΣ −1/2 and W cy = V Σ −1/2 , we have:
which unitizes the between-set covariance matrix, S xy . Now, we transform the feature sets as follows:
where W x = W T cx W T bx and W y = W T cy W T by are the final transformation matrices for X and Y , respectively.
It can be easily shown that the between-class scatter matrices of the transformed feature sets are still diagonal; hence, the classes are separated. The between-class scatter matrix for X * is calculated as:
From Eq. (9), W T bx S bx W bx = I and since U is an orthogonal matrix, we have:
Similarly, we can show that S * by = Σ −1 , which is diagonal. Similar to the CCA method, feature level fusion can be performed either by concatenation or summation of the transformed feature vectors, as shown in Eqs. (2) and (3). In our experiments, we use the summation method, shown in Eq. (3), for both CCA and DCA approaches. In case of having more than two sets of features, we follow a cascade approach and apply DCA on two sets of features at a time.
EXPERIMENTS AND ANALYSIS
In this paper, we present two sets of experiments to demonstrate the performance of our proposed technique in combining feature vectors extracted from different biometric modalities. Section 4.1 presents experiments on the fusion of fingerprint and iris modalities from Multimodal Biometric Dataset Collection, BIOMDATA [13] ; and Section 4.2 presents experiments on fusing information from weak biometric modalities, i.e., periocular, mouth, and nose regions, extracted from face images in AR face database [14] .
Multimodal Fusion: : BIOMDATA Multimodal Biometric Dataset
In this set of experiments, we use the multimodal biometric dataset (BIOMDATA) collected in West Virginia University [13] . This dataset is challenging, as many of the samples suffer from various artifacts such as blur, shadows, and sensor noise, as shown in Fig. 1 . Following the experimental setting in [15] , we chose iris and fingerprint modalities for our experiments. All the evaluations are performed on a subset of 219 subjects that have samples in both modalities. In total, there are two iris and four fingerprint modalities.
We segmented the iris images using the method proposed in [16] . Iris regions are then normalized and 25×240 bit-wise iris templates are generated by extracting log-Gabor features using the publicly available source code of Masek and Kovesi [17] . On the other hand, we enhanced the fingerprint images using the filtering methods described in [18] . Then, the core points of the fingerprints are detected [19] and Gabor features in eight orientations are extracted around the core points [20] [21] [22] .
Four samples randomly chosen from each modality are used for training and the remaining samples are used for testing. The recognition results are averaged over five runs. Table  1 shows the rank-1 recognition rate for the individual iris and fingerprint modalities, and Table 2 shows the multimodal fusion results. We compare the proposed feature level fusion technique with the serial feature fusion, the parallel feature fusion, the CCA-based feature fusion, and the most recently published Joint Sparse Representation Classification (JSRC) [15] method. In order to prevent the SSS problem in the CCAbased approach, dimensionality reductions based on Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) are applied [6, 11] . PCA and LDA are also used for dimensionality reduction of the results of the serial and parallel methods. Except for the JSRC method, which is restricted to work with a sparse representation classifier, all other experiments in this paper use a simple KNN classifier with K = 1 for classification. Note that in case of more than two modalities (four fingerprints or all six modalities) parallel feature fusion method cannot be applied and Multiset-CCA [5] is used. Table 2 shows that the proposed DCA technique outperforms the other fusion methods.
Multimodal Fusion: AR Face Database
In this set of experiments, we show the applicability of the proposed DCA algorithm in fusing information from weak biometric modalities extracted from face images. These modalities include left and right periocular, mouth, and nose regions, as shown in Fig. 2 . It was shown that the periocular regions, nose and mouth can be considered as useful biometrics [23, 24] ; however, they are not as discriminative as the whole face [15] . We evaluated our algorithms on a set of 100 subjects from AR face database [14, 25] . The AR face database consists of frontal face images with varying facial expressions and illumination. The face images are captured in two sessions. Similar to the setup in [15] , seven images of each subject from the first session are used for training and seven images from the second session are used for testing. Gabor features in five scales and eight orientations are extracted from all modalities. Table 3 shows the rank-1 recognition rates for the individual modalities. The major challenge here is to be able to fuse weak modalities with a strong modality based on the whole face without deteriorating the accuracy of the strong modality [26] . Table 4 shows the recognition rates for different feature fusion methods using combinations of different modalities. It is obvious that the proposed method has a higher Moreover, the results show that adding more modalities increases the accuracy of the multimodal system over the performance of all the individual modalities.
CONCLUSIONS
In this paper, we presented a feature fusion technique based on correlation analysis of the feature sets. Our proposed method, called Discriminant Correlation Analysis, contemplates the class associations of the samples in its analysis. It aims to find transformations that maximize the pair-wise correlations across the two feature sets and at the same time separate the classes within each set. These characteristics make DCA an effective feature fusion tool for pattern recognition applications. Experimental results demonstrated the efficacy of our proposed approach in fusion of multimodal feature sets or different feature sets extracted from a single modality. In addition, the DCA method is computationally efficient and can be employed in real-time applications.
