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In this thesis we study the properties of the Schro¨dinger operator L = −∆ + q on a
Harnack-type Dirichlet space for q belonging to Kato class K or Kato-infinity class
K∞. To be specific, it consists of three parts as follows:
The first part is a generalization of [27]. For any Harnack-type Dirichlet space we
give conditions under which there exists a positive Dirichlet solution (the profile)
in an unbounded uniform domain for the operator L. In this setting, we further
give the two-sided heat kernel estimate using the famous h-transform technique.
The idea of second part comes from [64]. In the exterior of a compact set in a non-
parabolic Harnack-type space, we can prove some equivalent statements connect-
ing subcrilicality, positiveness of the Green function, gaugeability and the bound-
edness of the Dirichlet-type solution provided the potential q ∈ K∞. Particularly,
we can apply the boundedness result of the profile to the first part and conclude
a more precise heat kernel estimate.
In the third part we provide some typical examples and explore some properties
when the potential decays faster than the quadratic one. Some other examples
are given in the domain outside an unbounded domain and we propose some
hypothesis as an supplement to the second part.
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CHAPTER 1
INTRODUCTION
The main focus of this manuscript is to prove Dirichlet-type two-sided global heat
kernel estimates for the Schro¨dinger operator L = −∆ + q for a class of ”good”
potentials q. Here Dirichlet-type means the local weak solution (which we usually
call the profile) of L vanishes along the boundary in some sense. Basically we have
two goals: one is to find a suitable potential class such that good properties holds
for L, the other one is to find a good domain where a precise two-sided global heat
kernel estimate holds.
The Kato class K and Kato-infinity class K∞ introduced by Kato in [32] have
proven to be an ideal potential class for us. In the Euclidean spaces Rn(n ≥ 3), q
belongs to K if and only if
lim
r→0+
[
sup
x∈Rn
∫
|y−x|≤r
|q(y)|
|y − x|n−2dy
]
= 0.
We say q ∈ Kloc if 1Uq ∈ K for any compact set U.
In addition, q belongs to K∞ if and only if q ∈ Kloc and
lim
A→∞
[
sup
x∈Rn
∫
|y|≥A
|q(y)|
|y − x|n−2dy
]
= 0.
Previous related works mainly focuse on two aspects: the properties of L (like sub-
criticality and gaugeability) in the whose space Rn, see [40, 41, 59, 60, 63, 64], and
the case of bounded Lipschitz domains in Rn with Dirichlet boundary conditions,
see [11, 13, 67]. There seem to be no studies on unbounded domains with Dirichlet
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boundary condition for the Kato-type potential. Maybe the most important and
simplest setting of such type is on the domain outside the unit ball U = Rn \ B(0, 1)
with the potential q(x) = β|x|α (α > 2). We shall prove that there exists a β0 < 0 such
that whenever β > β0 and x, y are away from the boundary, the Dirichlet-type heat
kernel pq(t, x, y) induced by L satisfies the following estimate:
c1
tn/2
exp
(
− ρ(x, y)
2
c2t
)
≤ pDq,U(t, x, y) ≤
c3
tn/2
exp
(
− ρ(x, y)
2
c4t
)
. (1.1)
This is exactly the same estimate as induced by −∆ (See [23]). It tells us the effect
of such potential can be ignored when x and y are away from the boundary.
The main technique we use here is Doob’s h−transform. See, e.g., Chapter
5 in [11] for an introduction. The most exciting thing about the h−transform is
that even if it is very simple and even if it has been used by so many authors in
so many different contexts, this technique still yields new interesting results. By
using the h-transform technique, we can actually conclude similar results in the
whole space (although this is not our key point). These results are new even for
problems posed in Euclidean space, as treated in [59, 60].
For the second goal, we intend to extend the Euclidean space setting to some
abstract metric spaces where good properties still hold. Thanks to the work of
A. Grigor’yan, L. Saloff-Coste and S. T. Sturm, we know that any local regu-
lar Dirichlet space whose intrinsic distance yields a complete metric structure,
and where the volume doubling condition and Poincare´ inequality are satisfied is
such a good space. Some important examples are Riemannian manifolds with
non-negative Ricci curvature and nilpotent Lie groups equipped with a sub-
2
Riemannian invariant structure. In this good setting, we have the following global
heat kernel estimate for p(t, x, y) (which is induced by Laplacian) in the whole
space:
c1
V(x,
√
t)
exp
(
− ρ(x, y)
2
c2t
)
≤ p(t, x, y) ≤ c3
V(x,
√
t)
exp
(
− ρ(x, y)
2
c4t
)
. (1.2)
The only difference between this formula and (1.1) is that we replace tn/2 with
the volume in the abstract space. The problem remains the same as in Euclidean
space: for which potential q does the heat kernel pq(t, x, y) admit the same form of
estimate as in (1.2)? There are some insightful results in the whole-space sense: A.
Grigor’yan proved in [19] that for any positive Green-bounded potential, such an
estimate holds. As a reminder, a potential q is Green-bounded if either q ≡ 0 or
the Green function G(x, y) is finite and
sup
x∈X
∫
X
G(x, y)|q(y)|dy < ∞.
Almost at the same time, M. Takeda discussed the relationship between gauge-
ability and the estimate (1.2) for some broader potentials in [55].
Our focus here is the Dirichlet-type heat kernel estimate for pDq,U(t, x, y) in some
good domainU. The classical study of the Schro¨dinger operator (or even the study
of the Laplacian before the work in [27]) with Kato-type potentials and Dirichlet
boundary condition has often been restricted to bounded Lipschitz domains in Rn.
We can not generalize Lipschitz domain in Rn to such abstract spaces. Fortunately,
the case of a uniform domain proves to be a good generalization: It includes a
much broader class of domains than that of Lipschitz domains. This is inspired by
the work of P. Gyrya and L. Saloff-Coste in [27], where they studied the Neumann
3
and Dirichlet heat kernel estimates for −∆ in uniform domains.
To make everything work in such a metric space, we need to redefine the Kato
class using heat kernel or Green function and some other related notions as in [34,
55]. Then we can prove that for any local regular Harnack-type Dirichlet space, the
same conclusion holds as in (1.2) in some unbounded uniform domain (outside
a compact set) if similar criteria are satisfied. This will be the main content of
Chapter 4 and Chapter 5.
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CHAPTER 2
DIRICHLET SPACES
This chapter provides some background including Dirichlet forms, Harnack-type
spaces and weak solutions with different boundary conditions. Dirichlet forms
provide our main setting, which is a generalization of a variety of settings such as
Riemannian manifolds. More details about Dirichlet forms can be found in [17, 8].
Among those Dirichlet spaces, the Harnack-type ones are of most interest to us
because they satisfy many good properties. The Schro¨dinger operator will also be
introduced in this chapter. It is the main object to be studied in this manuscript.
2.1 Dirichlet forms
Let H be a real Hilbert space with inner product ( , ). A non-negative definite sym-
metric bilinear form densely defined on H is called a symmetric form on H. Namely,
E is called a symmetric form on H if the following conditions hold :
(1). E is defined onD(E )×D(E ) with values in R1, whereD(E ) is a dense linear
subspace of H,
(2). E (u, v) = E (v, u), E (u + v,w) = E (u,w) + E (v,w),
aE (u, v) = E (au, v), E (u, u) ≥ 0, u, v,w ∈ D(E ), a ∈ R1.
Throughout the rest of this manuscript we assume H = L2(X, µ) where X is a lo-
cally compact separable metric space and µ is a positive Radon measure on X such
that Supp[µ] = X.
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A Markovian symmetric form has the property that if u ∈ D(E ) and v is a contrac-
tion of u, namely, for all x, y ∈ X
|v(x) − v(y)| ≤ |u(x) − u(y)| and |v(x)| ≤ |u(x)|,
then v ∈ D(E ) and E (v, v) ≤ E (u, u).
A symmetric form E is said to be closed if, for un, um ∈ D(E ),
E (un − um, un − um) + (un − um, un − um)→ 0 as n,m→ ∞ ⇒
∃u ∈ D(E ), s.t.E (un − u, un − u) + (un − u, un − u)→ 0 as n→ ∞
Definition 2.1.1. A Dirichlet form is a symmetric bilinear form which is Markovian and
closed.
Let Cc(X) denote the space of continuous functions with compact support. A
core for (X, µ,E ,E (D)) is a subset C of both Cc(X) and D(E ) that is dense in Cc(X)
in uniform norm and dense in D(E ) in the norm
(‖ f ‖22 + E ( f , f ))1/2.
A Dirichlet form is called regular if it admits a core.
E is said to be local if u, v ∈ D(E ), Supp[u] and Supp[v] being disjoint compact
sets implies E (u, v) = 0.
E is said to be strictly local if u, v ∈ D(E ), Supp[u] and Supp[v] being compact and
v being constant on a neighbourhood of Supp[u] implies E (u, v) = 0.
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Any strictly local regular Dirichlet form can be written in terms of an energy mea-
sure Γ(u, v) so that
E (u, v) =
∫
dΓ(u, v),
where for u, v ∈ D(E ), Γ(u, v) is a signed Radon measure on X. We refer the readers
to [27] for more details.
Definition 2.1.2. The strictly local regular Dirichlet form (X, µ,E ,D(E )) is said to ad-
mits a carre´ du champ if, for any u, v ∈ D(E ), the measure Γ(u, v) is absolutely continuous
with respect to µ. When that is true, the carre´ du champ is defined as
Υ(u, v) =
dΓ(u, v)
dµ
,
Now we will exhibit a couple of examples about Dirichlet forms.
Example 2.1.1. Let X = Rn, D(E ) be the Sobolev space W1(Rn), and E be defined as
E ( f , g) =
∫
∇ f · ∇gdx,∀ f , g ∈ W1(Rn).
This form is strictly local and regular.
Example 2.1.2. Let X = Rn and U ⊂ Rn be an unbounded domain with smooth boundary
∂U. We define E DU as
E DU ( f , g) =
∫
U
∇ f · ∇gdx,∀ f , g ∈ W10 (U).
with D(E DU ) = W
1
0 (U).
This form is also strictly local and regular.
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After the discussion of Dirichlet forms, we are now ready to define the distance
function.
Definition 2.1.3. Given a strictly local regular Dirichlet form (E ,D(E )) on L2(X, µ), for
any x, y ∈ X, set
ρ(x, y) = ρE (x, y) = sup{u(x) − u(y) : u ∈ D(E ) ∩ C0(X), dΓ(u, u) ≤ dµ}.
Here C0(X) is the closure of Cc(X) for the sup norm.
The function ρ depends on (E ,D(E )), X and the topology of X. Generally it is
only a pseudo-distance(See [27, 4]). So people usually make the following two
important assumptions:
(A1). The pseudo-distance ρ is finite everywhere, continuous, and defines the
original topology of X.
(A2). The metric space (X, ρ) is complete.
After making these two assumptions, we have all the good properties regarding
to the distance function ρ. For details see Theorem 2.11 in [27].
Throughout this work we always assume conditions (A1) and (A2) are satisfied.
2.2 Harnack-type Dirichlet spaces
The notion Harnack-type Dirichlet space is the main focus of this chapter and
plays a crucial role in this manuscript.
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First we will introduce two other geometric properties which have great connec-
tion with Harnack inequality.
Definition 2.2.1. A measure metric space (X, ρ, µ) is said to have the volume doubling
property if there exists a constant D0 such that the volume function V(x, r) = µ(B(x, r))
satisfies
∀x ∈ X, r > 0, V(x, 2r) ≤ D0V(x, r) (2.1)
The voluming doubling property implies a variety of volume-control inequal-
ities and gives us some upper bounds or lower bounds. See [44] for more details.
Here we give two such inequalities which will be used later.
Theorem 2.2.1. Suppose the volume doubling is satisfied on (X, ρ, µ), then we have
i. For any x, y ∈ X and 0 < r < s < ∞,
V(x, s)
V(y, r)
≤ D2
(
ρ(x, y) + s
r
)A
,
with A = log2 D.
ii. Assume additionally (X, ρ, µ) is complete non-compact. Then there exist constants C
and α such that for any x ∈ X and 0 < s < r < ∞,
V(x, s)
V(x, r)
≤ C
( s
r
)α
.
Next we introduce the Poincare´ Inequality.
Definition 2.2.2. Let (X, ρ, µ,E ,D(E )) be a strictly local regular Dirichlet form on
L2(X, µ) and the distance function ρ satisfies the hypothesis (A1) and (A2). We say that
9
the Poincare´ inequality holds if there exists a constant P0 such that for any x ∈ X, r > 0
and f ∈ Floc(B(x, r)),
min
ξ∈R
∫
B(x,r)
| f − ξ|2dµ ≤ P0r2
∫
B(x,r)
dΓ( f , f ). (2.2)
For the connection between volume doubling property and a variety of other
forms of Poincare´ inequalities, see [28, 44].
Before we dive into the Harnack-type Dirichlet space, let us now talk about the
heat semigroup and the Green function.
Any Dirichlet form (X, µ,E ,D(E )) yields a strongly continuous self-adjoint
semigroup Pt on L2(X, µ) for any t > 0 which also preserves positivity, i.e., any
f ∈ L2(X, µ) and 0 ≤ f ≤ 1 implies 0 ≤ Pt f ≤ 1.
The infinitesimal generator A of the semigroup Pt is defined as:
Au = lim
t→0+
Ptu − u
t
and its domain D(A) is the subset of D(E ) of those functions u for which Au exists
as a strong limit. On this domain, A is defined by 〈−Au, v〉 = E (u, v) for all u, v ∈
D(E ). It is a self-adjoint operator and D(E ) = D(
√−A), E (u, v) = 〈 √−Au, √−Av〉.
Each heat semigroup Pt can also induce a probability measure p(t, x, dy) by the
following way:
Pt f (x) =
∫
X
p(t, x, dy) f (y).
for any f (x) ∈ L2(X, µ).
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If we assume the space (X, µ) is of Harnack-type, then we can rewrite as
Pt f (x) =
∫
X
p(t, x, y) f (y)dy.
We usually call p(t, x, y) the heat kernel of Pt.
The Green function G(x, y) on X is defined as
G(x, y) =
∫ ∞
0
p(t, x, y)dt.
The space (X, µ,E ,D(E )) is called parabolic if G(x, y) = ∞ and non-parabolic if
G(x, y) < ∞.
For example, let X = Rn, dµ is the Lebesgue measure and A = ∆, by simple
computation, we have
G(x, y) =

+∞ n = 1, 2
cn|x − y|2−n n ≥ 3
Now we give the following definition of Harnack-type Dirichlet space:
Definition 2.2.3. A regular strictly local Dirichlet space (X, ρ, µ,E ,D(E )) is of Harnack
type if the distance ρ satisfies the conditions (A1) and (A2), and the following uniform
parabolic Harnack inequality holds:
sup
(t,x)∈Q−
u(t, x) ≤ H0 inf
(t,x)∈Q+
u(t, x), (2.3)
for any z ∈ X, r > 0, where u is any non-negative weak solution(see next section for more
details) of the heat equation ∂tu−Au = 0 in (0, r2)×B(z, r) and Q− = (r2/4, r2/2)×B(z, r/2),
Q+ = (3r2/4, r2) × B(z, r/2) and both sup and inf are essential.
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We are ready now to present the following theorem due to K. T. Sturm([52],
[53], [54]), A. Grigor’yan([22]) and L. Saloff-Coste([44]).
Theorem 2.2.2. Let (X, µ,E ,D(E )) be a strictly local regular Dirichlet space. Assume
that the distance ρ satisfies the assumptions (A1) and (A2). Then the following properties
are equivalent:
— The form (E ,D(E )) is of Harnack-type, i.e., the uniform parabolic Harnack in-
equality (2.3) is satisfied.
— The volume doubling condition (2.1) and the Poincare´ inequality (2.2) are satisfied.
— The heat kernel p(t, x, y), for all t > 0, x, y ∈ X, satisfies
c1
V(x,
√
t)
exp
(
− ρ(x, y)
2
c2t
)
≤ p(t, x, y) ≤ c3
V(x,
√
t)
exp
(
− ρ(x, y)
2
c4t
)
.
for some constant c1, c2, c3, c4.
2.3 Neumann & Dirichlet boundary conditions
To start with, we first give the following notations. Assume V is any open set in
X, then we set
— Floc(V) = {u ∈ L2loc(V) : ∀ compact sets K ⊂ V,∃u# ∈ D(E ), u = u#|K a.e.}.
— F (V) = {u ∈ Floc(V) :
∫
V
|v|2dµ + ∫
V
dΓV(u, u) < ∞},
where we define ΓV(u, v) for u, v ∈ Floc(V) on all of V by setting
ΓV(u, v)|Ω = ΓV,Ω(u, v) = Γ(u#, v#)|Ω
12
for all relatively compact sets Ω ⊂ V and u#, v# being any elements ofD(E ) such
that u = u#|Ω, v = v#|Ω.
— Fc(V) = {u ∈ F (V) : the essential support of u is compact in V}.
2.3.1 Local weak solutions without boundary conditions
If we identify L2(X, µ) with its dual using the scalar product. Let V be a nonempty
open subset of X. Consider the subspace Fc(V) ⊂ D(E ) ⊂ L2(X, µ) and their duals
L2(X, µ) ⊂ D(E )′ ⊂ Fc(V)′. We will use the brackets 〈·, ·〉 to denote duality pairing
between these spaces.
Definition 2.3.1. Let V be a nonempty open subset of X. Let f ∈ Fc(V)′. A function
u : V 7→ R is a weak (local) solution of Au = f in V if
1. u ∈ Floc(V);
2. For any function φ ∈ Fc(V),E (φ, u) = 〈φ, f 〉.
Next we introduce local weak solutions of the heat equation ∂tu = Au in a time-
space cylinder I × V , where I is a time interval and V is an nonempty open subset
of X.
Given a Hilbert space H, let L2(I → H) be the Hilbert space of those functions
v : I → H such that
‖v‖L2(I→H) =
( ∫
I
‖v(t)‖2H dt
)1/2
< ∞.
Let W1(I → H) ⊂ L2(I → H) be the Hilbert space of those functions v : I → H in
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L2(I → H) whose distributional time derivative v′ can be represented by functions
in L2(I → H), equipped with the norm
‖v‖W1(I→H) =
( ∫
I
(‖v(t)‖2H + ‖v′(t)‖2H)dt
)1/2
< ∞.
Given an open time interval I, set
F (I × X) = L2(I → D(E )) ∩W1(I → D(E )′).
Given an open time interval I and an open set V ⊂ X(both nonempty), let
Floc(I × V)
be the set of all functions v : I × V → R such that, for any open interval I′ ⊂ I
relatively compact in I and any open subset V ′ relatively compact in V there exists
a function u# ∈ F (I × X) satisfying u = u# a.e. in I′ × V ′. Finally, let
Fc(I × V) = {v ∈ F (I × X) : v(t, ·) has compact support in V for a.e. t ∈ I}.
Now we are ready to given the following definition for the weak solution of heat
equation:
Definition 2.3.2. Let I be an open time interval. Let V be an open subset in X and
set Q = I × V . A function u : Q → R is a weak (local) solution of the heat equation
(∂t − A)u = 0 in Q if
1. u ∈ Floc(Q);
2. For any open interval J relatively compact in I and any φ ∈ Fc(Q),∫
J
∫
V
φ∂tudµdt +
∫
J
E (φ(t, ·), u(t, ·))dt = 0.
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2.3.2 Dirichlet-type boundary condition
The Dirichlet-type Dirichlet form is defined as follows:
Definition 2.3.3. Let (E DU ,D(E
D
U )) be the closure of the form (E ,Fc(U)) in L
2(U, µ). Set
F 0(U) = D(E DU )
and F 0loc(U) = { f ∈ L2loc(U, µ) : ∀V ⊂ U, open, relatively compact in U,
∃ f # ∈ F 0(U), f # = f a.e. in V}.
As with the global case, we can also define PDU,t and A
D
U to be the semigroup and
the associated infinitesimal generator of the form (E DU ,D(E
D
U )) respectively.
For any open subset U, the semigroup PDU,t also admits a locally bounded kernel
pDU(t, x, y), (t, x, y) ∈ (0,∞) × U × U. In addition, we have the following simple
comparison:
pDU(t, x, y) ≤ p(t, x, y). (2.4)
There are some upper and lower bound of pDU(t, x, y) when U is the intrinsic balls.
See Chapter 2 in [27] for details.
Let us turn to the boundary condition part. In the first place, we give the following
definition related to the Dirichlet boundary condition:
Definition 2.3.4. Let V be an open subset of U. Set
F 0loc(U,V) = { f ∈ L2loc(V, µ) : ∀ open Ω ⊂ V relatively compact in U with
ρ(Ω,U \ V) > 0,∃ f # ∈ F 0(U) : f # = f µ−a.e. on Ω}
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Now we are ready to define the notion of a local weak solution of the elliptic
equation Au = f with Dirichlet boundary conditions along ∂U.
Definition 2.3.5. Let V be an open set in U. Let f ∈ F ′c (V). we say that a function
u : V → R is a local weak solution of the equation Au = f in V with weak Dirichlet
boundary conditions along ∂U if
1. The function u belongs to F 0loc(U,V);
2. For any function φ ∈ Fc(V),
∫
V
dΓ(φ, u) =
∫
V
φ f dµ.
In other words, a function u is a local weak solution of the equation Au = f in
V with weak Dirichlet boundary conditions along ∂U if it is a local weak solution
of the elliptic equation Au = f in V which also belongs to F 0loc(U,V).
We can define the notion of a weak solution of the heat equation in Q = I × V
with Dirichlet boundary condition along ∂U similarly as in last subsection.
2.3.3 Neumann-type boundary condition
We first give the definition of Neumann-type Dirichlet form.
Definition 2.3.6. Let (E ,D(E )) be a strictly local regular Dirichlet form on L2(X, µ) with
energy form Γ. Let U be an open set in X. Then
E NU ( f , g) =
∫
U
dΓ( f , g), f , g ∈ F (U).
and
D(E NU ) = { f ∈ L2(X, µ) :
∫
U
dΓU( f , f ) < ∞}.
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The local weak Neumann-type solution is a little different from that of
Dirichlet-type, where an additional boundary condition is imposed. In reality, the
Neumann boundary condition may be contained in the definition of local weak
solution without any boundary solution(when X has a natural boundary). Here
we give an example to clarify it.
Example 2.3.1. Suppose X is the closed upper-half space R2+ equipped with its natural
Dirichlet form
E ( f , f ) =
∫
R2+
(∣∣∣∣∣∂ f∂x
∣∣∣∣∣2 + ∣∣∣∣∣∂ f∂y
∣∣∣∣∣2)dµ, f ∈ W1(R2+)
Let V = {z = (x, y) : x2 + y2 < 1; y ≥ 0} ⊂ R2+. Note that V is open in R2+. Let u be a local
weak solution of ∆u = 0 in V . Then u is smooth in V and must have vanishing normal
derivative along the segment (-1, 1) of the x-axis.
We can define the notion of a weak solution of the heat equation in Q = I × V
with Neumann boundary condition along ∂U similarly as in Subsection 1.3.1.
Remark 2.3.1. In this subsection we have used the notion ”with Neumann boundary
condition along the boundary of U”. Nevertheless, the ”boundary” here is U˜ \ U where
U˜ is the completion of U which can be very different than the boundary of U in X. See
Chapter 2 in [27] for more details.
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2.4 The Schro¨dinger operator counterpart
Now we turn to the Schro¨dinger operator
L = −∆ + q
where q belongs to the Kato class K defined as any measurable function satisfying
lim
t→0+
sup
x∈X
∫
X
(∫ t
0
p(s, x, y)ds
)
|q(y)|dy = 0. (2.5)
It is the main object in this manuscript. The class K appears explicitly first in
Kato’s paper [32]. However it can be traced back to Schechter’s book [46] where
one of his theorems has as its hypothesis q ∈ K by some equivalent definitions.
In this section we will discuss the Dirichlet forms and weak solutions in all three
different cases: the global one, the Dirichlet one and the Neumann one.
2.4.1 The global case
Similar as Section 1.1, we can define the Dirichlet form (Eq,D(Eq)) for potential
q ∈ K as follows.
Eq( f , g) =
∫
X
dΓ( f , g) +
∫
X
q f gdµ, f , g ∈ D(Eq)
D(Eq) = { f ∈ L2(X, µ) :
∫
X
dΓ( f , f ) +
∫
X
|q| f 2dµ < ∞}
Any such Dirichlet form (Eq,D(Eq)) yields a strongly continuous self-adjoint semi-
group Pq,t and the corresponding heat kernel pq(t, x, y) as
Pq,t f (x) =
∫
X
pq(t, x, y) f (y)dy
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for any f (x) ∈ L2(X, dµ). In addition, this semigroup has the infinitesimal generator
L = −A + q.
We can also define the space Fq,loc,Fq,Fq,c as we did in previous sections.
Next we define the local weak solution of the Schro¨dinger operator L without any
boundary conditions:
Definition 2.4.1. Let V be a nonempty open subset of X. Let f ∈ Fq,c(V)′. A function
u : V → R is a weak local solution of Lu = f in V if
1. u ∈ Fq,loc(V);
2. For any function φ ∈ Fq,c(V),Eq(φ, u) = 〈φ, f 〉.
And the weak solution for the heat equation is defined as follows:
Definition 2.4.2. Let I be an open time interval. Let V be an open subset in X and set
Q = I×V . A function u : Q→ R is a weak (local) solution of the heat equation (∂t−L)u = 0
in Q if
1. u ∈ Fq,loc(Q);
2. For any open interval J relatively compact in I and any φ ∈ Fq,c(Q),∫
J
∫
V
φ∂tudµdt +
∫
J
Eq(φ(t, ·), u(t, ·))dt = 0.
2.4.2 The Dirichlet-type boundary condition
For any open set U in X, let (E Dq,U ,D(E
D
q,U)) be the closure of the form (Eq,Fq,c(U))
in L2(U, µ), and set F 0q (U) = D(E Dq,U). We also define, for any open subset V of U,
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F 0q,loc(U,V) = { f ∈ L2loc(V, µ) : ∀ open Ω ⊂ V relatively compact in U with
ρ(Ω,U \ V) > 0,∃ f # ∈ F 0q (U) : f # = f µ−a.e. on Ω}
Now we define the notion of a local weak solution of the elliptic equation Lu = f
with Dirichlet boundary conditions along ∂U.
Definition 2.4.3. Let V be an open set in U. Let f ∈ F ′q,c(V). we say that a function
u : V → R is a local weak solution of the equation Lu = f in V with weak Dirichlet
boundary conditions along ∂U if
1. The function u belongs to F 0q,loc(U,V);
2. For any function φ ∈ Fq,c(V),
∫
V
dΓ(φ, u) +
∫
V
qφudµ =
∫
V
φ f dµ.
2.4.3 The Neumann-type boundary condition
As we mentioned in Section 1.3.3, the Neumann boundary condition is different
from the Dirichlet case, as the Neumann-type local weak solution may be con-
tained in the definition of the global weak solution. As a result, in the Dirichlet
form (E Nq (U),D(E Nq (U))), we define D(E Nq ) = Fq(U). In addition, we define the
Neumann-type weak solution in a similar way as in Section 1.3.3.
Remark 2.4.1. In the following chapters, we will put our emphasis on the Dirichlet-type
Schro¨digner operator since it is the most interesting case. At the end of each chapter, we
then give, if any, some remarks for the other two types.
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2.5 Goals
The main goal of this manuscript is to present rigorous two-sided heat kernel es-
timate pq(t, x, y) for (−∆ + q)u = 0 where q belongs to the Kato class. Through the
h-transform technique, we build the connection between pq(t, x, y) and ph(t, x, y),
where the latter denotes the Doob-type heat kernel for ∆u = 0. The connection
is mainly through the profile h(·), roughly speaking, the local weak solution for
(∆ − q)u = 0. To achieve that goal we have two main parts to cover:
On one hand, given an open set U in a locally compact separable metric space
X and a potential term q belonging to the Kato class, we need clarify under what
condition we can expect to have a positive local weak solution h(·). Then we can
give the estimate of pq(t, x, y) through the h-transform.
On the other hand, under a more restricted assumption, can we characterize
how h behaves? Under what conditions can a more precise estimate of pq(t, x, y)
be achieved?
Previously there was a lot of work focusing on the heat kernel estimate for a
variety of potentials. Q. S. Zhang studied in [59] the heat kernel estimate when the
potential behaves like q(x) ∼ C1+|x|b for C > 0 and 0 < b < ∞. The results there can
be summarized as follows: The heat kernel pq(t, x, y) is bounded from above and
below by the multiples of standard Gaussians with a weight function. If b > 2,
the weight is bounded between two positive constants; if b = 2, the weight is
bounded between two positive functions of t, |x| and |y|, which have polynomial
decay; if b < 2, the weight is bounded between two positive functions of t, |x| and
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|y|, which have exponential decay. Q. S. Zhang also studied the negative potential
in [60] when L = −∆+q is not nonnegative and negative eigenvalues exists. In this
case the growth rate of pq(t, x, y) is comparable with the heat kernel of −∆ − c for a
positive constant c.
A. Grigor’yan used the h-transform technique in [19] to study the heat kernel
estimate pq(t, x, y) when q(x) is positive smooth and Green-bounded. The conclu-
sion is: Let (M, µ) be a complete non-compact non-parabolic manifold and q(x)
is non-negative smooth and Green-bounded (for example, compactly supported
non-negative smooth function on a non-parabolic manifold is Green-bounded) on
M. Then the heat kernel pq(t, x, y) satisfied the two-sided estimate
c1
V(x,
√
t)
exp
(
− ρ(x, y)
2
c2t
)
≤ pq(t, x, y) ≤ c3
V(x,
√
t)
exp
(
− ρ(x, y)
2
c4t
)
.
In this manuscript we take the ideas in [19] and consider a broader class of
potentials (K∞) and obtain the same conclusion about the heat kernel estimate.
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CHAPTER 3
THE PROFILE FOR THE SCHRO¨DINGER OPERATOR
In Section 2.4 of Chapter 2, we discussed three different types of solutions of the
Schro¨dinger operator. In this chapter we dig into the existence of Dirichlet-type
positive weak solutions. We also call such a positive weak solution the profile. To
be specific, we will talk about the profile of the Schro¨dinger operator −∆+q for the
potential class K which was introduced in last chapter. The Kato class is proved
to be a general class yet hold a lot of good properties, one of which is the weak
solution (profile) satisfies the boundary Harnack principle. We then use boundary
Harnack principle and the limiting argument to prove the existence of the profile.
3.1 The profile in an unbounded uniform domain
Let’s first introduce the notion of uniform domains.
Recall that, in any metric space X, the length of a continuous curve γ : I = [a, b]→
X is given by
L(γ) = sup
{ n∑
i=1
ρ(γ(ti), γ(ti−1)) : n ∈ N, a ≤ t0 < · · · < tn ≤ b
}
.
We have L(γ) ≥ ρ(γ(a), γ(b)) in general. A metric space is a length space if ρ(x, y) is
equal to the infimum of the lengths of continuous curves joining x to y.
A length space is a geodesic length space if, for any pair x, y there exists a
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continuous curve γ : I = [0, 1]→ X with γ(0) = x, γ(1) = y and
∀x, y ∈ I, ρ(γ(s), γ(t)) = |s − t|ρ(x, y).
Such a curve is called a minimal geodesic.
Definition 3.1.1. Let U be an open connected subset of a length metric space (X, ρ). We
say that U is uniform if there are constants c0,C0 ∈ (0,∞) such that, for any x, y ∈ U,
there exists a continuous curve γx,y : [0, 1] → U with γ(0) = x, γ(1) = y and satisfying
the following two properties:
1. The length L(γx,y) of γx,y is at most C0ρ(x, y).
2. For any z ∈ γx,y([0, 1]),
ρ(z, ∂U) ≥ c0ρ(z, x)ρ(z, y)
ρ(x, y)
. (3.1)
Note that max{ρ(z, x), ρ(z, y)} ≥ ρ(x, y)/2. Hence (3.1) is equivalent to
ρ(z, ∂U) ≥ c′0min{ρ(z, x), ρ(z, y)}.
Condition (3.1) is called the banana-type (or cigar) condition.
Definition 3.1.2. The profile of an unbounded uniform domain U in a local regular
Dirichlet space X is any function h satisfying:
(1). h is a local weak solution of the Schro¨dinger equation in U;
(2). h ∈ F 0q,loc(U);
(3). h > 0 in U.
For example, when X = R+n := {x = (x1, x2, . . . , xn) : xn > 0} and q ≡ 0, then
h(x) = xn.
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Condition (2) is essential to us and equivalent to say the profile h vanishes
along the boundary of U in some sense. In the rest of this manuscript, when we
say a weak solution u satisfies the Dirichlet boundary condition, it means u ∈
F 0q,loc(U).
The existence and properties of the profile h take a central central position in
our line of reasoning in proving the two-sided heat kernel estimate with Dirichlet
boundary condition. In the following three sections we will introduce a variety of
properties (mostly based on [11]) of Kato class which include the key ingredients
for the existence proof in Section 3.5.
3.2 Gauge theorem in bounded uniform domains
In last chapter we gave the definition of Kato class as follows:
q ∈ K iff
lim
t→0+
sup
x∈X
∫
X
(∫ t
0
p(s, x, y)ds
)
|q(y)|dy = 0. (3.2)
Another equivalent definition (See [2]) is that
q ∈ K iff
lim
t→0+
sup
x∈X
Ex
[ ∫ t
0
|q(Bs)|ds
]
= 0, (3.3)
where (X, Px) is the diffusion with generator ∆.
When (X, ρ) is Harnack-type Dirichlet space, (3.2) is satisfied if q ≡ 1 by simple
calculation, thus L∞(X) ⊂ K. The product of a function in K by a function in L∞(X)
is also in K.
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We say that q ∈ Kloc iff for any bounded domain U, 1Uq ∈ K. Next we give some
basic properties of Kato class:
Proposition 3.2.1. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space associated with
the distance ρ. Assume q is the potential defined in X. If q ∈ K, then
sup
x∈X
∫
ρ(x,y)≤1
|q(y)|dy < ∞. (3.4)
Consequently, if q ∈ Kloc, then q ∈ L1loc(X).
To start with the gauge theory, we first claim that the term
∫ t
0
q(X(s))ds is well-
defined. For any q ∈ K and boundedU,GU |q| is finite(See [5]). HereGU f is defined,
for any measurable function f , as
GU f (x) =
∫ ∞
0
PDU,t f (x)dt = E
x
[ ∫ τU
0
f (Xt)dt
]
, (3.5)
and therefore so areGUq+ andGUq−. These potentials, in turn, have naturally asso-
ciations with the well-defined additive functionals
∫
q+(X(s))ds and
∫
q−(X(s))ds.
We set
eq(t) = exp
{
−
∫ t
0
q(X(s))ds
}
. (3.6)
The gauge of (∆,U, q) is then defined as
u0(x) = Ex[eq(τU)], x ∈ U. (3.7)
The boundedness of u0(x), once it is not identically,∞ is called the gauge theorem,
which first appeared in [12]. We have the following theorem:
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Theorem 3.2.1. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space associated with the
distance ρ. Let U be a domain in (X, µ) with µ(U) < ∞ and q ∈ K. If eq(τU) . ∞, then
eq(τU) is bounded in U.
We omit the proof here and refer the reader to Chapter 5 of [11]. Though the
proof there is in the setting of Euclidean space, nothing changes if we replace the
explicit definition of Kato class by the abstract one we give here. In Chapter 5 we
will prove a similar theorem in unbounded domain U but for a slightly different
potential class.
When eq(τU) is finite, we call (U, q) is gaugeable. See Chapter 4 of [11] for more
details about gaugeability.
3.3 q-Green functions
We define the q-Green function in a domain U as:
Gq,U(x, y) =
∫ ∞
0
pq,U(t, x, y)dt, (x, y) ∈ U × U, (3.8)
where pq,U(t, ·, ·) is the density for the stopped Feynman-Kac semigroup Tt which
is defined as:
Tt f (x) = Ex[t < τU ; eq(t) f (Xt)]. (3.9)
Similar to (3.5) we can define the q-Green operator as follows, for measurable
function f in U:
Gq,U f (x) =
∫ ∞
0
Tt f (x)dt = Ex
[ ∫ τU
0
eq(t) f (Xt)dt
]
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Here we introduce two inequalities for pq,U(·; ·, ·), which generalize the Rn case
in [48] to a more abstract space:
Lemma 3.3.1. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space associated with the
distance ρ. Let U is a bounded uniform domain in (X, ρ) and q ∈ K. Assume (U, q) is
gaugeable. Then there exist strictly positive constants t0, α, β and C depending only on U
and q such that
pq,U(t; x, y) ≤ C 1
V(x,
√
t)
exp(−ρ(x, y)2/4t) if 0 < t ≤ t0, (3.10)
pq,U(t; x, y) ≤ Cexp(−αt) if t > t0. (3.11)
Proof. Since q ∈ K and (U, q) is gaugeable, by definition, there exists t0 > 0 such
that for any 0 < t ≤ t0,
sup
x∈U
Ex[e4q(t)] ≤ 2.
Now let f ∈ L2(U) and set
S t f (x) = Ex[t < τU ; e2q(t) f (Xt)].
Then by Ho¨lder’s inequality, for x ∈ U and 0 < t ≤ t0,
|S t f (x)|2 ≤ Ex[t < τU ; e4q(t)]Ex[t < τU ; f (Xt)2]
≤ 2V(x, √t)−1 ‖ f ‖22 .
The second inequality comes from taking the maximum of the heat kernel p(t, x, y)
in the Harnack-type Dirichlet space.
Then we have
‖S t‖2,∞ ≤ V(x,
√
t)−1/2,
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and by a similar argument as in Theorem 3.10 in [11],
‖S t‖1,∞ ≤
∥∥∥S t/2∥∥∥1,2 ∥∥∥S t/2∥∥∥2,∞ ≤ ∥∥∥S t/2∥∥∥22,∞ ≤ CV(x, √(t))−1.
Let B be an open set in U. We have
(Tt1B(x))2 ≤ Ex[t < τU ; e2q(t)1B(Xt)]Ex[t < τU ; 1B(Xt)]
= [S t1B(x)]Ex[t < τU ; 1B(Xt)]
≤ ‖S t‖1,∞ µ(B)V(x,
√
t)−1e−ρ
2/2tµ(B)
≤ CV(x, √t)−2e−ρ2/2tµ(B)2,
where ρ = ρ(x, B).
Hence by setting f = 1B in (3.9), we find∫
B
pq(t, x, y)dy ≤ CV(x,
√
t)−1e−ρ
2/4tµ(B).
For x, y ∈ U, taking B = B(y, δ) and letting δ→ 0+, we obtain (3.10).
Next, since (U, q) is gaugeable, by Theorem 3.17 in [11], there existsC and α > 0
such that
‖Tt‖1 ≤ Ce−αt, t > 0.
Hence for all t > t0 it follows from the semigroup properties of Tt that
pq(t, x, y) ≤ ‖Tt‖1,∞
≤ ∥∥∥Tt−t0∥∥∥1 ∥∥∥Tt0∥∥∥1,∞
≤ ∥∥∥Tt−t0∥∥∥Ce−α(t−t0).
This reduces to (3.11) with a different constant C. 
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Based on this lemma, we prove the following important theorem:
Theorem 3.3.2. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space associated with
the distance ρ. Let U is a bounded uniform domain in (X, ρ) and q ∈ K. Assume (U, q) is
gaugeable. Then the q-Green function Gq,U(·, ·) has the following properties.
(1). Gq,U(·, ·) is positive, finite, symmetric and continuous in (x, y) ∈ U × U, x , y.
(2). For any fixed x ∈ U and any relatively compact open set V in U, Gq,U is in
F 0q,loc(V,V \ {x}).
(3). There exists C > 0 such that
Gq,U(x, y) ≤ Cg(x, y), (x, y) ∈ U × U.
where g(x, y) = G(x, y) if G(x, y) is finite and g(x, y) =
∫ 1
0
p(t, x, y)dt if G(x, y) is infinite.
Proof. (1). The positivity is obvious. The boundedness follows from the definition
of Gq,U and Lemma 3.3.1. For each t, pq,U(t; ·, ·) is symmetric and continuous by
the properties of heat semigroup Tt (For details, see Theorem 3.17 in [11] for the
case in Rn). Thus the symmetry of Gq,U is obvious and the continuity comes from
Lemma 3.3.1 and the dominated convergence theorem.
(2). This part follows by a similar argument as in Lemma 4.7 of [27].
(3). This part is a direct result of Lemma 3.3.1, by integrating the estimate there.

The following theorem builds a connection between the q-Green function and
the classical Green function induced by ∆.
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Theorem 3.3.3. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space associated with
the distance ρ. Let U is a bounded uniform domain in (X, ρ) and q ∈ K. Assume (U, q) is
gaugeable. Then for all (x, y) ∈ U × U, x , y, we have
Gq,U(x, y) = GU(x, y) −
∫
U
Gq,U(x, u)q(u)GU(u, y)du, (3.12)
and
Gq,U(x, y) = GU(x, y) −
∫
U
GU(x, u)q(u)Gq,U(u, y)du. (3.13)
Proof. Since x , y, we can assume ρ(x, y) > δ > 0, then for any u ∈ U, either
ρ(x, u) > δ2 or ρ(u, y) >
δ
2 . Hence using Theorem 3.3.2(c) we have
Gq,U(x, u)|q(u)|GU(u, y) ≤ C|q(u)|(g(x, u) + g(u, y)). (3.14)
Since U is bounded and q ∈ K, by the definition of Kato class we have that the set
of functions,
Gq,U(x, ·)q(·)GU(·, y) : (x, y) ∈ U × U, ρ(x, y) > δ,
is uniformly integrable over U. On the other hand, for each u ∈ U, the function
(x, y)→ Gq,U(x, u)q(u)GU(u, y)
is continuous except possibly at x = u or y = u. Therefore the integral on the right-
hand side of (3.12) is continuous in (x, y) ∈ U × U, ρ(x, y) > δ. Taking δ arbitrarily
small, we know that both members of (3.12) are continuous in (x, y) ∈ U ×U, x , y.
Now for any non-negative measurable function f in U, by the Markov property
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and Fubini’s theorem, we have:
Gq,U(qGU f )(x)
=Ex
{ ∫ τU
0
eq(t)q(Xt)EXt
[ ∫ τU
0
f (Xs)ds
]
dt
}
=Ex
{ ∫ τU
0
f (Xs)
[ ∫ s
0
eq(t)q(Xt)dt
]
ds
}
=Ex
{ ∫ τU
0
f (Xs)(1 − eq(s))ds
}
=GU f (x) −Gq,U f (x),
Here we used the Green operator and q-Green operator to prove the equation.
Taking f ≡ 1 we get the equation (3.12).
By the same argument, we obtain the other equation. 
Finally we have
Theorem 3.3.4. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space associated with
the distance ρ. Let U is a bounded uniform domain in (X, ρ) and q ∈ K. Assume (U, q)
is gaugeable. Then for any fixed x ∈ U, the function Gq,U(x, ·) is a non-negative weak
solution of the Schro¨dinger equation
Lu = 0
on U \ {x}.
Proof. Let Ux = U \ {x}. For any φ ∈ C∞0 (Ux), let S φ be the support of φ and
δ = ρ(x, S φ) > 0. It follows from Theorem 3.3.2 (3) and (3.12) that Gq,U(x, ·) and
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∫
U
Gq,U(x, u)q(u)GU(u, ·)du are bounded on S φ. Hence we have by Theorem 3.3.3,∫
Ux
Gq,U(x, y)∆φ(y)(d)y
=
∫
U
GU(x, y)∆φ(y)(d)y −
∫
U
[ ∫
U
Gq,U(x, u)q(u)GU(u, y)du
]
∆φ(y)(d)y
= φ(x) −
∫
U
Gq,U(x, u)q(u)
[ ∫
U
GU(u, y)∆φ(y)dy
]
du
=
∫
Ux
Gq,U(x, u)q(u)φ(u)du,
since φ(x) = 0. By definition this means that
LGq,U(x, ·) = 0 on Ux.

3.4 Boundary Harnack principle
To prove the existence of profile, another powerful technique we take advantage
of is the boundary Harnack principle.
Theorem 3.4.1. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space associated with
the distance ρ. Let U be a uniform domain in (X, ρ). Let L = −∆ + q and q ∈ K. If (U, q)
is gaugeable, then there exists a positive constant c and r0, such that for any 0 < r < r0,
z ∈ ∂U and any positive local weak solution u, v of Lu = 0 in U ∩ B(z, 2r) with weak
Dirichlet boundary condition along ∂U, we have
u(x)
v(x)
≤ cu(y)
v(y)
, x, y ∈ B(z, r) ∩ U.
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Proof. Assume Ur = B(z, 3r/2) ∩ U. Write wxr ,wxq,r for ∆−harmonic measure on Ur
and q-harmonic measure on Ur, respectively. Then wxr ' wxq,r (See Theorem 7.22 in
[11] for details in Lipschitz domains in Rn. H. Aikawa resolved the issue of possi-
ble irregularity in [1] for uniform domains.), and the constants in this equivalence
can be taken as the same constants for the analogous statement on U. If u and v are
as in the theorem let uˆ and vˆ be the ∆-harmonic functions on Ur whose boundary
values are u and v respectively. Then u ' uˆ and v ' vˆ on Ur. Since H. Aikawa
proved in [1] the following boundary Harnack principle
uˆ(x)
vˆ(x)
≤ cuˆ(y)
vˆ(y)
∀x, y ∈ B(z, r) ∩ U, (3.15)
in uniform domains, it follows that
u(x)
v(x)
≤ cu(y)
v(y)
∀x, y ∈ B(z, r) ∩ U.

Remark 3.4.1. The boundary Harnack principle lies at the heart of many problems when
Dirichlet boundary conditions are involved. Ancona([3], 1978) and Wu([58], 1978)
proved it in bounded Lipschitz domains in Rn, and then Jerison and Kenig([31], 1982)
proved it in bounded NTA domains. Thanks to the work of H. Aikawa in [1], we are able
to extend the previous work to any uniform domain in a nice abstract metric space.
The boundary Harnack principle says the local weak solution of L = −∆ + q
vanishing on a portion of ∂U vanishes at the same rate on a subportion. Consider-
ing the Feynman-Kac formula u(x) = Ex[eq(τU) f (X(τU−))] for solutions Lu = 0 and
u = f on ∂U and the stochastic representation for solutions to ∆v = 0, v = f on ∂U,
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v(x) = Ex[ f (X(τU−))], one might expect that eq(τU) → 1 quasi-everywhere(q.e.) as
x → ∂U so that u and v should vanish at the same rate at ∂U. This is in fact the
case.
3.5 Existence of the profile
In this section we will prove, given the hypothesis q ∈ K, the existence of the pro-
file in an unbounded uniform domain U in a non-compact Harnack-type Dirichlet
space, namely, a function h = hU,q satisfying the following three properties:
1. h is a local weak solution of the Schro¨dinger equation −∆ + q = 0 in U;
2. h ∈ F 0q,loc(U);
3. h > 0 in U.
We follow the same line of reasoning in [27]: Using the good property of q-Green
functions and the limiting argument to step from bounded domain to unbounded
domain.
Generally, it is impossible to find an explicit formula for the profile except for some
classic domain U and a very special potential term q. Here we prove through a
limiting process involving the ratio of the q-Green functions, which are weak so-
lutions by Theorem 3.3.4. For any unbounded uniform domain U, let x0 be a fixed
point in U away from the boundary and a sequence of balls Bi = U ∩ B(x0, ri) with
ri increasing to ∞. For each i, let xi be any point such that ρ(xi, x0) = ri/2. This is
always possible since U is unbounded. Next we take advantage of the q-Green
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function Gq,Bi(x, y) in Bi and define
hi(x) =

Gq,Bi(xi, x)
Gq,Bi(xi, x0)
, when x ∈ Bi
0 , when x ∈ U \ Bi
(3.16)
By this construction, we obtain hi ≥ 0 on U, and is a local weak solution of Lu = 0
in Bi \ {xi}. In addition, hi belongs to F 0q,loc(Bi, Bi \ {xi}). Also notice that hi(x0) = 1,
since we assume the underlying is a Harnack-type Dirichlet space, any family {ui}
of local weak solutions in a domain V such that ui is uniformly bounded at one
point x0 is equicontinuous on compact subsets of V .
Applying this reasoning to {hi} on U∩B(x0, xi/3), we see there exists a subsequence
of sequence {hi} defined by (3.16) that converges uniformly in any compact subset
of U. For simplicity, we still represent this subsequence by {hi} and set
∀x ∈ U, h(x) = lim
i→∞ hi(x). (3.17)
Now let us show that hi converges to h locally in Fq(U), and that h is indeed a
local weak solution of Lu = 0 in U. Firstly it is clear that hi converges to h locally
in L2(U). By the form of Leibniz rule that holds for the energy measure Γ, for any
function φ ∈ Cc(U) ∩D(Eq(U)) and i, j large enough, we have
Eq(φ(hi − h j), φ(hi − h j)) =
∫
U
(hi − h j)2dΓ(φ, φ) + Eq(hi − h j, φ2(hi − h j)).
The last term on the right-hand side is 0 because φ2(hi − h j) is in Cc(U) ∩D(Eq(U))
and hi − h j is a local weak solution of Lu = 0 in an open subset of U containing the
compact support of φ. Since hi converges to h locally uniformly in U, this proves
36
convergence locally inFq(U). Then it follows easily that h is a local weak solution
of Lu = 0. This is true, since for any φ ∈ Cc(U) ∩D(Eq(U)),
Eq(h, φ) = Eq(lim
i→∞ hi, φ) = limi→∞Eq(hi, φ) = 0.
By the Harnack inequality, it follows that h > 0 in U.
Till now, we have proved properties 1 and 3. Next we prove the crucial part,
that is h ∈ F 0q,loc(U).
Theorem 3.5.1. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space. Let U be an un-
bounded uniform domain in (X, ρ) and q ∈ Kloc. We also assume (D, q) is gaugeable in any
bounded domain D. Then any function h obtained as in (3.17) is in F 0q,loc(U) and thus is
a profile for U.
Proof. The first step is to show that the sequence {hi} defined by (3.16) is in fact
Cauchy in L2loc(U, dµ). Let F be a compact set in X and V = F ∩ U. It suffices to
show that {hi} is Cauchy in L2(V, µ|V). Let Ω be a relatively compact open set in X
containing F, B = B(x0,R) be a large ball in X such that Ω ⊂ B(ξ0,R/2) and ξ′0 be a
point in [B(ξ0, 2R) \ Ω] ∩ U. Let g(x) = Gq,U∩B(ξ0, x) be the corresponding q-Green
function. Note that g is continuous and positive in Ω∩U, belongs toF 0q,loc(U,Ω∩U),
and is a local weak solution of Lu = 0 in Ω ∩ U. Applying the Harnack boundary
principle to Ω, F and any of the pairs hi, g with i large enough yields
sup
U∩F
{hi/g} ≤ C(Ω, F).
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For any η ∈ (0, 1) small enough, let Vη = {x ∈ V : ρ(x, X \ U) ≥ η} ⊂ U and note that
Vη is a compact subset of U. For i, j large enough, we have∫
V
|hi − h j|2dµ ≤
∫
Vη
|hi − h j|2dµ + 2C(Ω, F)
∫
V\Vη
g2dµ. (3.18)
As
∫
V\Vη g
2dµ tends to 0 with η and (hi) converges to h in L2loc(U, µ), this indeed
shows that (hi) is Cauchy in L2(V, µ).
The second and last step is to show that for any open subset V of U which
is relatively compact in X, {hi} is a Cauchy sequence in Fq(V). Since, for i large
enough, hi ∈ F 0q (U,V), this implies that h ∈ F 0q (U,V) and thus h ∈ F 0q,loc(U) as
desired. To this end, let φ(x) = (1 − ρ(x,V))+ = max{1 − ρ(x,V), 0}. By Theorem 2.11
in [27], this function is in Fq,c(X) with dΓ(φ, φ) ≤ dµ a.e. and dΓ(φ, φ)|V = 0. By
construction, hi ∈ F 0q,loc(Bi, Bi \ {xi}) where Bi = U ∩ B(x0, ri) and xi ∈ U is such that
ρU(xi, x0) = ri/2. Hence, for i large enough, φhi ∈ D(E Dq,Bi) ⊂ F 0q (U). To show that
{hi} is Cauchy in Fq(V), it suffices to show that φhi is Cauchy in F 0q (U). We have
Eq(φ(hi − h j), φ(hi, h j)) =
∫
U
(hi − h j)2dΓ(φ, φ) + Eq(hi − h j, φ2(hi − h j)).
We claim that the last term on the right-hand side is 0. Indeed, φ2(hi − h j) is in
F 0q (U) and can be approximated by functions ψn ∈ Fq,c(U) with compact supports
all contained in an open set Ω ⊂ U with Ω ⊂ Bi \{xi} for all i large enough. As hi−h j
is a local weak solution of Lu = 0 in Ω,
Eq(hi − h j, φ2(hi − h j)) = Eq(hi − h j, lim
n→∞ψn) = limn→∞Eq(hi − h j, ψn) = 0.
38
Hence, setting F = {x ∈ U : ρ(x,V) ≤ 1}, we have∫
V
dΓ(hi − h j, hi − h j) ≤ Eq(φ(hi − h j), φ(hi − h j))
=
∫
U
(hi − h j)2dΓ(φ, φ)
≤
∫
F
(hi − h j)2dµ.
Since {hi} is Cauchy in L2loc(U), this shows that it is also Cauchy in Fq(V). 
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CHAPTER 4
THE HEAT KERNEL ESTIMATE OF THE OPERATOR −∆ + q IN
UNBOUNDED UNIFORM DOMAINS
In this chapter we will present the first main result of this manuscript: to give the
sharp two-sided Gaussian type estimates of the Dirichlet (Neumann) heat kernel
for Schro¨dinger operator in an unbounded uniform domain through h-transform
technique. This method was first used by A. Grigor’yan in [19] for some non-
negative Green-bounded potentials. We utilize the idea there and get the general-
ized result in this chapter. Besides, we apply the method here to the K∞ potentials
in next chapter to get more precise results.
4.1 The h-transform technique
To start with, let us clarify some notations here. We will use both the Dirichlet
forms (E ,D(E )) and (Eq,D(Eq)) in what follows, where the latter represents the
Dirichlet form for the operator L = −∆ + q. We will firstly give some related defi-
nitions based on (E ,D(E )). The same idea also applies to the Schro¨dinger’s coun-
terpart, but we omit it to make things concise. Secondly, the connection between
these two will be illuminated. Along with the discussion, we always assume the
potential term q ∈ K and (U, q) is gaugeable for any bounded domain.
Before we introduce the famous h-transform technique, let us first give the follow-
ing definition:
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Definition 4.1.1. Let (X, µ,E ,D(E )) be a strictly local regular Dirichlet space satisfying
(A1) and (A2) andU be an unbounded uniform domain in X. Let v be a positive continuous
function defined on U. Define
(E D,vU ,D(E
D,v
U ))
to be the closure of the symmetric closable bilinear form
( f , g) 7→
∫
U
vdΓ( f , g), f , g ∈ Fc(U) ⊂ L2(U, vdµ).
The next proposition gathers properties of the form (E D,vU ,D(E
D,v
U )), which eas-
ily follow by inspection.
Proposition 4.1.1. The form (E D,vU ,D(E
D,v
U )) defined by Definition 4.1.1 is a strictly local
regular Dirichlet form on L2(U, vdµ) with energy measure
dΓv( f , g) = vdΓ( f , g), f , g ∈ Floc(U).
Now let us describe the basic ingredients of the well-known h-transform origi-
nally due to Doob. This technique is a key ingredient for our main results and we
describe it in detail. We start with the following simple definition.
Definition 4.1.2. Let (E ,D(E )) be a Dirichlet form on L2(X, µ) with associated semi-
group (Pt)t>0 and infinitesimal generator (A,D(A)). Let h be a measurable positive func-
tion on X. Let H denote multiplication by h viewed as a unitary operator
H : L2(U, h2dµ)→ L2(U, dµ), f 7→ h f .
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Define (Eh,D(Eh)), Ah and Ph,t to be, respectively, the pulled back closed bilinear form,
operator and semigroup on L2(X, h2dµ) defined by
Eh( f , g) = E (h f , hg), D(Eh) = H−1D(E ); (4.1)
Ah = H−1 ◦ A ◦ H, D(Ah) = H−1D(A); (4.2)
Ph,t = H−1 ◦ Pt ◦ H. (4.3)
From this definition it immediately follows that Eh is a densely defined closed
symmetric bilinear form on L2(X, h2dµ) associated with the self-adjoint semigroup
of contractions Ph,t on L2(X, h2dµ), which admits Ah as its (self-adjoint) infinitesimal
generator.
Next we present a simple yet useful lemma connecting ph(t, x, y) with p(t, x, y).
Lemma 4.1.1. Referring to Definition 4.1.2, if the semigroup (Pt)t>0 admits a kernel
p(t, x, y), (t, x, y) ∈ (0,∞)×X×X, with respect to the measure dµ then the semigroup
(Ph,t)t>0 admits a kernel ph(t, x, y), (t, x, y) ∈ (0,∞)×X×X, with respect to the measure
h2dµ and these two kernels are related by
p(t, x, y) = ph(t, x, y)h(x)h(y), (t, x, y) ∈ (0,∞) × X × X.
Proof. By definition, for f ∈ L2(X, h2dµ), we have
Ph,t f (x) =
1
h(x)
Pt[h f ](x)
=
1
h(x)
∫
X
p(t, x, y)h(y) f (y)dµ(y)
=
∫
X
p(t, x, y)
h(x)h(y)
f (y)h2(y)dµ(y)
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Hence the semigroup Ph,t admits the kernel
ph(t, x, y) =
p(t, x, y)
h(x)h(y)
with respect to the measure h2dµ. 
Till now, we have constructed two very different closed bilinear forms on
L2(U, h2dµ):
- The form (E D,h
2
U ,D(E
D,h2
U )) obtained by setting v = h
2 in Definition 4.1.1.
- The form (E DU,h,D(E
D
U,h)) with D(E
D
U,h) = H
−1D(E DU ) obtained by h-transform by
setting (E ,D(E )) = (E DU ,D(E
D
U )) in Definition 4.1.2.
Under some special circumstances, these two forms are actually equal. The
following proposition spells out cases where that is true.
Proposition 4.1.2. Let (X, µ,E ,D(E )) be a strictly local regular Dirichlet space satisfy-
ing the conditions (A1) and (A2). Let U be a domain in X. Let h be a continuous positive
function on U. Referring to the notation introduced above, we have:
- Assume that h ∈ Floc(U). Then the set H−1(Fc(U)∩L∞(U, µ)) is dense in the Hilbert
space D(E DU,h) = H
−1D(E DU ) and, in fact,
H−1(Fc(U) ∩ L∞(U, µ)) = Fc(U) ∩ L∞(U, µ) = Fc(U) ∩ L∞(U, h2dµ).
- Assume that h ∈ Fq,loc(U) and is a local weak solution of (−∆ + q)u = 0 in U. Then
the forms (E D,h
2
U ,D(E
D,h2
U )) and (E
D
q,U,h,D(E
D
q,U,h)) coincide.
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Proof. For the first part, see the proof in Chapter 5 in [27].
To prove the second statement, we observe that, according to what we just
proved above, it suffices to compare the two forms on the common dense subset
Fq,c(U)∩L∞(U, µ) of their respective domains. As h ∈ Fq,loc(U)∩L∞loc(U), for any g ∈
Fq,c(U)∩L∞(U, µ), the functions g, g2, gh, g2h are all inFq,c(U). Using the properties
of the energy form of a strictly local Dirichlet form, i.e., the product rule and the
chain rule, we have
E Dq,U,h( f , g) =
∫
U
dΓ(h f , hg) +
∫
U
q f gh2dµ
=
∫
f gdΓ(h, h) +
∫
ghdΓ( f , h) +
∫
f hdΓ(g, h) +
∫
h2dΓ( f , g) +
∫
q f gh2dµ
=
∫
dΓ(h, f gh) +
∫
q f gh2dµ +
∫
h2dΓ( f , g)
=
∫
h2dΓ( f , g)
= E D,h
2
U ( f , g).
To obtain the last line, we have used the fact that
∫
dΓ(h, f gh)+
∫
q f gh2dµ = 0 since
h is a local weak solution and f gh ∈ Fq,c(U). 
4.2 The Neumann-type heat kernel estimate without potential
term
Before proceeding to the main result involving with Dirichlet-type heat kernel es-
timate for the operator −∆+q, we first need to briefly introduce the Neumann-type
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heat kernel estimate corresponding ∆u = 0.
Like Dirichlet-type case, we can define the Neumann-type Dirichlet form
(E NU ,D(E
N
U )), and the following weighted version:
Definition 4.2.1. Let (X, µ,E ,D(E )) be a regular strictly local Dirichlet space with en-
ergy measure Γ and intrinsic distance ρ satisfying the conditions (A1) and (A2). Assume
that the form (E ,D(E )) admits a carre´ du champ Υ : D(E )×D(E )→ L1(X, µ). Let U ⊂ X
be an open set and let v ∈ L∞loc(U, µ) be a locally uniformly positive and locally bounded
measurable function on U. Set
E N,vU ( f , g) =
∫
U
vdΓ( f , g) =
∫
U
Υ( f , g)vdµ, f , g ∈ D(E N,vU ) (4.4)
where
D(E N,vU ) = F
v(U) =
{
f ∈ Floc(U) ∩ L2(U, vdµ) :
∫
U
Υ( f , f )vdµ < ∞
}
Note that if we take v ≡ 1, then the form defined above is exactly (E NU ,D(E NU )).
Next we will present some useful theorems and omit the proofs (See Chapter 3 in
[27]).
Theorem 4.2.1. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space with energy mea-
sure Γ that admits a carre´ du champ Υ. Let ρ be its intrinsic distance and U be an
unbounded uniform domain. Let v be a measurable function which is locally uniformly
bounded and positive in U. Assume that the measure vdµ on U satisfies the volume dou-
bling condition (2.1). Assume also that there exist positive constants C and N such that
the function v satisfies
sup
B
v ≤ C inf
B
v, (4.5)
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on any ball B = BU(x, r) with ρ(B, ∂U) > Nr. Then there exists a constant P1 such that,
for any ball B = BU(x, r) in (U, ρ), we have
∀ f ∈ F v(B), inf
ξ∈R
∫
B
| f − ξ|2vdµ ≤ P1r2
∫
B
vdΓ( f , f ). (4.6)
That is, the Poincare´ inequality holds true for the form (E N,vU ,D(E
N,v
U )) with reference
measure vdµ on U.
Now we present the main theorem about the heat kernel estimates for the
Neumann-type semigroup.
Theorem 4.2.2. Let U be an unbounded uniform domain in a Harnack-type Dirichlet
space (X, µ,E ,D(E )). Assume that (E ,D(E )) admits a carre´ du champ. Let v be a mea-
surable locally uniformly positive and locally uniformly bounded function on U. Assume
that the measure vdµ on U satisfies the volume doubling condition (2.1). Assume further
that there exist positive constants C and N such that
sup
B
v ≤ C inf
B
v
on any ball B = B(x, r) with ρ(B, X \ U) > Nr. Then the Dirichlet space
(U, vdµ,E N,vU ,F
v(U)) is of Harnack-type. In particular, the associated Neumann-type
semigroup admits a continuous kernel pN,vU (t, x, y) which satisfies
c1exp(−ρ(x,y)2c2t )√
Vv(x,
√
t)Vv(y,
√
t)
≤ pN,vU (t, x, y) ≤
c3exp(−ρ(x,y)2c4t )√
Vv(x,
√
t)Vv(y,
√
t)
(4.7)
for all x, y ∈ U and all t > 0. Here Vv denote the weighted volume Vv(x, r) =
∫
BU (x,r)
vdµ.
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The reason why we introduce this section is the following theorem which con-
nects two different Dirichlet spaces:
Theorem 4.2.3. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space which admits a
carre´ du champ. Let U be an unbounded uniform domain in (X, ρ), q ∈ K with (U, q)
gaugeable. Let h be the profile for (U, q) provided by Section 2.5 that satisfies the volume
doubling condition (2.1). Then the Dirichlet forms
(E N,h
2
U ,D(E
N,h2
U )) and (E
D,h2
U ,D(E
D,h2
U ))
coincide and are regular on U with core Lipc(U). Moreover, these forms also coincide with
(E Dq,U,h,D(E
D
q,U,h)), and the Dirichlet space
(U, h2dµ,E D,h
2
U ,D(E
D,h2
U )) = (U, h
2dµ,E Dq,U,h,D(E
D
q,U,h))
is a Harnack-type Dirichlet space.
For the proof, see Chapter 5 in [27].
4.3 Dirichlet heat kernel estimate for the operator −∆ + q
Finally we have
Theorem 4.3.1. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space which admits a
carre´ du champ. Let U be an unbounded uniform domain in (X, ρ). Assume that q belongs
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to Kato class K and suppose q is gaugeable for any bounded domain in X. Let h be the
profile for (U, q) that satisfies the condition (4.5)
sup
B
v ≤ C inf
B
v,
on any ball B = BU(x, r) with ρ(B, ∂U) > Nr. Assume that the measure h2dµ satisfies the
volume doubling condition
Vh2(x, 2r) ≤ CVh2(x, r). (4.8)
Let PDq,U,h,t, t > 0 be the semigroup associated with the Harnack-type Dirichlet form
(E Dq,U,h,D(E
D
q,U,h)) = (E
D,h2
U ,D(E
D,h2
U )) = (E
N,h2
U ,D(E
N,h2
U ))
on (U, h2dµ). Then the induced Dirichlet-type heat kernel pDq,U(t, x, y), (t, x, y) ∈ (0,∞) ×
U × U satisfies
c1h(x)h(y)exp(−ρ(x,y)2c2t )√
Vh2(x,
√
t)Vh2(y,
√
t)
≤ pDq,U(t, x, y) ≤
c3h(x)h(y)exp(−ρ(x,y)2c4t )√
Vh2(x,
√
t)Vh2(y,
√
t)
(4.9)
Proof. This is a direct result when we combine Theorem 2.2.2, Lemma 4.1.1, Propo-
sition 4.1.2, Theorem 4.2.2 and Theorem 4.2.3. 
Remark 4.3.1. Theorem 4.3.1 gives, under some assumptions of q, the heat kernel esti-
mate for the Schro¨dinger operator L = −∆ + q. However, we have no idea of the behavior
of h if we only know the existence of the profile. This is different from the case for ∆. That
is why we assume additionally the condition (4.5) of h and volume doubling condition for
h2dµ. Some improvements of this problem will be the content of next chapter.
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To end this chapter, we will give one example to illustrate how to apply Theo-
rem 4.3.1 to heat kernel estimate.
Assume X = Rn(n ≥ 2), µ is the Lebesgue measure and U = Rn \ B(0, 1). Let
q(x) = β|x|2 in U. Apparently, q ∈ K. When n = 2, the Dirichlet-type solutions are as
follows,
u(x) =

|x|√β − |x|−√β β > 0;
ln |x| β = 0;
sin(
√−β ln |x|) β < 0.
When β ≥ 0, L is locally gaugeable, and there exists a profile h = u. When β < 0
there does not exist a profile.
Case1 : β > 0.
Next we need to check the condition (4.5) and the volume doubling property (4.8).
When β ≥ 0, h(x) is increasing with at most polynomial rate. So condition (4.5) is
satisfied.
For the volume doubling property, we take two steps to check. Firstly, when 1 ≤
|x| ≤ 2, h(x) ' 2√β(|x| − 1). Thus for z ∈ ∂U and r < 1, Vh2(z, r) ' r4. Secondly, when
r > 2, Vh2(z, r) ' r2+2
√
β. By the argument in [25] in terms of anchored balls and
remote balls, we know h2dµ is volume doubling.
As a conclusion, when β > 0, we can apply Theorem 4.3.1 to get the precise
global heat kernel pDq,U(t, x, y). To be specific, we have for all x, y large enough and
for all t > 0,
pDq,U(t, x, y) 
|x|√β|y|√β
t(|x|√β + t√β/2)(|y|√β + t√β/2)e
− |x−y|2t .
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When both x and y are near the boundary, we have
pDq,U(t, x, y) 
β(|x| − 1)(|y| − 1)
t[
√
β(|x| − 1) + t√β/2][√β(|y| − 1) + t√β/2]e
− |x−y|2t .
Similarly, when x is near the boundary and y are far away from the boundary or
vice verse, we can still get the corresponding estimate.
Case2 : β = 0.
In this case L = −∆. Condition (4.5) and the volume-doubling condition (4.8) have
been established in [27]. We have for all x, y and for all t > 0,
pDq,U(t, x, y) 
log |x| log |y|
t(log(1 +
√
t) + log |x|)(log(1 + √t) + log |y|)e
− |x−y|2t .
Such an estimate was given in [23].
Next let’s see the situation when n ≥ 3. The Dirichlet-type solution is as fol-
lows:
u(x) =

|x| −n+2+
√s0
2 − |x| −n+2−
√s0
2 β > − (n − 2)
2
4
;
|x| −n+22 ln |x| β = − (n − 2)
2
4
;
|x| −n+22 sin(
√−s0
2
ln |x|) β < − (n − 2)
2
4
,
where s0 = (n − 2)2 + 4β.
It is easily seen that when β ≥ − (n−2)24 , there exists a profile h(x) = u(x). Further-
more, when x is away from the boundary, h(x)  |x| −n+2+
√s0
2 or |x| −n+22 ln |x|. Condition
(4.5) is satisfied, since u(x) is polynomially decreasing. Also the power −n+2+
√
s0
2 or
−n+2
2 is greater than
−n
2 . By the method in [25] we know the measure h
2dµ is also
volume doubling. Therefore we can also apply the Theorem 4.3.1.
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Case1 : β > − (n−2)24 .
When x and y are away from the boundary, we have for all t > 0,
pDq,U 
|x|(−n+2+√s0)/2|y|(−n+2+√s0)/2
tn/2(|x|(−n+2+√s0)/2 + t(−n+2+√s0)/4)(|y|(−n+2+√s0)/2 + t(−n+2+√s0)/4)e
− |x−y|2t .
When x and y are near the boundary, we have for all t > 0,
pDq,U 
s0(|x| − 1)(|y| − 1)
tn/2[
√
s0(|x| − 1) + t(−n+2+√s0)/4][√s0(|y| − 1) + t(−n+2+√s0)/4]e
− |x−y|2t .
Case2 : β = − (n−2)24 .
In this case, we have for all x, y ∈ U and for all t > 0,
pDq,U 
(|x|(−n+2)/2 ln |x|)(|y|(−n+2)/2 ln |y|)
tn/2(|x|(−n+2)/2 ln |x| + t(−n+2)/4 ln(1 + √t))(|y|(−n+2)/2 ln |y| + t(−n+2)/4 ln(1 + √t))e
− |x−y|2t .
In Chapter 6 we will give some counterexamples which violate these condi-
tions, and the profile there will have exponential growth. However, these condi-
tions need not be satisfied even for a polynomial-growth profile. Assume we still
have U = Rn \ B(0, 1)(n ≥ 2) and h(x) = |x|α(α < −n/2) when |x| > 2. Then it satisfies
the condition (4.5) but violates the volume doubling for the weighted measure
h2dµ. See more details in [25].
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CHAPTER 5
SUBCRITICALITY AND GAUGEABILITY OF −∆ + q IN THE EXTERIOR OF
A COMPACT SET
We gave the estimate for the heat kernel pq(t, x, y) in last chapter. However, the
assumption that q is in Kato class is still not good enough since we know little
about the profile h even if we assume the gaugeability. In this chapter, we will
investigate a more restricted class, K∞. Under this stronger assumption, we prove
a couple of equivalent statements, one of which specifies the boundedness of h.
As a result, we can draw a more precise conclusion about pq(t, x, y).
Besides the stronger assumptions of the potential q, we also assume, through
this chapter, the space (X, µ) is non-parabolic. In our context of Harnack space,
it means
∫ ∞
V(x,
√
t)−1dt < ∞(See Chapter 5 in [44]). In addition, we let U be an
unbounded uniform domain which is the exterior of a compact set. This condition
is also crucial in our proof.
We first present all related results for the Dirichlet-type solution. Then some re-
marks about the Neumann one will be included in the end.
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5.1 K∞ class
When the Harnack-type space (X, µ) is non-parabolic, by [44], the Green function
G(x, y) is positive and satisfies the following estimate
c
∫ ∞
ρ(x,y)2
dt
V(x,
√
t)
≤ G(x, y) ≤ C
∫ ∞
ρ(x,y)2
dt
V(x,
√
t)
, (5.1)
for some positive constant c,C.
Under this assumption, we have the following equivalent definition of Kato
class(See [34]): q ∈ K iff
lim
r→0
sup
x∈X
∫
ρ(x,y)<r
G(x, y)|q(y)|dy = 0. (5.2)
In a similar manner, we define the K∞ class as follows:
Definition 5.1.1. K∞ =
{
q ∈ Kloc : lim
r→∞ supx∈X
∫
|y|>rG(x, y)|q(y)|dy = 0
}
where |y| =
ρ(0, y) for a fixed point x0 as the origin 0.
We first give two propositions about the potential class K∞.
Proposition 5.1.1. Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type space. Assume
there exists C0 > 0 and D0 > 2 such that for any x ∈ X, 0 < r < R < ∞,
V(x,R)
V(x, r)
≥ C0
(R
r
)D0
. (5.3)
Then for α > 2, {q ∈ K : q(x) = O(|x|−α) as |x| → ∞} ⊆ K∞.
Proof. Since q ∈ K, for any  > 0, we can find a > 0, such that
sup
x∈X
∫
ρ(x,y)≤a
G(x, y)|q(y)|dy ≤ .
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Suppose for large enough A > 0, that q(x) ≤ c|y|α . Then∫
ρ(x,y)≥A
G(x, y)|q(y)|dy ≤  + c
∫
|y|≥A,ρ(x,y)≥a
G(x, y)
1
|y|αdy.
We split the integration on the right-hand side into three parts as follows:∫
|y|≥A,ρ(y,x)>a
=
∫
|y|≥A,ρ(y,x)≥|y|/2
+
∫
|y|≥A,a<ρ(y,x)<|y|/2
and ρ(y,x)≥|x|/2
+
∫
|y|≥A,a<ρ(y,x)<|y|/2
and ρ(y,x)<|x|/2
= (1) + (2) + (3).
Since we assume the volume growth condition (5.3), the Green functionG(x, y) has
the following estimate(See Chapter 5 in [44]):
c
ρ(x, y)2
V(x, ρ(x, y))
≤ G(x, y) ≤ C ρ(x, y)
2
V(x, ρ(x, y))
. (5.4)
Part (1):
We know Green functionG(x, y) is a decreasing function(up to a constant) of ρ(x, y).
Thus ∫
|y|≥A,ρ(x,y)≥|y|/2
G(x, y)
dy
|y|α ≤ C
∫
|y|≥A,ρ(x,y)≥|y|/2
|y|2
V(y, |y|)
1
|y|αdy
≤
∫
|y|≥A,ρ(x,y)≥|y|/2
|y|2−α
V(0, |y|)dy,
where the second inequality comes from the volume doubling property and 0 is
the origin of the space.
We split the domain {|y| ≥ A} into annulus {2kA ≤ |y| < 2k+1A} for k = 0, 1, 2, . . . .
Then
(1) ≤
∞∑
k=0
(2k+1A)2−αV(0, 2k+1A)
V(0, 2kA)
≤ C
∞∑
k=0
(2k+1A)2−α.
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Since α > 2, (1)→ 0 as A→ ∞.
Part (2):
In this region, we have A ≤ |y| ≤ 2|x| and a ≤ ρ(y, x) ≤ |y|/2 ≤ |x|. Thus, if we set
M := blog2(A)c and N := dlog2(2|x|)e,
(2) ≤
N∑
k=M
|x|2V(0, 2k+1)
2kαV(0, |x|)
≤
N∑
k=M
( |x|
2k
)2
·
(2k
|x|
)β
for some β > 2 by (5.3)
≤ |x|2−β
N∑
k=M
2−k(2−β)
≤ C.
The last inequality comes from −k(2 − β) > 0 and the upper limit is log2(2|x|). Thus
(2)→ 0 when A→ ∞.
Part (3):
In this region, we have A ≤ |y| ≤ 32 |x| and a ≤ ρ(y, x) ≤ 12 |y| ≤ 34 |x|. Following a
similar argument as in Part (2), we have (3)→ 0 as A→ ∞.
Thus we obtain
lim
A→∞ supx∈X
∫
|y|≥A
G(x, y)|q(y)|dy ≤ .
So we conclude q(x) ∈ K∞. 
Remark 5.1.1. If we drop the condition (5.3), the conclusion is only valid for large ρ
where ρ depends on the volume growth rate.
Proposition 5.1.2. Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type space. Assume
the volume growth condition (5.3) is satisfied. Assume also the volume of the unit ball in
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X has a uniform lower bound
inf
x∈X V(x, 1) ≥ M.
Then K ∩ L1(X, µ) ⊆ K∞ ⊆ K
Proof. To show that K ∩ L1(X, µ) ⊆ K∞, suppose that q(x) ∈ K ∩ L1(X, µ). Then for
any  > 0, there exists an a > 0 such that
sup
x∈X
∫
ρ(x,y)≤a
G(x, y)|q(y)|dy < 
2
.
From the fact that q(x) ∈ L1(X, µ), we know there exists A > 0 such that∫
|y|≥A
|q(y)|dy < c1 2 .
Then for each x ∈ X we have∫
|y|≥A
G(x, y)|q(y)|dy ≤
∫
ρ(x,y)≤a
G(x, y)|q(y)|dy +
∫
ρ(x,y)>a,|y|≥A
G(x, y)|q(y)|dy
≤ 
2
+C
∫ ∞
a2
dt
V(x,
√
t)
· c1 2 ,
where the constant C comes from (5.1).
From the condition (5.3) we have∫ ∞
a2
dt
V(x,
√
t)
≤ C1
∫ ∞
a2
dt
V(x, 1)tD0/2
≤ C2 1V(x, 1)
≤ C3.
Choose A large enough so that c1 < (CC3)−1. We then have∫
|y|≥A
G(x, y)|q(y)|dy < .
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Thus q(x) ∈ K∞.
The second part follows from the fact {(x, y) : ρ(x, y) ≤ a} ⊆ {(x, y) : ρ(x, y) ≤
a and |x| ≤ A + 1} ∪ {(x, y) : |y| ≥ A}, for 0 < a ≤ 1. 
Remark 5.1.2. We use the additional assumption (5.3) and the uniform lower volume
bound only for the first part of the proof. The second part holds for any non-parabolic
Harnack-type space.
For q(x) ∈ K∞, put
|||q||| = sup
x∈X
∫
X
G(x, y)|q(y)|dy.
Obviously we have |||q||| < ∞. In other words, if q ∈ K∞, then it is Green-bounded.
It is easy to verify the following proposition by definition:
Proposition 5.1.3. Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type space. Then for
measurable q on X, q ∈ K∞ if and only if the family {G(x, y)|q(y)|, x ∈ X} is uniformly
integrable in X.
Next we will present the gauge theorem.
Let τU be the exit time. Put
u0(x) = Ex[eq(τU)] = Ex
[
exp
(
−
∫ τU
0
q(Xs)ds
)]
.
Then we have:
Theorem 5.1.1. Let (X, µ) be a non-parabolic Harnack-type space, and U be an un-
bounded uniform domain that is the exterior of a compact set. Then for any x ∈ U,
57
u0(x) . ∞ in U if and only if u0(x) is bounded. If so, u0,D(x) = Ex[eq(τU)1{τU=∞}] is a
positive continuous solution of Lu = 0 in U. In addition, u0,D(x) satisfies the Dirichlet
boundary condition.
To prove this theorem, let us first introduce the crucial Khasminskii’s Lemma.
See Theorem 1.2 in [2] for the proof.
Lemma 5.1.2. Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type space. Suppose U is
a domain in X, q is a measurable function, {Xt} is a Markov process in U and τ is either a
constant time or an exit time. If
sup
x∈U
Ex
[ ∫ τ
0
|q(Xs)|ds
]
≤ α < 1,
then
sup
x∈U
Ex
[
exp
( ∫ τ
0
|q(Xs)|ds
)]
≤ 1
1 − α.
Now let us prove Theorem 5.1.1:
Proof. “⇐”: Trivial.
“⇒”: Assume x0 ∈ U and u0(x0) < ∞. By the argument of Theorem 1 in [65], we
know u0(x) is bounded in any compact set containing x0. Pick A > 0 such that
BA := BA(x0) ( U and set M := supx∈BA u0(x) < ∞.
Set B∗A := U \ BA. For any x ∈ B∗A, by the Strong Markov Property, we have
u0(x) = Ex[τB∗A = τU ; eq(τB∗A)] + E
x[τB∗A < τU ; eq(τB∗A)u0(X(τB∗A))]
≤ (M + 1)Ex[eq(τB∗A)].
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By the definition of K∞, |||1B∗Aq(x)||| < C1 < 1 for some positive constantC1, provided
that A is big enough. Together with Khasminskii’s Lemma, we conclude eq(τB∗A) <
C2, which implies u0(x) is finite everywhere;
Now suppose C := supx∈U u0(x) < ∞. Then∫
U
GU(x, y)|q(y)|u0(y)dy ≤
∫
X
G(x, y)|q(y)|u0(y)dy ≤ C|||q||| < ∞
By Fubini’s theorem and strong Markov property, we have∫
U
GU(x, y)q(y)u0,D(y)dy = Ex
[
t < ∞;
∫ ∞
0
q(Xt)EX(t)[eq(∞)]dt
]
= Ex
{
t < ∞;
∫ ∞
0
q(Xt)exp
[
−
∫ ∞
t
q(Xs)ds
]
dt
}
= Ex[t < ∞; 1 − eq(∞)]
= Ex[τU = ∞; 1 − eq(τU)]
= P(τU = ∞) − u0,D(x).
(5.5)
Applying ∆ on both side of the previous equation we have (−∆ + q(x))u0,D(x) = 0.
In addition, when xi → x ∈ ∂U, u0,D(xi) → 0 for any regular point of the domain
U. Thus u0,D(x) is a distributional solution of L and also satisfying the Dirichlet
boundary condition in the sense u0,D(x) ∈ F 0q,loc(U).
The continuity of u0,D(x) comes from the uniform integration of {G(x, y)|q(y)|u0(y) :
x ∈ X} by Proposition 5.1.3. 
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5.2 Subcriticality, criticality and supercriticality
Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type space. Let U be an unbounded
uniform domain which is the exterior of a compact set and q belongs to the poten-
tial class K∞. We first give the following definition:
Definition 5.2.1. For any domain U in X and q ∈ K∞, L = −∆ + q ≥ 0 in D if and only
if for any φ ∈ F 0q (U), ∫
U
dΓ(φ, φ) +
∫
U
qφ2dµ ≥ 0. (5.6)
We first give the following definition for subcriticality:
Definition 5.2.2. Let f be any continuous nonnegative function with compact support in
U which is positive on a set of positive measure. Then the Schro¨dinger operator L = −∆+q
is called subcritical in U if L ≥ 0 and there exists  > 0 such that −∆ + q −  f ≥ 0.
Intuitively, being subcritical means it is possible to perturb L by small pertur-
bations and still keeps its non-negativity.
Correspondingly, we have
Definition 5.2.3. Let f be any continuous nonnegative function with compact support in
U which is positive on a set of positive measure. Then the Schro¨dinger operator L = −∆+q
is called critical in U if L ≥ 0 and −∆ + q −  f is not nonnegative for all  > 0.
and
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Definition 5.2.4. The Schro¨dinger operator L = −∆ + q is called supercritical in U if
L ≥ 0 is not satisfied.
If L ≥ 0, then it is either critical or subcritical. Thus in the following sections,
we will only focus on the subcriticality property.
For more about subcriticality, we recommend [43, 47] to the readers.
Our first theorem is a characterization of the subcritical/critical potential. See
Theorem 2.5 in [41] for the proof.
Theorem 5.2.1. Let q0 be a bounded nonnegative function in U which is positive on a set
of positive measure. Then:
(1) If q is critical, then q + q0 is subcritical, and q − q0 is subcritical.
(2) If q is subcritical, then q + q0 is subcritical.
At the end of this section we present a theorem which tells the relation between
subcriticality(criticality) and gaugeability.
Theorem 5.2.2. Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type space. Let U be an
unbounded uniform domain in X which is the exterior of a compact set and q ∈ K∞. Fix a
point x0 ∈ U and Br := {x ∈ U; ρ(x0, x) ≤ r}. Then L = −∆ + q ≥ 0 if and only if for any
r > 0,
Ex[eq(τBr ∧ τU)] . ∞ in Br. (5.7)
Proof. If L ≥ 0 then by a similar argument as in Theorem 5 of [67], there exists a
positive and continuous solution u > 0 of Lu = 0 in U. For any r > 0, we have
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inf
x∈Br
u(x) ≥ inf
x∈Br
u(x) > 0. Then by Theorem 4 in [67], (5.7) holds.
Conversely, if (5.7) is true, then all eigenvalues of L are larger than 0 by Theo-
rem 4 in [67]. For any φ ∈ F 0q (U) we can find r big enough such that supp(φ) ⊂ Br.
Then we have ∫
U
dΓ(φ, φ) +
∫
U
qφ2dµ =
∫
Br
dΓ(φ, φ) +
∫
Br
qφ2dµ ≥ 0
This shows L = −∆ + q ≥ 0 by the Definition 5.2.1. 
5.3 Shuttle operator S λ
Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type space. Let U be an unbounded
uniform domain in X which is the exterior of a compact set and q belongs to K∞.
Now fix a point x0 and a constant A > 0 such that BA(x0) ⊂ U. In the following we
always denote Br := Br(x0).
For each r ∈ (2A,∞], put JA,r = {y ∈ U : A < ρ(x0, y) < r}. We define the following
stopping time:
σr = τB2A + τJA,r ◦ θτB2A . (5.8)
and the operator in the Banach space C(∂BA)(See the Figure 5.1):
S q,r f (z) = Ez[σr < τU and X(σr) ∈ ∂BA; eq(σr) f (X(σr))], z ∈ ∂BA, f ∈ C(∂BA). (5.9)
We first give the following lemma specifying the kernel property of S q,r. See
Lemma 6 in [64] for the details of proof.
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x0 A
2A
r
E
U = X \ E
z
X(σr) JA,r
Figure 5.1: Shuttle Operator
Lemma 5.3.1. For each r ∈ (2A,∞], the operator S q,r is an integral operator in C(∂BA)
with a positive continuous kernel Φr(·, ·):
S q,r f (z) =
∫
∂BA
Φr(z,w) f (w)σ(dw).
Now we define the spectrum λr for the operator S q,r. For the compact set ∂BA,
r ∈ (2A,∞], set
λr(q) = lim
n→∞
n
√∥∥∥(S q,r)n∥∥∥. (5.10)
The following lemma brings to light the connection between gaugeability and
the spectrum of the operator S q,r.
Lemma 5.3.2. Let eq(t) and λr(q) be defined as before for q ∈ K∞ and r ∈ (2A,∞), then
Ex[eq(τBr ∧ τU)] . ∞ if and only if λr(q) < 1.
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Proof. “⇐”:For each r < ∞, define
fr(z) =

Ez[X(σr) ∈ ∂Br; eq(σr)], whenσr < τU
Ez[eq(τU)], whenσr ≥ τU .
(5.11)
We also define
f∞(z) = Ez[σr = τU ; eq(σr)].
Then for each z ∈ ∂BA, by the strong Markov property, we have for each r ∈ (2A,∞),
Ez[eq(τBr ∧ τU)] =
∞∑
n=0
(S q,r)n fr(z). (5.12)
Here we set S q,r f (x) = 0 if f < C(∂BA). If λr(q) < 1, then by (5.10), the series (5.12)
converges uniformly on ∂BA, which is the desired result.
“⇒”: If Ex[eq(τBr ∧ τU)] . ∞, then by Theorem 5.1.1(this is for the case r = ∞; the
case r < ∞ works in the same manner) g(x) = Ex[eq(τBr ∧ τU)] is a bounded contin-
uous function in ∂BA. By Dini’s theorem, the convergence in (5.12) is uniform on
∂BA.
Since fr(z) is a strictly bounded continuous function on ∂BA, set m := minz∈∂BA fr(z) >
0, then by the uniform convergence we can find an integer N such that for all
n > N,
∥∥∥(S q,r)n fr∥∥∥ < m. As a result, ∥∥∥(S q,r)n∥∥∥ = ∥∥∥(S q,r)n1∥∥∥ ≤ c−1 ∥∥∥(S q,r)n fr∥∥∥ < 1, thus
n
√∥∥∥(S q,r)n∥∥∥ < 1. Hence we get the conclusion by the definition of λr(q). 
The following lemma shows the relation between subcriticality(criticality) and
the spectrum radius.
Lemma 5.3.3. Let q ∈ K∞, then L ≡ −∆ + q ≥ 0 if and only if λ∞(q) ≤ 1.
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Proof. By Theorem 5.2.2 and Theorem 5.3.2 we have that L ≥ 0 if and only if λr(q) <
1 for 2A < r < ∞. By continuity and monotonicity of the kernel function Φr, the
latter condition is equivalent to λ∞(q) ≤ 1. 
From now on we define the shuttle operator to be S q := S q,∞ and its spectrum
radius λ(q) := λ∞(q).
We end this section with two lemmas specifying the continuity property of the
spectrum λ(q). See Lemma 14 and 15 in [64] for the proof inRn. A similar argument
follows for the abstract case.
Lemma 5.3.4. Let {qn} ⊆ K∞ be a sequence of potential and lim
n→∞ |||qn − q||| = 0, then we
have
lim
n→∞ λ(qn) = λ(q).
Lemma 5.3.5. Let q1, q2 ∈ K∞ and q1 ≤ q2 and q1 . q2 on an open set with positive
measure in X, then
λ(q1) > λ(q2).
5.4 Main results
Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type space. Let q ∈ K∞ and U is an
unbounded uniform domain which is the exterior of a compact set. Let L = −∆+q.
For any x, y ∈ U, put
u0(x) = Ex[eq(τU)] = Ex
[
exp
(
−
∫ τU
0
q(Xs)ds
)]
.
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and y-conditioned gauge
u0(x, y) = Exy [eq(τU)] = E
x
y
[
exp
(
−
∫ τU
0
q(Xs)ds
)]
.
where Exy is defined as
Exy [t < τU ;Φ] = GU(x, y)
−1Ex[t < τU ;Φ ·GU(Xt, y)], x ∈ U.
See Chapter 5 in [11] for more details about Exy .
We first introduce the famous 3G-Theorem in the abstract space sense, which
will be of great use in proving the main theorem:
Theorem 5.4.1. Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type Dirichlet space. As-
sume the volume growth satisfies the condition (5.3). Let U = X \ E is an unbounded
uniform domain and E is a compact set. Let GU(x, y) and G(x, y) be the Green function in
the domain U and in the whole space X respectively, then for any x, y, z ∈ U, we have:
GU(x, z)GU(z, y)
GU(x, y)
≤ C1G(x, z)G(z, y)G(x, y) . (5.13)
and
GU(x, z)GU(z, y)
GU(x, y)
≤ C2(G(x, z) +G(z, y)). (5.14)
Proof. We first prove (5.13) implies (5.14):
It suffices to prove
G(x, z)G(z, y)
G(x, y)
≤ C3(G(x, z) +G(z, y)),
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which is equivalent to
1
G(x, y)
≤ C3
( 1
G(x, z)
+
1
G(z, y)
)
.
Under the condition (5.3), we have the Green estimate (5.4). Thus it suffices to
prove
V(x, ρ(x, y))
ρ2(x, y)
≤ C3
(V(x, ρ(x, z))
ρ2(x, z)
+
V(z, ρ(z, y))
ρ2(z, y)
)
. (5.15)
• Case 1: ρ(x, y) ≤ ρ(x, z)
By the inequality (5.3), we have
V(x, ρ(x, y))
V(x, ρ(x, z))
≤ C0
(
ρ(x, y)
ρ(x, z)
)D0
≤ C0ρ(x, y)
2
ρ(x, z)2
,
which proves
V(x, ρ(x, y))
ρ2(x, y)
≤ C3
(V(x, ρ(x, z))
ρ2(x, z)
)
.
Therefore (5.15) follows easily.
• Case 2: ρ(x, y) > ρ(x, z) and ρ(x, y) ≤ ρ(z, y)
We prove this case using the exact argument as in case 1 since x and y are holding
the symmetric role.
• Case 3: ρ(x, y) > ρ(x, z) and ρ(x, y) > ρ(z, y)
By the symmetric role of x and y, we can assume ρ(x, z) > ρ(z, y) without loss of
generality. Then
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V(x, ρ(x, y))
ρ2(x, y)
≤ V(x, ρ(x, z) + ρ(z, y))
ρ2(x, z)
≤ V(x, 2ρ(x, z))
ρ2(x, z)
≤ C5V(x, ρ(x, z))
ρ2(x, z)
The last inequality comes from the volume doubling property. Therefore (5.15)
follows.
Now we are left to prove (5.13).
By Theorem 5.13 in [27] we have the following estimate for GU(x, y):
c
∫ ∞
ρ(x,y)2
h(x)h(y)
Vh2(x,
√
s)
ds ≤ GU(x, y) ≤ C
∫ ∞
ρ(x,y)2
h(x)h(y)
Vh2(x,
√
s)
ds.
where h(x) is the profile for ∆u = 0 in U.
In addition, we have
Vh2(x, r) ' h(xr)2V(x, r).
where xr is any point in U such that ρ(x, xr) ≤ r/4 and ρ(xr, X \ U) ≥ c0r/8. See
Theorem 4.17 in [27] for details.
As the global Green function also has the similar form(See the estimate (5.1)), thus
when x or y or z is far away from the boundary, the conclusion follows easily.
Now we only consider the case where x, y and z are all near the boundary.
Namely, x, y, z ∈ Eδ = {x ∈ U : ρ(x, ∂U) ≤ δ}. To make it consistent, we still use the
notation U for bounded uniform domain.
Since U is bounded and uniform, it satisfies the following two condition (See [31]).
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(1) The interior condition for a NTA domain: There exists constants C0 ≥ 1 and α > 0
such that for any z ∈ ∂ and 0 < r ≤ α, we can find a point A = Ar(z) in U satisfying the
following condition:
|A − z| ≤ C0r, and δ(A) ≥ r,
where δ(A) = ρ(A, ∂U).
(2) The Harnack chain condition: For any given C1 > 0 and any x, y ∈ U such that
|x − y| ≤ C1[δ(x) ∧ δ(y)], we can find finite number of balls B(ai, ri)(0 ≤ i ≤ n) in U such
that a0 = x, an = y and B(ai, ri2 ) ∩ B(ai+1, ri+12 ) , ∅ for 0 ≤ i ≤ n − 1. Here the number n
does not depend on the choice of (x, y).
We now prove the following lemma.
Lemma 5.4.2. Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type Dirichlet space. As-
sume the volume growth satisfies the condition (5.3). Let U be any bounded uniform
domain. Set δ(x) := ρ(x, ∂U) and suppose for some constant C1 > 0 we have
ρ(x, y) ≤ C1(δ(x) ∧ δ(y)).
Then there exists a constant C2 > 0 such that
GU(x, y) ≥ C2G(x, y).
Proof. By symmetry of the Green function, we may assume δ(x) < δ(y).
• Case 1: C1 < 1
Since ρ(x, y) < δ(x), then B := B(x, δ(x)) ⊂ U, thus GU(x, y) ≥ GB(x, y). By Lemma 4.8
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in [27], we have
GU(x, y) ≥ GB(x, y)
≥ C3
∫ 2δ(x)2
ρ(x,y)2/2
ds
V(x,
√
s)
≥ C3
∫ 2
C21
ρ(x,y)2
ρ(x,y)2/2
ds
V(x,
√
s)
≥ C3
∫ 2ρ(x,y)2
ρ(x,y)2/2
ds
V(x,
√
(s))
≥ C4 ρ(x, y)
2
V(x, ρ(x, y))
.
The last inequality comes form the volume doubling property.
Since we also assumed the condition (5.3), which implies
G(x, y) ≤ C5 ρ(x, y)
2
V(x, ρ(x, y))
Thus we have the desired inequality.
• Case 2: C1 ≥ 1
In this case we use the Harnack chain condition, and the same argument as Case
1 follows. 
The following reasoning of lines are mainly from Section 6.2 of [11].
Let C0 ≥ 1, α > 0 and Ar(z), 0 < r ≤ α be as given in (5.4). Let x∗ be the point on
∂U in which ρ(x, x∗) = δ(x). Now for x ∈ U, set xr = Ar(x∗) if δ(x) < r, while xr = x if
δ(x) ≥ r. Then we have
ρ(xr, x) ≤ ρ(xr, x∗) + ρ(x∗, x) ≤ (C0 + 1)r.
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Next we prove a lemma to show, in certain cases, we can replace the point x by xr.
Lemma 5.4.3. Let 0 < r ≤ α be as in (5.4), ρ(x, y) ≥ (2C0 + 1)r and ρ(x, z) ≥ (2C0 + 1)r.
If (5.13) holds for (xr, y, z), then it also holds for (x, y, z). A similar conclusion is true if we
interchange x and y by their symmetric structure.
Proof. If δ(x) ≥ r, it holds trivially. So we assume δ(x) < r in the following. Since
ρ(y, x∗) ≥ ρ(y, x) − δ(x) ≥ (2C0 + 1)r − r = 2C0r
and
ρ(z, x∗) ≥ ρ(z, x) − δ(x) ≥ (2C0 + 1)r − r = 2C0r,
we have both GU(·, y) and GU(·, z) are positive harmonic functions in U ∩B(x∗,C0r).
In addition, we have
ρ(xr, x∗) ≥ C0r
and
ρ(x, x∗) = δ(x) < r ≤ C0r.
By boundary Harnack principle, we have
GU(x, z)
GU(x, y)
≥ CGU(xr, z)
GU(xr, y)
.
Thus
GU(x, z)GU(z, y)
GU(x, y)
≤ CGU(xr, z)GU(z, y)
GU(xr, y)
.
By assumption, we have
ρ(xr, y) ≤ ρ(x, y) + (C0 + 1)r ≤ ρ(x, y) + C0 + 12C0 + 1ρ(x, y)
=
3C0 + 2
2C0 + 1
ρ(x, y)
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and
ρ(xr, z) ≥ ρ(x, z) − (C0 + 1)r ≥ ρ(x, z) − C0 + 12C0 + 1ρ(x, z)
=
C0
2C0 + 1
ρ(x, z).
By hypothesis we have
GU(xr, z)GU(z, y)
GU(xr, y)
≤ CG(xr, z)G(z, y)
G(xr, y)
.
Therefore by the decreasing property of Green function, we have proved (5.13).

In the following part of the proof, we always assume δ(x) ≤ δ(y). Let d(U)
represent the diameter of U and set
C1 = C0 ∨ d(U)3α ,
where C0 and α come from the interior condition of uniform domain U.
We first prove 3G Theorem in more restrictive conditions in the following two
lemmas.
Lemma 5.4.4. If ρ(x, y) ≤ (10C1 + 8)δ(x), then (5.13) holds.
Proof. By Lemma 5.4.2 we have
GU(x, y) ≥ CG(x, y)
Also we have
GU(x, z) ≤ G(x, z)
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and
GU(z, y) ≤ G(z, y).
Thus (5.4.1) follows easily. 
Lemma 5.4.5. If ρ(x, z) ≤ (7C1 + 4)δ(x), then (5.13) holds.
Proof. By virtue of Lemma 5.4.4, we may assume ρ(x, y) > (10C1 + 8)δ(x). Since
ρ(z, x∗) ≤ ρ(z, x) + δ(x) ≤ (7C1 + 5)δ(x)
and
ρ(y, x∗) ≥ ρ(y, x) − δ(x) > (10C1 + 7)δ(x),
we have GU(·, y) is a positive harmonic function in U ∩ B(x∗, (7C1 + 5)δ(x)). Using
Carleson’s lemma (see [1]), we have
GU(z, y) ≤ CGU(x, y)
Thus we have
GU(x, z)GU(z, y)
GU(x, y)
≤ CGU(x, z) ≤ CG(x, z).
On the other hand, we have
ρ(z, y) ≤ ρ(x, z) + ρ(x, y) ≤ 2ρ(x, y).
Thus G(z, y) ≥ C′G(x, y). The desired result then follows. 
We continue to prove the 3G Theorem. Firstly we assume
ρ(z, y) ≥ 2ρ(x, y). (5.16)
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Now let r = ρ(x,y)3C1+2 . Then by assumption we have r <
d(U)
3C1
≤ α. Additionally we
have
ρ(y, x) = (3C1 + 2)r > (2C0 + 1)r
and
ρ(y, z) ≥ 2ρ(x, y) > (2C0 + 1)r.
Hence by Lemma 5.4.3, it suffices to prove (5.13) for (x, yr, z).
By (5.16),
ρ(x, z) ≥ ρ(y, z) − ρ(x, y) ≥ ρ(x, y) > (2C0 + 1)r.
We also have
ρ(x, yr) ≥ ρ(x, y) − ρ(y, yr)
≥ (3C1 + 2)r − (C0 + 1)r
≥ (2C0 + 1)r.
Again by Lemma 5.4.3, it suffices to prove (5.13) for (xr, yr, z).
Since
ρ(xr, yr) ≤ ρ(x, y) + ρ(xr, x) + ρ(yr, y)
≤ ρ(x, y) + 2(C0 + 1)r
≤ (3C1 + 2)r + 2(C1 + 1)r
≤ (5C1 + 4)δ(xr),
(5.13) for (xr, yr, z) follows from Lemma 5.4.4.
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Now we consider the other case
ρ(z, y) < 2ρ(x, y). (5.17)
This time we set r = ρ(x,z)6C1+3 , then we have r ≤ α as before. We additionally have
ρ(x, z) = (6C1 + 3)r > (2C0 + 1)r
and
ρ(x, y) ≥ ρ(x, z) − ρ(z, y) ≥ ρ(x, z) − 2ρ(x, y).
Thus
ρ(x, y) ≥ 1
3
ρ(x, z) > (2C0 + 1)r.
By Lemma 5.4.3 it suffices to prove (5.13) for (xr, y, z).
We have by the definition of xr,
ρ(xr, z) ≤ ρ(x, z) + ρ(x, xr) ≤ (6C1 + 3)r + (C0 + 1)r
≤ (7C1 + 4)r ≤ (7C1 + 4)δ(xr).
If δ(xr) ≤ δ(y), then (5.13) is satisfied for (xr, y, z) by Lemma 5.4.5.
If δ(y) < δ(xr), then we consider (5.13) for (y, xr, z). Same conclusion follows if
we discuss two different cases ρ(z, xr) ≥ 2ρ(y, xr) (as in (5.16)) and ρ(z, xr) < 2ρ(y, xr)
(as in (5.17)). 
Now we will prove the main theorem as follows:
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Theorem 5.4.6 (Main Theorem). Let (X, µ,E ,D(E )) is a non-parabolic Harnack-type
Dirichlet space. Assume the volume growth satisfies the condition (5.3). Let U = X \ E is
an unbounded uniform domain and E is a compact set. Assume L = −∆ + q and q belongs
to the potential class K∞. Then the following statements are equivalent:
(1). u0(x) . ∞.
(2). u0(x, y) is bounded in U × U\{(x, x) : x ∈ U}
(3). λ(q) < 1.
(4). There exists a positive q-Green function in U.
(5). L is subcritical.
(6). There exists a continuous positive solution u of Lu = 0 which satisfies 0 < infxu(x)
≤ supxu(x) < ∞.
Proof. (3) ⇒ (5): Since λ(q) < 1, by Lemma 5.3.4 for any continuous nonnegative
function f with compact support in U, there exists  > 0 such that if ||| f ||| is small
enough, then λ(q −  f ) < 1. By lemma 5.3.3, we have L −  f ≥ 0. Thus L is subcrit-
ical.
(5) ⇒ (3): If (5) is true, then there exists q0(x) > 0 with |||q0||| <  and q0(x) ∈ K∞.
Consequently, L ≥ L − q0 ≥ 0. By lemma 5.3.3 we have λ(q − q0) ≤ 1. Then by
Lemma 5.3.5, λ(q) < λ(q − q0) ≤ 1, i.e., (3) is true.
(1)⇒ (6): By a similar argument as in Theorem 5.1.1, we can show u0(x) is a con-
tinuous positive solution satisfying∫
U
GU(x, y)q(y)u0(y)dy = 1 − u0(x). (5.18)
Also by Theorem 5.1.1, u0(x) is bounded if u0(x) . ∞.
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From the equation (5.18), we have
lim
ρ(x,∂U)→∞
u0(x) = 1 − lim
ρ(x,∂U)→∞
∫
X
GU(x, y)q(y)u0(y)dy
= 1.
The second equation comes from the boundedness of u0(x) and the definition of
K∞.
On the other hand, as x → ∂U, τU = 0 q.e.. Thus u(x) = 1 along the boundary q.e..
Therefore we draw the desired conclusion;
(6) ⇒ (1): Suppose u(x) is a continuous positive solution satisfying u(x) ≥ c > 0.
Fix a point x0 ∈ U. For any R > 0, set BR := U ∩ BR(x0), we have (See Figure 5.2) for
large R,
x0
R
E Eδ
U = X \ E
Figure 5.2: Brownian Motion in BR
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u(x0) = Ex0[τBR ≤ τU ; eq(τBR)u(X(τBR))]
= Ex0[τBR = τU ; eq(τBR)u(X(τBR))] + E
x0[τBR < τU ; eq(τBR)u(X(τBR))]
≥ c1Ex0[τBR = τU ; eq(τBR)] + c1Ex0[τBR < τU ; eq(τBR)].
By Fatou’s lemma, we conclude
Ex0[eq(τU)] ≤ lim
R→∞ E
x0[τBR = τU ; eq(τBR)] + limR→∞ E
x0[τBR < τU ; eq(τBR)]
≤ c−11 u(x0) < ∞.
Thus we have u0(x0) < ∞. Together with Theorem 5.1.1, we obtain u0(x) . ∞.
(1) ⇐⇒ (3) comes from Lemma 5.3.2 by setting r = ∞.
Till now we have proved the equivalence of (1), (3), (5) and (6).
(2)⇒ (4): We first have
u0(x, y) = Exy
[
exp
( ∫ ζ
0
q(Xs)ds
)]
= 1 − Exy
[
t < ζ;
∫ ζ
0
q(Xt)exp
(
−
∫ ζ
t
q(Xs)ds
)
dt
]
.
by a formal integration.
It follows from Fubini’s theorem that
Exy
[
t < ζ;
∫ ζ
0
q(Xt)exp
(
−
∫ ζ
t
q(Xs)ds
)
dt
]
= Exy
[
t < ζ;
∫ ζ
0
q(Xt)E
Xt
t [eq(ζ)]dt
]
= Exy
[
t < ζ;
∫ ζ
0
q(Xt)u0(Xt, y)dt
]
=
∫
U
GU(x, z)q(z)GU(z, y)
GU(x, y)
u0(z, y)dz.
(5.19)
The last equality comes from the definition of y-conditioned process.
In order to justify the equalities (5.19), we need also prove the finiteness of∫
U
GU (x,z)q(z)GU (z,y)
GU (x,y)
u0(z, y)dz. This comes from the definition of K∞, the finiteness of
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u0(x, y) and the 3G-Theorem (5.14).
Now put F(x, y) = u0(x, y)GU(x, y) > 0 for x, y ∈ U and x , y. Then by (5.19) we
have
F(x, y) = GU(x, y) −
∫
X
GU(x, z)q(z)F(z, y)dz. (5.20)
For any φ ∈ C∞0 (U), put
Fφ(·) =
∫
U
F(·, y)φ(y)dy.
and
Gφ(·) =
∫
U
G(·, y)φ(y)dy.
Then we have Fφ = Gφ − G(q(Fφ)) = G(φ − q(Fφ)). Applying ∆ on both sides we
obtain (−∆ + q)(Fφ) = φ, which means F(·, ·) is exactly the positive Green function
Gq,U for the operator L.
(4) ⇒ (2): For any x, y ∈ U, we can find x0 ∈ U and R > 0 large enough such that
x, y ∈ U ∩ Bx0(R). Take B := U ∩ Bx0(R), we know
Gq,B(x, y) ≤ Gq,U(x, y) < ∞, x, y ∈ B.
By Theorem 7 in [66] and a limiting method we have
Exy [ζ < τB; eq(ζ)] ≤
Gq,B(x,y)
GU(x, y)
.
Since Gq,B(x, y) ≤ Gq,U(x, y), by Fatou’s lemma, we have Exy [eq(ζ)] ≤ Gq,U (x,y)GU (x,y) < ∞.
By a similar argument as in 5.1.1, we conclude u0(x, y) is bounded for any x, y ∈ U
and x , y.
For (4) ⇐⇒ (5), we refer readers to Chapter 2 in [41]. The proof there applies
for the case in Rn, yet the proof doesn’t use the particular geometric property of
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Rn, therefore the method there applies to the general Dirichlet space without dif-
ficulty.

Remark 5.4.1. We assume U is the exterior of a compact domain in Theorem 5.4.6 since
it is crucial in proving (1)⇒ (6) and (2)⇒ (4). For the other implications, just assuming
U to be an unbounded uniform domain should be OK.
Together with Theorem 5.1.1, we have the following corollary.
Corollary 5.4.1. Let (X, µ,E ,D(E )) be a non-parabolic Harnack-type Dirichlet space.
Assume the volume growth satisfies the condition (5.3). Let U be an unbounded uniform
domain which is the exterior of a compact set in (X, ρ). Let q belongs to Kato class K∞. If
any statement in Theorem 5.4.6 is true, then there exists a positive Dirichlet-type solution
u(x) satisfying lim
ρ(x,∂U)→∞
u(x) > 0.
Together with Theorem 4.3.1, we have the following corollary.
Corollary 5.4.2. Let (X, µ,E ,D(E )) be a Harnack-type Dirichlet space. Assume the vol-
ume growth satisfies the condition (5.3). Let U be an unbounded uniform domain which is
the exterior of a compact set in (X, ρ). Let q belongs to Kato class K∞. Let pDq,U(t, x, y), t > 0
be the heat kernel associated with the Harnack-type Dirichlet form. If any statement in
Theorem 5.4.6 is true, then we have, for all (t, x, y) ∈ (0,∞) × U × U,
c1h(x)h(y)exp(−ρ(x,y)2c2t )√
Vh2(x,
√
t)Vh2(y,
√
t)
≤ pDq,U(t, x, y) ≤
c3h(x)h(y)exp(−ρ(x,y)2c4t )√
Vh2(x,
√
t)Vh2(y,
√
t)
.
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Here xr is any point in U satisfying ρ(xr, x) ≤ r and ρ(xr, X \ U) ≥ c0r/8 where c0 comes
from the constant in defining uniform domains.
In particular, for x and y are far away from the boundary and for all t > 0, we
have
c1exp(−ρ(x,y)2c2t )√
V(x,
√
t)V(y,
√
t)
≤ pDq,U(t, x, y) ≤
c3exp(−ρ(x,y)2c4t )√
V(x,
√
t)V(y,
√
t)
. (5.21)
It tells that for x, y far away from the boundary and for the potential q satisfying
either condition in Theorem 5.4.6, the effect of q is so small that it doesn’t affect
the heat kernel in essential way.
Remark 5.4.2. Similar results can be derived as Theorem 5.4.6 if we change the set-up to
the global case or the Neumann case. As a result, the same form of heat kernel estimate
as in Corollary 5.4.2 is obtained if we replace the profile h to the global weak solution
or Neumann-type solution. Partial results about the relation between Dirichlet one and
Neumann one will be included in next chapter.
As we mentioned in the introduction part, there has been plenty of work trying
to get the same heat kernel estimate as in (5.21). For the global case, A. Grigor’yan
proved in [19] that any nonnegative Green-bounded potential satisfies this prop-
erty. M. Takeda proved in [55] that if q = q+ − q− and q+ is Green-bounded and
q− ∈ K∞, then same conclusion holds if q is gaugeable. For the Dirichlet case, A.
Grigor’yan and L. Saloff-Coste proved in [23] that when x and y are away from
the boundary, then the heat kernel pDU(t, x, y) induced by the Laplacian is compa-
rable to the global one p(t, x, y). Our work in this chapter generalizes the results
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in these two directions. One point should be mentioned here: As we showed at
the start of this chapter, the potential class discussed in [55] actually includes all
potential in K∞. Thus it might be possible to prove all conclusions in this chapter
for q = q+ − q− where q+ is Green-bounded and q− ∈ K∞. This will be one of the
future goals.
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CHAPTER 6
APPLICATIONS
In this chapter we first give some explicit examples in Rn to compare different
potentials. Then a more general result on certain model manifolds will be given,
where we also compare the Dirichlet solution and Neumann solution for certain
type of potentials. Finally we give an example in upper-half space to reveal why
we need to restrict the domain to be exterior of a compact set in Theorem 5.4.6.
6.1 Some examples in Rn
Firstly we will present some classical examples where explicit solutions might
exist and thus get some heuristics to our more generalized results in next section.
6.1.1 Examples outside the unit ball
Throughout this subsection, we assume U = Rn \ B(0, 1) and q = β|x|2 is a radially
symmetric function defined in U. Thus the solution is also radial. If we apply
polar coordinates, then
∆u(x) = u′′ +
n − 1
r
u′ (6.1)
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where u′′ = ∂
2u(r)
∂r2 and u
′ = ∂u(r)
∂r .
Since q(x) = β|x|2 , by equation (6.1), we have the following equation for u(r):
(−∆ + q)u = −u′′ − n − 1
r
u′ +
β
r2
u = 0 (6.2)
This is an Euler equation, and if we set u(r) = rs, we can obtain the characteristic
equation
s2 + (n − 2)s − β = 0, (6.3)
which is quadratic.
Case1 : n = 2
When n = 2, (6.3) becomes s2 − β = 0.
Subcase 1.1 : β > 0.
In this case we get two linearly independent solutions u1(r) = r
√
β and u2(r) = r−
√
β.
• If we impose the Dirichlet boundary condition, then we have
u(r) = r
√
β − r−√β,
which is a positive solution and tends to infinity when r → ∞.
• If we impose the Neumann boundary condition, then we have
u(r) =
1
2
r
√
β +
1
2
r−
√
β,
which is also a positive solution and tends to infinity when r → ∞.
Subcase 1.2 : β = 0.
In this special case, equation (6.2) becomes
u′′ +
u′
r
= 0,
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and we have the two solutions u1(r) = ln r and u2(r) = 1.
• If we impose the Dirichlet boundary condition, then we have
u(r) = ln r,
which is also a positive solution and tends to infinity when r → ∞.
• If we impose the Neumann boundary condition, then we have
u(r) ≡ 1,
which is also a positive solution yet bounded when r → ∞.
Subcase 1.3 : β < 0.
In this case, s2 − β = 0 has complex roots.In the usual way we find two real solu-
tions: u1(r) = cos(
√−βln r) and u2(r) = sin(√−βln r).
• If we impose the Dirichlet boundary condition, then we have
u(r) = u2(r) = sin(
√−βln r),
which is not a positive solution.
• If we impose the Neumann boundary condition, then we have
u(r) = u1(r) = cos(
√−βln r),
which is also not a positive solution either.
Case2 : n ≥ 3
The reason why we separate the case n = 2 and the case n ≥ 3 lies in the different
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property of the positive solution(bounded or not), which is related to the property
subcriticality(criticality) (See [41] for more details). Here we set s0 = (n − 2)2 + 4β.
Subcase 2.1 : β > − (n−2)24 .
The two basic solutions are u1(r) = r
−n+2+√s0
2 and u2(r) = r
−n+2−√s0
2 .
• If we impose the Dirichlet boundary condition, then we have
u(r) = r
−n+2+√s0
2 − r −n+2−
√s0
2 ,
which is a positive solution. In this case the sign of β plays some role: positive β
gives an unbounded solution and non-positive β gives a bounded solution.
• If we impose the Neumann boundary condition, then we have
u(r) = (n − 2 + √s0)r
−n+2+√s0
2 + (−n + 2 + √s0)r
−n+2−√s0
2 ,
which is also a positive solution, and positive β gives an unbounded solution
while non-positive β gives a bounded solution.
Subcase 2.2 : β = − (n−2)24 .
The two basic solutions are u1(r) = r
−n+2
2 and u2(r) = r
−n+2
2 ln r
• If we impose the Dirichlet boundary condition, then we have
u(r) = u2(r) = r
−n+2
2 ln r,
which is a bounded positive solution.
• If we impose the Neumann boundary condition, then we have
u(r) = r
−n+2
2 (1 +
n − 2
2
lnr),
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which is also a bounded positive solution.
Subcase 2.3 : β < − (n−2)24 .
The two basic solutions are u1(r) = r
−n+2
2 cos
( √−s0
2 ln r
)
and u2(r) = r
−n+2
2 sin
( √−s0
2 ln r
)
.
• If we impose the Dirichlet boundary condition, then we have
u(r) = u2(r) = r
−n+2
2 sin
( √−s0
2 ln r
)
.
Similar to the case n = 2, this solution is not positive.
• If we impose the Neumann boundary condition, then we have
u(r) = u1(r) +
n − 2√−s0u2(r),
which is also not positive.
Remark 6.1.1. As mentioned in Chapter 4, when q(x) = β|x|2 , if there exists a profile h,
then condition (4.5) is satisfied, and the measure h2dµ is volume doubling.
6.1.2 Examples on Rn+
Throughout this subsection, we assume U = Rn+ = {x ∈ Rn; xn > 0} and q is a
bounded function of xn. Here the solution u(x) satisfies:
u′′ − q(xn)u = 0
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where u′′ = ∂
2u
∂x2n
.
Case1 : q(xn) ≡ const
Subcase 1.1: q(xn) ≡ 1 In this case, we have the following differential equation
u′′ − u = 0.
There are two basic solutions: u1(x) = exn and u2(x) = e−xn .
• The Dirichlet-type solution is
u(x) = exn − e−xn .
and
• the Neumann-type solution is
u(x) = exn + e−xn .
Both are positive solutions with exponential increasing rate as xn → ∞.
Remark 6.1.2. Here the profile is h(x) = exn − e−xn . The condition (4.5) will be violated
and the measure h2dµ is not doubling either.
Subcase 1.2: q(x) ≡ −1
In this case the two basic solutions are u1(x) = cos(xn) and u2(x) = sin(xn). u(x) =
u2(x) satisfies the Dirichlet boundary condition while u(x) = u1(x) satisfies the Neu-
mann boundary solution. However, these are not positive solutions.
Case2 : q(x) = β(1+xn)4
Subcase 2.1: β > 0
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There are two basic solutions: u1(x) = (xn + 1)e
√
βxn
xn+1 and u2(x) = (xn + 1)e−
√
βxn
xn+1 .
• The Dirichlet-type solution is
u(x) = (xn + 1)
(
e
√
βxn
xn+1 − e−
√
βxn
xn+1
)
.
which is positive and furthermore, u(x) is of linear increasing rate when xn → ∞.
Thus the condition (4.5) is satisfied and the measure h2dµ satisfies the volume
doubling property.
• The Neumann-type solution is
u(x) = (
√
β − 1)(xn + 1)e
√
βxn
xn+1 + (
√
β + 1)(xn + 1)e−
√
βxn
xn+1
which is a positive solution. Like the Dirichlet case, this solution is also increasing
with linear rate!
Subcase 2.2: β < 0
In this case the two basic solutions are: u1(x) = (xn + 1)cos
√−β
xn+1
and u2(x) = (xn +
1)sin
√−β
xn+1
.
• The Dirichlet-type solution is
u(x) = (xn + 1)sin
√−βxn
xn + 1
.
The positivity of u(x) depends on the choice of β, and we make the following
observation:
– When β ∈ (−pi2, 0),
√−βxn
xn+1
∈ (0, pi), so the sin part will always be positive. Thus
we get a positive solution. In addition, u(x) will be of linear increasing rate when
xn → ∞.
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– When β = −pi2, we again get a positive solution, but u(x) will be bounded when
xn → ∞.
– When β ∈ (−∞,−pi2), the solution will not be positive.
As a result, whenever β ≥ −pi2, the condition (4.5) is satisfied and the measure h2dµ
satisfies the volume doubling property.
• The Neumann-type solution is
u(x) = (xn + 1)
√
1 − 1
β
cos(
√−βxn
xn + 1
+ γ)
where γ = tan−1( 1√−β ).
The positivity of u(x) also depends on the choice of β. By calculation we know
there exists β0 < 0 such that
– When β0 < β < 0, u(x) is positive and of linear increasing rate when xn → ∞.
– When β = β0, we again get a positive solution, but u(x) will be bounded when
xn → ∞.
– When β < β0, the solution will not be positive.
However, unlike all previous examples, β0 , −pi2 in this case. Careful calculation
tells us β0 is around −(pi4 )2.
We end this section by some remarks on these examples.
Remark 6.1.3. (1). We introduced three types of potentials in this section: constant one(1
& -1), quadratic decaying one( β|x|2 ) and faster-than-quadratic decaying one(
β
(1+x)4 ), all of
which belong to the Kato class K and the fast decaying one belongs to K∞ by Proposition
5.1.1.
(2). Among all these three examples, the positive solution only exists for some range: as
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the negative part of the potential gets larger and larger, the positive solution will no longer
exist beyond certain threshold.
(3). The constant potential gives, if any, exponentially increasing positive solution. If we
view it as a profile as we did in Chapter 4, the weighted volume Vh2 will violate the volume
doubling property. Thus we can not apply the result in Theorem 4.3.1 .
(4). Even though fast decaying potential belongs to K∞, the example here does not coincide
to the conclusion in Chapter 5 since the positive solution is not bounded. This is because
Rn+ is not the exterior of a compact set. We will raise some open questions related to the
positive solution behavior of such potentials in next section.
6.2 Examples on certain model manifolds
We introduced some examples in Rn in last section. Actually we can generalize
these examples to a more general setting: model manifolds.
Throughout this section we let the metric space (X, µ) be an n-dimensional Rie-
mannian manifold (M,g). A Riemannian Model is such a Riemannian manifold
that satisfies:
(1) There is a chart on M that covers all M, and the image of this chart in Rn is
a ball Br0 := {x ∈ Rn : |x| < r0} for r0 ∈ (0,+∞];
(2) The metric g in the polar coordinates (r, θ) in the above chart has the form
g = dr2 + ψ2(r)gSn−1 , (6.4)
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where ψ(r) is a smooth positive function on (0, r0).
The following lemma gives the Riemannian measure and the Laplace operator
representation in polar coordinates for a Riemannian model. We omit the proof
and refer the reader to Section 3.10 in [20] for more details.
Lemma 6.2.1. On a manifold (M, g) with metric (6.4), the Riemannian measure ν is given
in the polar coordinates by
dν = ψ(r)n−1drdθ, (6.5)
where dθ stands for the Riemannian measure on Sn−1, and the Laplace operator on (M, g)
has the form
∆ =
∂2
∂r2
+
( d
dr
logψn−1
)
∂
∂r
+
1
ψ2(r)
∆Sn−1 . (6.6)
Throughout this section we suppose ψ(r) is a smooth positive function and
ψ(r) = rs when r ≥ 1. In addition, the following conditions need to be satisfied in
order for g to be extended to a metric (See [33]):
ψ(0) = 0, ψ′(0) = 1 and ψ′′(0) = 0.
By Proposition 4.10 in [25], we know (M,g) is of Harnack-type if and only if − 1n−1 <
s ≤ 1.
In order for (M,g) to be non-parabolic, we have the following criteria(See [23]):
Lemma 6.2.2. If (M, g) be a model manifold which is of Harnack-type, then M is non-
parabolic if and only if ∫ ∞ ds
V(x,
√
s)
< +∞.
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Together with the Riemannian measure ν given in (6.5), we obtain M is non-
parabolic if and only if s > 1n−1 for n ≥ 2. Thus a non-parabolic Harnack-type
manifold M with measure ψ(r) = rs for r ≥ 1 satisfies 1n−1 < s ≤ 1 for n ≥ 3. (We rule
out the case n = 2 since no suitable s exists in this case.)
In the rest of this section we always assume 1n−1 < s ≤ 1 and n ≥ 3. Notice that
if we assume 1n−1 < s ≤ 1, condition (5.3) is also satisfied.
Theorem 6.2.3. Let (M, g) be a non-parabolic Harnack-type model manifold with ψ(r) =
rs when r ≥ 1 and U = M \ B(0, 1). Let q(x) = β|x|α (α > 2), and consider the Schro¨dinger
operator L = −∆ + q. Then there exists β0,D < 0 such that
– When β > β0,D, there exists a positive solution u(x) satisfying lim
x→∂U
u(x) = 0 and
lim
x→∞ u(x) = c > 0 for some constant c;
– When β = β0,D, there exists a positive solution u(x) satisfying lim
x→∂U
u(x) = 0 and
lim
x→∞ u(x) = 0;
– When β < β0,D, there exists no positive solution.
Remark 6.2.1. By Theorem 5.4.6 we know L is subcritical if and only if β > β0,D; L is
critical if and only if β = β0,D and L is supercritical if and only if β < β0,D.
Remark 6.2.2. If we replace B(0, 1) in the theorem by any compact set containing the
origin by drawing one inner ball contained in this domain and one outer ball containing
this domain, then the same argument and same conclusion follow.
Proof. We prove the theorem in two steps: Firstly we prove that there exists a
β1 < 0 such that for all β > β1, the desired positive solution exists; secondly we
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prove that there exists a β2 < 0 such that for all β < β2, there exists no positive
solution. Then by the Lemma 5.3.3, 5.3.4, 5.3.5 and Theorem 5.4.6 we obtain the
desired conclusion.
By (6.6) we know in polar coordinates
Lu = −u′′ − s(n − 1)
r
u′ +
β
rα
u
In particular, when α = 2 we have a similar differential equation and a similar
quadratic equation as in Section 6.1:
t2 + (sn − s − 1)t − β = 0
Letting the discriminant be 0, we note that
β1 = − (sn − s − 1)
2
4
< 0,
since 1n−1 < s ≤ 1 implies 0 < sn − s − 1 ≤ n − 2.
By the definition of subcriticality, for any β > β1, the potential
β
|x|2 is subcritical, and
thus by Theorem 5.2.1, β|x|α (α > 2) is also subcritical. Then by the Main Theorem
we have proven the first part.
On the other hand, choose β′2 < β1 and q =
β′2
|x|2 in 1 ≤ |x| ≤ 10 and 0 otherwise.
A simple calculation shows that no positive solution exists in this case. Then
we can choose suitable c > 0 such that q2 =
cβ′2
|x|α (α > 2) is less than
β′2
|x|2 . By a
similar argument we know q2 is supercritical. Hence β2 = cβ′2 is what we want, as
mentioned at the start of the proof. 
Theorem 6.2.4. Let (M, g) be a non-parabolic Harnack-type model manifold with ψ(r) =
rs when r ≥ 1 and U = M\B(0, 1). Let q(x) = β|x|α and the Schro¨dinger operator L = −∆+q.
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Then there exists β0,N < 0 such that a similar result can be obtained as Theorem 6.2.3.
Moreover, β0,D < β0,N .
Proof. We run the same argument as in Theorem 6.2.3 to prove the first part.
The second part comes from the shuttle operator in Chapter 5. We constructed the
Dirichlet-type shuttle operator there, a similar construction for the Neumann-type
can also be obtained, and the only difference comes from the kernel of the shuttle
operator. As the kernel in Lemma 5.3.1 can be expressed in terms of Possion kernel
(See [64]), and the Possion kernel comes from the heat kernel of the stochastic pro-
cess, thus the Neumann-type kernel is strictly greater than that for the Dirichlet-
type for negative potentials. As a result, the spectrum satisfies λq,D < λq,N . The
conclusion follows if we apply the Theorem 5.4.6 for the Dirichlet version and the
Neumann version respectively. 
Remark 6.2.3. The potentials in Theorem 6.2.3 and Theorem 6.2.4 don’t change the sign
for a fixed β. In fact, we can obtain the same conclusions even if q(x) changes the sign. To
be specific, let q(x) = q(|x|) ∈ K∞ be any potential which is positive (flip the sign of q(x) if
it is negative) in an open set V ⊂ U. Then there exists a negative β0 such that whenever
β < β0, L = −∆ + βq(x) doesn’t admit a positive solution in U. To prove it, it suffices to
compare βq(x) with q0(x) = −C(C > 0) in V : we can always let C be big enough such that
L0 = −∆ + q0 doesn’t admit a positive solution. Then we can choose a suitable β0 such
that β0q(x) < −C in V . By the definition of subcriticality we know L = −∆ +βq(x) doesn’t
admit a positive solution in V for any β < β0. Therefore, there is no positive solution for L
in U.
95
Till now we have a thorough investigation for the potential class K∞ in an
abstract sense. However, these conclusions are all in the non-parabolic space. The
parabolic case seems more subtle. M. Murata gives two theorems in [41] to discuss
the positive solution asymptotic behavior in R1 and R2 as follows:
Theorem 6.2.5. Suppose that L = −∆+q in R2 with q a fast-decaying potential as defined
in Lemma 5.1.1. Then we have:
(1). L is subcritical if and only if Lu = 0 has a positive solution u such that
u(x) = log|x|/2 + O(1)
as |x| → ∞.
(2). L is critical if and only if Lu = 0 has a positive solution such that
u(x) = 1 + O(|x|−1)
as |x| → ∞.
Theorem 6.2.6. Suppose that L = −∆+q in R1 with q a fast-decaying potential as defined
in Lemma 5.1.1. Then we have:
(1). L is subcritical if and only if Lu = 0 has a positive solution u such that
u(x) = |x| + O(1)
as |x| → ∞.
(2). L is critical if and only if Lu = 0 has a positive solution such that
u(x) = 1 + O(|x|−1)
as |x| → ∞.
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In that paper M. Murata also gives the case in Rn(n ≥ 3) which we’ve already
covered in Theorem 5.4.6. A natural open question would be: can these conclu-
sions in R1 and R2 also be generalized to the Dirichlet positive solution estimate
for any abstract parabolic Harnack-type space?
Another related question would be the Dirichlet heat kernel estimate for the
operator L = −∆ + q in the domain above the graph of a nice function in
Rn. Although it could be in any dimension, its behavior is much like the one-
dimensional case. R. Song proved in [51] that for any domain U in Rn which is
above the graph of a bounded C1,1 function, the Dirichlet heat kernel pD(t, x, y)
induced by the Laplacian satisfies the following global estimate:
C1(
ρ(x)ρ(y)
t
∧ 1)t−n/2e−C2 |x−y|
2
t ≤ pDU(t, x, y) ≤ C3(
ρ(x)ρ(y)
t
∧ 1)t−n/2e−C4 |x−y|
2
t ,
where ρ(x) stands for the distance between x and ∂U. Here we can roughly view
ρ(x) as the profile of −∆ in some sense. It’s very similar to the positive solution
specified in Theorem 6.2.6. Then a natural open question is as follows:
Q: Let U be the domain above a bounded C1,1 function in Rn. Let q be the potential
belonging to K∞. Assume −∆ + q is subcritical, then the heat kernel pDq,U(t, x, y) induced
by the operator −∆ + q satisfies the following global estimate:
C1(
ρ(x)√
t
∧ 1)(ρ(y)√
t
∧ 1)t−n/2e−C2 |x−y|
2
t ≤ pDq,U(t, x, y) ≤ C3(
ρ(x)√
t
∧ 1)(ρ(y)√
t
∧ 1)t−n/2e−C4 |x−y|
2
t .
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6.3 The story when K is not compact
Let U = X \K. In previous sections we have a classification of the potential behav-
ing like β|x|α , which tells us in the exterior of a compact set K, both the decaying rate
α and the coefficient β are important. Is the story the same if K is non-compact?
As we discussed in Section 6.1 for the potential q(x) = β(1+xn)4 in R
n
+, the answer is
NO! That helps us understand why we require K to be compact in Chapter 5. We
present two more examples in this section: one is again in the upper-half space
and the other is the domain outside a cylinder.
In the first example we assume the potential term q is bounded and symmetric
rotationally. We set U = Rn+ = {x ∈ Rn; xn > 0}(n ≥ 3).
It is easily to see that there exists a unique solution g1(compare it with formula
(6.2)!) of the initial value problem
−g′′1 (r) −
n − 1
r
g′1(r) +
[n − 1
r2
+ q(r)
]
g1(r) = 0 ∀r ∈ (0,∞) (6.7)
g1(r) = r + o(r2) (6.8)
We have the following theorem from [41]:
Theorem 6.3.1. (i). The operator L ≥ 0 in Rn+ if and only if g1(r) > 0 for any r > 0.
(ii). q is subcritical in Rn+ if and only if g1(r) > 0 for r > 0 and∫ ∞
1
r1−ng1(r)−2dr < ∞. (6.9)
(iii). q is critical in Rn+ if and only if g1(r) > 0 for r > 0 and the left hand side of (6.9)
98
diverges. In this case, any positive solution is a constant multiple of
u(x) = g1(|x|)xn/|x|. (6.10)
Till now all the potentials we have discussed are in terms of the distance to the
boundary. Here we will give a different one in Rn+:
Example 6.3.1. Assume
q(x) =

0, |x| ≤ 1;
β
|x|2, |x| > 1;
By simple calculation we have, when r < 1, g1(r) = r;
When r ≥ 1 we set g1(r) = rs and plug it into (6.7), obtaining
s2 + (n − 2)s − (β + n − 1) = 0.
Again we have three cases.
(1). β = −n24 .
In this case we have
g1(r) =

r, r ≤ 1;
r−
n−2
2 +
n
2
r−
n−2
2 ln r, r > 1;
This g1 doesn’t satisfy condition (6.9), and so it is critical.
The solution here is
u(x) =

xn, |x| ≤ 1;
(|x|− n2 + n
2
|x|− n2 ln |x|)xn, |x| > 1,
and u(x) tends to 0 when xn → ∞.
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(2). β > −n24 .
We have
g1(r) =

r, r ≤ 1;
ar
−n+2+
√
n2+4β
2 + br
−n+2−
√
n2+4β
2 , r > 1,
(6.11)
where a =
√
n2+4β+n
2
√
n2+4β
and b =
√
n2+4β−n
2
√
n2+4β
.
The Dirichlet-type solution is
u(x) =

xn, |x| ≤ 1;
(a|x| −n+
√
n2+4β
2 + b|x| −n−
√
n2+4β
2 )xn, |x| > 1.
(6.12)
This positive solution tends to∞with polynomial growing rate or tends to 0 when xn → ∞
depending on the positivity of β.
(3). β < −n24 .
Similar to the case outside the unit ball, there is no positive solution.
The more interesting case is when q decays faster than quadratical one.
Namely, we let
q(x) =

0, |x| ≤ 1;
β
|x|α, |x| > 1;
(6.13)
where α > 2. To address this complicated case, we can view the term n−1r2 + q(r)
as the new potential term as we did in the case outside the unit ball. Since the
q(r) term can be controlled by the quadratic term in some sense, it allows more
flexibility compared to the case U = Rn \ B(0, 1). See [29, 30] for more details about
the behavior of such type of potentials.
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The special case in this setting is the zero potential q(x) ≡ 0. Then the gauge
u0(x) = Ex[eq(τU)] ≡ 1 is finite. However, the positive Dirichlet-type solution is
u(x) = xn, which is not bounded. This example also tells us why we need to assume
U to be the exterior of a compact set.
Now we turn to the second example. Here we set U = Rn \ K(n ≥ 3) where
K = {x = (x1, x2, . . . , xn) : x21 + x22 + · · · + x2n−1 ≤ 1}.
When q = 0 we know the Dirichlet-type solution is
u(x) =

log|x′| n = 3
1 − |x′|3−n n ≥ 4,
where x′ = (x1, x2, . . . , xn−1).
Here we get some interesting results: the Dirichlet-type solution in dimension n
looks exactly the same as that for Rn−1 \ B(0, 1). Namely, the positive solution is
bounded if and only if n ≥ 4. Generally, we can let the potential q be any function
of the distance to the cylinder, and study the properties of L = −∆ + q in U just as
we did in Rn−1 \ B(0, 1).
Generally, it is not difficult to prove the following corollary if we run the same
argument as in Chapter 5 and notice the fact lim
ρ(x,∂U)→∞
Px(τU = ∞) = 1:
Corollary 6.3.1. Let U = Rn \ E(n ≥ 3) and E = B(0, 1)m × Rn−m(1 ≤ m ≤ n). Let
L = −∆ + q and q ∈ K∞. Then Theorem 5.4.6 holds if m ≥ 3.
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