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Abstract
Calculation of phase diagrams is one of the fundamental tools in alloy design—more
specifically under the framework of Integrated Computational Materials Engineering. Un-
certainty quantification of phase diagrams is the first step required to provide confidence for
decision making in property- or performance-based design. As a manner of illustration, a
thorough probabilistic assessment of the CALPHAD model parameters is performed against
the available data for a Hf-Si binary case study using a Markov Chain Monte Carlo sam-
pling approach. The plausible optimum values and uncertainties of the parameters are thus
obtained, which can be propagated to the resulting phase diagram. Using the parameter
values obtained from deterministic optimization in a computational thermodynamic assess-
ment tool (in this case Thermo-Calc) as the prior information for the parameter values and
ranges in the sampling process is often necessary to achieve a reasonable cost for uncertainty
quantification. This brings up the problem of finding an appropriate CALPHAD model with
high-level of confidence which is a very hard and costly task that requires considerable expert
skill. A Bayesian hypothesis testing based on Bayes’ factors is proposed to fulfill the need of
model selection in this case, which is applied to compare four recommended models for the
Hf-Si system. However, it is demonstrated that information fusion approaches, i.e., Bayesian
model averaging and an error correlation-based model fusion, can be used to combine the
useful information existing in all the given models rather than just using the best selected
model, which may lack some information about the system being modelled.
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1. Introduction
Uncertainty quantification (UQ) and
its propagation (UP) across multi-scale
model/experiment chains are key elements of
decision-based materials design in the frame-
work of Integrated Computational Materials
Engineering (ICME), where databases, multi-
scale modeling and simulation tools, and ex-
periments are integrated with the aim of time
reduction in design and manufacturing of ma-
terials/products [1]. In this context, the un-
derstanding and quantification of uncertain-
ties can provide a confidence measure for the
applicability of models for decision making in
materials design.
Generally, UQ incorporates the detection
of uncertainty sources and the development of
corresponding appropriate mathematical ap-
proaches to calculate the error bounds for any
quantity of interest in models [2–4]. The
uncertainty can arise from different sources,
which are categorized as natural uncertainty
(NU) due to the random nature of a physical
system, model parameter uncertainty (MPU)
resulting from the lack of sufficient and/or
accurate data for model parameters, propa-
gated uncertainty (PU) in the case of multi-
scale modeling, and model structure uncer-
tainty (MSU) owing to any simplifications,
assumptions, and/or incomplete physics in
the model [5]. UP also refers to the de-
termination of model output uncertainties
based on the uncertainties of its input vari-
ables for either individual or multi-scale mod-
els [2, 6, 7].
Despite the importance of UQ/UP, there
are comparably few works applied to prob-
lems in (computational) materials science.
Chernatynskiy et al. [3] have reviewed these
efforts, focusing on UQ problems related
to atomic-scale as well as multi-scale sim-
ulations. For over a decade, at the elec-
tronic/atomic scale, probabilistic parameter-
ization in first principles calculations based
on density function theory (DFT) [8, 9] re-
mains as some of the most significant works
on UQ applied to materials problems. Alde-
gunde et al. [10] have recently used a ma-
chine learning-informed Bayesian approach to
quantify uncertainties associated to the pre-
diction, via cluster expansions, of the ther-
modynamic properties of alloys. In that
work, the resulting uncertainties are associ-
ated to the model parameters as well as the
structure of the models themselves, which re-
sults from poorly converged cluster expan-
sions due to lack of training data. In an-
other work, the diffusivity error in molec-
ular dynamic simulations of a Ni/Al nano-
laminate bilayer has been assessed using a
Markov Chain Monte Carlo (MCMC) method
in the context of Bayesian statistics [11].
In regard to UQ in multi-scale simulations,
Volker et al. [12] have used DFT results for
a phase field model to provide a connection
between atomic- and meso-scale descriptions
of ferro-electric materials, and also applied a
sensitivity analysis to identify the most sig-
nificant parameters of the free energy func-
tional and to quantify the uncertainties in
the simulations. Moreover, Liu et al. [13]
have utilized a Bayesian stochastic approach
for probabilistic parameter calibration and a
stochastic projection with polynomial chaos
expansions for the propagation of their uncer-
tainties across multi-scale constitutive models
that link the microstructure, property, and
performance of random heterogeneous com-
posite materials. It is worth mentioning that
there is also some UQ work for multi-scale
modeling of plasticity (deformation) in poly-
crystalline materials [14–16].
While there are emerging several efforts
centered on UQ/UP applied to materials
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simulations, UQ applied to CALculation of
PHAse Diagrams (CALPHAD) methodolo-
gies remains poorly explored. This is unfor-
tunate as CALPHAD-based thermodynamic
descriptions are the foundation of most pro-
posed ICME/alloy design frameworks. UQ
in the calculation of equilibrium of phase di-
agrams is crucial since any small variations
in chemical composition and/or temperature
due to their uncertainties can alter the (pre-
dicted) stability, volume fraction, and chem-
ical composition of microstructural phases
and may affect the materials properties con-
siderably. For example, if the stability of a
phase should be suppressed in the design to
prohibit its detrimental effects on the final
product, the design space for this particu-
lar materials system should lie outside the
boundaries representing the onset of stabil-
ity of such detrimental phases but also out
of their uncertainty bounds in order to have
more confidence in the design.
Focused work on UQ applied to
CALPHAD-based thermodynamic assess-
ments remains scarce [17–22]. However, Stan
and Reardon [23] and Otis and Liu [24] have
recently proposed approaches that consti-
tute increasingly sophisticated approaches to
UQ applied to CALPHAD. In the former
study [23], a fuzzy logic weighted genetic al-
gorithm (GA) was applied as a sampling tool
in a Bayesian-based framework to find the
free energy parameters’ posterior probability
distribution given some uncertain thermody-
namic data, and then the parameters’ un-
certainties were propagated to the resulting
phase diagram by sampling from the pos-
terior probability distribution. In the later
work [24], an ICME-directed multi-scale (or
rather multi-level) modeling has been in-
troduced that links high-throughput first-
principles calculations to CALPHAD mod-
eling. The most relevant parameters in the
sublattice-based CALPHAD modeling of that
work were determined using both Akaike In-
formation Criterion (AIC) and F-test, and
a Markov chain Monte Carlo (MCMC) sam-
pler was used to quantify the parameters’
posterior probability distribution.
Furthermore, Duong et al. [25] have ana-
lyzed the uncertainties in the case of a multi-
scale modeling for pseudo-binary Ti2AlC-
Cr2AlC MAX phases, which links first princi-
ples calculations and the CALPHAD method.
In that study, the overall uncertainties have
been reflected on the calibrated thermody-
namic parameters through an MCMC ap-
proach, and then propagated to the quasi-
binary phase diagram. Earlier, Duong et
al. [26] employed UQ to investigate the effect
of uncertainties in the phase stability of the
U-Nb system. However, a detailed and thor-
ough analysis of uncertainty and selection of
models with appropriate parameters is still
lacking in CALPHAD modeling.
In this work, a thorough evaluation of
the uncertainty is performed for not only
CALPHAD model parameters, but also for
their resulting phase stability diagrams using
the Hf-Si binary system as a case study. It
should be noted that calculation of Hf-Si bi-
nary phase diagram and its uncertainties is
of great importance since adding Hafnium to
Niobium silicide based alloys (as promising
turbine airfoil materials with high operating
temperature) increases their strength, frac-
ture toughness, and oxidation resistance sig-
nificantly [27–29]. In this regard, an MCMC-
Metropolis Hastings algorithm and a forward
analysis of parameters’ posterior samples are
applied for the quantification of the parame-
ters’ uncertainties and their propagation to
resulting phase diagrams, respectively. In
this paper, it is also shown how to select the
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most relevant CALPHAD model given exper-
imental data for a system based on Bayesian
hypothesis testing. For this analysis, four
expert-proposed CALPHAD models for the
Hf-Si system are considered.
Since finding the appropriate number of
parameters in CALPHAD models—or rather,
the appropriate model parameter set—is a
hard and skillful task, it is necessary to pro-
pose systematic approaches that can provide
sufficiently reliable results with no need for
the manual identification of the best pre-
dicting model. In this regard, randomly se-
lected CALPHAD models can be combined
intelligently together through information fu-
sion approaches, instead of being wasted in
search for the best model. In our work,
Bayesian model averaging (BMA) and an er-
ror correlation-based model fusion (CMF) ap-
proach are used to combine all the given
model results together in different ways with
their own specific purposes. In BMA, each
model has some probability of being true and
the fused estimate is a weighted average of the
models. This method is extremely useful in
the case of model-building process based on a
weighted average over the models’ responses,
and/or less risk (more confidence) in design
based on broader uncertainty bands provided
by a weighted average over the uncertainties
of the models’ responses. On the other hand,
the information fusion technique based on the
correlations between the model deviations is
applied for the purpose of acquiring more pre-
cise estimations and lower uncertainties com-
pared to results obtained from each applied
individual model.
2. CALPHAD Model Description
Four sets of models describing Gibbs free
energies of the binary system are considered
in the current work. In each of these sets, the
intermetallic compounds are described us-
ing the line-compound formalism [30], which
reads:
(1)
GHfkSil =
k
k + l
0GHCPHf
+
l
k + l
0GDiamondSi + a+ bT,
where k and l are the compound numbers,
0GHCPHf and
0GDiamondSi are the chosen energy
references corresponding to the energies of
pure HCP-Hf and diamond-Si as given in the
SGTE database [31], a and b are model pa-
rameters, and T is temperature (in Kelvin).
The liquid phase is described using the
sub-regular solid solution model as follows:
(2)
GLiq =
N∑
i=1
xi
0GLiqi +RT
N∑
i=1
xi lnxi
+
N∑
i=1
xi
N∑
j 6=i
xj
M∑
n=0
nLij(xi−xj)n,
where xi is the mole fraction of the con-
stituent i (either Si or Hf), 0Gliqi is the con-
stituent energy taken, again, from the SGTE
database [31], T is temperature (in Kelvin),
R is the gas constant, and nLij is given as:
(3)νLij =
νaij +
νbijT,
where νaij and
νbij are model parameters,
which describe the interactions between the
constituents beyond those of ideal mixing.
The terminal phases, namely HCP-Hf
(A3) and diamond-Si (A5), are described by
either the line-compound formalism [30] or
the sub-regular solid solution model.
In the current work, four models with 17,
20, 28, and 30 parameters identified as models
1 through 4 are chosen for Hf-Si binary sys-
tem by expert opinion to show how the model
selection and model fusion approaches work
in this case study. As mentioned earlier, these
parameters enter the polynomial coefficients
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resulting from various orders of polynomial
expansion in the description of Gibbs free en-
ergy for the liquid and the end members of
the phases (dilute phases that are close to
pure metals) in the system, i.e., as and bs
in Equation 3. The orders of the (Redlich-
Kister) polynomial expansion associated with
the liquid and the end members are listed in
Table 1 for all the given models. According
to this table, it can be observed that the pa-
rameters in the smaller models are subsets of
the parameters in the larger models.
3. Uncertainty Quantification Method-
ology
3.1. Markov Chain Monte Carlo-Metropolis
Hastings Algorithm
In our work, the MCMC Metropolis Hast-
ings toolbox in Matlab has been utilized for
probabilistic calibration of the parameters in
the applied CALPHAD models. After the
introduction of prior knowledge for param-
eters (initial values (vector θ0), lower and up-
per bounds, and probability density functions
(PDFs) in this algorithm, parameter vectors
are randomly sampled from a non-stationary
proposal posterior probability distribution,
which is an arbitrary multivariate Gaussian
distribution with a mean value at θ0 for the
first sampling or the last accepted parameter
vector during the next parameter sampling.
The sampled parameter vector in each iter-
ation can be accepted or rejected through a
criterion in the context of the Bayesian statis-
tic, known as the Metropolis Hastings (M-H)
ratio:
(4)M-H =
p(θcand)p(D|θcand)
p(θi)p(D|θi)
q(θi|θcand)
q(θcand|θi) ,
where θi, θcand, and D are the last accepted
sample of parameter vector, the new sample
of parameter vector as a candidate, and the
given data, respectively.
Based on Bayes’ theorem, the joint (pos-
terior) probability in each case is proportional
to the prior probability times the likelihood,
p(θ)p(D|θ). The likelihood is the conditional
probability of the data, D, given the parame-
ter vector, θ, and in this work is considered as
a Gaussian distribution centered at the data,
D, with a variance, σ2, determined by the
data error. This variance can be updated as
a hyper-parameter during MCMC sampling
when the data error is unknown. In this case,
the variance samples are generated from an
inverse gamma posterior PDF resulting from
the introduction of a non-informative inverse
gamma prior PDF for the variance σ2 [26, 32].
The second ratio in Equation 4 is the Hast-
ings ratio, which considers the asymmetric ef-
fect of the proposal probability distribution in
the acceptance/rejection criterion of the pa-
rameter vector.
After the calculation of the M-H ratio for
each sampling iteration, if min{M-H, 1}×100
is greater than 1, the candidate for the pa-
rameter vector is accepted as the new sam-
ple; otherwise, the candidate may still be ac-
cepted with a probability of min{M-H, 1} ×
100 [33]. In the case of the candidate re-
jection, the last accepted parameter vector
is repeated in the MCMC chain as the new
sample. At the end of the MCMC sampling
process, a chain of the parameter vectors is
obtained as {θ0, ..., θN} whose mean values
and variance-covariance matrix after removal
of ”burn-in period” demonstrate the plausible
optimum values of the parameters and their
overall reflected uncertainties, respectively. It
should be noted that the parameters’ conver-
gence during MCMC sampling algorithm is
defined as the convergence of the parameters’
cumulative mean values towards almost con-
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Table 1: Orders of polynomial expansion (n) in Gibbs energies of the liquid and the end members for each
given model
Liquid (HCP −Hf)/(BCC −Hf)/(Si) Intermetallic Phases
Model 1 2 1 2
Model 2 2 2 2
Model 3 4 4 2
Model 4 6 4 2
stant values, which is equivalent to the fluctu-
ation of the parameters’ samples around their
mean values across MCMC sampling [34].
3.2. Bayesian Model Selection/Averaging
Jeffreys [35] proposed a hypothesis testing
method in the context of Bayesian statistics
that evaluates the evidence in favor of a sci-
entific theory or hypothesis. Models are con-
sidered as hypotheses in the case of Bayesian
model selection (BMS). In BMS, non-nested
models (models with at least one uncommon
parameter) can also be compared together,
which is very difficult or sometimes impossi-
ble through frequentist approaches [36]. Gen-
erally, models/hypotheses with greater pos-
teriors are more favored by the evidence
and considered as better models/hypotheses.
Accordingly, the Bayesian comparison cri-
terion for models/hypotheses is defined as
the posterior odds of each two applied mod-
els/hypotheses given data. For instance, pos-
terior odds of model one (M1) to model two
(M2) given the data (D) is expressed as fol-
lows:
(5)
p(M1|D)
p(M2|D) =
p(D|M1)
p(D|M2)
p(M1)
p(M2)
= B12λ12.
Bayes’ factor is the ratio of the marginal
likelihoods and usually suggests which
model/hypothesis is more favored by the ev-
idence (data):
p(D|Mk) =
∫
p(D|θk,Mk)p(θk|Mk)dθk, (6)
where θk is the parameter vector under Mk.
Therefore, the key element in BMS is the cal-
culation of the marginal likelihoods offered
by Equation 6, which is challenging in the
case of high dimensional θk. There are differ-
ent methods to approximate these integrals,
which include Laplace’s method, the Schwarz
criterion, simple Monte Carlo, importance
sampling, adaptive Gaussian quadrature, and
simulating approaches from the parameters’
posterior [36]. In our work, the MCMC sam-
pling method is used to simulate from the
parameters’ posterior for the integral estima-
tion.
In the Monte Carlo method, the integral
in Equation 6 is approximated as:
(7)p(D|Mk) ≈ 1
N
N∑
i=1
p(D|θ(i)k ,Mk),
where θ
(i)
k s are samples from the parameters’
prior p(θk|Mk). This approximation is equiv-
alent to the average of the likelihood values
obtained from the sampled parameters. How-
ever, this approach can be fairly inefficient
in the case of a more concentrated poste-
rior distribution compared to the prior dis-
tribution since the likelihood values for most
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of the sampled θ
(i)
k will be very small and
the approximation result will be considerably
weighted by a few samples with large like-
lihood values. For this reason, importance
sampling techniques are usually applied [36]:
p(D|Mk) ≈ 1
N
N∑
i=1
p(D|θ(i)k ,Mk)p(θ(i)k |Mk)
p∗(θ(i)k )
,
(8)
(9)p(D|Mk) ≈ 1
N
N∑
i=1
p(D|θ(i)k ,Mk)w(i)k
w
(i)
k
,
where p∗(θk) is a suitable distribution that
enables the sampling of the important param-
eter values for the sake of more efficient sam-
pling. In Equation 9, w
(i)
k =
p(θ
(i)
k |Mk)
p∗(θ(i)k )
, which
can provide a weighted average of likelihood
values obtained using the sampled parame-
ters from p∗(θk).
In the case that the importance sampling
function is proportional to the posterior prob-
ability density function of the parameters in
model k, i.e., p∗(θk) = p(D|θk,Mk)p(θk|Mk),
Equation 9 is turned into:
p(D|Mk) ≈
{
1
N
N∑
i=1
p(D|θ(i)k ,Mk)−1
}−1
(10)
MCMC is usually used to sample θ
(i)
k s from
(p∗(θk)). Equation 10 shows a harmonic
mean of likelihood values obtained from the
MCMC sampled parameters after the re-
moval of the burn-in period.
In addition to model selection, Bayes’ fac-
tors can be used to determine the poste-
rior probability distribution of the compet-
ing models given data, which can be de-
fined as their associated weight in the context
of Bayesian model averaging (BMA). Gener-
ally, BMA can provide a combined inference
from all the competing models that can be
very useful for model-building process or less
risky predictions in design. In this approach,
the posterior density (weight) associated with
each model can be obtained as follows:
(11)
p(Mk|D) = p(D|Mk)p(Mk)∑K
i=1 p(D|Mk)p(Mk)
=
Bk1λk1∑K
i=1Bi1λi1
=
Bk1∑K
i=1Bi1
,
where K is the total number of models. In
this equation, M1 is considered as reference
for the calculation of all the Bayes’ factors,
and all the prior odds are also 1. The poste-
rior densities of any quantity of interest (∆)
existing in all the competing models can be
combined together through BMA as [36–38]:
(12)p(∆|D) =
K∑
i=1
p(∆|D,Mi)p(Mi|D).
3.3. Applied Error Correlation-based Model
Fusion
In the case of multiple uncertain sources
of information (e.g., different models for the
same problem), there is a need to integrate
all the sources to produce more reliable re-
sults [39]. In practice, there are several ap-
proaches for fusing information from multi-
ple models. BMA is a model fusion tech-
nique that has some benefits in robust de-
sign. Other available techniques are fusion
under known correlation [40–43], and the co-
variance intersection method [44]. The key
distinction of BMA over other model fusion
approaches is the assumption of statistical in-
dependence among models, which may be in-
correct in some cases and can lead to poten-
tially serious misconceptions regarding confi-
dence in quantity of interest estimates.
7
A fundamental claim in this work is that
any model can provide potentially useful in-
formation to a given task. We thus seek to
take into account all potential information
any given model may provide and fuse unique
information from the available models. Our
fusion goal then is to identify dependencies,
via estimated correlations, among the model
discrepancies. With these estimated correla-
tions, the models are fused following standard
practice for the fusion of normally distributed
data.
Under the case of known correlations be-
tween the discrepancies of models, the fused
mean and variance at a design point, x, are
shown to be [42]
(13)E[fˆ(x)] =
e>Σ˜(x)−1µ(x)
e>Σ˜(x)−1e
,
(14)Var
(
fˆ(x)
)
=
1
e>Σ˜(x)−1e
,
where e = [1, . . . , 1]>, µ(x) =
[µ1(x), . . . , µS(x)]
> is the vector of mean val-
ues given S models, and Σ˜(x)−1 is the inverse
of the covariance matrix between the models
given as
Σ˜ =

σ21 ρ12 σ1σ2 · · · ρ1S σ1σS
ρ12 σ1σ2 σ
2
2 · · · ρ2S σ2σS
...
...
. . .
...
ρ1S σ1σS ρ2S σ2σS · · · σ2S
 ,
(15)
where ρij is the correlation coefficient be-
tween the deviations of models i and j at
point x, and σ2i is the variance of model i
at point x.
To estimate the correlations between the
model deviations in the case that they are
unknown, we use the reification process de-
fined in [45, 46], which refers to the process of
treating each model, in turn, as ground truth.
This means that we assume the data gener-
ated by the reified model represents the true
quantity of interest. These data are used to
estimate the correlation between the errors of
the different models. The process is repeated
for each model. The detailed process of esti-
mating the correlation between the errors of
two models can be found in [45, 46].
Following Thomison et al. [46], assuming
model i is chosen to reify, the correlation
coefficients between the models i and j, for
j = 1, . . . , i− 1, i+ 1, . . . , S, are given as:
(16)
ρij(x) =
σ2i (x)
σi(x)σj(x)
=
σi(x)√
(µi(x)− µj(x))2 + σ2i (x)
,
where µi(x) and µj(x) are the mean values
of models i and j respectively at design point
x, and σ2i (x) and σ
2
j (x) are the variances at
point x. The first subscript under the correla-
tion coefficient denotes which model has been
reified. Since the only information we have
regarding which model we believe to be more
realistic is the variance of each, in addition to
reifying model i to estimate the correlation,
we also reify information source j and esti-
mate ρji(x). We then estimate the correlation
between the errors as the variance-weighted
average of the two correlation coefficients as
follows:
(17)
ρ¯ij(x) =
σ2j (x)
σ2i (x) + σ
2
j (x)
ρij(x)
+
σ2i (x)
σ2i (x) + σ
2
j (x)
ρji(x).
These correlations can then be used to es-
timate the mean and variance of the fused
estimate from Equations 13 and 14.
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4. Results and Discussion
In CALPHAD modeling, it is a hard task,
even for CALPHAD experts, to know to what
order the polynomial term in Equation 2
should be expanded for each phase in the sys-
tem to obtain the closest phase diagram to
the available data after parameter optimiza-
tion. For this reason, different models may be
suggested for a system with different orders
of polynomial expansions. In the context of
Bayesian statistics, the best model among the
selected candidates according to the available
data can be identified through the calculation
of the Bayes’ factor based on Equation 5.
Each of the models are probabilisticly
calibrated against the available calculated
data for the phase diagram using one million
MCMC samples of the parameter vectors.
For each model, the deterministically opti-
mized values of the parameters obtained from
the PARROT module in Themo-Calc soft-
ware (through least squares) and ± 3 times
these values are considered as the initial val-
ues (θ0) and the ranges of the parameters,
respectively. This prior information enables
much faster convergence of the model param-
eters during MCMC sampling. However, it is
assumed that the deterministic optimization
in Thermo-Calc is global, which is not neces-
sarily true as we discuss later. It should be
noted that the compositions of stable phases
estimated from the convex hull of the phase
Gibbs energies at any given temperature are
compared with the corresponding available
data through the likelihood during the sam-
pling process. Here, the results obtained for
model 2 are discussed in detail to show how
MCMC is used in this work for probabilis-
tic calibration of the model parameters. The
same approach is applied for the calibration
of the other three model parameter sets.
During MCMC sampling, there are some
homogeneous fluctuations around plausible
optimum values of parameters after conver-
gence. However, this means the cumulative
means of parameter samples should converge
to constant values. Therefore, plotting cumu-
lative mean distributions of parameters can
help identify the convergence regions. As
examples, two of these plots are shown in
Figure 1. According to this figure, smooth
changes towards constant values are observed
for both parameters after 30,000 parameter
generations, which correspond to the param-
eter convergence regions. Therefore, the first
30,000 generated samples are considered as
the burn-in period (red shaded regions) and
discarded from the total number of parameter
samples. Since all the parameters generally
converge at the same time, the burn-in pe-
riod is assumed to be the same for the other
model parameters (the other 18 parameters
in model 2). To show that the parameters in
other models also converge to their optimum
values, the cumulative means of parameter
aliq are plotted for the other models as dot-
ted lines in Figure 1a.
After the removal of the burn-in period,
the mean values of the remaining parame-
ter samples (970,000 samples) and the diago-
nal terms of their variance-covariance matrix
are considered as the optimal plausible mean
values and the overall reflected uncertainties
(variances) for the model parameters, respec-
tively. The initial values of the model param-
eters obtained through a deterministic opti-
mization and their probabilistic values after
MCMC calibration are listed in Table 2.
The marginal and joint posterior fre-
quency distributions of the parameters can
also be plotted to evaluate the convergence
and dispersion of samples in the parameter
space. Two examples of marginal posterior
frequency histograms for parameters are plot-
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Figure 1: Cumulative mean plots of the parameters a) aliq and b) bSi in model 2. The red shaded regions
show the number of parameters belonging to the burn-in period.
Table 2: Initial values for the parameters in model 2 and their plausible optimum values and overall uncer-
tainties after MCMC calibration.
Phase Parameter Specification Deterministically Calibrated Initial Values Probabilistically Calibrated Values after MCMC
HCP − Si 0LHCPHf,Si : 0aHCPHf,Si − 0bHCPHf,SiT 0LHCPHf,Si : −455420 + 221.79T 0LHCPHf,Si : −42156± 22343 + 21.55± 11.04T
BCC − Si 0LBCCHf,Si : 0aBCCHf,Si − 0bBCCHf,SiT 0LBCCHf,Si : −45254 + 18.56T 0LBCCHf,Si : 2307± 1435− 0.50± 0.58T
Hf2Si
0LHf2SiHf,Si :
0aHf2SiHf,Si − 0bHf2SiHf,SiT 0LHf2SiHf,Si : −454090 + 90.46T 0LHf2SiHf,Si : −45513± 12625− 0.11± 2.91T
Hf3Si2
0LHf3Si2Hf,Si :
0aHf3Si2Hf,Si − 0bHf3Si2Hf,Si T 0LHf3Si2Hf,Si : −481270 + 84.19T 0LHf3Si2Hf,Si : −45445± 13335− 3.54± 2.79T
Hf5Si3
0LHf5Si3Hf,Si :
0aHf5Si3Hf,Si − 0bHf5Si3Hf,Si T 0LHf5Si3Hf,Si : −454950 + 77.55T 0LHf5Si3Hf,Si : −41728± 12666− 4.26± 2.62T
Hf5Si4
0LHf5Si4Hf,Si :
0aHf5Si4Hf,Si − 0bHf5Si4Hf,Si T 0LHf5Si4Hf,Si : −522680 + 100.88T 0LHf5Si4Hf,Si : −47201± 14009− 3.06± 3.08T
HfSi 0LHfSiHf,Si :
0aHfSiHf,Si − 0bHfSiHf,SiT 0LHfSiHf,Si : −503250 + 98.26T 0LHfSiHf,Si : −49654± 14110− 1.63± 3.28T
HfSi2
0LHfSi2Hf,Si :
0aHfSi2Hf,Si − 0bHfSi2Hf,Si T 0LHfSi2Hf,Si : −468950 + 132.66T 0LHfSi2Hf,Si : −48537± 13301 + 5.42± 4.23T
liquid 0LliqHf,Si :
0aliqHf,Si − 0bliqHf,SiT 0LliqHf,Si : −886370− 9.47T 0LliqHf,Si : −145597± 30285 + 15.56± 3.04T
Si 0LSiHf,Si :
0aSiHf,Si − 0bSiHf,SiT 0LSiHf,Si : −114810 + 68.22T 0LSiHf,Si : 6388± 3600− 3.77± 2.14T
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ted in Figure 2. As can be observed in this
figure, the parameter posteriors are almost in
the form of Gaussian distributions. Since all
the parameters show a similar form for their
marginal posterior distributions, a distribu-
tion close to a multivariate Gaussian distri-
bution is expected as the joint distribution
for all the model parameters (20 parameters
in the case of model 2). Figure 3 shows the
joint frequency distributions for two exam-
ples of a pair of parameters in model 2. Fig-
ure 3 can also offer a qualitative representa-
tion of the correlation between the applied
two parameters in each case. For example,
the linearity and direction of the red regions
show the strength and negativity/positivity
of the correlation between parameters, quan-
tified through the Pearson coefficient[47]:
ρx,y =
cov(x, y)
σxσy
(18)
The same MCMC approach is applied
to probabilistically calibrate the other three
model parameter sets. Then, the overall un-
certainties are propagated from parameters
to phase diagram for each model through the
model forward analysis. This process is per-
formed using the forward calculation of the
phase diagram by the last 5,000 MCMC pa-
rameter samples as an ensemble of the whole
convergence region. To find 95% Bayesian
credible intervals (BCI), 2.5% of the resulting
samples associated with liquidus and trans-
formation lines are discarded from above and
also below the total obtained uncertainty
band at any specified composition. These re-
sults are shown for each model in Figure 4. In
this figure, red lines and shaded areas are the
results obtained from the optimum (mean)
values of the parameters and 95% BCI for
each model, respectively. A cross-sectional
probability distribution can be achieved at
any specific Si content along the green uncer-
tainty interval, while there is a fixed (com-
position independent) cross-sectional proba-
bility distribution throughout any one of the
blue or red uncertainty intervals. The red
shaded regions in all models show unstable
results with large uncertainties that result
from the difficulty to predict the intermediate
high temperature Hf5Si3 phase through CAL-
PHAD modeling. Moreover, it is clear in Fig-
ure 4 that there is a very good agreement be-
tween the results obtained from model 2 and
the data with a very small uncertainty band.
It should be noted that indentations around
XSi = 0.2 and 0.6 at 2500K are caused by
numerical errors in the optimization process.
In the context of BMS/BMA, the weight
of each one of the applied models can be
obtained by calculating their corresponding
posteriors given data using Equations 10
and 11. Based on these calculations, the
weights associated with models 1 to 4 are
0.1474, 0.5572, 0.1451, and 0.1504, respec-
tively. Model 2 thus has three times the
weight of the other models, which otherwise
have similar Bayesian importance, which is
consistent with the phase diagram results in
Figure 4.
Traditionally, in the CALPHAD commu-
nity, it has been generally expected that
a better fit to experimental data can be
achieved by simply increasing the number of
parameters in the Redlich-Kister polynomial
expansions of the free energies. However,
our results show that this is not always the
case. The results hold, for example, when
comparing model 1 to model 2, as increasing
the complexity of the free energy functions
clearly results in a much better fit to the data
and a much narrower uncertainty bound. As
the complexity of the models are increased,
however, it is apparent that the uncertainty
bounds become much worse. In this case, we
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Figure 2: Marginal posterior frequency distributions for the parameters a) aliq and b) bSi in model 2.
Figure 3: Joint frequency distributions between the pair parameters a) (aSi,aliq) and b) (bSi,bliq) in model
2 besides their linear correlation coefficients and normalized colour bars.
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Figure 4: Optimum Hf-Si phase diagrams and their 95% BCIs obtained from models 1-4 (a-d) after uncer-
tainty propagation of the MCMC calibrated parameters in each case.
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have found that the most parsimonious model
(i.e., simplest) that still has sufficient freedom
to explain all the available data is clearly su-
perior.
These results, although counter-intuitive
to a degree, may be explained by imagining
the fitness landscape of a particular model as
a multi-dimensional space, with many local
minima corresponding to combinations of pa-
rameters that result in a fit with lower error
relative to the neighborhood in model param-
eter space. Schematically, one can visualize
this as shown in Figure 5. The simplest model
(blue) is depicted as having a relatively sim-
ple landscape with a sub-optimal fitness: the
model is too simple to explain all the avail-
able data and the large uncertainty bounds
are associated with the fitness error as a re-
sult of (small) variations in the values of in-
dividual parameters. Very complex models
(red) have a high number of local minima as
there are many combinations of parameters
that result in somewhat-optimal fits. The fit-
ting process, however, can get stuck in these
local minima and since the MCMC results are
inevitably biased by the parameter ranges de-
fined based on the deterministically-attained
values—to sample the model space at a rea-
sonable cost—there is a significant probabil-
ity that the global minimum is outside the
parameter ranges, which results in an MCMC
chain that converges to a sub-optimal region
during MCMC sampling. The large uncer-
tainty bounds in this case could be ascribed
to the large sensitivity of such models to small
deviations in the values of the parameters.
The best model (green) has the right amount
of complexity to fit all the available data
without having too much model parameter
uncertainty. There is thus a valid argument
towards model parsimony : to make the model
as simple as possible, but not more.
It must be stated, however, that while
there is a clear superiority in model 2 in this
case, the value of the inferior models should
not be discounted outright as they may pro-
vide valuable information that can contribute
to a more robust quantification of uncer-
tainty. Based on Equation 12, weighted aver-
ages are taken over the cross-sectional proba-
bility distributions of all four phase diagrams
in Figure 4 at different specified composi-
tions/regions to calculate the average model
and its uncertainty bands throughout the
whole phase diagram, as shown in Figure 6.
For each individual model and weighted av-
erage model, the cross-sectional probability
distributions obtained through kernel den-
sity estimation (KDE) are also demonstrated
for all the transformation line uncertainty
bands (blue shaded regions with composi-
tion independent distributions) and at some
random compositions for the liquidus uncer-
tainty band (green shaded region) in Figure 6.
As can be observed, 95% BCIs of the average
model (black lines in probability distribution
plots) is broader than each one of the applied
models and covers all the uncertainty ranges
offered by the models 1 to 4. This is why
BMA can provide more confidence in the re-
sults in the context of robust design.
As observed in Figure 6, the phase dia-
gram resulting from the mean value of prob-
ability distributions at different compositions
and regions (red lines) leads to two unre-
alistic results (indentations) around the eu-
tectic points at approximately XSi = 0.1
and 0.9. According to Figure 6, this issue
can be attributed to the difference of mod-
els in the prediction of eutectic point com-
positions, which results in averages of some
hypo-eutectic points from model 2 with some
hyper-eutectic points from models 1, 3 and
4 at small composition ranges. In order to
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Figure 5: 2D schematic plots of the discrepancy between model and data in the parameter space for different
model sizes (different number of parameters).
solve this issue, the posterior modes of the
probability distributions can be introduced
as the optimum phase diagram rather than
their mean values. The result is shown by
red lines in Figure 7. It is worth noting that
the posterior mode of the probability distri-
butions in the average model exactly corre-
sponds to the posterior modes of the prob-
ability distributions in model 2, as indicated
by black and purple lines in distribution plots
of Figure 7, respectively. Therefore, the best
model results can be considered as the opti-
mum results for the average model, but with
broader uncertainties, contributed by the in-
ferior models.
Generally, the dependency of the model
precision to the number of parameters de-
fined for the existing phases in the system has
made CALPHAD modeling a hard task that
requires a lot of experience. Therefore, the
lack of a systematic approach towards ther-
modynamic assessments means that model
search is essentially carried out in a trial-and-
error mode or by relying on (considerable)
expert opinion. While the BMA approach
already put forward in this work provides a
robust estimate of the (weighed) output of a
set of models, one drawback is that BMA as-
sumes that models are statistically indepen-
dent from each other. In this specific case,
since the three suboptimal models have al-
most as much weight at the optimal model,
the uncertainties carried out by the former
over-estimate (in a very conservative manner)
the fused uncertainty. All models (at least in
this case) have some degree of correlation as
(i) they are describing the same underlying
ground truth; (ii) have common model struc-
tures. We thus propose to exploit the statisti-
cal correlations between models as a strategy
to arrive at an improved fused prediction of
phase stability.
To perform this model fusion, the equiva-
lent normal distributions at different compo-
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Figure 6: Mean values and 95% BCIs at different compositions/regions in Hf-Si phase diagram obtained
after BMA.
Figure 7: Posterior modes and 95% BCIs at different compositions/regions in Hf-Si phase diagram obtained
after BMA.
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sitions/regions are required to be calculated
for each of the four models. Then, three
and four models are fused based on the CMF
approach, whose results are shown in Fig-
ure 8. It should be noted that models 1, 3,
and 4 with low precision and high uncertain-
ties are first chosen for model fusion to ex-
amine whether the resulting fused model can
be closer to the data and reduce the uncer-
tainties. Figure 8a shows that the approach
can provide a phase diagram in much better
agreement with data and less uncertainties
compared to phase diagrams obtained from
each one of the applied models individually.
This result implies that random CALPHAD
models can be fused together to find a rea-
sonable estimation for phase diagram instead
of trial-and-error to find the best predicting
model. In addition, it is obvious that bet-
ter predictions can be achieved as shown in
Figure 8b if model 2 (the best model) is also
involved in the model fusion. However, it is
very hard to compare the uncertainty of the
fused model and model 2 based on the result-
ing phase diagrams. For this reason, the in-
formation (Shannon) entropies are calculated
to quantify the model uncertainties.
Shannon entropy can be utilized as a
measure of uncertainty or missing informa-
tion, which is determined as a weighted av-
erage (expected value) of information con-
tent gained from all the possible outcomes
of an event. The information content ob-
tained from an event outcome i is defined
as the negative logarithm of its probability,
−log(pi). In this regard, it should be noted
that event outcomes with lower probabilities
convey more information since their occur-
rence are more surprising. In the case of r
discrete possible outcomes for an event, en-
tropy can be defined as the following summa-
tion [48]:
H = E[−log(pi)] = −
r∑
i=1
pilog(pi). (19)
Here, the transformation temperature result-
ing from each individual or fused model at
a specific composition/region is considered
as an event. For each individual or fused
model, the average of all the entropies as-
sociated with probability distributions over
95% BCIs in different specified composi-
tions/regions are introduced as the average
entropy of that model:
HM =
1
m
m∑
j=1
Hj, (20)
where m is the total number of probabil-
ity distributions in different specified com-
positions/regions, which is the same for all
the models. The average entropies of the
models are listed in Table 3. It can be ob-
served that model 2 has lower average en-
tropy/uncertainty than model 1, 3 or 4, as
expected.
The BMA fused model shows less aver-
age entropy/uncertainty compared to these
three models. The lower uncertainty of the
BMA fused model can be attributed to its
concentrated distribution around the results
of model 2, which gives more certainty to
the total distributions over 95% BCIs. How-
ever, the average model still has broader
uncertainty bounds compared to each of
the individual models, which can provide
more confidence in robust design. In other
words, broader uncertainties can give more
assurance about the presence of specific mi-
crostructural phases corresponding to a phase
diagram region of interest by more shrink-
ing the safe design space of composition-
temperature in that region. In addition, it
17
Figure 8: Error correlation-based model fusions of a) three models (1, 3, and 4) and b) all four models.
seems that the BMA model can incorporate
some additional information about the uncer-
tainties in the phase diagram compared to
model 2 (the best model).
The incorporation of uncertainty from
the individual models through CMF can be
more optimal than BMA due to the con-
sideration of model error correlations, as
the given thermodynamic models clearly are
statistically correlated. According to Ta-
ble 3, it is clear that the fused models can
yield better predictions with less average
entropies/uncertainties than the individual
models used in each fusion case.
5. Summary and Conclusion
Due to the importance of uncertainty
quantification in CALPHAD, an MCMC
sampling approach is utilized in this work for
the probabilistic calibration of CALPHAD
model parameters against the available data
in the case of the Hf-Si binary system. Con-
sidering the vast high-dimensional parameter
space in CALPHAD modeling, applying some
prior information about the parameter values
and ranges from Thermo-Calc optimization
module is often required to achieve parameter
convergence with a reasonable cost. However,
choosing an appropriate CALPHAD model
with a sufficient number of parameters is a
challenging task.
Therefore, a systematic approach is re-
quired to find an optimal model rather than
a trial-and-error approach. For this purpose,
Bayesian hypothesis testing (or Bayesian
model selection) based on Bayes’ factors is
proposed in this work and applied in a case
study for the Hf-Si system to show how the
best model can be chosen from a list of the
expert-proposed models. However, our work
suggests to use information fusion approaches
to smartly combine the given individual mod-
els into a fused model rather than just the
application of the best model that may lose
some useful information. BMA and an error
correlation-based model fusion are used for
our Hf-Si case study to show different benefi-
cial purposes of these information fusion ap-
proaches.
The average model obtained from BMA
shows larger 95% confidence intervals com-
pared to any one of the individual models,
which can provide more confidence for robust
design but is likely too conservative. On the
other hand, the error correlation-based tech-
nique can provide closer results to data with
less uncertainties than the individual models
used for the fusion. The uncertainty reduc-
tions through this fusion approach are also
18
Table 3: Average entropy as a measure of uncertainty for each individual and fused model.
Model 1 Model 2 Model 3 Model 4 Bayesian Average Model Fused Model from 3 sources Fused Model from 4 sources
HM 1.8612 0.8442 1.9221 2.0122 1.6378 1.6254 0.7857
verified through the comparison of the aver-
age entropies (as a measure of uncertainty)
obtained for the individual and fused mod-
els. Therefore, random CALPHAD models
can smartly be fused together to find reason-
able predictions for phase diagrams with no
need to go through the cumbersome task of
identifying the best CALPHAD models.
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