As a consequence of dynamically variable meteorological conditions, springtime Arctic ozone levels exhibit significant interannual variability in the lower stratosphere. In winter 2011, the polar vortex was strong and cold for an unusually long time. Our research site, located at Eureka, Nunavut, Canada (80.05 • N, 86.42 • W), was mostly inside the vortex from October 2010 until late March 2011. The Bruker 125HR Fourier transform infrared spectrometer installed at the Polar Environment Atmospheric Research Laboratory at Eureka acquired measurements from 23 February to 6 April during the 2011 Canadian Arctic Atmospheric Chemistry Experiment Validation Campaign. These measurements showed unusually low ozone, HCl, and HNO 3 total columns compared to the previous 14 yr. To remove dynamical effects, we normalized these total columns by the HF total column. The normalized values of the ozone, HCl, and HNO 3 total columns were smaller than those from previous years, and confirmed the occurrence of chlorine activation and chemical ozone depletion. To quantify the chemical ozone loss, a three-dimensional chemical transport model, SLIMCAT, and the passive subtraction method were used. The chemical ozone depletion was calculated as the mean percentage difference between the measured ozone and the SLIMCAT passive ozone, and was found to be 35 %.
Introduction
Significant springtime polar stratospheric ozone depletion was first observed at the British Antarctic Survey station at Halley Bay (Farman et al., 1985) . It was later shown that the large ozone loss over Antarctica in late winter is caused by chlorine chemistry in the presence of polar stratospheric clouds (PSCs) (Solomon et al., 1986) . Although not as large as the chemical ozone depletion observed in Antarctica, Arctic lower stratospheric ozone can also be destroyed by similar processes. During the polar winter, heterogeneous reactions on the surfaces of stratospheric particles at cold temperatures convert the chlorine reservoir species HCl and ClONO 2 to active chlorine, which participates in springtime Published by Copernicus Publications on behalf of the European Geosciences Union. 3822 R. Lindenmaier et al.: Unusually low ozone, HCl, and HNO 3 column measurements at Eureka ozone destruction (Solomon et al., 1986) . The background stratospheric aerosols formed by liquid-phase binary sulfuric acid/water (H 2 SO 4 /H 2 O) droplets are found globally throughout the stratosphere. Inside the vortex, where temperatures are very low, these take up nitric acid (HNO 3 ) and H 2 O (Carslaw et al., 1994; Tabazadeh et al., 1994) transforming into ternary HNO 3 /H 2 SO 4 /H 2 O droplets, usually referred to as supercooled ternary solution (STS) PSCs that further freeze to nitric acid trihydrate (NAT). H 2 O ice and solid hydrates of HNO 3 are other forms for PSC particles (Voigt et al., 2000) .
Based on their optical parameters, PSCs are classified as type I, which usually form at temperatures of ∼195 K (the NAT equilibrium temperature for typical partial pressures of water vapor and HNO 3 in the lower stratosphere), and type II, which form at temperatures lower than the stratospheric ice frost point of ∼188 K (Steele et al., 1983) . During the polar winter, a mixture of liquid binary or ternary droplets and solid particles, NAT, and H 2 O, of various sizes and number densities can be found in the stratosphere Drdla et al., 2003) . It has been shown that chlorine activation rates on stratospheric particles depend on the uptake coefficient of the particle and the particulate surface area density (Lowe and MacKenzie, 2008) . These are generally much larger for the STS compared to the NAT PSC particles, making liquid particles much more efficient in chlorine activation (Portmann et al., 1996; Lowe and MacKenzie, 2008) . In the Arctic, the STS PSCs are common, but the temperature distribution and the volume of air in which the PSCs can exist depend very much on the dynamical situation of each winter (Pawson and Naujokat, 1999) . As a consequence, chemical ozone loss in the Arctic vortex can vary considerably from year to year depending on the stratospheric meteorology (e.g., Manney et al., 2003; Rex et al., 2004; Goutail et al., 2005; Feng et al, 2007) .
The Northern Hemisphere winter polar vortex typically forms in the lower stratosphere early in November, is strongest in mid-January and dissipates in late March or early April (WMO, 2011) . Its dynamical variability changes from year-to-year and as such, quantifying Arctic ozone loss is difficult since it requires the effects of chemical processes to be distinguished from those of transport and mixing (Tegtmeier et al., 2008) . The period between 1989/1990 and 1997/1998 was characterized by reduced dynamical variability, with nine consecutive years without a major stratospheric warming (Pawson et al., 1998; Labitzke et al., 2002) .
The polar vortex that formed in the 1996/1997 winterspring persisted in the lower stratosphere into May (Manney et al., 1997) . Temperatures below the 195 K PSC threshold persisted into late March, leading to a column ozone loss of 10 % due to chemical depletion for the period from late January to early April 1997 (Donovan et al., 1997; Fioletov et al., 1997; Manney et al., 1997; . A larger proportion of column ozone anomaly, however, arose from dynamical effects, from the unusually pro-longed cold period (e.g., Petzoldt, 1999) and from underlying tropospheric disturbances (e.g., Orsolini et al., 1998) .
Since 1998/1999, there have been several warmer-thanaverage and dynamically disturbed winters: 1998 winters: /1999 winters: , 2000 winters: /2001 winters: , 2001 winters: /2002 winters: , 2003 winters: /2004 winters: , 2005 winters: /2006 winters: , 2008 winters: /2009 winters: , and 2009 winters: /2010 winters: (WMO, 2007 WMO, 2011) , combined with cold winters in 1999/2000 (Mellqvist et al., 2002; Müller et al., 2003 (WMO, 2007 (Jin et al., 2006 Rösevall et al., 2008 ), 2006 (Rösevall et al., 2007 /2008 (WMO, 2011 . These cold winters were characterized by chemical ozone depletion, with reported reductions in the ozone column ranging from 80 to 135 DU.
In winter 2010/2011, another cold and strong Arctic vortex formed . It was located above our research site, Eureka, for much of the time until late March. This paper reports unusually low ozone, HCl, and HNO 3 column measurements at Eureka, compared to measurements from previous years. The measurements were made with the Bruker 125HR Fourier transform infrared (FTIR) spectrometer during the 2011 Canadian Arctic Atmospheric Chemistry Experiment (ACE) Validation Campaign, which took place from 21 February to 6 April.
The paper is organized as follows: Sect. 2 introduces the measurement site and the instruments. Section 3 presents the meteorological conditions during the winter-spring 2010/2011, describes our measurements, and compares them with results from the previous 14 yr. The chemical ozone loss is quantified in Sect. 4, followed by a summary of the results in Sect. 5.
Measurements

CANDAC Bruker IFS 125HR
The Polar Environment Atmospheric Research Laboratory (PEARL) was established in 2005 by the Canadian Network for the Detection of Atmospheric Change (CANDAC) in the Canadian high Arctic. It is located on Ellesmere Island at Eureka, Nunavut (80.05 • N, 86.42 • W) at 610 m above sea level. The high-resolution Bruker 125HR FTIR spectrometer (henceforth called the 125HR) was installed in July 2006 at PEARL and records solar absorption spectra throughout the sunlit part of the year (mid-February to mid-October) in the mid-infrared spectral range (600-4300 cm −1 ). A comprehensive description of the instrument is given by Batchelor et al. (2009) . Altitude-dependent volume mixing ratio (VMR) profiles were retrieved from the acquired spectra using SFIT2 (Pougatchev et al., 1995) , a profile retrieval algorithm that employs the Optimal Estimation Method (OEM) developed by Rodgers (2000) . The OEM is a regularization method that retrieves VMR profiles from a statistical weighting of the a priori information and the measurements. These profiles were converted to density profiles using temperature and pressure profiles and integrated throughout the column to yield the column densities. SFIT2 v.3.92c and the HITRAN 2004 + updates line list (Rothman et al., 2005) were used for the retrievals with the spectral microwindows, a priori profiles, and covariance matrices as described by Batchelor et al. (2009) .
The averaging kernel matrix produced during the retrieval can be used to characterize the information content of the retrievals. Figure 1 shows typical column averaging kernels for the 125HR, along with the sensitivity (the sum of the elements of the averaging kernels) and the degrees of freedom for signal (DOFS), defined as the trace of the averaging kernel matrix. The sensitivity indicates the fraction of the retrieval at each altitude that comes from the measurement rather than the a priori . The retrieval for each gas has good sensitivity in the lower stratosphere, with DOFS varying from 1.06 for ClONO 2 to 6.64 for ozone. Total columns from 0.61 to 100 km were calculated and used in this work.
The error calculations in this work are based on the methodology of Rodgers (1976 Rodgers ( , 1990 , and the results are given in Table 1 . In addition to smoothing error and measurement error, forward model parameter errors have been calculated as described by Rodgers (2000) using a perturbation method and our best estimate of the uncertainties in temperature, line intensity, air-broadened half width, and solar zenith angle. Interference errors, as described by Rodgers and Connor (2003) have been calculated to account for uncertainties in retrieval parameters (i.e., wavelength shift, instrument line shape, background slope and curvature, and phase error) and in the interfering gases simultaneously retrieved. The total error was calculated by adding all these errors in quadrature. The error budget calculation is described by Batchelor et al. (2009) . 
Environment Canada ABB Bomem DA8
The Environment Canada ABB Bomem DA8 FTIR spectrometer (henceforth the DA8) was installed at Eureka in 1993 and acquired solar absorption spectra each spring through to 2008 (Donovan et al., 1997; Farahani et al., 2007; Paton-Walsh et al., 2008; Fu et al., 2011) . An intercomparison of the DA8 and 125HR measurements was conducted by Batchelor et al. (2010) . The DA8 spectrometer is a vertically aligned Michelson interferometer that, similarly to the 125HR, records high-resolution solar absorption spectra over the spectral range from 700 to 5000 cm −1 . The spectra were analyzed using the SFIT1 spectral fitting routine (Rinsland et al., 1982 (Rinsland et al., , 1988 , using the line parameters in the HITRAN 1992 compilation (Rothman et al., 1992 plus updates. Scaling factors derived from the fits were applied to the a priori VMR profiles at all altitude layers to obtain the final scaled profiles. These profiles were combined with the density-weighted pressure and temperature profiles to generate the column profiles, which were integrated to derive the column densities. In this work, these DA8 total columns were scaled prior to comparison with the 125HR total columns to account for the bias induced by the (2011) . The same paper also describes the error budget calculation for the errors presented in Table 1 . The total error was calculated considering the instrumental error, errors arising from the retrieval algorithm and from the chosen microwindow, uncertainties introduced by the a priori VMR profile, uncertainties due to temperature and solar zenith angle, spectral signal-to-noise ratio and spectral fitting. In this paper, we present DA8 results for 10 yr from 1997 to 2006, to provide a 15-year record for the trace gas comparisons.
CANDAC Rayleigh-Mie-Raman Lidar
The CANDAC Rayleigh-Mie-Raman Lidar (CRL) is a ground-based lidar system installed at the Zero Altitude PEARL Auxiliary Laboratory (ØPAL) at Eureka. The CRL transmits at 532 nm and 355 nm using two Nd:YAG lasers with repetition rates of 10 Hz. The CRL has eight detection channels: vibrational and pure-rotational Raman channels for the measurement of tropospheric molecular nitrogen, water vapor and temperature profiles, along with two elastic backscatter channels. The 532 nm and 355 nm elastic channels can be used for PSC detection and for characterization and determination of aerosol/cloud backscatter ratio. The depolarization ratio can also be calculated at 532 nm allowing for the discrimination between liquid and solid phase cloud particles. For a complete description of the instrument see Nott et al. (2011) .
Radiosondes
Balloon-borne radiosondes measure profiles of atmospheric temperature, pressure and humidity. Radiosonde observations are taken year round at Eureka twice daily, at 6 a.m. and 6 p.m. (corresponding to 11 a.m. and 11 p.m. Universal Time) using Vaisala RS92 radiosondes. These have an accuracy of ±0.5 hPa for pressure, ±0.5 K for temperature, and ±3.5 % for relative humidity (Vömel et al., 2007; Steinbrecht et al., 2008) . The data from the balloon are transmitted continuously to the launching station, where they are interpreted and entered into Environment Canada's Upper Air Archive.
Results and discussion
Arctic meteorological conditions
The polar vortex dominates the winter dynamics of the stratosphere and has a profound effect on the distribution of chemical constituents. Before analyzing the evolution of the trace gas columns above Eureka, it is useful to know what the Arctic meteorological conditions were during the 2010/2011 winter-spring. Since the Northern Hemisphere polar vortex can be highly variable on both horizontal and vertical spatial scales throughout its life cycle, it is important to determine the vortex edge evolution on multiple heights in the atmosphere, which contribute significantly to the 125HR column measurements. The vortex edge was determined using the Q-diagnostic and the algorithm developed by Harvey et al. (2002) , which has been used in other studies to characterize the polar vortex (Chshyolkova et al., 2007; Manson et al., 2008; Xu et al., 2009 ). The scalar quantity Q is a measure of the relative contribution of strain and rotation in the wind field, derived from the Met Office (MetO) analyses . To identify the vortex edge, Q was integrated along the stream function contours. A detailed description of the Q-diagnostic method can be found in Fairlie (1995) and Harvey et al. (2002) and references therein. For the Eureka measurements discussed in Sect. 3.3, the temporal evolution of scaled potential vorticity is shown. Vortex edge identification using a scaled PV (sPV, PV scaled so as to have a similar range of values at levels throughout the stratosphere) contour was used by Manney et al. (2007) . This method is most robust in the lower and middle stratosphere when the vortex is strong and well defined, as was the case during winter/spring 2011. Results using sPV to identify the vortex edge agree closely with those using the PV gradient × windspeed criterion and other criteria (e.g., that of Nash et al., 1996 and the Q-diagnostic), based on PV gradients . A movie showing the evolution of the vortex in the Northern Hemisphere can be found at http://www.usask.ca/ physics/isas/vtex11jfm.gif, and is included as Supplement. It shows that on day 37 (6 February), the vortex moved above Eureka and stayed above our site until day 83 (24 March). In Fig. 2 , the edge of the vortex on the 525-K isentropic surface (∼21 km altitude) is indicated, along with the temperatures on the same level. The first panel corresponds to day 54 (23 February), the first day of the 125HR measurements. The following panels have a 5-day time step, and the last panel corresponds to day 96 (6 April), the last day of the campaign. A second movie showing the evolution of the temperatures can be found at http://www.usask.ca/physics/isas/ tk10-11.gif, and is also included as supplementary material.
The minimum temperatures inside the vortex during winter/spring 2010/2011 were persistently cold, staying below the PSC formation threshold for more than 100 days . On the 525-K level, temperatures within the vortex first dropped below the type I PSC threshold (195 K) on day 330 of 2010 (27 November) and continued to decrease (as shown in the movie). They dropped below 190 K (the precision is limited by the temperature step of 5 K in the plots) on day 353 (20 December), remaining low until 11 January. On day 21 in 2011 (21 January), the temperatures again fell below 190 K until day 60 (1 March) except on days 17, 18, and 31-35 (17, 18 and 31 January-4 February). The temperatures continued to oscillate between 190 and 195 K from day 60 (1 March) to day 90 (31 March), when they increased above 195 K, and remained above this threshold for the remainder of the spring .
Temperature measurements and PSC observations at Eureka
The Eureka radiosonde temperature profiles, presented in Fig. 3 (Fig. 4) . The backscatter ratios at 532 nm for 8-12 March show that the cloud has two dominant layers centered at 15 and 18 km. The mean backscatter ratio of the background aerosol at 11-13 km, where the temperatures were greater than 200 K, was 1.13±0.1. This was taken as the background aerosol backscatter ratio for comparison with the clouds, whose backscatter ratio varied between 1.3 and 2.3. The clouds had a depolarization ratio of approximately 10 % and this, along with the enhanced backscatter ratio, indicates mixed-phase type I PSCs (Pitts et al., 2009) during this period. As can be seen in Fig. 3 (panels d-f) . The day is shown on the right side of each panel, color coded. The two dashed vertical lines correspond to the threshold temperature values for the formation of PSC type I (red) and PSC type II (purple). The division of days per plot was chosen to make the temperature drop below the PSC type I or PSC type II thresholds more visible. Fig. 4 . Backscatter ratio at 532 nm as measured by the CRL for 8 to 12 March. The hashed areas represent data that were considered to be noise. from 15 to 24 km during this period were below the threshold for type I PSC formation but above that for type II clouds. PSCs were observed by the CRL as late as 18 March (not shown), much later into the season than PSCs are usually seen in the Arctic (Langematz and Kunze, 2006) .
Total column measurements
In 2011, the 125HR began acquiring useful data on 24 February (at solar zenith angles, SZA, between 89 • and 90 • ) and results are reported here through 6 April (at SZA between 73 • and 78 • ), the end of an intensive period of measurements that were made as part of the Canadian Arctic ACE Validation Campaign. There are some gaps in the data, particularly in late March, due to cloudy and unsettled weather. From these measurements, ozone, HCl, HF, HNO 3 , and ClONO 2 vertical profiles were retrieved, and total columns were calculated. The results are discussed and compared with total columns from previous years. Note that we neglected species trends in our comparisons, as they are very small compared to the changes of dynamical or chemical origin (e.g., see , panel (d) , the left y-axis gives the column amounts in molec cm −2 , while the right y-axis gives the column amounts in Dobson units (DU). Panel (a) also shows the evolution of the temperature at 21 km along the 125HR line-of-sight for the measurements at Eureka (black solid line) and the threshold temperature value for the formation of type I PSCs (black dotted line). Panel (f) shows the evolution of sPV at 21 km above Eureka (as described in the text), for all years as shown in the legend. For the years with 125HR data, sPV is only shown for days when measurements were made. The red and blue dot-dash lines show the inner (red) and the outer (blue) vortex edge, respectively. The gray shading highlights the days when the instrument sampled air masses on the edge or outside the vortex. Vigouroux et al., 2002; SPARC CCMVal, 2010; Kohlhepp et al., 2012) . Figure 5 shows total columns of the gases mentioned above, along with the evolution of the scaled potential vorticity at Eureka for each year. For 1997-2006 (years with daily average DA8 measurements), sPV was calculated daily at 12:00 UT using MERRA (Modern Era Retrospectiveanalysis for Research and Applications) analyses (Rienecker et al., 2011) for the 21-km altitude above Eureka. For 2007-2011 (years with 125HR measurements), sPV was calculated at 21 km along the 125HR line-of-sight using the GEOS version 5.2.0 (GEOS-5) analyses (Rienecker et al., 2008) and is only shown for days with 125HR measurements. An sPV of 1.2×10 −4 s −1 was used as proxy for the outer edge of the polar vortex and sPV of 1.6×10 −4 s −1 was used for the inner edge . While during some years, the instruments sampled mostly inside the polar vortex (e.g., 1997, 2000, 2004, 2005, 2007, 2011) , for other years they measured mostly outside the vortex (e.g., 1999, 2001, 2008, 2009, 2010) .
In 2011, our sampled air masses were well inside the vortex from the start of the measurements until day 78 (19 March) . For the remainder of the campaign, the 125HR sampled through the edge of the vortex or outside, except on day 86 (27 March) and days 95 and 96 (5 and 6 April). The gray shading highlights the days in 2011 when the instrument sampled air masses on the edge or outside the vortex. Note that the daily sequence of MetO images that shows the vortex edge (Q-diagnostic) for days 50 to 100 on the 525-K surface (Fig. 2) agrees very well with the combination of GEOS-5/sPV used in the remainder of the analyses shown in this paper. For days 53 to 84 and 88 to 93, both vortex-edge methods agree in showing Eureka inside and outside the vortex, respectively. The only mild disagreement occurs on day 87, when the combination of GEOS-5 with sPV contours indicated Eureka inside the vortex or on the edge depending upon the height, while both GEOS-5 and MetO using the Qdiagnostic at 525 K (∼21 km) showed Eureka on the edge.
The 2011 gas-phase HNO 3 total columns, Fig. 5a red diamonds, decrease slowly until day 64 (5 March), followed by a sharp decrease with a minimum on day 68 (9 March) and low values until day 77 (18 March). The instrument sampled air inside the vortex through all these days. The solid black line represents the temperature along the 125HR lineof-sight at 21 km. The minimum HNO 3 column occurs at the time when the temperature was well below the type I PSC temperature threshold, indicating that HNO 3 had been taken up onto the surfaces of (liquid or solid) PSC particles. The minimum HNO 3 total column is 1.39×10 16 molec cm −2 , approximately the same as the 1997 (black circles) minimum seen on day 78 (19 March). The minima measured during these two years stand out from the HNO 3 total column values measured during the past 15 yr. 2000, 2005 and 2007 are also highlighted, as these three years were cold and characterized by chemical ozone depletion (Jin et al., 2006; Manney et al., 2006; Rex et al., 2006; Rösevall et al., 2007; Singleton et al., 2007; WMO, 2007; Rösevall et al., 2008; WMO, 2011) .
The evolution of the chlorine reservoir HCl is shown in Fig. 5b . The 2011 total columns are persistently lower than all previous years for days . The 2011 HCl total columns reached a minimum of ∼1.2×10 15 molec cm −2 on days 68-71 (9-12 March), indicating chlorine activation, and then gradually increased.
Beginning on day 77, the chlorine slowly converted back into its HCl reservoir, as shown by the recovery of HCl inside the vortex. This recovery continued until the last day of measurements. For comparison, in 1997 the maximum reduction in HCl occurred on day 64 (5 March). For the other years, no extreme values were observed, although low values can be seen for days 58 (27 February) to 65 (6 March) and 68 (9 March) to 83 (24 March) in 2005 and 2007, respectively. Total columns of the second chlorine reservoir, ClONO 2 , are shown in Fig. 5c . The minima seen for 2005 correspond to measurements outside the vortex, as shown in panel 5f. The 2011 values are in the lower range of columns measured over the past 15 yr. At the beginning of the 2011 campaign, the ClONO 2 total columns are close to the values measured in 1997. After day 59 (28 February), the 1997 total columns increase, while the 2011 ones remain low, increasing on day 77 (18 March). Note that during days 68-71, there is a small decrease in the ClONO 2 column, which coincides with the HCl decrease and suggests that chlorine activation is occurring. The increase on day 77 that persisted inside the vortex until the end of the campaign shows the conversion of active chlorine to its ClONO 2 reservoir. When PSCs can no longer form and the active chlorine reverts to its reservoir species, the resulting repartitioning of the chlorine in the Arctic typically results in enhanced ClONO 2 and sustained low values of HCl for some time after PSCs have disappeared (Santee et al., 2008) . The enhancement in ClONO 2 is due to the reaction of NO 2 with ClO, which is more rapid than the competing reaction of active chlorine to form HCl, and is followed by a slow repartitioning between ClONO 2 and HCl over the following weeks. However, in 2011, the conversion of active chlorine back into these two reservoirs was simultaneous, differing from the usual repartitioning. This suggests that the NO 2 necessary for ClONO 2 to form was less abundant than in previous years, possibly due to permanent removal through PSC sedimentation . Figure 5d shows the evolution of ozone total columns. The columns slowly decrease, with the lowest ozone column seen on day 77, being 6.9×10 18 molec cm −2 (257 DU). This minimum follows after the chlorine activation and is consistent with chemical ozone destruction. However, the unusually persistent cold in 2011 would have resulted in lower column ozone than in most previous Arctic winters even in the absence of chemical loss (Petzoldt, 1999; Manney et al., 2011) . The evolution of column ozone in 1997 was dominated by dynamical effects (Petzoldt, 1999) and the chemical ozone depletion was modest in that year. The 1997 ozone total columns slowly decrease in the first half of the interval, followed by the ozone minimum on day 76 (17 March) and then by a gradual recovery. For 1997, the minimum value was 5.4×10 18 molec cm −2 (201 DU). Low ozone was also seen in 2007, when the 125HR sampled inside the vortex for approximately two weeks (as shown in Fig. 5f ), but those total columns are ∼100 DU larger than the 2011 total columns. For the other years, both day-to-day and interannual variabil-ity are observed (being in agreement with the evolution of the vortex above Eureka shown in Fig. 5f for each year), but none of the minima are as pronounced as those in 1997 and 2011.
HF is a long-lived tracer of vertical motion in the stratosphere (Mankin et al., 1990; Toon et al., 1992) . It is produced in the stratosphere through photodissociation and is chemically unreactive. If an air column is displaced downward, with replacement at the top by air from neighboring columns, then the total column abundance of HF will increase. Since the temperatures inside the vortex were low, we expect the cold air to sink and for all air masses sampled inside the vortex, the HF total columns to be larger than those outside the vortex. During 2011, HF total columns (Fig. 5e ) are large and relatively constant through days 55-83 (24 February-24 March) when the instrument sampled air masses inside the vortex, decreasing and then increasing after day 84 (25 March) as the instrument sampled air outside and then inside the vortex, respectively.
Normalizing with HF
Because dynamical effects usually dominate the evolution of the column ozone in the Arctic, in order to assess the degree to which changes in the total columns of ozone, HCl, HNO 3 , and ClONO 2 are due to chemical processing, we normalized the measured total columns of these species with the HF columns. HF is a good dynamic tracer; the VMR profiles of ozone, HCl, HNO 3 , and ClONO 2 generally correlate well with the HF profile in the lower stratosphere, where most of their column abundances reside, so that vertical transport will change their vertical column abundances proportionally . Another important advantage is that there is very little tropospheric contribution to the HF total column, which could otherwise mask variations due to stratospheric transport. Thus, the normalization with HF removes many dynamical effects, such as diabatic descent and tropopause height changes Mellqvist et al., 2002) . Figure 6 shows the normalized total columns of HNO 3 , HCl, ClONO 2 , and ozone. The shaded area highlights the days of 2011 when the instrument sampled the air on the edge or outside the vortex (as in Fig. 5 ). We assume that if the normalized value for any of these gases decreases inside the vortex, this is due mainly to chemical processes.
For 2011, the HNO 3 /HF ratios (Fig. 6a ) have the same evolution as the HNO 3 total columns in Fig. 5a . The slow decrease in the normalized HNO 3 values from the beginning of the measurements to day 64, followed by the sharp decrease on day 68, is of microphysical origin and confirms that HNO 3 was taken up in PSC particles. For 2000, the low normalized HNO 3 total columns between days 80 and 90 correspond to days when the instrument sampled inside the vortex. The same is true for 2005, days 81 to 82, and 2007, days 68 to 83, but none of these low values is as pronounced as those seen in 2011. The 2011 HCl/HF and ClONO 2 /HF ratios ( Fig. 6b and c,  respectively) , exhibit behavior similar to the total columns shown in Fig. 5b and c . Low values are again seen for days 68-71 (9-12 March), and are evidence of chemical activation on the surfaces of PSC particles. After day 77, the normalized values slowly increase, as the active chlorine returns into the reservoir species HCl and ClONO 2 . In 1997 and 2007, for measurements within the vortex, the HCl/HF ratios are lower (except for 2011) while the ClONO 2 /HF ratios are higher than during other years. These show the overshoot of ClONO 2 when the active chlorine returns into this reservoir.
The O 3 /HF ratio maintains its very low values, being consistently below 4000 for days , and much lower than most of the normalized ozone values from previous years. These low values are evidence of chemical ozone depletion given the meteorological conditions and all observations presented above. The minimum normalized value is 2489 and occurs on day 77 (18 March), right after the period when we see the chlorine activation. Ozone inside the vortex remains low, the normalized ozone value on day 95 (5 April) when the instrument again sampled vortex air masses, is as low as 2503. The ratios are much higher for the measurements performed outside the vortex, as highlighted by the shaded region. For the other cold years, the normalized ozone values are also low within the vortex, with 1997 and 2007 values being close to those in 2011 for some days, but none of them smaller than those seen in 2011.
To conclude, normalizing with HF reduced the dynamical effects, thus highlighting interannual differences due to chemistry. The low values of normalized HNO 3 , HCl, and ClONO 2 that occurred on days 68-71, followed by the minimum in normalized ozone that occurred on day 77, are indicative of chlorine activation on cold aerosol particles followed by chemical ozone destruction. Since the 125HR is a sun-dependent instrument, we do not have measurements inside the vortex (late in the fall and during the polar night) from times without chemical loss, and so we are not able to define a baseline for quantifying chemical loss using only measurements. For a quick estimate of the chemical ozone depletion, we can assume a standard O 3 /HF ratio of 4500 on the edge and inside the polar vortex (e.g., Mellqvist et al., 2002) . Using this value, a column loss of 34 % can be calculated from ((4500-2977)/4500), where 2977 is the mean O 3 /HF value for 2011 measurements inside the vortex. Since this approach is oversimplified and has not been validated, a more rigorous method is needed to confirm this result. The methods commonly used to estimate chemical ozone loss are: the ozone/tracer correlation method (Müller et al, 2002; Tilmes et al., 2003) , the Match method (Schulz et al., 2000) , the vortex-average method (Christensen et al., 2005) , the Lagrangian transport calculation method , and the passive subtraction method (Manney et al, 1995; Goutail et al., 1999; . In this study, the passive subtraction method was used to quantify the chemical ozone depletion above Eureka.
Comparisons with a chemical transport model
SLIMCAT (Chipperfield, 2006 ) is a three-dimensional offline chemical transport model. It differs from a general circulation model in that the chemistry component is not integrated into the dynamical model, but is off-line and performed separately for each time-step. This model has been used for many studies of ozone and ozone-related gases in the polar regions (e.g., Chipperfield and Jones, 1999; Solomon et al., 2002; Feng et al., 2007; Manney et al., 2009; . The model uses winds and temperatures from meteorological analyses of the European Centre for Medium-Range Weather Forecasts (ECMWF) to specify the atmospheric transport, and calculates the abundances of chemical species in the troposphere and stratosphere. Figure 7 shows, from top to bottom, the SLIMCAT (blue triangles) and the 125HR (red diamonds) total columns of ozone, HCl, HNO 3 , ClONO 2 , and HF, along with the corresponding percentage differences. SLIMCAT simulations are compared with 125HR measurements for days 55 to 96 (24 February-6 April). Good agreement can be seen for ozone (panel a) except on days [86] [87] [88] [89] [90] [91] [92] [93] , when the model total columns are slightly larger than the 125HR Fig. 7 . 125HR (red diamonds) and SLIMCAT (blue triangles) total column comparisons for ozone, HCl, HNO 3 , ClONO 2 , and HF. For ozone, the Eureka ozonesonde measurements (black circles) are also superimposed. In the panels on the left side, the total columns for each gas are shown for the measurements and the model, while in the panels on the right side the corresponding percentage differences are shown. The mean percentage difference, the standard deviation, and the standard error of the mean are also given. These were calculated as described in the text. The gray shading has the same meaning as in Fig. 5. total columns, likely due to model resolution smoothing over the vortex edge. The mean difference was calculated as
TC is the total column measured by the 125HR and MODEL (i) TC is the total column simulated by the model, for day i. For ozone, we found a mean percentage difference of 7.8±0.3 %, where the given error is the standard error of the mean. The standard error of the mean relative difference between the model and the 125HR total column (sem, in percent) has been evaluated as sd/ √ N, in which sd is the statistical 1-sigma (1σ ) standard deviation of the observed differences, and N is the number of coincidences. The sem provides a measure of the significance of an observed bias (e.g., De .
For HCl, the agreement between SLIMCAT and the 125HR total columns is good for the entire period, the mean percentage difference being 1.9±0.04 %. The modeled HNO 3 total columns show a negative bias of −23.8±0.1 % compared to the measurements, which is more pronounced at the beginning of the measurement period. This may indicate a limited treatment of the PSCs in the model. For ClONO 2 , we have good agreement except on days 86-93 (27 March-3 April) as in the case of ozone. For these days, SLIMCAT total columns are larger than those for the 125HR. The mean percentage difference calculated for all the ClONO 2 data is 10.4±0.2 %.
The HF total columns for the 125HR and for the model exhibit a similar evolution from days 55 to 96 (24 February to 6 April), but there is a positive bias in the simulated values, SLIMCAT total columns being larger by 19.5±0.1 %. SLIM-CAT overestimates the total column abundance of HF in the lowermost stratosphere, the result being a positive bias compared to the measurements. A similar result, 22.54±6.55 % (here ±1σ ), was found by Duchatelet et al. (2010) , when comparing SLIMCAT HF total columns with mid-latitude ground-based FTIR total columns, for the 1984-2009 period.
To quantify chemical ozone loss, we used SLIMCAT and the passive subtraction method. SLIMCAT can be run in two modes: one with full chemistry and dynamics (the "active" run) and one in which ozone is treated as a passive dynamical tracer with no chemistry (the "passive" run). In this method, differences between the measured ozone total columns and those from the passive model runs are assumed to be due to chemistry (Manney et al, 1995; Goutail et al., 1999; . The SLIMCAT active ozone total columns are shown together with the passive ozone total columns in Fig. 8a . While at the beginning of January there is no significant difference between the two time series, they begin to diverge in mid-January, reaching a maximum difference on day 80 (21 March). The differences vary from day 81 (22 March) to the end of the period, with a second maximum difference on day 95 (5 April). The evolution of the absolute differences between the passive and active SLIMCAT ozone (blue squares) can be seen in Fig. 8b . The maximum difference of 266 DU was reached on day 95 (5 April). The differences between the SLIMCAT passive ozone total columns and the 125HR measured total columns are shown with red circles. These differences are slightly larger than the passive -active SLIM-CAT differences. The maximum difference in this case was reached on the same day, day 95, being 276 DU and 3.6 % higher than the model maximum difference.
The corresponding percentage difference between the passive and active SLIMCAT ozone is shown in panel c. To quantify the chemical ozone depletion inside the vortex, we calculated the mean percentage difference, excluding the days when the instrument sampled out of the vortex. The mean percentage difference, which represents the chemical ozone depletion above Eureka from 24 February to 6 April, is then 35 %.
Conclusions
As a consequence of dynamically variable meteorological conditions, springtime Arctic ozone levels exhibit significant interannual variability in the lower stratosphere. Meteorological conditions during winter/spring 2011 were particularly favorable to the formation of a strong vortex that lasted into April. Temperatures above Eureka were persistently low, and below the type I PSC threshold in the lower stratosphere for an extended period. PSCs were observed over Eureka by CALIPSO and by the CRL between 11 and 17 February and between 8 and 12 March, respectively.
The spring 2011 ozone, HCl, HNO 3 , ClONO 2 , and HF measurements made at Eureka using the Bruker 125HR FTIR spectrometer are consistent with the occurrence of significant chemical ozone depletion. Unusually low ozone columns were measured from mid-February to late March compared to the previous 14 yr. The normalized O 3 /HF, HCl/HF, and HNO 3 /HF ratios, for which the effects of dynamics have been reduced, also showed record minima over this period. The normalized HNO 3 columns decreased during the period when temperatures were below the NAT formation threshold. The normalized HCl and ClONO 2 columns also decreased during the same period, indicating chlorine activation. The normalized ozone columns showed minima immediately after the chlorine activation period, confirming the occurrence of ozone chemical processing.
The SLIMCAT and 125HR total columns showed good agreement for ozone, HCl, and ClONO 2 , with larger differences for HNO 3 and HF. SLIMCAT was used to quantify chemical ozone loss using the passive subtraction method. Chemical ozone depletion inside the vortex above Eureka was estimated to be 35 %, consistent with the record ozone loss observed in the Arctic vortex in 2011 (Balis et al., 2011; Manney et al., 2011; Adams et al., 2012) .
Supplementary material related to this article is available online at: http://www.atmos-chem-phys.net/12/ 3821/2012/acp-12-3821-2012-supplement.zip.
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