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Resumen El algoritmo de Evolucion Diferencial (DE) es un metodo
de optimizacion para problemas complejos. Como todo metodo de opti-
mizacion posee parametros que deben ser debidamente ajustados para
proveer soluciones de buena calidad. Entre estos parametros se encuentra
F 2 [0;1), el factor de escala de la mutacion, que afecta la velocidad con
la cual evoluciona la poblacion. Dado que dicho factor juega un papel
importante en la obtencion del optimo global, en el presente trabajo se
realiza un estudio de algoritmos de Evolucion Diferencial que implemen-
tan factor F constante y otros que lo hacen considerando una variacion
dinamica del parametro F en funcion del tiempo. El estudio se reali-
za sobre un conjunto de funciones escalables ampliamente difundidas y
estudiadas por la comunidad de computacion evolutiva.
Keywords: Evolucion Diferencial, factor de mutacion estatico y dinami-
co, problemas de optimizacion de alta dimensionalidad, escalabilidad.
1. Introduction
El algoritmo de Evolucion Diferencial [9](DE por sus siglas en ingles) es una
herramienta simple pero poderosa para resolver problemas de optimizacion glo-
bal. Sin embargo, los parametros de control involucrados en el DE estan amplia-
mente relacionados con el problema bajo consideracion y por lo tanto inuyen en
el rendimiento del mismo. Una de las dicultades que se puede encontrar en el DE
es la temprana convergencia a optimos locales, sobretodo en funciones complejas
de alta dimensionalidad. El parametro relacionado a la velocidad de convergen-
cia es el factor de mutacion F . La buena eleccion del parametro F incrementa la
precision de la solucion y estimula la capacidad de escapar de optimos locales. En
general, la habilidad de realizar busqueda local (explotacion) se logra a traves de
valores de F peque~nos y, por el contrario, realizar busqueda global (exploracion)
se consigue con mayores valores de F [12].
Hasta la actualidad se han realizado numerosas aproximaciones para deter-
minar el valor del factor F . Una de ellas es elegir un valor jo para F (a traves
de la experiencia) que logre el balance entre explotacion y exploracion [9]. Otros
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estudios han propuesto variar el valor de F de manera aleatoria respondien-
do a alguna distribucion de probabilidades (generalmente una distribucion uni-
forme) [2,11,1,7]. Por otro lado, tambien se ha experimentado con un factor de
mutacion variante en el tiempo [2]. En este caso, cada generacion produce un
nuevo valor para el factor F siguiendo una funcion lineal decreciente. Esto sig-
nica decrementar el valor de F linealmente en relacion al tiempo (generaciones
o iteraciones) ya que en la mayora de los metodos de optimizacion, es bueno
que en las primeras etapas de busqueda se realice una exploracion del espacio
de soluciones y durante las ultimas una explotacion de la zona donde podra
encontrarse el optimo global.
Encontrar el valor adecuado del factor de mutacion F , para una tarea espec-
ca, puede insumir una gran cantidad de tiempo y de computo. Por lo tanto, en
este trabajo se propone utilizar una funcion para generar valores de F dinamica-
mente. Para lograr un buen desempe~no del DE en problemas de dimensionalidad
alta (D  100), se decidio experimentar con el parametro F variable en el rango
[0; 1] en funcion del tiempo transcurrido (es decir, el valor del factor de escala en
el tiempo t esta dado por F (t)). Se optaron por cinco funciones F (t) que siguen
distintos comportamientos.
El resto del presente trabajo se organiza de la siguiente manera: en la sec-
cion 2 se da una breve descripcion del algoritmo DE. Posteriormente, en la
seccion 3 se brinda una descripcion detallada de la propuesta realizada sobre el
factor de escala F . La seccion 4 presenta los estudios experimentales realizados
a las diferentes variantes del DE para obtener las conclusiones expuestas en la
seccion 5.
2. Evolucion Diferencial
El algoritmo DE es un algoritmo de optimizacion estocastico introducido por
Storn y Price en 1996 [9]. Sea S  RD el espacio de busqueda del problema
en consideracion, el DE involucra una poblacion de NP vectores (soluciones
candidatas) xi;g = fx1i;g; x2i;g; :::; xDi;gg 2 S, i = 1; 2; :::; NP . Cada xji;g se co-
rresponde con una variable de decision del problema y g indica la generacion a la
cual pertenece el vector. Dichos vectores, luego de ser inicializados, son sometidos
a operaciones de mutacion, recombinacion y seleccion en cada generacion g.
Inicializacion Se denen previamente los lmites inferiores y superiores para
cada variable de decision: xij  xji;1  xsj .
Posteriormente se seleccionan, aleatoria y uniformemente, los valores iniciales
de las variables de decision sobre los intervalos [xij ; x
s
j ].
Mutacion Por cada vector xi;g (vector objetivo) en la generacion g, se crea
un vector mutado vi;g = fv1i;g; v2i;g; :::; vDi;gg utilizando, algunas de varias es-
trategias. Para clasicar dichas variantes se utiliza la notacion DE/x/y/z, donde
x indica el vector a ser mutado (\rand" o \best"), y la cantidad de restas de
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vectores realizadas (1 o 2), y z denota el esquema de recombinacion utilizado
(\bin": binomial o \exp":exponencial).
Las estrategias mas comunmente utilizadas para generar vi;g son:
1. DE/rand/1/bin: vi;g = xr1;g + F (xr2;g   xr3;g)
2. DE/best/1/bin: vi;g = xbest;g + F (xr1;g   xr2;g)
donde los ndices r1; r2; r3 son enteros aleatorios y mutuamente diferentes
generados en el rango [1; NP ]. F es un factor entre [0;1) para escalar la dife-
rencia de vectores (mutacion) y xbest;g es el vector con mejor valor de tness en
la poblacion en la generacion g.
Recombinacion La operacion de recombinacion (crossover, en ingles) es apli-
cada a cada parte del vector mutado generado vi;g y su correspondiente vector
objetivo xi;g para generar un vector de prueba ui;g = fu1i;g; u2i;g; :::; uDi;gg.
uji;g =
(
vji;g si (randj [0; 1]  CR) o (j = jrand);
xji;g en otro caso;
(1)
donde j = 1; 2; :::; D, CR es una constante que indica la probabilidad de re-
combinacion en el rango [0; 1) y jrand es un entero aleatorio elegido en el rango
[1; NP ] para asegurar que el vector de prueba sea diferente del vector objeti-
vo correspondiente. El operador dado en la ecuacion 1 corresponde al crossover
binomial.
Seleccion Se compara el valor de tness de cada vector de prueba f(ui;g) con
su correspondiente vector objetivo f(xi;g) en la poblacion actual. El vector con
mejor valor de tness es el que entrara en la poblacion de la siguiente generacion.
xi;g+1 =
(
ui;g si f(ui;g) < f(xi;g);
xi;g en otro caso:
(2)
Las ultimas tres operaciones son repetidas de generacion en generacion hasta
que sea satisfecho un criterio de detencion especco.
3. Propuesta para el Factor de Escala de Mutacion F
Teniendo en cuenta la idea de variar el factor de escala en el tiempo, explorar
el espacio de soluciones en las primeras iteraciones y explotarlo en las ultimas;
el presente trabajo introduce otras funciones (ademas de la lineal) para el factor
de mutacion F en el rango [0; 1]. Las funciones consideradas se presentan en la
gura 1.
Las funciones F (t) pueden ser agrupadas en tres clases. Las dos primeras
funciones (F1(t) y F2(t)) descienden rapidamente y toman valores cercanos a
0 en las ultimas iteraciones. F3(t) obtiene valores proporcionales al paso del
tiempo. Las ultimas dos funciones se corresponden a funciones Gaussianas con
altura = 1,media = 0 y una alta varianza (2000000 y 5000000 respectivamente),
y se mantienen valores de F altos durante una mayor cantidad de tiempo.
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Figura 1. Funciones alternativas para F variables
4. Estudio Experimental
Para determinar las diferentes variantes del factor F propuestos en la sec-
cion anterior, se realizaron estudios experimentales para compararlos, incluyen-
do un algoritmo estandar DE con factor jo F = 0; 75. Se utilizo un maxi-
mo de iteraciones MaxIt = 5000, parametro de recombinacion CR = 0; 7 y
tama~no de poblacion NP = 200. Se probaron dos de las estrategias de mu-
tacion: DE/best/1/bin (estrategia B por Best) y DE/rand/1/bin (estrategia R
por Random) debido a que son las mas comunmente utilizadas. Para cada com-
binacion de parametros se realizaron 30 ejecuciones con distintas semillas. Los
algoritmos bajo observacion tienen la siguiente nomenclatura: E/F (t), donde
E es la estrategia del algoritmo (B o R), y F (t) es la estrategia de F elegida
(1,2,3,4,5, para Fi(t) o Cte para F = 0; 75).
Las variantes de DE bajo estudio fueron aplicadas a seis funciones, un sub-
conjunto de las funciones desplazadas y escalables descritas en el benchmark del
CEC 2008 [10]: f1 (Sphere), f2 (Problema 2.21 de Schwefel), f3 (Rosenbrock),
f4 (Rastrigin), f5 (Griewank) y f6 (Ackley).
La nalidad del presente trabajo es obtener conclusiones relevantes en cuanto
al desempe~no del DE con las variantes antes mencionadas. Para ello, se realizaron
estudios iniciales con dimension D = 100 y luego con D = 200 y D = 500 para
analizar sus respectivas capacidades de escalabilidad.
4.1. Estudios preliminares
Inicialmente se estudio el comportamiento del DE con todas las variantes
del factor de mutacion sobre el benchmark antes mencionado para D = 100
(ver Cuadro 1). Para poder establecer las diferencias entre dichas variantes, se
realizaron diversos tests estadsticos segun se explica a continuacion.
Dado que las muestras obtenidas no corresponden a una distribucion normal,
se aplico para la comparacion de los diferentes algoritmos, el test no parametri-
co Kruskal-Wallis. Dado que esta prueba no identica en donde se producen las
diferencias, es necesario utilizar algun test post-hoc para ello. En este trabajo se
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utilizo el test Tukey-Kramer para encontrar cuales medianas son signicativa-
mente diferentes entre s y a partir de all concluir si hay algun algoritmo mejor
que otro.
f1 f2 f3 f4 f5 f6
B1 4,75e+01 7,09e+01 2,71e+06 3,43e+02 1,48 2,05e+01
B2 5,75e+02 7,32e+01 4,95e+07 3,66e+02 5,95 1,71e+01
B3 3,18e+04 1,12e+02 1; 40e+10 4,85e+02 2,78e+02 2,01e+01
B4 6e 02 5,96e+01 3,31e+01 2,65e+02 4e 02 2,05e+01
B5 4; 05e 05 5,35e+01 5,25e+02 2,31e+02 5; 40e 05 2,11e+01
BCte 0 4,79e+02 1,47e+02 7,26e+02 0 3; 20e 05
R1 0 2,34e+01 2; 10e+02 7,24 0 2,06e+02
R2 0 2,17e+01 1,49e+02 6,02 0 2,11e+01
R3 4,93e+05 1,54e+02 4; 05e+11 2,25e+03 4,18e+03 2,11e+01
R4 0 2,06e+01 1; 69e+02 9,64 0 2,11e+01
R5 0 1,55e+01 9,68e+01 1,49e+02 0 2,12e+01
RCte 3,30e+05 1,50e+02 2; 82e+11 1,84e+03 2,97e+03 2,12e+02
Cuadro 1. Error medio de todos los algoritmos para D = 100.
Las muestras comparadas son los resultados obtenidos al aplicar cada va-
riante del DE a cada funcion fi. Primero se compararon solo aquellas variantes
con estrategia B, luego todas aquellas con estrategia R, y nalmente todas las
variantes (tanto con estrategia B como R). Para realizar un estudio sobre mues-
tras no apareadas se aplicaron los tests a cada funcion fi por separado
1. Las
conclusiones obtenidas a partir de los tests antes mencionados se muestran en
el cuadro 2. Para todos los test, de aqu en adelante, se ha considerado tener un
95% de conanza en las conclusiones obtenidas.
En base al cuadro 2 se puede decir que, teniendo en cuenta los algoritmos
con estrategia B, el algoritmo BCte es mejor para todas las funciones, excepto
para f4 donde es el peor. Pero solo se puede decir esto sin considerar a B5, con el
cual no se encontraron diferencias signicativas en la mayora de las funciones.
Considerando los algoritmos con estrategia R, los algoritmos R1, R2, R4 y R5
muestran muy buen desempe~no y el o los mejores de cada funcion se encuentra/n
entre ellos. R3 y/o RCte demuestran ser los de peor desempe~no. Solo se pudo
demostrar diferencias signicativas entre el primer grupo (el de los mejores) y el
segundo (el de los peores).
Comparando todas las variantes del DE podemos decir que BCte, R1, R2,
R4 y R5 tienen un mejor desempe~no que B1, B2, B3, B4, R3 y RCte. Por otro
lado R3 y/o RCte son los peores para casi todas las funciones.
Dado que es necesario comparar las variantes del algoritmo DE sobre el
conjunto total de las 6 funciones fi, se realizaron los tests de Friedman [3,4],
Friedman Alineado [6] (F.Alineado) y Quade [8] para comparaciones multiples
apareadas, no parametricas.
Estos tests detectan diferencias signicativas entre el conjunto total de algo-
ritmos pero sin detectar entre cuales de ellos se producen. Para ello se aplicaron
algunos de los tests post-hoc sugeridos en [5] los cuales toman como algoritmo
1 Para los tests Kruskal-Wallis y Tukey-Kramer se utilizo la herramienta MATLAB
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de control al primero en el ordenamiento de los tests antes mencionados para
poder concluir que efectivamente es mejor que el resto si se hubieran detectado
diferencias signicativas.
fi Est p-value Resultados
f1
B 6; 75620e 36 BCte es mejor que B1, B2, B3, B4./ B3 es peor que B1, B4, B5, B6
R 6; 66797e 36 R1, R2, R4 y R5 son los mejores./ R3 y RCte son los peores.
BR 9; 88082e 70 BCte, R1, R2, R4 y R5 son los mejores.
f2
B 1; 45500e 31 BCte es el mejor.
R 8; 29583e 26 R5 es el mejor.
BR 4; 13644e 66 R1, R2, R4 y R5 son los mejores.
f3
B 4; 25961e 35 BCte es mejor que B1, B2, B3 y B4.
R 7; 21483e 29 R5 es mejor que R1, R3 y RCte./ R3 y RCte son los peores.
BR 1; 03206e 64 BCte, R2 y R5 son mejores que B1, B2, B3, B4, R3 y RCte.
f4
B 2; 03994e 28 B5 es mejor que B1, B2, B3 y BCte./ BCte es peor que B1, B2, B4 y
B5
R 3; 92147e 33 R1 y R2 son mejores que R3, R5 y RCte./ R3 es peor que R1, R2, R4
y R5.
BR 3; 75781e 67 R1, R2 y R4 son los mejores./ R3 es el peor.
f5
B 1; 47982e 35 BCte es mejor que B1, B2, B3 y B4./ B3 es peor que B1, B4, B5 y
BCte
R 2; 78199e 36 R3 y RCte son peores que R1, R2, R4 y R5.
BR 2; 28013e 69 R1, R2, R4 y R5 son los mejores./ R3 es el peor.
f6
B 1; 46614e 24 BCte es mejor que B1, B3, B4 y B5./ B5 es el peor.
R 3; 98513e 21 R1 es el mejor.
BR 1; 53811e 52 BCte es mejor que B1, B4, B5, R1, R2, R3, R4, R5 y RCte.
Cuadro 2. Resultados de los tests Kruskal-Wallis y Tukey-Kramer
Al igual que el estudio previo realizado a los algoritmos, se consideraron
primeros los algoritmos con estrategia B, luego aquellos con estrategia R, y
nalmente se consideraron todas las variantes, de ambas estrategias.
Test p-value
Friedman 0; 013892
F. Alineado 0; 474194
Quade 0; 0002845262
Cuadro 3. Estrategia B
Test p-value
Friedman 0; 005608
F. Alineado 0; 427357
Quade 0; 0001152417
Cuadro 4. Estrategia R
Test p-value
Friedman 0; 0000380084
F. Alineado 0; 936611
Quade 0; 0000000015243
Cuadro 5. Estrat. B y R
Algoritmos con estrategia DE/best/1/bin
Considerando los algoritmos y todas las funciones, los test Friedman y Quade
encontraron diferencias signicativas. El cuadro 3 muestra los p-values obtenidos
con los tres tests.
En base a los ranking obtenidos con los tests (Cuadro 6) se encontro que
BCte es el mejor algoritmo segun los tests de Friedman y Quade. Se encontraron
ademas diferencias signicativas de este con B3, y con menos fuerza con B2
(segun test post-hoc de Holm).
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Algoritmos Friedman Friedman Alineado Quade
B1 4.0 16.166 3.857
B2 4.333 17.166 4.666
B3 5.333 32.166 5.666
B4 2.999 15.0 2.857
B5 2.5 14.5 2.0
BCte 1.833 16.0 1.952
Cuadro 6. Ranking de los algoritmos con estrategia B.
Algoritmos con estrategia DE/rand/1/bin
Considerando los algoritmos con estrategia R, los test Friedman y Quade en-
contraron diferencias signicativas entre los algoritmos (Cuadro 4).
Algoritmos Friedman Friedman Alineado Quade
R1 2.666 12.666 2.928
R2 2.166 12.166 2.166
R3 5.5 30.5 5.857
R4 2.833 12.833 2.738
R5 2.833 12.833 2.309
RCte 5.0 30.0 5.0
Cuadro 7. Ranking de los algoritmos con estrategia R.
Se observo que R2 es el mejor algoritmo (Cuadro 7) y presenta diferencias
signicativas con R3 para varios tests post-hoc (incluyendo el de Holm). Otros
tests post-hoc mostraron diferencias tambien con respecto a RCte y R4.
Todos los algoritmos
Comparando todas las variantes del DE propuestas, los tests Friedman y Quade
encontraron diferencias signicativas entre los algoritmos (Cuadro 5). R2 de-
mostro ser el de mejor rendimiento para los tests de Friedman y Friedman ali-
neado (Cuadro 8). Este algoritmo presenta fuertes diferencias con relacion a R3,
RCte, y con menos fuerza con B3. Considerando la dicultad de los problemas,
R5 resulto ser el mejor algoritmo segun el test Quade, presentando diferencias
con respecto a R3.
De todos los estudios previos, se puede concluir que un F variable es mejor
cuando la estrategia adoptada es R. Sin embargo, para la estrategia B lo mejor
es optar por un F constante, en este caso F = 0;75 (buen desempe~no para todo
el benchmark excepto para f4).
Considerando el conjunto completo de algoritmos, R2 demostro ser mejor
que los algoritmos R3, RCte y B3, por lo que se la considera una buena opcion
para tratar diversos problemas en general. En el algoritmo R2 los valores de F
descienden muy rapido y se mantienen en valores cercanos a 0 a partir de la
mitad de la ejecucion. Otro algoritmo con buen desempe~no es el R5 que usa
la variacion F5(t) que se comporta como una funcion gaussiana manteniendo
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valores altos de F por una buena cantidad de tiempo, y decreciendo de manera
progresiva despues de la mitad de la ejecucion sin llegar a F = 0.
Tanto para R y B, F3(t) mostro el peor de los desempe~nos, descartando la
idea de una variacion de F proporcional al tiempo.
Algoritmos Friedman Friedman Alineado Quade
B1 7.333 33.5 7.714
B2 7.666 33.833 8.523
B3 8.666 35.5 9.523
B4 6.333 30.666 6.714
B5 6 30.333 5.904
BCte 4.0 31.833 3.809
R1 3.833 27.833 3.666
R2 3.5 27.5 2.952
R3 11.5 65.666 11.857
R4 4.166 28.166 3.524
R5 4.0 28.0 2.809
RCte 11.0 65.166 11.0
Cuadro 8. Ranking de todos los algoritmos.
4.2. Escalabilidad
Como se ha mencionado, las dicultades para converger al optimo global
se dan, por lo general, en problemas de alta dimensionalidad. Por este motivo
se realizo un estudio adicional para observar la escalabilidad de los algoritmos.
Se ejecutaron todas las variantes sobre el mismo benchmark pero para las di-
mensiones D = 200 y D = 500. Las comparaciones realizadas entre los mejores
algoritmos se encuentran sintetizados en el Cuadro 10.
Se puede observar que para D = 200, en f1, f5 y f6 los errores se mantienen
bajos, lo que muestra una buena escalabilidad. Sin embargo, para D = 500
las soluciones para fi con 1  i  4, el error crece signicativamente. Aunque
sucede algo completamente diferente con f6 donde los errores disminuyen o se
mantienen cercanos a medida que se aumenta la dimensionalidad.
Cuando se comparan los mejores algoritmos entre s, vemos que BCte alcan-
za errores muy por encima de los otros algoritmos, a medida que se aumenta
la dimensionalidad. Otra observacion respecto de BCte, considerando solo los
algoritmos con estrategia B, es que conforme aumenta la dimension en f4 (fun-
cion para la cual BCte era el peor algoritmo) comienza a comportarse mejor que
otros algoritmos dejando de ser el peor y acercandose a los valores de B5 (el
mejor algoritmo para f4 en todas las dimensiones probadas).
En sntesis, se puede decir que R5 logra el mejor comportamiento en casi
todas las funciones, logrando una buena escalabilidad con D = 200 en f1, f5 y
f6. Ademas escala bien para D = 500 en las funciones f5 y f6. En el resto de
las funciones, excepto para f4, R5 es el que obtiene el mnimo error en relacion
a los otros algoritmos.
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D=100 D=200 D=500
f1
Bcte 0 7,98e 02 8,43e+03
R2 0 2e 06 5,44e+02
R5 0 0 3,88e+02
f2
Bcte 4,79e+01 8,77e+01 1,09e+02
R2 2,17e+01 7,06e+01 1,07e+02
R5 1,56e+01 6,41e+01 1,06e+02
f3
Bcte 1,47e+02 7,78e+03 1,63e+09
R2 1,49e+02 1,84e+03 3,36e+08
R5 9,68e+02 8,51e+02 2,53e+08
f4
Bcte 7,26e+02 1,55e+03 4e+03
R2 6,02 3,94e+01 3,35e+02
R5 1,49e+02 5,67e+02 1,76e+03
f5
Bcte 0 2,19e 02 6,98e+01
R2 0 0 6,99
R5 0 0 3,25
f6
Bcte 3; 20e 05 1,04 9,61
R2 2,11e+01 1,36e 03 2,19
R5 2,12e+01 2,14e+01 1,94
Cuadro 9. Escalabilidad de BCte, R2 Y R5. Se muestra el error promedio.
5. Conclusiones
Del estudio realizado, se concluye que DE con F constante es mejor que uno
variable bajo la estrategia B. Por el contrario, usando la estrategia R, un F
variable obtiene mejores resultados. Mas precisamente, esto ocurre cuando F (t)
corresponde a una funcion que promueve la exploracion durante bastante tiem-
po para luego disminuir progresivamente (promoviendo explotacion) en etapas
avanzadas de la busqueda.
Examinando los algoritmos con estrategia B, se concluye que BCte logro un
mejor comportamiento. Para el caso de la estrategia R, los mejores algorit-
mos fueron R2 y R5. Comparando entre s a los mejores algoritmos de ca-
da estrategia del DE, se observo que BCte es el algoritmo que peor escala.
Por otra parte, R5 mostro mejores capacidades en cuanto a obtener soluciones
cercanas al optimo global. Por lo tanto, se puede decir, que un algoritmo de
Evolucion Diferencial con estrategia R (DE/rand/1/bin) y factor de mutacion
variable F5(t) = e
t2
10000000 mejora notablemente su desempe~no global. As, la
eleccion de un factor F variable cuyo comportamiento esta dado por una fun-
cion de Gauss con una desviacion estandar en relacion al maximo de iteraciones
( = MaxIte  1000), mejora la convergencia para dimensiones altas, y provee
un mejor rendimiento que un F constante y uno con decremento lineal.
Futuros trabajos, involucran el dise~no de DE con incorporacion de buscadores
locales y el estudio de benchmarks extendidos junto con la comparacion con
algoritmos del estado del arte.
10 Evolucion Diferencial con Factor de Mutacion Dinamico
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